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Tässä tutkielmassa käsitellään algebrallista symbolidynamiikkaa ja sovel-
letaan sitä peittokoodien tutkimiseen. Algebrallisessa symbolidynamiikassa
kombinatoriset ja topologiset ongelmat muutetaan polynomeja koskeviksi ky-
symyksiksi, jolloin ongelmaan saadaan algebrallinen näkökulma. Algebralli-
sella lähestymistavalla saadaan helppoja todistuksia neliöhilan ja kuningas-
graafin peittokoodituloksille.
Tutkielma alkaa symbolidynamiikan perinteisten käsitteiden määrittelyllä ja
perustulosten esittelyllä. Tämän jälkeen määritellään kommutatiivisen al-
gebran ja algebrallisen geometrian peruskäsitteet, joilla saadaan uusi näkö-
kulman symbolidynamiikan tutkimukseen. Näin saadaan perinteisen topolo-
gisen rakenteen lisäksi myös algebrallista rakennetta käyttöön. Perustietojen
jälkeen esitellään työkaluiksi erilaisia polynomihajotelmia ja todistetaan tut-
kielman kannalta olennaisten ihanteiden rakennetuloksia. Tutkielmassa py-
ritään rakentamaan tarvittava teoria mahdollisimman suppeilla esitietovaa-
timuksilla.
Kun teoriapohja on rakennettu, sovelletaan polynomihajotelmia peittokoo-
ditulosten todistamiseen. Lopuksi annetaan vielä algoritmi peittokoodien et-
simiseen tietyssä erikoistapauksessa.
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1 Johdanto
Olkoon w : Z Ñ Σ kahteen suuntaan ääretön sana ja merkitään siinä
esiintyvien n-pituisten yhtenäisten osasanojen lukumäärää pnpwq. Morsen-
Hedlundin lause kertoo, että w on jaksollinen jos ja vain jos on olemassa
sellainen n P N, että pnpwq ď n. Tämä tunnettu sanojen kombinatoriikan tu-
los luokittelee äärettömät sanat jaksollisiin ja ei-jaksollisiin paikallisen omi-
naisuuden, kuviokompleksisuuden, avulla. Kutsutaan niitä sanoja, joilla on
sellainen n P N, että pnpwq ď n, matalan kompleksisuuden sanoiksi.
Kun tunnetaan tämä tulos, on luontevaa tarkastella matalan komplek-
sisuuden sanoja useampiulotteisessa tapauksessa. Määritellään tätä varten
d-ulotteinen konfiguraatio c : Zd Ñ Σ. Olkoot n1, ..., nd P N ja määritellään
E “
Śn
i“1t 1, ..., ni u. Tekijäkompleksisuus joukon E suhteen pEpcq on nii-
den d-ulotteisten sanojen lukumäärä, jotka saadaan siirtelemällä joukon E
määräämää ikkunaa konfiguraation c yllä. Kutsutaan konfiguraatiota c sa-
malla tavalla matalan kompleksisuuden konfiguraatioksi, jos voidaan valita
sellaiset luvut n1, ..., nd, että pEpcq ď |E|.
On olemassa helppoja vastaesimerkkejä ei-jaksollisisista matalan
kompleksisuuden konfiguraatioista aina, kun d ě 3. [3] Rajatapaus d “ 2
on yhä avoin, mutta sen uskotaan pitävän paikkansa. Tämä väite on nimetty
ranskalaisen Maurice Nivat’n mukaan Nivat’n konjektuuriksi vuonna 1997.
[17]
Algebrallinen lähestymistapa symbolidynamiikan tutkimukseen sai al-
kunsa artikkelissa [14], jossa esiteltiin moniulotteisten sanojen tulkinta po-
lynomeina ja todistettiin algebrallisen geometrian avulla uusia tuloksia ma-
talan kompleksisuuden konfiguraatioista. Tällä lähestymistavalla edistyttiin
myös Nivat’n konjektuurissa huomattavasti. Artikkelit [14, 15, 13] ovat osa
väitöskirjaa [18], jossa on lisäksi laajennettu tavanomaista polynomien käsit-
telyä Laurentin polynomeille.
Alunperin Nivat’n konjektuuria varten rakennettua algebrallista koneis-
toa on myöhemmin yhdistelty perinteiseen symbolidynamiikan topologiseen
käsitteistöön ja rakennettu teoriaa uudesta näkökulmasta. [11, 12] Eri näkö-
kulmista on koottu artikkeli [9], jossa mainitaan myös mahdollinen yhteys
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peittokoodeihin.
Tässä tutkielmassa todistetaan peittokoodien jaksollisuustuloksia viiva-
polynomihajotelmilla, jotka avaavat jälleen uuden kehityssuunnan vanhan
teorian pohjalle. Näiden hajotelmien avulla saadaan yksinkertaisia todistuk-
sia peittokoodien jaksollisuusominaisuuksille, joita on käsitelty esimerkiksi
artikkelissa [2]. Lopuksi esitetään myös yksinkertainen algoritmi, jolle voi-
daan syöttää kuvio ja tietyssä tapauksessa osataan sanoa, voidaanko sillä
peittää taso annettujen ehtojen mukaisesti.
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2 Konfiguraatioavaruus
Yleisesti ottaen dynaaminen systeemi on pari pX, fq, jossa X on kompakti
metrinen avaruus ja f on monoidin M toiminta joukossa X. Lisäksi fm tu-
lee olla jatkuva kaikilla m P M . Monoidin M voidaan ajatella olevan ajan
käsitteen yleistys, jonka paikalle voidaan asettaa esimerkiksi jatkuvassa ja
kääntyvässä systeemissä ryhmä R tai diskreettiaikaisessa kääntymättömässä
systeemissä monoidi N. Ei ole kuitenkaan mitään syytä rajoittua yksiulot-
teiseen tapaukseen.
Tässä tutkielmassa käsitellään moniulotteista symbolidynamiikkaa, jossa
X on d-ulotteisten äärettömien sanojen joukko, f on siirto ja M “ Zd. Mää-
ritellään nyt käsitteitä hieman täsmällisemmin. Tässä kappaleessa lähteinä
on käytetty luentomonisteita [10, 8] ja topologian kirjaa [20].
Määritelmä 2.1. (aakkosto, konfiguraatio) Äärellistä epätyhjää joukkoa
T kutsutaan aakkostoksi. Mielivaltaista kuvausta c : Zd Ñ T kutsutaan
konfiguraatioksi tai äärettömäksi d-ulotteiseksi sanaksi. Merkitään sanojen
kombinatoriikasta tutulla tavalla cv “ cpvq, kun v P Zd.
Määritelmä 2.2. (konfiguraatioavaruus) Konfiguraatioavaruus on kaikkien
konfiguraatioiden joukko, jolle käytetään tyypillistä joukko-opin merkintäta-
paa T Zd .
Määritelmä 2.3. (kuvio)OlkoonD Ď Zd äärellinen ja p : D Ñ T . Äärellinen
kuvio, tai yksinkertaisesti kuvio, aakkoston T yli on pari pp,Dq. Kuvio on
luonteva yleistys äärellisen sanan käsittelle.
Määritelmä 2.4. (sylinteri, alikuvio) Olkoon pp,Dq äärellinen kuvio. Mää-
ritellään kuvion pp,Dq määräämä sylinteri joukkona
Cylpp,Dq “ t c P T Zd | c|D “ p u.
Sanotaan, että kuvio pp,Dq on konfiguraation c alikuvio, jos c P Cylpp,Dq.
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Annetaan tiilijoukolle T diskreetti metriikka. Tällöin avaruus T on kompak-
ti metrinen avaruus ja TZd voidaan ajatella tuloavaruutena, jonne saadaan
luonnollisesti tulotopologia, jolla on sylinterikanta
B “ tCylpp,Dq | pp,Dq on äärellinen kuvio u.
Konfiguraatioavaruus on metristyvä, koska se on metristen avaruuksien nu-
meroituva tulo. Lisäksi konfiguraatioavaruus on kompaktien avaruuksien tu-
lona kompakti. [20]
Määritelmä 2.5. (siirto) Olkoot c P T Zd ja u P Zd. Vektorin u määräämä
siirto on kuvaus τu : T Z
d
Ñ T Z
d , jossa c ÞÑ e ja epvq “ cpv ´ uq kaikilla
v P Zd.
Määritelmä 2.6. (jaksollisuus, k-jaksollisuus, täysin jaksollinen) Ajatellaan
kokonaislukuhilaa Zd vektoriavaruuden Qd alihilana. Konfiguraatio c P T Zd
on jaksollinen vektorin u suuntaan, jos τupcq “ c jollekin u P Zd z t0 u. Kon-
figuraatio c on k-jaksollinen, jos k on suurin sellainen luku, että c on jaksol-
linen lineaarisesti riippumattomiin suuntiin u1, ...,uk. Yleensä 1-jaksollista
konfiguraatiota kutsutaan yhteen suuntaan jaksolliseksi. Lisäksi d-jaksollista
konfiguraatiota kutsutaan täysin jaksolliseksi.
Lause 2.7. Merkitään e1 “ p1, 0, ..., 0q, e2 “ p0, 1, ..., 0q, ..., ed “ p0, 0, ..., 1q.
Konfiguraatio c on täysin jaksollinen jos ja vain jos on olemassa sellaiset
luvut ni P Zzt 0 u, että c jaksollinen kaikkiin suuntiin niei, missä i “ 1, ..., d.
Todistus.
ðù Oletetaan, että c on jaksollinen kaikkiin suuntiin niei. Koska vekto-
rit niei ovat lineaarisesti riippumattomia yli kunnan Q, c on täysin
jaksollinen.
ùñ Oletetaan nyt, että c on täysin jaksollinen. Otetaan ne lineaarises-
ti riippumattomat vektorit vi, i “ 1, ..., d, joille τvipcq “ c. Olkoon
j P t 1, .., d u mielivaltainen. Nyt joukko tvi | i “ 1, .., d u Y t ej u on
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lineaarisesti riippuva yli kunnan Q, joten on olemassa rationaaliluvut
q1, ..., qd`1, missä qd`1 ‰ 0 ja
q1v1 ` ¨ ¨ ¨ qdvd ` qd`1ej “ 0.
Otetaan sellainen luku k P Z z t 0 u, että kqi P Z kaikilla i “ 1, ..., d` 1.
Nyt siis ´kqd`1ej “ kq1v1 ` ¨ ¨ ¨ ` kqdvd ja edelleen
τ´kqd`1ejpcq “ τkq1v1`¨¨¨`kqdvdpcq “ τkq1v1 ¨ ¨ ¨ τkqdvdpcq “ c.
Lause 2.8. Olkoon c P T Zd täysin jaksollinen konfiguraatio. On olemassa
sellainen luku n P Z z t 0 u, että τnvpcq “ c kaikilla v P Zd.
Todistus. Olkoon luvut n1, ..., nd lauseesta 2.7 ja merkitään n “
ś
ni. Ol-
koon v P Zd mielivaltainen. Nyt nv “ pnv1, ..., nvdq, missä ni | nvi. Merkitään
ki “
nvi
ni
. Saadaan siis
nv “
d
ÿ
i“1
kiniei
ja täten τnvpcq “ τk1n1e1 ¨ ¨ ¨ τkdndedpcq “ c.
Lause 2.9. Siirtokuvaus τv on jatkuva kaikilla v P Zd.
Todistus. Seuraa luonnollisesti, kun tarkastellaan konfiguraatioavaruuden to-
pologian sylinterikantaa. Yksityiskohtainen todistus lähteessä [8].
2.1 Siirtoaliavaruus
Joukko A Ď T Zd on translaatioinvariantti jos τupAq “ A kaikilla u P Zd.
Määritelmä 2.10. (siirtoaliavaruus) Translaatioinvarianttia ja topologisesti
suljettua joukkoa A kutsutaan siirtoaliavaruudeksi (subshift). Erikoistapaus-
ta A “ T Zd voidaan kutsua yksinkertaisesti siirtoavaruudeksi (full shift).
Siirtoavaruus on siis konfiguraatioavaruuden synonyymi hieman eri vivah-
teella.
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Määritelmä 2.11. (kuvion esiintyminen konfiguraatiossa) Kuvio pp,Dq
esiintyy konfiguraatiossa c, jos on olemassa vektori v P Zd, jolle τvpuq|D “ p.
Merkitään kaikkien konfiguraatiossa c esiintyvien kuvioiden joukkoa
Pattpcq “ t pp,Dq | kuvio pp,Dq esiintyy konfiguraatiossa c u.
Kuviojoukossa on kaikki konfiguraation alikuviot ja niiden siirretyt ver-
siot. Konfiguraation c alikuvioiden avulla saadaan kaikki sylinterit, joihin c
kuuluu ja kuviojoukon avulla saadaan sellaiset sylinterit, joihin konfiguraa-
tio voidaan siirtää. Tämä on tärkeä asetelma symbolidynamiikan kannalta,
koska sylinterit muodostavat topologian kannan ja ryhmän pZd,`q toiminta
konfiguraatioavaruudessa määritellään siirtojen avulla.
Kuviojoukon määritelmää voidaan laajentaa konfiguraatiojoukoille A Ď
T Z
d luonnollisella tavalla:
PattpAq “
ď
cPA
Pattpcq.
Määritelmä 2.12. (kuvioita välttävät konfiguraatiot) Määritellään kuvio-
joukolle P Ď PattpT Zdq konfiguraatiojoukko, jossa ei esiinny kuvioita joukos-
ta P :
ΣpP q “ t c P T Z
d
| Pattpcq X P “ H u.
Sanotaan, että joukon ΣpP q konfiguraatiot välttävät joukon P kuviot.
Siirtoavaruudessa esiintyy kaikki mahdolliset kuviot ja siksi onkin luonte-
vaa ajatella, että siirtoaliavaruudessa esiintyy vain jokin osajoukko kaikista
kuvioista. Seuraava tulos muotoilee täsmällisesti tämän ajatuksen.
Lause 2.13. Joukko Σ on siirtoaliavaruus jos ja vain jos Σ “ ΣpP q jollekin
P Ď PattpT Zdq.
Todistus. Luentomonisteessa [8].
Määritelmä 2.14. (Wang-laatta, Wang-laatoitus) Wang-laatta on yksikkö-
neliö, jonka reunat on värjätty. Tässä yhteydessä laatoitus on sellainen kon-
figuraatio Wang-laattoja, että kaikki toisiaan koskevat reunat ovat samaa
väriä.
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Siirtoaliavaruus Σ on äärellistä tyyppiä tai SFT (subshift of finite ty-
pe), jos on olemassa äärellinen P , jolle Σ “ ΣpP q. Kun rajoitutaan kahteen
ulottuvuuteen, saadaan äärellisen tyypin siirtoaliavaruuksien ja tiilitysten
välille luonteva yhteys. Kaikki Wang-tiilitykset voidaan ajatella äärellisen
tyypin siirtoaliavaruuksina ja toisaalta äärellisen tyypin siirtoaliavaruuksista
voidaan algoritmisesti rakentaa samoilla ominaisuuksilla varustettu Wang-
tiilijoukko. [10] Wang-laatoituksille esiteltyjä algoritmeja voidaan soveltaa
siis äärellisen tyypin siirtoavaruuksille. Esitellään vielä kaksi tutkielman myö-
hemmässä vaiheessa tarvittavaa tulosta.
Lause 2.15. Jos Wang-tiilijoukolla T voidaan tiilittää taso yhteen suuntaan
jaksollisesti, on samalla tiilijoukolla olemassa myös 2-jaksollinen tiilitys.
Todistus. Luentomonisteessa [10].
Lause 2.16. Olkoon siirtoaliavaruus Σ Ď T Z2 äärellistä tyyppiä. Jos tiede-
tään, että Σ sisältää jaksollisen alkion tai Σ “ H, kysymys joukon Σ tyhjyy-
destä on algoritmisesti ratkeava.
Todistus. Rakennetaan algoritmisesti tiilijoukko T , joka tiilittää tason jak-
sollisesti jos ja vain jos Σ ‰ H. Tähän on esitelty algoritmi luentomonisteessa
[10]. Ajetaan kahta puolialgoritmia samaan aikaan:
1) Arvataan sellainen k P N, jolle aluetta t 0, 1, ..., k u2 ei pystytä tiilittämään
ilman virhettä. Tällöin Σ “ H.
2) Lauseen 2.15 nojalla riittää etsiä 2-jaksollisia tiilityksiä. Arvataan sellai-
nen k P N, että alue t 0, 1, ..., k u2 pystytään tiilittämään ilman virhettä
ja kuvion alarivin värit sopivat ylärivin väreihin sekä vasemman reunan
värit sopivat oikean reunan väreihin. Nyt ollaan löydetty jaksollinen tii-
litys. Tällöin Σ ‰ H.
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3 Kommutatiivista algebraa
Määritellään kommutatiivisen algebran työkaluja, jotta voidaan käsitellä d
muuttujan Laurentin polynomeja, jotka avaavat yhteyden polynomialgebran
ja symbolidynamiikan välille. Käytetään lähteinä kirjoja [1, 4] ja luentomo-
nistetta [16]. Algebrallisen geometrian osuudessa käytetään kirjaa [5] ja väi-
töskirjaa [18].
Määritelmä 3.1. (rengas) Kolmikkoa pR,`, ˚q kutsutaan renkaaksi, jos bi-
näärioperaatioille ` : R ˆ RÑ R ja ˚ : R ˆ R ÞÑ R pätee seuraavat ehdot:
1. pR,`q on Abelin ryhmä
2. pR, ˚q on monoidi
3. a ˚ pb ` cq “ a ˚ b ` a ˚ c ja pa ` bq ˚ c “ a ˚ c ` b ˚ c kaikilla a, b, c P R.
Kommutatiiviselle renkaalle pätee lisäksi a ˚ b “ b ˚ a kaikilla a, b P R.
Tästä eteenpäin renkaasta käytetään lyhennemerkintää R, koska binäärio-
peraatiot voidaan päätellä asiayhteydestä. Lyhennetään myös kertolaskun
merkintää tyypilliseen tapaan a ˚ b “ ab. Tässä koko tutkielmassa oletetaan,
että R on kommutatiivinen rengas.
Määritelmä 3.2. (yksikkö, jaoton alkio) Alkio a P R on yksikkö, jos sil-
lä on olemassa kertolaskun suhteen käänteisalkio. Alkiota a ‰ 0 sanotaan
jaottomaksi jos a ei ole yksikkö ja
a “ bc ùñ b on yksikkö tai c on yksikkö.
Esimerkki 3.3. Kokonaislukujen renkaassa Z yksiköitä ovat 1 ja ´1. Täten
kokonaislukurenkaan jaottomat alkiot ovat alkuluvut ja niiden vastaluvut.
Esimerkki 3.4. Kunnassa ei ole jaottomia alkioita, koska kaikki nollasta
poikkeavat alkiot ovat yksiköitä.
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3.1 Polynomirenkaat ja muodolliset potenssisarjat
Olkoon R kommutatiivinen rengas ja x1, ..., xd muuttujia. Käytetään muuttu-
jien monikolle merkintää X “ px1, ..., xdq ja määritellään Xv “ xv11 xv22 ¨ ¨ ¨ x
vd
d
vektorille v P Zd.
Määritelmä 3.5. (Laurentin polynomi) Laurentin polynomi renkaan R yli
on summa
ř
vPD avX
v, missä D Ď Zd on äärellinen ja av P R. Merkitään
Laurentin polynomien joukkoa
Rrx˘11 , ..., x
˘1
d s tai RrX
˘1s.
Määritelmä 3.6. (muodollinen potenssisarja) Kun sallitaan Laurentin po-
lynomille ääretön määrä nollasta poikkeavia kertoimia, saadaan muodollinen
potenssisarja yli renkaan R. Merkitään muodollisten potenssisarjojen jouk-
koa
Rrrx˘11 , ..., x
˘1
d ss “ RrrX
˘1ss “ t
ÿ
vPZd
avX
v | av P R u.
Joukko RrX˘1s on kommutatiivinen rengas tavanomaisen polynomiker-
tolaskun suhteen ja lisäksi voidaan määritellä Laurentin polynomin ja muo-
dollisen potenssisarjan kertolasku paikallisena polynomikertolaskuna. Tällöin
muodollisten potenssisarjojen joukko muodostaa modulin Laurentin polyno-
mien renkaan yli.
Määritelmä 3.7. (kantaja) Olkoon f “
ř
avX
v Laurentin polynomi tai
muodollinen potenssisarja. Määritellään kantaja:
supppfq “ tv P Zd | av ‰ 0 u.
Tässä tutkielmassa käsitellään Laurentin polynomeja ja muodollisia po-
tenssisarjoja lähinnä kunnan C yli, koska se on algebrallisesti suljettu. Toinen
kiinnostava vaihtoehto olisi tarkastella polynomeja yli äärellisen kunnan Fq,
missä q “ pn jollekin alkuluvulle p. [11] Tätä ajatusta sivutaan peittokoodien
sovelluksissa, koska siellä rajoitutaan binääriaakkostoon.
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Esimerkki 3.8. Olkoon f “
ř
vPD avX
v Laurentin polynomi ja c “
ř
vPZd cvX
v muodollinen potenssisarja. Lasketaan tulo fc ensin kahdella ta-
valla.
fc “
ÿ
vPZd
fcvX
v “
ÿ
vPZd
ÿ
uPD
aucvX
v`u “
ÿ
vPZd
ÿ
uPD
aucv´uX
v.
Tämä antaa kaksi visuaalista ajattelutapaa. Joko Laurentin polynomi
f asetetaan kaikkiin potenssisarjan c osoittamiin kohtiin tai tarkastellaan
ikkunassa ´D havaittavia potenssisarjan c merkkejä. Havainnollistetaan nyt
konfiguraation c “
ř
vPZd X
3v ja polynomin f “ 1 ` x ` y ` xy kertolaskua
kuvalla.
Kuva 1: Polynomin f ja potenssisarjan c kertolasku.
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3.2 Konfiguraatio, tiili ja tiilittäjä
Määritellään nyt symbolidynamiikan käsitteitä algebrallisessa kontekstissa
väitöskirjan [18] kanssa yhteensopivasti.
Määritelmä 3.9. (algebrallinen konfiguraatio) Mikä tahansa muodollinen
potenssisarja c P CrrX˘1ss on algebrallinen konfiguraatio.
Määritelmä 3.10. (äärellisen aakkoston konfiguraatio, äärellisen
kokonaisaakkoston konfiguraatio, konfiguraatio aakkoston T yli)
Olkoon c “
ř
vPZd cvX
v algebrallinen konfiguraatio. Määritellään symboli-
dynamiikan kannalta olennaisia alakäsitetteitä.
‚ c on äärellisen aakkoston konfiguraatio, jos on olemassa äärel-
linen T Ď C, jolle cv P T kaikilla v P Zd.
‚ Konfiguraatio on äärellisen kokonaisaakkoston konfiguraatio,
jos lisäksi T Ď Z.
‚ Joskus halutaan myös kiinnittää aakkosto T valmiiksi. Jos kon-
figuraatiolle c pätee cv P T kaikilla v P Zd, sanotaan, että c on
konfiguraatio aakkoston T yli. Samoin voidaan puhua Laurentin
polynomeista aakkoston T yli.
Potenssisarjamääritelmä konfiguraatiolle on yleisempi kuin perinteinen
symbolidynamiikan versio, koska tässä tapauksessa sallitaan ääretön aakkos-
to. Jonkin äärellisen aakkoston konfiguraatiot samaistuvat kuitenkin symbo-
lidynamiikan käsitteistöön luontevasti. Tulkitaan aluksi, että aakkoston kir-
jaimet ovat kompleksilukuja ja tämän jälkeen tehdään injektiivinen kuvaus
T Z
d
Ñ Crrx˘11 , ..., x˘1d ss, missä c ÞÑ
ř
vPZd cvX
v. Koska virhepäätelmien vaa-
raa ei ole, tästä eteenpäin puhutaan algebrallisista konfiguraatioista yksin-
kertaisesti konfiguraatioina. Tämä vastaavuus avaa algebrallisen näkökulman
symbolidynamiikan tutkimukseen.
Voidaan siis määritellä vastaavia symbolidynamiikan käsitteitä algebral-
lisella lähestymistavalla. Siirto vektorilla v saa muodon τvpcq “ Xvc. Lisäksi
c on jaksollinen jos Xvc “ c eli pXv´1qc “ 0 jollakin v ‰ 0. Vastaavasti c on
täysin jaksollinen jos c on jaksollinen lineaarisesti riippumattomiin suuntiin
v1, ...,vd.
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Lause 3.11. Olkoot c ja e täysin jaksollisia konfiguraatioita ja f polynomi.
Konfiguraatiot c ` e ja fc ovat täysin jaksollisia.
Todistus. Olkoon i P t 1, ..., d u.
pc ` eq Lauseen 2.7 mukaan konfiguraatiot e ja c ovat jaksollisia suuntiin
niei ja miei joillekin ni,mi P Zzt 0 u. Nyt siis konfiguraatioilla c ja e on
yhteinen jakso nimiei, joten myös c`e on jaksollinen suuntaan nimiei.
pfcq Tarkastellaan nyt kertolaskua fc. Konfiguraation c jaksollisuudesta seu-
raa, että cv “ cv`miei kaikille v P Zd. Laskemalla saadaan
Xmieifc “ Xmiei
ÿ
vPZd
ÿ
uPsupppfq
aucv`uX
v “
ÿ
vPZd
ÿ
uPsupppfq
aucv`uX
v`miei “
ÿ
vPZd
ÿ
uPsupppfq
aucv`miei`uX
v`miei “ fc.
Täten siis täysin jaksolliset konfiguraatiot muodostavat alimodulin muo-
dollisten potenssisarjojen modulille. Jos sallitaan mukaan myös yhteen suun-
taan jaksollisia konfiguraatioita, vastaavaa alimodulirakennetta ei synny.
Esimerkki 3.12. Kahden 1-jaksollisen konfiguraation summa ei välttämättä
ole jaksollinen.
Määritellään konfiguraatiot c1, c2 P Crrx˘1, y˘1ss seuraavalla tavalla:
c1px,yq “
$
&
%
1 y “ 0
0 muutoin
c2px,yq “
$
&
%
1 x “ 0
0 muutoin.
Nämä konfiguraatiot ovat selvästi yhteen suuntaan jaksollisia, mutta niiden
summa c “ c1 ` c2 on konfiguraatio
cpx,yq “
$
’
’
’
&
’
’
’
%
2 px, yq “ 0
1 xy “ 0 ja px, yq ‰ 0
0 muutoin.
Havainnollistetaan tilannetta kuvalla.
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(a) c1 (b) c2
(c) c1 ` c2
Kuva 2: Konfiguraatiot c1 ja c2 sekä niiden summa c1 ` c2
Tässä tutkielmassa pakataan kokonaislukuhila äärellisillä Zd kuvioilla
tiettyjen ehtojen toteutuessa. Algebrallisella lähestymistavalla kuviot samais-
tuvat Laurentin polynomeiksi ja tätä kautta saadaan tuloksia siitä, miten
laattoja on aseteltava hilaan annettujen ehtojen toteutumiseksi. Merkitään
ensin 1 “
ř
vPZd X
v.
Määritelmä 3.13. (tiili) Mikä tahansa nollasta poikkeava Laurentin poly-
nomi f yli kunnan C on tiili.
Määritelmä 3.14. (n-pakkaaja) Äärellisen kokonaisaakkoston konfiguraatio
c on n-pakkaaja tiilelle f , jos fc “ n1. Kaksiulotteisessa tapauksessa voidaan
puhua myös n-tiilittäjästä.
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Lause 3.15. Olkoon n P N ja T Ď Z äärellinen. Laattaa f vastaavien n-
pakkaajien joukko yli aakkoston T on SFT.
Todistus. Olkoon nyt f “
ř
avX
v ja merkitään D “ supppfq. Olkoon P “
tpp,´Dq |
ř
uPD aup´u ‰ nu. Nyt P on äärellinen ja ΣpP q on n-pakkaajien
joukko.
Tutkielman loppuosassa hyödynnetään edellistä tulosta erityisesti kak-
siulotteisessa tapauksessa, jossa lisäksi tiilen f ja pakkaajan c aakkosto on
t 0, 1 u. Silloin riittää, että kaikilla v P Z2 pätee
ÿ
uP´D`v
cu “ n.
Toinen tärkeä huomio on, että tässä tutkielmassa ei olla suljettuja äärellisen
aakkoston T sisälle. Vaikka siis laatta f ja sen n-pakkaaja c olisivat aakkoston
T sisällä, ei tulo fc ole välttämättä enää aakkoston T yli.
3.3 Ihanteista
Määritelmä 3.16. (Ihanne) Joukkoa I Ď R kutsutaan ihanteeksi, jos se
toteuttaa seuraavat ehdot:
1. I ‰ H
2. a ` b P I kaikille a, b P I
3. ra P I kaikille r P R ja a P I.
Määritelmä 3.17. (triviaali ja epätriviaali ihanne) Ihanteelle käytetään
merkintää I ď R. Ihanne I on triviaali jos I “ t0u. Muutoin I on epätriviaa-
li. Määritellään kaksi tutkielman kannalta olennasta Laurentin polynomien
renkaan ihannetta konfiguraation c avulla.
Määritelmä 3.18. (annihilaattori-ihanne) Joukko Annpcq “ t f P CrX˘1s |
fc “ 0 u on konfiguraation c annihilaattori-ihanne ja sanotaan, että f anni-
hiloi konfiguraation c.
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Määritelmä 3.19. (jaksollistaja-ihanne) Joukko Perpcq “ t f P CrX˘1s |
fc on täysin jaksollinen u on konfiguraation c jaksollistaja-ihanne.
Lause 3.20. Joukot Annpcq ja Perpcq ovat renkaan CrX˘1s ihanteita.
Todistus.
Annpcq Selvästi 0 P Annpcq. Olkoot nyt f, g P Annpcq. Tällöin pf ` gqc “
fc`gc “ 0, joten f`g P Annpcq. Olkoon nyt r jokin polynomi. Tällöin
prfqc “ rpfcq “ 0, joten rf P Annpcq. Täten Annpcq on ihanne.
Perpcq Ensinnäkin 0 P Perpcq. Valitaan mielivaltaiset f, g P Perpcq ja polyno-
mi r. Nyt pf`gqc “ fc`gc on kahden täysin jaksollisen konfiguraation
summana täysin jaksollinen. Lisäksi rfc on täysin jaksollinen.
Määritelmä 3.21. (nollanjakaja, kokonaisalue) Alkio a P R on
nollanjakaja, jos a ‰ 0 ja on olemassa sellainen b ‰ 0, jolle ab “ 0. Rengas
R on kokonaisalue, jos R ei sisällä nollanjakajia.
Lause 3.22. Olkoon pIiq mielivaltainen perhe ihanteita renkaassa R. Tällöin
leikkaus
Ş
Ii on ihanne.
Todistus. Olkoon a, b P
Ş
Ii. Valitaan mielivaltainen Ii. Koska Ii on ihanne,
voidaan päätellä a ` b P Ii ja ra P Ii. Koska i oli mielivaltainen, saadaan
a ` b, ra P
Ş
Ii.
Määritelmä 3.23. (osajoukon generoima ihanne) Olkoon S Ď R. Joukon S
generoima ihanne määritellään xSy “
Ş
SĎIďR I. Toisin sanoen xSy on pienin
ihanne, joka sisältää joukon S.
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Lause 3.24. Joukon S generoima ihanne sisältää täsmälleen ne alkiot, jotka
ovat muotoa r1s1 ` ... ` rnsn, missä ri P R ja si P S.
Todistus. Olkoot s1, ..., sn P S ja r1, ..., rn P R mielivaltaisia. Nyt selvästi
si P xSy kaikille i, joten siri P xSy. Koska ihanne suljettu summien suhteen,
myös s1r1 ` ...` snrn P xSy. Täten t s1r1 ` ...` snrn | si P S, ri P R u Ď xSy.
Toisaalta joukko t s1r1 ` ...`snrn | si P S, ri P R u on ihanne, koska alkioiden
esitysmuoto sallii summauksen ja renkaan alkiolla kertomisen. Täten t s1r1 `
... ` snrn | si P S, ri P R u “ xSy.
Määritelmä 3.25. (Noetherin rengas) Rengas R on Noetherin rengas jos
jokainen ihanne I ď R on äärellisen joukon generoima.
Lause 3.26 (Hilbertin kantalause). Jos R on Noetherin rengas, niin RrXs
on Noetherin rengas.
Todistus. Kirjassa [5].
Lemma 3.27. Olkoon R Noetherin rengas ja S Ď R. On olemassa äärellinen
F Ď S, jolle xF y “ xSy.
Todistus. Merkitään I “ xSy. Koska R on Noetherin rengas, on olemassa
äärellinen G Ď I, jolle I “ xGy. Merkitään G “ t g1, ..., gn u ja otetaan
kaikille gi esitys joukon S alkioiden äärellisenä kombinaationa:
gi “
mi
ÿ
j“1
rjsj.
Olkoon nyt Fi “ t s1, ..., smi u. Kun merkitään F “ F1 Y ¨ ¨ ¨ Y Fn, saadaan
xF y “ I ja F Ď S on äärellinen.
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Määritelmä 3.28. (ihanteiden summa ja tulo) Kahden ihanteen I, J ď R
summa on I ` J “ t a` b | a P I ja b P J u ja tulo on IJ “ x ab | a P I ja b P
J y. Nämä ovat myös ihanteita renkaassa R.
Määritelmä 3.29. (pääihanne, alkuihanne, maksimaalinen ihanne, radikaa-
li, pareittain maksimaaliset ihanteet)
‚ Yhden alkion a P R generoimaa ihannetta xay kutsutaan pääi-
hanteeksi. Rengas R on pääihannealue jos kaikki ihanteet I ď R
ovat pääihanteita.
‚ Ihanne I ď R on alkuihanne, jos ab P I ùñ a P I tai b P I.
‚ Ihanne I ď R on maksimaalinen, jos
I Ď J ď R ùñ J “ I tai J “ R.
‚ Ihanteet I, J ď R ovat pareittain maksimaaliset, jos I`J “ R.
‚ Ihanteen I radikaali on joukko
?
I “ t a | an P I jollekin n P N u
ja ihannetta kutsutaan radikaaliksi jos I “
?
I.
Renkaasta voidaan muodostaa tekijärengas jonkin ihanteen suhteen.
Määritellään tekijärengas R{I “ t r ` I | r P R u sivuluokkien joukkona. Te-
kijärenkaassa on käytössä renkaan R laskuoperaatiot, mutta kahta samaan
sivuluokkaan kuuluvaa alkiota ei erotella keskenään.
Lause 3.30. Tekijärengas R{I on kunta jos ja vain jos I on maksimaalinen
ihanne.
Todistus. Kirjassa r1s.
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Lause 3.31. Joukko
?
I on ihanne.
Todistus. Olkoot a, b P
?
I ja r P R. On siis olemassa luvut n,m P N, joille
an P I ja bm P I. Nyt
pa ` bqn`m “
ÿ
i,jě0
i`j“n`m
ˆ
n ` m
i
˙
aibj,
joten kaikissa summattavissa termeissä pätee i ě n tai j ě m. Tästä seuraa,
että kaikki summattavat termit kuuluvat ihanteesen I ja täten myös pa `
bqn`m P I ja edelleen a ` b P
?
I. Tulo saadaan kommutatiivisuuden nojalla
praqn “ rnan P I eli ra P
?
I.
Lause 3.32. Tekijärengas R{I on kokonaisalue jos ja vain jos I on alkui-
hanne.
Todistus.
ùñ Oletetaan, että R{I on kokonaisalue. Olkoot a, b P R sellaiset, että
ab P I. Täten pa ` Iqpb ` Iq “ 0R{I , josta seuraa a ` I “ 0R{I tai
b ` I “ 0R{I ja edelleen a P I tai b P I.
ðù Olkoon nyt I alkuihanne. Valitaan sellaiset a ` I, b ` I P R{I, että
pa` Iqpb` Iq “ 0R{I . Nyt siis ab P I ja edelleen a P I tai b P I. Nyt siis
a ` I “ 0R{I tai b ` I “ 0R{I .
Lemma 3.33. Maksimaaliset ihanteet ovat alkuihanteita
Todistus. Olkoon M ď R maksimaalinen. Tekijärengas R{M on kunta ja
täten kokonaisalue. Nyt voidaan soveltaa edellistä tulosta ihanteeseenM .
Lause 3.34. Alkuihanteet ovat radikaaleja
Todistus. Olkoon P alkuihanne. Tietysti P Ď
?
P . Olkoon r P
?
P . Va-
litaan sellainen n P N, jolle rn P P . Koska P on alkuihanne, saadaan
rn “ rrn´1 ùñ r P P tai rn´1 P P . Helpolla induktiolla todetaan, että
r P P .
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Korollaari 3.35. Maksimaaliset ihanteet ovat radikaaleja
Todistus. Maksimaalinen ihanne on alkuihanne ja alkuihanne on radikaali.
Lause 3.36. Radikaalien ihanteiden mielivaltainen leikkaus on radikaali
Todistus. Olkoon pIjq perhe radikaaleja ihanteita. Olkoon a P R ja n P N.
Jos an P
Ş
Ij, niin an P Ij ja edelleen a P
a
Ij “ Ij kaikilla j. Nyt siis
a P
Ş
Ij ja väite seuraa.
3.4 Algebrallista geometriaa
Yleensä algebrallisessa geometriassa käsitellään polynomirengasta CrXs.
Tässä tutkielmassa ollaan konfiguraation ja laatan määritelmien takia kiin-
nostuneita ihanteista Laurentin polynomien renkaassa CrX˘1s. Olennaiset
tulokset ovat kuitenkin voimassa myös tässä hieman yleisemmässä kon-
tekstissa. [18] Määritellään aluksi algebrallisen geometrian olennaisia kä-
sitteitä Laurentin polynomien yhteydessä. Merkitään tavanomaiseen tapaan
C˚ “ C z t 0 u.
Määritelmä 3.37. (varisto, polynomijoukon määräämä ihanne, polynomin
häviäminen)
‚ Polynomijoukon K Ď CrX˘1s määräämä varisto on joukko
VpKq “ t x P pC˚qd | fpxq “ 0 kaikilla f P K u.
‚ Määritellään joukolle S Ď pC˚qd ihanne IpSq “ t f P CrX˘1s |
fpxq “ 0 kaikilla x P S u. Sanotaan, että polynomi f P IpSq
häviää joukossa S.
Hilbertin nollakohtalause antaa luontevan yhteyden ihanteiden ja varis-
tojen välille. Kiinnitetyssä varistossa häviävä ihanne on radikaali.
Lause 3.38 (Hilbertin nollakohtalause Laurentin polynomeille).
Olkoon I ď CrX˘1s. Tällöin IVpIq “
?
I.
Todistus. Kirjat [4] ja [5] sisältävät klassisen polynomirenkaita koskevan ver-
sion. Laajennus Laurentin polynomeille on todistettu väitöskirjassa [18].
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Lause 3.39 (Hilbertin kantalauseen sovellus Laurentin polynomeille).
CrX˘1s on Noetherin rengas.
Todistus. Väitöskirjassa [18].
Lause 3.40. Ihanne I ď CrX˘1s on radikaali jos ja vain jos se on alkuihan-
teiden leikkaus I “ P1 X ¨ ¨ ¨ X Pn, missä Pi Ę Pj, kun i ‰ j.
Todistus.
ùñ Kirja [4] sisältää todistuksen polynomirenkaassa ja väitöskirjassa [18]
on laajennus Laurentin polynomeille.
ðù Alkuihanteet ovat radikaaleja lauseen 3.34 nojalla ja radikaalien ihan-
teiden leikkaus on radikaali lauseen 3.36 mukaan.
Lause 3.41. Epätriviaalille alkuihanteelle P ď Crx˘1, y˘1s pätee yksi seu-
raavista:
‚ P on jaottoman polynomin ϕ generoima pääihanne
‚ P on maksimaalinen ihanne ja P “ xx ´ α, y ´ βy joillekin
α, β P C˚.
Todistus. Kirjassa [5] on polynomeja koskeva versio. Laajennus Laurentin
polynomeille on esitetty väitöskirjassa [18].
Lause 3.42. Olkoon A ď Crx˘1, y˘1s epätriviaali radikaali ihanne. On ole-
massa jaottomien polynomien generoimat pääihanteet R1, ..., Rs ja maksi-
maaliset ihanteet M1, ...,Mt, joille Mi ‰ Mj ja Ri Ć Mj ja
A “ R1 ¨ ¨ ¨RsM1 ¨ ¨ ¨Mt.
Lisäksi ihanteet ovat yksikäsitteisesti määrätyt ja ihanteet R “
R1 ¨ ¨ ¨Rs,M1, ...,Mt ovat pareittain maksimaalisia.
Todistus. Väitöskirjassa [18].
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4 Annihilaattori- ja jaksollistajaihanne
Tässä kappaleessa ollaan pääasiassa kiinnostuneita renkaista Crx˘1s ja
Crx˘1, y˘1s. Tavoitteena on todistaa, että Annpcq ja Perpcq ovat radikaaleja
renkaassa Crx˘1, y˘1s. Annihilaattori-ihanteen alkuihannehajotelmasta saa-
daan viivapolynomit käyttöön ja yksittäisen annihilaattorin normaalihajo-
telma antaa koko annihilaattori-ihanteelle rakenteellisia tuloksia. Tätä kaut-
ta saadaan itse annihiloitavasta konfiguraatiosta tietoa, erityisesti sen jak-
sollisuudesta. Jotta tutkielma olisi mahdollisimman itsenäinen kokonaisuus,
ihanteiden rakennetodistukset on esitetty yksityiskohtaisesti tässä kappalees-
sa. Lähteenä on käytetty väitöskirjaa [18] ja joitain todistuksia on muunnettu
asianyhteyteen sopivammaksi.
4.1 Perusominaisuuksia
Lemma 4.1. Olkoon c äärellisen kokonaisaakkoston konfiguraatio ja f P
Annpcq kokonaiskertoiminen nollasta poikkeava polynomi. On olemassa sel-
lainen r P N, että kaikille ehdon sytpn, rq “ 1 toteuttaville luvuille n P N on
voimassa fpXnq P Annpcq.
Todistus. Merkitään fpXq “
ř
vPD avX
v ja olkoon m P Z mielivaltainen.
Määritellään s “ maxt |cu|
ř
vPD |av| | u P Zd u. Nyt pätee |pfpXmqcqv| ď s
kaikilla v P Zd.
Olkoon p ą s alkuluku. Binomikaavasta seuraa, että kaikille g P ZrX˘1s
on voimassa gpXqp ” gpXpq pmod pq. Oletetaan, että fpXmq P Annpcq jolle-
kin m P N. Nyt
0 “ fpXmqpcpXq ” fpXmpqcpXq pmod pq,
mistä seuraa fpXmpqcpXq “ 0.
Olkoon r “ s! ja valitaan sellainen n P N, jolle sytpn, rq “ 1. Hajote-
taan n “ p1p2 ¨ ¨ ¨ pk alkutekijöihin. Nyt jokaiselle alkuteikijälle pätee pi ą s.
Helpolla induktiolla saadaan fpXq P Annpcq ùñ fpXp1p2¨¨¨pkq “ fpXnq P
Annpcq.
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Merkitään kompleksiluvun x “ a ` bi kompleksikonjugaattia x “ a ´ bi.
Lemma 4.2. Olkoon c äärellisen kokonaisaakkoston konfiguraatio. Tällöin
on olemassa äärellinen F Ď ZrX˘1s, jolle pätee Annpcq “ xF y.
Todistus. Etsitään aluksi mielivaltaiselle annihilaattorille esitys kokonaislu-
kukertoimisten annihilaattorien avulla. Olkoon f P Annpcq ja merkitään
f “
n
ÿ
i“1
fuiX
ui , missä fui P C.
Määritellään joukko P “ t pcv´u1 , ..., cv´unq | v P Zdu Ď Zn. Kerätään siis
joukkoon jokaiselle v P Zd se kuvio, joka määrää kertolaskun fc tuloksen
kohdassa v. Tarkastellaan vektorialiavaruutta V “ xP y Ď Cn. Olkoon g “
řn
i“1 guiX
ui . Nyt on voimassa
pgu1 , ..., gunq P V
K ðñ g P Annpcq.
Joukosta P voidaan valita äärellinen osajoukko BV , joka on kokonais-
lukukertoimisista vektoreista koostuva kanta aliavaruudelle V . Avaruudel-
le V K voidaan laskea rationaalikoordinaattinen kanta helposti luonnollisen
Cn kannan ja BV avulla. Skaalaamalla saadaan kokonaiskertoiminen kan-
ta BV K “ tbp1q, ...,bpmq u Ď Zn. Merkitään edelleen bpiq “ pb
piq
1 , ..., b
piq
n q ja
määritellään polynomit gp1q, ..., gpmq seuraavalla tavalla:
gpiq “
n
ÿ
j“1
b
piq
j X
uj , missä i “ 1, ...,m.
Koska bpiq “ bpiq P V K, tiedetään että gpiq P Annpcq kaikilla i “
1, ...,m. Nyt vektorille a “ pfu1 , ..., funq P V K on olemassa kantaesitys
řm
i“1 cib
piq, missä ci P C. Edelleen a “
řm
i“1 cib
piq. Nyt siis polynomille f
pätee
f “
m
ÿ
i“1
cig
piq.
Jokaiselle Annpcq alkiolle löydetään vastaava esitys kokonaiskertoimisien an-
nihilaattorien avulla. Tällöin joukolle S “ Annpcq X ZrX˘1s pätee xSy “
Annpcq. Lauseen 3.39 mukaan CrX˘1s on Noetherin rengas ja lemman 3.27
mukaan on olemassa äärellinen F Ď S, jolla on voimassa xF y “ Annpcq.
22
Lemma 4.3. Olkoon c äärellisen kokonaisaakkoston konfiguraatio ja f “
ř
avX
v sen epätriviaali kokonaisaakkoston annihilaattori. Olkoon r lauseen
4.1 luku ja v0 P supppfq. Määritellään
gpXq “
ź
vPsupppfq
v‰v0
pXrpv´v0q ´ 1q.
Tällöin g P IVpAnnpcqq.
Todistus. Olkoon Z P VpAnnpcqq. Osoitetaan, että gpZq “ 0. Määritellään
kompleksiluvun α P C avulla joukko Sα “ tv P supppfq | Zrv “ α u ja lisäksi
polynomi
fαpXq “
ÿ
vPSα
avX
v.
Olkoot α1, ..., αn ne luvut, joille Sαi ‰ H. Näitä on vain äärellinen määrä,
koska supppfq on äärellinen. Huomataan myös, että S0 “ H, koska Z P
pC˚qd. Täten joukot Sα1 , ..., Sαn muodostavat kantajan äärellisen partition.
Todetaan, että
fpXq “ fα1pXq ` ¨ ¨ ¨ ` fαnpXq.
Olkoon nyt k P N. Nyt on voimassa sytp1 ` kr, rq “ 1, joten 4.1 perus-
teella fpX1`krq P Annpcq. Nyt siis pfpX1`krqqpZq “ fpZ1`krq “ 0. Valitaan
mielivaltainen α P C ja lasketaan
fαpZ
1`krq “
ÿ
vPSα
avpZ
vp1`krqq “
ÿ
vPSα
avZ
vαk “ fαpZqα
k
Täten siis
0 “ fpZ1`krq “
n
ÿ
i“1
fαipZ
1`krq “
n
ÿ
i“1
fαipZqα
k
i
Havaitaan, että edellinen kaava voidaan tulkita kahden vektorin kohtisuo-
ruutena:
pfα1pZq, fα2pZq, ..., fαnpZqq K pα
k
1, α
k
2, ..., α
k
nq
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Kohtisuoruus pätee siis kaikille k P N. Nyt tiedetään αi ‰ αj ja αi, αj ‰ 0
kaikille i, j P t 1, ... , n u, missä i ‰ j. Nyt matriisi
A “
¨
˚
˚
˚
˚
˝
1 1 ¨ ¨ ¨ 1
α1 α2 ¨ ¨ ¨ αn
... ...
αn´11 α
n´1
2 ¨ ¨ ¨ α
n´1
n
˛
‹
‹
‹
‹
‚
muodostaa avaruuden Cn kannan, koska∣∣∣∣∣∣∣∣∣∣
1 1 ¨ ¨ ¨ 1
α1 α2 ¨ ¨ ¨ αn
... ...
αn´11 α
n´1
2 ¨ ¨ ¨ α
n´1
n
∣∣∣∣∣∣∣∣∣∣
“
ź
1ďiăjďn
pαj ´ αiq ‰ 0.
Nyt täytyy siis olla pfα1pZq, fα2pZq, ..., fαnpZqq “ 0, joten erityisesti fαipZq “
0 sellaiselle i, jossa v0 P Sαi . Muistetaan, että fαi “
ř
vPSαi
avX
v ja todetaan,
että avZrv ‰ 0 kaikilla v P Sαi . Täten joukon Sαi täytyy sisältää vähintään
kaksi eri vektoria v,v0 P Sαi . Nyt Zrpv´v0q ´1 “ 0 ja täten siis gpZq “ 0.
4.2 Viivapolynomit
Tämän kappaleen lopussa todistetaan, että kaksiulotteisen konfiguraation
jaksollistaja-ihanne voidaan muodostaa sellaisten polynomien avulla, joiden
kantajat ovat yhdellä suoralla. Jos kiinnitetään yksi tietty suora ja tarkas-
tellaan tämän suoran suuntaisia polynomeja, tarvitaan käyttöön vain yksi
muuttuja. Tämä motivoi tässä alikappaleessa esitettävät uudet määritelmät
ja hajotelmat.
Määritelmä 4.4. (viivapolynomi, primitiivinen vektori, suunta) Laurentin
polynomia ϕ P CrX˘1s kutsutaan viivapolynomiksi, jos |supppϕq| ě 2 ja on
olemassa sellaiset vektorit u P Zd,u0 P supppϕq, joille supppϕq Ď xuy ` u0.
Vektorin u koordinaateista voidaan jakaa yhteiset tekijät pois ja saadaan
merkkiä vaille yksikäsitteinen v “ pv1, ..., vdq P Zd, jolle supppϕq Ď xvy ` u0
ja sytpv1, ..., vdq “ 1. Tällaista vektoria v kutsutaan primitiiviseksi ja sen
generoimaa alimodulia xvy Ď Zd kutsutaan polynomin ϕ suunnaksi.
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Määritelmä 4.5. (normaalimuotoinen viivapolynomi) Viivapolynomi ϕ,
jonka suunta on xvy, voidaan esittää muodossa
ϕ “ Xu0pa0 ` a1X
v ` ¨ ¨ ¨ ` anX
nvq,
missä ai P C, n ě 1, a0 ‰ 0 ja an ‰ 0. Kun sijoitetaan t “ Xv ja unohde-
taan siirtotermi, saadaan polynomista ϕ hyödyllinen yksinkertaistus yhdelle
muuttujalle.
ϕ1 “ a0 ` a1t ` ¨ ¨ ¨ ` ant
n.
Viivapolynomi ϕ1 on normaalimuodossa, jos se on yhden muuttujan polyno-
mi, jossa on nollasta poikkeava vakiotermi ja lisäksi pätee ϕ “ Xu0ϕ1pXvq.
Normaalimuotoinen viivapolynomi on siis yhden muuttujan yksinkertaistus,
joka sisältää usean muuttujan viivapolynomin olennaisen tiedon. Viivapoly-
nomin ϕ normaalimuotoista esitystapaa merkataan ϕ1.
4.2.1 Viivapolynomihajotelmia
Määritelmä 4.6. (v-säie) Konfiguraation c “
ř
vPZd avX
v märäämä v-säie
kohdassa u määritellään fibvpc,uq “
ř
iPZ au`ivt
i.
Säikeen määritelmää voidaan käyttää luontevasti myös Laurentin poly-
nomille, kun se samaistetaan vastaavaan äärellisen kantajan konfiguraatioon.
Määritelmä 4.7. (säiehajotelma) Olkoon c P CrrX˘1ss konfiguraatio ja v P
Zd vektori. Säiehajotelma on erilaisten säikeiden joukko
Svpcq “ t fibvpc,uq | u P Zd u.
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Lause 4.8. Konfiguraatio c on täysin jaksollinen jos ja vain jos Svpcq on
äärellinen kaikilla v P Zd.
Todistus.
ðù Valitaan mielivaltainen suunta v P Zd. Olkoon n “ |Svpcq|. Kiinnite-
tään jokin kohta u P Zd. Tarkastellaan säikeitä fibvpc, kv ` uq, missä
k “ 0, ..., n. Lokeroperiaatteen mukaan on olemassa luvut 0 ď k1 ă
k2 ď n, joille fibvpc, k1v ` uq “ fibvpc, k2v ` uq. Laskemalla saadaan
ptk2´k1 ´ 1qfibvpc,uq “ tk2fibvpc,u ` k1vq ´ fibvpc,uq “
tk2fibvpc,u ` k2vq ´ fibvpc,uq “ 0.
Säie fibvpc,uq on siis jaksollinen suuntaan v. Eri vektorien u P Zd
antamien säikeiden jaksoilla on yläraja n, joten mielivaltaisella säikeellä
fibvpc,uq on jakso n!v. Koska suunta v on mielivaltainen, konfiguraatio
c on täysin jaksollinen.
ùñ Oletetaan nyt, että konfiguraatio c on täysin jaksollinen. Lauseen 2.8
mukaan on olemassa n P Z z t 0 u, jolle pätee pXnv ´ 1qc “ 0 kaikilla
v P Zd. Tietysti mielivaltaiselle säikeelle pätee siis ptn´1qfibvpc,uq “ 0.
Olkoon K “ t pu1, u2, ..., udq P Zd | 0 ď ui ă n kaikilla i “ 1, .., d u. Nyt
saadaan
Svpcq “
ď
uPK
t fibvpc,uq, t fibvpc,uq, t2 fibvpc,uq, ..., tn´1 fibvpc,uq u.
Määritelmä 4.9. (normaalihajotelma) Olkoon f Laurentin polynomi ja v
primitiivinen vektori. Polynomin f normaalihajotelma suuntaan v määritel-
lään Nvpfq “ t fibvpf,uq | fibvpf,uq on normaalimuodossa u.
Seuraavaksi tulos, joka näyttää että normaalihajotelman tekeminen on
hyvinmääritelty operaatio.
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Lause 4.10. Normaalihajotelma on aina olemassa ja se määräytyy yksikä-
sitteisesti polynomista f ja suunnasta v
Todistus. Olkoon u P supppfq. Olkoon k P N suurin luonnollinen luku, jolle
pätee u ´ kv P supppfq. Nyt polynomi fibvpf,u ´ kvq on yksikäsitteinen
normaalimuotoinen säie, joka sisältää vektorin u.
Määritelmä 4.11. (siirtovakiot) Määritellään siirtovakiot joukkona
Ovpfq “ tu ´ kv | u P supppfq, k “ maxtn P N | u ´ kv P supppfq u u.
Nämä ovat siis ne kohdat, joista luetaan normaalihajotelman säikeet.
Määritelmä 4.12. (normaaliesitys) Olkoon Ovpfq “ tu1, ...,un u. Otetaan
kaikille i “ 1, ..., n siirtovakiota vastaava säie ϕ1i “ fibvpc,uiq P Nvpfq. Kut-
sutaan Laurentin polynomin esitystä muodossa f “
řn
i“1X
uiϕ1ipX
vq poly-
nomin f normaaliesitykseksi.
Lause 4.13. Polynomin f normaaliesitys on aina olemassa järjestystä vaille
yksikäsitteisesti.
Todistus. Normaalihajotelman määritelmästä seuraa, että normaaliesitys on
aina olemassa. Siirtovakioiden yksikäsitteisyydestä seuraa normaaliesityksen
yksikäsitteisyys.
Lause 4.14. On olemassa algoritmi polynomin f normaaliesityksen ja nor-
maalihajotelman muodostamiseen.
Todistus. Merkitään f “
ř
auX
u. Olkoon nyt v primitiivinen vektori ja
u P supppfq. Lasketaan suurin k P N jolle u ´ kv P supppfq. Merkitään
z “ u ´ kv. Nyt säie kohdassa z voidaan laskea hakemalla suurin n P N,
jolle z ` nv P supppfq. Nyt polynomi Xzpaz ` az`vXv ` ¨ ¨ ¨ ` az`nvpXvqnq
on haluttu normaaliesityksen termi. Kun jätetään siirtovakio huomioimat-
ta ja sijoitetaan t “ Xv, saadaan tämän kohdan normaalihajotelman säie
az ` az`vt` ¨ ¨ ¨ ` az`nvt
n. Tallennetaan muistiin saadut polynomit sekä siir-
tovakio z ja toistetaan operaatio kaikille polynomin f kantajan vektoreille.
Jos vektoria vastaava siirtovakio löytyy tallennettujen siirtovakioiden joukos-
ta, tämä säie on jo käyty läpi ja siirrytään seuraavaan.
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Käytetään tätä algoritmia esimerkkipolynomin normaalihajotelman ja
normaaliesityksen muodostamiseen.
Esimerkki 4.15. Tarkastellaan polynomin f “ 1 ` y ` xy ` xy2 ` xy3 `
x2y3 ` x2y4 normaalihajotelmaa suuntaan v “ p1, 1q.
Etsitään aluksi siirtovakiot kun oletetaan origon olevan vasemmassa alakul-
massa. Suoraviivaisella laskemisella huomataan, että siirtovakioiden joukko
on t p0, 0q, p0, 1q, p1, 3q u. Nämä kohdat polynomin kantajassa näkyvät ku-
vassa punaisina soluina. Polynomi voidaan sieventää siirtovakioiden avulla
normaaliesitykseksi:
f “ 1 ` xy ` yp1 ` xy ` x2y2q ` xy3p1 ` xyq,
joten normaalihajotelma on Nvpfq “ t 1 ` t, 1 ` t ` t2 u.
Esimerkki 4.16. Olkoon ϕ viivapolynomi suuntaan v. Tällöin Nvpϕq “
tϕ1 u.
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Lause 4.17. Tulo ϕ1ϕ2 on viivapolynomi suuntaan v jos ja vain jos ϕ1 ja
ϕ2 ovat viivapolynomeja suuntaan v tai toinen on monomi.
Todistus.
ðù Jos toinen on monomi, väite pätee. Olkoot ϕ1, ϕ2 P CrX˘1s viivapoly-
nomeja suuntaan xvy. Otetaan normaaliesitykset ϕ1 “ Xu1ϕ11pXvq ja
ϕ2 “ X
u2ϕ12pX
vq. Kahden normaaliesityksen tulo viivapolynomien ta-
pauksessa on myös normaaliesitys. Täten ϕ1ϕ2 “ Xu1`u2ϕ11pXvqϕ12pXvq
on viivapolynomi suuntaan xvy.
ùñ Oletetaan nyt, että ϕ “ ϕ1ϕ2 on viivapolynomi suuntaan xvy. Ote-
taan normaaliesitys ϕ “ Xupa0 ` a1Xv ` ¨ ¨ ¨ ` anpXvqnq. Hajotetaan
polynomi ϕ1 “ a0 ` a1t ` ¨ ¨ ¨ ` antn jaottomiin lineaarisiin tekijöihin
a0 ` a1t ` ¨ ¨ ¨ ` ant
n “ ψ11ψ
1
2 ¨ ¨ ¨ψ
1
n,
missä ψ1i “ a
piq
0 ` a
piq
1 t. Kun sijoitetaan t “ Xv, saadaan
a0 ` a1X
v ` ¨ ¨ ¨ ` anX
nv “ ψ11pX
vqψ12pX
vq ¨ ¨ ¨ψ1npX
vq,
missä ψ1ipXvq “ a
piq
0 ` a
piq
1 X
v ovat selvästi jaottomia polynomeja ja ne
ovat viivapolynomeja suuntaan xvy tai monomeja. Näistä jaottomista
tekijöistä ja monomeista Xu voidaan rakentaa kaikki polynomin ϕ te-
kijät. Erityisesti ϕ1 ja ϕ2 ovat viivapolynomeja suuntaan xvy tai toinen
on monomi.
Määritellään polynomijoukoulle A ja polynomille f kertolasku luonnolli-
seen tapaan fA “ t fg | g P A u. Kahden polynomijoukon A ja B kertolasku
määritellään AB “ t fg | f P A, g P B u.
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Lause 4.18. Olkoon f Laurentin polynomi ja ϕ viivapolynomi suuntaan xvy.
Tällöin Nvpϕfq “ ϕ1Nvpfq.
Todistus. Otetaan polynomien f ja ϕ normaaliesitykset
f “
řn
i“1X
uiϕ1ipX
vq, ϕ “ Xuϕ1pXvq. Kerrotaan polynomin f normaaliesitys
puolittain polynomilla ϕ. Saadaan normaaliesitys tulolle
ϕf “ ϕ
n
ÿ
i“1
Xuiϕ1ipX
vq “
n
ÿ
i“1
Xui`uϕ1pXvqϕ1ipX
vq.
Täten normaalihajotelmalle pätee Nvpϕfq “ tϕ1ϕ1i | i “ 1, ..., n u “ ϕ1Nvpfq.
4.2.2 Viivapolynomiannihilaattorit
Lause 4.19. Äärellisen aakkoston konfiguraatio c on jaksollinen jos ja vain
jos sillä on viivapolynomiannihilaattori.
Todistus. Jos c on jaksollinen, niin viivapolynomi Xv ´ 1 P Annpcq jollekin
v P Zd. Oletetaan nyt, että ϕ P Annpcq ja olkoon xvy sen suunta. Olkoon
e P Svpcq mielivaltainen. Merkitään ϕ1 “ a0 ` a1t ` ¨ ¨ ¨ antn. Olkoon k P Z.
Nyt
pϕ1eqk “
n
ÿ
i“0
ek´iai “ 0,
mistä saadaan
ek “ ´
1
a0
n
ÿ
i“1
ek´iai
ja
ek´n “ ´
1
an
n´1
ÿ
i“0
ek´iai.
Sana w “ erk´n,..., k´1s määrittelee yksikäsitteisesti kohdan ek arvon ja vas-
taavasti erk´n`1,..., ks määrittelee kohdan ek´n. Induktiolla saadaan, että ko-
ko konfiguraatio määräytyy yksikäsitteisesti sanasta erk´n,..., ks. Huomataan
myös, että sanan w pituus riippuu ainoastaan polynomin ϕ1 asteesta. Koska
aakkosto on äärellinen, lokeroperiaatteen nojalla on olemassa sellaiset koko-
naisluvut k1 ă k2, joille erk1´n,..., k1´1s “ erk2´n,..., k2´1s eli ek1`q “ ek2`q kai-
killa q P Z, joten ptk2´k1 ´ 1qe “ 0. Merkitään pw “ k2 ´ k1. Jaksoa voidaan
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kasvattaa, jotta se saadaan riippumattomaksi säikeestä e. Määritellään siis
p “
ź
wPΣn
pw
ja todetaan, että ptp ´ 1qe “ 0. Koska e P Svpcq on mielivaltainen, saadaan
pXpv ´ 1qc “ 0.
Korollaari 4.20. Äärellisen aakkoston konfiguraatio c P Crrx˘1ss on jaksol-
linen jos ja vain jos sillä on epätriviaali annihilaattori.
Todistus. Kaikki yhden muuttujan polynomit voidaan tulkita viivapolyno-
meiksi. Sovelletaan nyt lausetta 4.19.
Todistetaan tulos, jota hyödynnetään myöhemmin kaksiulotteisille kon-
figuraatioille. Yksiulotteisten äärellisen kokonaisaakkoston konfiguraatioiden
annihilaattori-ihanne on radikaali.
Lemma 4.21. Olkoon c P Crrx˘1ss äärellisen kokonaisaakkoston konfiguraa-
tio ja fm P Annpcq. Tällöin f P Annpcq.
Todistus. Tapauksessa f “ 0 väite pätee. Oletetaan, että f ‰ 0. Nyt ko-
rollaarin 4.20 nojalla c on jaksollinen, joten on olemassa sellainen n P N,
jolle xn ´ 1 P Annpcq. Eukleideen algoritmilla saadaan g “ sytpxn ´ 1, fmq P
Annpcq. Tiedetään, että polynomilla xn ´ 1 on vain yksinkertaisia nollakoh-
tia, joten sytpxn ´ 1, fmq “ sytpxn ´ 1, fq ja tästä saadaan g | f . Nyt siis
f “ hg P Annpcq.
Lemma 4.22. Olkoon c äärellisen kokonaisaakkoston konfiguraatio,
ϕ1, ..., ϕn viivapolynomeja ja luvut k1, ..., kn, joille ϕk11 ϕk22 ¨ ¨ ¨ϕknn P Annpcq.
Tällöin ϕ1ϕ2 ¨ ¨ ¨ϕn P Annpcq.
Todistus. Olkoon v1 viivapolynomin ϕ1 suunta ja otetaan jokin e P
Sv1pϕ
k2
2 ¨ ¨ ¨ϕ
kn
n cq. Merkitään ϕ11 P Nvpϕ1q. Nyt tietysti pϕ11qk1 P Annpeq ja
lemman 4.21 nojalla ϕ11 P Annpeq. Koska valittu säie oli mielivaltainen, saa-
daan ϕ1 P Annpϕk22 ¨ ¨ ¨ϕknn cq eli ϕ1ϕ
k2
2 ¨ ¨ ¨ϕ
kn
n P Annpcq. Helpolla induktiolla
saadaan edelleen ϕ1 ¨ ¨ ¨ϕn P Annpcq.
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4.3 Radikaalisuus
Lemma 4.23. Olkoon c äärellisen kokonaisaakkoston konfiguraatio, jolla on
epätriviaali annihilaattori. Tällöin on olemassa keskenään erisuuntaiset vek-
torit v1, ..., vm P Zd, joille
pXv1 ´ 1q ¨ ¨ ¨ pXvm ´ 1q P Annpcq.
Todistus. Olkoon g P IVpAnnpcqq lemman 4.3 mukainen polynomi. Nyt Hil-
bertin nollakohtalauseen nojalla g P
a
Annpcq. Otetaan nyt sellainen m P N,
jolle gm P Annpcq. Koska gm on viivapolynomien eksponenttien tulo, voidaan
soveltaa lemmaa 4.22 ja todeta, että g P Annpcq.
Jos polynomissa g on kaksi viivapolynomitekijää pXau ´ 1q ja pXbu ´ 1q
samaan suuntaan, voidaan tarkastella polynomin Xabu ´ 1 kahta tekijöihin-
jakoa:
Xabu´1 “ pXau´1qp1`Xau`¨ ¨ ¨ `pb´1qauq “ pXbu´1qp1`Xbu`¨ ¨ ¨`Xpa´1qbuq.
Molemmat tekijät Xau ´ 1 ja Xbu ´ 1 jakavat siis polynomin Xabu ´ 1. Kor-
vataan siis tekijä pXau ´1qpXbu ´1q polynomilla pXabu ´1q2 ja lemman 4.22
nojalla eksponentti voidaan hävittää. Samansuuntaiset tekijät voidaan siis
korvata yhdellä tekijällä Xabu ´ 1. Jatketaan polynomitekijöiden korvaamis-
ta, kunnes kaikki tekijät ovat eri suuntiin.
Lause 4.24. Olkoon c P Crrx˘1, y˘1ss äärellisen kokonaisaakkoston konfi-
guraatio, jolla on epätriviaali annihilaattori. Tällöin Annpcq on radikaali ja
lisäksi Annpcq alkuihannehajotelman jokainen alkuihanne P on muotoa
P “ xxayb ´ ωy tai P “ xx ´ ωx, y ´ ωyy
missä pa, bq P Z2 on primitiivinen ja ω, ωx, ωy P C ovat ykkösenjuuria.
Todistus. Merkitään A “
a
Annpcq. Konfiguraatiolla c on epätriviaali an-
nihilaattori, joten A on myös epätriviaali. Koska A on radikaali, voidaan
lauseen 3.40 avulla tehdä alkuihannehajotelma
A “ P1 X P2 X ¨ ¨ ¨ X Pn.
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Olkoon i P t 1, ..., n u ja merkitään P “ Pi. Muistetaan lauseesta 3.41 ren-
kaan Crrx˘1, y˘1ss alkuihanteet. Oletetaan ensin, että P “ xφy jollekin jaot-
tomalle φ. Lemman 4.23 nojalla on olemassa sellaiset eri suuntaiset vektorit
v1, ...,vn, että
f “ pXv1 ´ 1q ¨ ¨ ¨ pXvn ´ 1q P Annpcq.
Tiedetään, että Annpcq Ď A Ď P , joten f P P . Koska P on pääihanne,
saadaan φ | f . Polynomin φ jaottomuudesta voidaan päätellä edelleen, että
φ | pXv ´ 1q
jollekin v P Z2. Olkoon nyt d ą 0 se luonnollinen luku, jolle v “ dw ja w on
primitiivinen. Nyt hajotetaan jaottomiin tekijöihin
Xv ´ 1 “ Xdw ´ 1 “ pXw ´ ω1q ¨ ¨ ¨ pX
w ´ ωdq
ja todetaan, että φ “ Xw ´ ω “ xayb ´ ω jollekin primitiiviselle pa, bq P Z2.
Oletetaan nyt, että P “ xx ´ α, y ´ βy. Osoitetaan, että α ja β ovat
ykkösenjuuria. Valitaan mielivaltainen g P
ś
j‰ipPj zP q. Todetaan, että
gpx ´ αq P A. Täten siis gmpx ´ αqm P Annpcq jollekin m P N. Koska P
on alkuihanne ja polynomin g kaikki tekijät ovat ihanteen P ulkopuolella,
tiedetään, että g R P . Lisäksi helpolla induktiolla saadaan gm R P ja edelleen
gm R Annpcq. Nyt siis px´ αqm annihiloi äärellisen aakkoston konfiguraation
c1 “ gmc. Lemman 4.22 nojalla myös px ´ αq P Annpc1q. Nyt siis
c1i,j “ c
1
0,jα
´i
ja jotta konfiguraatio c1 pysyy äärellisen aakkoston konfiguraationa, on luvun
α oltava ykkösenjuuri. Sama päättely pystytään toistamaan kun tarkastel-
laan lukua β. Voidaan siis merkitä α “ ωx ja β “ ωy.
Pitää vielä todistaa, että Annpcq on radikaali ihanne. Lauseen 3.42 no-
jalla A “ P1P2 ¨ ¨ ¨Pn. Kaikki ihanteet Pi ovat viivapolynomien generoimia.
Täten ihanteelle A on olemassa polynomit s1, ..., sk, missä jokainen si on
viivapolynomien tulo ja
A “ xs1, ..., sky.
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Jokaiselle si on olemassa luku m P N, jolle smi P Annpcq. Nyt lemman 4.22
nojalla si P Annpcq. Tällöin siis A Ď Annpcq ja todetaan, että Annpcq “ A.
Annpcq on siis radikaali.
Maksimaaliset ihanteet sisältävät viivapolynomeja kaikkiin suuntiin. Tä-
mä on olennainen tulos jaksollistajaihanteen Perpcq rakenteen kannalta.
Lause 4.25. Olkoon M ď Crx˘1, y˘1s maksimaalinen ihanne ja v primitii-
vinen vektori. Tällöin M sisältää viivapolynomin suuntaan v.
Todistus. Merkitään v “ pvx, vyq. Lauseen 3.41 mukaan M “ xx´ α, y ´ βy.
Nyt selvästi VpMq “ t pα, βq u ja edelleen IVpMq “ t f | fpα, βq “ 0 u.
Hilbertin nollakohtalauseen mukaan IVpMq “
?
M ja koska M on maksi-
maalinen, saadaan
?
M “ M . Merkitään ϕ “ xvxyvy ´ αvxβvy ja todetaan,
että ϕpα, βq “ 0. Nyt siis ϕ P IVpMq “ M ja se on viivapolynomi suuntaan
v.
Yleistetään edellistä tulosta mielivaltaisille maksimaalisten ihanteiden tu-
loille
Lause 4.26. Olkoon H “ M1 ¨ ¨ ¨Mn, missä Mi ď Crx˘1, y˘1s ovat maksi-
maalisia ihanteita ja v primitivinen vektori. Tällöin H sisältää viivapolyno-
min suuntaan v.
Todistus. Valitaan edellisen lauseen avulla ϕ1, ..., ϕm, missä ϕi on viivapoly-
nomi suuntaan v ja ϕi P Mi. Nyt ϕ “ ϕ1 ¨ ¨ ¨ϕm on viivapolynomi suuntaan
v ja ϕ P H.
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Lause 4.27. Olkoon c P Crrx˘1, y˘1ss äärellisen kokonaisaakkoston konfi-
guraatio, jolla on epätriviaali annihilaattori. Tällöin Perpcq “ xϕy, missä
ϕ “ ϕ1 ¨ ¨ ¨ϕm ja ϕi ovat viivapolynomeja eri suuntiin. Lisäksi ϕ “ ψ1 ¨ ¨ ¨ψk,
missä ψi ovat jaottomia erisuuria viivapolynomeja.
Todistus. Olkoon Annpcq “ P1 ¨ ¨ ¨PkM1 ¨ ¨ ¨Mn alkuihannnehajotelma. Mer-
kitään P “ P1 ¨ ¨ ¨Pk ja H “ M1 ¨ ¨ ¨Mn. Tarkastellaan jaottomia viivapoly-
nomeja ψ1, ..., ψk, joille Pi “ xψiy. Nyt viivapolynomit ψi ovat korkeintaan
m eri suuntaan v1, ...,vm, jossa m ď k. Nyt alkuihannehajotelman 3.40 si-
sältymisehdosta seuraa, että ψi ‰ ψj aina, kun i ‰ j. Olkoon nyt ϕi tulo
kaikista polynomeista ψj suuntaan vi. Nyt polynomit ϕ1, ..., ϕm ovat viiva-
polynomeja eri suuntiin ja lisäksi P “ xϕ1 ¨ ¨ ¨ϕmy “ xψ1 ¨ ¨ ¨ψky. Merkitään
ϕ “ ϕ1 ¨ ¨ ¨ϕm. Lauseen 4.26 mukaan voidaan ottaa kaksi erisuuntaista vii-
vapolynomia h1, h2 P H. Nyt ϕh1 P Annpcq ja ϕh2 P Annpcq. Nyt siis ϕc on
täysin jaksollinen ja täten xϕy Ď Perpcq.
Oletetaan nyt, että f P Perpcq. Valitaan primitiivinen vektori v P
Z2 z tv1,´v1, ...,vm,´vm u. Valitaan viivapolynomi ψ P Annpfcq, joka on
suuntaan v. Tällainen ψ on olemassa, koska fc on täysin jaksollinen. Nyt siis
ψf P xϕyH. Kaikki polynomin ϕ jaottomat tekijät l ovat viivapolynomeja jo-
honkin suuntaan vi, missä i P t1, ...,mu, joten l ∤ ψ. Koska kuitenkin ϕ | ψf ,
saadaan ϕ | f . Täten f P xϕy.
Väitteet seuraavat kahdesta esitystavasta ϕ “ ϕ1 ¨ ¨ ¨ϕm “ ψ1 ¨ ¨ ¨ψk.
Lause 4.28. Äärelliselle kokonaisaakkoston konfiguraatiolle c P
Crrx˘1, y˘1ss ihanne Perpcq on radikaali.
Todistus. Jatketaan edellisen lauseen merkinnöillä. Muistetaan, että
Perpcq “ xψ1y ¨ ¨ ¨ xψky, missä ψi ovat erisuuria jaottomia viivapolynomeja.
Jaottomuudesta ja erisuuruudesta seuraa, että xψiy X xψjy “ xψiy ¨ xψjy. Tä-
ten Perpcq “ xψ1y X ¨ ¨ ¨ X xψky. Alkuihanteet ovat radikaaleja ja radikaalien
ihanteiden leikkaus on radikaali.
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Määritellään äärellisen kokonaisaakkoston konfiguraation c kertaluvuksi
ordpcq lauseen 4.27 luku m.
Lause 4.29. Tarkastellaan kertalukua ordpcq.
‚ ordpcq “ 0 jos ja vain jos c on täysin jaksollinen.
‚ ordpcq “ 1 jos ja vain jos c on yhteen suuntaan jaksollinen.
‚ ordpcq ě 2 jos ja vain jos c ei ole jaksollinen.
Todistus.
1) Jos ordpcq “ 0 niin Perpcq “ x1y, joten konfiguraatio 1c “ c on kah-
teen suuntaan jaksollinen. Oletetaan nyt, että c on täysin jaksolli-
nen ja valitaan kaksi erisuuntaista normaalimuotoista viivapolynomia
ϕ1, ϕ2 P Annpcq. Nyt siis sytpϕ1, ϕ2q “ 1 P Annpcq Ď Perpcq. Täten
ordpcq “ 0.
2 Olkoon nyt ordpcq “ 1. Tällöin Perpcq “ xψy jollekin viivapolynomille
ψ suuntaan v. Nyt siis ψc on täysin jaksollinen ja on olemassa sellai-
nen viivapolynomi γ suuuntaan v, jolle ψγc “ 0. Koska ψγ on viiva-
polynomiannihilaattori, konfiguraatio c on jaksollinen. Toisaalta koska
Annpcq Ď xψy sisältää vain yhdensuuntaisia viivapolynomeja, konfi-
guraatio c on täsmälleen yhteen suuntaan jaksollinen. Jos c on yh-
teen suuntaan jaksollinen, on jaksollistaja-ihanteessa viivapolynomeja
ainoastaan yhteen suuntaan. Tällöin lauseesta 4.27 saadaan m “ 1.
3) Olkoon nyt ordpcq ě 2. Tällöin mikään viivapolynomi Xv ´ 1 ei voi an-
nihiloida konfiguraatiota c. Jos oletetaan, että c ei ole jaksollinen, on
lauseen 4.27 luku m ě 2, koska m ď 1 takaa viivapolynomiannihilaat-
torin olemassalon.
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4.4 Diskreetin geometrian työkaluja
Määritellään hieman diskreetin geometrian käsitteitä, jotta tuloksista saa
algoritmisesti käyttökelpoisempia. Olkoon v “ pvx, vyq P Z2 jokin suunta ja
määritellään vK “ p´vy, vxq.
Määritelmä 4.30. (suljettu puolitaso, avoin puolitaso, puolitason reuna)
‚ Suljettu puolitaso on Hv “ tx P Z2 | x ¨ vK ě 0 u.
‚ Avoin puolitaso määritellään Hv “ tx P Z2 | x ¨ vK ą 0 u.
‚ Puolitason reuna on BHv “ HvzHv “ tx P Z2 | x ¨ vK “ 0 u.
‚ Äärellisellä joukolla D Ď Z2 on ulkoreuna suuntaan v P Z2
jos on olemassa sellainen x P Z2, että D Ď Hv ` x ja joukossa
D X px ` BHvq on ainakin kaksi pistettä.
Lemma 4.31. Olkoot g ja h nollasta poikkeavia Laurentin polynomeja. Ole-
tetaan, että joukolla supppgq on ulkoreuna suuntaan v. Tällöin myös joukolla
supppghq on ulkoreunta suuntaan v.
Todistus. On olemassa vektori x P Z2 viivapolynomi ϕ suuntaan v, jolle
supppgq Ď Hv ` x ja supppg ´ ϕq Ď Hv ` x. On myös olemassa vektori
y ja ψ P Crx˘1, y˘1s, joka on viivapolynomi suuntaan v tai monomi, joille
suppphq Ď Hv`y ja suppph´ψq Ď Hv`y. Nyt saadaan supppghq Ď Hv`x`y
ja supppgh´ψϕq Ď Hv`x`y, jossa ψϕ on viivapolynomi suuntaan v. Täten
polynomilla gh on ulkorena suuntaan v.
Lause 4.32. Olkoon g Laurentin polynomi, jolla on viivapolynomitekijä
suuntaan v. Tällöin joukolla supppgq on ulkoreuna suuntaan v.
Todistus. Hajotetaan polynomi g “ ϕf , missä ϕ on viivapolynomi suuntaan
v. Nyt joukolla supppϕq on ulkoreuna suuntaan v, joten edellisen lauseen
nojalla myös tulolla ϕf on ulkoreuna suuntaan v.
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Lause 4.33. Olkoon f Laurentin polynomi. On olemassa algoritmi joukon
supppfq ulkoreunojen etsimiseen.
Todistus. Olkoon x,y P supppfq mielivaltainen pari vektoreita ja etsitään
primitiivinen vektori v, jolle kv “ x ´ y jollekin k P Z. Tarkastetaan nyt,
onko joukolla supppfq vektorin v suuntaista ulkoreunaa. Toistetaan tämä
kaikille pareille x,y P supppfq.
Lause 4.34. Olkoon f P Crx˘1, y˘1s polynomi ja c P Crrx˘1, y˘1ss sellainen
äärellisen kokonaisaakkoston konfiguraatio, että f P Perpcq.
‚ Jos normaalihajotelmassa Nvpfq ei ole yhteisiä tekijöitä mil-
lekään v P Z2, missä v on joukon supppfq reunan suuntainen
primitiivinen vektori, niin c on täysin jaksollinen.
‚ Jos normaalihajotelmassa Nvpfq on yhteisiä tekijöitä täsmäl-
leen yhdelle joukon supppfq reunan suuntaiselle primitiiviselle
vektorille v, niin c on jaksollinen suuntaan v
Todistus. Sovelletaan todistuksessa lemmaa 4.31. Ensimmäisessä tapaukses-
sa ordpcq “ 0, joten väite seuraa. Jos normaalihajotelmassa Nvpfq on yh-
teinen tekijä etumerkkiä lukuunottamatta täsmälleen yhdelle primitiiviselle
vektorille v, on ordpcq ď 1 ja täten c on jaksollinen.
Yleisesti ottaen jos f P Perpcq ja polynomilla f on viivapolynomitekijöitä
vähintään kahteen suuntaan, ei konfiguraation c jaksollisuutta tai jaksotto-
muutta pysty suoraan päättelemään näillä tiedoilla. Yhden tietyn jaksollista-
jan f viivapolynomitekijöiden lukumäärä on ainoastaan yläraja kertaluvulle.
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5 Sovellukset peittokoodeihin
Tässä kappaleessa ajatellaan koodausteoriassa käsiteltäviä peittokoodeja tie-
tyn laatan asetteluina konfiguraation osoittamiin kohtiin. Peittokoodin laa-
tasta saadaan siis pienellä muokkauksella konfiguraation jaksollistaja. Toi-
saalta, kun rajotutaan binääriaakkostoon, kiinnitettyä laattaa vastaavat peit-
tokoodit muodostavat äärellistä tyyppiä olevan siirtoaliavaruuden. Kappa-
leessa käytetään koodausteorian käsitteistön lähteinä luentomonisteita [6, 7].
Annetaan uusi todistus artikkelin [2] neliöhilatulokselle ja todistetaan uutena
tuloksena kuningasgraafia koskeva peittokoodien jaksollisuustulos.
5.1 Peittokoodien peruskäsitteitä
Määritelmä 5.1. (graafi, pistejoukko, viivajoukko, pallo) Graafi on pari
G “ pV,Eq, missä V ‰ H on pistejoukko ja E Ď t t u, v u | u, v P V, u ‰ v u
on viivajoukko. Tässä yhteydessä graafit ovat siis suuntaamattomia. Graafis-
sa kahden pisteen u, v P V etäisyys dpu, vq määritellään näitä yhdistävän ly-
himmän polun viivojen lukumääräksi. Määritellään graafissa r-säteinen pallo
Brpuq “ t v P V | dpu, vq ď r u. [7]
Olkoot a, b, r P N. Epätyhjä joukko C Ď V on pr, a, bq ´ peittokoodi, jos
kaikille c P C ja x P V zC pätee |Brpcq X C| “ a ja |Brpxq X C| “ b. Tässä
kappaleessa rajoitutaan kokonaislukugraafeihin, jossa V “ Z2. Neliöhila on
graafi, jossa kahden pisteen välillä on viiva jos vain jos pisteestä saadaan toi-
nen muuttamalla koordinaattia yhdellä. Kuningasgraafissa otetaan mukaan
myös diagonaalit ja sen nimi kuvastaa kuninkaan liikkumista shakissa.
Määritelmä 5.2. (neliöhila, kuningasgraafi) Olkoon pistejoukko V “ Z2 ja
dE : Z2 ˆ Z2 Ñ R tavanomainen Euklidinen etäisyys. Graafia G “ pV,Eq
kutsutaan
‚ neliöhilaksi, jos tu, v u P E ðñ dEpu, vq “ 1 tai
‚ kuningasgraafiksi, jos tu, v u P E ðñ dEpu, vq ď
?
2.
Määritellään kokonaislukugraafissa myös yleisempi peittokoodien perhe,
joka avaa luontevan yhteyden peittokoodien ja polynomien välille.
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Määritelmä 5.3. ( (S,a,b)-peittokoodi) Olkoon S Ď Z2 äärellinen joukko ja
C Ď Z2. Koodi C on pS, a, bq ´ peittokoodi, jos kaikille c P C ja x P Z2 zC
pätee |pc ` Sq X C| “ a ja |px ` Sq X C| “ b.
Lause 5.4. Kokonaislukugraafissa pr, a, bq-peittokoodi on pS, a, bq-peittokoodi,
missä S “ Brp0q.
Todistus. Olkoon v P Z2. Selvästi Brpvq “ Brp0q ` v ja väite seuraa, kun
merkitään S “ Brp0q.
Määritellään nyt äärelliselle joukolle S Ď Z2 polynomi fS “
ř
vPS X
v.
Muutetaan pS, a, bq-peittokoodi C konfiguraatioksi cpXq “
ř
vPC X
v. Peitto-
koodin määritelmästä seuraa, että fScpXq “ pa´ bqcpXq ` b1. Sieventämällä
saadaan pfS ` a´ bqcpXq “ a1, eli toisin sanoen konfiguraatio cpXq on poly-
nomin fS`a´b eräs a-laatoittaja. Lisäksi voidaan päätellä fS`a´b P Perpcq.
Lause 4.34 antaa polynomin fS ` a´ b viivapolynomitekijöiden avulla tulok-
sia konfiguraation c jaksollisuudesta. Tämä avaa uudenlaisen algebrallisen
näkökulman peittokoodien tutkimukseen.
Koodausteoriassa peittokoodien yhteydessä käytetään binääriaakkostoa,
joten myös laatat ja konfiguraatiot tässä kappaleessa ovat aakkoston t 0, 1 u
yli. Nyt siis kiinnitettyä laattaa fS ` a ´ b vastaavien a-laatoittajien joukko
on SFT, missä kiellettyjä kuvioita ovat t p´S, pq |
ř
vP´S pv ‰ a u. Eli jos
S Ď Z2 on äärellinen joukko, niin pS, a, bq-peittokoodien joukko on SFT.
Tässä kappaleessa on todistettu neliöhilan ja kuningasgraafin peittokoo-
dituloksia yksinkertaisesti viivapolynomien avulla. Lopuksi esitetään muita
peittokoodiesimerkkejä ja tarkastellaan erikoistapauksia, joissa on viivapoly-
nomitekijöitä kahteen suuntaan.
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5.2 Neliöhila
Esitellään artikkelin [2] neliöhilan peittokoodituloksille uudet todistukset al-
gebrallisella näkökulmalla.
(a) r “ 1
(b) r “ 2
Kuva 3: Neliöhilan laatat säteillä r “ 1 ja r “ 2.
Lause 5.5. Neliöhilassa kaikki p1, a, bq-peittokoodit, missä b ´ a ‰ 1, ovat
täysin jaksollisia.
Todistus. Olkoon ensin S “ t px, yq P Z2 | |x| ` |y| ď 1u. Jos b ´ a ‰ 1, niin
joukon S reunojen suuntaiselle vektorille v P t p1, 1q, p´1, 1q u pätee NvpfS `
a´bq “ t 1` t, 1`a´b u ja täten polynomilla f ei ole viivapolynomitekijöitä
minkään reunan suuntaisesti. Eli mielivaltainen peittokoodi on jaksollinen.
Lause 5.6. Neliöhilassa pr, a, bq koodit, missä r ě 2, ovat täysin jaksollisia.
Todistus. Olkoon S “ t px, yq P Z2 | |x| ` |y| ď r u, missä r ě 2. Olkoon
v joukon S reunan suuntainen, eli v P t p1, 1q, p´1, 1q u. Kun tarkastellaan
kahta säiettä siirtovakioilla u1 “ p0,´rq,u2 “ p0,´r`1q, havaitaan fibvpfS`
a´b,u1q “ 1`t`¨ ¨ ¨`tr P NvpfS `a´bq ja fibvpfS `a´b,u2q “ 1`t`¨ ¨ ¨`
tr´1 P NvpfS `a´bq. Koska sytpfibvpfS `a´b,u1q, fibvpfS `a´b,u2qq “ 1, ei
normaalihajotelmalla ole yhteisiä tekijöitä ja täten mielivaltainen peittokoodi
on jaksollinen.
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5.3 Kuningasgraafi
Esitellään jaksollisuustulos peittokoodeille kuningasgraafissa.
(a) r “ 1
(b) r “ 2
Kuva 4: Kuningasgraafin laatat säteillä r “ 1 ja r “ 2.
Lause 5.7. Kuningasgraafissa kaikki pr, a, bq-koodit, missä a ‰ b, ovat täysin
jaksollisia.
Todistus. Olkoon r ě 1, a ‰ b ja S “ t px, yq P Z2 | maxt|x|, |y|u ď r u.
Olkoon v jälleen joukon S reunan suuntainen, eli v P t p0, 1q, p1, 0q u. Jos v “
p1, 0q, voidaan valita siirtovakiot u1 “ p´r, 0q ja u2 “ p´r, 1q ja todetaan,
että fibvpfS ` a´ b,u1q “ 1 ` t` ¨ ¨ ¨ ` tr´1 ` p1 ` a´ bqtr ` tr`1 ` ¨ ¨ ¨ ` t2r
ja fibvpfS ` a ´ b,u2q “ 1 ` t ` ¨ ¨ ¨ ` t2r. Näillä kahdella säikeellä ei ole
yhteisiä tekijöitä. Sama päättely voidaan toistaa myös pystysuunnassa, joten
mielivaltainen peittokoodi C on jaksollinen.
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5.4 Muita peittokoodiesimerkkejä
Yleistetään nyt artikkelin [15] esimerkkiä n-pakkaajille. Tulos on alunperin
todistettu artikkelissa [19]. Tämä tulos todistetaan d-ulotteisessa tapaukses-
sa, joten peittokoodeja koskeva erikoistapaus seuraa korollaarina.
Lause 5.8. Olkoon D Ď Zd joukko, jolle |D| “ p jollekin alkuluvulle p ja
määritellään laatta f “
ř
vPDX
v. Tälle laatalle n-pakkaajat ovat jaksollisia
kaikkiin suuntiin ppu ´ vq, missä u ‰ v ja u, v P D.
Todistus. Olkoon cpXq P CrrX˘1ss jokin laatan f n-pakkaaja. Pakkausehto
antaa fpXqcpXq “
ř
vPZd nX
v. Kerrotaan puolittain polynomilla f p´1 ja
saadaan
f ppXqcpXq “
ÿ
vPZd
npp´1Xv ” 0 pmod pq.
Lisäksi, koska p on alkuluku, nähdään binomikaavasta
f ppXq ” fpXpq pmod pq.
Olkoon nyt u P Zd mielivaltainen. Tällöin
fpXpqcpXqu “
ÿ
vPD
cpXqu´v ” 0 pmod pq.
Nyt siis polynomi fpXpq antaa ainoastaan alkuluvulla p jaollisia kertoimia
kun kerrotaan pakkaajalla cpXq. Olkoot w P supppcq ja u P D mielivaltaisia.
Tällöin
fpXpqcpXqw`pu “
ÿ
vPD
cpXqw`pu´pv ” 0 pmod pq.
Nyt summassa on ainakin termi cpXqw`pu´pu “ cpXqw “ 1. Koska summa on
jaollinen luvulla p, tiedetään että kaikkien summattavien termien on oltava
1. Tällöin w ` ppu ´ vq P supppcq kaikilla u,v P D, eli cpXq on jaksollinen
minkä tahansa vektorin ppu ´ vq suuntaan.
Korollaari 5.9. Olkoon S Ď Z2 joukko, jolle |S| “ p jollekin alkuluvulle p.
Tällöin pS, a, aq-koodi on jaksollinen kaikkiin suuntiin ppu´vq, missä u ‰ v
ja u, v P S.
Todistus. Laatta fS toteuttaa edellisen lauseen ehdot.
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Tarkastellaan nyt tapausta, jossa on yhteisiä viivapolynomitekijöitä kah-
teen suuntaan. Annetaan esimerkeiksi kaksi polynomia, joilla on viivapo-
lynomitekijöitä kahteen suuntaan, mutta erilaiset jaksollisuusominaisuudet.
Todistetaan nämä tapaukset tavanomaisella kombinatorisella päättelyllä.
Lause 5.10. Olkoon S “ t p0, 0q, p0, 1q, p1, 0q, p1, 1q u. Kaikki pS, a, aq-koodit
ovat jaksollisia.
Todistus. Nyt fS “ 1`x`y`xy, missäNvpfq “ t 1`t u vektoreille v1 “ p0, 1q
ja v2 “ p1, 0q, joten polynomilla on viivapolynomitekijöitä kahteen suuntaan.
Koska |S| “ 4, riittää tarkastella tapaukset a “ 1, 2, 3, 4. Jokaisessa joukossa
S ` x, missä x P Z2, esiintyy täsmälleen a koodisanaa. Tapaukset a “ 1 ja
a “ 3 ovat värin vaihtoa vaille sama, joten käydään kolme eri tapausta läpi.
1) a “ 4. Nyt koodi on selvästi konfiguraatio c “
ř
vPZ2 X
v.
2) a “ 1. Olkoon u “ pu1, u2q P Z2 mielivaltainen vektori, jolle cpXqu “ 1.
Nyt, jotta kuviot saadaan sopimaan siirtoaliavaruuteen, konfiguraatios-
sa täytyy olla cpXqu`kp2,0q “ 1 kaikilla k P Z tai cpXqu`kp0,2q “ 1 kaikil-
la k P Z. Tarkastellaan näistä toista, koska tapaukset ovat samanlaisia.
Jos cpXqu`kp2,0q “ 1 kaikilla k P Z, niin peiton mahdollistamiseksi c
rakentuu pystysuuntaan jaksolliseksi. Täten cpXq on jaksollinen.
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3) a “ 2. Huomataan, että ainakin shakkilautakuvio
cpXqv “
$
&
%
1 v1 ` v2 ” 0 pmod 2q
0 muutoin
kuuluu koodiin. Voidaan myös vaihtaa värit ja saadaan vastakkainen
shakkilautakuvio cpXq “ 1 ´ cpXq, joka myös kuuluu peittokoodiin.
Oletetaan nyt, että konfiguraatiossa cpXq on kaksi samaa kerrointa
vierekkäin pysty- tai vaakasuunnassa. Oletetaan, että samat bitit xx
esiintyvät vierekkäin vaakasuunnassa, koska toinen tapaus menee sa-
malla tavalla. Olkoon w “ fibp1,0qpc,uq sellainen vaakarivi, joka sisältää
bitit xx. Nyt vierekkäisten bittien ylä- ja alapuolella lukee xx ja tämän
havainnon avulla ylä- ja alapuolella olevat rivit määräytyvät yksikäsit-
teisesti: fibp1,0qpc,u ` p˘1, 0qq “ w. Nyt induktiolla koko konfiguraatio
määräytyy yksikäsitteisesti pystysuunnassa jaksolliseksi.
Lause 5.11. Olkoon nyt S “ t p˘1, 0q, p0,˘1q u. On olemassa jaksottomia
pS, a, aq-koodeja.
Todistus. Nyt fS “ x´1 ` y´1 ` x ` y ja NvpfSq “ t 1 ` t u molemmille
v “ p1,˘1q. On siis olemassa viivapolynomitekijöitä kahteen suuntaan. Ol-
koot H1 “ t pv1, v2q P Z2 | v1 `v2 ” 0 mod 2 u ja H2 “ H1 `p1, 0q kaksi koko-
naislukuhilan alihilaa. Nyt, jos C Ď H1 ja c “
ř
vPC X
v, niin supppfScq Ď H2.
Vastaavasti, jos C Ď H2 ja c “
ř
vPC X
v, niin supppfScq Ď H1. Koodi voi-
daan siis hajottaa kahteen erilliseen osaan H1 XC ja H2 XC, jotka peittävät
eri alihiloihin kuuluvia pisteitä. Nämä alihilat voidaan ajatella vastaamaan
lauseen 5.10 tilannetta, joten otetaan kaksi yhteen suuntaan jaksollista koo-
dia ja asetetaan ne eri alihiloille. Jos jaksot ovat eri suuntiin, saatu pS, 1, 1q-
peittokoodi on jaksoton.
45
5.5 Algoritminen näkökulma
Lause 5.12. On olemassa algoritmi Laurentin polynomin f P Crx˘1, y˘1s
viivapolynomitekijöiden löytämiseksi.
Todistus. Tarkastellaan kantajaa supppfq. Lauseen 4.34 nojalla riittää tar-
kastella ainoastaan reunojen suuntaisia vektoreita, joten lasketaan reunojen
suuntavektorit algoritmilla 4.33 ja valitaan niistä mielivaltainen v. Lasketaan
polynomin f normaalihajotelma Nvpfq “ t f1, ..., fn u. Tähän on olemassa al-
goritmi 4.14 nojalla. Lasketaan Eukleideen algoritmilla sytpf1, ..., fnq.
Lause 5.13. Jos polynomilla fS ` a ´ b P Crx˘1, y˘1s on viivapolynomite-
kijöitä korkeintaan yhteen suuntaan, kysymys pS, a, bq-peittokoodien olemas-
saolosta on algoritmisesti ratkeava.
Todistus. Lauseen 4.34 nojalla kaikki polynomin fS `a´b laatoittajat c ovat
jaksollisia. Nyt algoritmi saadaan lauseesta 2.16.
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6 Yhteenveto
Tämän tutkielman alussa esiteltiin laajasti algebrallisen symbolidynamiikan
peruskäsitteitä, jotta tutkielman voisi lukea mahdollisimman suppeilla esi-
tietovaatimukslla. Tämän jälkeen rakennettiin jaksollistaja- ja annihilaattori-
ihanteiden teoriaa viivapolynomien avulla. Tutkielman teoriaosuus kulminoi-
tuu lauseeseen 4.29, jossa todistetaan yhteys konfiguraation jaksollisuuden ja
kertaluvun välillä. Toinen tärkeä tulos on lause 4.34, joka antaa käytännöl-
lisen ja visuaalisesti hahmotettavan työkalun konfiguraation kertaluvun ra-
joittamiseksi ylhäältä. Kappaleessa 5 sovelletaan tätä lausetta peittokoodi-
tulosten todistamiseen. Seuraavaksi alikappaleessa 5.4 annetaan sellaisia esi-
merkkejä, joiden yhteyttä algebralliseen näkökulmaan ei toistaiseksi tunneta.
Lopuksi annetaan algoritmi, jolla voidaan etsiä laatoittajia siinä tapauksessa,
kun viivapolynomitekijöitä on korkeintaan yhteen suuntaan. Tulevaisuudes-
sa voisi olla mielekästä etsiä tuloksia, jotka antavat tiilen avulla alarajoja
tiilittäjän kertaluvulle. Toinen mielenkiintoinen suunta olisi useampiulottei-
nen tapaus, jonka algebrallinen näkökulma on avoin, koska annihilaattori-
ihanteen radikaalisuutta ei tunneta tässä tapauksessa.
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