Lake-atmosphere CO 2 flux was directly measured above a small, woodland lake using the eddy covariance technique and compared with fluxes deduced from changes in measured lake-water CO 2 storage and with flux predictions from boundary-layer and surface-renewal models. Over a 3-yr period, lake-atmosphere exchanges of CO 2 were measured over 5 weeks in spring, summer, and fall. Observed springtime CO 2 efflux was large (2.3-2.7 mol m Ϫ2 s Ϫ1 ) immediately after lake-thaw. That efflux decreased exponentially with time to less than 0.2 mol m Ϫ2 s Ϫ1 within 2 weeks. Substantial interannual variability was found in the magnitudes of springtime efflux, surface water CO 2 concentrations, lake CO 2 storage, and meteorological conditions. Summertime measurements show a weak diurnal trend with a small average downward flux (Ϫ0.17 mol m Ϫ2 s Ϫ1 ) to the lake's surface, while late fall flux was trendless and smaller (Ϫ0.0021 mol m Ϫ2 s Ϫ1 ). Large springtime efflux afforded an opportunity to make direct measurement of lake-atmosphere fluxes well above the detection limits of eddy covariance instruments, facilitating the testing of different gas flux methodologies and air-water gas-transfer models. Although there was an overall agreement in fluxes determined by eddy covariance and those calculated from lake-water storage change in CO 2 , agreement was inconsistent between eddy covariance flux measurements and fluxes predicted by boundarylayer and surface-renewal models. Comparison of measured and modeled transfer velocities for CO 2 , along with measured and modeled cumulative CO 2 flux, indicates that in most instances the surface-renewal model underpredicts actual flux. Greater underestimates were found with comparisons involving homogeneous boundary-layer models. No physical mechanism responsible for the inconsistencies was identified by analyzing coincidentally measured environmental variables.
Gaseous flux between large natural water bodies and the atmosphere is a subject of considerable interest (Liss and Slater 1974; Liss 1983; Kraus and Businger 1994) and one that is critical for determining the global carbon balance (Keeling et al. 1989 ). Lakes are a small but globally significant source of carbon to the atmosphere, contributing about 0.14 ϫ 10 15 g yr Ϫ1 (based on model estimates of Kling et al. 1991 and Cole et al. 1994) . Air-water gas exchange may be estimated by a variety of indirect means, including analysis of certain geochemical cycles, tracer methods, and enclosures (MacIntyre et al. 1995) . From these data, simple equations involving a transfer velocity and the air-water concen-
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tration gradient of gas may be calibrated to estimate gas flux. CO 2 flux (F c ) may be estimated by multiplying the calculated transfer velocity derived from a homogeneous boundary-layer or surface-renewal model (Jahne et al. 1987; MacIntyre et al. 1995) by routine measurements of the air-water [CO 2 ] difference (brackets indicate concentration). Slight modifications to this approach are used to estimate global oceanatmosphere F c (Thomas et al. 1988; Van Scoy et al. 1995) .
In contrast to these methods, eddy covariance offers an opportunity to directly measure trace gas fluxes without affecting natural gas transfer between water and air. Mass flux of CO 2 above a surface is obtained by measuring the mean covariance of the deviations from the mean in vertical velocity (wЈ) and the mixing ratio of CO 2 (CЈ). F c is computed as F c ϭ wЈCЈ
where wЈ ϭ w Ϫ w, w is an instantaneous value, and w is the mean. (CЈ may be similarly written.) The mixing ratio is C ϭ c / a , where c is the absolute density of CO 2 and a is dry-air density. Ordinarily, c is measured instead of C, resulting in a more complex calculation of F c (see Webb et al. 1980 for details). Although eddy covariance measurement theory is rather simple, its application in the measurement of typically small (relative to terrestrial vegetation) F c fluxes over oceans (Jones and Smith 1977; Wesely et al. 1982 ; Smith and Jones Estimating CO 2 exchange 1985) has generated considerable controversy (O'Brian 1986) , particularly because flux estimates from it were found to be substantially larger than those determined from isotopic and tracer methods (Broecker et al. 1986) . A critique of methods and measurements solicited by O'Brian (1986) identified several possibilities for the differences, although the issue largely remains unresolved. The eddy covariance measurements were made in near-shore environments, which are characteristically highly variable in temperature and surface-water CO 2 concentrations, [CO 2 aq ]. Due to local spatial and temporal heterogeneity of [CO 2 aq ] within the flux footprint (see Schuepp et al. 1990 and Horst and Weil 1992 for a definition of this term) of eddy covariance measurements, it becomes very difficult to accurately relate fluxes to concentration differences driving them (Crawford et al. 1993) . Additionally, there is the potential for enhanced fluxes near breaking waves (Wallace and Wirick 1992) , which more frequently occur in coastal areas.
Regarding air-water gas exchanges over freshwater lakes, we know of only two other studies of F c . Wesely et al. (1982) made direct measurements of F c using eddy covariance instruments during a 1-d period above Lake Michigan; they found general agreement with transfer velocities derived from radon tracer experiments. Denmead and Freney (1992) , working over a flooded agricultural field, made comprehensive measurements of air and surface water [CO 2 ]. They estimated F c using the aerodynamic-profile approach, an indirect micrometeorological method. Derived transfer velocities were found to agree with those calculated from a homogeneous boundary-layer model (Deacon 1977) . During the experiment, [CO 2 aq ] rose from undersaturated to supersaturated levels with respect to the atmosphere. In summary, we find that the freshwater data set is too small to determine whether there are systematic differences between measured and modeled fluxes or transfer velocities. This paper focuses on estimating air-water exchange of CO 2 at a small groundwater-dominated lake. The lack of surface-water interactions of the chosen lake facilitates comparison of fluxes independently derived from eddy covariance and a lake-water CO 2 storage change method. It also simplifies the comparison of fluxes and transfer velocities derived from measurements with those from model estimates. Characteristics of lake-atmosphere exchange of CO 2 in different seasons is also examined.
Theoretical background
Current theory of gaseous transport between the atmosphere and water bodies conceptually involves a series of boundary-layers comprising both fluids (see Denmead and Freney 1992; MacIntyre et al. 1995) . In the atmospheric surface layer over a lake, turbulent motions are principally responsible for transporting gas between the free atmosphere and the vicinity of the lake surface. Between the turbulent air and the surface lies a viscous or quasilaminar sublayer (approximately 1 mm thick) where molecular diffusion dominates gas transport. Immediately below the air-water interface is the viscous sublayer of water, also referred to as a water film or skin (on the order of tens of microns thick). It is analogous to the viscous sublayer in air and typically contains sharp gradients in gas concentration and temperature. Below the aqueous viscous sublayer is the well-mixed bulk water column.
Dynamic boundary-layer theories consider that the thickness of the viscous sublayer changes as a function of wind speed and temperature (Deacon 1977) . In contrast to boundary-layer theory, surface-renewal theory (Danckwerts 1951) contends that the aqueous, viscous sublayer is inhomogeneous. Conceptually, with the onset of instability due to thermal or density-driven convection, or with the onset of capillary waves whereby the water's surface area expands and contracts, the viscous sublayer is broken into patches so that a portion of the original skin layer is replaced by randomly distributed bulk water parcels. Skin patches in the surfacerenewal model have a finite lifetime and size, typically defined by a probability density function (Rao et al. 1971) .
In both boundary-layer and surface-renewal models, F c is driven by a concentration difference (units of density) between the bulk water (C w ) and well-mixed atmosphere (C a ); it is governed by the bulk transfer velocity (V B ):
c B a S Dimensionless solubility, S, is defined by the ratio of the equilibrium concentration of dissolved gas in water to that in air. S typically ranges between 0.7 and 0.8, varying with temperature (S ϰ T Ϫ7.5 ) and the physical chemistry of gaswater interactions (Deacon 1977; Denmead and Freney 1992) .
For homogeneous boundary layers, V B is closely approximated (Deacon 1977 (Deacon , 1981 by this equation:
where ␣ and ␤ are constants and the friction velocity of the water's surface (u* w ) is equal to the friction velocity in air (u*) times the square root of the ratio of fluid densities (air and water). The Schmidt number (Sc) is the ratio of kinematic viscosity of a gas (1.6 mm 2 s Ϫ1 at 5ЊC) to its diffusivity in water (1.1 mm 2 s Ϫ1 at 5ЊC), while the turbulent Schmidt number (Sc t ) is the ratio of the turbulent transfer coefficient for momentum to that of the diffusing gas in air. Thus, both Sc and Sc t are functions of skin (surface) temperature. Sc (ϭ1,396 at 5ЊC, other values tabulated in MacIntyre et al. 1995) varies about 6% per degree Celsius near 5ЊC. The value of Sc t is not well resolved, ranging from 0.7 to 1.0 (Deacon 1981 ). Deacon's (1977) smooth-surface formula (stagnant boundary layer) sets ␣ ϭ 0.082 and ␤ ϭ ⅔. With gravity waves, surface renewal enhances flux by about two to three times that found through a stagnant boundary layer. To match flux under these conditions, Deacon (1981) , Wesely et al. (1982) , and Csanady (1990) 
Because of the sensitivity of V B to temperature (through Sc), skin temperature must be accurately estimated. Skin temperature may be a few degrees less than bulk water temperature because of radiative cooling and heat loss (latent and sensible). Conversely, radiative loading during the day and sensible heat advection may warm the skin above the bulk water temperature. Although several surface-renewal formulations of V B exist, we focused on that of Schlussel (1994 and , which was derived for a wide range of wind and surface wave conditions during which mechanically and thermally induced renewal events occur. Building upon previous renewal model work and field studies, the Soloviev and Schlussel model incorporates surface heat flux and friction velocity to determine skin temperatures, which regulate thermal and gaseous diffusion through the skin layer. Surface-renewal events that may take place during calm conditions due to convection immediately below the surface were parameterized after Kudryavtsev et al. (1985) . The surface Richardson number (Rf o ) was used to determine the transition from free to forced convection: where g is gravitational acceleration, ⑀ is the thermal expansion coefficient of water, H wo is the total surface heat (sensible, latent, and radiant) flux, c pw is the specific heat of water, and subscript o indicates the surface. Skin temperature depression, or the difference between skin and bulk water temperatures, is given by Eq. 5: where T* w is the characteristic surface temperature and Pr is the Prandtl number (ratio of water's molecular viscosity to its thermal diffusivity). Referencing cool-skin data gathered by others, Soloviev and Schlussel (1994) quantified constants ⌳ o (ϭ13.3) and the critical Richardson number, Rf cr (ϭ Ϫ1.5 ϫ 10 Ϫ4 ). Enhanced heat (and gas) transfer occurring after the transition from waves described as rollers to longwave breakers is controlled by the Keugelan number (Ke ϭ u* w 3 /g w ) having the critical value Ke cr ϭ 0.18. The left side of Eq. 5 corresponds to eq. 21 in Soloviev and Schlussel (1994) , while the right is a truncated version of that on the left, corresponding to Soloviev and Schlussel (1994) eq. 25. Gas transfer through the skin is given by Eq. 6: Szeri (1997) has quantified the flux enhancement caused by deformation of the gas concentration fields in the presence of capillary waves. This convection-enhancement of flux is not included in Eq. 6; it requires knowledge of the distribution and slope profile of capillary waves in the ensemble wavefield.
Methods
Site-All measurements were performed at Williams Lake, Minnesota (46Њ57ЈN, 94Њ40ЈW, 422 m elevation), the location of extensive previous and ongoing hydrologic and limnological investigations (Winter 1997) . The lake lies in a mixed hardwood-conifer woodland and has no surface water inlets or outlets. The lake's surface area of 37.09 ha is ellipsoidal (900-m major axis running northwest-southeast, 550-m minor axis), punctuated by a low peninsula protruding in the southwestern quarter of the lake, as depicted in Fig. 1 . Lake volume is 2 ϫ 10 6 m 3 and average depth is 5.2 m (9.3 m maximum depth). About 40% of the lake-bed area is covered by submersed and floating-leafed macrophytes during the growing season (Carter et al. 1997) .
Micrometeorological sensors were mounted on a small communications tower that was inserted into lake sediments, approximately equidistant from the northwest, southwest, and northeast shores. The tower was guy-wired underwater to make it a stationary platform for eddy covariance instruments, which were mounted 1.2 m above the lake. Sensors at this height were within the equilibrium boundary layer (lowest 10% of the internal boundary layer, where fluxes may be assumed constant) as determined from Kaimal and LiCOR Corporation, Lincoln, Nebraska; this closed-path system including the IRGA operated with a 6 liter min Ϫ1 flow rate, 6 m of 6.2-mm-diameter stainless steel tubing, and a temperature-controlled water bath, as described in Suyker and Verma (1993) ; IRGA, Infrared Gas Analyzer. Finnigan (1994, eq. 4.5) for the tower location under these conditions: neutral stability, 3-5 m s Ϫ1 winds, 0.001-m roughness length, and 300-m fetch. The depth of the equilibrium boundary layer increases with increasing atmospheric instability, surface roughness, and fetch. South winds were associated with the least fetch.
Instrumentation-Fluxes of CO 2 , water vapor, heat, and momentum were measured using eddy covariance instruments oriented into the prevailing wind direction. Table 1 lists instruments used during the five measurement periods from April 1992 to April 1994. All sensors had a frequency response of at least 10 Hz. Data logging hardware, calibration gases, and power supplies were contained on a small, inflatable raft tethered to the tower and allowed to swing downwind. Deep-cycle batteries provided electrical power, allowing eddy covariance measurements to be made for several hours a day.
Downwelling solar radiation and photosynthetic photon flux density (PPFD) were measured at 2.4 m above the lake with quantum sensors (model PSP, Eppley Labs; LI-190Si, Li-Cor). Mean wind direction and speed were measured at 2.4 m on the tower with a directional vane and cup anemometer (model 03001 Wind Sentry, Campbell Scientific). Mean temperature and humidity were measured with a temperature-humidity probe (model HMP 35C, Campbell). Water temperature was measured with thermocouples at 0.05, 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, and 9 m depths at the tower location. All non-eddy covariance-related measurements were recorded on a separate data logger (model 21x, Campbell). Averages of these measurements were computed at the end of each half-hour, except water temperature, which was scanned once each half-hour. Wind speed, air temperature, humidity, and water temperature, averaged over hourly intervals, were also measured at the lake roughly 200 m east of the tower location on a semi-permanent raft (Sturrock et al. 1992) . These data were used in the intervals between lake thaw and the beginning of tower measurements to make model forecasts of CO 2 flux.
The following procedures were used to measure [CO 2 aq ]: In April 1992, 50-ml polypropylene syringes were filled with water from 0.1, 1, 2, 3, 4, 5, 6, 7, 8, 8.5 , and 9 m depths within 50-100 m of the tower. Half of the water sample was evacuated and replaced with 25 ml of air with a known CO 2 concentration. The air-water mixture was vigorously agitated for 3 min to achieve air-water CO 2 equilibration in the syringe headspace. The air was extracted and injected into a gas chromatograph having a flame-ionization detector and methanizer. The same procedures were followed in 1993 (except that no samples were analyzed in April). Temperatures of the in situ water and equilibrated water samples at the time of analysis were recorded and used to calculate in situ gas concentrations following Plummer and Busenberg (1982) . In April 1994, the air sample was injected into an infrared gas analyzer (IRGA model EGM, PP Systems) instead of the gas chromatograph. In July 1993, CO 2 was also measured using an air-water equilibrator apparatus similar to that described in Womack and Crawford (1991) .
Computations-Fluxes were computed from recorded time series of eddy covariance instrument signals. Tri-axis anemometer signals were coordinate rotated into the mean wind stream following procedures in Kaimal and Finnigan (1994) . All fast-response signals used to compute F c were detrended using a digital recursive filter (200-s time constant; McMillan 1988). F c and water-vapor fluxes derived from the open-path sensor were computed from the appropriate covariances after adjustment for temperature-and humidity-induced density fluctuations (Webb et al. 1980 , Kramm et al. 1995 when the uncertainties in sensible heat flux and latent heat flux were 10 W m Ϫ2 each. Ambient temperature fluctuations in the closed-path system were effectively dampened by the heat exchanger (sample air temperature variance Ͻ0.05ЊC as determined from an in-stream thermocouple). Therefore, the uncertainty in F c in this case (0.07 mol m Ϫ2 s Ϫ1 ) was solely due to uncertainty in the latent heat flux measurement. IRGA cross-sensitivity to CO 2 and water vapor was adjusted following Leuning and Moncrieff (1990) . Underestimates of flux due to sensor separations, frequency response, and volume averaging were made using an algorithm by Moore (1986) . Underestimates due to damping of CO 2 concentration fluctuations in the closed-path sampling tube were recovered following Leuning and Moncrieff (1990) . The CO 2 time series was adjusted for the delay (relative to the other instruments) caused by the gas travel time through the sampling tube to the IRGA, employing the procedure discussed in Fan et al. (1992) . Water-vapor density measured with the krypton hygrometer was adjusted for oxygen absorption (Tanner et al. 1993 ). All latent heat flux calculations were adjusted for the effects of temperature fluctuations on air density (Webb et al. 1980) .
A signal spike (defined as a point-to-point change Ͼ5 V in raw voltage) search-and-removal subroutine monitored each half-hour run for quality. Time series of most runs were visually inspected. Additionally, velocity and scalar spectra and cospectra were computed on all runs. Runs were rejected if more than 100 spikes were detected (0.5% of the time series) or if the spectra and cospectra did not express an inertial subrange slope (Kaimal et al. 1972) .
The complete eddy covariance instrument and data logging system was tested in the laboratory to determine the minimum resolvable flux above signal noise. A CO 2 gas standard of 350 ppm was run through the Li-Cor 6252 IRGA, and the single-axis sonic anemometer was enclosed in a sealed box containing still air. The 'zero flux' calculated from the covariance of CO 2 concentration and vertical velocity indicated a system noise of Ϯ0.055 mol m Ϫ2 s Ϫ1 from five half-hour runs.
In periods immediately after the lake thawed, F c was also estimated from changes in lake-volume storage of dissolved CO 2 -hereafter referred to as the storage method flux. Lake storage of CO 2 at time t was calculated from Eq. 7:
where A i is the lake area at the depth D i from which water was extracted to determine the equilibrated CO 2 concentration [CO 2 aq ] i . Depth increases with the index. Volume slices are vertically bounded by ½ the distance between sampling depths, except for i ϭ 1, where D ½(iϪ1) ϭ 0. The flux from the lake's surface (area, A o ) over the time between measurements (⌬t) is where the index increases with time. We assumed that the change in storage was due to lake-atmosphere exchange (Michmerhuizen et al. 1996) . We also assumed that degassing events were dynamic enough to discount mechanisms associated with HCO 3 conversion and dissolved organic carbon (DOC) consumption. Because storage change calculations in this study covered no more than weekly exchanges and were made in early spring when the photosynthetic sink relative to CO 2 aq storage is likely very small, we believe this assumption to be reliable. Lake-water residence time due to groundwater interaction is ϳ4 yr (LaBaugh et al. 1995) ; therefore, hydrologic exchange of CO 2 was assumed to be negligible. We compared our measured values of flux with three different models: homogeneous boundary layer (Deacon 1977 (Deacon , 1981 ; using Eqs. 2 and 3 with Sc t ϭ 1, ␣ ϭ 0.082, ␤ ϭ ⅔), modified homogeneous boundary layer (Deacon 1981; Wesely et al. 1982 ; with Sc t ϭ 1, ␣ ϭ 0.082, ␤ ϭ ½), and Schlussel's (1994, 1996) surface-renewal model (truncated version, using Eqs. 2 and 6). All three models require values for u* and skin temperature. Equations for u* and surface velocity were adapted from work by Bourassa et al. (1999) . Skin temperature was computed from nearsurface bulk water temperature. Values of ⌬t were computed from the right side of Eq. 5 for nighttime conditions and with additional formulae (Soloviev and Schlussel 1996) to include daytime heating of the skin by solar radiation. Both night and day conditions require measurements or estimates of sensible and latent heat fluxes and the radiation balance. Heat fluxes were computed using equations given in Clayson et al. (1996) , while the radiation balance and absorption of solar radiation in the near-surface layer was computed following Fairall et al. (1996) . Fairall's model requires input of measured solar radiation, temperature, and relative humidity, which are required for the long-wave radiation components. Measured wind direction and speed statistics are used in equations adapted from Alam and Curry (1997) for the development of water-body states that define fetch-dependent wave characteristics. Wave characteristics, in turn, describe surface roughness, which affects u* and surface fluxes. Values for Pr, Sc, Rf o , and Ke were also updated during each model iteration. For comparison, we ran Wick et al.'s (1996) model for skin temperature, which we found to vary little from predictions of the Soloviev and Schlussel (1994) model, at least within the environmental conditions of our study. Surface heat fluxes and u* predicted from the combination of these models closely matched the measured data, as we will show in a forthcoming paper.
Results and Discussion
Measurements after lake thaw-F c values immediately after lake thaw were expected to be the largest and most dynamic of the year. While the lake is covered with ice (usually November through April), a substantial amount of dissolved CO 2 derived from heterotrophic respiration evolves in bottom sediment around decaying vegetation. When the surface thaws, lake turnover mixes high-[CO 2 aq ] benthic water through the water column. This results in large lake-atmosphere [CO 2 ] differences and potentially in large lake-atmosphere F c (Michmerhuizen et al. 1996) .
We began measurements as soon after lake thaw as feasible (Table 1) (Fig. 2c) than in 1994 (Fig. 3c) , possibly resulting from greater biological activity in the 1991 growing season that provided a larger quantity of decayed biomass. Also, although [CO 2 aq ] and storage data exhibited a smooth exponential decline with time, the decline in 1992 was more erratic. During the first 3 d after thaw in 1992, storage increased from 330 to 450 ϫ 10 3 mol. This may have been caused by enhanced mixing of CO 2 aq from sediment pore water to benthic water by wind-induced circulation. This phenomenon was not seen in spring 1994. Temperature profiles of the lake-water column in spring 1992 were nearly isothermal through the observation period, varying Ͻ1ЊC with depth from 0.1 to 9 m. By 16 April 1992, there was evidence of thermal stratification and the development of a thermocline. By contrast, air temperatures were generally warmer in April 1994, leading to warmer lakewater temperatures and more pronounced day-to-day changes in temperature profiles. In 1994, lake thaw occurred on 16 April, followed by lake turnover and isothermal conditions until the appearance of a thermocline on 20 April. Shapes of [CO 2 aq ] profiles for both years (Figs. 4a,b) displayed small increases in [CO 2 aq ] with depth, suggesting that dissolved gas was well mixed from the surface down to the vicinity of benthic waters. Changes with time in the concentration of the total column were greatest early in the measurement period. The profiles occasionally exhibited kinks (17-18 April 1994) , where concentrations at 4 m were markedly higher than at either deeper or shallower depths.
Figures 5 and 6 illustrate a comparison between eddy covariance and storage-method fluxes (calculated two different ways). Storage-method (raw) fluxes derived from the differences between observations in whole-lake [CO 2 aq ] storage are plotted as histograms. Flux was assumed to be constant between observations, yielding a step-like pattern. Since [CO 2 aq ] storage exhibited an exponential decay with time (Figs. 2c, 3c) , we fit storage data with an exponential function to yield a somewhat more realistic pattern of flux magnitude. All three sets of estimates plotted in the figures indicate the same general, decreasing trend of flux with time. Half-hourly eddy covariance measurements in April 1992 varied considerably between days and over the period of observation, ranging from 2.3-2.7 mol m Ϫ2 s Ϫ1 on 11 April (Fig. 5) , coincident with a very large measured air-water [CO 2 ] difference (Ͼ45 mmol m Ϫ3 ), to values near zero by 17 April. Flux estimated from raw [CO 2 ] data using the storage method peaked near 5.0 mol m Ϫ2 s Ϫ1 on 8-9 April, dropping to about 10% of these values by 16 April. However, using the exponential fit to storage data (Fig. 2c) Comparison of transfer velocities derived from measurements and models-Measured values of F c from eddy covariance, C w , and C a were used in Eq. 2 to compute V B (mass transfer velocity) that could be compared to results from the homogeneous boundary-layer and surface-renewal models. Values for C w were derived from an exponential fit of Fig. 7 . Measured and predicted dependence of transfer velocity for CO 2 on friction velocity in air. These data are from the first days of measurement in each year. Predicted values are from Schlussel's (1994, 1996) surface-renewal model and from the homogeneous boundarylayer model (dashed lines). Values from the latter model were computed with a fixed temperature of 5ЊC and values for ␤ as indicated above the dashed lines.
[CO 2 aq ] measured at 0.1-m depth to the elapsed time since ice-out. C a was held constant at the average measured value of 16 mmol m Ϫ3 . Because [CO 2 aq ] was measured as [CO 2 air ] in the equilibrated gas headspace in the sample syringes, S in Eq. 2 was set to 1. Data points for the first days of measurement in both 1992 and 1994 were plotted versus u* (Fig.  7) . (Note that u* was measured in 1992 but modeled in 1994.) Eddy covariance data presented in Fig. 7 were selected when wind direction ranged Ͻ30Њ and wind speed was Ͼ2 m s Ϫ1 . Values of V B versus u* computed for the homogeneous boundary-layer models (␤ ϭ ⅔, ␤ ϭ ½, Sc t ϭ 1) and Schlussel's (1994, 1996) surface-renewal model are also shown. In addition, the Soloviev and Schlussel model was run in its nontruncated state (left sides of Eq. 5 and 6), indicating that the truncated version substantially departs from the full model at progressively larger u* (up to 15% at u* ϭ 0.4). Regarding the homogeneous boundarylayer models, although there is some uncertainty in the value of Sc t (range, 0.7-1; Deacon 1981), a value of 0.7 would have only led to an increase of about 11% in estimates of V B .
Measured V B values fell into three sets. A set of four points measured on 13 April 1992 lay along the ␤ ϭ ⅔ boundary-layer model prediction. The second set (13 April 1992 and 18 April 1994) lay nearest the surface-renewal model predictions. The third and largest set (11 April 1992 and 19-20 April 1994) was distinct from the other measured groups. V B for this set was about three times the value predicted by the homogeneous boundary-layer model (␤ ϭ ½) and about 2-2½ that of the surface-renewal models. Another notable characteristic of the three sets of data was that, except for two points from the 13 April 1992 data set, there was a consistent intraday relationship between V B and u*. As noted earlier, larger discrepancies between eddy covariance and homogeneous boundary-layer model estimates of V B were systematically seen by Wesely et al. (1982) , Smith and Jones (1985) and Crawford et al. (1993) over oceanic coastal waters. In contrast, Denmead and Freney (1992) , working over an artificial freshwater pond, often found agreement between aerodynamic profile measurements of F c and the homogeneous boundary-layer model (␤ ϭ ½). Data shown in Fig. 7 indicate that there are temporal mechanisms determining when models and measurements agree.
In analyzing the discrepancy between modeled and measured transfer velocity in the present study, we considered the possible influence of a variety of factors related to measurement methodology and environmental conditions that might introduce either systematic or random errors. To reduce the relative significance of measurement error, we chose data from periods of large air-water [CO 2 ] differences and large F c . Errors in flux measurement derived from noise and those associated with adjustments to flux, combined with errors associated with determining air-water [CO 2 ] differences, translated to a relative V B error of 0.0031 mm s
Ϫ1
(1992 data) and 0.0036 mm s Ϫ1 (1994 data). When V B was calculated from measurements, some error may have oc- * V B is transfer velocity derived from flux and CO 2 concentration measurements; [C w /S Ϫ C a ] is the water-air CO 2 concentration difference, where C a is measured at 1.15 m and C w is derived from the exponential fit of CO 2 concentration measurements of water at 10 cm below the surface (see Figs. 2c, 3c) ; Fc is CO 2 flux; u* is friction velocity; Ta is air temperature at 2 m; Tw is water temperature at 5 cm; R solar is shortwave radiation; and wind direction was measured at 2.4 m. curred with our assumption of a smooth, nonlinear decay of [CO 2 aq ] for 1992 data, owing to substantial scatter in [CO 2 aq ] measurements about the exponential fit (Fig. 2c) . However, data from 1994 were very consistent with time and are well described by the exponential fit (Fig. 3c) . Regarding measurement methodology, data in sets 2 and 3 were derived from different instruments having different calibration equations, corrections, and data archiving and computation software. Both groups contain data from different days, years, and chronological sequences. It is unlikely that systematic errors in measurement methodology would be duplicated across different hardware and software.
Next, we examined bioenvironmental factors. The influence of chemical or biological activity on air-water F c is documented in the literature (Smith 1985 , Schindler et al. 1997 ). Although we did not measure them, neither was suspected to have substantially influenced flux. For instance, the sharp decline in profiles of [CO 2 aq ] from about the 1-m depth to the surface on 11 and 16 April 1992 (Fig. 4a) suggested the possibility of biological uptake of CO 2 , while the 20 April 1994 profile (Fig. 4b) was basically flat. However, data from both 11 April 1992 and 20 April 1994 appear in the same set of points in Fig. 7 . The model versus measured V B discrepancy repeated itself in 1994, but was reversed (large V B occurred early in 1992 but late in 1994) such that, when summed over both years, sets 2 and 3 contain points from a range of environmental conditions (Table 2 ).
We did not find possible explanations for large V B through a dependency on fetch, flux footprint, or the determination of u*. In the 1992 data set, both u* and F c were directly measured with eddy covariance. Kwan and Taylor (1994) , in their model analysis of gas flux from lakes, point out from the literature that u* gradually adjusts from its land value to one representative of water. We would expect therefore that under the worst-case fetch scenario (stable air), measured u* would be contaminated to some extent by that adjusted to the land's boundary-layer, if the flux footprint extended beyond the shoreline. Since u* over water (a smoother surface) would be less than that over land, measured u* would be larger than expected over water. Additionally, F c in early spring (before leafing of the surrounding forest) would more likely be contaminated by low upward-directed F c over land, arising from soil respiration. Measurements in a north-temperate deciduous forest by Wofsy et al. (1993) indicate a forest floor efflux (F c ) of about 0.2 mol m Ϫ2 s Ϫ1 in early spring. The combination of larger-than-expected u* and low- er F c would lead to lower-than-expected transfer velocitycounter to the direction needed to explain the model versus data discrepancy. In 1994, F c was again directly measured, but u* was modeled. If actual u* was larger than that modeled, measured V B would be larger than modeled. However, comparisons of modeled and measured u* in 1992 agreed within Ϯ20%, while V B differed by a factor of 2. In addition, we found both 1992 and 1994 data in both sets (2 and 3). No strikingly different meteorological conditions or water temperatures appeared between the groups of points (Figs. 2a, b and 3a, b;  Table 2 ). However, in all cases, the largerthan-predicted V B coincided with periods following strong winds and rapidly falling temperature, and only when the water temperature was greater than that of air. Bubble-aided transfer due to breaking waves (Wallace and Wirick 1992) would be an unlikely mechanism for large V B for most of the data, since breaking waves were seldom observed when large V B occurred. Note that large V B were also measured when u* was small.
Finally, as noted in the Theoretical Background section, we are aware that capillary waves enhance air-water gas flux. Jahne et al. (1987) discuss the occurrence of enhanced gas transfer as the water surface changes from a rigid (no waves) to a free surface (waves) in which ␤ coincidentally changes from ⅔ to ½. This may be an important mechanism describing the magnitude of V B for the lowest u* values reported in Fig. 7 . At larger u*, Jahne et al. also mention that, at times, higher gas exchange rates were observed in experimental wave tanks. More recently, Szeri (1997) estimated that capillary waves may enhance gas transfer by several to a few tens of percent of the flux predicted by surfacerenewal models. The extent of enhancement depends on capillary wave structure, but under extreme conditions the enhancement may be as large as 60-70%. Unfortunately, we cannot evaluate the possibility of enhanced flux due to capillary wave structure, since regular quantitative assessments of the wave field were not made.
In summary, while we have considered a number of possible causes for the discrepancy between data and models in the u*-V B relationship, we have not found a provable or consistent explanation.
Comparison of measured and modeled fluxes-Eddy covariance and storage method fluxes were compared with the surface-renewal model Schlussel 1994, 1996; truncated version) for the full period of record in April 1992 (Fig. 8) and April 1994 (Fig. 9) . Also graphed is the surfacerenewal model output multiplied by a factor of 2.5, which is the approximate difference between the V B measured versus that modeled for the group of measured points fitting the regression line in Fig 7. As shown in the analysis of transfer velocities from the first 2 d of eddy covariance measurements, the surface-renewal model agreed well with eddy covariance measurements on some days but underestimated flux by about 2.5 times on other days. In comparison, flux derived from the storage method suggested a flux somewhere between the modeled flux and 2.5 times that.
Modeled (surface renewal) cumulative F c was compared to that computed from the exponential fits to storage data (Figs. 2c, 3c) in Fig. 10 . Cumulative storage flux is the summation of F c (mol m Ϫ2 s Ϫ1 ) over time, yielding a mass per unit area. Figure 10 shows a marked interannual variability in flux rates and cumulative flux. By Day 13 postthaw in 1992, 90% of the cumulative flux had occurred. This amounted to 0.76 mol m Ϫ2 or 2.8 ϫ 10 5 mol for the entire lake surface area. In contrast, much less CO 2 was released in 1994 (0.28 mol m Ϫ2 ), when 90% of cumulative flux was attained at 9 d postthaw. This is roughly ⅓ of the 1992 release.
Modeled flux compares well with that derived from the storage method in both trends and magnitudes during 1992, but not in 1994, when significant differences occurred early in the measured period. The model predicted a cumulative flux of 0.62 mol m Ϫ2 by Day 13 in postthaw 1992, compared to a measured value of 0.78 mol m Ϫ2 . In 1994, we saw a sizable underestimate: modeled flux was 0.12 mol m Ϫ2 by Day 9, versus 0.29 mol m Ϫ2 estimated from storage measurements on that day. Model calculations of cumulative flux with a 2.5 times V B were also compared to storage method results (Fig. 10) , showing excellent agreement between measured and modeled values in 1994. This exercise led to a total cumulative flux of 1.54 mol m Ϫ2 for 1992-a large overestimate. In 1992, CO 2 aq storage (Fig. 2c) increased during the first 2 d of measurement. If these storage data were accurate, total CO 2 aq storage loss was considerably larger than estimated from the exponential curve fitted to storage data. Following this observation, we made an alternative estimate of possible total flux based on measurements. First, we assumed a steady loss of 1 ϫ 10 5 mol CO 2 aq for 6-8 April, which was derived from the exponential curve for this time interval (Fig. 2c) . To this was added the measured increase of 1 ϫ 10 5 mol on 6-8 April, plus the loss from 8 through 18 April (about 2 ϫ 10 5 mol). Summing the contributions, we found the total loss for the lake from 6 to 18 April to be about 4 ϫ 10 5 mol. After dividing by lake area (37.09 ϫ 10 4 m 2 ), we obtained a cumulative loss of 1.1 mol m Ϫ2 , which lay halfway between the model and 2.5ϫ model predictions, as indicated in Fig. 10 .
Measurements during summer and fall-Measurements were obtained for a 12-h period (0800-2000 h) on 29 July 1993 during a warm, clear day. Air temperature rose from 16ЊC at 0800 h to 24ЊC at 1830, dropping to 23ЊC at 2000 h. Water temperature at 0.05 m steadily rose from about 22 to 22.5ЊC over the period. Wind speed was about 2-3 m s Ϫ1 during 0800-1800 h, then trended downward. Eddy covariance measurements of F c (averaging Ϫ0.17 mol m Ϫ2 s Ϫ1 ) are shown in Fig. 11 . Note that the y-axis for F c has been inverted. F c magnitude increased from near zero in the morning to a peak (maximum flux to the lake) after noon, before heading back through zero to positive values (flux to the lake) late in the day. Although measured flux is small, trends in F c are not likely an artifact of the density adjustment to F c , which could only originate from latent heat flux (LE). LE was large and trended upward, peaking in the afternoon. When entered into the air density adjustment to measured F c , it reduced raw F c magnitude in proportion to its own. Using the curve fit of F c data and assuming that at night, with near-calm winds, flux is near zero, a 24-h average flux of Ϫ0.09 mol m Ϫ2 s Ϫ1 was calculated. This compared well with the July monthly average of Ϫ0.07 mol m Ϫ2 s Ϫ1 (Ϫ2.3 mol m Ϫ2 yr Ϫ1 rate) that McConnaughey et al. (1994) estimated for the same lake in 1991. Present fluxes were obtained under clear skies (facilitating photosynthesis) and similar wind speeds. It is possible that downward F c was caused by photosynthetic activity within the lake, although photosynthesis was not independently measured. The plot of PPFD indicates a peak in light intensity roughly coincident with the peak in F c . Estimating CO 2 exchange Fig. 7 are applied. However, as discussed earlier, the lake surface area corresponding to the measured lake-atmosphere flux (the flux footprint) is upwind of the tower, possibly extending close to the shoreline on occasion. Measurements of [CO 2 aq ] along transects to the shore in each cardinal direction revealed that surface waters in the littoral zone (up to ⅓ of the distance from shore to tower) were highly variable (2-13 mmol m Ϫ3 subatmospheric). The littoral zone was occupied by a substantial macrophyte population (Carter et al. 1997 
Conclusions
Unique sets of lake-atmosphere CO 2 flux (F c ) measurements were obtained during five periods spanning 3 yr. F c was directly measured with eddy covariance equipment based on a stationary tower located near the center of a closed-basin lake. Additionally, in the springs of 1992 and 1994, F c was independently estimated from the change in lake-volume storage of CO 2 aq . Combined, the F c measurements quantified the magnitudes and temporal trends of lake-atmosphere CO 2 flux and transfer velocities. A surfacerenewal model Schlussel 1994, 1996) was used to predict flux for all periods, using meteorological data and the measured [CO 2 ] differences.
Springtime conditions immediately following lake thaw varied considerably in the magnitudes of F c , surface-water [CO 2 ], lake-volume CO 2 storage, and meteorological conditions. On the first day of eddy covariance measurements in 1992 (5 d after lake thaw), F c measured over 30-min intervals ranged between 2.3 and 2.7 mol m Ϫ2 s Ϫ1 , coinciding with a daily average of 1.0 mol m Ϫ2 s Ϫ1 estimated from the storage method. Lake-atmosphere [CO 2 ] differences were Ͼ45 mmol m Ϫ3 . In contrast, just 2 d after thaw in 1994, the lake-atmosphere [CO 2 ] difference was Ͻ15 mmol m Ϫ3 . Measured flux ranged from 0.15 to 0.6 mol m Ϫ2 s Ϫ1 , while storage method flux was about 0.7 mol m Ϫ2 s Ϫ1 . In each instance, lake turnover had occurred before measurement, and evidence of a thermocline did not appear until near the end of the measuring period. Both measured and modeled fluxes exhibited similar declining trends in F c . Some notable day-to-day differences occurred between measured eddy covariance flux and that derived from the storage method. These differences are not systematic and remain unexplained. Differences were also apparent in measured and modeled comparisons of the CO 2 transfer velocity, V B . Although there were occasions when either the surface renewal or, less frequently, boundary-layer models (Deacon 1977 (Deacon , 1981 Wesely et al. 1982) matched measured V B , about as often, all models substantially underpredicted the measured V B . Surface-renewal model predictions better matched measurements than the homogeneous boundary-layer models. The full surface-renewal model (Soloviev and Schlussel 1994, eqs. 21, 22) performed substantially better than its truncated form (Soloviev and Schlussel 1994, eqs. 25, 26) with increasing u*.
The comparison of total cumulative CO 2 flux derived from lake-water storage change to that modeled also indicates that the surface-renewal model often underestimates measured flux. The amount of underestimate is not consistent. A small underestimate appears from 1992 data, when measured cumulative efflux reached 0.78 mol m Ϫ2 , while a large underestimate was found from the spring 1994 comparison, when total efflux reached 0.29 mol m Ϫ2 . Better agreement was found in cumulative flux comparisons and in comparisons with much of the eddy covariance data when transfer velocity was increased by a factor of 2½. This systematic correction greatly improved the overall comparison for April 1994 but not that for April 1992. However, April 1992 storage method derived flux is more uncertain than that of April 1994. From the existing data set, no explanation was found to address measured day-to-day variations in transfer velocity and discrepancies between cumulative fluxes derived from models and storage method approaches, although meteorological forcing through wind-wave interactions is suspected.
Eddy covariance measurements made in summer revealed a small but measurable downward flux during the day, tracking with the trend in solar radiation. In autumn, the magnitude of F c was often below the detection limits of eddy covariance instruments. A small downward flux was estimated from model calculations.
In view of the uncertainty in predicting lake-atmosphere CO 2 transfer and its important global implications in airwater exchange, we strongly encourage other investigators to make comparative measurements of CO 2 flux in an effort to better understand and quantify the environmental controls regulating air-water gas transfer in natural settings.
