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Abstract
We consider a gauge-Higgs system on a fuzzy 2-sphere and study the topological
structure of gauge configurations, when the U(2) gauge symmetry is sponta-
neously broken to U(1) × U(1) by the vev of the Higgs field. The topology is
classified by the index of the Dirac operator satisfying the Ginsparg-Wilson re-
lation, which turns out to be a noncommutative analog of the topological charge
introduced by ’t Hooft. It can be rewritten as a form whose commutative limit
becomes the winding number of the Higgs field. We also study conditions which
assure the validity of the formulation, and give a generalization of the admissi-
bility condition. Finally we explicitly calculate the topological charge of a one-
parameter family of configurations.
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1 Introduction
Matrix models are a promising candidate to formulate the superstring theory non-
perturbatively [1, 2], where both spacetime and matter are described in terms of
matrices, and noncommutative geometries [3] naturally appear [4, 5, 6]. One of
the important subjects of the matrix model is a construction of configurations
with nontrivial indices in finite noncommutative geometries, since compactifica-
tion of extra dimensions with nontrivial index can realize chiral gauge theory on
our spacetime. Topologically nontrivial configurations in finite noncommutative
geometries were constructed extensively [7, 8, 9, 10, 11, 12]. A link to relate
the topological charge of the background to the index of the Dirac operator is
provided by the index theorem [13]. The index theorem can also be proved in
noncommutative Rd [14].
Extension of the index theorem to finite noncommutative geometry is a non-
trivial issue due to the doubling problem of the naive Dirac operator. An anal-
ogous problem was solved in the lattice gauge theory by introducing the Dirac
operator which satisfies the Ginsparg-Wilson (GW) relation [15]. Its explicit con-
struction was given by the overlap Dirac operator [16] and the perfect action [17].
The exact chiral symmetry [18, 19] and the index theorem [17, 18] at a finite cut-
off can be realized due to the GW relation. These ideas of using the GW relation
were also applied to the noncommutative geometries. In ref. [20], we have pro-
vided a general prescription to construct a GW Dirac operator with coupling to
nonvanishing gauge field backgrounds on general finite noncommutative geome-
tries. As a concrete example we considered the fuzzy 2-sphere [21]1. Owing to
the GW relation, an index theorem can be proved even for finite noncommutative
geometries.
We then constructed ’t Hooft-Polyakov (TP) monopole configurations as topo-
logically nontrivial configurations [25, 26]. We showed that these configurations
are a noncommutative analogue of the commutative TP monopole by explicitly
studying the form of the configurations. We then formulated an index theorem
1 The GW Dirac operator on the fuzzy 2-sphere for vanishing gauge field was given earlier
in [22]. The GW relation was also implemented on the noncommutative torus by using the
Neuberger’s overlap Dirac operator [23]. In [24], this GW Dirac operator was obtained from
the general prescription [20].
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for the TP monopole backgrounds by introducing a projection operator [27]. The
topological charge takes the appropriate values for the TP monopole configura-
tions. Furthermore, in [28], we presented a mechanism for dynamical generation
of nontrivial indices, which may be useful to realize chiral fermion on our space-
time, by showing that the TP monopole configurations with nontrivial topologies
are stabler than the trivial sector in the Yang-Mills-Chern-Simons matrix model
[29, 30]2.
The index theorem can be extended to general configurations which do not
obey the equations of motion, by modifying the chirality operators and the GW
Dirac operator [27]. The topological charge has an appropriate commutative
limit, introduced by ’t Hooft. Since this formulation is applicable to general
configurations where the U(2) gauge symmetry is broken down to U(1) × U(1)
through the Higgs mechanism, the configuration space of gauge fields can be clas-
sified into the topological sectors. Then, all of the topological sectors are defined
from a single theory, while defining the projective module in the noncommutative
theories could provide only a single topological sector3.
In this paper, we study the topological structure of spontaneously symmetry-
broken gauge theory on the fuzzy 2-sphere in more detail. We discuss conditions
under which this general formulation is valid. This gives a generalization of the
admissibility condition, which was developed in the lattice gauge theory. We also
study some topological properties of the topological charge, and in particular,
we show that the topological charge is rewritten as a form whose commutative
limit becomes the winding number of the scalar field. Furthermore, as a concrete
example, we evaluate the topological charge and a form of the GW Dirac oper-
ator for some explicit configurations. The results agree with the corresponding
commutative cases if the configurations satisfy the admissibility condition. We
further extend the configurations to the non-admissible regions.
In section 2, we review the formulation of the index theorem for the TP
monopole backgrounds. In section 3, we study the index theorem for general
configurations. Some detailed calculations for taking the commutative limits are
2 A related work is given in [31]. The stability of these configurations was also studied in
[30, 32, 33, 34, 35, 36, 37].
3 A related work is given in [10].
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sent to appendices A and B. In section 4, we investigate the explicit configura-
tions. Analyses on the zero-modes are given in appendix C. Section 5 is devoted
to conclusions and discussions.
2 Formulation for the TP monopole background
In this section, we summarize our previous results on the Ginsparg-Wilson (GW)
Dirac operator and the index theorem for the ’t Hooft-Polyakov (TP) monopole
backgrounds.
2.1 Dirac operators on fuzzy 2-sphere
Noncommutative coordinates of the fuzzy 2-sphere are described by xi = αLi,
where α is the noncommutative parameter, and Li’s are n-dimensional irreducible
representation matrices of SU(2) algebra. Then we have the relation (xi)
2 =
ρ21n, where ρ = α
√
(n2 − 1)/4 expresses the radius of the fuzzy 2-sphere. The
commutative limit can be taken by α→ 0, n→∞ with ρ fixed.
Any wave functions on the fuzzy 2-sphere are mapped to n × n matrices.
We can expand them in terms of noncommutative analogues of the spherical
harmonics. Derivatives along the Killing vectors of a function M(Ω) on the 2-
sphere are written as the adjoint operator of Li on the corresponding matrix
Mˆ :
LiM(Ω) = −iǫijkxj∂kM(Ω) ↔ L˜iMˆ = [Li , Mˆ ] .
An integral of a function is given by a trace of the corresponding matrix:∫
dΩ
4π
M(Ω) ↔ 1
n
Tr [Mˆ ] .
Two types of Dirac operators have been proposed in [38] and [39]. DWW in
[38] has exact chiral symmetry but has doublers. DGKP in [39] has no doublers
but breaks chiral symmetry at finite matrix size. The chiral anomaly is correctly
reproduced in the commutative limit[8, 40, 41, 42].
The fermionic action of DGKP is given by
SGKP = Tr [Ψ¯DGKPΨ] ,
DGKP = σi(L˜i + ρai) + 1 , (2.1)
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where σi’s are Pauli matrices. The gauge field ai of U(k) gauge group and the
fermionic field Ψ in the fundamental representation of the gauge group are ex-
pressed by nk × nk and nk × n matrices, respectively. This action is invariant
under the gauge transformation:
Ψ→ UΨ , ai → UaiU † + 1
ρ
(ULiU
† − Li) , (2.2)
since a combination, which is called a covariant coordinate,
Ai ≡ Li + ρai (2.3)
transforms covariantly as Ai → UAiU †.
In the commutative limit, the Dirac operator (2.1) becomes
DGKP → Dcom = σi(Li + ρai) + 1 , (2.4)
which is the ordinary Dirac operator on the commutative 2-sphere. The gauge
fields ai’s in 3-dimensional space can be decomposed into the tangential compo-
nents on the 2-sphere a′i and the normal component φ as{
a′i = ǫijknjak ,
φ = niai ,
(2.5)
⇔ ai = −ǫijknja′k + niφ , (2.6)
where ni = xi/ρ is a unit vector. The normal component φ is a scalar field on
the 2-sphere, and fermions are coupled to the scalar field through the Yukawa
coupling.
2.2 GW Dirac operator
In order to discuss the chiral structures, a Dirac operator satisfying the GW
relation is more suitable. Ref.[20] provided a general prescription to define a GW
Dirac operator in arbitrary gauge field backgrounds. We first define two chirality
operators:
Γ = a
(
σiL
R
i −
1
2
)
, Γˆ =
H√
H2
, (2.7)
with
H = a
(
σiAi +
1
2
)
, (2.8)
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where Ai is defined in (2.3), and a = 2/n is a noncommutative analogue of a
lattice-spacing. The upper index R in LRi means that this operator acts from the
right on matrices. These chirality operators satisfy
(Γ)† = Γ , (Γˆ)† = Γˆ , (Γ)2 = (Γˆ)2 = 1 . (2.9)
In the commutative limit, both Γ and Γˆ become the chirality operator on the
commutative 2-sphere, γ = niσi.
We then define the GW Dirac operator as
DGW = −a−1Γ(1− ΓΓˆ) . (2.10)
By the definition, the GW relation
ΓDGW +DGWΓˆ = 0 (2.11)
is satisfied, owing to which the index theorem can be proved. The action
SGW = Tr [Ψ¯DGWΨ] (2.12)
is invariant under the gauge transformation (2.2). In the commutative limit,
DGW becomes
DGW → D′com = σi(Li + ρPijaj) + 1 , (2.13)
where Pij = δij − ninj is the projector to the tangential directions on the sphere.
This operator D′com is the Dirac operator without coupling to the scalar field,
which is consistent with the fact that DGW satisfies the GW relation, a modified
chiral symmetry.
2.3 Monopole configurations
As topologically nontrivial configurations in the U(2) gauge theory on the fuzzy
2-sphere, the following monopole configurations were constructed [25, 26]:
Ai =
(
L
(n+m)
i
L
(n−m)
i
)
, (2.14)
where Ai is defined in (2.3), and L
(n±m)
i are (n ± m) dimensional irreducible
representations of SU(2) algebra. The total matrix size is N = 2n. The m =
6
0 case corresponds to two coincident fuzzy 2-spheres, whose effective action is
given by the U(2) gauge theory on the fuzzy 2-sphere. The cases with general
m correspond to two fuzzy 2-spheres with different radii. For |m| ≪ n, they
correspond to the monopole configurations with magnetic charge −|m|, where
the U(2) gauge symmetry is spontaneously broken down to U(1)× U(1).
For the m = 1 case, (2.14) is unitary equivalent to
UAiU
† = L
(n)
i ⊗ 12 + 1n ⊗
τi
2
. (2.15)
Comparing with (2.3), the gauge field is given by
ai =
1
ρ
1n ⊗ τi
2
. (2.16)
By taking the commutative limit of (2.16), and decomposing it into the normal
and the tangential components of the sphere as in (2.5), it becomes
a′ai =
1
ρ
ǫijanj , (2.17)
φa =
1
ρ
na , (2.18)
which is precisely the TP monopole configuration.
The configuration with m = 0 is the vacuum configuration, and of course
topologically trivial. A topologically trivial configuration with a non-vanishing
expectation value of the scalar field is given by
Ai = Li +
2
n
Liτ3 . (2.19)
Its commutative limit becomes a′ai = 0, φ
a = δa3/ρ and the U(2) gauge symmetry
is spontaneously broken to U(1)× U(1).
Monopole harmonics around the configurations (2.14) are calculated, and fiber
bundles in matrix models are studied in [43].
2.4 Index theorem for the monopole backgrounds
The index theorem for the TP monopole backgrounds (2.14) were formulated [27]
as4:
index(P (n±|m|)DGW) =
1
2
T r [P (n±|m|)(Γ + Γˆ)] , (2.20)
4 This equation can be proved by using the GW relation (2.11) and the fact that P (n±|m|)
commutes with Γ, Γˆ and DGW.
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where T r denotes a trace over the space of matrices and over the spinor index.
P (n±|m|) is the projection operator to pick up the Hilbert space for the n ± |m|
dimensional representation in (2.14). That is, it picks up one of the two fuzzy
2-spheres. It is written as
P (n±|m|) =
1
2
(1± T ) , (2.21)
with
T =
2
n|m|
(
A2i −
n2 +m2 − 1
4
)
(2.22)
=
m
|m|
(
1(n+m)
−1(n−m)
)
. (2.23)
On the other hand, in the representation (2.3), (2.22) becomes
T =
2
n|m|
(
ρ{Li, ai}+ ρ2a2i −
m2
4
)
. (2.24)
In the commutative limit, T becomes 2ρ
|m|
φ when |m| ≪ n, where φ is the scalar
field defined in (2.5). Moreover, it is normalized as T 2 = 12n. Therefore, T is the
generator for the unbroken U(1) gauge group in the TP monopole. Recall that
the TP monopole configuration breaks the SU(2) gauge symmetry down to U(1).
Then, the eigenstate of T with eigenvalue ±1 corresponds to the fermionic state
with ±1/2 electric charge of the unbroken U(1) gauge group. Thus, the index
in the projected space (2.20) gives the index for each electric charge component.
Without the projection operator, contributions from +1/2 and −1/2 charges
cancel the index, and this is why we introduced the projection operator.
The right-hand side (rhs) of (2.20) has the following properties. Firstly, it
takes only integer values since both Γ and Γˆ have a form of sign operator. Sec-
ondly, for the TP monopole configurations (2.14), it takes appropriate values
1
2
T r[P (n±|m|)(Γ + Γˆ)] = ∓|m| (2.25)
for ±1/2 electric charge component. Finally, in the commutative limit, we obtain
1
2
T r
[
1
2
T (Γ + Γˆ)
]
→ ρ
2
8π
∫
S2
dΩ ǫijkniφ
′aF ajk , (2.26)
8
where φ′a is a scalar field normalized as
∑
a(φ
′a)2 = 1. Fjk = F
a
jkτ
a/2 is the field
strength defined as Fjk = ∂ja
′
k − ∂ka′j − i[a′j , a′k]. Equation (2.26) is the magnetic
charge for the unbroken U(1) component in the TP monopole configuration5.
From (2.25) and 1
2
T r[P (n±|m|)(Γ + Γˆ)] = ±1
2
T r
[
1
2
T (Γ + Γˆ)
]
, we obtain
1
2
T r
[
1
2
T (Γ + Γˆ)
]
= −|m| (2.27)
for the configurations (2.14). Note that only negative topological charge can be
defined in this formulation.
3 Formulation for the general configurations
3.1 Index theorem for general configurations
In the previous section, we have considered the index theorem (2.20) for the
monopole background configurations (2.14), which satisfy the equations of mo-
tion. We now extend it to general configurations which do not necessarily obey
the equations of motion. The only assumption in the following is that the U(2)
gauge symmetry is spontaneously broken to U(1)×U(1) through the Higgs mech-
anism, i.e. a nonzero value of the scalar field.
We first generalize the definition of the operator T in (2.22) to
T ′ =
(Ai)
2 − n
2 − 1
4√[
(Ai)2 − n
2 − 1
4
]2 . (3.1)
This definition is valid for general configurations Ai unless the denominator has
zero-modes. For the configurations (2.14), T ′ reduces to the previous one (2.23).
Furthermore, it satisfies
(T ′)† = T ′ , (T ′)2 = 1 , (3.2)
and then its eigenvalue takes 1 or −1. As we show in Appendix A, the commu-
tative limit of T ′ becomes the normalized scalar field as
T ′ → 2φ′ = 2φ′a τ
a
2
, (3.3)
5 The topological charge should have an additional term as the second term in (3.12).
However this term vanishes for the TP monopole configurations.
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where we omitted the U(1) part in the U(2) = SU(2)×U(1) gauge group. Then,
the eigenstate of T ′ with eigenvalue ±1 corresponds to the fermionic state with
the electric charge ±1/2 of unbroken U(1) ⊂ SU(2) gauge group. We will then
call T ′ an electric charge operator, neglecting a factor 1/2.
We next define modified chirality operators as
Γ′ =
{T ′,Γ}√{T ′,Γ}2 = T ′Γ , (3.4)
Γˆ′ =
{T ′, Γˆ}√
{T ′, Γˆ}2
, (3.5)
where Γ and Γˆ are defined in (2.7). In (3.4), we used [T ′,Γ] = 0. While these
chirality operators are weighted by the electric charge operator T ′, they still
satisfy the usual relations:
(Γ′)† = Γ′ , (Γˆ′)† = Γˆ′ , (Γ′)2 = (Γˆ′)2 = 1 . (3.6)
From these chirality operators, we define a modified GW Dirac operator as
D′GW = −a−1Γ′(1− Γ′Γˆ′) . (3.7)
This Dirac operator is also weighted by the electric charge operator T ′. As we
show in Appendix B, in the commutative limit, this Dirac operator becomes
D′GW →
1
2
{2φ′ , D′com} . (3.8)
In particular, in the φ′a(x) = (0, 0, 1) gauge, it becomes
τ 3
(
σiLi + 1 + ρσiPij
(
a3j
τ 3
2
+ a0j
1
2
))
, (3.9)
which is the Dirac operator with coupling to the unbroken U(1) × U(1) gauge
fields, a3j and a
0
j .
From the definition (3.7), this Dirac operator satisfies the GW relation
Γ′D′GW +D
′
GWΓˆ
′ = 0 . (3.10)
Thus, the index theorem
1
2
index(D′GW) =
1
4
T r[Γ′ + Γˆ′] (3.11)
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can be proved similarly to the ordinary case. Since Γ′ and Γˆ′ are weighted by
the electric charge operator T ′, the cancellation of the index by the contributions
from ±1/2 electric charge components is avoided. For the configurations (2.14),
T ′ commutes with Γˆ, and then we obtain Γˆ′ = T ′Γˆ. Thus the rhs of (3.11) reduces
to the previous one, the left-hand side (lhs) of (2.26). For the configuration (2.19),
the rhs of (3.11) gives a vanishing value.
Furthermore, as we show in Appendix B, for general configurations, the com-
mutative limit of the rhs in (3.11) becomes
1
4
T r[Γ′ + Γˆ′]→ ρ
2
8π
∫
S2
dΩǫijkni
(
φ′aF ajk − ǫabcφ′a(Djφ′)b(Dkφ′)c
)
, (3.12)
where Fjk = F
a
jkτ
a/2 is the field strength defined as Fjk = ∂ja
′
k − ∂ka′j − i[a′j , a′k],
and Dj is the covariant derivative defined as Dj = ∂j−i[a′j , ]. a′j is the tangential
components of the gauge field defined in (2.5). This is precisely the topological
charge in the case where the SU(2) gauge symmetry is spontaneously broken
down to U(1) [44]. Hence, the index theorem (3.11) gives a natural generalization
to general configurations which are not restricted to the special configurations
such as the TP monopoles.
3.2 Admissibility condition
Now that we have the formulation (3.11) where the topological charge can be
defined for general configurations, the gauge configuration space on the fuzzy 2-
sphere can be classified into the topological sectors. For this, we need to exclude
the regions in the configuration space which separate the different topological
sectors. In the lattice gauge theories, the admissibility condition was introduced
to assure this condition and the locality of the overlap Dirac operator [45, 46, 47].
Here we will study similar conditions in the formulation (3.11).
The formulation (3.11) is valid if the denominators of the three operators,
T ′ defined in (3.1), Γˆ in (2.7), and Γˆ′ in (3.5), do not have zero-modes. This
condition is studied for the explicit configurations in section 4, and the zero-
modes are analyzed in detail in appendix C.
In the following, we consider stronger conditions which assure the validity of
the commutative limit. They give a sufficient condition for the above condition.
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The first condition for the configuration Ai = Li + ρai is that the fluctuation
ρai should not become as large as the classical background Li. Otherwise, ρai
would change the structure of the space and violate the assumption that we are
considering a gauge theory on the fuzzy 2-sphere. This condition is written as
|| AUi − Li ⊗ 12 || < ǫ , ǫ ∼ n0 , (3.13)
for a suitably chosen gauge AUi = UAiU
† with a unitary matrix U . Here ||O||
is defined as the maximum value in the absolute values of all the eigenvalues of
the operator O. Then (3.13) means that all of the eigenvalues are bounded by ǫ,
which is of the order n0.
Alternatively to the condition (3.13), we can impose
|| [Ai , Aj ]− ǫijkAk || < ǫ′ , ǫ′ ∼ n0 . (3.14)
In the commutative limit, this becomes the condition that the field strength
Fij and the covariant derivative of the scalar field Diφ are bounded by ǫ
′. In
this sense, it is similar to the admissibility condition in the lattice gauge theory
[45, 46, 47]6. The condition will be sufficient if we consider fluctuations around
the classical background with two-blocks, but it allows a configuration consisting
of more than 2 spheres, e.g. a configuration made of 3 irreducible representations
of SU(2) algebra, such as Ai ∼ Li ⊗ 13. In order to avoid these configurations,
we further impose the following condition:∣∣∣∣ Tr(A2i )− 2nn2 − 14
∣∣∣∣ < ǫ′′ , ǫ′′ ∼ o(n3) . (3.15)
Configurations with other-than-two blocks give values of order n3 and hence they
are prohibited. The monopole configurations (2.14) give values of order m2n.
Thus we have to take ǫ′′ smaller than order n3, and larger than or equal to order
n. The condition (3.13) corresponds to ǫ′′ ∼ n2.
The second condition is that U(2) gauge symmetry is spontaneously broken
to U(1) × U(1). Namely, the scalar field must have non-vanishing values on
arbitrary points on the sphere: ρ2
∑3
a=1(φ
a(x))2 6= 0 for all x. Otherwise we
6 A similar admissibility condition on the noncommutative torus was studied in [48].
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could not define the topological charge (3.12). This condition can be satisfied if
we impose
|| trτ
([
(AUi )
2 − (Li)2
]− 1
2
trτ
[
(AUi )
2 − (Li)2
])2 ||′ > η , η ∼ n2 , (3.16)
in the gauge AUi same as in (3.13). Here ||O||′ means the minimum value in all the
eigenvalues of the operator O. trτ stands for a trace over the gauge group space,
leaving matrix components representing sphere coordinates untouched. Here we
used (A.2) and (A.3) to obtain the condition that the scalar field in the SU(2)
part has non-vanishing values.
These two conditions give the lower bound (3.16) as well as the upper bound
(3.13), or (3.14) and (3.15), on the fluctuations. While here we considered the
conditions that classical configurations have the appropriate commutative limit,
in order to define quantum theory, we will need to specify numerical values of the
bounds ǫ and η more precisely.
3.3 Properties of the topological charge
In this subsection we consider topological properties of the charge (3.12). After
reviewing some properties in the commutative theory, we will show that these
properties hold in the noncommutative theory as well. In particular, the topo-
logical charge is shown to be rewritten as the winding number of the scalar field
in the noncommutative theory as well as the commutative theory.
The topological charge in the commutative theory is defined as the rhs of
(3.12):
Qcom =
ρ2
8π
∫
S2
dΩ ǫijk niFjk (3.17)
with
Fjk = φ′aF ajk − ǫabcφ′a(Djφ′)b(Dkφ′)c . (3.18)
The flux Fjk is gauge invariant. In the φ′ = (0, 0, 1) gauge, it becomes the flux in
the unbroken U(1) component, ∂ja
3
k−∂ka3j . The charge Qcom is also topologically
invariant in the sense that it is invariant under any variations of the gauge fields
and the scalar field. One can indeed show that Fjk is rewritten as [49]
Fjk = −ǫabcφ′a(∂jφ′b)(∂kφ′c) + ∂j(φ′aaak)− ∂k(φ′aaaj ) . (3.19)
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Then, Qcom is equivalent to the winding number of the scalar field φ
′, which is
known as the Kronecker index, unless the field configurations have singularities.
In the following, we will show that these properties hold in the topological
charge of the noncommutative theory, the lhs of (3.12). In fact, both T r(Γ′)
and T r(Γˆ′) are gauge invariant and topologically invariant. Note that the trace
of the sign operator is invariant under any variations whenever it is changed
continuously. We will study these two quantities, T r(Γ′) and T r(Γˆ′), in detail
below.
For any configuration Ai = Li+ ρai, we introduce an interpolating configura-
tion between Li and Ai:
Ahi = Li + hρai , (3.20)
where h is a real parameter of O(1). The electric charge operator (3.1) for this
configuration becomes
T ′ =
h
|h|
{Li, ρai}+ h(ρai)2√
[{Li, ρai}+ h(ρai)2]2
. (3.21)
If we restrict our configuration ai to satisfy the admissibility conditions, (3.13)
and (3.16), the eigenvalues of [{Li, ρai}+ h(ρai)2]2 are of the order of n2 while
those of a2i are of the order of 1. Thus the denominator of (3.21) does not have
zero-modes for any h ∼ O(1). Then, (3.21) is a continuous function of h, except
for the prefactor h/|h|.
T r (Γ′) for this configuration becomes
T r (Γ′) = TrR,σ (Γ) TrL,τ (T ′) = −2 h|h|TrL,τ

 {Li, ρai}+ h(ρai)2√
[{Li, ρai}+ h(ρai)2]2

 ,
(3.22)
where TrR,σ denotes a trace of matrices which act matrices from the right, and
over the spinor space. TrL,τ is a trace of matrices which act from the left, and over
the gauge group space. Since the trace part in (3.22) is topologically invariant, it
takes a constant value for any h ∼ O(1), if ai satisfies the admissibility conditions.
Hence, it can be replaced by the one with h = 0 as
T r (Γ′) = −2 h|h|TrL,τ
(
{Li, ρai}√{Li, ρai}2
)
. (3.23)
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Similarly,
T r (Γˆ′) = h|h|T r

 {Li, ρai}+ h(ρai)
2√
[{Li, ρai}+ h(ρai)2]2
, Γˆ

√√√√√4 +

 {Li, ρai}+ h(ρai)2√
[{Li, ρai}+ h(ρai)2]2
, Γˆ


2
. (3.24)
is equal to the one with h = 0 as
T r (Γˆ′) = h|h|T r
{
{Li, ρai}√{Li, ρai}2 ,
2
n
(
σ · L+ 1
2
)}
√√√√4 +
[
{Li, ρai}√
{Li, ρai}2
,
2
n
(
σ · L+ 1
2
)]2 . (3.25)
We now take the commutative limits of (3.23) and (3.25), and consider their
corresponding quantities in the commutative theory. The commutative limit of
(3.23) becomes
T r (Γ′)→ −2 h|h| n
∫
dΩ
4π
trτ
(
2φ′ +O(1/n)
)
, (3.26)
where trτ is a trace over the gauge group space. The first term vanishes after
taking the trace, if φ′ does not have the U(1) component. The second term, which
is a 1/n correction to the scalar field φ′, gives a finite value, since taking TrL gave
a factor n in (3.26). Therefore, the meaning of (3.26) in the commutative theory
is obscure. Although T r (Γ′) is a gauge invariant and topologically invariant
quantity in the noncommutative theory, its commutative counterpart is absent.
This quantity is related to the index of the would-be species-doubler, as can be
shown by the GW algebra [27, 50].
By expanding the denominator of (3.25), we obtain
T r (Γˆ′) = 2 h|h|TrL,τ
(
{Li, ρai}√
{Li, ρai}2
)
−1
8
h
|h|
(
2
n
)2
T r

 {Li, ρai}√
{Li, ρai}2
(σ · L)
[
{Li, ρai}√
{Li, ρai}2
, σ · L
]2+O(1/n) .
(3.27)
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The first term is exactly equal to the minus of (3.23). Thus they are canceled in
the topological charge, the lhs of (3.12). The second term becomes the winding
number of the scalar field φ′ in the commutative limit. Therefore, in the commu-
tative limit, the topological charge for the configurations Ai = Li + ρai becomes
the winding number of the scalar field
1
4
T r(Γ′ + Γˆ′)→ − ρ
2
8π
∫
S2
dΩ niǫijkǫabcφ
′a(∂jφ
′b)(∂kφ
′c) . (3.28)
Here we took h = 1 in order to return the configuration (3.20) to the original one
Ai = Li + ρai.
In subsection 3.1, we showed that the commutative limit of the topological
charge becomes that of the commutative theory in (3.12). In this subsection, we
have shown that it can also be rewritten as the winding number of the scalar
field φ′ in (3.28), by using the topological arguments. This is consistent with the
commutative theory, shown in (3.18) and (3.19).
4 Explicit example of configurations
In this section, we will consider the following configurations:
Ai = Li + h
τi
2
(4.1)
for an arbitrary real value h. The h = 1 case corresponds to the m = 1 TP
monopole configuration (2.15). We will calculate the topological charge for these
configurations. We also show that the GW Dirac operator can be written as a
simple form. The results agree with the corresponding commutative cases if the
configurations satisfy the admissibility conditions. We further extrapolate the
configurations to non-admissible regions.
4.1 Commutative theory
Before we show calculations in the noncommutative theory, we study the case in
the commutative theory.
From (2.3), we see that the gauge field for (4.1) is given by
ai =
1
ρ
h1n ⊗ τi
2
. (4.2)
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By taking the commutative limit, and decomposing it into the tangential and the
normal components on the 2-sphere as in (2.5), we obtain
a′ai = h
1
ρ
ǫijanj , (4.3)
φa = h
1
ρ
na . (4.4)
This is the TP monopole configuration, (2.17) and (2.18), multiplied by h.
As we mentioned in (3.19), the topological charge in the commutative theory
can be written as
Qcom = − ρ
2
8π
∫
S2
dΩ niǫijkǫabcφ
′a(∂jφ
′b)(∂kφ
′c) , (4.5)
which is the winding number of the normalized scalar field φ′. Substituting (4.4),
it becomes
Qcom = − h|h| . (4.6)
Furthermore, we can show that the GW Dirac operator itself is written simply.
The commutative limit of D′GW is given in (3.8). As we will show later, the
electric charge operator T ′ for the configuration (4.1) can be written as (4.26).
Its commutative limit becomes
T ′ → h|h|n · τ , (4.7)
where ni = xi/|x| is a unit vector for the normal component of the sphere. Then,
from (3.3), the normalized scalar field is given by
2φ′ =
h
|h|n · τ . (4.8)
From (2.13) and (4.2), we obtain
D′com = σ · L+ 1 + h
1
2
(
σ · τ − (n · σ)(n · τ)
)
. (4.9)
Therefore, the commutative limit of D′GW becomes
1
2
{2φ′ , D′com} =
1
2
h
|h|
(
{n · τ , σ · L+ 1}+ h1
2
{n · τ , σ · τ − (n · σ)(n · τ)}
)
=
h
|h|(n · τ) D
′m=1
com , (4.10)
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where
D′m=1com = σ · L+ 1 +
1
2
(
σ · τ − (n · σ)(n · τ)
)
(4.11)
is the Dirac operator D′com defined by (2.13), for the TP monopole configuration
(2.16). Here we used the relation {n · τ , σ · τ − (n · σ)(n · τ)} = 0. Owing to
this relation, the dependence on h disappeared except for the prefactor h/|h| in
(4.10).
In the following subsections, we will show that the same results are obtained
from the noncommutative theory as well.
4.2 Calculations for Γˆ
We first note that we can easily obtain 1
4
T r (Γ′ + Γˆ′) = −h/|h| for the config-
urations (4.1) of h ∼ O(1). Since ρai = 1n ⊗ τi/2 satisfies the admissibility
conditions, from the arguments of subsection 3.3, 1
4
T r (Γ′ + Γˆ′) takes a constant
value for any h ∼ O(1). Moreover, since 1
4
T r (Γ′+ Γˆ′) = −1 for h = 1, we obtain
the above result. This agrees with the result in the commutative case (4.6). In
the following, we will perform explicit calculations in the noncommutative the-
ory for the configurations (4.1) of an arbitrary real value of h, not restricted to
h ∼ O(1).
We then consider the chirality operator Γˆ (2.7). A crucial observation is that
the operator
H = σ · L+ h
2
σ · τ + 1
2
(4.12)
commutes with the total spin operator
Ji = Li +
σi
2
+
τi
2
, (4.13)
and thus
[Ji , Γˆ] = 0 (4.14)
is satisfied for an arbitrary real value of h. It then follows that there exists a
simultaneous eigenstate for Ji and Γˆ:
(Ji)
2|j,m〉 = j(j + 1)|j,m〉 , (4.15)
J3|j,m〉 = m|j,m〉 , (4.16)
Γˆ|j,m〉 = ±|j,m〉 . (4.17)
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The eigenvalue of Γˆ takes the same value in each multiplet of |j,m〉.
We thus obtain
〈j,m|Γˆ(h)|j,m〉
=


cl+1(h)12l+3
U(h)
(
c1l (h) 0
0 c2l (h)
)
U †(h)⊗ 12l+1
cl−1(h)12l−1

 ,
(4.18)
where cj(h) is the eigenvalue of Γˆ(h) in each multiplet |j,m〉. Here we introduced
l as n = 2l + 1. Since there is a two-folded degeneracy in j = l, the eigenstate is
obtained by a unitary transformation U(h) from a fixed basis |j,m〉. When the
operator H of (4.12) does not have zero-modes, Γˆ(h) is a continuous function of
h, and so are cj(h). Moreover, cj(h) takes a value of either 1 or −1. Thus cj(h)
takes a constant value irrespective of h.
For h = 0, Γˆ is diagonalized by the operator Li +
σi
2
, and we can easily
obtain (cl+1, c
1
l , c
2
l , cl−1) = (1, 1,−1,−1). We can perform similar calculations for
h = 1,±∞. Furthermore, we check zero-modes for the operator H of (4.12). As
we show in Appendix C, the state of j = l + 1 becomes a zero-mode at h = −n.
The state j = l − 1 becomes a zero-mode at h = n. The states j = l do not
become zero-modes for an arbitrary value of h. Consequently, Γˆ(h) has a form of
(4.18) with
(cl+1, c
1
l , c
2
l , cl−1) =


(−1, 1,−1,−1) for h < −n ,
(1, 1,−1,−1) for − n < h < n ,
(1, 1,−1, 1) for n < h .
(4.19)
We thus obtain
T r (Γˆ) = 4n for |h| < n , T r (Γˆ) = 2n2 h|h| for |h| > n . (4.20)
We now digress from the calculation for 1
4
T r (Γ′+Γˆ′), and give some comments
on a naive topological charge without introducing the projection operator or the
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electric charge operator. It becomes
1
2
T r (Γ + Γˆ) = 0 for |h| < n , (4.21)
1
2
T r (Γ + Γˆ) = n2 h|h| − 2n for |h| > n . (4.22)
From the same arguments of subsection 3.3, for any admissible configurations,
1
2
T r (Γ + Γˆ) takes the same value as for the case of ai = 0, and thus we have
1
2
T r (Γ + Γˆ) = 0. The result (4.21) agrees with this fact. Moreover, (4.21) shows
that this result is kept in quite large regions of the configuration space, even in
the non-admissible regions of h ∼ n. On the other hand, (4.22) shows that the
topological charge can take nonzero values for non-admissible configurations.
In fact, the topological charge 1
2
T r (Γ + Γˆ) takes various integer values for
various matrix configurations, while only the topologically-trivial sector remains
after imposing the admissibility conditions. The same results were obtained in
the noncommutative torus [51]. This situation is in striking contrast to the com-
mutative case. In the ordinary lattice gauge theories, all of the topological sectors
remain even after imposing the admissibility conditions. This discrepancy can
be explained as follows: Configurations with nontrivial topologies are described
in three ways. The first way is to consider a singular configuration and put non-
triviality on the singularity. The second one is to consider the theory with the
twisted boundary conditions or to introduce the notion of patch. The third one
is to use the spontaneous symmetry-breakdown of the gauge symmetry. How-
ever, noncommutative geometry smears out singularities of configurations, and
prohibits the first way. Thus only the trivial topological sector can exist if one
specifies the trivial boundary conditions.
This is the case when we consider the naive topological charge 1
2
T r (Γ + Γˆ).
We can obtain a nontrivial topology within the admissible configurations if we
introduce the projection operator as in section 2. Noncommutative gauge theory
with the twisted boundary conditions is also formulated by the finite size matrix
model in [52]. Furthermore, as we showed in section 3, we can define all of the
topological sectors from a single theory, by describing the topology in terms of
the winding number of the scalar field in the spontaneously symmetry-broken
gauge theory.
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4.3 Calculations for Γˆ′
We now consider the electric charge operator T ′ of (3.1) for the configurations
(4.1). Using
(Ai)
2 − (Li)2 = hL · τ + 3
4
h2 , (4.23)
we obtain
T ′ =
h
|h|
L · τ + 3
4
h√(
L · τ + 3
4
h
)2 . (4.24)
For the (n± 1) dimensional irreducible representation of Li + τi/2, the operator
L · τ takes the following values:
L · τ =
(
Li +
τi
2
)2
− (Li)2 −
(τi
2
)2
=


2n− 2
4
for (n + 1) dim. rep.
−2n− 2
4
for (n− 1) dim. rep.
(4.25)
In the (n + 1) dimensional representation, we obtain T ′ = h
|h|
2n−2+3h
|2n−2+3h|
, and then
T ′ = h
|h|
for h > (−2n+2)/3. In the (n− 1) dimensional representation, we have
T ′ = h
|h|
−2n−2+3h
|−2n−2+3h|
, and T ′ = − h
|h|
for h < (2n+ 2)/3. Therefore, T ′ is written as
T ′ =
h
|h|
2
n
(
L · τ + 1
2
)
for
−2n+ 2
3
< h <
2n+ 2
3
, (4.26)
T ′ = 1 for the other regions of h . (4.27)
Moreover, T ′ commutes with the total spin operator Ji defined in (4.13), and
then (4.26) is rewritten as a form of (4.18) with (cl+1, c
1
l , c
2
l , cl−1) = (1, 1,−1,−1)
multiplied by h
|h|
. We summarize the forms of T ′ and Γˆ in Figure 1.
We next consider the modified chirality operator Γˆ′ of (3.5). For h > (2n+2)/3
and for h < (−2n + 2)/3, Γˆ′ reduces to Γˆ, whose form was already given in
(4.19). For (−2n + 2)/3 < h < (2n + 2)/3, zero-modes might occur from the
anti-commutator of T ′ and Γˆ in the j = l sector. As we show in Appendix C,
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h0
−2n + 2
3
2n + 2
3
−n n
T
′
=

1
1
1
1


T
′
=
−


1
1
−1
−1


T
′
=

1
1
−1
−1


T
′
=

1
1
1
1


Γˆ =

−1
U
(
1 0
0 −1
)
U
†
−1


Γˆ =

1
U
(
1 0
0 −1
)
U
†
−1


Γˆ =

1
U
(
1 0
0 −1
)
U
†
1


Figure 1: The forms of Γˆ and T ′as functions of h, (4.19), (4.26) and (4.27). Here
the bases in the j = l sector are taken as the eigenstates for the operator Li+τi/2.
such zero-modes do not take place. Consequently, we obtain
〈j,m|Γˆ′(h)|j,m〉 = h|h|


12l+3
−12l+1
−12l+1
12l−1

 (4.28)
for (−2n+2)/3 < h < (2n+2)/3. It is independent of h except for the prefactor
h/|h|.
Now that we have evaluated the operators T ′, Γˆ′, we can easily evaluate
1
4
T r (Γ′ + Γˆ′). The results are shown in Figure 2 and in Figure 3. In particular,
we obtain
1
4
T r[Γ′ + Γˆ′] = − h|h| , (4.29)
for (−2n+2)/3 < h < (2n+2)/3. This agrees with the result in the commutative
theory (4.6). As we mentioned at the beginning of subsection 4.2, this result can
also be obtained from the arguments of subsection 3.3 for h ∼ O(1). Note also
that we obtain both positive and negative topological charge, while we could
define only negative charge in the previous formulation, as we pointed out in
(2.27). Furthermore, we have obtained the results for non-admissible regions as
well. The result (4.29) holds even in the non-admissible regions of h ∼ n, but it
changes its value if we further extend the value of h.
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h −n
−2n + 2
3
0
2n + 2
3
n
T r(Γ′) −4n 4 −4 −4n
T r(Γˆ′) −2n2 4n 0 0 4n 2n2
1
4
T r(Γ′ + Γˆ′) −
1
2
(n2 + 2n) 0 1 −1 0
1
2
(n2 − 2n)
Figure 2: Topological charge 1
4
T r[Γ′ + Γˆ′] of the configurations (4.1) for an arbi-
trary real value h.
h0
1
−1
1
4
T r(Γ′ + Γˆ′)
n
2
− 2n
2
−
n
2 + 2n
2
−2n+ 2
3
2n+ 2
3−n
n
Figure 3: Topological charge 1
4
T r[Γ′ + Γˆ′] as a function of h. The h = 1 case
corresponds to the TP monopole configuration of the previous formulation. In
the admissible regions |h| ∼ 1, the results agree with the commutative case.
We further obtained results for an arbitrary real value of h, extending to non-
admissible regions.
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Since the chirality operator Γˆ′, (4.28), is independent of h except for the
prefactor, it can be written as
Γˆ′(h) =
h
|h| Γˆ
′(h = 1) = T ′(h)Γˆ(h = 1) . (4.30)
The other chirality operator Γ′ is written as
Γ′(h) = T ′(h)Γ . (4.31)
Therefore, the GW Dirac operator (3.7) reduces to
D′GW = T
′(h)Dm=1GW , (4.32)
for (−2n + 2)/3 < h < (2n + 2)/3. Here Dm=1GW is the GW Dirac operator of
the previous definition (2.10), for the TP monopole configuration with magnetic
charge m = 1 (2.15)7. Dm=1GW is independent of h. T
′(h) is given in (4.26). This
result (4.32) agrees with the commutative case (4.10).
Now that we have obtained the simple form for the GW Dirac operator (4.32),
we can easily calculate various quantities, such as the spectrum of the Dirac
operator for the configurations (4.1), as was done for the configurations (2.14) in
[27].
5 Conclusions and Discussions
In this paper, we studied the topological structure of spontaneously symmetry-
broken gauge theory on the fuzzy 2-sphere, by examining the index theorem
which is applicable to general configurations, not restricted to a special type of
configurations. We showed in detail that the commutative limit of the topological
charge becomes the appropriate one introduced by ’t Hooft. Since this formula-
tion is valid for general configurations, configuration space can be classified into
topological sectors.
We then discussed the conditions to assure the validity of this formulation,
which gave both upper and lower bounds to the fluctuations, though the ordinary
7 Incidentally, Dm=1
GW
can be written asDm=1
GW
= σ·L˜+1+ 12σ·τ− 1n2−1L·τ
[
1 + 2σ · (L+ τ2 )] .
.
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admissibility condition in the lattice gauge theory gives only the upper bound.
It is an interesting future problem to devise a mechanism which dynamically
realizes these conditions rather than imposing them by hand. For example, we
can deform the bosonic action to prevent configurations which are prohibited
by these conditions [47]. This will open possibilities to perform Monte Carlo
simulations of this formulation.
We also studied some topological properties of the topological charge. In par-
ticular, we showed that the topological charge is rewritten as the winding number
of the scalar field in the noncommutative theory as well as in the commutative
theory. We also found the gauge invariant and topologically invariant quantity,
T r (Γ′), in the noncommutative theory, whose counterpart in the commutative
theory is absent. This quantity is related to the index of the would-be species-
doubler. Although it is an analogue of a lattice artifact, it plays an important
role in defining the index consistently in theories with finite degrees of freedom.
We further investigated some explicit configurations. We calculated the topo-
logical charge and obtained the simple form of the GW Dirac operator for these
configurations. The results agree with the commutative case if the configura-
tions satisfy the admissibility conditions. We also showed that we can define
both positive and negative topological charge, while in the previous formulation
we could only define the negative charge. We further obtained the results for
non-admissible regions. Furthermore, since we obtained the explicit form of the
Dirac operator for these configurations, we can calculate various quantities as the
spectrum of the Dirac operator. While here we studied a series of configurations
which connect the topological sectors with the topological charge 1 and −1, it
is also interesting to study configurations of other sectors. In order to study the
configurations with the topological charge greater than or equal to 2, however,
it may be necessary to obtain another representation of the configurations where
space and gauge field are written separately.
We finally give some comments on the implications to the string theory com-
pactifications. While in the general formulation studied in this paper, all of the
topological sectors are defined from a single theory as in the commutative the-
ories, defining the projective module in the noncommutative theory gives only
a single topological sector, as in the previous formulation for the TP monopoles
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using the projection operator. This feature of the noncommutative theory, if we
use it in the compactified spaces in the string theories, may be useful to deter-
mine the number of matter generations. On the other hand, we have observed
various topological sectors in the non-admissible regions, from the calculations
for the explicit configurations. They are different from the so-called noncom-
mutative solitons and fluxons [53], which are also new topological objects in the
noncommutative theory but appear only in the single topological sector speci-
fied by the theory. In the compactified spaces in the string theories, the notion
of the ordinary space may be spoiled and the description of finite size matrices
may become more appropriate. In these cases, the novel topologies in the non-
admissible regions may play an important role in determining matter contents on
our spacetime. We hope that the finite matrix will give a new possibility for the
string theory compactifications.
A Commutative limit of the electric charge op-
erator
In this appendix, we show that the electric charge operator T ′ becomes the nor-
malized scalar field φ′ in the commutative limit, (3.3).
Since we consider the U(2) gauge group, the gauge field has the SU(2) part
and the U(1) part as
Ai = Li + ρ
(
aai
τa
2
+ a0i
1
2
)
, (A.1)
where the first term Li is of O(n). Here we will assume that the SU(2) part ρaai
is of order one and the U(1) part ρa0i is of O(1/n).
Then, the scalar field
(Ai)
2 − (Li)2 = ρn
(
φa
τa
2
+ φ0
1
2
)
(A.2)
has the SU(2) part ρφa of order one and the U(1) part ρφ0 of O(1/n). The square
of (A.2) becomes
[
(Ai)
2 − (Li)2
]2
=
1
4
ρ2n2
[
iǫabc[φ
a , φb]τ c + (φa)2 + {φa , φ0}τa + (φ0)2] . (A.3)
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In this form, the second term ρ2(φa)2 is of order one and the other terms are of
O(1/n).
Therefore, in the commutative limit, the electric charge operator T ′ becomes
T ′ =
(Ai)
2 − (Li)2√
[(Ai)2 − (Li)2]2
→
2φa(x)
τa
2√
(φa(x))2
= 2φ′a(x)
τa
2
= 2φ′(x) , (A.4)
and (3.3) is shown.
The reason why we assumed that the U(1) part is negligibly small is for the
normalization of φ′. This assumption has nothing to do with the admissibility
conditions, discussed in subsection 3.2, which assure the validity of the formu-
lation. It is then desirable to define a more elaborate T ′, which has the proper
commutative limit without any constraints to the configurations.
B Commutative limit of the Dirac operator and
the topological charge
In this appendix, we show the calculations of taking the commutative limit of the
Dirac operator, (3.8), and the topological charge, (3.12).
The denominator of the chirality operator Γˆ′ can be written as
{T ′ , Γˆ}2 = 4 + [T ′ , Γˆ]2 , (B.1)
since (T ′)2 = 1 and (Γˆ)2 = 1. The second term in (B.1) is of the order of 1/n2.
We thus obtain
Γˆ′ =
1
2
{T ′ , Γˆ} − 1
16
{T ′ , Γˆ}[T ′ , Γˆ]2 +O
(
1
n3
)
. (B.2)
For taking the commutative limit of the Dirac operator D′GW, it is enough to
take the first term in (B.2) into account. We can easily see
D′GW = a
−1 1
2
{T ′, (Γˆ− Γ)}+O(1/n) (B.3)
→ 1
2
{2φ′ , D′com} . (B.4)
In particular, in the φ′a(x) = (0, 0, 1) gauge, it becomes the Dirac operator with
the coupling to the unbroken U(1)× U(1) gauge fields.
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For taking the commutative limit of the topological charge, however, we have
to take into account the second term in (B.2) as well. We then have
1
4
T r[Γ′ + Γˆ′] = 1
4
T r
[
T ′(Γ + Γˆ)− 1
8
T ′Γˆ[T ′ , Γˆ]2 +O
(
1
n3
)]
. (B.5)
Note that the first and the second terms are of the order of 1/n2, and give finite
values after taking the trace, since taking trace gives a factor n2. The first term
becomes in the commutative limit
1
4
T r[T ′(Γ + Γˆ)] → ρ
2
8π
∫
S2
dΩ ǫijkniφ
′aF ajk (B.6)
as in [20, 26]. Fjk = F
a
jkτ
a/2 is the field strength defined as Fjk = ∂ja
′
k − ∂ka′j −
i[a′j , a
′
k], where a
′
i = ǫijkxjak/ρ is the tangental components of the gauge field on
the sphere. The second term becomes
−1
4
T r
[
1
2
T ′Γˆ
[
Γˆ ,
1
2
T ′
]2]
→ −1
4
n2
4π
∫
S2
dΩ tr σ,τ
[
φ′(n·σ)
(
−iaρǫijkσinj(Dkφ′)
)2]
,
(B.7)
where tr σ,τ is a trace over the spinor space and over the gauge group space. Dj
is the covariant derivative operator defined as Dj = ∂j − i[a′j , ]. Here we used[
Γˆ ,
1
2
T ′
]
→ −iaρǫijkσinj(Dkφ′) . (B.8)
Taking the trace tr σ,τ , (B.7) becomes
− ρ
2
8π
∫
S2
dΩ ǫijkniǫabcφ
′a(Djφ
′)b(Dkφ
′)c . (B.9)
Therefore, the commutative limit of the topological charge becomes
1
4
T r[Γ′ + Γˆ′] → ρ
2
8π
∫
S2
dΩ ǫijkni
(
φ′aF ajk − ǫabcφ′a(Djφ′)b(Dkφ′)c
)
, (B.10)
which is precisely the topological charge introduced by ’t Hooft [44].
C Analyses on zero-modes in the chirality op-
erators
In this appendix, we investigate zero-modes in the chirality operators Γˆ and Γˆ′
to obtain the results (4.19) and (4.28).
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C.1 Bases and unitary transformations
As we mentioned below (4.18), there exists a two-folded degeneracy in the j = l
sector. We thus have an ambiguity to choose two multiplets, which we will call
|+〉 and |−〉. We here introduce three types of the bases |±〉i with i = 1, 2, 3:
|±〉1 are diagonalized by a spin operator Li + τi2 and have spin l± 12 respectively.
Similarly, |±〉2 are diagonalized by Li + σi2 with spin l± 12 . |±〉3 are diagonalized
by σi
2
+ τi
2
with spin 1/2 ± 1/2. Therefore, these states are eigenstates for the
following operators:
L · τ =


l =
n− 1
2
for |+〉1 ,
−(l + 1) = −n + 1
2
for |−〉1 ,
(C.1)
L · σ =


l =
n− 1
2
for |+〉2 ,
−(l + 1) = −n + 1
2
for |−〉2 ,
(C.2)
σ · τ =
{
1 for |+〉3 ,
−3 for |−〉3 .
(C.3)
Different types of bases are related to one another by unitary transformation
|a〉i =
∑
b=±
U
(ij)
ab |b〉j . (C.4)
The unitary matrices U (ij) have the following forms:
U (12) =


1
2l + 1
−2
√
l(l + 1)
2l + 1
2
√
l(l + 1)
2l + 1
1
2l + 1

 , (C.5)
U (23) =


√
l
2l + 1
−
√
l + 1
2l + 1√
l + 1
2l + 1
√
l
2l + 1

 , (C.6)
U (13) =

 −
√
l
2l + 1
−
√
l + 1
2l + 1√
l + 1
2l + 1
−
√
l
2l + 1

 . (C.7)
This can be checked by comparing the highest-weight state, namely the state
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with j = l, jz = l, in each multiplet:

|+〉1 =
√
l
(l + 1)(2l + 1)
|l − 1 ↑↑〉+
√
1
2(l + 1)(2l + 1)
|l ↑↓〉 −
√
2l + 1
2(l + 1)
|l ↓↑〉 ,
|−〉1 = −
√
1
2l + 1
|l − 1 ↑↑〉+
√
2l
2l + 1
|l ↑↓〉 ,

|+〉2 = −
√
l
(l + 1)(2l + 1)
|l − 1 ↑↑〉+
√
2l + 1
2(l + 1)
|l ↑↓〉 −
√
1
2(l + 1)(2l + 1)
|l ↓↑〉 ,
|−〉2 = −
√
1
2l + 1
|l − 1 ↑↑〉+
√
2l
2l + 1
|l ↓↑〉 ,

|+〉3 = −
√
1
l + 1
|l − 1 ↑↑〉+
√
l
2(l + 1)
|l ↑↓〉+
√
l
2(l + 1)
|l ↓↑〉 ,
|−〉3 = − 1√
2
|l ↑↓〉+ 1√
2
|l ↓↑〉 .
C.2 Calculations for zero-modes in Γˆ
We now study zero-modes for the operator H of (4.12). The zero-mode equation
H|ψ〉 = 0 is written as (
σ · L+ 1
2
)
|ψ〉 = −h1
2
σ · τ |ψ〉 . (C.8)
The state of j = l + 1 is a simultaneous eigenstate for the operators in both
sides of (C.8). The lhs gives n
2
, while the rhs gives −h
2
. Therefore j = l + 1
state becomes a zero-mode at h = −n. Similarly, the state j = l − 1 becomes a
zero-mode at h = n.
For the states j = l, we consider a linear combination |ψ〉 = c+|+〉2+ c−|−〉2.
We here took the basis |±〉2. From (C.2) and (C.3), (C.8) is written as[
n
2
(
1 0
0 −1
)
+
h
2
(U23)∗
(
1 0
0 −3
)
(U23)T
](
c+
c−
)
= 0 . (C.9)
By taking U (23) as
U (23) =
(
cos θ − sin θ
sin θ cos θ
)
, (C.10)
(C.9) becomes
1
2
(
n/h + 1− 4 sin2 θ 4 sin θ cos θ
4 sin θ cos θ −n/h+ 1− 4 cos2 θ
)(
c+
c−
)
= 0 . (C.11)
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This equation has a nontrivial solution if and only if(n
h
)2
+ 4 cos(2θ)
n
h
+ 3 = 0 (C.12)
is satisfied. This is satisfied by some real value h if cos2(2θ) ≥ 3/4. On the other
hand, by comparing (C.10) with (C.6), we have
cos θ =
√
l
2l + 1
, sin θ =
√
l + 1
2l + 1
, (C.13)
and thus we obtain
cos2(2θ) =
1
(2l + 1)2
=
1
n2
<
3
4
(C.14)
for n ≥ 2. Consequently, the states j = l do not have zero-modes for an arbitrary
real value h if n ≥ 2.
Therefore, we obtain our result (4.19).
C.3 Calculations for zero-modes in Γˆ′
We next consider zero-modes in Γˆ′. From Figure 1, we see that for (−2n+2)/3 <
h < (2n+ 2)/3, T ′ and Γˆ(h) are written as
〈j,m|T ′|j,m〉 = h|h|


12l+3
12l+1
−12l+1
−12l−1

 , (C.15)
〈j,m|Γˆ(h)|j,m〉 =


12l+3
U(h)
(
1 0
0 −1
)
U †(h)⊗ 12l+1
−12l−1

 .
(C.16)
We here took the bases |±〉1. The unitary matrix U(h) relates |±〉1 to |±〉H which
are eigenstates of the operator H of (4.12) with positive and negative eigenvalues.
Then, from (3.5), we obtain
〈j,m|Γˆ′|j,m〉 = h|h|


12l+3
X
12l−1

 . (C.17)
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For the block X of the j = l sector, we have to evaluate a sign of the coefficient
2 cos
(
2θ(h)
)
in
{
U(h)
(
1 0
0 −1
)
U †(h) ,
(
1 0
0 −1
)}
= 2 cos
(
2θ(h)
)
12 . (C.18)
Here we took U(h) as
U(h) =
(
cos
(
θ(h)
) − sin(θ(h))
sin
(
θ(h)
)
cos
(
θ(h)
)
)
. (C.19)
For h = 0, the operator H becomes σ · L + 1/2, and thus the basis |±〉H
reduces to |±〉2. Then U(h) becomes U (12), and we obtain
cos
(
2θ(h = 0)
)
=
2
n2
− 1 < 0 (C.20)
for n ≥ 2. Similarly, we can obtain cos
(
2θ(h = 1)
)
= −1 < 0, and cos
(
2θ(h =
∞)
)
= −1/n < 0.
We then study whether cos
(
2θ(h)
)
= 0 takes place within the regions (−2n+
2)/3 < h < (2n + 2)/3. cos
(
2θ(h)
)
= 0 means |±〉H = (|+〉1 ± |−〉1)/
√
2. This
corresponds to the case where
H(|+〉1 ± |−〉1) = e±(|+〉1 ± |−〉1) (C.21)
is satisfied at some value of h. By using
U (12)
(
l
−(l + 1)
)
U (21) =
1
(2l + 1)2
(
l − 4l(l + 1)2 2√l(l + 1)(2l + 1)
2
√
l(l + 1)(2l + 1) (4l2 − 1)(l + 1)
)
,
(C.22)
U (13)
(
1
−3
)
U (31) =
1
2l + 1
(
−2l − 3 −4√l(l + 1)
−4√l(l + 1) −2l + 1
)
, (C.23)
(C.21) is written as[
1
(2l + 1)2
(
l − 4l(l + 1)2 2√l(l + 1)(2l + 1)
2
√
l(l + 1)(2l + 1) (4l2 − 1)(l + 1)
)
+
h
2
1
2l + 1
(
−2l − 3 −4√l(l + 1)
−4√l(l + 1) −2l + 1
)
+
(
1
2
− e±
)(
1
1
)](
1
±1
)
= 0 .
(C.24)
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Solving this equation, we obtain
h = −1
2
(n2 − 2) , (C.25)
e± = ±1
2
1
n
(n2 − 1) 32 + 1
4n
(n3 − 3n+ 2) . (C.26)
For n ≥ 2, e± take positive and negative values respectively, which is consistent
with the result in the previous subsection: H has always positive and negative
eigenvalues in the j = l sector, since it does not have zero-modes for an arbitrary
value of h. Moreover, since −(n2−2)/2 < (−2n+2)/3 for n ≥ 2, cos
(
2θ(h)
)
= 0
does not take place within the region (−2n + 2)/3 < h < (2n+ 2)/3.
Since the operator H is a continuous function of h, so is cos
(
2θ(h)
)
. Thus
cos
(
2θ(h)
)
has always the same sign in the region (−2n+2)/3 < h < (2n+2)/3.
Since cos
(
2θ(h)
)
has a negative value at h = 0, 1, it always has negative values
in this region. Therefore, we obtain our result (4.28).
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