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We live in a world where everything must go faster and faster. This demands technology to 
become smaller and smaller. Computers, mobile phones, photo cameras  and other electronics 
need to improve their performance continuously. Moore described this trend in 1965 in terms 
of the number of transistors that can be placed on an integrated circuit to double every two 
years1. Somewhere in the future the end of Moore’s law will be reached for fabrication  
techniques that are now in use. Conventional techniques will not be able to fabricate smaller 
units and therefore it will not be possible to place more electronics on the same surface area in 
this way. This does not mean that this development will stop. At the moment the top down  
approach is still the most important way for fabricating smaller entities. Top down means  
making a small product out of a large volume of starting material, which can be compared with 
sculpting. This approach is now widely used for electronic devices. Circuitry, for example, is 
made by lithography in which material is etched away to create the patterns for a circuit. For 
this method the wavelength of light is the limiting factor at the moment. 
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Not only electronics are becoming smaller. In medicine, for example, small robot cameras 
and medical tools are built to be able to look inside our bodies for diagnosis and in the future 
also to cure people2-3. In chemistry there is also a trend towards smaller instruments, such as 
microreactors4, creating less waste and using less energy. The limit of Moore’s prediction is not 
yet reached using top down fabrication, because the limits are stretched every time by finding 
tricks to create patterns with light, which are smaller than its wavelength5, or by using photons 
with smaller wavelengths6 or other types of lithography7. But it becomes more and more clear 
that top down fabrication will not be the only player in the future.
This trend of shrinking devices, including the methods for fabrication, was already predicted in 
1959 by Feynman in his talk at the California Institute of Technology titled: ”There is plenty 
of room at the bottom”8. Here he foresaw a future where, like in biology, everything is built 
up out of small components. He also predicted building molecules and devices starting from 
atoms. Up to now this step has not been taken. A calculation shows that a small device of 1cm3 
consists of approximately 1022 atoms and if one places these units one by one it will take  
extremely long, even at a rate of less than one second per move. Therefore, a more collective  
approach is needed to move atoms and molecules around to bridge the gap between conven-
tional lithographic and synthetic approaches, which is in the range of 10-100 nm pattern sizes. 
This is the bottom up approach. The bottom up approach stands for the building of  larger 
complex structures from small and simple building blocks, as is seen in nature. This can be 
compared with building using lego blocks. Building blocks of (sub)nanometer size are readily 
available in the form of atoms and molecules to create new small structures and devices. These 
small construction units can be made by covalent synthesis. Knowledge how to direct these 
building blocks to form useful predefined structures is growing every year, but still needs to 
develop further to a more mature level9. Forces acting together to create an equilibrium state 
that forms the device are needed. Ideally you mix the ingredients and these rearrange to form 
the device. Self-assembly and/or self-organization is the term used for this kind of organization. 
The interactions between the molecules to form the final product can be tuned by using con-
centration, acidity, temperature and turbulence, for example. Self-assembly is a very complex 
process, mostly found in nature (an example is shown in Figure 1), and it relies on hierarchical 
and combined actions of many compounds and forces. Because of this complexity it is difficult 
to predict exact outcomes and extensive research is needed to be able to make fully working 
devices. It is the combination of top down and bottom up approaches that probably will be 
needed to create the desired objects in the end10.
An important part of small devices is the surface. If systems get smaller, surfaces start to play a 
larger role, because the smaller the object the larger its surface is in proportion. Surfaces do not 
always behave in the same way as the bulk of the material; well known examples are silicon12 
and gold13. As the influence of the surface becomes larger, these differences need to be taken 
into account. Surface processes like (nano) patterning and self-assembly are influenced by these 
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surface changes. Therefore, surface science will play an important role in this journey towards 
smaller devices. Surface self-assembly is a field still in development9, 14-15 as is its 3D equivalent.
Figure 1: Tobacco mosaic virus. The structure of this virus is built by hierarchical self-assembly of the RNA and 
protein building blocks11.
Surfaces have applications in a wide range of fields, from tissue engineering16-17 and sensors18-19  
to catalysis20-21 and data storage22. Therefore, this topic is not only relevant for surface  
scientists studying surface structures and reconstruction, but also for researchers in a wide  
variety of disciplines ranging from theoretical physics to biology. A large part of the studies is 
done on electrically conducting surfaces, such as metals and graphite, because such surfaces can 
be studied by scanning tunneling microscopy, scanning electron microscopy, low energy 
electron microscopy etc., in contrast to insulating surfaces. There are several techniques  
available for non-conducting surfaces, such as atomic force microscopy, surface X-ray diffrac-
tion and most types of spectroscopy, ranging from infrared radiation to X-rays, but in general 
non-conducting surfaces receive less attention. However, especially for biological systems the 
insulating surfaces are predominant and therefore need thorough investigation.
Creating ordered layers on surfaces is not only an end on itself, these can also be used to  
create order (in the sense of templating) in different types of systems23. Patterns can for example 
be used to confine molecules in compartments on the surface24-26 or to create order in a next 
layer27-28. 
The  research in this thesis is focused on creating ordered (macro)molecular layers on crystalline 
surfaces in order to make a template for the ordered 2D or 3D crystallization of proteins. To 
be able to do this, knowledge about the surface structure and interactions between molecules 
and molecules interacting with the surface is indispensable. Therefore, here investigation of the 
surface structure, surface processes, deposition methods and the final created template are com-
bined to understand the layer formation as complete as possible. The reason to use 
macromolecules as an interlayer instead of the already existing crystalline surfaces lies in the 
size of the ordered unit, which needs to be larger for subsequent use as a template for protein 
growth. In order to realize this, the system needs to be ordered over large domains and be stable 
under protein growth conditions. This templating concept is illustrated in Figure 2.
To realize this concept, knowledge about all different levels of organization needs to be com-
bined. In this introduction several aspects of surface ordering will be discussed in more detail. 
First the term self-assembly will be discussed, followed by  a description of the weak interac-
tions that govern self-assembly. Subsequently, surfaces and their influences are identified. The 
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resulting surface structures are then described, divided into monolayer and multilayer struc-
tures. After this the process of removal from solution after growth will be discussed. In the end 
different chapters of this thesis are discussed.
Figure 2: Templating concept, flat macromolecules (pink-purple circles) are  deposited on a crystalline surface (grey 
circles). The surface induces the macromolecules to order. Subsequently, on this ordered layer proteins (colored 
spaghettis) are then deposited, which fit on the macromolecules and order likewise.
Self-assembly and self-organization
Self-assembly and self-organization are terms used for the formation of ordered or organized 
systems from a disordered state through local non-covalent interactions. The use of these terms 
started in biology during the 1960’s. Nowadays, self-assembly and self-organization are often  
used interchangeably as both refer to how collective order is created as a result of small scale in-
teractions. Depending on scientific background, however,  these two words are used differently. 
From a thermodynamical viewpoint self-assembly is at equilibrium and self-organization is far 
from equilibrium. Chemists make less distinction between these two definitions and some call 
all types of ‘spontaneous’ organization self-assembly, while others just intermix these concepts. 
For biologists self-organization is the preferred word and they see it as a extension of self-assem-
bly on a higher level and use self-organization29-30 for systems that have a choice between several 
self-assembled states. In this thesis we use the term self-assembly for all these types of organiza-
tion phenomena to minimize confusion. 
Self-assembly is determined by an equilibrium of forces resulting from a combination of  
specific interactions described further on. This equilibrium is very fragile and the forces acting 
are small to avoid the system getting kinetically trapped in an aggregated, non-ordered state.
Life is the best example of self-assembly and demonstrates the enormous possibilities and 
complexity of self-assembly. A large part of life is built up starting from the same building 
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blocks, which are 4 nucleic acids and 20 amino acids. These blocks are used to make a blue-
print for all life. Nature has a very effective way to self-assemble into all kinds of hierarchical 
structures. Proteins, for example, exhibit four types of hierarchical ordering. The chemical order 
of the amino acid building blocks, coded by the DNA, is the first level of organization, called 
the primary structure. The highest level of organization (called the quaternary structure) is the 
coming together of the fully folded different proteins working together as a machine. 
Most men-made self-assembled systems that are already in use, take nature as a source of in-
spiration. For this nature’s building blocks31 are used, which are either copied or modified. For 
example, virus capsids can carry medications and deliver these at the right spot in the human 
body32-34. Another application of viruses is the catalysis of reactions35. An example of the use 
of biological building blocks is the formation of 2D  and 3D structures built from compatible 
DNA strands36-37. Non-biologically related systems also exist 38-41, but at the moment it is not 
possible to design self-assembled systems with such a high degree of complexity as in nature 
and even for smaller systems it is difficult to predict the outcome9. So, a large part of the  
research in this field involves a combination of extrapolation and trial and error. 
‘Weak’ intermolecular interactions
Self-assembly is driven by local non-covalent, weak interactions. It is therefore important to 
understand these forces and to know how to influence them. The most important intermo-
lecular forces are summed up in the table on the next page, with an estimate of their strength 
and distance dependence. A covalent bond is between 200 and 800 kJ/mol, which is up to 3 
orders of magnitude larger than the forces that govern self-assembly. Most of these interactions 
depend on the local circumstances, like solvent and orientation. For the electrostatic interac-
tions the polarity of the solvent has a large influence, the more polar the solvent is, the weaker 
the interactions are. Hydrophobic interactions, on the other hand, grow with an increase of the 
polarity of the solvent. There are large differences between the distances at which these forces 
act. The specificity in terms of direction of all interactions also varies a lot. The Van der Waals 
interactions and hydrophobic interactions do not have any directive properties, whereas dipole/ 
hydrogen bonds and π-π interactions are strongly orientation dependent. In the end it is the 
interplay of these forces that leads to structure in the assembly. This is a delicate balance, which 
can be easily disrupted. Proteins are a good example of this, as they only exhibit their function 
and special folded structure in a small range of pH and temperature. The same holds for self-
assembled surface structures: small changes in concentration, the presence of water or a change 
in temperature can create a different surface structure.
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bond type bond energy distance dependence of 
the bond energy
van der Waals forces 0.4 - 4 kJ/mol 1/r6
π-π stacking 0 - 50 kJ/mol -
electrostatic interactions depends on solvent polarity 1/r-1/r3
Ion-ion interactions 200- 300 kJ/mol 1/r
dipole dipole interactions 5-50 kJ/mol 1/r3
hydrophobic/hydrophilic depends on solvent -
hydrogen bonding 1-150 kJ/mol 1/r3
Van der Waals forces are small and short ranged. Although it is clearly the weakest interaction 
and is isotropic, this force is present for every self-assembly. It drives molecules to contact each 
other and makes it difficult to build in voids in a structure.
At the opposite side of the spectrum we have the ion-ion interactions, which are strong and long 
range forces. Like the van der Waals forces, ion-ion interactions are not orientation dependent. 
Their strength depends on the dielectric constant of the medium (polarity) and can exceed that 
of a covalent bond. Therefore, the solvent polarity is a good tool to influence this interaction. 
The sign of the force, attractive or repulsive, depends on the charge of both ions. All other  
interactions for self-assembly are attractive, except when two atoms come very close to each 
other, leading to Born repulsion. The large strength of the ion-ion interactions gives them a 
major role in the process of self-assembly. This strength, however, has also a disadvantage, as it 
can cause aggregation instead of order. If temperature fluctuations cannot release these forces 
and the structure is fixed in a disordered, aggregated state these bonds will not disrupt and  
ordering cannot take place.
The other ‘force’ that has no directional properties and is very solvent dependent is  hydro-
phobicity. Which literally means ‘the fear of water’. In fact it is a consequence of several forces 
acting together. Its strength depends on the polarity of the solvent and therefore this force can 
be manipulated by change of solvent as well. Apolar molecules or groups within molecules are 
repelled by polar environments. As a consequence these molecules or apolar parts of molecules 
cluster in polar solvents. This ‘force’ leads to the formation of soap bubbles as well as cell walls.
Hydrogen bonding  and π-π interactions are directional forces in self-assembly. For π-π interac-
tions three orientations are possible, edge-on and two types of face-on, directly on top of each 
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other or shifted, depending on the charge distribution of the aromatic rings (Figure 3). The 
edge-on configuration is the more stable of the three interactions and can be found in the  
herringbone crystal structures of many aromatic molecules. The face-on orientation is less  
favourable. This interaction can be found in two well known materials, graphite and DNA. The 
π-π interaction force can be manipulated by adding substituents on the aromatic ring, which 
changes the electron density distribution of the ring.
Figure 3: Three types of π-π stacking.
The strength of a hydrogen bond depends on their orientation. The bond can be very strong, 
close to a covalent bond, but only if at the right angle. The strength of a hydrogen bond  
depends on the nature of the hydrogen bond donor and on how well the preferred angle for 
the hydrogen bond is met. Therefore, steric hindrance, through addition of a bulky group near 
the bond, is one of the tools to change the strength of this interaction. All biologically impor-
tant molecular assemblies make use of this bond; the hydrogen bond is essential in assemblies 
such as of DNA, RNA and α-helixes and β-sheets of proteins. Figure 4 shows typical hydrogen 
bonding patterns found in DNA, between the two complementary base pairs guanine and  
cytosine.
Figure 4: Hydrogen bonding between two DNA base pairs, Guanine and Cytosine.
Surface forces in self-assembly
The (self )-assembly that we are interested in is 2D assembly on crystalline surfaces. Interactions 
with a surface add to the complexity of the system. The presence of a surface however can also 
be a tool to steer the assembly into a certain direction. Apart from the interactions mentioned 
in the previous section, which are also present between the substrate molecules/atoms and the 
deposited material, the presence of a surface adds additional forces and new phenomena.
First of all, the presence of a surface provides a starting point for an assembly. Molecules      
             edge on  face on   offset face on
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preferentially unite on an existing surface. In this way the creation of an extra surface is circum-
vented. The creation of a new surface by homogeneous nucleation usually has a free enthalpy 
penalty and therefore imposes a barrier for the formation of a new ordered phase. The presence 
of a surface can reduce this barrier to such an extent that the structures that otherwise would 
not be formed, develop and are stable. A surface often reduces the driving force needed for 
growth, creating 2D self-assembled structures in systems undersaturated for 3D crystal growth. 
On a surface therefore a much wider variety of polymorphs can be found than for bulk 3D 
systems42-43.
On a crystalline surface the interaction of a molecule with the surface is periodic. The orienta-
tion of the molecule with respect to the surface is determined by the anisotropy of the  
interaction forces with the substrate. For weak or weakly anisotropic interactions the molecules 
just order randomly on the crystal surface and the assembly is governed by intermolecular  
interactions.
The intermolecular forces are influenced by the substrate, because a molecule has one or more 
preferred orientations on the surface and this steers the way these molecules meet and interact. 
This limits the interactions of molecules on a surface with respect to their free interactions in a 
solvent. 
The symmetry of the substrate also plays a role, for instance, an asymmetric molecule on a  
substrate with four-fold symmetry can have four different orientations. The higher the  
symmetry  of the substrate the larger the number of distinct possibilities44. 
It is interesting that the symmetry of a molecule can be broken by the presence of the surface, 
introducing chirality in the assembled layers45-48. For instance, if a symmetrical molecule  
orients under an angle with respect to the substrate surface, or when side groups of the  
molecule move in one direction (like a windmill), often mirror or inversion symmetry of the 
molecule-substrate assembly no longer exists and chirality is introduced. Surfaces imposing 
chirality have been proposed as an explanation for Nature’s preference for one chirality49-51.
Surface assemblies for large scale use are preferably very regular, with ordering stretching 
over the whole substrate surface. Different, symmetrically related, orientations of molecules,        
chirality and the presence of different polymorphs on one surface, however, generally create 
different domains on the surface. The number of domains can be limited by using a substrate of 
low symmetry or by using a molecule and substrate of identical symmetry. If only one domain 
type exists, the initially formed domain islands coalesce upon further growth forming one large 
domain. 
In conclusion, the number and type of domains possible for an assembled layer are largely de-
termined by the anisotropy of the intermolecular and molecule-substrate interactions as well 
as by symmetry of both molecule and substrate. The process of ordered layer formation is gov-
erned by a delicate interplay between the kinetics and thermodynamics of self-assembly.
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Surface structures
The growth of material on crystalline surfaces can be divided into two regimes, monolayer 
and multilayer. The first field dates from the 1970’s52 and mainly concentrates on molecular 
systems. The second field is somewhat older and finds its roots in the science of crystal growth. 
The forces and dynamics acting at the surface are comparable, but the approach of the subject 
differs a lot. Both types of growth on crystalline substrates will be described below.
(Sub) monolayer growth
As surfaces are becoming more and more important in industry, assemblies on surfaces are  
being investigated widely. The starting point of research on self-assembly on surfaces is the  
assembly of the surface itself, namely surface reconstruction or relaxation. Although usually not 
expressed in this way, this is a form of self-assembly as well. The difference between the surface 
and the bulk of a crystal can be striking and therefore knowledge of the surface structure prior 
to deposition is important. Surface reconstructions can have dramatic effect, resulting in  
a difference in properties between surface and bulk53-54. Simple relaxations of the upper atoms 
can occur, but reconstructions can also be very complicated. Well known examples of surface 
reconstructions are the 7x7 pattern for Si(111)12 and the several temperature dependent re-
constructions on gold13. Many reconstructions 55-58 are known nowadays and there is more to 
discover, but interest for this field has faded.
The materials deposited on surfaces for self-assembly fall in the same wide range as the scien-
tists which are investigating nanotechnology. This wide variety includes metals59, thiols60, metal 
organic frameworks61, colloids62 , organic molecules63-64 , bio(macro)molecules and other bio-
materials65-66. The systems investigated range from extreme cryogenic and or UHV conditions 
to ambient ones and from relatively simple to utterly complex. The surface processes involved 
in the growth of monolayers are deposition and subsequent diffusion over the surface, primary 
and secondary island nucleation and attachment and detachment from kinks and steps. 
The world of surface physics is unveiled using UHV and/or cryogenic circumstances. Here the 
physical properties of surfaces and depositions thereon are investigated, such as switching  
behavior67 and electronic properties of molecules and assemblies68-71. Single molecules and 
ordered molecular layers, quantum dots, colloids and reconstructions due to sub-monolayer 
metal depositions have received attention.
Chemists are interested in molecular systems that form extended ordered structures on surfaces. 
These systems are often researched under ambient conditions, although vacuum investigations 
still form a large part of this field52, 63, 72-73. Small molecules such as amino acids74-75 and small 
organic (electronic) molecules are investigated63, 73, 76-79. Molecules forming hydrogen bonds 
also receive much attention. The strong interaction of hydrogen bonding is often used for 
self-assembly; driven by this force molecules can form 1D chains and 2D structures80-82. Open 
networks on surfaces are formed by hydrogen bonding patterns83-85 as well, but also by metal- 
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ligand bonds86,87 and covalent bonds88. These ordered networks can act as small containers for 
molecules 89-91, creating nano patterns that can be filled with molecules of interest, as shown in 
Figure 585.
Figure 5: Network built from PTCDI and melamine on a silver terminated silicon surface, left schematic represen-
tation, right STM image of the network85.
Macromolecules inspired on Nature’s building blocks such as porphyrins7, 92-93 and   
phthalocyanines6, 10 have also gained a lot of interest, because of their ability to organize orderly 
on surfaces and their organic electric, sensing, photovoltaic and catalytic properties. These  
materials can be functionalized to order in a specific way , resulting  in a broad scope of  
assemblies. An example of this is shown in Figure 6.
Figure 6: a) Molecular structure of the investigated porphyrin (b) STM image (8.1 nm × 8.1 nm) of the self-
assembly on {0001} HOPG. The orientation of the main axes of HOPG are shown in the inset. (c and d) STM 
images (9.5 nm × 9.5 nm and 8.4 nm × 8.4 nm respectively) of the two self-assemblies formed after deposition on 
Au(1 1 1). (e–g) The proposed packing models for the assemblies shown in the corresponding STM images.94
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Biological compounds are also studied widely. These materials are deposited on surfaces for 
various reasons. Proteins, for example, are placed on surfaces their 3D structure95-96, but also to 
study their function. Thiols on surfaces are studied for their tendency to self-assemble97 and are 
used as to mimic cell walls98-99. DNA is investigated in its natural state, but it is also used as a 
building block using compatible strands100, forming networks101 or desired structures by  
intelligent design, called DNA origami102, as shown in Figure 7.
Figure 7: Examples of DNA origami, where the DNA is designed to fold in particular shapes102
Multilayer growth 
Oriented growth of crystalline material on  a crystalline surface is called epitaxial growth.     
Homo-epitaxial growth involves the deposition of layers on a substrate of the same composi-
tion. Growth of a material on a substrate of different composition is called hetero-epitaxial 
growth. If the periodicity and orientation of the deposited crystal layer deviates from the sub-
strate, it is called incommensurate growth. Thin film crystal growth is largely governed by the 
same surface processes as monolayer growth, namely  deposition and subsequent diffusion over 
the surface, primary and secondary islands nucleation and attachment and detachment from 
kinks and steps. These processes result in three growth regimes for thin film crystal growth, 
shown in Figure 8. 
Volmer-Weber growth occurs when the growing material has a stronger interaction with itself 
than with the substrate. Because of incomplete wetting, only 3D crystal islands are formed. If 
the interaction with the surface exceeds that between the molecules, the surface is completely 
wetted and the structure grows smoothly layer-by-layer. This mode is called Frank van der  
Merwe growth. For intermediate cases Stranski-Krastanov growth occurs. Here growth starts 
with layer-by-layer growth, but from a critical thickness onwards growth proceeds via 3D  
islands. This thickness depends on the system.
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Figure 8: Schematic representation of the three different modes of thin film growth a) Volmer Weber growth b) 
Frank van der Merwe growth c) Stranski Krastanov growth, at three different coverages: less than one monolayer, 
between one and 2 monolayers  and above 2 monolayers coverage.
In heterogeneous epitaxial crystal growth there is almost always a lattice mismatch between 
grown layer and substrate. To adjust to this mismatch the grown layer will be subjected to  
either compressive or tensile strain. This strain can govern the first few layers to such an extent 
that their structure is different from the bulk103. This elastic deformation is effective for thin 
films, but when more material is deposited this strain will be released in the end. The release 
of strain can occur through different mechanisms104. The most common are introduction of 
growth defects such as dislocations and modulation of the surface structure. An example of 
surface modulation is the Stranski-Krastanov growth mode, where the surface breaks up in 3D 
islands during continued growth to relieve the strain. If the correct growth conditions are used 
this growth mode can be used to create ordered patterns, a well known example of this are  
germanium islands on silicon105-106. 
The theory and implementation of these phenomena were first developed for atomistic systems, 
but now are utilized in several technologies, for atomic as well as molecular systems, such as 
solar cells87, 107, optical coatings108, semiconductor devices109, batteries110 and catalysis111.
Growth from solution
When a layer is grown from solution, fluidics will play an important role in its final  appear-
ance. For ex situ studies and many practical applications, a self-assembled structure formed on a 
substrate surface in a liquid environment needs to be separated from this liquid. During remov-
al a lot of processes occur simultaneously and this harsh process can destroy an already formed 
self-assembly. The process of  removal, on the other hand, can also trigger self-assembly112-115. 
These processes are important for the final ‘dry’ structure and cannot be overlooked. 
When the surface is removed from solution, some of the liquid will remain on the surface. This 
a) Volmer-Weber growth
b) Frank van der Merwe growth
c) Stranski-Krastanov growth
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liquid still contains growth units. The liquid will evaporate and the molecules in the liquid 
film, will also be deposited on the surface. Because of a high rate of evaporation this will often 
give a rough structure. Deposition of material on the sample as a result of its removal from the 
liquid, is called the shut-off effect. Normally it introduces artifacts on the surface. At very low 
concentrations (below 10-3M-10-6M, depending on the size of the molecule) the liquid film 
remaining on the surface does not contain enough material to change the surface structure. At 
higher concentrations, however, this effect should be considered and if possible minimized. If 
the self-assembled layer is strongly attached, this can be done by rinsing with the solvent used 
for depositing. A strongly bound layer will remain on the surface and only the extra material 
will be removed. For layers that are bound weakly another approach is needed. In this case 
slowly removing the substrate in a vertical position, minimizes the thickness of the liquid layer 
and maximizes the homogeneity.
Figuur 9: Optical reflection micrograph of a patch of a liquid crystal at room temperature, after transfer from a 
Langmuir trough to a silicon wafer. Circular holes nucleated from defects are clearly distinguished, as well as an 
undulative mode induced by spinodal dewetting107.
Once the surface is out of the solution and the remaining solvent film on top is drying, the 
surface structure can change. During drying molecules in the liquid film or droplets can be 
transported over the surface, changing the previously formed structure. This process of a liquid 
receding and breaking up into droplets during evaporation is called dewetting. All kinds of 
patterns can arise from dewetting, the two most basic ones from which all other originate are 
shown in Figure 9116. These two are uniform dewetting (called spinodal) and dewetting  
initiated by pinhole nucleation at defects. Dewetting and thus the final patterns found on the 
surface is influenced by the affinity of the liquid with the surface, which is often expressed by 
the contact angle between the surface and liquid. The higher this affinity the better the solvent 
wets. For smaller contact angles dewetting will set on for a thinner film, in which case the 
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dewetting will have a smaller effect on the final remaining structure. The combination  
of evaporation and subsequent deposition during dewetting can also create conditions for self-
assembly. During dewetting material will be transported toward the evaporating edge of the 
liquid, which can create nicely ordered structures114, but this mechanism can also create an 
ordinary coffee stain pattern, depending on conditions.
Humidity plays an important role in the effects described above. Humidity will for instance 
influence the evaporation rate of the solvent, thereby determining the velocity at which these 
processes occur. Relative humidity also influences the amount of water attracted by the ‘dried’ 
surface after separation of the specimen or attracted by the solvent before and during  
deposition. This water can influence the self-assembly process before or during evaporation 
as well as alter the assembled structure after drying. When experiments are conducted under 
ambient conditions, this parameter can vary to a large extent and needs to be kept constant or 
documented to improve reproducibility of the experiments. 
Chapter classification
The ultimate goal of this research is to create a template of ordered macromolecules on a  
crystalline surface to promote protein crystallization. Several self-assembling systems of macro-
molecules on crystalline substrates are investigated in the search for a good candidate template 
for protein crystal growth. In this thesis several aspects of this journey towards a protein crystal-
lization template are described.
In chapter 2 we start with a description of the processes that occur on a crystal surface during 
removal from its solution and the minimization of the shut-off effect. For this study we use 
Potassium Aluminum Sulphate crystals as a model system and study its {111} surfaces after 
removal from a saturated solution. AFM and optical observations are combined with theory to 
create a model description for removing a surface from solution.
Chapter 3 discusses the surface structure of the crystalline substrate, muscovite mica, which is 
investigated using SXRD. The main focus of this study is on the position of potassium ions. 
The position of these charged ions is important for the assembly of macromolecules on this 
surface. The self-assembly of functionalized phthalocyanine adhering to the potassium ions on 
the mica surface is described in chapter 4. Using a combination of surface techniques   
(AFM and SXRD) the delicate balance needed for self-assembly is shown to be disturbed by the 
presence of water. 
The epitaxial growth of C11-tailed porphyrin molecules on an organic crystalline salt  
(Potassium Acid Phthalate) surface is described in chapter 5. For this study again AFM and 
SXRD are combined to describe the system. Surface structures are studied as a function of 
solution concentration, showing a Stranski-Krastanov growth mode. The low symmetry of the 
substrate enables formation of a single crystalline layer of porphyrins on its surface. 
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Chapter 6 describes the experiment to use a porphyrin monolayer on graphite, consisting of 
two similar nanometer spaced packings (imaged using tapping mode AFM) as a template for 
protein crystal growth. Surface adhesion of three different proteins to the monolayer as well as 
3D crystal growth on this template are studied.
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On the surface degradation during 
separation of  crystals from solution: 
Minimizing the shut-off  effect
F. J. van den Bruele, K.M. Marks, A.L. Alfrink, B. Harmsen, H.M. Sprong, 
W.J.P.  van Enckevort and E.Vlieg
Deterioration of crystal surfaces during removal from solution prior to observation poses a 
problem for ex-situ (atomic force) microscopy studies. We use potash alum 
(KAl(SO4)2∙12 H2O) crystals as a model system and investigate the variation of the following 
parameters: size, orientation, lifting rate, humidity, airflow, rinsing and contamination. A 
model to describe the effects occurring during removal is developed and implications for other 
systems are presented in order to minimize the discrepancy between in-situ and ex-situ surfaces. 
This discrepancy is minimized for potash alum when a crystal is lifted slowly from its solution 
in a vertical position at a humidity below room humidity and in the absence of air flow.
This chapter has been submitted for publication.
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Introduction
Crystal growth from solution is an important field of research. A major part of industrial 
and natural crystallization proceeds from solution. The same holds for crystal growth of 
biomolecules, such as proteins. Examples are the crystallization of simple compounds, like 
L-ascorbic acid1 and salts2,3 and more complex compounds such as active pharmaceutical 
ingredients4, 5 and proteins6-8. The circumstances of crystal growth can have influence on 
properties important for industry, such as morphology, purity and the growth of the proper 
polymorph. The surface of a crystal reveals information about its growth. The best way to study 
the surface is in its solution using microscopy. However, the amount of microscopic techniques 
suited for in-situ measurements is limited.  Some techniques, such as Scanning Electron 
Microscopy, cannot be used in solution, whereas others, such as Atomic Force Microscopy9,10 
(AFM), Scanning Tunneling Microscopy (STM) and optical microscopy11, 12 have limited 
possibilities or are quite elaborate when used in solution.
Ex-situ measurements on the other hand present a problem as well. During removal of the 
crystal from the growth solution a thin film of (super)saturated solution will remain on its 
surface, which evaporates relatively fast to give very rough structures, obscuring the original 
growth patterns. This effect is called the shut-off effect and presents a serious problem when 
investigating crystal faces for growth features. An example showing the surface degradation of 
a potash alum crystal surface by the shut-off effect is presented in Figure 1. The crystal surface 
is rough and covered with small crystallites surrounded by circles originating for contracting 
droplets. Dendritic depositions and growth hillocks are also present but not visible in this 
image.
Figure 1: A potash alum crystal removed from solution manually and subsequently dried in air. The surface is 
heavily deteriorated. The crystal surface is rough and covered by small crystallites surrounded by circles originating 
from contracting droplets.
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To be able to do ex-situ measurements of the surface representing the in-situ structure this 
shut-off effect needs to be minimized. In literature various techniques to minimize the 
difference between in-situ and ex-situ measurements are used. But this issue still remains a 
point of discussion10. Essentially, three different approaches to tackle the problem have been 
reported in the past. In the first, the crystal is rinsed and/or pulled through a liquid layer, 
using a different solvent with negligible solubility, for example hexane13-15. This gives results 
which represent the in-situ surface structure sufficiently for the maximal resolution used for 
optical microscopy, but does not succeed in creating surfaces suitable for AFM. This technique, 
namely, creates a surface that is rough on a nanometer scale13. A second approach is rinsing the 
crystal surface with pure solvent after removal from the growth solution and then drying it by 
nitrogen flow9, 10. This method improves the surface quality, as it removes artifacts introduced 
by the shut off effect. However, as a result of this short dissolution period, it is likely that the 
patterns are more representative of dissolution than of growth. A third approach is removing 
the adhering solution after separation from the bulk solution using a jet of compressed air or 
argon. Using this method Ester et al.13 were successful in obtaining the original growth patterns 
on the {010} faces of potassium hydrogen phthalate (KAP) crystals10,16.  As far as we know there 
are no general descriptions and/or methods to minimize the shut-off effect.
The shut-off effect is mainly influenced by three parameters. These are the amount of fluid 
and solvate remaining on the surface, the speed of solvent evaporation and dewetting effects. 
The first determines the amount of material deposited after separation, the second influences 
the tendency for fast 2D nucleation or kinetic roughening17, 18 and the third determines  
the formation of dewetting patterns during evaporation. These parameters are influenced 
by environmental factors. In our study we investigate the following factors, both from an 
experimental and a theoretical point of view: sample orientation, sample size, lifting rate, 
airflow, relative humidity (RH) ,rinsing and contamination. As a model compound we used 
potassium aluminum sulphate (potash alum) growing from aqueous solution. For comparison 
of our ex-situ surface patterns with in-situ AFM observations we refer to Reyhani et al.19, 
who showed that in-situ the potash alum {111} surfaces have atomically smooth terraces 
with somewhat ragged step edges. We present a descriptive model for the processes during 
the removal of a surface from solution and use this to define the important parameters for 
minimization of the shut-off effect for other systems. 
Experimental
Potash alum ( KAl(SO4)2
. 12 H2O), 98% pure from Sigma-Aldrich) crystals were grown 
from water (ultrapure,18MΩ/cm resistance and < 3 ppb organic content) solutions by a 
two step procedure. First, seed crystals (approximately 0.5 cm in size) are grown at high 
supersaturation (7-10% at RT). Then, the seeds are placed in a solution, 2% supersaturated at 
room temperature, which was heated up to 50˚C. The crystal first partially dissolves and as the 
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solution cools down the crystal grows at slower rate. In this way crystals of of at least 1 cm in 
size, suitable for further experiments are obtained.
For studying the influence of environmental factors on the shut-off effect, a specimen crystal 
is placed with its largest {111} face in a vertical position on a glass filter (G0). This crystal/
filter combination is lowered in an aqueous solution (volume 100 ml), saturated at room 
temperature, but slightly heated (by 5-10 °C) at the moment the crystal is placed. Then, the 
solution is allowed to cool down to room temperature and equilibrated for 2-3 hours. In this 
way artifacts due to the shut off effect during specimen preparation are removed and a smooth 
surface is obtained during the equilibration period. To avoid clogging of the glass filter all 
experiments were done with saturated solutions.
After the growth/equilibration period, the crystal is lifted slowly out of the solution using the 
glass filter, which is suspended from a lifting apparatus using thin fishing lines. Controlled 
pulling rates down to 0.1 millimeter per minute can be realized.
To avoid direct contact between the crystal and the hydrophilic glass filter, the crystal was 
placed on a small ‘wad’ of aluminum foil. Other holding mechanisms that make no or very 
small contact with the crystal surface and have a smooth contact surface will also work.
Relative humidity (RH) is controlled and air flow is restricted by placing the setup in a closed 
plexiglass box. The RH is monitored during the whole experiment. To control the humidity 
one or several large petri dishes filled with water for high (80-100% RH), potassium hydroxide 
pellets for low ( 0- 30 % RH) and saturated potash alum solution for intermediate   
(60-80% RH) humidity are placed in the box during the experiments.  Air flow during 
experiments is regulated by adjusting the size of an opening in the plexiglass box or by active 
blowing with a nitrogen flow.
For rinsing the crystal surface after removal from the solution destilled n-heptane (Merck) 
or distilled chloroform (Fisher) are used. Special care is taken that all solvents are of high 
purity and glasswork was cleaned thoroughly to prevent silicon oil or other contaminations to 
interfere with the results. For removal through solution the same pure heptane was used.
The surface quality of the large {111} faces is studied using optical differential interference 
contrast microscopy (DICM) (Leica DM RX) and AFM (Dimension D3100 Digital 
Instruments) operating in intermittant contact (tapping) mode using tips with typical 
resonance frequencies of  240 kHz, operated at typical ofset values of 5%. These faces are 
the slowest growing ones and therefore are expected to exhibit the clearest step patterns. 
Observation is always done within two hours after the experiment to avoid post removal effects. 
Upon repetitive AFM scanning at  room RH (30-50%) the surface does not show changes.
Results and Discussion
Upon separation of a crystal surface from its solution several processes take place 
simultaneously, the model we use to describe these processes is depicted in Figure 2. 
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Figure 2: Illustration of processes that occur during removal of a vertical crystal surface from solution. The thick 
line represents the lifting rate dependent film pulled down by gravity for a non fully wetting solution. The dashed 
line is the resulting humidity dependent nanofilm thickness. The dotted line represents the film for a fully wetting 
solution partially pulled down by gravity and evaporating until the full surface is covered with an equilibrium film.
Surface orientation
Placing some saturated solution on top of a horizontal {111} face of a potash alum crystal 
shows that the liquid contracts to a droplet, regardless of relative humidity. The contact angle 
of the droplet is low, about 4 + 2 degrees, corresponding to incomplete wetting. This amplifies 
irregular drying patterns on the surface when kept horizontal, because the remaining fluid 
contracts into droplets, mainly embedding irregularities on the surface. Upon further drying a 
wealth of dewetting patterns, obscuring the original growth features, are obtained.
For a vertical orientation of the surface, on the other hand, the incomplete wetting causes 
droplets or a liquid film to ‘slide’ downward due to gravity and surface tension effects. This 
sliding mechanism was confirmed by a simple experiment in which a potash alum crystal was 
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manually removed from solution with two {111} surfaces vertical. Careful observation using 
a magnifying-glass and keeping the face vertical showed a closed liquid layer with a sharp 
boundary on top that slowly receded downward (approximately one to a few mm per minute).
In this study only vertical surfaces are used to examine the influence of the environmental 
factors on the shut-off effect. 
Surface size
During removal of the crystal a meniscus will be present at the contact line between the crystal 













γθ ,                                                (1)
with γ the solution surface free energy, ρ the liquid density, g the gravitational acceleration and 
Θ the liquid-crystal contact angle. For a saturated potash alum solution at 20°C γ is estimated 
0.074 J/m2 using the approach by Marcus21 and ρ = 1.05 ×103 kg/m3  22.Using g = 9.8 m/s2 and 
Θ = 4° we obtain a meniscus height of 3.7 mm, which agrees well with the observed value of 
3-4 mm. After separation of the crystal from the solution a large part of the meniscus liquid 
will remain on the lower part of the crystal surface leading to an excessive shut-off effect. 
Therefore, it is essential that the size of the crystal exceeds the meniscus height. For this reason 
we used crystals with surface sizes larger than 10 mm in diameter.
Lifting rate
The surface quality of the crystals detoriates with lifting speed. Keeping the other conditions 
constant and varying the pulling rate we found an value of about 1 mm per minute to result in 
optimal surface quality, i.e. a surface structures representative for in-situ conditions. A further 
lowering did not improve the results. This was found by using optical microscopy as well as 
AFM (Figure 3). 
The main reason for the above behavior is that at high lifting rates the liquid has not enough 
time to flow from the surface. In order to estimate this effect, we use the result for complete 
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with μ = viscosity, U = lifting speed and α is the angle between the crystal face and the liquid 
surface normal, which is 0° in our case. Ca is the capillary length, which is defined as                               
       
γ
µUaC =                                                               
                                                                                                                                       .                                                     (3)
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Using μ = 1.31×10-3 Kg/m∙s, the thickness of the adhering layer can be calculated as a function 
of the lifting speed. The result is given in figure 4. For a lifting speed of 1 mm/minute (for 
which we obtained the best results) the calculated layer thickness is about 100 nm*,24. For 
a saturated solution (140g/L = 0.54 M) this corresponds to a growth of approximately 16 
monomolecular layers of 0.5 nm thickness each after solvent evaporation. This is quite 
substantial and likely gives a dramatic shut-off effect. The liquid profile for a system with 
complete wetting is indicated by the dotted line in Figure 2.
Figure 3: a) Optical DICM image of a potash alum surface removed at 1.5 mm/min at RH< 20%, showing a 
smooth surface covered with tiny irregularities; b) AFM image of the same crystal showing a regular pattern of 
steps, each 0.5 nm high; c) optical image of a potash alum surface removed at 15 mm/min at RH<20%, showing 
signs of liquid film contraction; d) AFM image of the same crystal showing rough deposition of material.
*  Such a layer is expected to flow downward under the influence of gravity. Using the relation for the 
downward flow rate of a film:  )5.0()( 2zzsgzu −=
µ
ρ  , with s the film thickness and z the distance from the solid 
surface, we obtain a downward flow rate of the outer layer (z = s = 100 nm) equal to 2.9*10-3 mm/minute. This value 
is negligible compared to the lifting rate of 1 mm/minute.
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Although the downward flowing macroscopic film is quite thin, bulk hydrodynamics are still 
applicable. The limit of this approach is in the order of 10 (water or hydrated ion) diameters, 
i.e. about 10-20 nm as follows from the theoretical work by Guo et al25.
Figure 4: Liquid layer thickness versus pulling rate assuming complete wetting.
For potash alum crystals the wetting is not complete and therefore the above model only holds 
for fast pulling rates. The partial wetting causes the liquid film to slowly recede downward, 
leaving an ultra thin equilibrium water layer (from hereon called ”nanofilm”). The lifting 
rate dependent fluid film is indicated by the solid line and the nanofilm by the dashed line in 
figure 2. If the pulling rate is equal or slower than the receding velocity of the film, only this 
nanofilm remains on the surface in contact with the upper end of the meniscus. This results in 
minimal deposition due to slow solvent evaporation at the meniscus. Slow lifting (at low RH) 
gives results that are comparable to the in-situ growth patterns imaged by Reyhani et al. using 
AFM19, as shown in Figure 3b.
Humidity
The equilibrium thickness of the nanofilm will depend on the RH. For NaCl{100} the 
thickness was reported to range from one water monolayer at low RH to several tens of 
monolayer near the deliquescence RH26, 27. In our case the thickness of the nanofilm varies over 
the surface. Very near the contact-line of the liquid meniscus and the solid, the RH is not far 
from the deliquescence value (which is 90% RH for potash alum) and at the top of the face the 
film thickness approaches the equilibrium value for the applied RH. 
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Using in situ DICM of a {111} potash alum surface in a closed cell with 80-100% RH 
revealed no surface details. However, after opening the cell and exposure to lower room RH 
revealed rapid formation of a shallow dendrite pattern on the crystal surface, indicating a 
rapid evaporation of a solution nanofilm. Interesting is the observation that even under this 
high RH condition a droplet of saturated solution on the crystal surface does not spread. This 
indicates that a nanofilm covers the surface, but the rest of the solution is gathered in droplets, 
preferentially embedding irregularities on the surface. The property of a liquid unable to spread 
on its own adsorbed nanofilm is know as “autophobicity”28.
Macroscopic film and droplet formation can be avoided by slowly lifting the crystal from its 
mother liquor as explained before. However, the thickness of the remaining nanofilm is largely 
controlled by the relative humidity. Pulling the crystal at different RH and subsequent transfer 
from the humidity controlled box to room conditions for inspection gives different dewetting 
patterns (Figure 5). Lifting at 60% RH results in a spinodal dewetting pattern, which is 
characteristic for an ultra thin film29.  At 78% RH we obtained a shallow dendrite pattern is 
obtained, indicating a thicker nanofilm. We think that these dewetting structures result from 
the sudden decrease in RH to room values during removal of the crystal from their humidity 
controlled environment. This leads to a decrease in equilibrium nano-film thickness and 
subsequent fast growth of the last few layers.
Figure 5: Optical DICM images of alum surfaces examined at room humidity (30-50%). a) removed at 60% RH  
showing spinodal dewetting patterns; b) removed at 78% RH showing dendritic dewetting patterns.
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The best results are obtained for a RH < 20%, where a clean pattern of steps is obtained  
(Figure 3b), with minimal shut-off effect. We think that at this RH the nanofilm is reduced to 
one monolayer in a similar way as found for {100} NaCl26. During the slow lifting the RH at a 
given surface location reduces slowly from a value not far from deliquescence near the meniscus 
contact line to a much lower value. This leads to a very slow, controlled evaporation of the 
nano-film to minimal thickness. Transfer to room RH leads to a slight increase in nanofilm 
thickness, resulting in slight etching of the surface, presumably less than a monolayer. This 
dissolves the minimal amount of material deposited through evaporation occurring at and near 
the meniscus during lifting.
Airflow
Airflow is avoided in our setup as this strongly increases the evaporation of the adhering liquid 
and thus the post growth deposition rate. Simple tests confirm that the presence of slight air 
flow leads to serious degradation of the surface patterns.
Following the positive results on KAP crystals reported in literature10,16, removal of solution 
by strong gas flow was investigated as well. In this case we subjected the surface of an alum 
crystal is subjected to a jet of compressed nitrogen immediately after (rapid) separation from its 
solution.  The optical surface is indeed smooth, although some patterns characteristic of  fast 
growth can be recognized, such as relatively steep growth hillocks and droplet tracks. AFM 
measurements, however, show kinetic roughning of the surface (i.e. isotropic type of roughning 
of the surface which occurs at high driving forces) (Figure 6) and no step patterns can be 
distinguished anymore on this surface.
Figure 6: AFM image of a kinetically roughened potash alum surface obtained after rapid removal of the adhering 
solution layer by using a jet of compressed nitrogen.
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Rinsing
Rinsing the crystal after separation from its growth solution using a liquid that is immiscible 
with water and does not dissolve existing surface structures is a common method to reduce the 
shut-off effect prior to optical examination of a crystal surface. To investigate the usefulness of 
rinsing for AFM observation, we applied rinsing after lifting a crystal from solution (1.5 mm/
min) at high (75%) RH, using a flow of heptane or chloroform for a period of a few seconds. 
This resulted in smooth surfaces suitable for optical DICM microscopy (figure 7a), but the 
AFM images show that the surface has recognizable steps partially covered by a thin dendrite 
layer (figure 7b). Combining the results in literature13-15, where the crystal was quickly removed 
from the solution and rinsed, with our observation indicates that rinsing is capable of removing 
part of the macroscopic layer and droplets from the surface, but leaves the nanofilm intact.
Figure 7: a) Optical image of a growth hillock on an alum surface removed at 75% RH and rinsed with heptane b) 
AFM image of an alum surface removed at 75% RH and rinsed with heptane showing disordered precipitates.
Assuming a laminary boundary layer during rinsing, arough estimation of the liquid flow 
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with δ the boundary layer thickness and u∞ the bulk flow rate. Neglecting the second term of 
this equation, it follows that the time needed for removal of a solution sublayer at height z << 
δ   is given by 









                                                                                     
,                                                         (5)
with L the size of the crystal surface rinsed. Using δ = 10-5 to 10-4 m, u∞ = 10-1 m/s and  
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L = 10-2 m one obtains for a sublayer of height of z=100 nm a removal time of 7 to 70 
seconds for δ = 10-5 to 10-4 m, respectively. In this and earlier investigations15 rinsing times of 
approximately five seconds were used. Due to the retarded flow near the crystal surface, these 
short rinsing times are incapable of removing the lowest few tens of nanometers of a liquid 
layer on top of a crystal. This explains our observations and those reported in the literature13-15 
of good optical surface quiality but rough surfaces found using AFM.
In our case the we only try to rinse the nanofilm of the crystal. Here the final ex-situ surface 
is covered with a partial layer of disordered material, indicating fast precipitation, shown in 
Figure 7b. This also shows why the rinsing technique is not suitable for AFM studies.
We also investigated the removal of the mother liquid by pulling the crystal surface slowly 
through a heptane layer on top of the growth solutionwas also investigated. The main part of 
the solution is removed in this way but a laminar layer of water still remains on the surface. The 
evaporation of this layer results in similar structures as found for rinsing with heptane.
Contaminations
A somewhat more trivial, but still very important point is the absence of “contamination” in 
the solution. Contamination by small particles as well as crystal defects and rough surface 
structures cause protrusions at the surface, which act as pinning points for the receding liquid 
film. In this way solution is locally collected, often leading to trapped, isolated droplets. This 
gives rise to uncontrolled local growth and strong dewetting effects as shown in Figure 8. 
Special care should therefore be taken to keep the level of contamination as low as possible, 
by using high purity compounds and solvents and repetative rinsing of glasswork, as it causes 
dramatic increase of surface degradation. 
 
Figure 8: Optical DICM image showing accumulation of material and dewetting effects around a pinning point.
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Evaluation and Generalisation
During separation of a crystal from its solution a liquid film of 100 nm to 10 μm thickness 
(depending on the lifting rate) remains on its surface. In the case of complete wetting (contact 
angle Θ = 0°) this film flows downward by gravity at an extremely slow pace. As this film stays 
adhered for a long period, solvent evaporation results in a substantial post growth deposition, 
which leads to a shut-off effect. This makes the surface unsuitable for ex situ microscopic 
examination. However, if the wetting is not complete (Θ > 0), then the downward flow of the 
liquid layer is assisted by capillary effects. This leads to a sharp boundary between the film and 
an equilibrium nanofilm on the surface, which recedes downward. If the lifting rate of the 
crystal from its solution is slower than the retraction rate of the boundary line, then only the 
ultra thin equilibrium nanofilm is left on its surface.
The small contact angle angle of  Θ = 4°±2˚ indicates that the wetting of the {111} faces of 
potash alum is not complete, but still considerable. Therefore the adhering solution layer 
recedes slowly. Less wetting makes the liquid film (or droplets) easier to retract, for instance 
assisted by a jet of compressed air as demonstrated for (010) KAP10,16. As the (010) face of this 
crystal is terminated by benzene rings and thus is hydrophobic30, we expect that for KAP the 
wetting of the adhering solution is less. 
The thickness of the remaining nanofilm is determined by the RH and can range from one 
monolayer at low RH to several tens of solution monolayers close to the deliquescence value. 
To obtain a nanofilm as thin as possible the RH during the separation of the crystal should 
be kept as low as possible. In our case the best results were obtained by lifting the crystal at 
RH < 20%. After separation of the crystal at low RH and transferring it to room conditions 
with higher RH, one or a few monolayers of water are attracted to the surface. This dissolves 
(a part of ) the small, rough structures, formed during the removal process. Transfer from high 
RH to room RH, however, leads to rapid partial evaporation of the nanofilm, which results in 
spinodal or dendritic dewetting patterns.
Implications for other systems
Our specific approach cannot directly be applied to other systems, but the model description 
may help to obtain better ex-situ surfaces for other cases as well. Following aspects for other 
systems are discussed: solvent, wetting properties, RH, concentration and heterogeneous 
systems.
For solvents other than water, the room vapour pressure is always 0%, which leads to 
evaporation of the adhering nanofilm upon transfer of the specimen to room conditions. 
Depending on the vapour pressure during lifting, this creates dewetting patterns or causes 
kinetic roughening on the crystal surface, which can be substantial if the evaporation rate of 
the liquid is high, which is common for many organic solvents. The vapour pressure should 
therefore be kept as low as possible during lifting. 
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Surface and interfacial energies of the crystal-solution system are other factors that govern the 
formation of dewetting patterns during and after separation of the crystal from the growth 
system. As stated before, complete wetting leads to a detrimental shut-off effect. Using a liquid 
that poorly wets the crystal surface gives good results as the liquid layer retracts faster during 
pulling and, generally, the remaining equilibrium film is thinner . Using a less viscous solvent is 
also helpful, as it creates a thinner film, which also recedes faster during pulling.
The solute concentration of the mother liquid is very high in our model system. This makes 
it difficult to obtain a clean surface suitable for ex situ observation. For many crystal growth 
systems the solute concentration is much less high, which implies that the nanofilm formed 
after separation from the solution holds not enough material to create a monolayer. Depending 
on the size of a growth unit, concentrations of 10-3 M and less will cause less than   
0.1 monolayer deposition and therefore will not extensively disturb or change the original 
growth patterns.
For heterogeneous surface deposition, for example monolayer growth of organic materials on 
substrates29, the concentrations used are often low. In this case the main focus during removal 
will be on the prevention of rearrangement of the material. This can be done by slowly lifting 
at low RH, in a similar way as for homogeneous deposition. Quick removal and subsequent 
equilibration under 100% vapour pressure is another option30, if examination under this high 
vapour pressure is possible. In a number of cases only a monolayer is desired. If the monolayer 
is strongly adhering to the substrate, rinsing using the same solvent as used for deposition will 
remove the extra layers.
Conclusions
In this chapter we have studied the factors that cause the degradation of the surface patterns 
during separation of a crystal from its growth solution, prior to examination by microscopy. 
Potassium alum grown from aqueous solution was used as a model system. The best results 
were obtained for vertical orientation using a slow lifting rate of 1 mm/minute at a RH < 20%, 
which is lower than room RH, and the absence of airflow. In this way clear patterns of steps, 
each 0.5 nm high, with atomically smooth terraces in between could be imaged by AFM. A 
model describing the process during removal and subsequent drying is proposed. 
It is not trivial to obtain an immaculate surface for ex situ microscopic observation for crystals 
grown from solution. However, the difference between in situ and ex situ surface observation 
can be minimized to a large extent. Based on our model the following environmental factors 
are recommended if applicable for the system: Low lifting rates, poor wetting, a low solvent 
viscosity and a low solvent RH. The use of a solvent with a low saturation concentration also 
decreases the shut-off effect. 
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Mica surface structure in potassium 
rich environments
F. J. van den Bruele, S. Pintea, D. Wermeille, W.J.P. van Enckevort and E.Vlieg
The surface structure of muscovite mica is studied in three potassium rich environments using 
surface X-ray diffraction. The studied environments are freshly cleaved mica under nitrogen 
flow (‘dry’ mica) and freshly cleaved mica in contact with respectively 0.1 M KOH and 0.1 M 
KCl aqueous solutions. Under these conditions we have measured specular data and in-plane 
crystal truncation rods. We show that dry mica is covered with half a monolayer of downwards 
relaxed potassium ions positioned in the middle of the cavities present on the surface. Mica in 
contact with the potassium rich solutions results in two half monolayers of potassium covering 
the surface of which one is relaxed downwards into the cavity and one upwards. In all cases we 
find ordering of the potassium ions and layering of the water near the interface, but for the dry 
case the lateral ordering is much stronger, indicating an locally fixated structure, without the 
presence of long distance ordering.
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Introduction
Muscovite mica is a mineral frequently used in many branches of research, both fundamental 
and applied. For example mica and its interaction with water and ions are used as model 
systems in geosciences1-3. The flat surface of mica after cleavage is very suitable for investigating 
the adsorption of (macro) molecules4-6. Functionalized mica surfaces are used for this 
purpose7, 8 as well .
Muscovite mica is a mineral belonging to the clay family. Its chemical formula is   
KAl2(Si3Al)O10(OH)2 and it crystallizes in a monoclinic (pseudo-hexagonal) layered structure. 
The structure consists of two negatively charged tetrahedral (Si, Al)O4 sheets with an octahedral 
AlO6 sheet in between. The negative charge of the tetrahedral sheets is compensated by weakly 
bound interlayer K+ ions. These weak forces make easy cleavage along the (001) plane possible. 
During cleaving the potassium ions are divided equally between the two created surfaces9. 
After cleavage using scotch tape or a sharp tool the surface of mica is atomically flat, with the 
occurrence of a few steps over a tens of micrometers length scale.
The atomically flat (001) surface of mica is subject to intensive research.  Atomic force 
microscopy (AFM), X-ray diffraction, spectroscopy and theoretical studies10-26,have been carried 
out to unravel the surface structure of mica and the water layers on top of the surface. These 
water layers are present under ‘normal’, ambient conditions11,12 and help to stabilize the charges 
present on the surface. The results reported by the different authors disagree on the degree of 
lateral order of the water layer, ranging from ice-like10-13,21 to liquid-like11,22,23,26,. The ordering of 
the potassium ions under different circumstances and their confinement to the surface are also 
not exactly known. 
The mica surface has been investigated in various different environments with the above 
mentioned methods10-26. Frequency modulated (FM)-AFM shows the presence of ions and 
water molecules on the ditrigonal cavities at the surface16 of mica covered with 1 M KCl 
solution. Fukuma et al.25 also show that on average there is material present in the ditrigonal 
cavities using FM-AFM under buffered conditions containing potassium ions. An alternating, 
non-regular structural rearrangement of the hexagons on the surface is found with AFM in 
air17. AFM, however, only probes the local structure and no information about the long range 
in-plane ordering is obtained. Moreover, the AFM tip can alter the surface and liquid layer 
structure.
X-ray reflectivity studies of water films18,19 and water films containing ions19,20, confirm the 
ordering of the water perpendicular to the surface and suggest a combination of an ordered 
water layer mixed with a liquid layer. IR spectroscopy21 indicates ordering of a higher degree 
than bulk water. These studies did, however, not consider in-plane ordering of the water and 
potassium ions. 
Theoretical studies13,14,19, 22,23,26 of water films on mica give information about the layering of 
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the water and the interactions involved, such as the distances for the hydration shell of ions and 
the positions of ions and water layer structure. The z-density profiles derived from molecular 
dynamic simulations and X-ray reflectivity show similar types of liquid layering of the water19.
After cleavage the mica surface can be functionalized, to get rid of the (undesired) charges. In 
many applications, however, the surface is simply cleaved directly used in air and the potassium 
ions are still present. The aim of this study is therefore to experimentally determine the full 
interface structure of the K-terminated surface under ambient conditions in solution as well as 
for dry conditions. We investigate three different, potassium-rich environments and use surface 
X-ray diffraction (SXRD) to determine not only the height distribution, as was done in earlier 
X-ray reflectivity experiments18,20, but also the lateral position and order of the interfacial layers.
Experimental
Sample preparation
Muscovite mica (V1 quality from S&J trading) was cut using  scissors into 5 x 5 cm2 squares 
and then cleaved using adhesive tape, before each experiment. The use of large samples 
minimizes edge effects.  SXRD measurements were carried out in the following three 
environments, which were realized using a stainless steel cell: i) For 0% relative humidity the 
cleaved mica was mounted using double sided tape onto a stainless steel plateau and a hood 
of PMMA with 2 mm thick walls was placed on top of it. This is shown in Figure 1a. N2 gas 
(Air Liquide 99.999% pure) was led over the sample immediately after cleaving and during the 
experiment. ii) To create a liquid film of 0.1 M KOH solution (made from milliQ water,18.2 
MΩ∙cm resistivity and KOH Merck > 85% pure) on the mica surface, the cleaved mica was 
placed on the plateau without any adhesive and a few drops of solution were added on the 
surface as well as in the cell below the platform. The in and outlet of the cell are closed with 
clamps. Then a 13 µm thick mylar foil (Lebow company) was placed over the surface and 
tightened to stretch over the surface to close the cell and to fix the mica (Figure 1b). This leads 
to a liquid film that is estimated to be several µm thick.  iii) To create a film of 0.1 M KCl 
(Merck 99.5%) the same method as for KOH was used.
Figure 1: Schematic drawing of the stainless steel cell, showing the two types of sample mounting: a) using tape 
and a PMMA hood to have mica in contact with the dry nitrogen flow; b) using a mylar foil to keep a thin liquid 
film in contact with the mica surface.
38 Chapter 3
X-ray measurements
Surface X-ray diffraction measurements were performed at the ID3 beamline at the European 
Synchrotron Radiation Facility (ESRF) using a z-axis27 diffractometer fitted with a Maxipix 
256x256 pixel area detector. For all experiments, X-rays with an energy of 24 keV (λ = 0.517 
Å) were used. Crystal truncation rods and specular reflectivity were measured in situ for cleaved 
mica in the three environments as described above. A stationairy geometry is used, resulting in 
50 times faster data collection compared with rocking scans28. Measuring an extensive dataset 
of 12 rods takes approximately 90 minutes in this mode. A typical dataset consists of the (0 0), 
(1 1), (1 -1), (-1 1), (-1 -1), (0 2 ), (2 0), (-2 0), (4 0), (-4 0), (1 3) and (1 -3) rods. The datasets 
have a total average agreement factor of 8% or better. The agreement factor (ε) of a reflection 
can be calculated by dividing the variance of a reflection (σ1, calculated for symmetry equivalent 
reflections) by the averaged structure factor. The (0 0) rod is only sensitive to the out-of-plane 
structure, but the inclusion of many other rods allows the in-plane structure and ordering to 
be derived as well. Integrated intensities were obtained using a MATLAB (Mathworks) script, 
written for this purpose. Structure factor amplitudes were derived after applying the standard 
correction factors28. Fitting to structure models was done using the ROD software29. Partial 
ordering in liquid layers is modeled using anisotropic Debye-Waller parameters30. In the 
discussion we use the root mean square vibration amplitude u, that is related to the Debye-
Waller parameter B through B=8π2<u2>. Following convention, the diffraction indices h and k 
denote the in-plane momentum transfer, while l is the diffraction index along the perpendicular 
direction. For the bulk model of muscovite mica atom positions from the ICDS database were 
used31. Unit cell dimensions of the monoclinic muscovite mica structure were refined to be:  
a= 5.202 Å, b=9.023 Å, c= 20.002 Å, α=β=90˚, γ=95.81˚for our system. For bulk Debye-Waller 
parameters we used the values obtained by Schlegel et al.20. 
The (001) cleavage plane of mica, which is the surface of interest, can be located at two 
different heights in the unit cell, namely at z= 0.25 and z= 0.75 (relative unit cell heights). 
These two planes are related by mirror symmetry as a consequence of the c-glide plane of the 
C2/c space group (shown in Figure 1a, chapter 4). Although mica surfaces are smooth without 
steps over very large areas it is to be expected that in our measurement geometry, on average, 
equal areas of the two different surface terminations are irradiated. To account for this, each 
structure factor is calculated as the incoherent average of the value for the two domains. 
Results and Discussion
General considerations/model
Upon cleaving, the potassium ions are expected to divide equally between both created 
surfaces to give two neutral surfaces. In 50% of the ditrigonal cavities a potassium ion will 
thus remain. We distinguish two types of cavities in the fit model, one where the potassium 
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ion has remained in place (cav 1) and the second that has lost its ion (cav 2). Figure 2 shows 
a schematic representation of our model for the interface structure. The distribution of these 
potassium ions and thus the two types of cavities over the surface is expected to be random9. 
To model the random distribution, the ditrigonal cavities on the surface are all treated the same 
and consist of a superposition of potassium ion and oxygen atom (cav 1) and oxygen atom or 
potassium ion (cav 2) with partial occupancy. A local 100% and 0% K+ occupancy in cavities 1 
and 2, respectively, thus lead to an average 50% occupancy in our model for the K+ ion in both 
cavities. For the structure factor calculation, all these contributions are added coherently32. 
a)             b)
Figure 2: a) Schematic representation of the model used for fitting the data. In order to preserve charge neutrality 
after cleavage only half of the cavities is expected to contain an original potassium ion (here cavity 1) b) top view 
showing random distribution of K-cav1 and O-cav2 (H2O) as used for modelling dry mica. In modelling mica in 
contact with K+ solutions, cavity 2 contains K+ ions, as well. Dotted lines are directions along which the oxygen in 
cavity 1 moves during fitting, dependent on only one parameter, the radius r. Both dotted and dashed lines are used 
as directions to move oxygens along for the fitting of water layers 1 and 3., resulting in two separate radii. 
Although the layer originating from the bulk potassium position is the first density found above 
cavity 1 and 2, we define this layer as two half monolayers instead of one monolayer, because 
the positions of the ions and/or atoms are separated in height by at least 1.5 Å. It should be 
noted that these two types of positions are randomly distributed over the surface and do not 
form separate layers. 
No specific reordering of the O and Si/Al layer making up the cavity is modeled, except for 
a z-relaxation and the Debye-Waller parameters. The distances of the atoms and ions in our 
model above the bulk surface are relative to the bulk position of the topmost potassium ions. 
The changes in the surface positions below the potassium ions are listed relative to their bulk 
positions. 
The potassium ions on the surface are expected to stay inside the ditrigonal cavities similar to 
the position in the bulk structure. Because the ions are no longer held in place by ionic forces 
r
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from both sides, the potassium ions are expected to relax inwards.
In order to fit the data, we tried models with a varying amount of additional water layers 
(present under ambient conditions even at humidities < 20%11,12) and with different amounts 
of ordering. The initial models were based on the theoretical structures where potassium 
ions are positions either at cavity positions or above the Si/Al positions as described in the 
literature13,14. The density at three positions in/above the ditrigonal cavity and the three 
water layers as shown in Figure 2a were found to be the minimal ingredients needed to yield 
satisfactory fits for dry nitrogen as well as 0.1 M KOH conditions. In addition to the K+ ion in 
cavity 1, we include an O atom (representing H2O) above this K
+ ion, and an atom in cavity 
2. Since X-rays are only sensitive to the electron density and the occupancy is one of the fit 
parameters, the identity of this latter atom (K or H2O) is somewhat ambiguous and depends 
on the environment. Finally, a number of H2O layers is included that show varying degrees of 
disorder.
Mica surface structure under nitrogen flow
Figures 3 and 4 show four of the measured rods for mica under nitrogen flow. In Figure 3, 
showing the specular rod, a comparison is made between the final fit, this fit without water 
layers and a simple model with half a monolayer of potassium ions at bulk positions. The 
presence of the water layers at a larger distance from the surface is crucial for the fit of the 
specular rod, in particular between l=2 and 4.  Large parts of the rods are quite insensitive to 
the different models, but the large data set makes it still possible to distinguish between these. 
As an illustration, the dash-dotted curves in Figure 4 represent a bulk-terminated surface with 
half a potassium monolayer. The solid curves in Figures 3 and 4 are the optimum fit, giving 
a goodness-of-fit χ2 value of 3.06. The corresponding parameter values are listed in Table 1. 
Under dry conditions the potassium ions in cavity 1 are relaxed downwards over 0.80 ±0.06 Å 
with an occupancy of 45 ± 7%, close to the expected 50%. The density in cavity 2 is found at 
a larger distance from the surface and is relaxed upwards over 0.75 ±0.04 Å. It is occupied for  
92 ±20 % with oxygen atoms representing water. 
In cavity 1 there is also density modeled above the potassium ion, denoted as O-cav1 in Figure 
2a. Since this density does not have to be exactly in the middle of the cavity, it is modeled 
by a small triangle of three partly occupied oxygen atom positions centered on the middle of 
the cavity, as indicated by the dotted lines  in Figure 2b. The position of the atoms depends 
only on the distance r from the middle of the cavity. This equals 0.7 ± 0.5 Å for this fit. The 
occupancy of these oxygen atoms falls within the error bar of the first water layer at similar 
height, discussed next. This water triangle is added in order to use the same model for all the 
three experimental environments. For the dry nitrogen environment, this density has no real 
significance and can be interpreted as extra water density.  
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Figuure 3: Open circles are the specular data for a mica surface under nitrogen flow. The solid curve represents the 
fit using the full model. The dotted line is a  fit without water layers, which is almost equal to the final fit above l=6. 
The dash-dotted curve represents mica with half a monolayer of potassium ions at bulk positions. 
Figure 4: The open circles represent the measured (0 2), (1 3) and (1 1) rods of mica under nitrogen flow. The solid 
curve represents the fit  for the full model, the dash-dotted curve is for a model with half a monolayer of potassium 
ions at bulk positions.
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Table 1: The parameter values for the optimum fit for the model shown in Figure 2. The heights shown are with 
respect to the bulk position of potassium, except for the Δz values, which are with respect to their corresponding bulk 
positions. The occupancy for the specific positions is defined such that 100% corresponds to two atoms per unit cell 
(both cavities filled). The percentages shown for the water layers represent one oxygen atom per unit cell multiplied 
with the value shown. 
Table 1  N2      





Si/Al Δz 0.03 ±0.03 97 ± 9 0.16 ± 0.09  0.1 ± 0.1
O  Δz 0.02 ±0.07 100 ± 10 0.1 ±0.2 0.2 ± 0.06
K- cav1 -0.80 ± 0.06 45 ± 7 0.1 ± 0.3  0.1 ± 0.2
O- cav1 2.3 ± 0.2 30 ± 20 0.1 ± 0.3 0.1 ± 0.2 
K- cav2 - - - -
O- cav2 0.75 ± 0.04 92 ± 20 0.1 ± 1 0.1 ± 0.1
H2O-layer1 2.3 ± 0.6 200 ± 80  0.1 ± 0.5 1.5 ± 0.2
H2O-layer2 4.5 ± 1.2 200 ± 150 0.1 ± 0.5 2.2 ± 0.3









Si/Al  Δz 0.03 ± 0.02 99 ± 4 0.14 ± 0.06 0.1 ± 0.1
O  Δz 0.07 ± 0.07 98 ± 5 0.17 ± 0.07 0.1 ± 0.2
K- cav1 -1.05 ± 0.06 49 ± 5 0.4 ± 0.2 0.1 ± 0.3
O- cav1 2.4 ± 0.2 45 ± 15 0.4 ± 0.2 0.1 ±0.3
K–cav2 1.0 ± 0.06 64 ± 6 0.1 ± 0.5 0.1 ± 1.5
O-cav2 - - - -
H2O-layer1 2.6 ± 0.5 200 ± 70 ∞ 1.5 ± 1.5
H2O-layer2 (K) 6.6 ± 0.7 350 ± 100 ∞ 2.5 ± 1.5
H2O-layer3 11.5 ± 1 200 ± 70 ∞ 2.5 ± 1.5
The density of the subsequent water layers is close to the expected value for water under 
ambient conditions of approximately 250% per cavity. The occupancies of these water layers 
shown in Table 1 are defined such that 100% corresponds to one oxygen atom per cavity. For 
all positions a lateral shift is added to take into account the ordering of the water perpendicular 
to the surface within the unit cell where γ=95.81°≠90.
The first water layer consists of six, partly occupied oxygen positions per cavity, divided in two 
triangles. One is modeled as described above and the second one is turned over 60 degrees 
(dotted and dashed lines in Figure 2b). The radial distance at which the 2x3 oxygen atoms are 
positioned is fitted to be 3 ± 4 Å and 3 ± 3 Å for our model. The positions of the oxygen atoms 
are of importance of the fit despite their large error bars. For example positioning of these 
oxygen atoms above the cavity results in a lower quality of the fits.
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The second water layer is positioned above the Si atoms and the K atoms in the bulk, their 
lateral positions are in between the positions of the first water layer. The positioning of the 
third water layer is based on the same method as for water layer 1. Both the configuration in 
Figure 2b as well as a 30° rotated version were evaluated. The exact positions of the water in 
the third layer cannot be fitted within the error of this dataset, although the Debye-Waller 
parameters are low (in plane vibration u = 0.1±0.5 Å). We tried various configurations using 
the ditrigonal positioning model and for all cases the Debye-Waller parameters stayed low as 
long as the oxygen was not placed at a location above the first or second water layer. 
We find reasonably high in-plane ordering (in plane vibration u = 0.1±0.5 Å) for all three water 
layers, while their out-of-plane ordering is low (u =1.5 ± 0.2 to 2.5 ±0.3 Å) and decreasing 
with distance from the surface. Usually the in-plane ordering near the surface decays faster with 
increasing distance than that of the out of plane ordering. Surprisingly we find a combination 
of high in-plane ordering and low out of plane ordering. The fit is inaccurate when the water 
layers are assumed to be laterally disordered. This may be due to a high static disorder of the 
water molecules in the perpendicular direction. The in-plane ordering indicates that the water 
is frozen in at specific positions. This situation can be described as a locally fixated ice-like state, 
without presence of long distance ordering. 
A convenient way to represent the interfacial structure is to plot the electron density derived 
from the fitted model projected on the z-axis, as shown in Figure 5a. The lateral ordering can 
be illustrated in a similar manner by plotting the density as visible in the (1 1) rod, i.e. the 
density that contains this in-plane Fourier component27. The complete overlap between the two 
curves demonstrates the high lateral order present in the three water layers found on the mica 
surface in dry N2.
Figure 5: The z-projected electron density derived from the electron density visible in the (0 0) rod (solid curves) and 
(1 1) rod (dashed curves), showing a clear difference in in-plane ordering between (a) the nitrogen and (b) the KOH 
environment.
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Mica surface covered with 0.1 M KOH solution
Because of the small differences from the dry mica dataset the data for 0.1M KOH is not 
shown here. The full analysis for KOH yields a fit with parameter values which are listed in 
Table 1, giving a goodness-of-fit χ2 value of 2.63. For the mica surface in the 0.1 M KOH 
environment the potassium ions are relaxed downwards (cavity 1) over 1.05 ±0.06 Å with an 
occupancy of 49 ± 5%, which is the expected value. The density found in cavity 2 is relaxed 
upwards over 1.0 ±0.06 Å and is occupied for 64 ±6 % if we assume these to be  potassium 
ions, but the same fit is obtained by using H2O with an occupancy of 155%. For geometric 
reasons, the maximum expected occupancy is 50% and thus the majority of cavity 2 positions 
are likely to be occupied by potassium. The second position above cavity 1 (O-cav1) is  
2.4 ± 0.2 Å above the potassium bulk position at position of 0.6 ± 0.15Å from the centre of 
the cavity. In this environment this position shows a stronger order than its surrounding water 
layer and is therefore added as a separate item to the fit (Figure 5b). This position might be the 
OH- cation counterbalancing the positive charges introduced by the second ~50% occupied 
potassium layer, but it can also be the H2O shell of the potassium in cavity 1. 
In contrast to the dry N2 environment, the subsequent water layers show little in-plane 
ordering, illustrated by the absence of electron density of the water layers as visible in  
the (1 1) rod (Figure 5b). The second water layer at 6 ±0.8 Å has a high electron density 
(350±100%), which indicates that potassium ions are present in this layer. This agrees with 
the  ion occupancy above the mica surface described by Lee et al.33 who propose three specific 
distances from the surface where ions are located. Our second ‘water’ layer could be the third 
potassium-containing layer, which Lee et al. call the ‘extended outer-sphere ion complex’. 
Figure 5b shows the z-projected electron density as visible in the (0 0) and (1 1) rods. The 
distance between the water layers is increased with respect to the dry N2 environment. This 
might be due to the presence of a high concentration of K+ ions.
Mica surface covered by 0.1M KCl solution
The mica surface in contact with a 0.1 M KCl solution cannot be fully fitted using our model, 
but deviations are small. At higher concentrations of 0.5 M KCl we have observed that the 
surface structure of mica changes significantly. Therefore, mica surfaces in contact with higher 
KCl concentrations are not representative of ‘common’ mica surfaces. This change is probably 
already partially present at lower concentrations and causes the problems in the fit using the 
simple model. The main  results from this approximate fit, however, are very similar to that of 
the 0.1M KOH dataset. The surface is again covered by two layers with approximately 50% 
potassium occupancy. The distance over which these are relaxed is approximately -1 Å and 1 
Å for cavity 1 and 2, respectively. The potassium ions thus seem to order in the same way as 
in KOH for this KCl concentration. The Cl- counter ions , however, are likely to influence the 
additional structural details.
45Mica surface structure in potassium rich environments
Comparison of the environments
For all datasets we find electron density at the positions in and above the cavities. The 
positions are, however, filled by different atoms and their z heights show some differences. In 
all experiments half of the cavities are filled with downwards relaxed potassium ions and the 
other half of the cavities are filled with upwards relaxed water or potassium, depending on the 
experimental conditions.
In literature the density above the cavities found in z-density plots is regularly related to water 
or hydronium ions. In our case of mica under dry and KOH conditions the surface charge 
cannot be compensated by hydronium ions, because these are not present in sufficiently large 
amounts to replace the potassium ions. 
The electron density we observe just above the bulk surface is lower than that of the bulk for all 
experimental conditions. Approximately 50% of the cavities is filled with a downwards relaxed 
potassium ion. The presence of an upwards relaxed layer of water or potassium above the other 
cavities  leaves insufficient room for water shells around the potassium in cavity 1to form as 
is the case in solution and explains the low density found in this region. This same type of 
structure with a gap in density below the oxygen atom is also predicted theoretically by Sakuma 
et al.19,26. 
For dry mica a 50% monolayer of potassium and a second 50% layer of water is found above 
the cavities. This keeps the surface neutral and as is expected. An ordering similar to what we 
observed for dry mica was theoretically predicted19,26. The two positions inside and above the 
cavity, which form the basis of our model, are also present in the model of Sakuma et al. In our 
model both positions have low Debye-Waller parameters. This ordering is much stronger than 
theoretically predicted using molecular dynamics simulations19,26. Another difference with the 
results we experimentally find  is the distance over which the potassium ion relaxes downwards 
and the water atom relaxes upwards, which is much larger than the predicted value of 0.1 Å.
For mica in contact with 0.1 M KOH (or 0.1 M KCl) both up and downwards relaxed cavity 
positions are occupied with potassium ions. The second layer of potassium ions is not necessary 
for neutralization of the surface, but it does emerge under potassium rich environments. This 
charge should be compensated by the counter ions present in solution, thus OH- in the case of 
KOH. To some extent, the system is thus propagating the layered structure of the bulk crystal 
with a full K+ layer between two negatively charged layers. The two positions above cavity 1 
and 2 are farther apart in z when extra potassium is present, which is probably caused by the 
repelling forces between these ionic layers. Theoretically this state with ions at two different 
heights has been predicted for a mica surface containing lithium ions26.  For higher potassium 
surface concentrations this ordering can therefore also be expected.
There is a large difference in the in-plane ordering of the water layers between the dry and the 
0.1 M KOH conditions, as illustrated in Figure 5. This plot shows that the in-plane ordering is 
46 Chapter 3
present for all water layers on dry mica, but for mica in contact with a 0.1 M KOH solutions 
this order decays fast. This difference can be explained by the difference in number of interfaces 
in contact with the water layers. Liquid layers tend to order at an interface34. The water layers 
in the N2 environment are in contact with both the solid mica and the air. In the KOH 
environment only the interface with the mica is present; the other side is a liquid that is very 
thick (order of magnitude micrometers) on the length scale of the typical ordering over a few 
layers. The interfacial layers in the dry case can thus be considered as locally fixated, those in 
KOH and KCl as liquid-like.
Conclusions
When mica is cleaved and placed  under a nitrogen flow half a monolayer of potassium ions 
is present on the ditrigonal cavity sites relaxed downwards over 0.80 ±0.06 Å compared to the 
bulk potassium position. The other half of the cavities is filled by water at a height of  
0.75 ±0.04 Å above the bulk potassium. The following water layers are strongly ordered. It 
would be interesting to perform FM-AFM measurements under these dry conditions to observe 
this locally strongly ordered structure with the absence of long distance ordering.
Cleaved mica in contact with potassium rich solutions forms two potassium monolayers 
with 50% coverage. For a 0.1 M KOH solution half a monolayer relaxes downwards by 1.05 
±0.06 Å, while the other relaxes up by 1.00 ±0.06 Å. For both heights the ions are positioned 
in the middle of the cavity as in bulk potassium. The larger relaxations can be explained by 
the repelling forces between the charged ions. The second half monolayer leads to electrical 
charge on the surface which can be compensated by the OH- ions in the solution. In this way 
a layering of charges is formed similar to that in crystalline mica. For 0.1 M KOH in contact 
with mica the water layers are only ordered perpendicular to the surface. 
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Monolayer and aggregate formation of  
a modified phthalocyanine on mica 
determined by a delicate balance of  
surface interactions
F. J. van den Bruele,  W. de Poel, H.W.M. Sturmans, S. Pintea, R. de Gelder, D. Wermeille, 
M. Juríček , A.E. Rowan, W.J.P. van Enckevort and E.Vlieg
An ordered  layer of a phthalocyanine modified with ether tails  can be formed on muscovite 
mica if removed from solution and dried. This ordered layer forms on potassium terminated as 
well as on sodium terminated mica, but not on a hydronium terminated surface. The molecules 
lie flat on the surface, as shown by AFM and X-ray diffraction, giving  a layer thickness of  
approximately 1 nm. In solution, no in plane ordering exists. The material is adsorbed at the 
substrate surface but instead of ordering it aggregates in a mobile fashion. This is likely  caused 
by the fact that the water present in solution has a stronger interaction with the potassium ions 
on the mica surface than with the ether tails of the phthalocyanine. 
This chapter has been accepted for publication in Surface Science.
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Introduction
Technology aims for smaller and smaller structures. In this process surfaces and surface struc-
tures become increasingly important. This feeds the need for knowledge about surface processes 
and deposition methods. Different parameters have to be taken into account for nano scale 
structures opposed to micro scale films. Another trend is the search for organic substitutes for 
conventional electronics1-2, in order to reduce costs.
The combination of these trends makes it relevant to study the formation of (molecular) mono-
layers3-7, not only on electrically conducting surfaces, but also on insulating surfaces. Muscovite 
mica is a well known example8-10 of a model insulating substrate, commonly used because of 
its atomically  flat surface after cleavage11. The ionic nature of this surface can, be a drawback, 
which can be circumvented by modification of the surface12-13  through silanization using a 
variety of end groups such as, amino and hydrocarbon groups, tailored to the system. The  
surface ions, on the other hand, can also be used to initiate binding and ordering of large  
molecules on the surface, creating a smooth and functionalized surface.
Phthalocyanines show interesting organic electronic properties14-15, having potential in solar 
cell and sensor applications. Therefore, monolayers of this material on various surfaces received 
considerable interest16,17. Recently, π-conjungated 2D polymeric monolayers of this molecule 
with promising magnetic properties have been deposited on crystalline substrates18,19. Earlier 
studies of ordering of phthalocyanines on mica result in deposition of 3D crystals instead of 
smooth monolayers20,21. In our study we use a zinc(ii) phthalocyanine modified with eight 
triethylene gycol (ether) tails (EPc) to create affinity with the potassium ions on the mica sur-
face. In this case two tails together can mimic a crown ether entangling the potassium ions. 
The ether tails were chosen instead of actual crown ethers to create flexibility and mobility of 
the molecules. We have investigated the interaction of this phthalocyanine with the normal 
potassium terminated mica surface and the growth of mono- and multilayers using (liquid) 
Atomic Force Microscopy (AFM) and Surface X-ray Diffraction (SXRD). Layer growth on ion 
exchanged sodium and hydronium terminated mica surfaces was also investigated to further 
determine the role of the potassium ion in the process of layer formation.
Experimental
Sample preparation
Muscovite mica has a layered crystal structure, which is easily cleaved along the (001) plane, 
giving a charged (001) surface with potassium ions on top (Figure 1a). Muscovite mica (V1 
quality from S&J Trading) was cleaved using scotch tape before each experiment. Solutions 
were prepared using ethanol (Merck, absolute for analysis) and purified water (Millipore) with 
a resistance of 18.2 MΩ/cm and total organic content lower than 4 ppb. The etherified  
phthalocyanine (EPc, chemical formula C104H136N32O24Zn) was synthesized in house
22. Eight 
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Figure 1: a) Structure of muscovite mica viewed along the a axis. The c glide plane is illustrated by the thick dotted 
line and the two symmetry related cleavage planes are illustrated by the thin dotted lines b) Structure of the Zn 
phthalocyanine with ether tails (EPc).
ether tails were attached to the Zn phthalocyanine core using a click-chemistry method23. The 
structure of the EPc molecule is shown in Figure 1b. 
Mono and multilayers of EPc were deposited on freshly cleaved muscovite mica substrates from 
ethanol solutions with an EPc concentration ranging from 10-4M to 10-7M. All experiments 
were carried out at room temperature. Ethanol/water mixtures used for investigating the  
influence of water on the deposition process contained comparable amounts of EPc. The 
cleaved mica was incubated in the solution for a period of time ranging from seconds to days. 
Two methods were used for removing the sample from the solution. In the first method the 
mica plate was removed slowly, keeping it in contact with the edge of the container, allowing 
most of the fluid to flow off the substrate and then dried horizontally in nitrogen flow. In the 
second method the mica plate was placed in a holder in which the mica was kept in a vertical 
position and removed slowly from the solution (in 5 to 10 seconds) and then dried vertically 
for 2 to 3 minutes using a nitrogen flow. Finally, the sample was dried horizontally for at least 
an hour using a nitrogen flow. The second method gives more reproducible results. Compared 
to the horizontal approach, the liquid surface film left after removal of the specimen flows 
downward in a more controlled, ‘smooth’ way assisted by gravity. This reduces rupture of the 
liquid layer and thus the development of unwanted dewetting patterns (chapter 2)24. All  
samples were investigated the same day as they were prepared to prevent the results to be  
affected by the humidity.
SXRD was carried out on dry samples and in solution. Dry samples were prepared by placing 
a large piece of mica, approximately 5 x 5 cm2 in size, in a 10-5M  EPc solution in ethanol for 
1a 1b
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5 minutes. After removing, it was allowed to dry vertically in air keeping  one edge in contact 
with a  tissue. Subsequently, it was mounted on a plateau in a closed cell using double sided 
tape. Nitrogen was continuously flowing  through this cell during the experiment in order to 
maintain a water-free environment. For in-situ experiments again a 5 x 5 cm2 piece of mica was 
placed in a 10-5M EPc solution in ethanol for 5 minutes.  Then the mica sample was removed 
from solution and  was directly covered with mylar foil (13 µm thickness from Lebow  
company). In this way a thin film of ethanol, containing EPc, was kept on the mica surface. 
Some ethanol was put in the closed cell ethanol in order to have an equilibrium vapour  
pressure and thereby to prevent drying in of the film.
Surface ions were exchanged following procedures described by Osman et al.25 by leaving a 
cleaved mica sample in a 4.10-2M solution of sodium chloride (Merck, pro analysis) in water to 
obtain a sodium covered surface. A 10-4 M HCl (diluted from concentrated HCl, Baker,  
analyzed 37%-38%) solution in ethanol was used to obtain a hydronium ion covered surface. 
The samples were kept in solution for several hours, subsequently washed with ethanol and 
dried in a nitrogen flow.
Characterization
Ex-situ AFM measurements were performed using a Dimension D3100 AFM operating in 
intermittant contact (tapping) mode using tips with typical resonance frequencies of 240 kHz, 
operated at typical ofset values of 5% at room temperature and approximate humidity of 50% 
using NSG-10 tips. In-situ AFM measurements were done on a Nanoscope 4 multimode 
instrument using SNL-10 tips in a liquid cell closed with a plastic ring.
Surface X-ray diffraction (SXRD) measurements were performed at the ID3 beamline at the 
European Synchrotron Radiation Facility (ESRF) using a z-axis26 diffractometer fitted with a 
Medipix 256x256 pixel 2D detector. X-rays with an energy of 24 keV (λ = 0.517 Å) were used. 
Crystal truncation rods (CTR’s) and specular reflectivity were measured using the stationary 
geometry27, allowing very rapid data collection. The substrates were of such good quality, that 
no rocking scans were needed to measure a reflection. Integrated intensities were derived using 
a MATLAB (MathWorks) script, written for this purpose. Structure factors were derived after 
applying the standard correction factors27. Fitting of the data to structure models was done 
using the ROD software28. The diffraction indices h and k denote the in-plane momentum 
transfer, while l is the diffraction index along the perpendicular direction. For the bulk model 
of muscovite mica atom positions from the ICDS database were used29. Unit cell dimensions of 
the monoclinic muscovite mica structure were found to be: a= 5.202 Å, b=9.023 Å, c= 20.002 
Å, α=β=90˚, γ=95.81˚.
The (001) cleavage plane of mica, which is the surface of interest, can be located at two  
different heights in the unit cell, corresponding to two different planes with K+ ions, see  
Figure 1a. These two planes are symmetry related by the c-glide plane of the C2/c spacegroup.  
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Although mica surfaces are smooth without steps over very large areas, it is to be expected that 
in our measurement geometry equal areas of the two different surface terminations are irradi-
ated in the SXRD experiment. To account for this, each structure factor is calculated as the 
incoherent average of the value for the two domains30.
Results and Discussion
Layer structures 
When the substrate is dried horizontally directly after removal from solution, no full monolayers 
are formed, but a multilayer structure is created, showing dewetting patterns (shown in Figure 2). 
In this case we find that new layers start to grow before the first layer is fully closed. The results 
vary significantly depending on the location on the mica surface. The first layer has smooth fea-
tures, but subsequent layers show more pronounced dewetting patterns and are rougher.
Figure 2:  Multilayer structure of EPc on the (001) face of mica, after  a residence time of 30 minutes in a 10-5M 
solution and horizontal drying. 
To improve reproducibility the vertical drying method described in the experimental section 
was used for all other ex-situ experiments. Using this method it is possible to create a smooth 
monolayer on the surface from a 10-5M solution of EPc.  With increasing residence time in 
solution, the surface coverage slowly increases, as shown in Figure 3a-d. Even for a residence 
time of only 10 seconds an incomplete layer is formed, with a coverage of approximately 50%. 
We assume this to be the amount of material present in the adhering liquid film after removal 
of the specimen from the solution. Upon drying, this material is deposited on the surface (shut-
off effect). This effect is larger for higher concentrations and therefore gives less reproducible 
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results. Because for longer residence times in solution more material is present after drying, we 
conclude that the molecules are attracted by the substrate. The increasing coverage is shown in 
Figure 3f. For residence times above 20 minutes a limit is reached. The cause of the attraction 
of the EPc molecules to the mica surface is the attraction of the negatively polarized ether tails 
to the positively charged potassium ions. Although the amount of potassium ions (one potas-
sium ion per 0.47 nm2) on the surface covered by one EPc molecule (approximately 9 nm2 
if stretched and without overlap) is enough to bind at least two molecules assuming one EPc 
molecule binds 4 ions, due to steric hindrance just one molecule can occupy this surface area 
and thus the coverage in the first monolayer is limited. 
Figure 3: Surface structures of EPc on the  (001) face of mica. a-d) mica incubated in a 10-5 M solution for differ-
ent times. Incubation times were a) 10 seconds b) 10 minutes c) 20 minutes d) 30 minutes. In b) a cross section is 
inserted. e) zoomed in part of image b, to illustrate the straight edges of the holes. Lines are added as a guide for 
the eye  f ) Surface coverage as a function of incubation time of the mica sample in a 10-5M solution.
From samples with partial EPc coverage, the height of  the first monolayer is determined to be 
1.1± 0.3 nm. This value is a rough estimate of the height, because the measured height with 
tapping mode can be influenced by material differences and water layers on the mica. The edges 
of these layers partly run along straight lines (illustrated in Figure 3e), but did not show a pre-
ferred direction upon analysis. The height profile also shows sharp transitions, which is another 
indication for ordering. A completely flat EPc molecule would yield a height of  approximately 
0.5 nm, whereas a molecule in perpendicular position would give a height of 3 nm. 
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We conclude that the molecules lie more or less flat on the surface, as expected from the affin-
ity of the tails for the polar surface. Some buckling of the core and flexibility of the tails can be 
expected, which leads to the observed height of 1.1 nm.  
The second and subsequent layers are 1.6±0.3 nm thick. The surface morphology of these layers 
is rougher and the edges are poorly defined and rounded. A difference between the first and the 
next layers is expected because the interaction with the potassium on the mica surface is only 
present for the first layer. These phthalocyanine molecules are known to crystallize poorly and 
therefore it is not expected that the molecules form large 3D ordered structures on a surface. 
In blanco measurements, removing mica from pure ethanol, this type of layer structures were 
never found. This proves that in our case we observed an EPc layer on the mica surface and not 
the ethanol described by Wang et al.31.
The layer structures are stable under dry circumstances. When a sample is heated to 300°C 
for a day, no changes in surface structure are found by AFM. The structure of the layer stays 
smooth and the edges remain straight after heating. This implies that under dry conditions the 
molecules on the surface are immobile. At humid conditions, however, the surface structures do 
change. This will be described in section about the stability of the layer.
In situ vs. ex situ 
In addition to investigating dry layers of EPc, ex situ, we also performed in-situ AFM mea-
surements on mica with EPc solution on top. Surprisingly, in this case no monolayers and no 
changes in time are found. Blanco in-situ measurements of the mica surface in ethanol show 
smooth surfaces with a root-mean-square (RMS) roughness of <0.1 nm. With EPc added, the 
surface is rough with a RMS roughness of approximately 0.2 nm (shown in Figure 4). 
Figure 4: In-situ AFM measurement of the surface structure of mica in a 10-5M EPc solution. The surface is rough 
and contains small aggregates.
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The surface patterns continuously change, except for small (size determined by tip), higher 
features (2nm), which remain stationary upon successive scans. When zoomed out no signs 
of scratching or displacement of surface material could be distinguished. This in-situ surface 
texture suggests a kind of aggregating behavior of the EPc molecules, forming clusters of mate-
rial which results in the observed surface roughness. The lack of sharply defined shapes suggests 
that the molecules remain mobile, although aggregated at the surface.
To obtain more information on the difference between the ex-situ and in-situ AFM results, 
surface structures for similar circumstances were investigated using SXRD. Ordering of the dry 
EPc layer can be detected by comparing SXRD data for freshly cleaved mica, ethanol covered 
mica and EPc covered mica, both in solution and dry. The specular reflectivity of a dry EPc 
monolayer, clearly differs from the other data sets and that expected for a mica surface covered 
with 50% of the potassium ions (shown in Figure 5a). The specular X-ray data for the dry EPc 
layer was fitted using a simple surface model, consisting of a potassium terminated surface with 
an EPc layer on top. This model does not fit the data in full detail, allows us to estimate the or-
dering perpendicular to the surface. The data are found to be mainly sensitive tot the first EPc 
layer. This is consistent with the experimental conditions that were designed to create a cover-
age of one monolayer. The corresponding electron density profile perpendicular to the surface 
is shown in Figure 5b. The thickness of the first EPc layer derived from this fit is approximately 
1 nm. This agrees quite well with the AFM measurements and the model of the EPc molecule 
lying relatively flat on the surface. The density found above 30 Å (Figure 5b) is likely a combi-
nation of a water film and additional EPc.
Figure 5: Specular reflectivity; Open circles represent structure factors for a dry EPc layer.; several anomalously 
high data points near integer l-values were removed because they originated from bulk defects. The solid curve is 
the fit for mica covered with half a monolayer of potassium ions plus one EPc layer of ~1 nm thickness on top. The 
dashed curve represents the mica surface covered with half a monolayer of potassium ions at bulk positions.(b) 
Electron density distribution perpendicular to the surface, derived from (a).
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In order to determine the in-plane ordering of the EPc layer, crystal truncation rods with in-
plane momentum transfer are required. These rods show differences between mica covered with 
ethanol and mica covered with dry EPc. This tells us that a layer is present with both in-plane 
and out of plane order, agian in agreement with the ex-situ AFM measurements. The in-plane 
data set is too limited to allow fitting and thus we limit ourselves to this qualitative conclusion.
In situ SXRD of the mica surface with EPc solution on top, however, gave a result similar 
to the data of mica in contact with pure ethanol. The CTR’s containing in-plane informa-
tion showed no differences, indicating the absence of lateral ordering in the EPc layer, which 
is in agreement with the AFM results. The specular reflectivity did show subtle differences, 
when EPc is present, which indicates that the density profile perpendicular to the surface has 
changed. This is a sign that EPc molecules are located near the surface, again in agreement with 
AFM measurements. 
Stability of the layer 
It was difficult to completely reproduce the ex-situ layer structures from sample to sample and 
even within individual samples, despite using the vertical drying method. Local differences in 
dewetting as well as slight differences in the ambient conditions may cause the reduced repro-
ducibility. Especially humidity is expected to play an important role in the surface processes 
on mica and therefore its influence was investigated. Exposing a dry EPc surface layer to water 
humidity leads to a high degree of aggregation. Structures with a height of several hundreds 
of nanometers have been found on surfaces exposed to 100% water humidity for 6 days at 
room temperature. The surface in between these high clusters (20nm high) is depleted of ma-
terial. Estimation of the volumes of the clusters and the area of depleted material in between, 
indicates that the EPc material has fully migrated toward these high clusters and its mass is 
conserved. Exposure to ethanol vapor for 18 days leads to clustering of molecules as well, but 
to a lesser extent (Figure 6). The surface becomes rougher, holes occur more often, are smaller 
and have ill-defined edges and higher features up to 3 nm can be recognized. The presence of a 
liquid (ethanol) increasing mobility and/or the presence of 4% water in the used ethanol, could 
explain the aggregation of the layer in ethanol vapor .
The influence of the relative amount of water in the ethanol solution on the formed ex-situ 
structures was also studied. Low added concentrations of water (below 10%) and small incuba-
tion times (up to a few minutes) resulted in minor changes of the layer compared to standard 
96% ethanol solutions. Concentrations above 10% water and/or longer incubation times lead 
to aggregation of the material (Figure 7). 
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Figure 6: ‘Dry’ EPc layer left at 100% ethanol humidity for 18 days. The layer has broken up and forms clusters
Figure 7: Ex-situ image showing the surface structure of EPc on mica ex situ from a 10-5M solution of EPc in ethanol 
with 20% water present and an incubation time of 20 minutes. The EPc molecules have not formed an ordered layer.
This disorder on the surface might be caused by the competition with water for the   
potassium ions on the surface. Water can form shells around the potassium ions on the surface 
and this might disturb the interaction of the EPc tails with the potassium ions. Crown ethers 
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have higher binding constants with potassium ions than water, but the tails present in the EPc 
molecules appear to have a smaller binding affinity than water. This conclusions is supported by 
the work of Varnek et al.32 who showed that an aromatic molecule with similar ‘dangling’ ether 
tails as EPc has an affinity with potassium ions which is four orders of magnitude less compared 
to crown ethers. Water and other solvents are also known to cause aggregation in solutions of 
similar molecules33,34 such as phthalocyanines with crown ethers attached. In these cases polar 
solvents stimulate π-π stacking of the molecules. It was further shown that addition of alkali 
ions that are larger than the crown ether core promotes aggregation. In our system the  
potassium ions are not expected to leave the surface and therefore will not cause aggregation as 
only one side of these ions is available for binding.
From the above it follows that the small amount of water present in ethanol is quite possibly 
the cause for the absence of EPc ordering in solution. It also explains that using ethanol con-
taining larger amounts of water to prepare dry EPc layers prevents the molecules to order, as 
during evaporation of the solvent the relative water content will stay the same or increase. It 
was, however, not possible to perform in-situ measurements in water-free ethanol using AFM, 
because in contact with air ethanol will immediately attract water and our liquid AFM  
measurements could not be performed in a perfectly sealed setup. Because of limited availabil-
ity of measurement time in-situ water free SXRD could also not be performed. 
Modified Surfaces
The results so far might indicate that  the interaction of the phthalocyanine with the potassium 
ions on the surface is needed to form an ordered monolayer. To further determine the role of 
this interaction, the potassium ions on the mica surface were exchanged. The sodium  
and hydronium terminated surfaces were similar to those of regular potassium terminated mica 
as was determined by AFM measurements. Atomic resolution was not used to check surface 
morphology, because the surface ions do not show up in contact mode AFM measurements 
of mica. On these modified substrates, dry layers were grown. When potassium ions were ex-
changed with hydronium ions,  the ex-situ EPc surface layers were no longer smooth and the 
surface was covered with small clusters. Structures similar to addition of a medium amount 
(10-20%) of water were found. This leads us to believe that for both cases aggregation as a  
result of π-π stacking is favored over interaction with the surface, resulting in an ill defined 
surface structure. 
The layer formation after exchange of the surface ions with sodium ions was also investigated.  
This resulted in the same type of layers as for the potassium ions with an apparent height of 
1.4 nm (Figure 8), but with a different dewetting behavior, creating more holes(~80 holes/
μm2 opposed to ~20 holes /μm2 for potassium surfaces) and smaller holes (0.02-0.1 μm radius 
opposed to 0.05-0.3 μm radius for potassium surfaces) in the first layer under similar growth 
circumstances. The presence of more and smaller holes (spinodal type of dewetting) indicates 
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that the layer is broken up at a later point in the drying process than the layer on potassium 
terminated mica and this suggests that the holes are not caused by defects in the layer but are 
a result of the simultaneous rupture of the drying film. Small differences in the binding forces 
between the ions and the EPc molecule will cause this difference in the final appearance of the 
layers. Sodium ions are quite similar to the potassium ions and probably still give opportunity 
for the tails to bind with the surface ions, resulting in the formed layer. The binding between 
a 18-crown-6 ether potassium is favored over binding with sodium, this might also be the case 
for the tails we use, because two of these together also contain six oxygens, but because of flex-
ibility of the tails this is not necessarily true. The difference in binding constant is expected to 
cause the difference in dewetting behavior.
Figure 8: Layer of EPc of  1.4 nm apparent height formed on sodium terminated mica surface after 20 minutes incuba-
tion period in 7.10-6M EPc solution in ethanol. The surface shows a spinodal type of dewetting behavior with equally 
spaced holes of 0.02-0.1 μm radius. 
Conclusions
In this chapter we have shown to be able to create a ‘dry’, ordered monolayer of   
Zn-phthalocyanine molecules with ether tails on muscovite mica, governed by the interaction 
of the ether tails with the surface potassium ions. The EPc molecules lie relatively flat on the 
surface, giving a layer height of approximately 1 nm. Using the vertical drying technique and 
low concentrations (below 10-4 M) it is possible to grow smooth layers without a large influence 
of dewetting.
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The formation of the monolayer is dictated by a delicate balance of surface interactions. The 
interaction of the EPc with the potassium ions is not strong enough to form these layers in 
solution. This difference between in-situ and ex-situ experiments was found for AFM as well 
as SXRD measurements. In situ the molecules are still adsorbed ad the surface and tend to 
aggregate there, but with the solvent present there is no tendency to order laterally. This situ-
ation can be described as a mobile surface bound state. We have shown that as long as there is 
a fair amount of water present this causes the molecules to aggregate instead of order. Water 
will probably form a shell around the potassium ions and thus prevents the ether tails to form a 
complex with the potassium on the mica surface. 
Modification of the surface by exchange of the potassium ions with sodium or hydronium ions 
can be used to tailor the interactions of the ether tails with the mica surface and thus to differ-
entiate between order and disorder. 
For future studies it will be interesting to deposit a (macro) molecule containing full crown 
ethers on mica, which have a higher binding constant with potassium and which might be able 
to form ordered layers in situ as well.
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Chapter 5
Self-assembly of  porphyrins on a 
single crystalline organic substrate
F. J. van den Bruele, J.A.A.W. Elemans, A. E. Rowan, W. J. P. van Enckevort and E. Vlieg
Layers of a free base porphyrin have been deposited from n-heptane solution onto single  
crystalline potassium acid phthalate substrates and the self-assembled structures have been  
characterized by atomic force microscopy and X-ray diffraction. Depending on the concen-
tration of the porphyrin solution, different anisotropic structures were found that are  
epitaxially related to the substrate, with the length axis parallel to the [001] direction of the 
(010) substrate surface. For undersaturated solutions, islands, cellular structures and a hole pat-
tern of monolayers of approximately 2.5 nm height are formed, which correspond to porphyrin 
molecules stacking approximately perpendicular to the substrate surface. From supersaturated 
solutions multilayers are formed. At the highest concentrations nano sized needles developed, 
which cover the whole substrate, creating a ‘monocrystalline’ film with a length scale of several 
milimeters. 
This chapter has been published in Langmuir 26 (1), 498-503 (2010).
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Introduction
Porphyrins have interesting (photo)catalytic, electronic and magnetic properties and can be 
found as components in many natural systems1. In addition, they have several technical 
applications, in solar cells, as catalysts and as sensors2-5. Due to the large π-system of porphyrin 
molecules and the possibility to add functional tails, they show a strong tendency to 
self-assemble into a large diversity of line and network structures, especially on surfaces6. As the 
optical and electronic properties of these organic dyes strongly depend on their mutual orienta-
tion and order, the ability to precisely control the geometry of self-assembly at the nanoscale is 
important, but application of the self-assembled structures as functional materials requires also 
control over organization at a macroscopic scale7. In this respect, epitaxy is a powerful approach 
to direct the organization on both levels. Research on the self-assembly of porphyrins at a  
surface has mainly focused on monolayers deposited on inorganic substrates8 with high symme-
try and small unit cells, resulting in an ordering of the adsorbates in domains in more than one 
orientation. Organic single crystals, in contrast, are less symmetric, and as a result the number 
of orientations in which molecules adsorb on top of them can be reduced9. In addition, such 
substrates can be induced to interact with the adsorbates via directional supramolecular forces 
such as, for example, π-π stacking and hydrogen-bonding.
In many cases the ordering of molecules at a surface is a process that is not fully understood, 
because it depends on a delicate balance between a large number of intermolecular forces and 
on interactions between the molecules and the substrate. One method to impose order is the 
use of a mono-crystalline substrate. 2D self-assembly on such periodic substrates has been 
investigated extensively10. 3D self-assembly on crystalline substrates, on the other hand, may 
result in epitaxially grown crystallites. Examples of this approach are GaN on sapphire11 and 
oriented organic crystals12, which are grown by the Stranski-Krastanov or the Volmer-Weber 
mechanism13. In the first of these two mechanisms one or several monolayers of adsorbed 
molecules are formed when small driving forces (Δµ i.e. difference in chemical potential) are 
applied. 3D growth, however, occurs at higher Δµ values, as further 2D growth is impossible, 
because of strain building up in the layers. The transition from 2D to 3D growth has received 
surprisingly little attention in the literature. In this chapter we will describe the self-assembly 
over long length scales of an organic compound on an organic, crystalline substrate including 
the 2D to 3D transition. 
The substrate we use is cleaved potassium acid phthalate (KAP), which provides a well-
defined single crystalline, apolar surface terminated by aromatic rings. This organic substrate 
has been shown to allow epitaxial growth from the vapor phase of several different aromatic 
molecules14,15. We will show the transition from 2D to 3D self-assembly for   
5,10,15,20-tetraundecylporphyrin on KAP from solution as a function of the driving force 
in solution (not during evaporation), by investigating the surface morphology using ex-situ 
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atomic force microscopy (AFM) as a function of porphyrin concentration in an n-heptane 
solution contacting the substrate surface. 
Experimental
Sample preparation 
The KAP ( Merck, 99.5% pure) crystals used, were grown by controlled evaporation of a 
saturated solution containing a few seed crystals14. Plate-shaped crystals of about 10 mm in 
diameter were harvested after a few days of growth. Before use, substrates were cleaved along 
the (010) plane. The crystal axes setting of the orthorhombic KAP crystals used in this chapter 
is a=0.9609 nm b= 1.3857 nm and c= 0.6466 nm16. The 5,10,15,20-tetraundecylporphyrin 
(Figure 1)  was obtained by synthesis17. Several solvents were tried and n-heptane was chosen 
because this solvent did not show any traces of dissolution of the substrate surface even after an 
immersion period of 24 hours, as was verified by AFM.  For growth of the porphyrin assem-
blies on the KAP substrate, solutions between 10-8M and 5*10-3M in destilled n-heptane were 
used. The saturation concentration is approximately 1*10-3M.  
 
Figure 1. Structure of 5,10,15,20-tetraundeculporphyrin.
After cleavage of the substrate, one drop of the solution was placed on the sample and allowed 
to evaporate within several tens of seconds under an argon atmosphere at room temperature. 
Direct immersion of the specimens for longer periods, followed by rinsing with a few drops of 
pure n-heptane before drying, did not lead to the desired results, because at these low concen-
trations it was not possible to distinguish between effects resulting from the solvent and from 
the porphyrin.
A major problem of the evaporating droplet method is the poor control over the local 
super/undersaturation of the solution on the surface. Hence an alternative approach was used 
for the saturated and undersaturated solutions in contact with the substrate (Figure 2). For 
this approach a freshly cleaved KAP substrate was mounted at the bottom of a solvent-tight 
cell. Then, the solution (approximately 2 mL) was added, and left to equilibrate for 15 minutes. 
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After this period the cell was tilted to a horizontal position, leaving the substrate vertical. In 
this way the substrate was no longer in contact with the liquid and only a thin film of the  
solution was left on the surface. Finally, the solution was decanted and the substrate was dried 
by argon flow. In this way the shut-off effect is minimized (chapter 2), because in the closed 
cell no evaporation occurs during tilting. The remaining film was a few nanometers thick, as 
was verified by X-ray reflectivity. Even for the maximum porphyrin concentration of 5*10-3M 
this implies porphyrin deposition of less than 10-2 nm during evaporation of this layer. This 
small quantity of deposition indicated that the surface coverage was hardly affected during 
separation of the substrate from the growth system. 
Figure 2. Schematic illustration of the tilting method for deposition.
Both deposition methods were used, since the droplet deposition is an easier method and gives 
a broader range of supersaturations. This supersaturation is difficult to achieve with the tilting 
method because of secondary crystallization, which results in deposition of solution grown 
crystallites on the surface, but the tilting method gives a more homogeneous result over the 
whole substrate area.
Characterization
The ex-situ examination of the grown layers was always carried out within 1 or 2 days after 
cessation of the growth experiment and during that period all samples were stored in a desic-
cator with drying agent unless stated otherwise. The surface structure of the epitaxial layers 
was examined with the help of reflection differential interference contrast microscopy (DICM, 
Leica DM RX) and AFM (Nanoscope Dimension D3100, Digital Instruments) operating in 
intermittant contact (tapping) mode using tips with typical resonance frequencies of 240 kHz, 
operated at typical offset values of 5%. For all measurements, height as well as amplitude and 
phase images were recorded. Attempts to image the surface patterns in contact mode were 
unsuccessful, as in this mode the porphyrin layers were seriously damaged. The ambient  
humidity during the AFM measurements was approximately 50%. UV-Vis spectra of the layers 
were measured in reflection mode on a Perkin-Elmer lamda 35 spectrophotometer, by  
subtracting the reflection spectra of overgrown and clean substrates. The spectra were recorded 
in the wavelength region of 300 to 800 nm, where the KAP substrates show low optical 
absorption. Differential Scanning Calorimeter measurements were taken on a Mettler Toledo 
DSC822e at rates ranging from 1°C/minute to 10°C/minute between 25°C and 350°C.
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Surface X-ray diffraction measurements were performed at the DUBBLE and ID3 beamlines 
at the European Synchrotron Radiation Facility (ESRF) using a (2+3) 18 and z-axis 19 diffrac-
tometer respectively. The sample was mounted in a PMMA cell with 2 mm thick walls. For 
all experiments X-rays with an energy of 20 keV (λ=0.634Å ) were used. Specular reflectivity 
curves and reciprocal space scans were recorded ex-situ for KAP covered with nano-needles. 
Crystal truncation rods and specular reflectivity were measured in-situ for heptane film covered 
substrates (using the tilting method described above) as well as for substrates covered by films 
of porphyrin solution. From the integrated intensities, structure factors were derived after ap-
plying the standard correction factors20. Fitting to structure models was done using the ROD 
software21. Deviating from convention, the diffraction indices h and l (instead of h and k) 
denote the in-plane momentum transfer, while k is the perpendicular direction.
Results and Discussion
Substrate structure 
Before carrying out the deposition experiments, we first investigated the surface morphology 
of the KAP substrates immediately after cleavage and after immersion in pure n-heptane. The 
AFM topographs of the as-cleaved substrates show steps of single unit cell height. There is no 
evidence of a water layer changing the step patterns in time, which agrees with the fact that 
the cleaved (010) surface is apolar and thus tends to be hydrophobic. The surface structure was 
also verified using surface X-ray diffraction. The measurements were performed in-situ using 
the tilting method in a closed cell with pure n-heptane creating a thin film only a few  
nanometers thick on the surface. Several rods were measured and compared with fits for a  
benzene- or a potassium-terminated surface. Figure 3 shows the results for the (02)-rod, i.e.  
a rod with in-plane momentum transfer that is particularly sensitive to the crystal termination. 
From this graph it can be concluded that the crystal surface is bulk-terminated by benzene 
rings, as schematized in Figure 5. 
 
Figure 3. Comparison of the two surface models with data for the (02) rod. of KAP with heptane film on top. The 
circles are the data points for the (02) rod, the solid curve represents a surface model which is benzene ring termi-
nated and the dashed line represents a potassium terminated surface model.
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Porphyrin morphologies 
At the lowest concentrations used, i.e. less than 10-6 M for droplet deposition and 10-5 M 
for the tilting method, no surface features could be distinguished by AFM. The surface was 
observed to be flat and clean except for artifacts (unspecified mobile species) and no evidence 
for adsorbed porphyrin molecules was found. This observation does not necessarily exclude the 
adsorption of porphyrin molecules at the substrate surface, as the presence of highly mobile 
porphyrin molecules lying parallel to the surface might explain this observation as well. On 
graphite (0001), layers of face-on porphyrin molecules of approximately 0.3 nm in height have 
been reported22. Surface X-ray diffraction was used to detect the existence of such a layer on 
KAP. However, even when the surface was covered with highly concentrated solutions (10-3M), 
no difference with respect to a surface covered by pure n-heptane was observed. The specular 
reflectivity, which is the most sensitive for a (changes in) surface layer, did not change upon 
substituting a n-heptane film by a porphyrin solution film, except for film thickness. In the 
specular reflectivity curves (Figure 4) two regions are distinguisable. Below k=1 the curves are 
sensitive for the thickness of the liquid film, which results in observed fringes. From analysis of 
the maxima of these fringes we find that the liquid film of pure n-heptane is 4 nm thick and 
that of the porphyrin solution (10-3 M) is 9 nm thick; these values vary with relative solvent 
vapor pressure. For k>1 the curves are sensitive to the atomic structure. In order to fit the data, 
a liquid monolayer is required that is ordered in the perpendicular direction (‘layering’) and 
disordered in the lateral direction with respect to the substrate, see Figure 5. This (n-heptane) 
layer is modeled using a weighted layer of C atoms with anisotropic Debye-Waller parameters23. 
Subsequent solution layers are invisible and thus fully disordered. The fit yields that the liquid 
monolayer is located 0.24 nm above the top H atom of the benzene rings with a perpendicular 
Debye-Waller parameter of 5.9 nm2 corresponding to an amplitude of 0.27 nm. Without this 
layer, the specular data cannot be fitted as shown by the dashed curve in figure 4. The addition 
of porphyrins to the liquid gives no significant change, which could be caused by radiation 
damage, since these porphyrins are also sensitive to light and the solution changed color during 
the experiment.
Several stages in the growth of the porphyrins on the KAP substrate can be recognized when 
n-heptane solutions of higher concentrations are used. Figures 6a-e show the different surface 
structures, obtained by the evaporating droplet method, as a function of concentration. All 
these AFM images were taken ex-situ. Going from low to high concentrations the AFM topo-
graphs revealed: round islands, oriented islands with straight edges, a network of coalesced is-
lands, multilayers and, finally, nano-needles. Apart from a difference in absolute concentration 
values, the surface features obtained were the same whether or not the tilting method was used. 
Tilting at 10-4 M (Figure 6f ) for example, gives very similar results to those obtained by the 
evaporation of a drop of the same concentration (Figure 6c). The patterns obtained using the
69Self-assembly of porphyrins on a single crystalline organic substrate
 
Figure 4. Specular reflectivity curves of KAP with pure n-heptane film (filled circles), and with a porphyrin solu-
tion film (open circles). The only noticeable difference is in the first fringes, which are affected by film thickness. 
The black curve is a fit of (010) KAP with a disordered monolayer of C atoms on top. The dashed line is a fit of the 
(010) KAP substrate surface without a layer on top. 
Figure 5. Representation of KAP perpendicular to the cleavage direction, showing the observed benzene ring ter-
minated surface found after cleavage. The dotted line represents the not observed potassium terminated plane. The 
left part shows the electron density as determined from fitting the specular data. This includes a liquid layer with 
perpendicular order (solid ellips). The remaining liquid is disorderd (hatched region).
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Figure 6. Different surface structures of porphyrin layers on (010) KAP. The layers were deposited from n-heptane 
solutions by the drop method, using concentrations of a) 10-6 M  b) 2*10-5 M  c) 10-4M  d) 2*10-4M and  e)10-3M. 
The surface shown in f ) is obtained by the tilting method using a 10-4M solution. The white line represents the 
KAP [001] direction. The colour bar at the right side represents the height in each image.
 
Figure 7: Different structures of porphyrin layers on KAP depending on porphyrin concentration. The concentra-
tion values stand for drop depostition, the numbers in the brackets stand for tilting method, if applicable. Concen-
trations are related to positive or negative driving forces (Δμ) at the start of the growth. The layer thickness is also 
indicated. 
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tilting method are in general more homogeneous over the substrate area. To prevent local 
variations to affect the results at least three locations were imaged for every sample.The droplet 
evaporation method shows larger deviation of local structures due to changing   
supersaturation during evaporation in combination with dewetting processes. The different 
morphologies observed for increasing porphyrin concentrations are schematized in Figure 7 
and are detailed on the following pages. 
Islands 
At lower concentrations small circular islands formed (drop: 10-6 M; tilting: 10-5 M, Figure 6a). 
Their apparent height of 2.5 nm suggests that the molecules (3nm when fully extended) are 
oriented either sligtly tilted or perpedicular, but not fully extended. This configuration is stable 
as successive AFM scans did not influence the island shape. The circular shape of the features, 
which is a result of edge free energy minimalization, points to an isotropic or disordered  
structure. No information on ordering or of a possible epitaxial relation between the islands 
and the substrate is present. The region between the islands is featureless indicating the absence 
of stable structures. At concentrations above 2*10-5M for drop deposition, the islands are no 
longer circular (Figure 6b), but expand in one direction and show a clear epitaxial relation-
ship with the KAP substrate surface, discussed in the section epitaxy and crystal structure. This 
orientation indicates ordering at a molecular scale, yet the apparent height according to AFM 
remains 2.5 nm. This value is not only found for height profiles measured between the sub-
strate and the monolayer, but also in heigth profiles measured on the multilayer structures, in 
this case material differences cannot affect the height profile.
Network structures
Above a concentration of 2x10-5 M the elongated islands coalesce to form a network (Figure 
6b). This observation of large open spaces in this network suggests that a different polymorphic 
phase exists between these islands, at the boundary of which the islands nucleate. One might 
speculate that domains consist of porphyrin monolayers with the molecules lying parallel to 
the surface. However, no evidence for this was found by AFM. The island and cell structure 
can also be formed by spinodal dewetting effects during evaporation24. Increasing the  
porphyrin concentration, but still keeping the solution undersaturated, leads to an expansion 
and subsequent coalescence of the islands.
Multilayers
The fore mentioned network grows out to become a closed layer at a concentration of 10-4 M 
for the drop and above 10-4 M for the tilting method (Figure 6d). At supersaturation  
conditions (drop > 10-4 M) multiple layers form with a step height of approximately 2.5 nm.  
Stacking of these layers leads to accumulation of strain, and after about 5 layers (12.5 nm 
height) the growth of this type of structure stops. 
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Nano-needles
Nano sized needles begin to form at a concentration exceeding 5*10-4 M (drop deposition, 
Figure 6e). As the concentration is raised further, more nano-needles form, which cover the 
whole surface in an epitaxial fashion (above10-3 M for drop deposition and above 5*10-3 M for 
the tilting method, which is slightly supersaturated). These nano-needles are up to 40 nm in 
height (depending on the local concentration affected by dewetting effects) and 200 to 600 nm 
wide. Their length is not easily determined, because of mutual overgrowth in this direction, but 
often exceeds 10 µm. At intermediate concentrations multilayers as well as nano-needles occur. 
At higher concentrations only nano-needles occur. There is no evidence that the multilayers are 
covered by nano-needles.
Micro-needles 
When a dry sample substrate covered by nano-needles was kept at 50 °C for 10 days under am-
bient atmosphere, micro-needle crystals of about 0.5 by 10 µm and 0.3 µm high were formed, 
as shown in Figure 8. These micro-needles form at the expense of the nano-needles and are 
often, but not always, epitaxially oriented with respect to the substrate. The surface area around 
the micro-needles is depleted, which implies surface diffusion of the porphyrin molecules 
towards the more stable micro-needles. The estimated volume of material missing around the 
micro-needle is measured to be approximately the same as the volume of the needle. 
 
Figure 8: Change of surface morphology of a nano-needle covered KAP surface after 10 days of annealing at 50°C 
in air. Micro-needles are formed at the expense of nano-needles. The zone around the micro-needles is depleted.
Although the nano-needle layer is reduced in thickness by up to 5-10 nm, it still completely 
covers the surface area around the micro-needles. The amount of nano-needles converted into 
the micro-needle in the depleted zone is approximately 65%. The depleted zone indicates that 
the porphyrin molecules also diffuse over the surface of the nano-needles. The driving force for 
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this recrystallization process can be Ostwald ripening25 or the fact that the micro-needles com-
prise a more stable phase than that of the nano-needles (Ostwald’s rule of stages). Differential 
scanning calorimetry of the bulk material shows two polymorphic transitions below 50°C and 
a transition to a liquid crystalline phase at 70°C and melting point at 98°C. The formation of 
micro-needles and depletion of the surrounding area was also found after storing the specimens 
for several months at room temperature. This indicates that even at room temperature the mol-
ecules are mobile. This makes Ostwald ripening more likely, but transitions in the bulk material 
cannot be directly compared to those on the surface. Therefore a polymorphic transition is also 
a possibility.
Epitaxy and crystal structure
There is a clear epitaxial relation between the nano-needles and the KAP surface, as readily 
follows from the presence of the needles in only one orientation on the entire surface, 
independent of the deposition method. The long axes of the nano-needles are directed along 
the crystallographic [001] direction of the KAP substrate, as shown in Figure 9.
Figure 9: SEM image of nano-needle layer in combination with a schematized image of the KAP crystal mor-
phology, showing the epitaxial relationship between the porphyrin structures and the substrate. The axes of the 
porphyrin needles are along the [001] direction on the (010) face. The disks give the approximate orientation and 
stacking of the porphyrin molecules.
This orientation was determined using the shape of the KAP substrate and was found for the 
nano-needles as well as for the monolayer islands. Although the polymorphic crystal structures 
of the porphyrin are not known, the size of the porphyrin and the stacking of the molecules 
can be estimated by a comparison with known crystal structures of porphyrins with smaller  
R-substituents. The core of the porphyrin is presumed to be a flat platelet (the orientation of 
the R-groups is not known). We expect that the distance between face-on stacking porphyrins 
is approximately 0.3- 0.4 nm, which is the distance at which π-π interactions occur. The unit 
cell dimension from the substrate in this [001] direction is 0.6466 nm, which can correspond 
with 2 π-π stacked porphyrin molecules. From the morphological BDFH theory26, which  
predicts that the fastest growth direction corresponds with the smallest interplanar distance 
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dhkl, it is likely that the needle axis matches with the face-on stacking direction. A herringbone 
way of stacking of the molecules is expected, because that is the way also porphyrins with C4 
tails were found to stack27. In addition, KAP molecules at the (010) surface exhibit this fashion 
of stacking as well.
X-ray diffraction from KAP surfaces covered by oriented nano-needles shows well defined 
Bragg peaks (at h= 0.35 and 0.7 and k= 1.55 and 3.1) related to lattice planes normal and 
parallel to the substrate surface. From these measurements it follows that the nano-needle 
layer can be considered as a crystalline film of several tens of nanometers thickness consiting 
of monocrystalline nano-needles grown together oriented along along the [001] direction of 
the KAP substrate. The observed reflections correspond to lattice spacings of 0.9 nm in the 
[010] direction (i.e. perpendicular to the substrate surface) and 2.8 nm in the [100] direction 
of the KAP substrate, which approximately corresponds to approximately 3 unit cells of KAP 
(2.88nm) in this direction. Unfortunately, the Bragg peak for the third  [001] direction was 
could not be recognised in our dataset. The difference in layer spacing between the multilay-
ers of 2.5 nm (AFM) and the needles of 0.9 nm (X-ray diffraction), indicates that the needles 
are a different ‘polymorph’. The existence of these polymorphs might also be supported by the 
observation of several phase transitions of the porphyrin bulk material by differential scanning 
calorimetry. We suggest that the porphyrin molecules go from a stacking perpendicular to the 
surface parallel to eachother to a shifted stacking optimalizing π-π overlap (J-aggregate like) 
orientation28 in the needle crystals, as illustrated in Figure 10.  A simple calculation predicts an 
angle of 46° for the tilted porphyrins, when a 90° angle is taken for the edge-on molecules.
 
Figure 10: a) Different predicted morphologies of stacking for positive and negative driving forces in solution prior 
to depostion; Δμ<0 edge-on stacking expected for islands, layers and multilayers, Δμ>0 in tilted stacking expected 
for nano-needles. b) UV-vis curves in arbitrary units, black line is an absorption spectrum for the porphyrin dis-
solved in heptane, the grey line represents a reflective measurement of the nano-needles on the KAP substrate 
surface.
In order to support these proposed stackings, UV-vis measurements were carried out. The UV-
vis spectrum of the porphyrin dissolved in n-heptane shows maxima corresponding with the 
Soret-band at 416 nm and four Q-bands at respectively 518, 550, 600 and 660 nm. 
75Self-assembly of porphyrins on a single crystalline organic substrate
The absorption maxima of the UV-vis reflectance spectra of the porphyrin nano-needles on 
KAP show a broadened Soret-band at 455 nm and the four Q-bands at respectively 542, 
570, 593, 635 nm. Here the Soret-band is red shifted with respect to the porphyrin in solu-
tion, which is typical for J-aggegrates and points to a strong π-π interaction between adjacent 
molecules, which are offset with respect to each other in the nano-needle structure. The UV-vis 
data thus agree with the expected stacking within the needles. The shifts of the Q-bands are not 
unambiguous, as the two lowest show red shifts and the two highest blue shifts. A blue shift 
is typical for H-aggregates, i.e. parallel packing. It was not possible to obtain spectra for the 
monolayer and multilayer structures.
Conclusions
We have shown epitaxial growth of porphyrin molecules over long ranges on a single crystalline 
(010) KAP substrate. Depending on the porphyrin concentration in the heptane solution used, 
different surface structures were obtained. At undersaturation, circular and oriented islands of 
monomolecular height were formed, which coalesce to form a layer at higher concentrations. 
At supersaturation, multilayers develop and Stranski-Krastanov growth takes place to give 
nano-needles at the highest concentrations. The layers and needles are oriented with their long 
axis parallel to the [001] direction on the (010) KAP substrate surface. The apparent height of 
the monomolecular layers is approximately 2.5 nm, which corresponds with an organization of 
the molecules edge-on with respect to the substrate surface. No layers of molecules lying flat on 
the substrate could be detected by AFM.
In the nano-needles the porphyrin molecules are tilted with respect to the substrate. The nano-
needles are organized unidirectionally over the whole crystal and form an extended crystalline 
unidirectional, closed layer of a few tens of nanometers thick and with an area of   
approximately 1 cm2. As such, the use of organic single crystals as scaffolds for the organiza-
tion of functional molecules over macroscopic ranges can become an interesting alternative 
for the use of conventional inorganic substrates. A particular interest is that the small oriented 
domains grow together giving aligned crystals micrometers long. By using alternative organic 
crystals as substrates the assembly can in principle be tuned to give organic crystals with unique 
electronic or photophysical properties.
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Chapter 6 
Towards a self-assembled monolayer as a 
template for protein nucleation
F. J. van den Bruele, A. Adawy, M. Coenen, J.A.A.W. Elemans, W.J.P van Enckevort 
and E. Vlieg
A porphyrin monolayer on graphite consisting of two different packings and boundary 
structures is imaged using ambient tapping mode atomic force microscopy. The potential of 
this porphyrin monolayer to act as a template for protein crystal nucleation is studied. We did 
a preliminary investigation on the influence of this layer on the deposition of 2D as well as 
3D structures of three different proteins. For 2D deposition we show that the proteins adsorb 
on the porphyrin template and that the 2D structures can be influenced by the underlying 
template. 3D crystal growth on the porphyrin template shows promise for protein nucleation 
enhancement, but  additional experiments, are needed to confirm this. 
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Introduction
The biological function of a protein is largely determined by its structure1. Protein structure 
determination using X-ray diffraction needs high quality crystals, but in most cases proteins 
are not easily crystallized. Therefore, protein crystal growth is the major bottleneck for protein 
structure determination2-4. One of the problems in protein crystal growth is nucleation. A 
high supersaturation is needed to induce nucleation, but during subsequent growth this 
causes defect and impurity incorporation into the crystals. This poses a problem for the final 
structure determination, resulting in low-resolution structures. To be able to nucleate at 
lower supersaturations several approaches can be used, such as seeding or adding a suitable 
precipitant5-7. Unfortunately, there are still a large amount of proteins that cannot be 
crystallized using these techniques. Proteins are complex systems and their crystallization still 
mostly depends on trial-and-error due to the interaction of different crystallizing parameters 
which makes the design of experiments and interpretation of results difficult. Especially 
membrane proteins and other hydrophobic proteins, which are only active in very specific 
(membrane) environments pose a problem for crystallization8, 9. 
Semiconductor technology often involves epitaxial crystal growth10-13 in which a crystalline 
template is used to induce the ordered growth of the deposited material. This concept might 
also be applicable for protein crystal growth. For epitaxial systems the unit cell dimensions of 
the substrate and the grown material have to be very similar to prevent defect formation. For 
protein crystal growth this implies that the lattice spacing of the template typically needs to 
be one to several nanometers. This is much larger than the lattice spacing of the conventional 
crystal surfaces used for epitaxial growth. Therefore, a different template is required to 
match this demand. Another requirement for this template is stability under protein growth 
conditions. Finally, proteins should adhere to the template, but stay reasonably mobile to 
prevent kinetical trapping. Templates such as protein coated surfaces and nanostructured 
surface are often used for protein crystallization14, but the combination of regular spacing and 
size matching is uncommon15. As suitable substrate crystals with at least nanometer lattice 
spacing are scarce, we looked for ordered monolayers of macromolecules on top of a crystalline 
surface to use as a template. Such self-assembled monolayers (SAM’s) have been made for many 
molecules and grown on many different substrates.  
We have chosen to use a porphyrin monolayer. Porphyrins are interesting macromolecules for 
use in a wide range of applications16-19, because of their photophysical20, 21, electronic22 and 
chemical properties. In many cases a prerequisite for the effective application of porphyrins 
in an actual device is the self-assembly of these molecules on a solid support. Porphyrin 
self-assembly on surfaces20, 23-26 is therefore studied thoroughly. Studies range from simple 
porphyrins equipped with alkyl tails 27, 28 or carboxylic acids27-29, to more complex covalently 
linked networks30, rings 31 and wheels32 consisting of tens of porphyrins, which self-assemble 
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into ordered structures. This possibility to modify tails allows the tuning of the periodicity and 
the possible exchange of the metal center allows to tailor the interactions with the proteins. 
For our investigation we use an empty core, C11-tail porphyrin (see chapter 5, Figure 1), 
which assembles on a highly-oriented pyrolytic graphite (HOPG) substrate. Coenen et al.33 
have shown using Scanning Tunnelling Microscopy (STM) that directly after contact with 
the porphyrin solution in heptane the graphite surface is covered by two differently ordered 
packings (medium and small) with unit cell dimensions of 2.1 nm by 1.2 nm at 79° and 1.7 
nm by 1.2 nm at 68°, respectively, and a boundary structure (Figure 1). These packings are not 
commensurate with the HOPG, but do show a directionality along the (1100) direction of 
HOPG. The distribution of these packings can be (partially) controlled by the concentration 
of the solution. For higher concentrations a larger portion of the surface is covered with the 
small packing. Once formed, however, the distribution of the packings stays approximately the 
same34. This monolayer is stable after deposition in the solution as well as in contact with air or 
water. This stability is an important feature for our templating purposes. 
The limited size of the domains (approximately 1µm), unfortunately, makes this template 
unsuited for large size 2D as well as 3D epitaxial growth. This is why we concentrated on 
crystal nucleation on a nanometer spaced template rather than epitaxy of the proteins. The 
nanometer size of the spacing is as important for this goal, but there does not have to be an 
exact fit as needed for epitaxial growth.
Figure 1: STM image (Vbias =-640 mV, Iset = 7 pA , 46nm × 60nm) showing the two packings Small and 
Medium and the Boundary33. In the Medium packing lines built up from light porphyrin cores and dark porphyrin 
tails can be recognised. The Small packing has similar features, but these cannot be recognised at this resolution. 
The Boundary structure is a result of a shift of half a unit cell within the Medium packing.
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This chapter comprises three parts. First, we will show that the porphyrin layers on graphite can 
be imaged under ambient conditions using tapping mode AFM (TM-AFM). In this way the 
templates are characterized prior to deposition of the proteins. Second, 2D structures of three 
different model (thoroughly investigated) proteins: lysozyme, bovine serum albumin ((Fraction 
V) BSA) and bovine insulin deposited on this template are studied to learn more about the 
surface processes involved and the influence of the different packings. As we are looking for 
an universal nucleation layer we chose three proteins, ranging from lysosyme which is easily 
crystallized under a broad range of conditions to insulin which is still relatively easy crystallized  
and to BSA which is more reluctant to crystallization and known to bind porphyrins38. Because 
of these differences the 2D structures formed on the template are expected to be different 
for all three proteins. Finally, 3D protein crystal growth on the template is investigated using 
metastable protein crystal growth conditions. The nucleation behaviour is compared with that 
of other surfaces used for protein crystal nucleation under similar conditions.
Experimental
Method
Chemicals used for this investigation are obtained from commercial suppliers, unless stated 
otherwise. All experiments are carried out at room temperature.
Template preparation: Dry layers of C11tail-porphyrin (synthesized in house
35) for imaging are 
made by placing a freshly cleaved HOPG (ZYA or ZYH graphite) sample in a   
10-3 - 10-6 M solution of this porphyrin in distilled heptane for 5 to 60 minutes. Then, the 
samples are removed from the solution and rinsed with 1 mL of distilled heptane, followed by 
drying using a nitrogen flow. Typical circumstances for layer preparation used for subsequent 
deposition of the layers are 20 minutes of submergence in a 10-4 M porphyrin solution.
2D protein layers: In order to obtain 2D protein layers on the template a drop of protein 
solution is placed on the dried porphyrin layer and left for minutes to days (in a humid 
environment for longer deposition times to prevent  evaporation). The drop is removed by 
rinsing with 1 mL of water (18MΩ/cm, <3ppb organic content). Finally, the layer is again 
dried by nitrogen flow. The following  protein solutions were used for 2D deposition on the 
porphyrin template: i) Aqueous lysozyme solutions of concentrations ranging from 1mg/mL to 
13mg/mL lysozyme. These solutions are combined with, one, none or several of the following 
additives: 0.05 M sodium acetate buffer, 3%  and 4.5% NaCl  solution and acetic acid solution 
at pH 4.5. ii) Bovine Serum Albumin (BSA) solutions ranging from 0.03µM to 3 µM BSA in 
water. In this case no additives are used. iii) Bovine insulin 2.5mg/mL in a mother liquor of 
6mM ZnCl2, 50 mM trisodium citrate, 20mM HCl at pH 6.1 and denaturated bovine insulin 
of 1.0 mg/mL in pure water.
3D crystal growth: For  protein crystallization tests, slightly supersaturated solutions of 
lysozyme, BSA and insulin are used. The surfaces used are prepared as follows: HOPG ZYH is 
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cleaved just before an experiment and functionalized as described above, muscovite mica is also 
freshly cleaved before each experiment. Hydrophilic glass plates, showing excellent wetting as 
verified by the expansion of water droplets, are used as supplied. Hydrophobic glass is prepared 
following protocol 5 in reference 36. The surface of interest is submerged for one or two weeks 
in the protein solution at room temperature and then either rinsed  with 0.2 mL water and 
dried in air or the remaining solution was drained with a tissue and the surface was dried in 
air. The crystallizing solutions used are of the following composition: i) 15mg/mL lysozyme , 
35mg/mL NaCl, in 50mM sodium acetate buffer at pH 4.5; ii) 10mg/mL BSA, saturated KCl 
solution in 50mM sodium acetate at  pH 4.5; iii) 2.5 or 0,5 mg/mL insulin, 6mM ZnCl2,  
50 mM trisodium citrate in 20mM HCl at pH 6.2.
Characterization
Ex-situ Atomic Force Microscopy (AFM, Dimension D3100 Digital Instruments) 
measurements are performed in tapping mode at room temperature and approximate humidity 
of 50% using NSG-10 tips (supplier NT-MDT) with typical resonance frequencies of 240 kHz 
and operated at typical offset values of 5% . Optical observation is carried out on a Leica DM 
RX microscope in reflection mode.
Results and Discussion
The porphyrin template
The dry C11-tail porphyrin monolayer on graphite can be imaged using ambient TM-AFM. 
The two different packings and domain boundaries can be distinguished, showing up as 
differences in height and/or phase (Figure 2). The magnitude of these differences changes from 
measurement to measurement and can even change within a measurement. That we are able to 
visualize these differences is quite surprising, as the STM images only show small differences 
in packing and no differences in apparent height. The difference in contrast for the packings 
show up in TM-AFM as well as in NC-AFM, but the in this case the contrast is reversed. Using 
Kelvin Probe microscopy Coenen et al.33 showed that for NC-AFM these differences are caused 
by a difference in work function. In tapping mode other effects also play a role as the contrast is 
reversed.
Using TM-AFM we can image these packings over areas, up to 5 µm, larger than using STM. 
For these larger areas the concentration dependence of the coverage ratio of the Small and 
Medium packing was researched using TM-AFM. Domain sizes and packing distributions 
seemed to be influenced by local circumstances such as graphite steps preferring one of the two 
packings and the presence of defects in the packings and surface. A trend of higher coverage 
of the Small packing for higher concentration as found for STM and smaller domain sizes was 
recognized, but due to large spread in data it was not possible to quantify these trends. Coenen 
et al.34 have shown that this layer is relatively immobile after formation, even when they are 
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covered by an organic solvent. The molecules in the layer barely exchange with the solvent and 
thermodynamic equilibrium is only reached through annealing via defects in the layer, which is 
a slow process. It is, therefore, not possible to do a quantitative study on the relative stability of 
the two packings. 
Figure 2: Tapping mode images (one height and one phase image) of two different samples placed in 10-4M 
porphyrin solution in heptane for 15 minutes and rinsed afterwards, followed by drying in nitrogen flow. Both 
images show the two different packings on a graphite surface, characterized by micrometer long light and dark 
parallel lines and the presence of different directional domains.
Stability is an important requirement for the use of this porphyrin monolayer as a template. 
The layer is very stable directly after formation and the molecules cannot be washed away with 
solvent (heptane, water and ethanol). At room temperature the layer stays intact for months as 
verified by TM-AFM. The stability of the layer at elevated temperature, however, is low. This 
heat instability can be expected as the bulk C11tailed porphyrin shows a liquid crystalline phase 
above 70˚C and melts at  98 ˚C (chapter 5)35. 
Emerged in pure water, the layers do not detach from the surface, and can be imaged with 
in-situ AFM, giving rise to again different contrasts. This water stability is an important 
prerequisite for protein crystal growth. 
When a water drop is placed on the monolayer and subsequently dried, one of the packings 
becomes clean again and the other packing and boundary structures seem to collect material, 
which we expect to be water (Figure 3). This leads us to believe that the covered packing and 
boundary structures to be more hydrophillic. The ‘perpendicular’ domain boundaries (indicated 
by arrows) only occur in the medium packing, which suggests the covered (more hydrophillic) 
packing is the small packing. This might be explained by a higher density of hydrophillic 
porphyrin core per nm2. 
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The difference in hydrophobicity and water adsorption might provide an additional explanation 
(on top of these suggested by Coenen et al for the NC-AFM) for the differences found between 
the two packings using TM-AFM. The hydrophilic tip used for scanning will have different 
interactions with both packings, which differ in hydrophobicity, influencing phase shift and 
height shift in tapping mode. Another explanation might be that water from the air can adsorb 
to only one of the packings under ambient conditions causing the contrast found.
Figure 3: AFM image  of porphyrin layer on graphite after deposition of a water drop and subsequent evaporation. 
One of the packings stays clean containing boundary structures (indicated by arrows) and therefore believed to be 
the Medium packing, the other believed to be Small and the boundary structures show up higher, which we believe 
to be an effect of water adhering to these parts of the surface structure.
2D protein deposition
Because of the relatively large spacing (1-2 nm) and a very high stability in water and other 
solvents this porphyrin  monolayer seems a good candidate template. To study the interactions 
of the proteins with the template we started with investigating 2D layers of proteins on the 
nucleation template. The problem for 2D growth is the difficulty to separate the deposition 
of the protein itself and that of the buffer and other precipitants. The buffer and part of the 
additives are necessary to study the proteins in their natural state and precipitants decrease 
the solubility of the protein and induce supersaturation which in turn induces nucleation and 
subsequent crystal growth.
Lysozyme
In order to differentiate between additives and protein we first studied the possible deposition 
of the buffer solution on the porphyrin monolayer. Deposition of the buffer (containing 
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sodium acetate and acetic acid, pH 4.5) results in a homogeneous layer with presence of 
small holes formed on the template (Figure 4). The pattern of the template characterized by 
micrometer long darker lines parallel to each other that run over the surface (indicated by 
arrows), as well as darker domain boundaries between two different directional domains is still 
visible through this layer with an apparent height of 1.5 nm thickness. The acidic conditions 
for layer formation might be able to cause protonation37.  As the layer seems to stay intact we 
assume that at this pH the acid does only protonate a negligible part of the porphyrins. When 
we only deposit acetic acid on the substrate (pH 4.5) no solid layer is formed. The porphyrin 
monolayer stays intact, but the image becomes blurred. This suggests that the acetic acid 
probably is mobile and thus has a weak interaction with the porphyrin layer.
Figure 4: AFM image of porphyrin layer after deposition of a drop of buffer solution for 5 minutes and subsequent 
rinsing and drying of the sample. The surface is covered with a layer of 1.5 nm apparent thickness. Porphyrin 
features characterized by micrometer long darker lines parallel to each other (indicated by arrows) and darker 
domain boundaries between two different directional domains are visible through this layer.
Lysozyme deposited in its natural state from a solution only containing acetic acid results in 
a dewetting pattern of 1.5 nm apparent thickness, showing no relation with the porphyrin 
monolayer underneath (Figure 5).
Under optimum crystallization conditions for lysozyme, a layer is formed. No features of the 
surface below can be recognized. The layer seems to stick to the tip and this affects imaging 
resolution and the surface structure. Proper measurement of this layer was not possible with the 
available tip.
We also studied lysozyme at a pH of 7 (under these conditions it is in its denatured state). In 
their natural confirmation the groups at the outside of the protein are hydrophyllic. Denatured 
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proteins are in a different (unfolded) configuration expose more hydrophobic groups to the 
solution resulting in different interactions with the (mainly hydrophobic) template. Control 
experiments with denaturated lysosyme in pure water on freshly cleaved graphite without the 
porphyrin layer present result in an uniform layer with some holes. This layer has an apparent 
height of 1 nm.
  
Figure 5: AFM image of porphyrin monolayer covered with a lysozyme dewetting pattern with an apparent height 
of 1.5 nm thickness(drop of 1mg/mL lysozyme solution with acetic acid, pH 4.5 for 5 minutes). No influence of 
the porphyrin layer below can be recognized.
For a short deposition time (5 min) on the porphyrin template the surface is characterized 
by a dewetting pattern (Figure 6a). A difference within the pattern can be recognized. There 
are two different domains visible. One with very small openings (below resolution limit of 
20 nm) in the dewetting pattern, the second with openings of approximately 20 to 50 nm. 
The boundaries between the first two patterns follow shapes typical for the layer underneath. 
They show micrometer long parallel boundaries and a straight edge between the two packings 
(indicated by arrows). This is likely to be caused by the difference in hydrophobicity of the 
packings, which results in a difference of affinity of the protein for the different packings, 
resulting in more material and smaller openings in the dewetting pattern on the more 
hydrophobic structure.
For longer deposition times of denaturated lysozyme the surface is fully covered with a layer 
with an apparent thickness of 3 nm (Figure 6b). The structure of the layer below characterized 
by micrometer long dark parallel lines and dark boundaries of directional domains is still 
visible. These parallel lines could be caused by alternation of the two packings or boundary 
structures. The difference in apparent height suggests that the domain boundary structures 
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and the parallel lines are more hydrophillic than surrounding packing. If we assume that the 
small packing is more hydrophillic (because of higher density of porphyrin cores per nm2) the 
dark lines will represent this packing. The apparent thickness of the protein layer on graphite 
is 1 nm, thinner than the 3 nm for the denatured protein covering the porphyrin template. 
This 2 nm difference in apparent height implies a difference in confimation, which indicates a 
difference in surface interactions for the porphyrin layer. 
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BSA
The 2D layer of BSA is deposited from water solution in a denaturated state. The purity of this 
protein is relatively low. Deposition results a partial layer (lighter regions in Figure 7), showing 
dewetting patterns with rope-like structures in between the layer (Figure 7, white lines in the 
dark regions). These ropes have a width of <20 nm (this is below the resolution of the used tip). 
This layer has an apparent height of 2 nm and shows no relation with the underlying template. 
If BSA is deposited on bare graphite a random rough structure is formed, this can be expected 
as BSA is known to prevent ordering. This strong difference between HOPG and the template 
implies that the porphyrin layer induces layer formation of the BSA. Porphyrins are known to 
bind to BSA38  and therefore can be expected to influence the surface structure of BSA, in this 
case they seem to induce layer formation.
  
Figure 7: left)BSA deposited on a porphyrin monolayer imaged using TM-AFM ( 3μM BSA solution and  
20 minutes deposition time) showing a partial layer (light region) and dewetting patterns (dark regions interrupted 
by rope like structures). right) Insulin deposited on the porphyrin monolayer, from a supersaturated solution of  2.5 
mg/mL containing additives for a week. The AFM image shows a layer with holes and an apparent height of 3 nm.
Insulin
The 2D insulin structure was investigated after a week of crystal growth, from a supersaturated 
solution containing a complete set of additives, which is needed to keep the protein in its 
natural state. The surface in between the crystals was covered with a layer with an apparent 
height of 3 nm (Figure 8). This agrees with the size of a insulin hexamer complex, which has a 
cylindrical shape of 5.0 nm in diameter and 3.5 nm in height39.
Deposition of denaturated insulin from pure water solution (without ZnCl present to form 
hexamers) resulted in disorded material on the surface for both the cleaved HOPG as well 
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as the porphyrin covered HOPG. The presence of ZnCl seems to have a larger influence the 
formation of insulin layers than the used template.  
2D deposition in general
The 2D layer growth shows that the proteins seem to be adsorbed to the porphyrin monolayer 
on the graphite. Namely, all measurements are done after rinsing with water and drying and 
in all cases 2D structures remain on the surfaces. The two packings on the template did not 
influence the structure of the deposited protein layer differently , except for the denaturated 
lysozyme. The proteins in the layers are probably not in their natural state, because contact with 
the surface and drying will cause denaturation, but give different results as fully denaturated 
proteins.
For subsequent 3D crystal growth it would be favorable if the proteins are attracted to the 
surface, but remain mobile. This can lead to 2D ordering of the molecules and enhances the 
formation of a supercritical crystal nucleus. The dewetting patterns found for lysozyme and 
BSA suggest that the proteins are mobile on the surface.
3D protein crystal growth
For 3D crystal growth the liquid remaining on the template after removal from solution poses 
a problem, because it causes a shut-off effect (chapter 2), which obscures the in situ grown 
material. Two methods were tried for all the three model proteins to minimize the discrepancy 
between in-situ and ex-situ results. The first technique was draining the liquid using a tissue 
while keeping the sample vertical and drying the remaining film in air. The second method was 
rinsing the remaining liquid away and also drying in air. In-situ experiments can clarify this 
issue and are planned for the future.
These  two methods show large differences (Figure 9) for all three proteins. Without rinsing 
large lysosyme crystals (~0.2 mm size) are formed all over the surface and for insulin the 
surface is covered with crystals (~0.05 mm size) and multicrystalline material. After rinsing the 
surface is totally clean in the case of the lysosyme protein. The insulin surface is also cleaned 
by the rinsing, leaving the larger crystals, but all the other surface features are removed. For 
the first method the drying of the thin film causes such a large shut-off effect that many 
additional crystals are formed and the native crystals cannot distinguished against the ones 
grown during drying. Therefore no comparison between the surfaces can be made. This was 
confirmed by following the drying process using optical microscopy. Since many big and small 
crystal(lite)s nucleated during drying of the remaining liquid, the original crystals could not be 
distinguished anymore.
The second method is more promising. A clear difference is found between the hydrophobic 
glass and the template for both BSA and insulin (Figure 10). Smaller (below 2 μm in size 
opposed to between 5 to 15 μm in size ) and more ( ~30 per 0.01 mm2 opposed to ~3 per 
0.01mm2) nuclei are formed on the porphyrin template than on the hydrophobic glass. The 
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largest part of the grown material is, however, removed by rinsing as shown in Figure 9. This 
makes the surface not representative for the original in-situ situation. 
Figure 9: Lysozyme (a &b) and insulin (c &d) crystals grown on a porphyrin monolayer template from a 
metastable growth solution for two weeks. Left showing results after drying in showing a large amount of crystals 
and multicrystalline material caused by the shut-off effect, right showing the results after rinsing with water, 
showing smooth surfaces with (almost) no crystals remaining on the surface. There is a large discrepancy between 
both methods.
Because smaller nuclei will dissolve quicker, the better nucleating surface will have more nuclei 
washed away. Rinsing might thus decrease the differences between the two surfaces. Despite 
this problem the results found for BSA and insulin (Figure 10) using the rinsing method hold 
promise for the functionalized graphite to be used as a protein crystal nucleation enhancer. 
It should be realized, however, that hydrophobic glass is not an ideal substrate for nucleation 
enhancement of hydrophyllic proteins and experiments on other substrates are needed to 
confirm and compare these results. Preliminary tests using hydrophilic glass, however,  gave 
irreproducible results.
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Figure 10: Comparison of crystal growth experiments of insulin on a) hydrophobic glass and b) porphyrin 
monolayer template on HOPG. The first shows a small amount of well defined larger crystals. The second shows a 
large amount of small crystals.
Future perspectives
The ex-situ results presented hold promise for the use of a porphyrin template to enhance 
nucleation of protein crystals. In situ investigation of the 2D as well as 3D protein structures 
on this template would be very helpful to obtain a more definitive answer, as the shut-off 
problems are then avoided. In situ investigation also gives the opportunity to study the protein 
layers in a more natural state. More information about the mobility and the strength of the 
binding of the proteins on the surface template could be obtained using in-situ AFM. In-
situ measurements by optical microscopy would give a clearer view whether 3D nucleation is 
promoted on porphyrin monolayers as compared to other substrates. 
For further ex situ investigation the method of removal needs to be improved. Because of the 
small size of the templates the methods described in chapter 2 are not applicable, but another 
method using rinsing with a different solvent might work.
Crystal nucleation is a statistical process, which is strongly influenced by local irregularities. 
This does not only apply to the proteins, but also for the template layer. Although all porphyrin 
layers used for subsequent protein deposition are treated in the same manner, the resulting 
layers do not have exactly the same composition. This hampers the study of protein nucleation,  
but is disastrous for the study of epitaxial protein deposition. Larger domains of a single 
packing are needed to realize the epitaxial growth. 
It would therefore be interesting to investigate if the formation of the porphyrin layer can be 
better controlled, such that kinetic trapping of the packings during formation of the layer is 
avoided, by for example slight heating during self-assembly of the layer. This would give the 
possibility to study the influence of the separate packings and compositions of both. More 
knowledge about the properties of the separate packings such as hydrophobicity could be 
obtained in this way. In the end the layer might even be adjusted in hydrophobicity for protein 
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nucleation. Adjustments to the molecule, such as addition of metals to the porphyrin core to 
bind the protein or adjustment of the tails for better separation between the thermodynamic 
energy levels of the packings might also be interesting. To be able to create a more suitable 
template.
Better control of the composition of the layer would also make the layer more suitable for 
nanopatterning and deposition of other materials. Quick tests with stearic acid, PEG, acetic 
acid and potassium acid phthalate show that these compounds have preferences for certain 
packings. This results in a rich variety of structures, which can be better controlled and 
investigated when there is more control over the porphyrin packings on a micrometer or even 
millimeter scale.
On the other hand, for a layer to be an effective nucleant for a wide range of proteins, the 
spatial variation of surface properties may in fact be an advantage.
Conclusions
A porphyrin monolayer on HOPG with mixed 2D packing structures is successfully imaged 
using tapping mode AFM. The different packings give rise to a large difference in contrast, due 
to differences in among others hydrophobic and electronic properties affecting the interaction 
of the tip with the layer. We have shown that this layer is stable under ambient and wet 
conditions and therefore suitable to use as a template. 
The two different porphyrin packings cannot be recognized through the protein layers, except 
when denaturated lysosyme is deposited. The layer formation at undersaturated conditions and 
its persistence after rinsing implies that the proteins bind to the surface. The binding strength 
and possible mobility on the surface are not known. No epitaxial relationship between the 
protein layer and the templating layer is found.
Some evidence exists that 3D nucleation of protein crystals is enhanced by the presence of the 
porphyrin template. However, additional research is needed to quantify this.
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Summary
Surface nanopatterns are interesting for several reasons. They can be used to functionalize 
substrates, to build electronic nano-circuits or to be employed as wells to trap (bio) molecules. 
In our study we are interested in creating ordered arrays of  molecules with nanometer period-
icity for templating. A nanopattern on a surface can be used to induce order in subsequently 
deposited material. Our aim is to use these templates to enhance protein crystal growth. Regu-
lar crystal surfaces have too small repetitive units, therefore we chose ordered macromolecular 
monolayers on crystalline surfaces as candidate templates.
As described in the introductory chapter many processes and interactions occur at a surface. 
All these influence the formation of  macromolecular monolayer templates. A variety of  
these aspects is studied in this thesis, in order to be able to create a stable template for crystal 
growth. 
In chapter 2 we describe the processes taking place during removal of  a crystal surface from 
solution. The deterioration of  crystal surfaces during removal from solution prior to observa-
tion (the shut-off  effect) poses a serious problem for ex situ (atomic force) microscopy studies. 
The influence of  the following parameters: size, orientation, lifting rate, humidity, airflow,  
rinsing and pollution on surface quality are investigated for our model system of  potassium 
alum (KAl(SO4)2. 12 H2O) crystals. Based on this a descriptive model for the processes oc-
curring during removal is obtained. Implications for other systems are presented in order to 
minimize the difference between in situ and ex situ surfaces. This difference is minimized for 
potash alum if  a crystal is lifted slowly from its solution with its surface of  interest  in a vertical 
position at a humidity below room humidity and in the absence of  air flow.
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A completely different aspect of  surface self-assembly is treated in chapter 3. Here the struc-
ture of  and (re) arrangement at muscovite mica surfaces in three different potassium rich 
circumstances is investigated using surface X-ray diffraction. For these three circumstances we 
have measured specular and in-plane crystal truncation rods using synchrotron radiation. We 
show that ‘dry’ mica is covered with half  a monolayer of  downwards relaxed potassium ions 
positioned in the middle of  the surface cavities and water layers on top, which are strongly 
ordered. Mica in contact with potassium rich solvents results in two half  monolayers of   
potassium ions covering the surface of  which one half  layer is relaxed downwards into the 
cavities and the other upwards. 
The position of  these potassium ions influences the self-assembly of  macromolecules on top 
of  the crystal. In chapter 4 the ordering of  a phthalocyanine molecules modified with ether 
tails on the mica surface is studied ex situ as well as in situ. Using AFM and surface X-ray  
diffraction an ordered layer of  approximately 1 nm thickness is found ex situ. In situ, however, 
no in plane ordering exists. The material is attracted towards the substrate surface, but instead 
of  ordering it aggregates in a liquid-like fashion. This is likely  caused by the fact that the water 
present in the ethanol solution has a stronger interaction with the potassium ions on the mica 
surface than the ether tails of  the phthalocyanine. 
In chapter 5 the growth of  a free base C11-tailed porphyrin on an organic crystalline substrate 
with low surface symmetry is studied. Layers of  this porphyrin are deposited from n-heptane 
solution onto single crystalline potassium acid phthalate substrates and the self-assembled 
structures obtained are characterized by atomic force microscopy and X-ray diffraction.  
Depending on the concentration of  the porphyrin solution, different anisotropic structures are 
found, which are epitaxially related to the substrate. For undersaturated solutions patterns of  
approximately 2.5 nm thickness are formed, which correspond to porphyrin molecules stacking 
approximately perpendicular to the substrate surface. From supersaturated solutions multilay-
ers are formed. At the highest concentrations nanosized needles develop with a different  
molecular layer spacing, which cover the whole substrate, creating a ‘monocrystalline’ film with 
a length scale of  several milimeters. 
The last chapter describes a porphyrin monolayer on graphite consisting of  two different pack-
ings, which is used as a template for protein nucleation. We show that the layer can be imaged 
using ambient tapping mode atomic force microscopy and study the deposition of  2D and 3D 
protein structures on this layer. For 2D deposition we show that the proteins attach firmly to 
the porphyrin template and that the 2D structures can be influenced by the underlying tem-
plate. 3D crystal growth on the porphyrin template shows promise for protein nucleation en-
hancement, but  additional experiments are needed to confirm this. 
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Samenvatting
Nanopatronen op oppervlaktes zijn technologisch interessant om verschillende redenen. Deze 
patronen kunnen o.a. gebruikt worden als basis voor elektronische circuits of om te kunnen 
dienen als kleine ‘vakjes’ op een oppervlak waarin (bio)moleculen gevangen of gescheiden 
kunnen worden.
Voor deze studie zijn we geïnteresseerd in nanopatronen om een andere reden, namelijk het 
gebruik van deze patronen als nanorooster. Zo’n nanorooster kan op zijn beurt gebruikt worden 
om ordening in een volgende laag te induceren. Het doel is om deze nanoroosters te gebruiken 
om eiwitkristalgroei te bevorderen door ordening te stimuleren. ‘Normale’ kristaloppervlak-
ken hebben een kleine herhalende eenheid in vergelijking met de maat van een enkel eiwit     
molecuul. Wij kiezen daarom voor macromoleculaire monolagen als kandidaat nanoroosters.
Zoals beschreven in het introductiehoofdstuk spelen zich veel processen en interacties af op het 
kristaloppervlak. Deze beïnvloeden de vorming van de beoogde geordende macromoleculaire 
monolagen. In dit proefschrift is een aantal van de aspecten bestudeerd en beschreven die een 
rol spelen bij de ordening van het oppervlak en het induceren van ordening in daarop liggende 
lagen, met als uiteindelijke doel het creëren van een stabiel nanorooster voor kristalgroei. 
In hoofdstuk 2 worden de processen beschreven die plaatsvinden tijdens het verwijderen van 
een kristaloppervlak uit de oplossing. De verslechtering van het oppervlak die optreedt tijdens 
het verwijderen van een kristal uit de groeioplossing, genaamd het ‘shut-off effect’, vormt een 
serieus probleem bij het ex-situ microscopisch onderzoek van dit oppervlak. Aan de hand 
van een modelsysteem van aluin (KAl(SO4)2.12H2O) kristallen hebben we de invloed van de 
volgende parameters bekeken: grootte, positionering, verwijderingsnelheid, luchtvochtigheid, 
luchtstroming, spoelen en vervuiling. Gebaseerd op onze bevindingen hebben we een  
beschrijvend model gecreëerd voor de processen die plaatsvinden tijdens het verwijderen uit 
de oplossing. Ook beschrijven we in dit hoofdstuk de implicaties voor andere systemen aan de 
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hand van ons model. De beste resultaten worden behaald door het kristaloppervlak in  
verticale positie langzaam uit de oplossing omhoog te trekken bij een lage luchtvochtigheid en 
in afwezigheid van luchtstroming.
Een compleet ander aspect van oppervlakteordening wordt behandeld in hoofdstuk 3. Hier is 
de structuur en reorganisatie van het muscovite mica oppervlak onderzocht met behulp van 
oppervlakte röntgendiffractie. Onder drie kaliumrijke omstandigheden zijn metingen met 
behulp van synchrotronstraling uitgevoerd. We laten zien dat droog mica bedekt is met een 
halve monolaag kaliumionen, die zich verplaatst hebben naar het midden van de
silicium/aluminium kuiltjes in het oppervlak. Ook de daarop volgende waterlagen hebben een 
sterke ordening. Mica in contact met kaliumrijke oplossing is bedekt met twee halve 
monolagen kalium, gepositioneerd in en boven de kuiltjes in het oppervlak.
De positie van deze kaliumionen op mica is van belang voor de daarop volgende (zelf )ordening 
van macromoleculen. De ordening van een gemodificeerde phthalocyanine met etherstaarten 
op mica is beschreven in hoofdstuk 4. De structuren zijn zowel in situ als ex situ onderzocht 
door gebruik te maken van atomaire-kracht-microscopie en oppervlakte röntgendiffractie. 
Ex-situ metingen geven een monolaag van ongeveer 1 nm dik. In situ bestaat deze geordende 
laag echter niet. In dit geval worden de moleculen wel geadsorbeerd op het mica oppervlak, 
maar aggregeren ze in plaats van te ordenen. Dit wordt waarschijnlijk veroorzaakt door de 
aanwezigheid van water in de oplossing, dat een sterkere interactie aangaat met de kaliumionen 
op het oppervlak.
Hoofdstuk 5 beschrijft de groei van een vrije base C11-staart porphyrine (macromolecuul) op 
een organisch kristaloppervlak met lage oppervlaktesymmetrie, namelijk kalium waterstof  
ftalate. Vanuit een n-heptaan oplossing zijn dunne lagen van deze porphyrine op het oppervlak 
gegroeid. Afhankelijk van de concentratie van de oplossing zijn er verschillende   
anisotroop geordende structuren gevonden, gerelateerd aan de ordening van het oppervlak. 
Vanuit onderverzadigde oplossingen vormen zich monolaag-patronen van ongeveer 2.5 nm dik, 
wat overeenkomt met porphyrines die dwars op het oppervlak liggen. Vanuit verzadigde  
oplossingen worden multilaagstructuren gevormd. Bij de hoogste concentraties ontstaat er een 
laag nanonaalden op het oppervlak, welke een andere periodiciteit vertonen. Deze nanonaalden  
vormen een ‘monokristallijne’ film met een lengteschaal van enkele millimeters.
Het laatste hoofdstuk beschrijft een porphyrine monolaag op grafiet, bestaande uit twee  
verschillende orderningsperiodiciteiten, die gebruikt wordt als template voor nucleatie van 
eiwitten. We laten zien dat deze laag en zijn innerlijke structuur afgebeeld kan worden met 
behulp van de atomaire-kracht-microscoop en we bestuderen de depositie van 2D en 3D 
eiwitstructuren op deze laag. De 2D structuren illustreren dat de eiwitten stevig hechten aan de 
porphyrinelaag en dat de interne structuur van de porphyrinelaag de eiwitstructuren kan 
beïnvloeden. De groei van 3D structuren geeft een mogelijke verbetering van de nucleatie van 
eiwitkristallen, maar meer experimenten zijn nodig om dit te bevestigen.
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