Abstract: Demand response, in which energy customers reduce their energy consumption at the request of service providers, is spreading as a new technology. However, the amount of load curtailment from each customer is uncertain. This is because an energy customer can freely decide to reduce his energy consumption or not in the current liberalized energy market. Because this uncertainty can cause serious problems in a demand response system, it is clear that the amount of energy reduction should be predicted and managed. In this paper, a data-driven prediction method of load curtailment is proposed, considering two difficulties in the prediction. The first problem is that the data is very sparse. Each customer receives a request for load curtailment only a few times a year. Therefore, the k-nearest neighbor method, which requires a relatively small amount of data, is mainly used in our proposed method. The second difficulty is that the characteristic of each customer is so different that a single prediction method cannot cover all the customers. A prediction method that provides remarkable prediction performance for one customer may provide a poor performance for other customers. As a result, the proposed prediction method adopts a weighted ensemble model to apply different models for different customers. The confidence of each sub-model is defined and used as a weight in the ensemble. The prediction is fully based on the electricity consumption data and the history of demand response events without demanding any other additional internal information from each customer. In the experiment, real data obtained from demand response service providers verifies that the proposed framework is suitable for the prediction of each customer's load curtailment.
Introduction
The smart grid, which is the combination of an electricity network and information network, provides many new applications in electricity systems. Among many new applications, demand response (DR) is a very interesting emerging technology. In demand response, energy customers reduce their energy consumption at the request for load curtailment. The amount of reduced energy consumption leads to the avoidance of additional electricity generation at peak times as well as the avoidance of blackout [1] [2] [3] .
The demand response that is specifically considered in this paper is the incentive-based demand response system. Figure 1 briefly presents the structure of an incentive-based demand response system. There are demand response service providers (DRSPs), which gather electricity customers who have the potential to reduce energy consumption upon request. Each DRSP aggregates these customers and provides a large aggregated DR resource to the energy market. The energy market considers this large DR resource as a virtual generator, as presented in Figure 1a . At this level, a DRSP is almost equal to a normal electricity generating company, except that it actually decreases energy consumption instead of generating energy. Figure 1b describes the procedure of DR activation. When energy consumption
The DSRP also distributes incentives to its customers, exclusive of the commission (ⓒ). More details on the structure of the considered demand response system can be found in the literature [4, 5] . Other price-based models such as time of use (TOU) [6] , critical peak pricing (CPP) [7] , and real time pricing (RTP) [8] are not considered here because the incentive-based system is more common and widespread in real applications; moreover, the real data we acquired are from incentive-based demand response systems. In an old-fashioned demand response system, which was usually conducted by a utility, the amount of energy reduction by each customer was usually assumed to be deterministic and empirically known by the demand response operator [9] . However, in current and emerging demand response systems, this assumption is no longer valid. Rather, the actual load reductions of customers Energies 2018, 11, 2905 3 of 14 are highly uncertain [4] . A customer who provided a reduction of 10 kWh one day might provide only 1 kWh another day. To verify this uncertainty of load curtailment, the real load curtailment history of a customer from our data set is presented in Figure 2 . Days on which real energy reductions are requested are presented on the x-axis of Figure 2 (13 January 2016 is encoded as 20160113). This customer has received a total of eight reduction requests. The initial contract between this customer and the DRSP was 100 kWh load curtailment per 15 min. However, the real load curtailment was seriously unstable. On 9 May 2016, the load curtailment was more than 400 kWh per 15 min. On the contrary, the load curtailment reached −100 kWh per 15 min at one point, which means that this customer increased his energy consumption as compared to a normal day. This uncertainty causes very serious problems for DRSPs. If a DRSP provides less energy reduction than that declared, the credibility of the DRSP degrades and the reward from the market is significantly decreased. If a DRSP provides more energy reduction than that declared, it is obvious that the DRSP is wasting the DR resources without proper reward. In an old-fashioned demand response system, which was usually conducted by a utility, the amount of energy reduction by each customer was usually assumed to be deterministic and empirically known by the demand response operator [9] . However, in current and emerging demand response systems, this assumption is no longer valid. Rather, the actual load reductions of customers are highly uncertain [4] . A customer who provided a reduction of 10 kWh one day might provide only 1 kWh another day. To verify this uncertainty of load curtailment, the real load curtailment history of a customer from our data set is presented in Figure 2 . Days on which real energy reductions are requested are presented on the x-axis of Figure 2 (13 January 2016 is encoded as 20160113). This customer has received a total of eight reduction requests. The initial contract between this customer and the DRSP was 100 kWh load curtailment per 15 min. However, the real load curtailment was seriously unstable. On 9 May 2016, the load curtailment was more than 400 kWh per 15 min. On the contrary, the load curtailment reached −100 kWh per 15 min at one point, which means that this customer increased his energy consumption as compared to a normal day. This uncertainty causes very serious problems for DRSPs. If a DRSP provides less energy reduction than that declared, the credibility of the DRSP degrades and the reward from the market is significantly decreased. If a DRSP provides more energy reduction than that declared, it is obvious that the DRSP is wasting the DR resources without proper reward. In this paper, the prediction of the amount of load curtailment is studied. If the prediction of load curtailment is possible, a DRSP can manage its resources with maximum profit. Also, it is very useful to stabilize and optimize the demand response system. Regarding the input data, the basic asset is past energy consumption history. The energy consumption is measured every 15 min as usual [10] , which leads to 96 points every day. The other input data are related DR event information such as the date, start time, and duration of DR events. Other external data used are weather information such as temperature and humidity. However, weather data is not included in the final proposed model.
Until now, the prediction of load curtailment in a demand response system has not been studied seriously. The main reason for this is that the reduction of energy consumption by in a customer was considered to be a promise with very high reliability, as mentioned above. However, the reliability is undermined by the fact that customers may not reduce their energy consumption if they only risk giving up financial incentives. Another reason for the lack of research is that demand In this paper, the prediction of the amount of load curtailment is studied. If the prediction of load curtailment is possible, a DRSP can manage its resources with maximum profit. Also, it is very useful to stabilize and optimize the demand response system. Regarding the input data, the basic asset is past energy consumption history. The energy consumption is measured every 15 min as usual [10] , which leads to 96 points every day. The other input data are related DR event information such as the date, start time, and duration of DR events. Other external data used are weather information such as temperature and humidity. However, weather data is not included in the final proposed model.
Until now, the prediction of load curtailment in a demand response system has not been studied seriously. The main reason for this is that the reduction of energy consumption by in a customer was considered to be a promise with very high reliability, as mentioned above. However, the reliability is undermined by the fact that customers may not reduce their energy consumption if they only risk giving up financial incentives. Another reason for the lack of research is that demand response systems are new to most countries and thus related data is unavailable. Furthermore, the event data from real demand response systems is not enough. For example, a demand response customer only received three to five reduction requests in the year 2016 in a real operating energy market. As a result, the prediction of load curtailment has been discussed by a few studies [4, [11] [12] [13] . In Chelmis's work, the necessity regarding the prediction of reduced electricity consumption is first presented and Energies 2018, 11, 2905 4 of 14 a simple weighting method with the consideration of recent consumption patterns is proposed [11] . In reference [12] , a prediction of reduced energy is conducted using the random forest approach. However, the input features in these studies are only limited to the consumption pattern. Also, the data in their experiments were obtained only from a single university campus. In reality, many different features should be considered because there are many different types of customers. Furthermore, the customers in these studies are very cooperative compared to the real demand response market that operates in the real world. In reference [13] , an aggregated load curtailment consisting of air-conditioners is predicted. However, in this study, the prediction is conducted based on recent experience data that are only five minutes old and the focus of their work is not on individual load but on aggregated load. The uncertainty of load curtailment is also mentioned in the another article [4] ; however, only an optimization framework is proposed to determine the dispatch schedule of demand response without much consideration of the detailed prediction of load curtailment.
There are many papers that have focused on the load forecast, which is the prediction of energy consumption on normal days. Many studies are conducted with different methods such as autoregressive integrated moving average (ARIMA) [14] and its family [15] [16] [17] [18] , regression [19, 20] , exponential smoothing [21] , neural network [22, 23] , expert system [24, 25] , and even fuzzy logic [26] . Comparative studies of load forecasts also exist [27, 28] .
Another well-known related research area is the prediction of the customer baseline load (CBL). When a DR event is activated, the amount of load curtailment needs to be measured. To measure the load curtailment, it is essential to guess the amount of original energy consumption without a DR event. The customer baseline load is defined as the amount of energy consumption under the assumption of no DR event. A few articles discuss this issue [29, 30] and a comparison of models also exists [31] .
Unlike these related studies, the focus of this paper is the reduced amount of energy consumption on the DR event day. This is a completely different topic from the load forecast or customer baseline load calculation. The reduced energy is determined mostly by the customers' decisions and shows discontinuous behavior. Furthermore, demand response events are so rare that well-known time-series analysis techniques are not easily applicable. As a result, the data-driven prediction of reduced energy consumption on the DR event day is very difficult, unlike normal day-ahead load forecasting. Once this prediction is possible, the result can be applied to many useful applications such as estimating potential [32] and intelligent customer targeting [33] .
There are two difficulties in the prediction of load curtailment. The first is that the DR event is so rare that the amount of data is not enough to build up a complicated model. During the period from January 2016 to February 2018, DR activation was carried out only 15 times and some of the customers received reduction requests only 7 times. The second difficulty is that each customer has different characteristics; as a result, a single model cannot cover all the customers. For example, one customer may seriously rely on the temperature. On the contrary, another customer may seriously rely on the duration of the DR request. These two difficulties need to be solved.
To solve the abovementioned difficulties, in this paper we propose a k-nearest neighbor (k-NN)-based ensemble method. The reason an ensemble is used is that each customer has its own characteristics. An ensemble method is perfect for this environment because sub-models' weights can represent the characteristics of each customer. The weights are decided by the confidence measured in the training stage. The reason k-NN [34] is used is that there is only small amount of event data and complicated models cannot be well-trained with only a few event data. k-NN provides relatively stable results compared to the pre-built modeling method. The details of the proposed method are further described in the following section. The performance of many other baseline algorithms such as linear regression, support vector regression, and convolutional neural network [35] will be presented in the experiment for comparative purposes.
The contributions of this paper are as follows. Two difficulties, data sparsity and each customer's individual characteristics, are alleviated with the proposed ensemble method. It is also verified that a single prediction algorithm cannot cover each customer's unique response characteristics. 3.
In the experiment, the real data in a currently operating demand response system are used in order to increase the credibility. The proposed method provided an increased performance compared to other baseline methods with real data.
The rest of this paper is organized as follows. In Section 2, the details of the proposed prediction method are explained. In Section 3, the performance of the proposed method is compared to other baseline methods. Real load curtailment data from two demand response service providers are used in the experiment. The discussion resides in Section 4, and Section 5 concludes the paper.
Proposed Prediction Model

Prediction Target
The goal of prediction is to estimate the amount of load curtailment in a DR event, as mentioned in the previous section. More specifically, the response rate, which is defined in Equation (1), is predicted. The reason we predict not the real load curtailment but the response rate is that different customers have different contracts and customers can even change contracts every year.
Response Rate =
The amount o f response (measured load reduction) The amount o f request (requested load reduction)
Prediction Model
The proposed prediction model uses an ensemble model based on the k-nearest neighbor method. Figure 3 presents the overall prediction framework, consisting of two stages.
In the first stage, the k-nearest neighbor method is basically used. The reason for this choice is that there is not enough data for each customer. Demand response itself is a rare event, activated only several times in a year. During a 30-month period, DR events were activated 15 times. This is too small a number for linear regression or neural network models. In the experiment, these methods provided poor performance. On the contrary, k-NN performed better because it needs only a few data points and the method is relatively free from overfitting. The features used in the prediction are described in Table 1 . Raw energy consumption, event-time related features, tiredness, CBL, and morning usage are used as features. Weather data is not included in the proposed method because it does not provide an overall improvement in the experiment. In summary, in the proposed method, k-NN is conducted several times with these features and each k-NN with different input features constitutes a sub-model for the next stage. The k-recent method, which predicts the load curtailment to the average of the k most recent energy reduction, is also included in the sub-models. This is because recent experiences are more important than older ones. Other methods such as multi-layer perceptron (MLP), support vector regression (SVR), and convolutional neural network (CNN) were included in the sub-models in the first place. However, they are removed from final proposal because they do not provide performance improvement, as briefly mentioned in Section 1. As a result, five k-NN sub-models and one k-recent sub-model are implemented in the proposed method. 
Customer baseline load
Customer baseline load in the DR event duration. For its calculation, refer to Section 3.1.
Tiredness
The index that presents the tiredness of a customer. Previous tiredness is divided by the interval between the latest DR event and the upcoming event day. If the interval is less than seven days, tiredness is increased. * 7
Morning energy consumption The energy consumption in the morning (8:00~9:00 a.m.) of a DR event day.
In the second stage, the ensemble is performed to improve the performance. Basically, the final prediction is calculated as the weighted sum of the sub-model predictions at the end of the stage. To calculate weights, the validation errors of sub-models are first calculated according to Equation (2) and the confidences of sub-models are calculated as in Equation (3). The inverse of the average prediction error is defined as the confidence of the sub-model prediction.
1 (3) Figure 3 . The proposed prediction model. Table 1 . Features used in the prediction.
Feature Description
Raw energy consumption Daily energy consumption pattern. It is the average of all normal days and consists of 96 dimensions.
Demand response (DR) event-related data
Information related to DR events. It consists of start time, duration, day of week, and day in year.
Customer baseline load Customer baseline load in the DR event duration. For its calculation, refer to Section 3.1.
Tiredness
The index that presents the tiredness of a customer. Previous tiredness is divided by the interval between the latest DR event and the upcoming event day. If the interval is less than seven days, tiredness is increased. Tiredness t = Tiredness t−1 *
DR Interval
Morning energy consumption
The energy consumption in the morning (8:00~9:00 a.m.) of a DR event day.
In the second stage, the ensemble is performed to improve the performance. Basically, the final prediction is calculated as the weighted sum of the sub-model predictions at the end of the stage. To calculate weights, the validation errors of sub-models are first calculated according to Equation (2) and the confidences of sub-models are calculated as in Equation (3). The inverse of the average prediction error is defined as the confidence of the sub-model prediction. The validation error of a sub-model is calculated based on the validation set. N preceding DR event days are used as the validation set and the prediction error on these validation days are averaged to produce ValidationError. We fixed the number of validation days to be the most recent four days. Figure 4 presents the concept of the training set, validation set, and test set. In Figure 4 , the validation error of a sub-model is the average of the prediction error from V1 through V4 using that sub-model.
The validation error of a sub-model is calculated based on the validation set. N preceding DR event days are used as the validation set and the prediction error on these validation days are averaged to produce ValidationError. We fixed the number of validation days to be the most recent four days. Figure 4 presents the concept of the training set, validation set, and test set. In Figure 4 , the validation error of a sub-model is the average of the prediction error from V1 through V4 using that sub-model. Before the final prediction, a sub-model filtering step is inserted. In this step, those methods that provide higher confidence than the averaging method are only chosen for further processing. In the averaging method, the response is predicted as the average of the past DR event days' responses. If the confidence of a sub-model is worse than that of the averaging method, it is certain that the inclusion of that method degrades the performance. After the filtering stage, the surviving sub-models' confidences are passed through SOFTMAX function, as in Equation (4), and the final prediction is calculated as the weighted sum of survived sub-model predictions, as in Equation (5) .
This second stage enables the proposed method to find the unique characteristics of each customer and build a different model for each customer. A customer who mostly relies on tiredness and a customer who significantly depends on the event starting time will have different confidences for each sub-model, so that the final prediction model will be unique for each customer. Other meta-ensembles such as stacked generalization [36] are not included in the proposed second stage because the data size is too small to apply another complicated algorithm in the second stage.
The prediction of a customer's response is conducted using that customer's own data. Although there is large number of customers in the data set, other customers' data are not used because each customer has its own characteristics. In the experiment, however, the result with one unified data set is also compared with the proposed model. Before the final prediction, a sub-model filtering step is inserted. In this step, those methods that provide higher confidence than the averaging method are only chosen for further processing. In the averaging method, the response is predicted as the average of the past DR event days' responses. If the confidence of a sub-model is worse than that of the averaging method, it is certain that the inclusion of that method degrades the performance. After the filtering stage, the surviving sub-models' confidences are passed through SOFTMAX function, as in Equation (4), and the final prediction is calculated as the weighted sum of survived sub-model predictions, as in Equation (5). 
The prediction of a customer's response is conducted using that customer's own data. Although there is large number of customers in the data set, other customers' data are not used because each customer has its own characteristics. In the experiment, however, the result with one unified data set is also compared with the proposed model. 
Experiment
Data Description
Real demand response data from two service providers are used in the experiments. The two data sets are not merged but are experimented separately because the specific data are the assets of each service provider. These two data sets consist of 64 customers and 196 customers, respectively. Data from 1 January 2016 to 28 February 2018 are used. During this period, DR requests were activated a total of 15 times. However, this does not mean that every customer received 15 requests. This is because customers are clustered to a few groups and DR activation was conducted based on these subgroups. In the experiments, only DR event days with five or more preceding DR event days are included in the test set. The test is based on each event day and on each customer, yielding the totals of tested days of 440 and 761, respectively.
The calculation of the amount of load curtailment requires the estimation of the customer baseline load (CBL). The CBL is the expected energy consumption in the case of no DR event. In the experiment, five preceding normal days are selected and one day that shows minimum energy consumption is eliminated. The customer baseline load is calculated as an average of the resulting four days, as stated in the market procedure [5] .
Experiment Result
First, real load reduction histories from several real customers are presented to show the characteristics of customers. In Figure 5 , it is shown that Customer #1, #2, and #3 provided very unstable responses day by day. Customers #1 and # 2 even provided energy reduction values that are less than zero, meaning that they increased energy consumption on some days. In particular, Customer #2 provided enough load curtailment only one time out of 14 requests. Customer #3 provided six successes out of 11 trials. Customer #4 provided a relatively stable response compared to the other three customers. From these data, it is clear that the characteristics of each customer are different from those of others. The goal of this paper is to predict the amount of energy reduction on a given day, in these uncertain circumstances.
From Figures 6-8 , the performance of the proposed method is presented in terms of the mean absolute error (MAE) of all customers. In Figure 6 , minimum number of required training data is varied. This means that the test is conducted only if the amount of training data is greater than this number. If the minimum number is too small, the prediction will be inaccurate because the training set is not enough. If it is too large, the size of the test data set will be too small to achieve an accurate result. As it can be clearly seen in Figure 6a ,b the MAE of the proposed method shows a decreased prediction error compared to sub-models' individual result. The most-recent method predicts the load curtailment according to the most recent DR event day.
The error values are quite large in Figure 6a ,b because there are some outlier customers that provide exceptionally high responses. For example, one customer exceptionally reduced energy on a given day, up to fifteen times its contracted amount. Such responses can severely distort the performance graph because they greatly affect the average error. In Figure 6c ,d these exceptional outliers are eliminated and the number of tested days is decreased to 334 and 650, respectively, for the two service providers. It should be noted that when the minimum amount of training data is too large, the number of tested days is so small that an unstable result is obtained. However, apart from this, the performance of the proposed method provides a much more stable and improved result in both data sets, confirming that the ensemble method is suitable. This means that the weights in the ensemble automatically reflect the characteristics of each customer.
Usually, it is essential to compare the proposed method to up-to-date prediction methods in this field. However, as mentioned in Section 1, this research area is quite new and the baselines that we can consider are limited. Although there are related researches [11, 12] , as mentioned in the Introduction Section, it is not easy to implement those methods because their descriptions are not Energies 2018, 11, 2905 9 of 14 adequate and the target customers are different from those of our system. Their targets are university campus buildings, while ours are various demand response customers including factories, shopping centers, and even a fish farm, located across a nation. Instead, we compared our method to various well-known machine learning methods such as linear regression, neural network, support vector machine, and even convolutional neural network to assess the performance of the proposed method. This comparison is presented in Figure 7 .
Energies 2018, 11, x 9 of 14 factories, shopping centers, and even a fish farm, located across a nation. Instead, we compared our method to various well-known machine learning methods such as linear regression, neural network, support vector machine, and even convolutional neural network to assess the performance of the proposed method. This comparison is presented in Figure 7 . factories, shopping centers, and even a fish farm, located across a nation. Instead, we compared our method to various well-known machine learning methods such as linear regression, neural network, support vector machine, and even convolutional neural network to assess the performance of the proposed method. This comparison is presented in Figure 7 . In this experiment, the minimum number of training data points is set to eight, which is considered to be reasonable training data set size and test set size. The compared methods include averaging (index 1), k-NN (from indices 2 to 8), linear regression (from indices 9 to 14), multi-layer perceptron (from indices 15 to 20), support vector regression (from indices 21 to 26), k-recent (from indices 27 to 31), and convolutional neural network (from indices 32 to 34). In each method, the input features described in Table 1 are separately used in each index. k is varied in the k-recent method and convolutional networks which consist of three convolution layers with RELU functions [37] are tested. k-NN with weather data as an input feature is also tested in index 8. Other hyper-parameters in basic models are set to default values in Weka [38] . The first half (from indices 1 to 34) of the compared methods does not use other customers' data; that is, each customer's model is trained with his own demand response history data. The second half (from indices 35 to 58) uses other customers' data, as well. This means that the model is trained using all of the historical data from various customers, because the inclusion of other customers' data dramatically increases the total number of training data points. Because the energy consumption level of each customer is different, the daily energy consumption pattern is normalized to its maximum value. Finally, the proposed method is indexed to 59 at the end of the bar chart. Although there were other unpresented experiments with other parameter settings, the best result of each method is presented.
In the results, first, it is observed that other customers' data do not improve the prediction performance. Although data sparsity forced us to use the other customers' response data, their inclusion (right half of graphs) only increased the prediction error. Second, prebuilt models such as linear regression or neural network (indices 9 to 20) do not provide a good performance due to the data sparsity, as mentioned earlier. Third, weather data (index 8) is not beneficial because, in many cases, the main source of energy reduction is not from HVAC (heating, ventilation, and air conditioning), in many cases. Finally, the proposed ensemble method outperformed the other various methods regardless of outlier inclusion or exclusion in both data sets. For example, in the case of outlier exclusion, the proposed method produced MAEs of 0.26 and 0.31 in the two data sets, respectively, compared to the results of 0.35 and 0.37 achieved using averaging method.
Because a DRSP needs to add the load curtailment of a given customer on a DR event day, it is necessary to monitor its performance on a daily basis. Figure 8 compares the average prediction error of each DR event day. As shown in Figure 8 , the proposed method provides a decreased error for most DR event days, as compared to the other baselines in both data sets. In Figure 8b , on 20 December 2017, the most-recent method provided exceptionally high prediction error, up to 10. Because this exceptional number makes the performance on other days undistinguishable, the maximum of y-axis was set to 4 in order to observe the performance at a glance. At the right side of figure, indicating more training data, it is clear that the prediction error is decreased in the In this experiment, the minimum number of training data points is set to eight, which is considered to be reasonable training data set size and test set size. The compared methods include averaging (index 1), k-NN (from indices 2 to 8), linear regression (from indices 9 to 14), multi-layer perceptron (from indices 15 to 20), support vector regression (from indices 21 to 26), k-recent (from indices 27 to 31), and convolutional neural network (from indices 32 to 34). In each method, the input features described in Table 1 are separately used in each index. k is varied in the k-recent method and convolutional networks which consist of three convolution layers with RELU functions [37] are tested. k-NN with weather data as an input feature is also tested in index 8. Other hyper-parameters in basic models are set to default values in Weka [38] . The first half (from indices 1 to 34) of the compared methods does not use other customers' data; that is, each customer's model is trained with his own demand response history data. The second half (from indices 35 to 58) uses other customers' data, as well. This means that the model is trained using all of the historical data from various customers, because the inclusion of other customers' data dramatically increases the total number of training data points. Because the energy consumption level of each customer is different, the daily energy consumption pattern is normalized to its maximum value. Finally, the proposed method is indexed to 59 at the end of the bar chart. Although there were other unpresented experiments with other parameter settings, the best result of each method is presented.
Because a DRSP needs to add the load curtailment of a given customer on a DR event day, it is necessary to monitor its performance on a daily basis. Figure 8 compares the average prediction error of each DR event day. As shown in Figure 8 , the proposed method provides a decreased error for most DR event days, as compared to the other baselines in both data sets. In Figure 8b , on 20 December 2017, the most-recent method provided exceptionally high prediction error, up to 10. Because this exceptional number makes the performance on other days undistinguishable, the maximum of y-axis was set to 4 in order to observe the performance at a glance. At the right side of figure, indicating more training data, it is clear that the prediction error is decreased in the proposed method. Figure 8a ,b confirm that the proposed method can actually be used in a real demand system that operates on a daily basis.
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Discussion
According to our experiment, there are a few points that can be mentioned. First, the prediction of load curtailment is possible, despite the two difficulties of data sparsity and the different characteristics of customers. Although these issues seem to make the prediction more difficult to calculate, the performance can be improved compared to other baseline approaches.
Second, the prediction is not an easy task in general. The MAEs of the response rate achieved using the proposed method without outlier elimination are 0.49 and 0.54 in the two data sets, respectively. These numbers are too large. Although they are decreased to 0.26 and 0.31 with some outlier elimination, they are still large numbers-indicating that the prediction still needs to be improved.
Third, it was found that other customers' data do not help the prediction at all. At the beginning of this research, it seemed that other customers' data could be an attractive asset because the data are so sparse in this application. It is, however, certain that other customers' data do not improve the prediction performance, as the characteristics of each customer are so different.
Fourth, an important customer for a DRSP might require a special training. Important customers who have large contracts or provide very unstable load curtailments can be trained by an exceptional individual model because they may affect sum of load curtailment otherwise. Current DRSPs already manage the list of such important customers. In other words, the responses of all customers can be predicted using the proposed method, and a few important customers can be further investigated to improve the prediction performance even more.
Finally, the prediction performance can be improved as time passes. In Figure 8 , the performance shows a stable result at the right side of the figure, where more data is employed in the data set. As demand response experience data accumulate, it is certain that the prediction accuracy will improve.
Conclusions
The amount of load curtailment in demand response is neither predetermined nor reliable, as proved in this paper-especially in the liberalized energy market. In this circumstance, a virtual generation company that is composed of many demand response customers cannot provide stable energy consumption reduction. As a result, the prediction of demand response should be considered seriously.
In this paper, the amount of load curtailment was predicted for each demand response customer based on past data. Although the sparsity of data and the unique characteristics of each customer make the problem difficult, the proposed ensemble method based on k-NN alleviated these problems and provided the best prediction performance (down to 0.26 and 0.31 for the two data sets, respectively) as compared with other many baselines, such as multi-layer perceptron and support vector regression. The daily MAEs of the response rate in the proposed method were also decreased compared to those of the baseline methods.
In the future, the optimization of demand response will be conducted based on the prediction of each customer's response. If a DRSP can know each customer's future load curtailment, participating customers in a DR event can be selected by the DRSP so as to avoid wasting resources and avoid receiving a penalty. Additionally, the prediction method can be applied to other energy applications such as distributed energy resources, as it is highly likely that they also are characterized by a small amount of data and different characteristics for each resource. In summary, the proposed method can be used as one of several prediction blocks in energy optimization systems. 
