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Abstract Let X and Y be Banach spaces, A ∈ B(X), B ∈ B(Y ), C ∈ B(Y,X),
MC =
(
A C
0 B
)
be the operator matrix acting on the Banach space X⊕Y . In this
paper, we give out 20 kind spectra structure of MC , decide 18 kind spectra filling-
in-hole properties of MC , and present 10 examples to show that some conclusions
about the spectra structure or filling-in-hole properties of MC are not true.
Keywords: Banach spaces, Upper-triangular operator matrix, Spectra, filling-in-
hole.
1 Introduction and basic concepts
It is well known that if H is a Hilbert space and T is a bounded linear operator defined on
H and H1 is an invariant closed subspace of T , then T can be represented for the form of
T =
( ∗ ∗
0 ∗
)
: H1 ⊕H⊥1 → H1 ⊕H⊥1 ,
which motivated the interest in 2 × 2 upper-triangular operator matrices (see [2], [3], [6],
[8-25], [28-32]). Throughout this paper, let X and Y be complex infinite dimensional Banach
spaces and B(X, Y ) be the set of all bounded linear operators from X into Y , for simplicity,
we write B(X,X) as B(X). Let X∗ be the dual space of X . If T ∈ B(X, Y ), then T ∗ ∈
B(Y ∗, X∗) denotes the dual operator of T .
For T ∈ B(X, Y ), let R(T ) and N(T ) denote the range and kernel of T , respectively,
and denote α(T ) = dimN(T ), β(T ) = dim Y/R(T ). If T ∈ B(X), the ascent asc(T )
of T is defined to be the smallest nonnegative integer k (if it exists) which satisfies that
N(T k) = N(T k+1). If such k does not exist, then the ascent of T is defined as infinity.
Similarly, the descent des(T ) of T is defined as the smallest nonnegative integer k (if it
exists) for which R(T k) = R(T k+1) holds. If such k does not exist, then des(T ) is defined as
infinity, too. If the ascent and the descent of T are finite, then they are equal (see [13]). For
T ∈ B(X), if R(T ) is closed and α(T ) < ∞, then T is said to be an upper semi-Fredholm
operator, if β(T ) <∞, then T is said to be a lower semi-Fredholm operator. If T ∈ B(X) is
either upper or lower semi-Fredholm operator, then T is said to be a semi-Fredholm operator.
For semi-Fredholm operator T , its index ind (T ) is defined as ind (T ) = α(T )− β(T ).
∗This work is supported by the NSF of China (Grant Nos. 10771034, 10771191 and 10471124) and the NSF of
Fujian Province of China (Grant Nos. Z0511019, S0650009).
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Now, we introduce the following important operator classes:
The sets of all invertible operators, bounded below operators, surjective operators, left
invertible operators, right invertible operators on X are defined, respectively, by
G(X) := {T ∈ B(X) : T is invertible},
G+(X) := {T ∈ B(X) : T is injective and R(T ) is closed},
G−(X) := {T ∈ B(X) : T is surjective},
Gl(X) := {T ∈ B(X) : T is left invertible},
Gr(X) := {T ∈ B(X) : T is right invertible}.
The sets of all Fredholm operators, upper semi-Fredholm operators, lower semi-Fredholm
operators, left semi-Fredholm operators, right semi-Fredholm operators on X are defined,
respectively, by
Φ(X) := {T ∈ B(X) : α(T ) <∞ and β(T ) <∞},
Φ+(X) := {T ∈ B(X) : α(T ) <∞ and R(T ) is closed},
Φ−(X) := {T ∈ B(X) : β(T ) <∞},
Φl(X) := {T ∈ B(X) : R(T ) is a closed and complemented subspace of X and α(T ) <∞},
Φr(X) := {T ∈ B(X) : N(T ) is a closed and complemented subspace of X and β(T ) <∞}.
The sets of all Weyl operators, upper semi-Weyl operators, lower semi-Weyl operators,
left semi-Weyl operators, right semi-Weyl operators on X are defined, respectively, by
Φ0(X) := {T ∈ Φ(X) : ind(T ) = 0},
Φ−+(X) := {T ∈ Φ+(X) : ind(T ) ≤ 0},
Φ+−(X) := {T ∈ Φ−(X) : ind(T ) ≥ 0},
Φlw(X) := {T ∈ Φl(X) : ind(T ) ≤ 0},
Φrw(X) := {T ∈ Φr(X) : ind(T ) ≥ 0}.
The sets of all Browder operators, upper semi-Browder operators, lower semi-Browder
operators, left semi-Browder operators, right semi-Browder operators on X are defined,
respectively, by
Φb(X) := {T ∈ Φ(X) : asc(T ) = des(T ) <∞},
Φab(X) := {T ∈ Φ+(X) : asc(T ) <∞},
Φsb(X) := {T ∈ Φ−(X) : des(T ) <∞},
Φlb(X) := {T ∈ Φl(X) : asc(T ) <∞},
Φrb(X) := {T ∈ Φr(X) : des(T ) <∞}.
By the help of above set classes, for T ∈ B(X), we can define its corresponding 22 kind
spectra, respectively, as following:
the spectrum: σ(T ) = {λ ∈ C : T − λI 6∈ G(X)},
the approximate point spectrum: σa(T ) = {λ ∈ C : T − λI 6∈ G−(X)},
the defect spectrum: σsu(T ) = {λ ∈ C : T − λI 6∈ G+(X)},
the left spectrum: σl(T ) = {λ ∈ C : T − λI 6∈ Gl(X)},
the right spectrum: σr(T ) = {λ ∈ C : T − λI 6∈ Gr(X)},
the essential spectrum: σe(T ) = {λ ∈ C : T − λI 6∈ Φ(X)},
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the upper semi-Fredholm spectrum: σSF+(T ) = {λ ∈ C : T − λI 6∈ Φ+(X)},
the lower semi-Fredholm spectrum: σSF−(T ) = {λ ∈ C : T − λI 6∈ Φ−(X)},
the left semi-Fredholm spectrum: σle(T ) = {λ ∈ C : T − λI 6∈ Φl(X)},
the right semi-Fredholm spectrum: σre(T ) = {λ ∈ C : T − λI 6∈ Φr(X)},
the Weyl spectrum: σw(T ) = {λ ∈ C : T − λI 6∈ Φ0(X)},
the upper semi-Weyl spectrum: σaw(T ) = {λ ∈ C : T − λI 6∈ Φ−+(X)},
the lower semi-Weyl spectrum: σsw(T ) = {λ ∈ C : T − λI 6∈ Φ+−(X)},
the left semi-Weyl spectrum: σlw(T ) = {λ ∈ C : T − λI 6∈ Φlw(X)},
the right semi-Weyl spectrum: σrw(T ) = {λ ∈ C : T − λI 6∈ Φrw(X)},
the Browder spectrum: σb(T ) = {λ ∈ C : T − λI 6∈ Φb(X)},
the Browder essential approximate point spectrum: σab(T ) = {λ ∈ C : T−λI 6∈ Φab(X)},
the lower semi-Browder spectrum: σsb(T ) = {λ ∈ C : T − λI 6∈ Φsb(X)},
the left semi-Browder spectrum: σlb(T ) = {λ ∈ C : T − λI 6∈ Φlb(X)},
the right semi-Browder spectrum: σrb(T ) = {λ ∈ C : T − λI 6∈ Φrb(X)},
the Kato spectrum: σK(T ) = {λ ∈ C : T − λI 6∈ Φ+(X) ∪ Φ−(X)},
the third Kato spectrum: σK3(T ) = {λ ∈ C : T − λI 6∈ Φl(X) ∪ Φr(X)}.
It is well known that all of these spectra are compact nonempty subsets of complex plane
C and have the following relationship:
(1) σK(T ) ⊆ σSF+(T ) ⊆ σaw(T ) ⊆ σab(T ) ⊆ σb(T ),
(2) σK(T ) ⊆ σSF−(T ) ⊆ σsw(T ) ⊆ σsb(T ) ⊆ σb(T ),
(3) σK3(T ) ⊆ σle(T ) ⊆ σlw(T ) ⊆ σlb(T ) ⊆ σb(T ),
(4) σK3(T ) ⊆ σre(T ) ⊆ σrw(T ) ⊆ σrb(T ) ⊆ σb(T ),
(5) ∂(σb(T )) ⊆ ∂(σw(T )) ⊆ ∂(σe(T )) ⊆ σK(T ) ⊆ σe(T ) ⊆ σw(T ) ⊆ σb(T ) ⊆ σ(T ),
(6) ∂(σ(T )) ⊆ σa(T ) ∩ σsu(T ) ⊆ σl(T ) ⊆ σr(T ) ⊆ σ(T ).
For a compact subset M of C, we use accM , intM and isoM , respectively, to denote all
the points of accumulation of M , the interior of M and all the isolated points of M .
An operator T ∈ B(X) is said to be Drazin invertible if there exists an operator TD ∈
B(X) such that
TTD = TDT, TDTTD = TD, T k+1TD = T k
for some nonnegative integer k ([13], [31]).
The operator TD is said to be a Drazin inverse of T . It follows from [13] that TD is
unique. The smallest k in the previous definition is called as the Drazin index of T and
denoted by i(T ). Now, we can define the Drazin spectrum, the ascent spectrum and the
descent spectrum of T , respectively, as following:
σD(T ) = {λ ∈ C : T − λI is not Drazin invertible},
σasc(T ) = {λ ∈ C : asc(T − λI) =∞},
σdes(T ) = {λ ∈ C : des(T − λI) =∞}.
The sets σD(T ), σasc(T ) and σdes(T ) are closed but may be empty ([7], [31]).
3
Now, we continue to introduce the following operator classes which were discussed in [1],
[3-5] and [26-27]:
BF (X) = {T ∈ B(X) : T = T1 ⊕ T2, where T1 is a Fredholm operator and T2 nilpotent},
BW (X) = {T ∈ B(X) : T = T1 ⊕ T2, where T1 is a Weyl operator and T2 nilpotent},
R4(X) = {T ∈ B(X) : des(T ) <∞, R(T des(T )) is closed},
R9(X) = {T ∈ B(X) : asc(T ) <∞, R(T asc(T )+1) is closed},
SF0(X) = {T ∈ Φ+(X) ∪ Φ−(X) : α(T ) = 0 or β(T ) = 0},
M(X) = {T ∈ B(X) : T is left or right invertible},
D(X) = {T ∈ B(X) : R(T ) is closed andN(T ) ⊆ ∩∞n=1R(T n)}.
Their corresponding spectra can be defined, respectively, by
The B-Fredholm spectrum: σBF (T ) = {λ ∈ C : T − λI 6∈ BF (X)},
The B-Weyl spectrum: σBW (T ) = {λ ∈ C : T − λI 6∈ BW (X)},
The right Drazin spectrum: σrD(T ) = {λ ∈ C : T − λI 6∈ R4(X)},
The left Drazin spectrum: σlD(T ) = {λ ∈ C : T − λI 6∈ R9(X)},
σSF0(T ) = {λ ∈ C : T − λI 6∈ SF0(X)},
σlr(T ) = {λ ∈ C : T − λI 6∈M(X)},
The semi-regular spectrum: σse(T ) = {λ ∈ C : T − λI 6∈ D(X)}.
In [3], the semi-regular spectrum σse(T ) of T is also called as the regular spectrum and
denoted by σg(T ).
The spectra σBF , σBW , σrD, σlD, σSF0, σlr are closed and σSF0 , σlr, σse are nonempty ([1],
[3-5], [26-27]).
Let D(λ, r) be the open disc centered at λ ∈ C with radius r > 0, D(λ, r) be the
corresponding closed disc. T ∈ B(X) is said to have the Single Valued Extension Property
(SVEP, for short) ([28]) at λ if there exists r > 0 such that for each open subset V ⊆ D(λ, r),
the constant function f ≡ 0 is the only analytic solution of the equation
(T − µ)f(µ) = 0, ∀µ ∈ V.
For T ∈ B(X), we denote
S(T ) = {λ ∈ C : T fails to have the SVEP at λ}.
If S(T ) = ∅, then T is said to have SVEP.
Henceforth, for A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X), we put MC =
(
A C
0 B
)
. It is
clear that MC ∈ B(X ⊕ Y ).
For a given bounded linear operator T ∈ B(X), as showed above, we have defined 32
kinds spectra. Now, we are interesting in deciding the spectra structure of operator matrix
MC . [28] and [16] have told us that for spectra σ, σe, σw, σa, σsu and σaw, we have
σ(MC) ∪ (S(A∗) ∩ S(B)) = σ(A) ∪ σ(B), (1)
σe(MC) ∪ (S(A∗) ∩ S(B)) = σe(A) ∪ σe(B) ∪ (S(A∗) ∩ S(B)), (2)
σw(MC) ∪ [S(A) ∩ S(B∗)] ∪ [S(A∗) ∩ S(B)] =
4
σw(A) ∪ σw(B) ∪ [S(A) ∩ S(B∗)] ∪ [S(A∗) ∩ S(B)], (3)
σsu(MC) ∪ S(B) = σsu(A) ∪ σsu(B) ∪ S(B), (4)
σa(MC) ∪ S(A∗) = σa(A) ∪ σa(B) ∪ S(A∗), (5)
σaw(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗) = σaw(A) ∪ σaw(B) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗). (6)
In this paper, first, in Section 3, we decide another 20 kind spectra structure of MC , that
is:
Spectra σD and σb have equation (1) form, spectra σdes, σr, σrb, σsb, σre and σSF− have
equation (4) form, spectra σl, σlb, σab, σle and σSF+ have equation (5) form, spectrum σlw
has equation (6) form. Moreover, if spectrum σ∗ = σsw or σrw, then it has the following form
σ∗(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(B) = σ∗(A) ∪ σ∗(B) ∪ (S(A) ∩ S(B∗)) ∪ S(B). (7)
If spectrum σ∗ = σK , σK3 , σSF0 or σlr, then it has the following forms
σ∗(MC) ∪ S(A∗) ∪ S(A) ∪ S(B) = σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(A) ∪ S(B) (8)
and
σ∗(MC) ∪ S(A) ∪ S(B) ∪ S(B∗) = σ∗(A) ∪ σ∗(B) ∪ S(A) ∪ S(B) ∪ S(B∗). (9)
On the other hand, Han and Lee in [19] studied the so-call filling-in-hole problem of
operator matrix, their result is:
σ(A) ∪ σ(B) = σ(MC) ∪Wσ(A,B,C), (10)
where Wσ(A,B,C) is the union of some holes in σ(MC) and Wσ(A,B,C) ⊆ σ(A) ∩ σ(B).
That is, the passage from σ(A) ∪ σ(B) to σ(MC) is the punching of some open sets in
σ(A) ∩ σ(B).
Moreover, in [12, 22, 31-32], the authors showed that for the spectra σb, σw, σe and σD,
the equation (10) is also true.
In [12, 20], the authors showed that if spectrum σ∗ = σa, σSF+, σSF−, σab or σsb, then
σ∗(A) ∪ σ∗(B) = (MC) ∪Wσ∗(A,B,C), (11)
where Wσ∗(A,B,C) is contained in the union of some holes in σ∗(MC).
Let M be a compact subset of C. The set
η(M) = {w : |P (w)| ≤ max{|P (z)| : z ∈ M} for every polynomialP}
is called to be the polynomially convex hull of M .
In [3], the authors proved that
η(σse(A) ∪ σse(B)) = η(σse(MC)). (12)
Those spectra of MC which satisfy equation (10), (11), (12), respectively, are called to
have the filling-in-hole property, generalized filling-in-hole property, convex filling-in-hole
property, respectively.
In Section 4, we continue to study the filling-in-hole problem of another 18 kind spectra
of MC , we show that each spectrum of the 18 kind spectra of MC has one of the above 3
kind filling-in-hole properties.
In Section 5, we present some interesting examples to show that some conclusions about
the spectra structure or filling-in-hole problem of MC are not true.
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2 Main Lemmas and Proofs
Lemma 2.1 ([31]). If T ∈ B(X), then the following statements are equivalent:
(i). T is Drazin invertible.
(ii). T = T1 ⊕ T2, where T1 is invertible and T2 is nilpotent.
(iii). There exists a nonnegative integer k such that des(T ) = asc(T ) = k <∞.
(iv). T ∗ is Drazin invertible.
Lemma 2.2 ([31]). For (A,B) ∈ B(X) × B(Y ), if MC is Drazin invertible for some C ∈
B(Y, X), then
(i). des(B) <∞ and asc(A) <∞,
(ii). des(A∗) <∞ and asc(B∗) <∞.
Lemma 2.3 ([1] Theorem 3.81). Let T ∈ B(X) and des(T − λ0) <∞. Then the following
statements are equivalent:
(i). T has the SVEP at λ0.
(ii). asc(T − λ0) <∞.
(iii). λ0 is a pole of the resolvent.
(iv). λ0 is an isolated point of σ(T ).
Lemma 2.4 ([ 22, 31-32]). Let (A,B) ∈ B(X)× B(Y ) and C ∈ B(Y,X). We have:
(i). if any two of operators A,B and MC are invertible, then so is the third,
(ii). if any two of operators A,B and MC are Fredholms, then so is the third,
(iii). if any two of operators A,B and MC are Weyl, then so is the third,
(iv). if any two of operators A,B and MC are Drazin invertible, then so is the third,
(v). if any two of operators A,B and MC are Browder, then so is the third.
Lemma 2.5 ([16]). Let (A,B) ∈ B(X)× B(Y ) and C ∈ B(Y,X). If A has infinite ascent,
then MC has infinite ascent, if B has infinite descent, then MC has infinite descent.
Lemma 2.6. Let (A,B) ∈ B(X)× B(Y ) and C ∈ B(Y,X). We have:
(i). if B is invertible, then des(MC) <∞ if and only if des(A) <∞,
(ii). if B = 0, then des(MC) <∞ if and only if des(A) <∞,
(iii). if A is invertible, then asc(MC) <∞ if and only if asc(B) <∞,
(iv). if A = 0, then asc(MC) <∞ if and only if asc(B) <∞.
Proof. (i). If B is invertible, then des(B) < ∞, thus, it follows from des(A) < ∞ that
des(MC) <∞. In fact, if des(A) = p and des(B) = q, then we can claim that R(M2n+1C ) =
R(M2nC ) for each C ∈ B(Y,X), where n = max{p, q}. For this, note that R(M2n+1C ) ⊆
R(M2nC ) is obvious, it is sufficient to show that R(M
2n
C ) ⊆ R(M2n+1C ).
Suppose that u0 = (u1, u2) ∈ R(M2nC ). Then there exists (x0, y0) ∈ X ⊕ Y such that
(u1, u2) = M
2n
C (x0, y0) = (A
2nx0 +
n−1∑
i=0
A2n−i−1CBiy0 +
2n−1∑
i=n
A2n−i−1CBiy0, B
2ny0),
where A0 = I and B0 = I. That B2ny0 = u2 is clear. In view of R(B
n) = R(Bn+1), there
exists y1 ∈ Y, such that
Bny0 = B
n+1y1.
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Therefore,
u1 = A
2nx0 +
n−1∑
i=0
A2n−i−1CBiy0 +
2n−1∑
i=n
A2n−i−1CBiy0
= A2nx0 +
n−1∑
i=0
A2n−i−1CBiy0 +
2n−1∑
i=n
A2n−i−1CBi+1y1
= A2nx0 +
n−1∑
i=0
A2n−i−1CBiy0 +
2n∑
i=n+1
A2n−iCBiy1
= An(Anx0 +
n−1∑
i=0
An−i−1CBiy0) +
2n∑
i=n+1
A2n−iCBiy1
= An(Anx0 +
n−1∑
i=0
An−i−1CBiy0 −
n∑
i=0
An−iCBiy1) +
2n∑
i=0
A2n−iCBiy1.
Moreover, it follows from des(A) = p ≤ n < ∞ that R(An) = R(An+1) = · · · = R(A2n+1),
hence, there exists x1 ∈ X such that
An(Anx0 +
n−1∑
i=0
An−i−1CBiy0 −
n−1∑
i=1
An−i−1CBi+1y1) = A
2n+1x1.
Note that (u1, u2) = M
2n+1
C (x1, y1), so R(M
2n
C ) ⊆ R(M2n+1C ).
If B is invertible and des(MC) <∞, now we consider two cases to show that des(A) <∞.
Case I. If R(MC) = R(M
2
C), we claim that R(A) = R(A
2). In fact, R(A) ⊇ R(A2) is obvi-
ous. If y ∈ R(A), there exists x ∈ X such that y = Ax. Thus,
(
y
0
)
=
(
A C
0 B
)(
x
0
)
.
That is
(
y
0
)
∈ R(MC) = R(M2C). Hence, there exists
(
x1
y1
)
∈ X ⊕ Y such that
(
y
0
)
=
(
A C
0 B
)2(
x1
y1
)
=
(
A2 AC + CB
0 B2
)(
x1
y1
)
=
(
A2x1 + (AC + CB)y1
B2y1
)
.
Moreover, since B is invertible, it is easy to show that
y1 = 0, y = A
2x1.
Thus y ∈ R(A2), and so R(A) ⊆ R(A2).
Case II. If 1 < des(MC) = p <∞, putMp = MpC . ThenMp =
(
Ap
∑p
i=1A
p−iCBi−1
0 Bp
)
and R(Mp) = R(M
2
p ), where A
0 = I, B0 = I. By using the same methods as in case I, we
can prove that R(Ap) ⊆ R(A2p). So R(Ap) = R(A2p). It follows from the conclusion that
R(Ap) = R(Ap+1).
Combining Case I with Case II, we complete the proof of (i).
(ii). It follows from the above argument methods that we only need to show that if B = 0
and R(MC) = R(M
2
C), then R(A) = R(A
2). In fact, if y ∈ R(A), then there exists x ∈ X
such that y = Ax, so
(
y
0
)
=
(
A C
0 0
)(
x
0
)
. Since
(
y
0
)
∈ R(MC) = R(M3C), there
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exists
(
x1
y1
)
∈ X ⊕ Y such that
(
y
0
)
=
(
A C
0 0
)3(
x1
y1
)
=
(
A2 0
0 0
)(
Ax1 + Cy1
0
)
.
Thus we have y = A2(Ax1+Cy1), so y ∈ R(A2), this showed that R(A) ⊆ R(A2). Note that
R(A2) ⊆ R(A) is obvious, therefore R(A) = R(A2).
(iii). If A is invertible, then asc(A) < ∞, thus, it follows easily from asc(B) < ∞ that
asc(MC) <∞ (see Lemma 2.2 in [11]).
If A is invertible and asc(MC) <∞, now we consider two cases to show that asc(B) <∞.
Case I. N(MC) = N(M
2
C). We claim that N(B) = N(B
2). If y ∈ N(B2), then B2y = 0.
Note that A is invertible, it can be proved that
M2C
( −A−2(AC + CB)y
y
)
=
(
0
B2y
)
=
(
0
0
)
.
Thus, ( −A−2(AC + CB)y
y
)
∈ N(M2C) = N(MC).
Therefore (
A C
0 B
)( −A−2(AC + CB)y
y
)
=
(
0
0
)
,
which implies By = 0, thus N(B2) ⊆ N(B). Note that N(B) ⊆ N(B2) is obvious, so
N(B2) = N(B).
Case II. If 1 < asc(MC) = p <∞, put Mp = MpC . Then
Mp =
(
Ap
∑p
i=1A
p−iCBi−1
0 Bp
)
and N(Mp) = N(M
2
p ),
where A0 = I, B0 = I. By the same methods as in case I, we can prove that N(Bp) ⊆ N(B2p)
and so it is easy to obtain that N(Bp) = N(Bp+1).
Combining case I with case II, we prove (iii).
(iv). We only prove that if A = 0 and N(MC) = N(M
2
C), then N(B) = N(B
2). Let
y ∈ N(B2). Then B2y = 0. So we have
M3C
(
0
y
)
=
(
0 CB2
0 B3
)(
0
y
)
=
(
0
0
)
,
which implies that (
0
y
)
∈ N(M3C) = N(MC).
Thus (
0 C
0 B
)(
0
y
)
=
(
Cy
By
)
=
(
0
0
)
.
This showes that By = 0, so N(B2) ⊆ N(B). It follows easily from the conclusion that
N(B) = N(B2). The lemma is proved.
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The following lemma is important and it is widely used in the proofs of our main theorems
in Section 3 and Section 4.
Lemma 2.7. For (A,B) ∈ B(X)× B(Y ) and C ∈ B(Y,X), we have:
(i). if A is Drazin invertible, then asc(MC) <∞ (des(MC) <∞) if and only if asc(B) <
∞ (des(B) <∞),
(ii). if B is Drazin invertible, then des(MC) < ∞ (asc(MC) < ∞ ) if and only if
des(A) <∞ (asc(A) <∞),
(iii). if A is Browder operator, thenMC is left (right, upper, lower) semi-Browder operator
if and only if B is left (right, upper, lower) semi-Browder operator,
(iv). if B is Browder operator, thenMC is left (right, upper, lower) semi-Browder operator
if and only if A is left (right, upper, lower) semi-Browder operator,
(v). if A is Fredholm operator, then MC is left (right, upper, lower) semi-Fredholm
operator if and only if B is left (right, upper, lower) semi-Fredholm operator,
(vi). if B is Fredholm operator, then MC is left (right, upper, lower) semi-Fredholm
operator if and only if A is left (right, upper, lower) semi-Fredholm operator,
(vii). if A is Weyl operator, then MC is left (right, upper, lower) semi-Weyl operator if
and only if B is left (right, upper, lower) Weyl operator,
(viii). if B is Weyl operator, then MC is left (right, upper, lower) semi-Weyl operator if
and only if A is left (right, upper, lower) semi-Weyl operator,
(viiii). if A is invertible, then MC is left (right) invertible if and only if B is left
(right)invertible,
(vv). if B is invertible, then MC is left (right) invertible if and only if A is left (right)
invertible,
(vvi). if A is invertible, then MC bounded below if and only if B bounded below,
(vvii). if B is invertible, then MC is surjective if and only if A is surjective.
Proof. That from (v) to (vv) are well known and from (i) to (iv) are new. Here we only
prove (i).
If A is Drazin invertible and i(A) = k <∞, then
A =
(
A1 0
0 A2
)
: R(Ak)⊕N(Ak) −→ R(Ak)⊕N(Ak),
where A1 is invertible and A
k
2 = 0. Thus,
MC =

 A1 0 C10 A2 C2
0 0 B

 : R(Ak)⊕N(Ak)⊕ Y −→ R(Ak)⊕N(Ak)⊕ Y.
So
MkC =

 A
k
1 0
∑k
i=1A
k−i
1 C1B
i−1
0 0
∑k
i=1A
k−i
2 C2B
i−1
0 0 Bk

 : R(Ak)⊕N(Ak)⊕ Y −→ R(Ak)⊕N(Ak)⊕ Y.
It follows from Lemma 2.6 that
asc(MC) <∞ ⇐⇒ asc(MkC) <∞
⇐⇒ asc(
(
0
∑k
i=1A
k−i
2 C2B
i−1
0 Bk
)
) <∞
⇐⇒ asc(Bk) <∞
⇐⇒ asc(B) <∞.
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Moreover, if A is Drazin invertible, then it follows from Lemma 2.5 and the proof of Lemma
2.6 that
des(MC) <∞⇔ des(B) <∞.
Thus (i) is proved.
Lemma 2.8 ([1] Theorem 3.4). For T ∈ B(X), the following properties hold:
(i). if asc(T ) <∞, then α(T ) ≤ β(T ),
(ii). if des(T ) <∞, then β(T ) ≤ α(T ),
(iii). if asc(T ) = des(T ) <∞, then β(T ) = α(T ),
(iv). if β(T ) = α(T ) <∞ and either asc(T ) or des(T ) is finite, then asc(T ) = des(T ).
Lemma 2.9 ([1] Corollary 3.19). Let T ∈ B(X) and λ0 − T ∈ Φ±(X), where Φ±(X) =
Φ+(X) ∪ Φ−(X). We have:
(i). if T has the SVEP at λ0, then ind (λ0I − T ) ≤ 0,
(ii). if T ∗ has the SVEP at λ0, then ind (λ0I − T ) ≥ 0.
Lemma 2.10 ([31]). If each neighborhood of λ contains a point that is not an eigenvalue of
operator T and λ− T has a finite descent, then λ− T is Drazin invertible.
3 Spectra structure of operator matrix MC
The following theorems in this section tell us 20 kind spectra structure of MC , that is:
Theorem 3.1.
σD(MC) ∪ (S(A∗) ∩ S(B)) = σD(A) ∪ σD(B).
Proof. First, Theorem 2.9 in [31] told us that σD(MC) ⊆ σD(A) ∪ σD(B). Note that
S(A∗) ∩ S(B) ⊆ int(σ(A∗)) ∩ int(σ(B)) = int(σ(A)) ∩ int(σ(B)) ⊆ σD(A) ∪ σD(B).
It follows that
σD(MC) ∪ (S(A∗) ∩ S(B)) ⊆ σD(A) ∪ σD(B).
On the other hand, if λ ∈ (σD(A) ∪ σD(B)) \ σD(MC), then MC − λ is Drazin invertible.
It follows from Lemma 2.2 that
des(B − λ) <∞ and des(A∗ − λ) <∞.
Now we claim that λ ∈ S(A∗)∩S(B). In fact, if λ 6∈ S(A∗)∩S(B). There are two cases:
If λ 6∈ S(A∗), note that des(A∗ − λ) < ∞, it follows from Lemmas 2.1 and Lemma 2.3
that asc(A∗−λ) <∞ and A−λ is Drazin invertible. Furthermore, Lemma 2.4 tells us that
B − λ is also Drazin invertible, this is a contradiction.
Similarly, we can prove that λ 6∈ S(B) is also impossible. Thus, we have
σD(A) ∪ σD(B) ⊆ σD(MC) ∪ (S(A∗) ∩ S(B)).
The theorem is proved.
Theorem 3.2.
σb(MC) ∪ (S(A∗) ∩ S(B)) = σb(A) ∪ σb(B).
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Proof. It follows from Lemma 2.4 that σb(MC) ⊆ σb(A) ∪ σb(B). Moreover, it is easy to
know that σD(A) ∪ σD(B) ⊆ σb(A) ∪ σb(B), thus, it follows from the proof of Theorem 3.1
that S(A∗) ∩ S(B) ⊆ σb(A) ∪ σb(B). Hence
σb(MC) ∪ (S(A∗) ∩ S(B)) ⊆ σb(A) ∪ σb(B).
For the contrary inclusion, it is sufficient to prove that
(σb(A) ∪ σb(B)) \ σb(MC) ⊆ (S(A∗) ∩ S(B)).
Let λ ∈ (σb(A)∪σb(B))\σb(MC). ThenMC−λ is a Drazin invertible Fredholm operator,
and so A− λ ∈ Φ+(X), B − λ ∈ Φ−(Y ). Moreover, It follows from Lemma 2.2 that
des(B − λ) <∞ and asc(A− λ) <∞.
Now, we show that λ ∈ S(A∗)∩S(B). In fact, if λ 6∈ S(A∗)∩S(B), then when λ 6∈ S(A∗),
we can prove as in Theorem 3.1 that A− λ is Drazin invertible. Note that A− λ ∈ Φ+(X),
it is easy to show from Lemma 2.8 that A − λ ∈ Φb(X). Thus, by Lemma 2.4 we get that
B − λ ∈ Φb(Y ), and hence λ 6∈ σb(A) ∪ σb(B), which is a contradiction. So, λ ∈ S(A∗).
Similarly, we can show that λ ∈ S(B). The theorem is proved.
Theorem 3.3. If σ∗ = σdes, σr, σrb, σsb, σre or σSF−, then
σ∗(MC) ∪ S(B) = σ∗(A) ∪ σ∗(B) ∪ S(B).
Proof. Observe that
MC =
(
I 0
0 B
)(
I C
0 I
)(
A 0
0 I
)
.
It is easy to prove that
σ∗(B) ⊆ σ∗(MC) ⊆ σ∗(A) ∪ σ∗(B)
and
σ∗(MC) ∪ S(B) ⊆ σ∗(A) ∪ σ∗(B) ∪ S(B).
for each σ∗ = σdes, σr, σrb, σsb, σre or σSF−. So, in order to prove the theorem, we only need
to prove that
(σ∗(A) ∪ σ∗(B)) \ σ∗(MC) ⊆ S(B).
If λ ∈ (σ∗(A)∪σ∗(B))\σ∗(MC) and σ∗ = σdes, σr, σrb, σsb, σre or σSF−, we show that λ ∈ S(B).
In fact, if λ 6∈ S(B), we consider the following four cases:
Case (I). Let σ∗ = σdes. Since λ ∈ (σdes(A)∪σdes(B))\σdes(MC) and λ 6∈ S(B), it follows
from Lemmas 2.5 and 2.3 that des(B − λ) < ∞ and asc(B − λ) < ∞, so B − λ is Drazin
invertible. Thus, Lemma 2.7 tells us that des(A−λ) <∞, this is a contradiction. Therefore,
it follows that (σdes(A) ∪ σdes(B)) \ σdes(MC) ⊆ S(B).
Case (II). Let σ∗ = σr. Note that λ ∈ (σr(A)∪σr(B)) \σr(MC), so B−λ ∈ Gr(Y ). That
is B − λ ∈ Φrb(Y ) and R(B − λ) = Y . Since λ 6∈ S(B), it follows from Lemma 2.9 that
ind(B − λ) = α(B − λ)− β(B − λ) ≤ 0. Thus α(B − λ) = 0, and so B − λ ∈ Φ0(Y ). Also
since R(B − λ) = Y , B − λ is invertible. It follows from Lemma 2.7 that A − λ ∈ Gr(X),
this contradicts λ ∈ (σr(A) ∪ σr(B)). Therefore (σr(A) ∪ σr(B)) \ σr(MC) ⊆ S(B).
Case (III). Let σ∗ = σrb. Since λ ∈ (σrb(A) ∪ σrb(B)) \ σrb(MC), B − λ ∈ Φrb(Y ). In
particular, B− λ ∈ Φr(Y ), ind(B − λ) ≥ 0. Note that λ 6∈ S(B), it follows from Lemma 2.9
that ind(B−λ) ≤ 0. Thus B−λ ∈ Φ0(Y ) and des(B−λ) <∞, and then Lemma 2.8 shows
us that B− λ ∈ Φb(Y ). Lemma 2.7 tells us that A− λ ∈ Φrb(X), this is a contradiction. So
we get that (σrb(A) ∪ σrb(B)) \ σrb(MC) ⊆ S(B).
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Case (IV). Let σ∗ = σre. Since λ ∈ (σre(A) ∪ σre(B)) \ σre(MC), it is easy to show that
B − λ ∈ Φr(Y ). Note that λ 6∈ S(B), it follows from Lemma 2.9 that ind(B − λ) ≤ 0, so
α(B−λ) ≤ β(B−λ) <∞. Thus B−λ ∈ Φ(X). By using Lemma 2.7, we have A−λ ∈ Φr(X),
this is a contradiction and so we can prove that (σre(A) ∪ σre(B)) \ σre(MC) ⊆ S(B). For
σ∗ = σsb or σSF−, the proof methods are similar, we omit them.
Similarly, we can prove also the following theorem:
Theorem 3.4. If σ∗ = σl, σlb, σab, σle or σSF+, then
σ∗(MC) ∪ S(A∗) = σ∗(A) ∪ σ∗(B) ∪ S(A∗).
Theorem 3.5.
σlw(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗) = σlw(A) ∪ σlw(B) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗).
Proof. Note that σlw(MC) ⊆ σlw(A) ∪ σlw(B), it is obvious that
σlw(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗) ⊆ σlw(A) ∪ σlw(B) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗).
For the contrary inclusion, let λ 6∈ σlw(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗). Then MC − λ is
left semi-Weyl operator, and it is easy to prove that A− λ ∈ Φl(X). From the assumption
we also get that either A and A∗ or A∗ and B∗ have the SVEP at λ. If A and A∗ have the
SVEP at λ, it follows from Lemma 2.9 that A− λ ∈ Φ0(X). By using Lemma 2.7, it follows
that B − λ ∈ Φl(Y ) and ind(MC − λ) = ind(A− λ)+ind(B − λ) ≤ 0. Thus B − λ ∈ Φl(Y )
with ind(B − λ) =ind(MC − λ)-ind(A− λ)=ind(MC − λ) ≤ 0. Hence λ 6∈ σlw(A) ∪ σlw(B).
On the other hand, if A∗ and B∗ have the SVEP at λ, it is obvious that M∗C have the SVEP
at λ. It follows from Lemma 2.9 that MC − λ ∈ Φ0(X ⊕ Y ). Thus, it is easy to show that
A − λ ∈ Φl(X) and B − λ ∈ Φr(Y ). Also, note that B∗ and A∗ have the SVEP at λ, it
follows from Lemma 2.9 that ind(A − λ) ≥ 0 and ind(B − λ) ≥ 0. Hence it follows from
A− λ ∈ Φl(X) proved above that A− λ ∈ Φ(X), so Lemma 2.4 tells us that B− λ ∈ Φ(Y ).
Moreover, in view of 0 =ind(MC − λ) =ind(A − λ)+ind(B − λ), ind(A − λ) ≥ 0 and
ind(B−λ) ≥ 0, it is clear that ind(A−λ)=ind(B−λ) = 0. Thus A−λ and B−λ are both
Weyl operators, which implies that λ 6∈ σlw(A)∪σlw(B). It follows that λ 6∈ σlw(A)∪σlw(B)
when λ 6∈ σlw(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(A∗). Thus, the contrary inclusion is clear. The
theorem is proved.
Similarly, we can prove also the following theorem:
Theorem 3.6. If σ∗ = σsw or σrw, then
σ∗(MC) ∪ (S(A) ∩ S(B∗)) ∪ S(B) = σ∗(A) ∪ σ∗(B) ∪ (S(A) ∩ S(B∗)) ∪ S(B).
Theorem 3.7. If σ∗ = σK , σK3 , σSF0 or σlr, then
σ∗(MC) ∪ S(A∗) ∪ S(A) ∪ S(B) = σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(A) ∪ S(B)
and
σ∗(MC) ∪ S(A∗) ∪ S(B) ∪ S(B∗) = σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(B) ∪ S(B∗).
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Proof. We only prove when σ∗ = σK , equation (8) holds. First, we prove that
σK(MC) ∪ S(A∗) ∪ S(A) ∪ S(B) ⊆ σK(A) ∪ σK(B) ∪ S(A∗) ∪ S(A) ∪ S(B).
In fact, let λ 6∈ σK(A) ∪ σK(B) ∪ S(A∗) ∪ S(A) ∪ S(B). Then A − λ is a semi-Fredholm
operator with A∗, A have the SVEP at λ, this implies A − λ is a Weyl operator. Note
that B − λ is also a semi-Fredholm operator, it follows from Lemma 2.7 that MC − λ is
a semi-Fredholm operator. Thus λ 6∈ σK(MC) ∪ S(A∗) ∪ S(A) ∪ S(B). So it is clear that
σK(MC) ∪ S(A∗) ∪ S(A) ∪ S(B) ⊆ σK(A) ∪ σK(B) ∪ S(A∗) ∪ S(A) ∪ S(B).
For the contrary inclusion, let λ 6∈ σK(MC) ∪ S(A∗) ∪ S(A) ∪ S(B). Then MC − λ is a
semi-Fredholm operator, that is, MC−λ is either a upper semi-Fredholm operator or a lower
semi-Fredholm operator. IfMC−λ ∈ Φ+(X⊕Y ), then it is easy to prove that A−λ ∈ Φ+(X).
Since A∗ has the SVEP at λ, it follows from lemma 2.9 that A−λ ∈ Φ(X). Hence it follows
Lemma 2.7 that B − λ ∈ Φ+(Y ). Thus λ 6∈ σK(A) ∪ σK(B), and so λ 6∈ σK(A) ∪ σK(B) ∪
S(A∗) ∪ S(A) ∪ S(B). On the other hand, if MC − λ ∈ Φ−(X ⊕ Y ), then B − λ ∈ Φ−(Y ).
Since B has the SVEP at λ, it follows from lemma 2.9 that B − λ ∈ Φ(Y ). Similar to the
above arguments, we can also obtain that λ 6∈ σK(A)∪ σK(B)∪ S(A∗)∪ S(A)∪ S(B). This
proves equation (8).
We are interesting in the following question, it is perhaps difficult:
Open question 3.8. Do other spectra of MC have the equations (1) to (9) forms ?
4 Filling-in-hole Problem of MC
In Section 1, we pointed out that if spectrum σ∗ = σ, σb, σw, σe or σD, then
σ∗(A) ∪ σ∗(B) = σ∗(MC) ∪Wσ∗(A,B,C),
where Wσ∗(A,B,C) is the union of some holes in σ∗(MC) and Wσ∗(A,B,C) ⊆ σ∗(A) ∩
σ∗(B). The following theorem shows the relationship among Wσ(A,B,C),Wσb(A,B,C),
WσD(A,B,C) and Wσw(A,B,C):
Theorem 4.1. For (A,B) ∈ B(X)× B(Y ) and C ∈ B(Y,X), we have
(i). Wσ(A,B,C) ⊆Wσb(A,B,C) ⊆ WσD(A,B,C),
(ii). Wσb(A,B,C) ⊆Wσw(A,B,C).
In particular, the following states are equivalent:
(a). Wσ(A,B,C) = ∅,
(b). Wσb(A,B,C) = ∅,
(c). WσD(A,B,C) = ∅.
Proof. (i). Let λ ∈ Wσ(A,B,C). It follow from equation (1) that λ ∈ (σ(A)∪σ(B))\σ(MC).
Thus A − λ is left invertible and B − λ is right invertible. That λ 6∈ σb(MC) is obvious.
Now we claim that λ ∈ σb(A) ∪ σb(B). If not, by Lemma 2.4, we have that both A− λ and
B − λ are Browder operators. This implies that λ ∈ Φ0(A) ∩ Φ0(B). Moreover, since A− λ
is left invertible and B−λ is right invertible, A−λ and B−λ are invertible, this contradicts
λ ∈ σ(A) ∪ σ(B), so λ ∈ σb(A) ∪ σb(B), thus Wσ(A,B,C) ⊆ Wσb(A,B,C) is proved.
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For the inclusion Wσb(A,B,C) ⊆ WσD(A,B,C), note that σb(MC) ⊇ σD(MC), so it
is sufficient to show that if λ ∈ (σb(A) ∪ σb(B)) \ σb(MC), then λ ∈ (σD(A) ∪ σD(B)).
Let λ ∈ (σb(A) ∪ σb(B)) \ σb(MC). Then MC − λ ∈ Φb(X ⊕ Y ), so A − λ ∈ Φl(X) and
B − λ ∈ Φr(Y ). We claim λ ∈ σD(A) ∪ σD(B). If not, it follows from Lemma 2.4 that
λ ∈ ρD(A)∩ρD(B). Since B−λ ∈ Φr(Y ), Lemma 2.1 and Lemma 2.8 tell us that B−λ is a
Fredholm operator. This implies that B − λ is a Drazin invertible Fredholm operator, that
is, B−λ is a Browder operator. By Lemma 2.4, we get that A−λ is also a Browder operator.
Thus λ ∈ (Φb(A)∩Φb(B)), which contradicts with the assumption that λ ∈ (σb(A)∪σb(B)),
so we have λ ∈ σD(A) ∪ σD(B), thus Wσb(A,B,C) ⊆WσD(A,B,C) is also proved.
(ii). To prove Wσb(A,B,C) ⊆Wσw(A,B,C), by Lemma 2.4 and the fact that σw(MC) ⊆
σb(MC), it sufficient to show that if λ ∈ (σb(A)∪ σb(B)) \ σb(MC), then λ ∈ σw(A)∪ σw(B).
Indeed, if λ ∈ (σb(A) ∪ σb(B)) \ σb(MC), then MC − λ ∈ Φb(X ⊕ Y ). It follows Lemma
2.2 that there exist some nonnegative integer k and l such that asc(A − λ) = k < ∞ and
des(B − λ) = l < ∞. Now we claim λ ∈ σw(A) ∪ σw(B). Otherwise, λ ∈ Φ0(A) ∩ Φ0(B).
Moreover, Since asc(A − λ) = k < ∞, by Lemma 2.8 we have des(A − λ) < ∞. That is
A−λ is a Drazin invertible Fredholm operator, so A−λ ∈ Φb(X). Using Lemma 2.4, we get
that B − λ ∈ Φb(Y ) and so λ ∈ Φb(A) ∩ Φb(B), this contradicts with the assumption that
λ ∈ (σb(A) ∪ σb(B)). Thus we have λ ∈ σw(A) ∪ σw(B) and (ii) is proved.
Finally, it follows from Corollary 2.12 in [31] that if Wσ(A,B,C) = ∅, thenWσD(A,B,C) =
∅. This completed the proof of theorem.
The following result which generalizes Lemma 3.2 of [12] is useful in studying the filling-
in-hole problem of MC .
Proposition 4.2. For each T ∈ B(X), we have
(i). If σ∗ = σlr, σSF0, σsu, σr, σa, σl or σse, then η(σ∗(T )) = η(σ(T )).
(ii). If σ∗ = σab, σlb, σsb, σrb, σaw, σlw, σsw, σrw, σw, σSF+, σSF−, σle, σre, σe, σK or σK3 , then
η(σ∗(T )) = η(σb(T )).
(iii). η(σD(T )) = η(σdes(T )) = η(σrD(T )) = η(σlD(T )).
Proof. (i). Note that if σ∗ = σlr, σSF0, σsu, σr, σa or σl, then ∂σ ⊆ σsu ∩ σa ⊆ σ∗ ⊆ σ,
∂σ ⊆ σse ⊆ σ ([1]), so (i) is proved.
(ii). If σ∗ = σab, σlb, σsb, σrb, σaw, σsw, σsw, σrw, σw, σSF+, σSF−, σle, σre, σe, σK , σK3 or σSF+,
it is well known that ∂σb ⊆ σK ⊆ σ∗ ⊆ σb, so we have η(σ∗(T )) = η(σb(T )).
(iii). First, we prove that η(σD(T )) = η(σdes(T )). That σdes(T ) ⊆ σD(T ) is clear. If
λ ∈ ∂(σD(T )), there exist {λn} such that
{λn} ∩ σ(T ) = ∅ and λn → λ.
If λ 6∈ σdes(T ), then σdes(T − λ) < ∞ and hence by Lemma 2.10 that λ 6∈ σD(T ), which
contradicts with λ ∈ ∂(σD(T )) ⊆ σD(T ). Thus it follows that λ ∈ σdes(T ) when λ ∈
∂(σD(T )), so ∂(σD(T )) ⊆ σdes(T ). Note that σdes(T ) ⊆ σrD(T ) ⊆ σD(T ), thus, η(σD(T )) =
η(σrD(T )). Moreover, since σrD and σlD are dual, we have
η(σlD(T )) = η(σrD(T
∗)) = η(σD(T
∗)) = η(σD(T )).
Therefore, η(σD(T )) = η(σdes(T )) = η(σrD(T )) = η(σlD(T )). This proved (iii).
The following theorems decide 18 kind spectra filling-in-hole properties of MC :
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Theorem 4.3. If σ∗ = σdes, σsu, σr, σrb, σsw, σrw or σre, then σ∗ has the generalized filling-
in-hole property. That is
σ∗(A) ∪ σ∗(B) = σ∗(MC) ∪Wσ∗(A,B,C),
where Wσ∗(A,B,C) is contained in the union of some holes in σ∗(MC). In particular,
(i). Wσdes(A,B,C) ⊆ [(σdes(A)∩ σasc(B)) \ σdes(B)] is contained in the union of all holes
in σdes(B).
(ii). If σ∗ = σsu, σr, σrb or σre, thenWσ∗(A,B,C) ⊆ [(σ∗(A)∩σ∗(B∗))\σ∗(B)] is contained
in the union of all holes in σ∗(B).
(iii). If σ∗ = σrw or σsw, then Wσ∗(A,B,C) ⊆ [(σ∗(A) ∪ σ∗(B∗)) \ σSF−(B)] is contained
in the union of all holes in σ∗(B).
Proof. (i). It follows from Lemma 2.5 and the proof of Lemma 2.6 (i) that
σdes(A) ∪ σdes(B) ⊇ σdes(MC) ⊇ σdes(B).
This implies that σdes has the generalized filling-in-holes property and
Wσdes(A,B,C) ⊆ σdes(A) \ σdes(B).
Moreover, note that Lemma 2.7, we can prove that
Wσdes(A,B,C) ⊆ [(σdes(A) ∩ σasc(B)) \ σσdes(B)].
To see this, let λ ∈ Wσdes(A,B,C). Then σdes(A − λ) = ∞ and σdes(B − λ) < ∞. If
σasc(B − λ) < ∞, then by Lemma 2.7 (ii) we know that σdes(A − λ) < ∞, which is a
contradiction. Thus λ ∈ σasc(B). Next, we can claim thatWσdes(A,B,C) is contained in the
union of all holes in σdes(B), that is, Wσdes(A,B,C) ⊆ η(σdes(B)). Otherwise, there exists
λ ∈ Wσdes(A,B,C) \ η(σdes(B)). By Proposition 4.2 we have that η(σdes(B)) = η(σD(B)).
Thus λ 6∈ η(σD(B)). Furthermore, Lemma 2.7 tells us that des(A−λ) <∞⇔ des(MC−λ) <
∞, which is a contradiction with the assumption that λ ∈ Wσdes(A,B,C). Thus, it follows
that Wσdes(A,B,C) is contained in the union of all holes in σdes(B).
(ii). We only prove σ∗ = σsu case. Note that A and B are surjective imply that MC is
surjective, MC is surjective implies that B is also surjective. So we have
σsu(B) ⊆ σsu(MC) ⊆ σsu(A) ∪ σsu(B).
This shows that σsu has the generalized filling-in-hole property and
Wσsu(A,B,C) ⊆ σsu(A) \ σsu(B).
Next we claim that Wσsu(A,B,C) ⊆ σa(B). If not, there exists λ ∈ Wσsu(A,B,C) \ σa(B).
Combine this fact with the inclusion Wσsu(A,B,C) ⊆ σsu(A) \ σsu(B) proved above, we
have that B − λ is invertible. By Lemma 2.7 it follows that A − λ is surjective, this is a
contradiction. Thus Wσsu(A,B,C) ⊆ σa(B), and so
Wσsu(A,B,C) ⊆ (σsu(A) ∩ σa(B)) \ σsu(B) = (σsu(A) ∩ σsu(B∗)) \ σsu(B).
Similar to the proof of (1), we can get that Wσsu(A,B,C) is contained in the union of all
holes in σsu(B).
(iii) is obvious by Proposition 4.2.
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Duality, we have the following:
Theorem 4.4. If σ∗ = σl, σlb, σaw, σlw or σle, then σ∗ has the generalized filling-in-holes
property. That is
σ∗(A) ∪ σ∗(B) = σ∗(MC) ∪Wσ∗(A,B,C),
where Wσ∗(A,B,C) is contained in the union of some holes in σ∗(MC). In particular,
(i). If σ∗ = σl, σlb or σle, then Wσ∗(A,B,C) ⊆ [(σ∗(B) ∩ σ∗(A∗)) \ σ∗(A)] is contained in
the union of all holes in σ∗(A).
(ii). If σ∗ = σaw or σlw, then Wσ∗(A,B,C) ⊆ [(σ∗(B) ∪ σ∗(A∗)) \ σSF+(A)] is contained
in the union of all holes in σ∗(A).
Theorem 4.5. If σ∗ = σlD, σrD, σlr, σK3 , σK or σSF0 , then σ∗ has the convex filling-in-hole
property. That is
η(σ∗(A) ∪ σ∗(B)) = η(σ∗(MC)).
Proof. It follows from Lemma 3.1 of [12] that η(σ(A) ∪ σ(B)) = η(σ(MC)), η(σb(A) ∪
σb(B)) = η(σb(MC)), η(σD(A)∪σD(B)) = η(σD(MC)). Combine those facts with Proposition
4.2 that it is easy to prove the theorem.
We are also interesting in the following question:
Open question 4.6. Do other spectra of MC have the filling-in-hole properties ?
5 Examples
Now, we present examples to show that some conclusions about the spectra structure or the
filling-in-hole properties of MC are not true.
The following example shows that for spectrum σ∗ = σa, σl, σSF+, σle, σaw, σlw, σab, σlb, σsu,
σr, σSF−, σre,σsw, σrw, σsb or σrb, it not only has not the equation (1) form, but also has not
the filling-in-hole property.
Example 5.1 ([12]). Let X be the direct sum of countably many copies of ℓ2 := ℓ2(N).
Thus, the elements of X are the sequences {xj}∞j=1 with xj ∈ ℓ2 and
∑∞
j=1 ‖xj‖2 <∞. Put
Y = ℓ2. Let V be the forward shift on ℓ2:
V : ℓ2 → ℓ2, {z1, z2, . . .} 7→ {0, z1, z2, . . .},
define the operators A and C by
A : X → X, {x1, x2, . . .} 7→ {V x1, V x2, . . .},
C : Y → X, {y1, y2, . . .} 7→ {y1e1, y2e1, . . .}.
where e1 = {1, 0, 0, . . .}. Let B = 0 and consider the operator
MC =
(
A C
0 B
)
: X ⊕ Y → X ⊕ Y.
If σ∗ = σa, σl, σSF+, σle, σaw, σlw, σab or σlb, then
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(i). σ∗(A) ∪ σ∗(B) ∪ (S(A∗) ∩ S(B)) = σ∗(A) ∪ σ∗(B) = {λ ∈ C :| λ |= 1} ∪ {0}.
(ii). σ∗(MC) ∪ (S(A∗) ∩ S(B)) = σ∗(MC) = {λ ∈ C :| λ |= 1}.
(iii). (σ∗(A) ∪ σ∗(B)) \ σ∗(MC) = {0}.
Thus, it follows from (i) and (ii) that equation (1) does not hold for spectrum σ∗ =
σa, σl, σSF+, σle, σaw, σlw, σab or σlb. By duality, we can also show that equation (1) does not
hold for spectrum σ∗ = σsu, σr, σSF−, σre, σsw, σrw, σsb or σrb. Moreover, from (iii) we knew
that none of the above 16 kind spectra has the filling-in-hole property.
This following example shows that ascent spectrum σasc has not equations (1) to (9) form.
Example 5.2. Let X = Y = ℓ2 and {en}n≥1 be a basis of ℓ2. Define A,B,C ∈ B(ℓ2) by
Aei =
1
i
e2i for i = 1, 2, · · · ,
Be1 = 0, Bei =
1
i
ei−1 for i = 2, 3, · · · ,
Cei = e2i−1 for i = 1, 2, 3, · · · .
Then we have
{0} = σasc(A) ∪ σasc(B) = σasc(A) ∪ σasc(B) ∪ S(A) ∪ S(A∗) ∪ S(B) ∪ S(B∗)
6= σasc(MC) ∪ S(A) ∪ S(A∗) ∪ S(B) ∪ S(B∗)
= σasc(MC) = ∅.
In [16], the authors claimed that
(σab(A) ∪ σab(B)) \ σab(MC) ⊆ S(A∗) ∩ σD(B),
where σD(B) was denoted by F (B), which implies that
(σab(A) ∪ σab(B)) ∪ (S(A∗) ∩ σD(B)) = σab(MC) ∪ (S(A∗) ∩ σD(B)) (13).
The following example shows that neither the claim nor equation (13) is true.
Example 5.3. Let X = Y = ℓ2 and
A{x1, x2, . . .} 7→ {x1, 0, x2, 0, . . .},
B{x1, x2, . . .} 7→ {0, 0, 0, . . .},
C{x1, x2, . . .} 7→ {0, x1, 0, x2, . . .}.
Then
σab(A) = {λ ∈ C :| λ |= 1}, σab(B) = {0}, σab(MC) = {λ ∈ C :| λ |= 1},
S(A∗) ∩ σD(B) = ∅, σab(MC) 6= σab(A) ∪ σab(B).
So
(σab(A) ∪ σab(B)) \ σab(MC) 6⊆ S(A∗) ∩ σD(B).
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The following example shows that for spectrum σ∗ = σaw, σlw, σsw or σrw, it has not
equations (4) and (5) form.
Example 5.4. Let X = Y = ℓ2 and define T, S, C ∈ B(ℓ2) by
T{x1, x2, x3, . . .} 7→ {0, x1, x2, . . .},
S{x1, x2, x3, . . .} 7→ {x2, x4, x6, . . . , },
C{x1, x2, x3, . . .} 7→ {0, 0, 0, . . .}.
(i). Put A = S,B = T 2. Then A∗ and B have the SVEP and
σaw(A) ∪ σaw(B) ∪ S(A∗) ∪ S(B) = σlw(A) ∪ σlw(B) ∪ S(A∗) ∪ S(B) = {λ ∈ C :| λ |≤ 1},
and
{λ ∈ C :| λ |= 1} = σaw(MC) ∪ S(A∗) ∪ S(B) = σlw(MC) ∪ S(A∗) ∪ S(B).
So, when σ∗ = σaw or σlw, we have
σ∗(A) ∪ σ∗(B) = σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(B) 6= σ∗(MC) ∪ S(A∗) ∪ S(B) = σ∗(MC).
(ii). Put A = S2, B = T . Then A∗ and B have the SVEP and
σsw(A) ∪ σsw(B) ∪ S(A∗) ∪ S(B) = σrw(A) ∪ σrw(B) ∪ S(A∗) ∪ S(B) = {λ ∈ C :| λ |≤ 1}
and
{λ ∈ C :| λ |= 1} = σsw(MC) ∪ S(A∗) ∪ S(B) = σrw(MC) ∪ S(A∗) ∪ S(B).
Thus, when σ∗ = σsw or σrw, we have
σ∗(A) ∪ σ∗(B) = σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(B) 6= σ∗(MC) ∪ S(A∗) ∪ S(B) = σ∗(MC).
The following example shows that for spectrum σ∗ = σK , σK3, σSF0 or σlr, it not only has
not equations (4) and (5) form, but also has not generalized filling-in-hole property.
Example 5.5. Let X = Y = ℓ2 and define A,B,C ∈ B(ℓ2) by
A{x1, x2, x3, . . .} 7→ {x2, x4, x6, . . .},
B{x1, x2, x3, . . .} 7→ {0, x1, 0, x2, . . . , },
C{x1, x2, x3, . . .} 7→ {0, 0, 0, . . .}.
It is easy to show that A∗ and B have the SVEP and if σ∗ = σK , σK3, σSF0 or σlr, then
σ∗(A) ∪ σ∗(B) = {λ ∈ C :| λ |= 1}, σ∗(MC) = {λ ∈ C :| λ |≤ 1}. Thus, when σ∗ =
σK , σK3, σSF0 or σlr, we have
σ∗(A) ∪ σ∗(B) ∪ S(A∗) ∪ S(B) 6= σ∗(MC) ∪ S(A∗) ∪ S(B)
and
σ∗(A) ∪ σ∗(B) 6⊇ σ∗(MC).
The following example shows that the inclusions in Theorem 4.1 may be strict in general.
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Example 5.6. Let Xn be a complex n dimensional Hilbert space. Define T, S, C3 ∈ B(ℓ2)
by
T{x1, x2, x3, · · ·} = {0, x1, x2, x3, · · ·},
S{x1, x2, x3, · · ·} = {x2, x3, x4, · · ·},
C3 := I − TS.
(i). Put A = T , C =
(
C3 0
)
: ℓ2 ⊕Xn −→ ℓ2, B =
(
S 0
0 0
)
: ℓ2 ⊕Xn −→ ℓ2 ⊕Xn.
Then Wσ(A,B,C) = {λ ∈ C : 0 <| λ |< 1 }, Wσb(A,B,C) = {λ ∈ C :| λ |< 1 }, thus
Wσ(A,B,C) 6=Wσb(A,B,C).
(ii). Put A = T , C =
(
C3 0
)
: ℓ2 ⊕ ℓ2 −→ ℓ2, B =
(
S 0
0 0
)
: ℓ2 ⊕ ℓ2 −→ ℓ2 ⊕ ℓ2.
Then Wσb(A,B,C) = {λ ∈ C : 0 <| λ |< 1 }, WσD(A,B,C) = {λ ∈ C :| λ |< 1 }, thus
Wσb(A,B,C) 6= WσD(A,B,C).
(iii). Put A = T , C = 0, B = S. Then Wσb(A,B,C) = ∅, Wσw(A,B,C) = {λ ∈ C :| λ |<
1}, thus Wσb(A,B,C) 6= Wσw(A,B,C).
The following example shows that for Wσe(A,B,C), Wσw(A,B,C) and WσD(A,B,C),
there are no inclusion relationship among them.
Example 5.7. Let T, S, T1, S1, C1, C2, C3 ∈ B(ℓ2) be defined by
T{x1, x2, x3, · · ·} = {0, x1, x2, x3, · · ·},
S{x1, x2, x3, · · ·} = {x2, x3, x4, · · ·},
T1{x1, x2, x3, · · ·} = {0, x1, 0, x2, 0, x3, · · ·},
S1{x1, x2, x3, · · ·} = {x2, x4, x6, · · ·},
C1{x1, x2, x3, · · ·} = {x1, 0, x3, 0, x5, · · ·},
C2{x1, x2, x3, · · ·} = {0, 0, x1, 0, x3, 0, x5, · · ·},
C3 = I − TS.
(i). If A = T,B = S, C = C3, then Wσw(A,B,C) 6⊆ Wσe(A,B,C).
(ii). If A = T,B = S, C = 0, then Wσw(A,B,C) 6⊆WσD(A,B,C).
(iii). Let A = T1, B =
(
S1 0
0 S
)
: ℓ2⊕ ℓ2 −→ ℓ2⊕ ℓ2 and C = ( C1 0 ): ℓ2⊕ ℓ2 −→ ℓ2.
Then Wσe(A,B,C) 6⊆WσD(A,B,C).
(iv). If A = T1, B = S1, C = C2, then Wσe(A,B,C) 6⊆Wσw(A,B,C).
(v). If A = T , B =
(
S 0
0 0
)
: ℓ2 ⊕ ℓ2 −→ ℓ2 ⊕ ℓ2 and C = ( C3 0 ): ℓ2 ⊕ ℓ2 −→ ℓ2,
then WσD(A,B,C) 6⊆ Wσe(A,B,C),WσD(A,B,C) 6⊆Wσw(A,B,C).
Note that σ(T ) ⊇ σb(T ) ⊇ σD(T ) ⊇ accσ(T ) is well known, so we have η(σ(T )) ⊇
η(σb(T )) ⊇ η(σD(T )) ⊇ η(accσ(T )).
The following example shows that the above inclusions may be strict.
Example 5.8. Let Xn be a n dimensional complex Hilbert space. Define operators A ∈
B(ℓ2) by
A{x1, x2, x3, · · ·} = {0, 1
2
x1,
1
3
x2,
1
4
x3, · · ·}.
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Then σ(A) = σD(A) = σdes(A) = {0} and accσ(A) = ∅. If consider operator
T =

 0 0 00 3I 0
0 0 5 + A

 : Xn ⊕ ℓ2 ⊕ ℓ2 −→ Xn ⊕ ℓ2 ⊕ ℓ2,
we have η(σ(T )) = σ(T ) = {0, 3, 5}, η(σb(T )) = σb(T ) = {3, 5}, η(σD(T )) = σD(T ) = {5},
η(accσ(T )) = accσ(T ) = ∅. Thus,
η(σ(T )) 6= η(σb(T )) 6= η(σD(T )) 6= η(accσ(T )).
The following example shows that spectra σrD and σlD have not the generalized filling-
in-hole property.
Example 5.9. Let X = Y = ℓ2. Define A = 0 and B,C by
B{x1, x2, x3, · · ·} = {x2, x4, x6, · · ·},
C{x1, x2, x3, · · ·} = {x1, 1√
2
x3,
1√
3
x5, · · ·}.
Then 0 6∈ σrD(A) ∪ σrD(B) but 0 ∈ σrD(MC). So σrD(MC) 6⊆ σrD(A) ∪ σrD(B). Since σrD
and σlD are dual (see [26]), thus, neither σrD nor σlD has the generalized filling-in-holes
property.
Let H,K be Hilbert spaces, (A,B) ∈ B(H) × B(K), C ∈ B(K,H). If A ∈ B(H), let
A∗ denote the adjoint operator of A and σp(A) denote the point spectrum of A. In [3], the
authors claimed that
η(σse(A) ∪ σse(B)) = η(σse(MC)),
More precisely,
σse(A) ∪ σse(B) ∪ (σp(A∗) ∩ σp(B)) = σse(MC) ∪W, (14)
whereW is the union of some holes in σse(MC) which happen to be subsets of σp(A∗)∪σp(B).
The following example shows that equation (14) is not true.
Example 5.10. Let X, Y,A, C be defined as in Example 5.1. and B ∈ B(Y ) be defined by
B : {y1, y2, . . .} 7→ {0, 1
2
y1,
1
3
y2,
1
4
y3, · · ·}.
Consider the operator
MC =
(
A C
0 B
)
: X ⊕ Y → X ⊕ Y.
Then we have
(i). σse(MC) = σse(A) = {λ :| λ |= 1},
(ii). σ(B) = σse(B) = {0}, σp(B) = ∅,
(iii). σp(A∗) ∩ σp(B) = ∅.
Thus W = (σse(A)∪σse(B)∪ (σp(A∗)∩σp(B)) \σse(MC) = {0}, so W is just a point but
not an open set. This showed that the above conclusion is not true.
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