Abstract. Prognostic equations for the rain mass mixing ratio and the rain drop number concentration are introduced into the large-scale cloud microphysics parameterization of the ECHAM5 general circulation model (ECHAM5-PROG). To this end, a rain flux from one level to the next with the appropriate fall speed is introduced. This maintains rain water in the atmosphere to be available for the next time step. Rain formation in ECHAM5-PROG is, therefore, less dependent on the autoconversion rate than the standard ECHAM5 but shifts the emphasis towards the accretion rates in accordance with observations. ECHAM5-PROG is tested and evaluated with Single Column Model (SCM) simulations for two cases: the marine stratocumulus study EPIC (October 2001) and the continental mid-latitude ARM Cloud IOP (shallow frontal cloud case -March 2000). In case of heavy precipitation events, the prognostic equations for rain hardly affect the amount and timing of precipitation at the surface in different SCM simulations because heavy rain depends mainly on the large-scale forcing. In case of thin, drizzling clouds (i.e., stratocumulus), surface precipitation is sensitive to the number of sub-time steps used in the prognostic rain scheme. Cloud microphysical quantities, such as cloud liquid and rain water within the atmosphere, are sensitive to the number of sub-time steps in both considered cases. This results from the decreasing autoconversion rate and increasing accretion rate.
Introduction
Clouds and precipitation play an important role in the hydrological cycle of the Earth. Changing precipitation patterns due to climate change will result in shifted vegetation
Correspondence to: R. Posselt (rebekka.posselt@env.ethz.ch) zones, will have an influence on water quality, soil structure/erosion and runoff into rivers and oceans (Hatfield and Prueger, 2004) . Through feedback processes, these changed precipitation rates have an impact on cloud formation and microphysical processes which, on their part, influence the precipitation rates. Recently, the impact of aerosol particles resulting from human activity on cloud and precipitation formation received a lot of attention (e.g., Denman et al., 2007; Penner et al., 2006; Storelvmo et al., 2006; Lohmann and Feichter, 2005; Rosenfeld, 2000) . Thus, a proper treatment of cloud microphysical processes in models, especially in General Circulation Models (GCM) like the ECHAM5, is necessary to obtain reliable predictions of the aerosol indirect effects (Twomey, 1974; Albrecht, 1989 ) on clouds and precipitation and hence, on the radiative budget of the Earthatmosphere system.
The formation of precipitation in a GCM is closely related to the parameterization of cloud microphysical processes. An assumption that is widely used in GCMs is that the sedimentation of rain drops is very fast compared to the model time step. Hence, all precipitation particles formed within one time step will fall through the whole vertical column within the same time step. On the way down, they can evaporate and participate in the accretion process. The disadvantage of this concept is that, for each time step, the rain drops first have to be newly produced by autoconversion. Observations indicate that this process is less important in the atmosphere than accretion of cloud droplets by rain (Wood, 2005; Pruppacher and Klett, 1997; Rogers and Yau, 1989) . The evaluation of profiles from in-situ microphysical measurements from 12 flights over the ocean (close to the UK) by Wood (2005) revealed that accretion is the most relevant process for drizzle production in the lower 80% of the cloud. In the upper 20% of the cloud, autoconversion and accretion are equally important. Thus, the concept of diagnostic precipitation assesses the in-cloud conversion processes unrealistically by putting too much emphasis on the autoconversion rate.
The motivation for this study is to investigate the influence of giant cloud condensation nuclei (GCCN) on the warm rain formation. GCCN are regarded as aerosol particles larger than 5−10 µm in radius (Johnson, 1982; Feingold et al., 1999) . Seeding GCCN into a non-precipitation cloud (due to high amounts of anthropogenic aerosol particles) might initiate precipitation due to an enhanced collection of small cloud droplets by the larger drops that originate from GCCNs. Therefore, GCCN could counteract the aerosol indirect effects (e.g., Johnson, 1982; Feingold et al., 1999; Rosenfeld et al., 2002) . The resulting precipitation can be regarded as drizzle as the drops are rather small and the total precipitation rate is low. Therefore, the assumption that all rain is removed within one model time step might not hold for these clouds. Lower fall speeds in the model imply that part of the rain water is kept in the atmosphere and is available for the next model time step. To keep track of the rain water in the atmosphere, rain has to be treated prognostically in the model instead of diagnostically.
Several large scale microphysics schemes (e.g., Lohmann and Roeckner, 1996; Rotstayn, 1997) treat precipitation diagnostically so that all precipitation is removed from the atmosphere within one model time step. This is justified as using diagnostic precipitation allows for longer model time steps without significantly changing the temporal evolution of cloud water and ice (Ghan and Easter, 1992) . Nevertheless, some GCMs treat the precipitation prognostically by including sedimentation of precipitation. Fowler et al. (1996) implemented a one-moment microphysics scheme into the CSU 1 GCM accounting for changes in water vapor, cloud water and cloud ice, rain and snow. The microphysical processes include condensation/evaporation of cloud water, deposition/sublimation of cloud ice, evaporation of rain/snow, melting of snow and freezing of rain, collisions between the hydrometeor classes (i.e., autoconversion, accretion) and the Bergeron-Findeisen process. The precipitation processes including the sedimentation of rain and snow are treated with a small time step (2 min) using a time-splitting method. A mass-weighted fall speed for rain and snow is applied in the sedimentation scheme. Lopez (2002) incorporated a largescale cloud scheme into Meteo France's operational global model ARPEGE 2 . It uses cloud condensate and precipitation as prognostic variables. Microphysical processes include condensation/evaporation of cloud condensate, evaporation of precipitation, autoconversion and accretion. The sedimentation of precipitation is done in a simple semi-Lagrangian framework assuming constant fall velocities for rain (5 ms −1 ) and snow (0.9 ms −1 ). The implementation of moist processes including rain sedimentation into the EULAG 3 model is described by Grabowski and Smolarkiewicz (2002 (Smolarkiewicz and Margolin, 1997) EULAG model is a multi-scale model covering cloud resolving scales up to global scales. The microphysical parameterizations (Grabowski, 1998) are given for cloud condensate and precipitation and include condensation of water vapor, autoconversion of cloud condensate into precipitation and accretion of cloud condensate by precipitation, as well as deposition/evaporation of precipitation. The cloud microphysical processes are evaluated on time steps appropriate for the considered problem which can be smaller than the model dynamics time step. The sedimentation of precipitation is determined by a one-dimensional flux-form advection scheme. Global simulations deploy time steps of 30 s for a secondorder explicit scheme (MPDATA, Smolarkiewicz and Margolin, 1998) or 600 s for an implicit upwind scheme for the precipitation simulations.
This paper focuses on the introduction of prognostic equations for the rain mass mixing ratio and the rain drop number concentration into the large-scale cloud scheme within ECHAM5. An explicit fall speed for the sedimentation of rain drops is derived that depends on the rain drop size. The precipitation processes are calculated on smaller time steps using a time-splitting method. Thus, a better representation of the microphysical processes in which rain is involved is achieved. In case of the applied explicit numerical scheme for the sedimentation, the time-stepping is also necessary to assure numerical stability. As this study focuses on warm phase precipitation formation, snow is still treated diagnostically. GCCN are included in the second part of this study (Posselt and Lohmann, 2007) .
Results from a single column simulation with the newly introduced prognostic rain will be presented. Single column model (SCM) simulations are conducted with a case from the EPIC 4 stratocumulus study that took place in September and October 2001 in the eastern Pacific (off the coast of Ecuador and Peru) (Bretherton et al., 2004) . A second SCM case is derived from ARM IOP 5 measurements. The shallow frontal cloud case of the Cloud IOP (Xu et al., 2005) that took place in March 2000 at the ARM Southern Great Plain Site in Oklahoma is chosen. For these two cases, changes in precipitation and the cloud properties due to the introduction of the prognostic equations for rain will be investigated. The results from these simulations will be compared to ECHAM5-DIAG and to observations from EPIC and ARM.
Model description

The general circulation model ECHAM5
The ECHAM5-GCM is based on the ECMWF model and has been further developed at the Max-Planck-Institute for Meteorology in Hamburg. Within ECHAM5 the prognostic equations for temperature, surface pressure, divergence and vorticity are solved on a spectral grid with a triangular truncation (Roeckner et al., 2003) . The used ECHAM5-DIAG version comprises a two-moment cloud scheme with prognostic equations for cloud water (ice) and cloud drop (ice crystal) number concentration and includes a coupling between aerosols and cloud scheme (Lohmann and Roeckner, 1996; Lohmann et al., 1999 Lohmann et al., , 2007 . Within the aerosol module HAM (Stier et al., 2005) , atmospheric aerosol distributions are represented by a double moment scheme consisting of a superposition of 7 lognormal distributions of different size ranges, solubilities, and chemical constituents. For the simulations in this study the statistical cloud cover scheme of Tompkins (2002) is used.
Prognostic equations for rain
Within ECHAM5-DIAG, rain is treated diagnostically and the total rain water is removed from the model after one time step (as surface precipitation flux) or by evaporation in the sub-saturated air below the cloud. This approach is only realistic for relatively large rain drops (r>100 µm). Smaller drops, i.e., drizzle (25 µm<r<100 µm), also sediment but may not reach the surface within one time step. To account for this behavior, prognostic equations for rain are introduced to ECHAM5-DIAG, in the following referred to as ECHAM5-PROG, with the following processes. Firstly, a rain flux enters a given level from above and leaves this level due to the sedimentation of rain drops (sed). New rain drops form by autoconversion of cloud droplets (aut). The rain drop number decreases by self collection (scr) of rain drops. An increase in rain water is caused by accretion of cloud droplets by rain drops (acr). The evaporation of rain (evpr) in the subsaturated air below cloud leads to a decrease of rain water mass and rain drop number, whereas, the melting of snow (mls) causes an increase in rain drop mass and number. A further source for rain water and number is the direct activation of GCCN (nucr) into rain drops which is not included in this paper but in the second part of this study (Posselt and Lohmann, 2007) . The rates of rain water mixing ratio ∂q/∂t and rain drop number concentration ∂N/∂t due to these processes are summarized in Eq. (1). Q and P denote changes in the rain water mixing ratio and in the rain drop number concentration, respectively.
The cloud cover b c is calculated with the statistical cloud cover scheme by Tompkins (2002) . A beta distribution is assumed as the probability density function (PDF) for the total water q t (water vapor+cloud water+cloud ice) of the grid box. The cloud cover is then defined as the integral over the saturated part of the PDF (i.e., for q t >q s , with q s denoting the saturation specific humidity). The precipitation fraction b r is determined by the cloud fraction of the precipitating cloud. Following the precipitation on its way from the cloud base to the surface a maximum overlap of b r is assumed which is consistent with the maximum cloud overlap assumption of b c within the cloud microphysics routine.
Except for the rain flux, all microphysical processes are already part of ECHAM5-DIAG and are now also included in the prognostic equations for rain. The parameterization of the microphysical processes (aut and acr) are taken from Khairoutdinov and Kogan (2000) . Lacking a parameterization for the self-collection of rain drops by Khairoutdinov and Kogan (2000) , P scr is parameterized according to Beheng (1994) . The reduction of rain water mass due to evaporation is parameterized according to Rotstayn (1997) . Furthermore, it is assumed that the rain drop number concentration is reduced proportional to the rain water mass so that the mean rain drop size stays constant (Khairoutdinov and Kogan, 2000) . Snow is still treated diagnostically, i.e. all snow will be removed from the atmosphere within one model time step either by melting (generating rain), by sublimation or as surface precipitation. To be consistent, snow should also be treated prognostically but this is beyond the scope of this study. Because only the snow mass is given the size of the melted snow is assumed to be 25 µm. This size is chosen according to the separation size for cloud droplets and rain drops proposed by Khairoutdinov and Kogan (2000) . The calculation of the incoming and outgoing rain fluxes is described in the next section.
Rain flux and rain drop sedimentation
The sedimentation of the rain drops and, with it, the rain flux from one model level to the next is treated as a vertical 1-Dadvection with the mass and number weighted fall velocity v q and v N (positive in downward direction) of the rain water mass mixing ratio q [kg kg −1 ] and rain drop number concentration N [m −3 ], respectively. Using different fall speeds for mass and number emulate the fact that large and heavy drops fall faster than small drops. The advection equation is expressed in flux form to account for changes in rain water mass and number with changing density, i.e., with height. Therefore, it is more convenient to express the number of rain drops as mixing ratio n=N/ρ a (n in [kg −1 ]) with ρ a denoting the air density.
The numerical solution is found by an upstream scheme in space and a forward scheme in time. The decision for this explicit scheme has several reasons. First of all, the scheme is mass conserving by definition which is very important when dealing with cloud microphysics. The microphysical processes are treated sequentially, i.e., one after the other, in each level starting from the top level to the bottom. The sedimentation into the next level takes place after the cloud microphysical processes. This "stepwise" sedimentation requires the determination of outgoing and incoming quantities separately (i.e., in level i: determine what is going out of level i and what is getting into level i+1). A more sophisticated explicit scheme (like, e.g., MPDATA with correction steps, Smolarkiewicz and Margolin, 1998) would however require a total restructuring of the model with a separation between microphysical processes and sedimentation. This in turn would require an extensive retuning of the model. Furthermore, sensitivity studies comparing explicit and implicit sedimentation schemes yield similar results (Müller, 2007) . Nevertheless, an explicit scheme without correction steps is very diffusive and has low spatial and temporal discretization abilities. Therefore, once it is shown that the implementation of the prognostic rain scheme is beneficial for the representation of clouds and precipitation, a more sophisticated sedimentation scheme will be implemented in the future.
To calculate the actual rain flux from one model level to the next an approach for the fall velocity of rain drops is introduced. To obtain the bulk sedimentation velocities for the rain water mass and the rain drop number, the flux density approach used by Srivastava (1978) (his Eqs. (48) and (49) for the mass and number flux, respectively) is applied.
with c = π 6 ρ w
Thereby, ρ w is the density of water and v s denotes the terminal velocity of a single rain drop with a diameter D. For the rain drop size distribution f an exponential distributionas was first put forward by Marshall and Palmer (1948) -is assumed.
The expression of λ as function of q follows Grabowski (1999) .
In the following, D 0 will be used as distribution parameter instead of λ. In contrast to the Marshall-Palmer distribution and to the distribution by Grabowski (1999) , the parameter N D is not constant but determined by the number of rain drops N in the model so that the expressions for N D and D 0 become
The rain drop distribution takes then the form
Furthermore, to solve Eq. (3) it is convenient to take advantage of the moments M (k) of the size distribution f (D). In case of an exponential distribution (such as Eq. 7), the moments can be expressed with the help of the Gamma function Ŵ(x):
In terms of moments, the number concentration N can be expressed as M (0) and the rain water mixing ratio q=c M (3) /ρ a . The last important ingredient for Eq. (3) is the fall velocity of a single rain drop v s which is approximated according to Rogers et al. (1993) .
with D denoting the diameter of the rain drop and the constants a 1 =4000 s −1 , a 2 =12 000 m −1 , b 1 =9.65 m s −1 , b 2 =10.43 m s −1 , and b 3 =600 m −1 . Unfortunately, this splitted formulation is problematic as the solution of the mass flux equation with the method of the moments requires one equation for v s for the whole size range. To circumvent this problem, a correction term v corr was added to the second equation v s,2 of Eq. (9) to obtain a fit to the first equation v s,1 of Eq. (9) at lower rain drop sizes so that the following approximation for D≤745 µm applies
This leads to a lower accuracy for lower rain drop sizes. Because the fall velocities are rather small, the drops in that size range do not fall very far within one model time step. Therefore, this loss of accuracy is negligible for the purpose of this application. The correction term is assumed to be an exponential function v corr =c 1 exp(−c 2 D). The constants c 1 and c 2 are obtained by evaluating Eq. (10) at D=0 (v s,1 =0,
The resulting approximated equation to Eq. (9) for the fall velocity of a single rain drop is given by:
The fall velocities of a single drop according to Eq. (9) (black dotted and dashed lines) as well as according to Eq. (11) are shown in Fig. 1 (upper panel) which shows that the approximated Eq. (11) fits very well to Eq. (9) by Rogers et al. (1993) over the whole size range. Inserting the rain drop size distribution (Eq. 7) and the equation for the fall speed of a single drop (Eq. 11) into the flux equations (Eq. 3) and using the definition of the moments (Eq. 8) leads to the following asymptotic solutions for the mean fall velocity v q for the rain water mass and v N for the rain drop number:
The critical distribution parameter D v has values of D v,q =615 µm for the bulk velocity of the rain drop mass and of D v,N =2463 µm for the bulk velocity of the rain drop number concentration. Therefore, for the rain drop distribution with a distribution parameter D 0 much smaller than D v , the bulk fall velocity depends linearly on D 0 and the fall speed for q is always 4 times larger than for N. For very large D 0 the fall speed reaches a constant value. These asymptotic solutions for the fall velocity v q and v n as a function of D 0 for drops much smaller and much larger than D v (dotted and dashed lines) are shown in Fig. 1 (lower panel) . Sensitivity studies (partly presented in Tables 1 and 2) revealed that the model results do not depend strongly on whether a gradual transition between the two asymptotic solutions is used (simulation 10 (grad)) or not (simulation 10). Thus, a piecewise linear approximation is used for simplicity. The rain drop fall velocities v q and v N are functions of the distribution parameter D 0 and thus of the mean size of a rain drop in contrast to constant fall velocities used by Lopez (2002) or only massweighted fall velocities used by Fowler et al. (1996) .
If using fall speeds for the rain drops within an explicit numerical scheme, the Courant-Friedrichs-Levy (CFL) criterion for numerical stability has to be obeyed. The CFL criterion is violated if relatively large rain drops fall too fast/too far down and, therefore, miss a model level resulting in negative rain drop mass and number. To prevent this (and the resulting chaotic behavior of the model) a reduction of the time step is necessary. Because it is computationally too expensive to be applied for the whole model, only the time step in the cloud microphysics routine is decreased. Only processes directly connected to the precipitation formation, such as autoconversion, accretion, and sedimentation are calculated using the smaller time step which also leads to a better representation of the precipitation formation via accretion. All other processes (i.e., the ice microphysics) are still calculated with the longer model time step. This requires some rearrangement in the sequence of the microphysical calculations. Given the non-linear structure of most of the microphysical parameterizations this change in sequence already cause changes in the results for the cloud and precipitation formation compared to ECHAM5-DIAG. For this paper, the number of those smaller time steps is fixed to constant values (e.g., 3, 10, 30, . . . ) that are valid for the whole simulation. Nevertheless, it is possible that the fall velocity is so high that the rain drops would fall too far (especially, if they reach the lowermost model levels). For that reason, the maximum fall velocity within a level is limited by the grid velocity v max = z/ t which increases with increasing number of sub-time steps due to decreasing time step length t. v max is necessary for numerical reasons although it does slow the sedimentation artificially, especially for larger time steps. To ensure that there are no rain drops without rain water mass, v N is set to v max as soon as v q reaches v max (i.e., all rain water mass is leaving the level).
Break-up
Spontaneous break-up for drops larger than 5 mm happens very rarely in real clouds as the collisional break-up prevents drop growth to these sizes (Pruppacher and Klett, 1997 ). In the model, break-up processes, like the collisional break-up, are not considered. Therefore, drops can grow to rather large and unrealistic sizes. To prevent this, a simple approach for the spontaneous break-up is introduced. If the number of drops larger than D B =5 mm in diameter (Pruppacher and Klett, 1997) exceeds 1% of the total rain drop number concentration then the rain drop distribution is changed by increasing the total rain drop number. The corresponding size distribution after the break-up has the distribution parameter
As soon as D 0 ≥D 0,B =1085.7 µm, break-up will occur. The new rain drop number concentration is then determined by N B =(ρ a q)/(c D 3 0,B )=(ρ a q)/6.7×10 −7 kg. Sensitivity studies with varying D B or the fraction of the total rain drop concentration yield similar results suggesting that the model is not very sensitive to these specific assumptions.
Results and discussion
Model setup
The following simulations are conducted with the Single Column Model (SCM) version of ECHAM5 using 31 model levels with the uppermost layer at 10 hPa. A simulation time step of 15 min is applied. The simulations described employ the cloud cover scheme by Tompkins (2002) . The boundary conditions for the SCM are taken from datasets provided by the field campaign data archives (ARM; EPIC). The SCM is initialized by the surface pressure and the thermodynamic profiles of temperature, specific humidity and horizontal wind. The large-scale advective tendency profiles of temperature and humidity are used to force the SCM for the EPIC case. Furthermore, the sea surface temperature is given. For the ARM case, the SCM is forced with the largescale humidity tendencies. Divergence and temperature profiles are prescribed. In both cases the surface energy balance is calculated within the model, i.e., the surface fluxes are not prescribed. No nudging is applied in these simulations.
One simulation was completed with ECHAM5-DIAG which is then compared to four simulations of the altered version ECHAM5-PROG with different numbers of sub-time steps. Additionally, all simulations are compared to observations.
The discussion of the results focuses on the evolution of cloud and precipitation quantities like the precipitation flux at the surface, cloud and rain water content, cloud cover and microphysical conversion rates. Thereby changes due to the different number of sub-time steps are evaluated with the aim of finding the optimal number of sub-time steps for GCM simulations where a compromise between accuracy and computational time has to be found. Furthermore, the SCM simulations are compared to the observational data from the considered measurement campaigns. One has to bear in mind that perfect agreement between simulations and observations cannot be reached. Forcing the SCM with observations usually lacks some advective tendencies (e.g., hydro-meteor advection) to describe transport in and out of the model column. Therefore, the conditions at the measurement site cannot be fully reproduced by the model. Furthermore, measurements are always subject to uncertainties which also contribute to differences between model and observations. Nevertheless, the SCM is a good tool to test the new prognostic rain scheme and evaluate the behavior for different number of sub-time steps.
Computational costs
Splitting the cloud microphysics calculations in several subtime steps requires a larger amount of computation time than ECHAM5-DIAG with the diagnostic rain scheme. For running ECHAM5-PROG globally a balance between improvements due to the prognostic rain scheme and increasing computation times has to be found. Figure 2 shows the relative costs of CPU time depending on the number of sub-time steps. Thereby, the simulation with one sub-time step is used as baseline. The presented values are means from 10 simulation for the EPIC and ARM case studies for each number of sub-time steps. The computation time increases linearly with the number of sub-time steps (see fit in Fig. 2) . A doubling of computation time would be reached for about 400 sub-time steps.
For global simulations choosing an appropriate number of sub-time steps would depend on the specific objectives. But with keeping the number of sub-time steps below 30 the increase in computation time remains below 10%.
EPIC 2001
EPIC, the Eastern Pacific Investigation of Climate Processes (in the coupled ocean-atmosphere system) took place in September and October 2001. Besides investigating deep convection and ocean mixing, one goal was to study stratocumulus clouds and boundary layer processes. During a 2 week period in October 2001, ship-based remote sensing and ground-based measurements were taken to characterize the vertical structure of the atmospheric boundary layer and to understand the physical processes behind the stratocumulus cloud albedo. A characteristic of the campaign was an extensive stratocumulus deck which was usually organized into mesoscale cellular structures (Bretherton et al., 2004) .
The EPIC Integrated Dataset of the stratocumulus study was used to force the ECHAM5 SCM. The profiles of temperature, specific humidity and horizontal wind speed were obtained from radio soundings during the campaign. The large-scale forcings, i.e. temperature and specific humidity advection, as well as the large-scale subsidence, were derived from ECMWF reanalysis data. Additionally, a cloud condensation nuclei concentration of 150 cm −3 is prescribed to obtain a cloud drop number concentration of 100−130 cm −3 which was observed during EPIC. 
Comparison to observations
The mean values for the precipitation at the surface and at cloud base, the total cloud cover and the liquid, rain and total water path (LWP, RWP and TWP=LWP+RWP) averaged over the whole simulation period for the observations and the SCM simulations are summarized in Table 1 . On average, the ECHAM5-DIAG and ECHAM5-PROG simulations precipitate more at cloud base as well as at the surface than the observations (see Table 1 ). As can be seen in Fig. 3 , all simulations reproduces some of the measured peaks correctly with regard to the timing but the precipitation amount does not fit. On the other hand, there are several rain events that the model totally misses (especially at the beginning of the simulation period) or that are simulated but not observed. The prognostic rain scheme does not change the deficiency of totally missing some precipitation events. It only affects the precipitation amounts slightly. Evaporation of rain below cloud base is captured quite well (see Table 1). All simulations overestimate the evaporation by less then 10 % compared to the observations without considerable differences between diagnostic and prognostic rain scheme.
Reasons for the differences between observed and simulated rain can be due to the forcing data set so that the model is not able to reproduce the meteorological conditions correctly. Especially the advective tendencies are only given for the atmospheric boundary layer. Above they are set to zero, which might be a major reason for the discrepancies. According to moisture budget analysis (Yanai et al., 1973) , the amount of precipitation depends also on the amount of evaporation from the surface. Under-or overestimation of the internally calculated surface fluxes can thus also contribute to the differences in the precipitation. Furthermore, ECHAM5 might be missing some essential processes (e.g., convection) that result in larger precipitation amounts in the observations. Another factor is the large uncertainty of a factor 2-3 of the radar retrievals (Bretherton et al., 2004) . Thus, the difference between observation and simulation could be partly explained by the uncertainties of the measurements. Similar arguments are valid for the comparison of the total (liquid) water path (TWP) with the observed liquid water in the atmosphere. The observed liquid water path (LWP) was obtained by a microwave radiometer which differentiates between liquid and rain water in another way than ECHAM5 does. Thus, the observed LWP might also include drops which the model assumes to be rain drops. Therefore, the observations are compared with the TWP that is the sum of LWP and RWP (rain water path). The simulations extremely underestimate the TWP at the beginning of the simulation period (see Fig. 3 , upper right panel and Table 1 ). Later on, the agreement between simulations and observations is improved especially for the ECHAM5-PROG simulations which give a lower TWP compared to ECHAM5-DIAG. Although the amount is not always simulated correctly the timing of the peaks is captured in most instances. It can be seen that an underestimation of the TWP leads to the missed rain events at the beginning of the considered period. The overestimation of precipitation on October 20th 2001 can not be attributed to the TWP as the TWP for that day is simulated in good agreement with the observations. The underestimation of the liquid water feeds back on the cloud cover (Fig. 3 , lower left panel and Table 1 ). The model is not able to reproduce the overcast conditions at the beginning of the simulation period. Later on, periods with overcast conditions are reproduced rather well by ECHAM5, whereas in periods with fewer clouds the cloud cover is severely underestimated. However, the overall agreement is quite good.
Sensitivity to sub-time step number
For large numbers of sub-time steps the model is converging because the maximum velocity v max is not reached anymore and a shorter time step does not have a large influence on the microphysical parameterizations anymore. Sufficiently large sub-time step numbers would be in the range of 100 and more decreasing the time step length for the rain microphysics to around ten seconds. This is applicable in a SCM without problems but in a GCM high numbers of sub-time steps would drastically increase computational time. Therefore, it is necessary to limit the number of sub-time steps to take the advantage of the prognostic rain but at a reasonable amount of computational cost. Comparing the SCM results for different sub-time steps gives an idea about the optimal number of sub-time steps which then will be used in the GCM simulations.
One criterion to decide on the optimal number of sub-time steps is whether and how often the maximum fall velocity v max is reached. Fig. 4 shows the relative frequency of the fall velocity v q reaching v max . It can be seen that increasing the number of sub-time steps reduces the occasions when the maximum velocity has to be applied from at most 70 % for the 3 sub-time step simulation to 50 % for the 30 sub-time step simulation. Furthermore, the maximum moves towards the surface, so that at 30 sub-time steps v max is more or less exclusively reached in the lowest model level. This is caused by decreasing layer heights towards the surface which result in a smaller v max . As expected, a further increase in the number of sub-time steps results in a larger maximum velocity so that the fall velocities are always smaller than v max .
Increasing the number of sub-time steps leads to changes in the autoconversion and accretion rates. More sub-time steps lead to slower sedimentation and thus rain water is kept longer in the atmosphere and is maintained there for the next (model) time step (compared to a diagnostic scheme where all rain water is removed within one time step). Thus, there is generally more rain water in the atmosphere the larger the number of sub-time steps. And more rain water means higher accretion rates. As the accretion process also removes cloud water, less cloud water is available for the autoconversion. Therefore, the autoconversion rates decrease. Thus, the total conversion rate (=autoconversion+accretion rate) increases if the increase in accretion overcompensates the decrease in autoconversion. A decrease of the total conversion rate results if the decrease in autoconversion is larger than the increase in accretion. Figure 5 shows the vertical profiles of autoconversion, accretion and total conversion rate averaged over the whole simulation period. As expected the autoconversion rate decreases while the accretion increases. The average total conversion rate shows considerable differences only for the 3 sub-time step simulation. The simulation with more subtime steps give quite similar conversion rates. This in turn results in quite similar results for the TWP for 10, 30 and 100 sub-time steps (see Table 1 and Fig. 3 ). There is no clear dependence of precipitation on the number of sub-time steps. Depending on the precipitation event, a change in the number of sub-time steps can lead to an increase or decrease of 3 sub-ts 10 sub-ts 30 sub-ts 100 sub-ts Fig. 4 . Relative frequency for v q =v max for EPIC for different subtime steps (3, 10, 30 and 100) precipitation and also to slight changes in the timing of the precipitation event. Changes in the cloud cover due to different sub-time steps are small. As they are closely linked to changes in the TWP they do not provide further information.
Moisture budget consideration usually assume that the column integral of the apparent moisture sink (condensation/evaporation) equals the precipitation at the surface plus the evaporation from the surface (surface latent heat flux) (Yanai et al., 1973) . Therefore the precipitation is mainly determined by the available moisture. However, in case of diminished or even suppressed autoconversion and accretion due to very low TWP as during EPIC, the precipitation formation depends not only on the available moisture but also on the amount of liquid water in the atmosphere. Liquid water has to accumulate in the atmosphere before the conversion processes can produce precipitation. Therefore, the drizzle case shows some dependence of the precipitation on the number of sub-time steps because the LWP varies with the number of sub-time steps. Regarding the evolution of TWP and precipitation and the relative frequency of reaching v max , 30 sub-time steps seem to be sufficient to capture the essence of the collisioncoalescence process. The RWP, on the other hand, would need even more sub-time steps before finally converging. However, it seems that it is not important for the surface precipitation how much rain water remains in the atmosphere as long as there is a considerable amount. Therefore, 30 subtime steps seems to be a good compromise.
ARM IOP March 2000
The shallow frontal cloud case of the ARM Cloud IOP in March 2000 described by Xu et al. (2005) was chosen as another case to investigate the changes in the model results between ECHAM5-DIAG and the new version with prognostic equations for rain. At the beginning of the IOP from 15-19 March 2000, a cold front moved over the ARM site. Later in this period, a quasi-stationary low pressure system accompanied by frontogenesis characterized the weather conditions. Shallow clouds were predominant during the period but occasionally deep clouds also moved over the measurement site. Different to the drizzling EPIC case, the ARM case represents a heavy precipitating case which requires a higher numbers of sub-time steps.
The 5 day SCM simulation is forced with the meteorological conditions and corresponding large-scale horizontal advective tendencies obtained from the ARM Cloud IOP 3-hourly sounding data and surface measurements with additional data from a short-range weather prediction model (RUC-2), the NOAA wind profiler and the NOAA GOES-8 satellite. Table 2 gives an overview of the mean variables (precipitation at the surface, total cloud cover, LWP, RWP and TWP) averaged over the whole simulation period for the observations and ECHAM5 simulations. The model simulations, regardless of the ECHAM5 version and the number of sub-time steps, are much moister than the observations for the lower troposphere, especially around the cold front passage during the morning of 16 March. This was already shown by Xu et al. (2005) and was explained by a missing advection of hydrometeors out of the model grid box. Thus, the cloud remains in the atmosphere much longer in ECHAM5 as well as in most other SCMs than in reality.
Comparison to observations
The temporal evolution of the rain rate is shown in Fig. 6 and summarized over the whole simulation period in Table 2 . In general, ECHAM5-DIAG and ECHAM5-PROG simulates the precipitation amount equally well although the model simulations overestimate the cold front precipitation at the beginning of the period. This is a direct consequence of the moister environment in the model. The observed LWP was obtained by a millimeter cloud radar (MMCR) (Jensen and Johnson, 2006) . The definition of liquid water in this case, which depends on the radar reflectivity, differs from that used in ECHAM5 (and other GCMs) (liquid water=drops with r<25 µm). Thus, the observed LWP is compared with the TWP of the model. As shown in Fig. 6 and also from Table 2 , the model produces a much lower TWP than observed. The observations are characterized by relatively high TWP throughout the whole period. The SCM simulations show a quite low TWP during the cold front passage that is increasing for ECHAM5-PROG with increasing number of sub-time steps due to an accumulation of rain water in the atmosphere (see Fig. 6 , upper and lower right panel). For the rest of the period the simulated TWP agrees quite well with the observed TWP but remains on the low side.
The total cloud cover during the IOP is shown in Fig. 6 (lower left panel) and Table 2 . The observed total cloud cover is derived from satellite data (GOES satellite) and correlates quite well with the rainy episodes (Fig. 6, upper left panel) .
The comparison with the TWP shows an inconsistency in the observations such that a non-zero TWP coincides with zero cloud cover. In general, all ECHAM5 simulations reproduce the observed cloud cover quite well. However, the simulated clouds are more persistent and the correlation with precipitation is less pronounced. Thus, the observed average total cloud cover is lower than the simulated total cloud cover (see Table 2 ).
Sensitivity to sub-time step number
Heavy precipitation is usually accompanied by large rain drops with rather high fall velocities. Hence, the treatment of such events in the given prognostic rain scheme requires a rather large number of sub-time steps to reach convergence. However, the precipitation amount itself does not depend on the amount of sub-time steps used. In this case, the amount of precipitation is determined by the large-scale forcing, i.e. by the available moisture, and the evaporation from the surface. Changes in the total water do not affect the precipitation amount but affect the residence time of water in the atmosphere. The increase in total water with a higher number of sub-time steps is mainly determined by the accumulation of rain water in the atmosphere. The cloud water does not depend on the number of sub-time steps nor does the cloud cover (Table 2) .
v max is mainly reached in the lowest model levels as can be seen in Fig. 7 . Increasing the sub-time steps decreases the maximum relative frequency from 80 % for 10 sub-time steps to 45 % for 30 sub-time steps. v max is not reached anymore for 100 or more sub-time steps.
The changes of the microphysical conversion rates are shown in Fig. 8 averaged over the whole IOP. The left panel shows that the autoconversion rate decreases with an increasing number of sub-time steps whereas the accretion rate increases. The total conversion rates show only a very weak dependence on the number of sub-time steps which is reflected in the LWP and the precipitation at the surface.
The rather heavy precipitation during the cold front passage requires even larger numbers of sub-time steps than chosen for this comparison. But the surface precipitation shows no dependence on the number of sub-time steps or even if the diagnostic or prognostic approach is used. Therefore, regarding the precipitation the choice of the sub-time step is irrelevant. That is different for the total water where the largest number of sub-time steps would be the best. But this is not feasible in GCM simulations. Regarding the relative frequency of reaching v max , 30 sub-time steps or more would be most appropriate (similar to EPIC).
Conclusions
Prognostic equations for the rain mass mixing ratio and rain drop number concentration were introduced into ECHAM5 in order to better represent the accretion process. This requires the introduction of an equation for the fall speed of rain drops. To keep the model numerically stable, a maximum vertical velocity, the so-called grid velocity, for each level was defined. With increasing number of time steps, the grid vertical velocity increases. Thus, it is applied less often making the sedimentation process more physical. With the included time-stepping, all microphysical processes associated with rain, e.g. accretion, are better represented. The marine stratocumulus study of EPIC 2001 and the shallow frontal cloud period during the continental ARM Cloud IOP in March 2000 in Oklahoma were chosen to test the prognostic rain scheme. Five simulations were completed -one with the standard ECHAM5-DIAG and four with the prognostic rain included with a different number of sub-time steps -which were compared with each other and to observations. Generally, ECHAM5-DIAG and ECHAM5-PROG reproduced the observations quite well. A major goal was to find the optimal number of sub-time steps that ensures a good representation of the rain process and that keeps the increase in computational cost reasonable. For the drizzle case the number of sub-time steps can be limited to 30 without making large errors in the estimation of the precipitation and the total water amounts. In contrast, precipitation in heavy precipitation events hardly depends on the number of subtime steps or whether a diagnostic or prognostic rain scheme is used. Because a better representation of drizzle was the reason to include a prognostic rain scheme, the future GCM simulations will be carried out with 30 sub-time steps.
Using ECHAM5-PROG does not lead to an overall improvement of the results compared to the diagnostic rain scheme of ECHAM5-DIAG and to the observations. Nevertheless, the more physical description of the precipitation formation process justifies the usage of the new scheme. The presented SCM studies show that the prognostic rain scheme works and yields reasonable results. However, due to the limitations of the SCM approach (e.g., incomplete initial and boundary conditions) final conclusions about the improvements with the prognostic rain scheme should be drawn on the basis of global simulations.
The numerical scheme applied for the sedimentation of the rain drops in this study is known to be very simple and has deficiencies regarding numerical diffusion. Thus, future work will also include the implementation of more sophisticated explicit or implicit numerical schemes into ECHAM5-PROG. The prognostic treatment of precipitation will be extended to snow as well.
