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1. INTR~OUCTI~N 
A subset of a metric space is totally bounded if, for every E > 0, it can be 
covered by a finite number of sets, each with diameter ~26. If A is totally 
bounded, N,(A) is the smallest number of sets in such a covering. Using N,(A) 
as a coarse indicator of the size of a set, G. Strang introduced the notion that 
a set can have a nucleus, a pre-eminent element at which the mass of the set is 
concentrated (see [Z]). Using the terminology of [2], we say that x is the nucleus 
of A, if, for every neighbourhood, V, of X, 
In heuristic terms, x is the nucleus of A, if every neighbourhood of x in A is 
asymptotically as large as all of A. Fix L > 0 and T > 0. Let 0 = to < tl < . . . c 
t,,,-, < t,,, = T and let cI, c2,. . ., c,,, be fixed constants with c, # 0. Using the 
uniform metric (d(F, G) = sup IF(t) - G(t)J), define (1, to be the set of real- 
O=SfGT 
valued functions, F, on [0, T], such that F(0) = 0 and, for all x,y E [O,T], 
IF(x) - J’(Y)I G Lb - YI ( i.e. F satisfies a Lipschitz condition with co- 
efficient L). If 
A= 
1 
FE(~~: : ciF(ti)=l 
i=l I 
is nonvoid (in Section 3 we shall derive a sufficient condition for A to be 
nonvoid), then the following is known to hold (see [2]) : 
1.1. THEOREM. A has a nucleus the broken line joining thepoints (0, do), (t,, B,), 
. . ., (t,, O,,,), where 8, = 0 and 0 , , . . ., 0, are the unique values which render the 
quantity 
BP 1,. . ., em) = iz, w(4 - h) + 6 - 4-,)W(t, - t,-,) + 4 - fu 
-t- (L(ti - 4-J - Bi + dieI) ln(L(ti - tiwl) - 8, i- e,-,)I 
a minimum, subject o zLI I 1 - c 6’ 1. (We denote by In the natural logarithm.) 
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In this way, we obtain a nucleus by imposing the sum constraint 
zy=i c*P(tJ = 1. It will b e s h own in Section 3 that this nucleus maximizes a 
certain functional over A. The question arises: what is the behaviour of the 
sequence of nuclei arising from a sequence of such sum constraints when the 
sums are Riemann sums for an integral jr c(t)F(t)dt? It will be shown in 
Section 4 that the sequence of nuclei converges to a function, F, which satisfies 
the integral constraint fzc(t)p(t)dt = 1. Furthermore, P satisfies the maxi- 
mization condition to be proven for the sum case. The question of whether or 
not P is the nucleus of the set of functions in fl, satisfying the integral con- 
straint is still open. 
2. VARIATIONAL RESULTS 
This section contains definitions and technical results to be used in later 
convergence proofs. Here, we work on an arbitrary real interval, [a, b]. 
2.1. PROPOSITION. If p is an integrable function on [a, b], then 
lim Jbp(t) tanh(@(t))dt = 11 Ip(t)ldt. 
h-xc a 
Proox FixE > Oandlet I, = {t E [a,b]: Ip( < EM/~), where M= (b - a)-‘. 
By integrability, there is a Ksuch that, if I2 = {t : 1 p(t)\ > K}, then jr, Ip( dt < 
e/3. For X > 0, let us look at 
I(4 = l/~p(t)tanh(Mt))dt - jl Ip( dfl 
Now let 
= s ,” Mt>l (1 - tanhGWOl)~dt 
4,+.L2+S11, where I3 = [a, b] - Iz - I, 
G (b - a) CM/~ + 43 + 1, 
G 2~/3 + K II, (1 - tanh(X&/3)}dt. 
A,=3(Mc)-‘arctanhmax(O,(l -g)). 
Then if X > A,,, 
,,,,.,,+Ks,(l-(1-g)]dt 
<26/3+Kg(b-a)=E. 
Q.E.D. 
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Denote by PL the set of all Riemann integrable functions, p, on [a,b], for 
which 
s )P(OI dt > l/L- 2.2 
2.3. COROLLARY. Letp E P=. Therl there is a X B 0 such that JI: p(t)f(t)dt = I, 
wheref(t) = Ltanh(Ap(t)). 
Proof. r(A) = L jip(t)tanh(Ap(t))dt is a continuous function of h with 
r(0) = 0 and (by 2.1 and 2.2) limr(A) > 1. The required result then follows from 
A-vx 
the intermediate value theorem. 
Q.E.D. 
Ifp E PL, define DLp to be the set of Riemann integrable functions, f, satisfy- 
ing IfI G L a.e. and Jip(t)f(t)dt= 1. Then 2.3 shows thatfe DLp, so that 
DLp is nonvoid. Forf E DLp, define 
H(f)=- 
2.4. THEOREM. Let f be as in 2.3. If f E Dtp and f #f” on a set of positive 
measure, then H(f) -c H(f). 
Proof. Let I(W) = H(f+ w(f -f)) for 0 G w zz 1. Then 
and 
= -; b {f(t) -~(:(t)>p(t) dt 
0 
= 0, since f andfare in DLp. 
Furthermore, 
z”(w) = - s (O<w< 1) 
since /f-f- ~(f-f)] G (1 - w)]f] + w]f] c L a.e. By the mean value theorem, 
then, f(l) < r(O). 
Q.E.D. 
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2.5. COROLLARY. Let cc and /!I beJixed with Ia -/II G L(b - a), and let P(t) 
be the straight line joining the points (a,~) and (b,&. Zf F # F” is any other 
function joining these two points and satisfying a Lipschitz condition with co- 
eficient L, then H(F) < H(F”‘). 
Proof. F’ and p’ are in DLp when p(t) = (/? - a)-‘. By 2.4, His maximized in 
DLR forf(t) = Ltanh(Xp(t)) s constant. Therefore, H(F’) is maximized when 
and only when F is linear, i.e., F = F. 
Q.E.D. 
Let us now work on the interval [O,T], where, as before, T > 0 is fixed. 
Denote by Ct the set of Riemann integrable functions, c, on [0, T], satisfying 
4’3 f 0, 2.6 
and 
s;/[:’ c(s) dsidt > l/L. 2.7 
Let A = {FE (1,: 1: c(t) F(t)dt = I>. If F E A, 
10’ c(t) F(t) dt = lo’ p(t) F’(t) dt, 2.8 
where p(t) = If c(s)ds E Pt. Thus we have: 
2.9. PROPOSITION. Zf FE A then F’ E DLB. Conversely, if f E D,’ then 
F(t) = J$ f (s)ds E A. Furthermore, A is nonvoid, sincef(de$ned as in 2.3) is in 
DLp. Define P(t) = fif(s)ds. 
2.10. PROPOSITION. flF E A and F # fl, then H(F’) < H(F”‘). 
Proof: Immediate from 2.4. 
3. CONNECTIONWITHNUCLEI 
Let us now relate maximization of H, as discussed in the previous section, 
to the notion of a nucleus. 
3.1. THEOREM. Let A be as in 1.1, and let F”be its nucleus. Then F”is the unique 
element which maximizes H(F’) over A. 
ProoJ As a consequence of 2.5, it is enough to consider functions 
YXI,X2..,.,Xfn (t) which are broken line functions connecting the points (O,O), 
(~lJI),‘-*, K&n), where Ixi - xi-, 1 < L(ti - ti-1) (i = 1,2,. . .,m) and 
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2; CiXi = 1. We must maximize H(yk, , XZ,, .. , X,,) over all admissible values 
,,.. .,x,,,. But 
= -& iz, {(L(ti - ti-1) + Xi - Xi-l) Ill (L(t, - ti-1) + Xi - Xi-l) 
+ (L(ti - ti-1) - Xi + xi-,)ln(L(ti - /i-i) - Xi I- X,-r) 
- 2(ti - ti_l)lIl(2L(ti - ?i-I))} 
=-- :,BCx, , . . .,X,) +i 2 (t* - ti-r)ln(2L(t, - ti-1)). 
i=l 
The last sum does not depend on the Xi. We conclude from 1.1, then, that 
H(Y:,,...,.,) is maximized when and only when yX, ,x2,. ., Xm = 2 
Q.E.D. 
The quantity H being maximized bears a striking resemblance to the 
“communication entropy” of information theory. What meaningful analogy 
(if any) can be drawn between the nucleus of a set and maximization of 
communication entropy is not clear, however. 
In the previous section, we rewrote the integral jz c(t)F(t)dt in the form 
Jo’p(t)F’(t)dt. s urn constraints can also be rewritten in this form, except hat 
p will not be continuous. The appropriate choice is 
P(l) = l$ Ci”lti - t>, where U(S) = 
1 whens>O 
is1 0 whens<O. 
Indeed, 
since F(t,) = 0. 
This allows us to conclude that A is nonvoid if 
1 
--( ,‘Ip(t)ldt= L s 2 s::, Ii jdt- 
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that is, if 
3.2 
If 3.2 holds, we can write the nucleus in 1.1 explicitly as 
t 
F(t) = L 
s i 
tanh h : cju(ti - s) ds 
0 i=I I 
where X is chosen so that 1;1!, ciF”(t,) = 1 (possible by 2.3). 
4. CONVERGENCE 
Let c E C, and letp(t) = ST c(s)ds. Let 
We say that 7~ = {to, t,, . . ., tm> is apartition of [0, T], if 0 = to < t, < . , . < t,-, < 
tm = T; we then write 1~1 = max (ti - t,-,). Now let T,, = (ton, t,“, . . ., t&,,} 
IsEL<m 
(n= 1,2,...; the superscripts are indices) be a sequence of such partitions with 
lim \“,,I = 0, and write 
“-+a, 
m(n) 
A, = (F E A,: *z, c(t,“)F(t,“) (t*” - t;-J = l}. 
As we saw in Section 3, the appropriate member of PL for A, is 
PAt) = *z, c(ti”) (ti” - G-1) u(tL” - t)* 
4.1. THEOREM. pn converges uniformly to p as n -+ co. 
Proof. Reasoning by contradiction, suppose the uniform convergence does 
not occur. Then there is a 6 > 0, an increasing sequence, (njj~=,, of positive 
integers, and a sequence (Sj}im,r ofnumbers in [0, T], such that Ip,,,(sI> - p(s,)l > 
S. We can assume-taking a further subsequence, if necessary-that s, 
converges to some s E [0, T]. We have 
I P~J(~) - P(s) I a I Pn~(~i) - P(sj)l - I P~J(~) - PnJSj)l - I P(sj) - PG) j 
’ s - I P,(S) - P&i) I - I P(S.J - P(S) I * 
Let us now prove the following. 
LEMMA. ,'iz 1 p,,(s) - p&s,) 1 = 0. 
+ 
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Fix E > 0. By integrability, there is a K> 0 such that, if 
I= {t E [0, T]: jc(t)( > K:, then .i ‘I [c(t)1 dt c c/4. 
With K and Z thus defined, let 
c,(t) = 
0 when t E Z 
c(t) otherwise 
and c2(t) = o 
1 
c(t) when f EZ 
otherwise. 
Now, there exists a J, such thatj > J, implies 
~~/c2(t?)i(t:i - t;l,) < 2 j; Ic2(t)l dt < e/2. 
This is because the sum is a Riemann sum for the integral. 
For each j, denote by i(j) the smallest index, v, for which min (s,,s) < 1y”J s 
max(s,,s); and by k(j), the largest. Then (with hi = I:‘- t:L,), 
k(J) k(j) 
=i=i$J, Icl(tY')lhi + i$J, IC2(rl')lhi 
k(J) 
s K,=;,, hi + $, Icz(~l'>lh . 
s K(ty[jj - tf[j;:l) + KJ s - s~J + 46, ifj>.Z,. 
Since sj --f s, there is a Jz, such that j > J2 implies Js - s,I < l /(4K). Since 
17~~1 -to, there is a J3, such that IV,,,\ < e/(4K) whenever j> J3. Thus, if 
i> max(J,,Jz,J3), then 
1 P,j(J) - Pnj(S.t) I <[Kill + iKcl(4K)l+ E/Z = E. 
This completes the proof of the lemma. 
By the lemma, there is an M, such that [p,(s) -p,,(s,)j < 6/4 whenever 
j > M,. By the continuity of an integral with respect o the limits of integra- 
tion, there is an M2 for whichj > M2 implies 1 p(s,) - p(s) ( < 6/4. Consequently, 
[p,,,(s) -p(s)/ > S/2 whenever j > max(M,,M,). But P,,,(S) (j= 1,2,. . .) is a 
sequence of Riemann sums for j”$ c,(t)dt =p(s), where 
cow = 
0 for t < s 
c(t) fortes. 
Thus, we have a contradiction. 
Q.E.D. 
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The last theorem has the following interpretation: If c is Riemann integrable 
and {7~,,):= i is a sequence of partitions with ]rr,I --f 0, and if R,(t) is the Riemann 
sum for ST c(s)& formed by restricting r,, to [t,T], then the convergence of 
R,(t) to St’ c(s)& is uniform in t. 
4.2. COROLLARY. A,, is nonvoidfor alisuficiently large n. 
Proof: By assumption, Jc 1 p(t)\ dt > l/L, and by 4.1, 
JFaj; Ipn(f>l dt = ju' b(t)\ dt. 
The conclusion then follows from 2.3 and from the results of Section 3, 
Q.E.D. 
In what follows, assume (7r,,},“=, has been purged of any members for which 
A, is empty. 
4.3. THEOREM. If i?, is the nucleus of A,, (n = 1,2,. . .), then & converges 
uniformly to 
P(t) = L j; tanh @p(s)) ds, 
where h is chosen so that 
I 
= c(t)P(t)dt = 1. 
0 
Proof. The theorem follows from 4.1 and the representation 
F”(t) = L j; tad O,P,W) ds, 
where A, is chosen so that 
! m(n) 
2, dti”) Fn(ti”) Cti” - G-1) = l* 
Q.E.D. 
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