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Zusammenfassung
Gegeben sei eine lineare autoregressive Zeitreihe, die wir nicht vollständig,
sondern zu periodisch sich wiederholenden Zeitpunkten beobachten. Ausgehend
von diesen Beobachtungen konstruieren wir Schätzer für den Autoregressionspa-
rameter und die Innovationsdichte der voll beobachteten Zeitreihe. Der Schätzer
für die Innovationsdichte verwendet einen Dekonvolutionsschätzer. Eine einfa-
chere Variante wurde schon in einem sogenannten eingeschränkten Dekonvo-
lutionsproblem für unabhängige Beobachtungen eingeführt. Ferner zeigen wir
die lokale asymptotische Normalität der periodisch beobachteten Zeitreihe. Ef-
ﬁziente Schätzer für den Autoregressionsparameter werden charakterisiert. Wir
konstruieren einen eﬃzienten Schätzer unter einer zusätzlichen strukturellen An-
nahme. Dazu verwenden wir den Kleinste-Quadrate-Schätzer als Startschätzer
und verbessern ihn mit dem Newton-Rhapson-Verfahren.
i
Abstract
Let a linear autoregressive Process be given. Assume further that we observe only
some of the realizations, in a deterministic pattern that repeats itself periodically.
Based on these observations we construct estimators for the autoregression parame-
ter and for the innovation density. The estimator for the innovation density uses a
so-called deconvolution estimator. A simple variation of the deconvolution estimator
was already introduced in a restricted deconvolution problem for independent obser-
vations. Furthermore we show that the periodically observed autoregression process
is locally asymptotically normal. Eﬃcient estimators of the autoregression parameter
will be characterized and constructed under an additional structural assumption. For
this purpose we take the least squares estimator as the initial estimator and improve
it by the Newton-Rhapson procedure.
ii
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1 Einführung
Mit dem Symbol < xi >i∈I meinen wir eine Folge oder Menge von Elementen xi mit
Indexmenge I. Häuﬁg geben wir I nicht an, falls wir die Indexmenge noch nicht festge-
legt haben. Sei < Xi > ein stationärer und reelle Markovkette der ersten Ordnung mit
Übergangskern P (x, dy) und invarianter Verteilung pi. Wir bezeichnen mit P2(dx, dy)
die gemeinsame Verteilung von zwei sukzessiven Realisationen. Die Markovkette wird
vollständig beschrieben durch den Übergangskern. Dieser hat für messbare Menge A
die Darstellung
P (dx,A) = P2(dx,A)/pi(dx).
Weiterhin gilt die Beziehung pi(A) = P2(A,R). Die Markovkette ist also durch P2
eindeutig bestimmt. Der empirische Schätzer für P2 ist das Verhältnis der günstigen
Paare von sukzessiven Beobachtungen zur Gesamtanzahl der Paare der sukzessiven
Beobachtungen. Unter einem günstigen Paar von sukzessiven Beobachtungen verste-
hen wir ein Paar von zwei nachfolgende Realisationen (Xi, Xi+1). Das ist auch nötig,
da das Paar nicht sukzessiver Beobachtungen wie (Xi, Xi+1+r) das Maß pi⊗ P ⊗ P (r)
hat, was nicht identisch mit P2 ist. Für messbare Mengen A und B ist der empirische
Schätzer für P2(A×B) demnach
1
n
n∑
i=1
1(Xi−1 ∈ A,Xi ∈ B).
Dieser ist nach Greenwood & Wefelmeyer (1995) sogar eﬃzient.
Im Weiteren nehmen wir an, dass wir nicht alle Realisationen X0, . . . , Xn beobach-
ten können. Wir diskutieren in dieser Arbeit nun, ob wir weiterhin den Übergangskern
schätzen können. Die Aufgabenstellung hängt maßgeblich davon ab, welche Realisa-
tionen wir nicht beobachten können. Anders ausgedrückt hängt die Schätzbarkeit des
Übergangskerns davon ab, ob in den verbleibenden Realisationen weiterhin Paare von
sukzessiven Beobachtungen vorkommen. Ist dies der Fall, dann können wir weiterhin
mit
1
N
N∑
j=1
1(Xιj ∈ A , Xιj+1 ∈ B)
den Wert P2(A×B) schätzen. Hier sind ι1, . . . , ιN die Zeitpunkte gemeint, bei denen
wir sukzessive Beobachtungen haben, und N ist die Anzahl der Paare von sukzessiven
Beobachtungen. Ein Nachteil hat der obige Schätzer trotzdem. Dieser benutzt nicht
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die Informationen, die in den Lücken liegen. Dazu betrachten wir als Beispiel, das wir
nur die Paare < (X3j−1, X3j+1) >j beobachten. Hier sehen wir jede dritte Realisation
nicht. Der empirische Schätzer für eine integrierbare Funktion h mit E|h(X0, X1)| <
∞ ist
1
n
n∑
j=1
h(X3j−2, X3j−1).
Dieser benutzt nicht die Information, die in dem Paar (X3j−1, X3j+1) liegt. Um das
zu demonstrieren, schreiben wir (X, Y, Z) für die Zufallsvariable (X3j−1, X3j, X3j+1).
Die beiden bedingten Erwartungswerte
hr(X,Z) = E[h(X, Y ) | (X,Z)] und hl(X,Z) = E[h(Y, Z) | (X,Z)]
haben denselben Erwartungswert wie Eh(X0, X1). Also eignen sich die beiden Schät-
zer
1
n
n∑
j=1
hl(X3j−1, X3j+1) und
1
n
n∑
j=1
hr(X3j−1, X3j+1)
genauso gut wie der empirische Schätzer
1
n
n∑
j=1
h(X3j−2, X3j−1).
Wie man die beiden Funktionen hr und hl schätzen kann, wird in Greenwood &
Wefelmeyer (1995)[Observing two out of three] diskutiert. Wir gehen nicht weiter auf
das Beispiel ein. Dieses soll demonstrieren, dass die Schätzbarkeit des Übergangskerns
davon abhängt, ob man Paare von sukzessiven Beobachtungen hatten. Im nächsten
Abschnitt setzen wir uns mit der Situation aus, bei der wir keine Paare von sukzessiven
Beobachtungen haben.
In diesem Abschnitt richtet sich unser Hauptaugenmerk auf den Fall, in dem wir
keine sukzessiven Beobachtungen haben. Dazu nehmen wir an, dass wir nur jede r-te
Realisationen < Xrj >j haben. Unter dieser Tatsache können wir immer noch die
Übergangsverteilung P (r)(x, dy) schätzen. Ob wir nun von P (r)(x, dy) auf P (x, dy)
schließen können, hängt davon ab, ob P (x, dy) eindeutig durch P (r)(x, dy) bestimmt
ist. Dass dies nicht der Fall ist, sieht man schon, wenn der Zustandsraum endlich ist.
Die Übergangsverteilung der periodisch beobachteten Markovkette ist dann eine Ma-
trix, die wir mitW bezeichnen. Die Gleichung Qr = W ist für gegebene r undW nicht
eindeutig lösbar. Die Anzahl der Lösungen hängt von der Dimension der Matrix W
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ab und wächst mit der Dimension. Da unser Zustandsraum nicht endlich ist, müssen
wir mit einer beliebigen Anzahl von Lösungen rechnen. Im nichtparametrischen Fall
kann man von P (r)(x, dy) nicht auf P (x, dy) schlussfolgern. Die Gleichung Q(r) = P (r)
hat für festes P (r) beliebig viele Lösungen. Im parametrischen Fall ist die Frage durch
den Maximum-Likelihood-Schätzer beantwortet.
Der semiparametrische Fall stellt das interessanteste Phänomen dar. Dazu nehmen
wir an, dass die vollbeobachtete Markovkette die Gleichung
Xi+1 = φα(Xi, εi+1)
erfüllt. Hier ist das Symbol φα eine Funktion, die wir bis auf den Parameter α ∈ ∆ ⊆
Rd kennen. Der nicht beobachtete stochastische Prozess < εi > ist unabhängig und
identisch verteilt. Die Varianz ist endlich, und die eindimensionale Verteilung hat
Verteilungsfunktion F . Wir diskutieren weiter, wie wir das Parameter-Paar (α, F )
schätzen können. In der Literatur wird häuﬁg angenommen, dass für jedes Element
w ∈ ∆ genau eine Pseudo-Inverse ψw existiert mit
ψw(φw(Xi, εi+1), Xi) = εi+1.
Die Gleichung ist auﬂösbar nach den Innovationen. Weiterhin wird vorausgesetzt,
dass das Inﬁmum von infw∈∆ Var(ψw(X1, X0)) genau bei w = α angenommen wird.
Beispiele für solche Markovkette stellen die ARMA-,ARCH- und die Bilinearen Pro-
zesse, siehe Brockwell & Davis (1987), dar. Da die Gleichheit ψw(φα(Xi, εi+1), Xi)
= ψw(Xi+1, Xi) gilt, ist
αˆ = arg min
w∈∆
1
n
n∑
k=0
(
ψw(Xk+1, Xk)− 1
n
n∑
k=0
ψw(Xk+1, Xk)
)2
ein plausibler Schätzer. Unter zusätzlicher Annahme, siehe zum Beispiel van der Vaart
(1998)[5], ist αˆ sogar
√
n-konsistent. Weiterhin können wir mit ψαˆ(Xi+1, Xi) die
Residuen von εi+1 deﬁnieren. Unter geeigneter Voraussetzungen kann der Schätzer
1
n
n∑
j=1
1(ψαˆ(Xi+1, Xi) ≤ t)
für den Wert F (t) sogar
√
n−konsistent sein.
Die oben beschriebene Methode eignet sich nur, falls die Gleichung nach den In-
novationen auﬂösbar ist. Wir untersuchen nun die Problematik der Schätzbarkeit des
Parameter-Paares (α, F ), falls wir die Markovkette periodisch beobachten. Die peri-
odisch beobachtete Zeitreihe < Xrn > erfüllt die Gleichung
Xr(n+1) = φr,α(Xrn; εrn+1, . . . , εrn+r)
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mit
φ1,α = φα und φr,α(x; y1, . . . , yr) = φα(φr−1,α(x; y1, . . . , yr−1), yr).
Die Funktion φr,α bildet von der Menge Rr+1 nach R ab. Für die Inverse, falls sie
existiert, muss dann ψr,α(Xrn+r, Xrn) = (εrn+1, . . . , εrn+r) gelten. Das kommt eher
selten vor, da wir von zwei Elementen Xrn+r, Xrn auf r Elemente εrn+1, . . . , εrn+r
schließen mussten. Wir brauchen aber nur eine Funktion ψW (α) mit
ψW (α)(Xrn+r, Xrn) = Gα(εrn+1, . . . , εrn+r)
und Gα : Rr → R. Ob wir nun α schätzen können, hängt davon ab, ob W injektiv ist.
Als Beispiel- und Untersuchungsmodell nehmen wir die Funktion φα(x, y) = αx+
y. Dann haben wir
φr,α(x, y1 . . . , yr) = φαr(x,Gα(y1 . . . , yr)),
Gα(y1 . . . , yr) =
r−1∑
k=0
yr−jαj und W (α) = αr.
Durch die oben beschriebene Methode können wir den Parameter αr schätzen. Ist r
ungerade, dann ist sogar α schätzbar. Ist r gerade, dann können wir α bis auf das
Vorzeichen schätzen. Der Grund liegt in der Tatsache, dass die Funktion x→ xr nicht
auf allen Teilmengen von R injektiv ist. Ist die Funktion W auf ∆ injektiv, dann ist
α eindeutig identiﬁzierbar. Im Weiteren werden wir den Kleinste-Quadrate-Schätzer
für α vorstellen, dann werden wir einen Dekonvolutions-Schätzer für die Dichte von
ε konstruieren.
1.1 Modellbeschreibung
Als Beispiel- und Untersuchungsmodell nehmen wir die einfache lineare Autoregres-
sion. Dabei genügen die Realisationen der Gleichung
Xn+1 = αXn + εn+1
mit Regressionsparameter |α| < 1, und die Innovationen < εi > sind eine Folge
von unabhängigen und identisch verteilten Zufallsvariablen. Die Charakterisierung
des eﬃzienten Schätzers setzt lokale asymptotische Normalität des Prozesses voraus.
Hinreichend dafür ist, dass die Zufallsvariable ε eine absolut stetig diﬀerenzierbare
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Dichte hat und die zugehörige Lageparameter-Familie endliche Fisher-Information be-
sitzt. Darum setzen wir voraus, dass die Zufallsvariable ε eine diﬀerenzierbare Dichte
f mit endlicher Fisher-Information∫ (
f ′
f
)2
f <∞
hat. Hier ist
∫
f =
∫
f(x)dx. Bezeichnet D die Menge der Dichten mit endlicher
Fisher-Information und Varianz, dann erfüllt der Parameterraum die Gleichung
Θ = (−1, 1)×D.
Dieses Modell ist semiparametrisch, da der Parameterraum sowohl einen endlichen als
auch einen unendlichen Parameter enthält. Zusätzlich zum Parameterraum führen wir
den Regressionsraum R und Innovationsraum I ein. In diesem Modell istR = (−1, 1)
und I = D. Diese Unterteilung der Räume brauchen wir, falls wir nur jede r-te
Realisation zur Verfügung haben. Die periodisch beobachtete Zeitreihe < Xrn >n für
r ∈ N, bei der wir nur jede r-te Realisation beobachten, genügt sie der Gleichung
Xr(n+1) = α
rXrn +
r−1∑
j=0
αjεr(n+1)−j. (Tr-Modell)
Eine r-periodisch beobachtete AR(1)-Reihe ist wieder eine AR(1)-Reihe mit Auto-
regressionsparameter αr und Innovations-Prozess <
∑r−1
j=0 α
jεr(n+1)−j >n. Da das
Modell aus der teilbeobachteten linearen Autoregression stammt, nennen wir es Tr-
Modell. Hier ist der Parameterraum Θ noch derselbe, und der Regressionsraum ist
R = {ar : a ∈ (−1, 1)} =
(−1, 1) für ungerade r(0, 1) für gerade r.
Der Parameter im Regressionsraum kann man mit dem Kleinste-Quadrate-Schätzer
schätzen. Das bewirkt, dass man für gerade r den Parameter α bis auf das Vorzeichen
schätzen kann. Der Innovationsraum ist
I = {L(α, f) : (α, f) ∈ Θ}
mit
L(α, f)(x) =
∫
f
(
x−
r−1∑
j=1
αjyj
)
r−1∏
k=1
f(yk)dyk.
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Hier ist der Innovationsraum I eine echte Teilmenge des Grundraums D. Der Grund
liegt darin, dass eine Funktion aus dem Innovationsraum I mindestens r-mal stetig
diﬀerenzierbar ist, während eine Funktion aus dem Grundraum D nur einmal ste-
tig diﬀerenzierbar sein muss. Um zu verstehen, ob der Innovationsraum I mit der
speziellen Struktur L(α, f) eine Auswirkung auf die Optimierung des Schätzens vom
Parameter α hat, führen wir noch parallel das Obermodell
Xr(n+1) = α
rXrn + ηn+1
ein. Dabei ist |α| < 1, und < ηi > ist eine Folge von unabhängigen und identisch ver-
teilten Zufallsvariablen mit endlicher Varianz und endlicher Fisher-Information. Hier
ist der Regressionsraum R = (−1, 1) und der Innovationsraum I = D. Das Modell ist
die allgemeine AR(1)-Zeitreihe mit Autoregressionsparameter αr. Da die Innovationen
keine strukturelle Annahme besitzen, nennen wir es Kr-Modell. Der Innovationsraum
des Kr-Modells ist größer als der Innovationsraum des Tr-Modells. Also ist der ef-
ﬁziente Schätzer im Tr-Modell im Allgemeinen besser als der eﬃziente Schätzer im
Kr-Modell. Für das Funktional κ(α, f) = α werden wir Bedingungen angeben, un-
ter denen die beiden eﬃzienten Schätzer im Tr- und im Kr-Modell übereinstimmen.
Dennoch müssen wir für das Funktional κ(α, f) = α den Regressionsraum einschrän-
ken, da in dem Tr-Modell für gerade r keine Möglichkeit besteht, den Parameter α
zu schätzen (Siehe Müller et al. (2007)[1.3 Linear Regression]). Wir werden daher
Θ = (−1, 0) × D oder Θ = (0, 1) × D nehmen. Wir geben hier eine Tabelle an, um
die Unterschiede zwischen dem Tr- und Kr-Modell zusammenzufassen.
Tr-Modell mit Realisa-
tionen < Xrn >n
Kr-Modell mit Realisa-
tionen < Xrn >
Deﬁnierende Gleichung Xr(n+1) = αrXrn +∑r−1
j=0 α
jεr(n+1)−j
Xr(n+1) = α
rXn + ηn+1
Innovationen
∑r−1
j=0 α
jεr(n+1)−j ηn+1
Parameterraum Θ (0, 1)×D oder (−1, 0)×D (0, 1)×D oder (−1, 0)×D
Innovationsraum I {L(α, f) : (α, f) ∈ Θ} D
Regressionsraum R (−1, 0) oder (0, 1) (−1, 0) oder (0, 1)
Tabelle 1: Unterschiede des Parameterraumes zwischen den Modellen
Später werden wir die Tabelle um die Spalten Tangente und kanonischer Gradient
erweitern.
Bemerkung 1.1 (uniforme Ergodizität). Da für den Regressionsparameter |α| < 1
gilt, und die Innovation endliche Varianz hat, hat die vollbeobachtete Markovkette
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< Xn >n eine MA(∞)-Darstellung
Xn =
∞∑
j=0
αjεn−j.
Bezeichnen wir mit pi die Verteilung von X0, dann ist diese die invariante Verteilung
der Markovkette. Da die Innovation eine Dichte f hat, hat die Markovkette eine
Übergangsdichte q(x, y) = f(y − αx). Somit hat die invariante Verteilung auch eine
Dichte h(y) =
∫
f(y − αx)pi(dx). Die n-te Übergangsdichte genügt der Darstellung
q(n)(x, y) = Ef
(
y − αnx−
n−1∑
j=1
αjεj
)
.
Daraus folgt die Gleichung∫
|h(y)− q(n)(x, y)|dy =
∫ ∣∣∣∣∣Ef
(
y − αnw −
n−1∑
j=1
αjεj
)
− f
(
y − αnx−
n−1∑
j=1
αjεj
)∣∣∣∣∣
h(w)dwdy.
Benutzen wir die Eigenschaft, dass die Dichte f stetig diﬀerenzierbar ist und die
Darstellung
f(x+ w)− f(x) =
∫ 1
0
f ′(x+ aw)daw
hat, dann gilt∫
|h(y)− q(n)(x, y)|dy ≤ |αn|
(∫
|w|h(w)dw + |x|
)∫
|f ′|(w)dw.
Da die Fisher-Information der Dichte f endlich ist, ist das Integral
∫ |f ′|(x)dx endlich.
Weiterhin hat die invariante Verteilung endliche Varianz. Die rechte Seite der obigen
Ungleichung ist somit endlich, und sie konvergiert mit der Rate |αr|n gegen Null. Da
|α| < 1 gilt, folgt nach Meyn & Tweedie (1993)[Theorem 16.0.2], dass die Markovkette
< Xn >n uniform ergodisch ist. Wir werden annehmen, dass X0 nach der invariante
Verteilung verteilt ist. Somit ist der Prozess < Xn > strikt stationär. Die Annahme
ist keine Einschränkung, da die Markovkette uniform ergodisch ist.
Bemerkung 1.2 (ρ-mischend). Die Markovkette < Xn >n ist strikt stationär, also
können wir dazu die Autokovarianzfunktion deﬁnieren. Diese hat nach Brockwell &
Davis (1987)[Theorem 4.4.2] eine Spektraldichte, welche rational ist. Mit Kolmogorov
& Rozanov (1960) und Lin & Lu (1996)[Theorem 1.1.2] wissen wir, dass der Prozess
< Xn > ρ-mischend ist. Die ρ-mischenden Koeﬃzienten < ρ(n) > genügen ferner
der Ungleichung ρ(n) ≤ exp(−cn) für ein c > 0. Die Deﬁnition der ρ-mischenden
Koeﬃzienten kann man in Lin & Lu (1996)[Deﬁnition 1.1.2] nachlesen.
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1.2 Notationen
Für eine Folge von Maßen < µn > und eine Folge < an > von reellen Zahlen bezeich-
nen wir mit oµn(an) eine Folge von Zufallsvariablen ξn mit µn(|a−1n ||ξn| > ε)→ 0 für
alle ε > 0. Entsprechend bezeichnen wir mit Oµn(an) eine Folge von Zufallsvariablen,
die straﬀ ist.
Mit N (µ,Σ) bezeichnen wir die mehrdimensionale Normalverteilung mit Erwar-
tungswert-Vektor µ und Kovarianz-Matrix Σ. Schreibe abkürzend N für N (0, 1).
Für eine Zufallsvariable Ξ und ein Maß ν bezeichnen wir mit L(Ξ | ν) dessen
Verteilung unter dem Maß ν. Weiterhin benutzen wir⇒ für die schwache Konvergenz.
Ferner bezeichnen wir mit λ meistens das Lebesguemaß, λ-f-s steht für die Aussage
λ-fast-sicher.
Für zwei Zufallsvariablen X und Y benutzen wir das Symbol D= für die Gleichheit
in Verteilung.
Für zwei positive Zahlenfolge < an > und < bn > führen wir das Symbol ≤∗ ein
und schreiben an ≤∗ bn, falls an/bn = O(1) ist.
1.3 Schätzer für den Regressionsparameter
Wir geben nun den Schätzer für das Funktional κ(α, f) = α an. Für eine natürliche
Zahl r sei
κr(x0, x1, . . . , xn) =
(∑n
j=1 xˆjxˆj−1∑n
j=1 xˆ
2
j−1
)1/r
mit xˆj = xj − 1
n
n∑
k=1
xk.
Im Kr-Modell ist κˆr = κr(X0, Xr, . . . , Xrn) der Kleinste-Quadrate-Schätzer. Wir zei-
gen nun, dass der Schätzer κˆr n1/2-konsistent ist.
Lemma 1.3. Seien Yn = Xrn die Realisationen einer periodisch beobachteten AR(1)-
Zeitreihe. Wir haben dann
n1/2 (κˆr − α) = rα
r−1
Var(Y )
√
n
n∑
j=0
(ηj+1 − Eη)(Yj − EY ) + oP (1).
Hier ist das Maß P = P(α,f) gemeint. Hat die Innovation sogar viertes Moment, dann
erhalten wir
P (|κˆrr − αr| > δn) ≤∗ n−1δ−2n
für alle Nullfolgen < δn >. Speziell gilt
P (|κˆr − α| > δn) ≤∗ 1
n
+ n−1δ−2n ,
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und für ein 1 > ς > 0 haben wir
P
(∣∣κˆkr − αk∣∣ > δn) ≤∗ 1n + k2ς2k−2δ2nn
für alle k aus N.
Beweis. Seien m = EY0 und n · mˆ =
∑n
j=1 Yj. Wir haben dann
(κˆrr − αr)
(
1
n
n∑
j=1
Yˆ 2j
)
=n−1
n∑
j=0
(Yˆj+1 − αrYˆj)Yˆj
=
1
n
n∑
j=0
(ηj+1 − (1− αr)m)(Yj −m)
+
m− mˆ
n
n∑
j=0
(ηj+1 − (1− αr)m).
Mit 1
n
∑n
j=1 Yˆ
2
j =
1
n
∑n
j=1 (Yj −m)2−(mˆ−m)2 und Meyn & Tweedie (1993)[Theorem
17.1.7] erhalten wir
1
n
n∑
j=1
Yˆ 2j = Var(Y ) + oP (1).
Da m−mˆ
n
∑n
j=0(ηj+1 − (1− αr)m) = OP (n−1), folgt
n1/2(κˆrr − αr) = n1/2
1
Var(Y )n
n∑
j=0
(ηj+1 − Eη)(Yj − EY ) + oP (1).
Mit Brockwell & Davis (1987)[Proposition 6.1.5] erhalten wir dann die Behauptung
der ersten Aussage.
Für allgemeine messbare Mengen A,B,C gilt die Ungleichung
P (A) ≤ P (A ∩B ∩ C) + P (Bc) + P (Cc).
Wählen wir nun A = {|κˆrr − αr| > δn}, B =
{∣∣∣n−1∑nj=1 Yˆ 2j ∣∣∣ > 4Var(Y )} und
C =
{∣∣∣n−1∑nj=0(Yˆj+1 − αrYˆj)Yˆj∣∣∣ > 2Var(Y )δn}, dann verschwindet der Term P (A∩
B ∩ C). Für die Wahrscheinlichkeit P (Bc) betrachten wir
P
(
|n−1
n∑
j=1
Yˆ 2j | > 4Var(Y )
)
≤P
(
| 1
n
n∑
j=1
(Yj −m)2 − Var(Y )| > Var(Y )
)
+ P
(
(m− mˆ)2 > 2Var(Y )) .
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Da das vierte Moment endlich ist, können wir die rechte Seite durch die Varianz der
Summe abschätzen. Mit Bemerkung 1.2 und Lin & Lu (1996)[Lemma 2.2.2] folgt die
Aussage
P
(∣∣∣∣∣n−1
n∑
j=1
Yˆ 2j
∣∣∣∣∣ > 4Var(Y )
)
≤∗ n−1.
Mit derselben Begründung folgt die Aussage auch für die Menge Cc, und es gilt
P
(∣∣∣∣∣n−1
n∑
j=0
(Yˆj+1 − αrYˆj)Yˆj
∣∣∣∣∣ > 4Var(Y )δn
)
≤∗ 1
δ2nn
.
Für die vorletzte Aussage benutzen wir die Gleichung
κˆr − α = κˆ
r
r − αr
r
∫ 1
0
(αr + t(κˆrr − αr))1/r−1dt.
Wir benutzen weiterhin die Ungleichung P (A) ≤ P (A ∩B) + P (Bc) für
A = {|κˆr − α| > δn} und B = {|κˆrr − αr| < 1/2|αr|} .
Damit können wir nun den Integranden abschätzen, und wir erhalten die Aussage.
Für die letzte Aussage, wählen wir ein ι > 0 mit |α|+ ι < 1. Dann gilt
κˆkr − αk = (κˆr − α)k
∫ 1
0
(α + t(κˆr − α))k−1dt
und
P
(∣∣κˆkr − αk∣∣ > δn) ≤ P (|κˆr − α| > ι) + P (k(|α|r + ι)k−1 |κˆr − α| > δn) .
Das Schätzen des Regressionsparameters ist nicht schwierig. Dafür reicht es, den
Ausdruck a → E(Y1 − arY0)2 zu minimieren. Dieser liefert den M -Schätzer κˆrr (sie-
he van der Vaart (1998)[5.1 Introduction]). Der Schätzer κˆrr ist auch bekannt als
der Kleinste-Quadrate-Schätzer. Wir werden feststellen, dass der Kleinste-Quadrate-
Schätzer nicht eﬃzient ist. Dieser hat nicht die minimalste Varianz unter den regulä-
ren Schätzern. Wir können aber mit dem Kleinste-Quadrate-Schätzer einen eﬃzienten
Schätzer konstruieren, indem wir den Kleinste-Quadrate-Schätzer einen Schritt ver-
bessern. Dieses Verfahren wird auch Newton-Raphson-Verfahren genannt und liefert
im Allgemeinen auch einen eﬃzienten Schätzer. Im nächsten Kapitel stellen wir Schät-
zer vor, mit denen wir die Dichte der Verteilung ε schätzen können. Diese werden wir
brauchen, falls wir den eﬃzienten Schätzer in einem ungünstigen Fall (siehe Kapitel
6.3, Fall F3) konstruieren wollen.
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2 Das Dekonvolutionsproblem
Beim Schätzen der Dichte f der Verteilung ε und deren Ableitungen in einem peri-
odisch beobachteten AR(1)-Reihe (Kr-Modell) sind wir mit dem Problem konfron-
tiert, dass wir die Zufallsvariablen < εi > nicht sehen und auch nicht annähern
können. Das hat zur Folge, dass wir keinen Kernschätzer benutzen können. Die Exis-
tenz eines Schätzers für die Dichte f ist nicht gesichert. Darum zeigen wir hier, dass
es möglich ist, die Dichte f zu schätzen.
Ein Problem besteht darin, dass wir keine Realisationen zur Verfügung haben, mit
denen wir direkt die Parameterdichte f durch einen Kernschätzer schätzen können.
Die Realisationen < Xrn >n genügen der folgenden Gleichheit in Verteilung:
X
D
= ε+ αX,
wobei ε unabhängig von X ist. Also haben wir
fX(x) =
∫
R
fε(x− αy)fX(y)dy,
wobei fX die Dichte von X und fε = f ist. Wir müssen nun versuchen, die Funk-
tion fX zu entfalten oder zu dekonvolieren. Der Lösungsansatz besteht darin, einen
Schätzer φˆε für die charakteristische Funktion φε zu suchen. Dann können wir mittels
Rücktransformation von φε (Fouriersynthese) einen Schätzer
fˆ (l)(x) =
1
2pi
∫
R
e−itx(−it)lφˆε(t)dt
für f (l)(x) deﬁnieren. Der obige Schätzer ist aber nicht konsistent, da im Allgemeinen
die Funktion t → E|φˆε(t) − φε(t)|2 nicht integrierbar ist. Um das Problem zu lösen,
wird das Verfahren der Kerndichteschätzung adaptiert. Wir integrieren die Fourier-
transformation φK eines geeigneten Kerns K mit und erhalten als Schätzer
fˆ (l)(x) =
1
2pi
∫
R
e−itx(−it)lφK(thn)φˆε(t)dt. (F -Schätzer)
Die Bandbreite < hn >n konvergiert gegen Null. Wir nennen diesen Schätzer den
F -Schätzer. Der F -Schätzer hat den Vorteil, dass der Fehler
fˆ (l)(x)− f (l)(x) = 1
2pi
∫
R
e−itx(−it)lφK(thn)
(
φˆε(t)− φε(t)
)
dt
+
1
2pi
∫
R
e−itx(−it)lφK(thn)φε(t)dt− f (l)(x)
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in zwei Terme zerfällt. Da das Integral
∫
K(y)dy = 1 gilt, vereinfacht sich der letzte
Term zu
1
2pi
∫
R
e−itx(−it)lφK(thn)φε(t)dt− f (l)(x) =
∫
R
(
f (l)(x− hny)− f (l)(x)
)
K(y)dy,
und dieser Fehler hängt nur von der Glätte der Dichte f ab. Hier sind wir erstmal
daran interessiert, den Wert f (l)(x) für l = 0, 1, . . . zu schätzen. Darum nehmen wir
im Weiteren an, dass die Dichte f im Punkt x für eine natürliche Zahl m m-mal stetig
diﬀerenzierbar ist. Die m-te Ableitung f (m) ist im Punkt x Hölder-stetig
|f (m)(x)− f (m)(y)| ≤ L|x− y|δ
für alle y ∈ R, und 0 < δ < 1. Da K eine Funktion ist, die wir wählen können, fordern
wir nun, dass die Integrale∫
K(y)dy = 1 ,
∫
yjK(y)dy = 0 ,
∫ ∣∣yjK(y)∣∣ dy <∞ und ∫ |ym+δK(y)|dy <∞
für j = 1, 2, . . . ,m− 1 gelten. Mit den Eigenschaften eines Kerns können wir nun den
letzten Term geschickt abschätzen, siehe Wefelmeyer (2007)[Satz 22].
Um den Fehler
1
2pi
∫
R
e−itx(−it)lφK(thn)
(
φˆε(t)− φε(t)
)
dt
abschätzen zu können, brauchen wir Bedingungen an die Konvergenzgeschwindigkeit
von φε(t) für t gegen unendlich. Gilt∫
|t|m|φε|(t)dt <∞,
dann ist das hinreichend dafür, dass
f (l)(x) =
1
2pi
∫
e−itx(−it)lφε(t)dt
für l = 0, . . . ,m − 1 gilt, siehe Lukacs (1970)[Theorem 3.2.2]. Das hat zur Folge,
dass die Funktion φε(t) nicht zu langsam gegen Null konvergieren darf. Wir fordern
deshalb, dass positive Konstanten G, d, µ existieren, so dass die Ungleichung
|φε|(t) ≤ d|t|−1−µ−m
gilt.
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Vollständigkeit halber erwähnen wir schon, dass die Bandbreite < hn > daran
gekoppelt ist, wie schnell die Funktion φε gegen Null konvergiert. Um eine breite
Klasse von Dichten zu erwischen, fordern wir deshalb, dass es positive Konstanten β
und γ mit der Eigenschaft
|φε(t)| ≥ exp(−|t|βγ)
für |t| > G existieren.
Nun diskutieren wir, wie wir die charakteristische Funktion φε schätzen können.
Um φε zu schätzen, müssen wir φε in φX und φη zerlegen, wobei φη die charakteris-
tische Funktion von η ist. Die charakteristische Funktion φη können wir durch die
Zufallsvariablen ηi+1 = Xr(i+1) − αrXri schätzen. Hat die charakteristische Funktion
φε nirgends eine Nullstelle, dann haben wir
φη(t)
φη(αt)
=
∏r−1
k=0 φε(α
kt)∏r
k=1 φε(α
kt)
=
φε(t)
φε(αrt)
und
N−1∏
l=0
φη(α
rlt)
φη(αrl+1t)
=
N−1∏
l=0
φε(α
rlt)
φε(αr(l+1)t)
=
φε(t)
φε(αrN t)
.
Die erste geschlossene Darstellung für φε ist
φε(t) =
φX(t)
φX(αt)
und die zweite ist
φε(t) =
N−1∏
l=0
φη(α
rlt)
φη(αrl+1t)
φX(α
rN t)
φX(αrN+1t)
für N = 0, 1, . . . .
Für bekannten Autoregressionsparameter ist der Schätzer für die Funktion f (l)(x) nun
fˆ (l)(x) =
1
2pi
∫
e−itx(−it)lφK(thn)φˆε(t)dt.
Hier sind
φˆη(t) =
1
n
n∑
j=1
eitηj , φˆX(t) =
1
n
n∑
j=1
eitXrj ,
φˆε(t) =
Nn−1∏
l=0
φˆη(α
rlt)
φˆη(αrl+1t)
φˆX(α
rNnt)
φˆX(αrNn+1t)
. (φε-Schätzer)
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Aus technischen Gründen führen wir noch eine obere Beschränktheit für den Schätzer
φˆε(t) ein und integrieren nur bis 1/hn. Für eine Konstante M > 0 nennen wir den
Schätzer
fˆ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φˆε(t)1|φˆε(t)|≤Mdt (V -Schätzer)
den V -Schätzer-Schätzer. Ist α unbekannt, so deﬁnieren wir ηˆi+1 = Xr(i+1) − αˆrXri,
φ˜η(t) =
1
n
n∑
j=1
exp(itηˆj),
φ˜ε(t) =
Nn−1∏
l=0
φ˜η(αˆ
rlt)
φ˜η(αˆrl+1t)
φˆX(αˆ
rNnt)
φˆX(αˆrNn+1t)
für einen Schätzer αˆ. Der Schätzer für f (l)(x), falls α unbekannt ist, ist
f˜ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φ˜ε(t)1|φ˜ε(t)|≤Mdt. (V˜ -Schätzer)
Wir zeigen nun im nächsten Kapitel, dass der Fehler E|fˆ (l) − f (l)|(x) für den V -
Schätzer mit der Rate log(log(n)) gegen Null konvergiert, falls Nn konstant ist. Ins-
besondere ist der primitive Schätzer
fˆ (l)(x) =
1
2pi
∫
e−itx(−it)lφK(thn) φˆX(t)
φˆX(αt)
dt
schlecht. Lassen wir dagegen Nn gegen unendlich laufen, dann erhalten wir E|fˆ (l) −
f (l)|(x) = O(log(n)−δ) für ein δ > 0.
Nun geben wir einige Lemmata an, die wir für die nächsten beiden Kapiteln be-
nötigen.
Lemma 2.1. Sei φˆ(t) = 1
n
∑n
j=1 e
itXj die empirische charakteristische Funktion einer
strikt stationären Zeitreihe < Xj >mit ρ-mischenden Koeﬃzienten ρ(n). Gilt ρ(n) ≤∗
e−cn, dann haben wir
P
(
sup
|t|≤a
|φˆ(t)− φ(t)| > b
)
≤∗ 1
n
+
a
b
e−d
√
n1/2b
und
Var(φˆ(t)) ≤∗ 1
n
Var(eitX1)
mit Konstanten a,b und d > 0. Die Konstanten sind nicht vom Symbol ≤∗ abhängig.
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Bemerkung 2.2. Das obige Lemma wurde schon von Devroye (1994) für unabhän-
gige und identisch verteilte Zufallsvariablen formuliert und bewiesen. Später wurde
dann das Lemma in Belomestny (2003) weiter verschärft. Nun erweitern wir es auf
ρ-mischende Zeitreihe. Wir wollen den Leser darauf aufmerksam machen, dass in
Devroye (1994) die Abschätzung
|φˆ(t)− φˆ(s)| ≤ |t− s|
∣∣∣∣∣ 1n
n∑
k=0
Yk
∣∣∣∣∣
benutzt wurde. Diese ist aber falsch, da für quadratintegrierbare und zentrierte Zu-
fallsvariablen die rechte Seite für n → ∞ P -fast-sicher gegen Null konvergiert, wäh-
rend die linke Seite gegen den Wert |φ(t) − φ(s)| strebt. Der Fehler selbst hat nur
einen technischen Eﬀekt auf den Beweis und ist leicht korrigierbar. Die Aussage des
Lemmas bleibt gleich.
Beweis. Sei −a = t−k < t−k+1 < . . . < tk = a mit |ti − ti+1| < γ für ein γ > 0 und
0 < k < 1 + a/γ. Sei β1 = E|X0| das erste Moment. Wir werden γ = b/(6β1) wählen.
Es gilt dann
P
(
sup
|t|≤a
|φˆ(t)− φ(t)| > b
)
≤ P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(t)− φ(t)| > b}
)
≤ P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(t)− φˆ(ti)| > b/3}
)
+ P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(ti)− φ(ti)| > b/3}
)
+ P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φ(ti)− φ(t)| > b/3}
)
.
Nun müssen wir die letzten drei Terme abschätzen. Mit der Ungleichung
|φ(t)− φ(s)| ≤ |t− s| · |E(
∫ 1
0
exp(isX + a(t− s)X)Xda)| ≤ |t− s|β1
erhalten wir dann
P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φ(ti)− φ(t)| > b/3}
)
≤P
(
sup
|t−s|<γ
|φ(s)− φ(t)| > b/3
)
≤P (γβ1 > b/3) = 0.
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Für den ersten Term betrachte man für |t− s| ≤ γ die Ungleichung
|φˆ(t)− φˆ(s)| ≤ γ
n
n∑
j=1
(|Xj| − β1) + γβ1.
Diese Ungleichung erhalten wir durch die Taylorentwicklung der Funktion
t→ exp(itx).
Wir haben
P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(t)− φˆ(ti)| > b/3}
)
≤P
(
sup
|t−s|≤γ
|φˆ(t)− φˆ(s)| > b/3
)
≤P
(
|γ
n
n∑
j=1
|Xj| − β1| > (b/3− β1γ)
)
≤Var
(
1
n
n∑
j=1
|Xj| − β1
)(
γ
b/3− β1γ
)2
=
1
n
Var
(
1
n
n∑
j=1
|Xj| − β1
)
n
β1
.
Per Deﬁnition ist die Zeitreihe < |Xj|−β1 > zentriert und ρ-mischend mit demselben
Koeﬃzient wie < Xj >. Mit Bradley (1999)[Theorem A] ist der Term
nVar
(
1
n
n∑
j=1
|Xj| − β1
)
nach oben beschränkt, und es gilt
P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(t)− φˆ(ti)| > b/3}
)
≤∗ n−1.
Für den zweiten Term haben wir
P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(ti)− φ(ti)| > b/3}
)
≤
k∑
i=−k
P
(
|=φˆ(ti)−=φ(ti)| > b/6
)
+
k∑
i=−k
P
(
|<φˆ(ti)−<φ(ti)| > b/6
)
,
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wobei = den Imaginärteil und < den Realteil bezeichnet. Nach Doukhan et al. (1984)
haben wir dann
P
(
k⋃
i=−k
{ sup
ti≤t≤ti+1
|φˆ(ti)− φ(ti)| > b/3}
)
≤2C(1 + a/γ) exp(−d
√
n1/2b)
≤C1a
b
exp(−d
√
n1/2b)
Für die Varianz bemerken wir, dass die Ungleichung
Var(φˆ(t)) ≤ 1
n
Var(eitX1) +
2
n2
∑
1≤k<l≤n
∣∣Cov(eitXk , eitXl)∣∣
gilt. Mit Lin & Lu (1996)[Lemma 1.2.7] können wir den zweiten Term abschätzen und
erhalten
2
n2
∑
1≤k<l≤n
∣∣Cov(eitXk , eitXl)∣∣ ≤ 2
n2
∑
1≤k<l≤n
4Var(eitX1)
√
ρ(l − k).
Es bleibt dann zu zeigen, dass die Reihe n−1
∑
1≤k<l≤n
√
ρ(l − k) für wachsende n
beschränkt ist. Mit den Eigenschaften von ρ(n) erhalten wir für ein 0 < δ < 1
∑
1≤k<l≤n
√
ρ(l − k) ≤
∑
1≤k<l≤n
δl−k =
n∑
k=1
δ−k
n∑
l=k+1
δl
=
n∑
k=1
δ−kδk+1
n−k−1∑
l=0
δl = δ
n∑
k=1
1− δn−k
1− δ
=
δ
1− δ
(
n− 1− δ
n
1− δ
)
.
2.1 Die Konvergenzrate bei bekanntem Regressionsparameter
Damit wir die Darstellung
φε(t) =
∞∏
k=0
φη(α
rkt)
φη(αrk+1t)
benutzen können, müssen wir voraussetzen, dass φε(t) 6= 0 für alle t gilt.
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Für die beiden Nullfolgen < bn > und < hn > deﬁnieren wir die Menge An und
Bn durch
An ={ sup
|t|<1/hn
|φˆη(t)/φη(t)| < 1 + bn} ∩ { sup
|t|<1/hn
|φη(t)/φˆη(t)| < 1 + bn}
∩ { sup
|t|<1/hn
|φˆX(αrNnt)/φX(αrNnt)| < 1 + bn}
∩ { sup
|t|<1/hn
|φX(αrNnt)/φˆX(αrNnt)| < 1 + bn}
und
Bn ={τη > 1/hn} ∩ {τX > 1/hn}.
Hier sind τη = inf{|t| : φˆη(t) = 0} und τX = inf{|t| : φˆX(αNnt) = 0} die ersten
Nullstellen der empirischen charakteristischen Funktionen.
Bemerkung 2.3. Auf der Menge An haben wir
|φˆε|(t) = |φˆε/φε| · |φε|(t) =
∣∣∣∣∣
Nn−1∏
l=0
φˆη(α
rlt)φη(α
rl+1t)
φη(αrlt)φˆη(αrl+1t)
φˆX(α
rNnt)φX(α
rNn+1t)
φX(αrNnt)φˆX(αrNn+1t)
∣∣∣∣∣ |φε(t)|
≤ (1 + bn)Nn ≤M,
falls die Folge Nnbn = O(1) beschränkt ist. Bei geeigneter Wahl von Nn und bn
verschwindet 1|φˆε|(t)<M auf An nirgends.
Lemma 2.4. Für die Menge An haben wir
P (Acn) ≤∗
1
n
+
1/hn
bn inf |t|<1/hn |φη(t)|
exp
(
−d
√
n1/2bn inf|t|<1/hn
|φη(t)|
)
+
1/hn
bn inf |t|<|α|rNn1/hn |φX(t)|
exp
(
−d
√
n1/2bn inf|t|<|α|rNn1/hn
|φX(t)|
)
für ein d > 0.
Bemerkung 2.5. Lemma 2.4 liefert schon die erste Bedingung an die Bandbreite
< hn >. Konvergiert die Bandbreite zu schnell gegen Null, dann besteht die Gefahr,
dass die Folge n1/2 inf |t|<1/hn |φη(t)| auch gegen Null statt gegen Unendlich konvergiert.
Beweis. Es gilt
1 + bn ≤ sup
|t|<1/hn
∣∣∣∣∣ φˆη(t)φη(t)
∣∣∣∣∣ ≤ 1 + sup|t|<1/hn
∣∣∣∣∣ φˆη(t)− φη(t)φη(t)
∣∣∣∣∣ .
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Also haben wir{
1 + bn ≤ sup
|t|<1/hn
∣∣∣∣∣ φˆη(t)φη(t)
∣∣∣∣∣
}
⊆
{
sup
|t|<1/hn
|φˆη(t)− φη(t)| ≥ bn inf|t|<1/hn |φη(t)|
}
.
Für die andere Menge betrachten wir
1 + bn ≤ sup
|t|<1/hn
∣∣∣∣∣φη(t)φˆη(t)
∣∣∣∣∣ ≤ 1 + sup|t|<1/hn
∣∣∣∣∣ φˆη(t)− φη(t)φˆη(t)
∣∣∣∣∣ .
Diese können wir benutzen und liefert weiter
sup
|t|<1/hn
|φˆη(t)− φη(t)| ≥ bn inf|t|<1/hn |φˆη(t)|
≥ bn inf|t|<1/hn |φη(t)| − bn sup|t|<1/hn
|φˆη(t)− φη(t)|.
Es folgt dann{
1 + bn ≤ sup
|t|<1/hn
∣∣∣∣∣φη(t)φˆη(t)
∣∣∣∣∣
}
⊆
{
sup
|t|<1/hn
|φˆη(t)− φη(t)| ≥ bn inf|t|<1/hn |φη(t)|
}
.
Da
P (Acn) ≤P ( sup
|t|<1/hn
|φˆη(t)/φη(t)| > 1 + bn) + P ( sup
|t|<1/hn
|φη(t)/φˆη(t)| > 1 + bn)
+P ( sup
|t|<|α|rNn/hn
|φˆX(t)/φX(t)| > 1 + bn)
+P ( sup
|t|<|α|rNn/hn
|φX(t)/φˆX(t)| > 1 + bn),
folgt dann die Aussage mit Lemma 2.1 und Bemerkung 1.2.
Lemma 2.6. Seien τη = inf{|t| : φˆη(t) = 0} und τX = inf{|t| : φˆX(αNnt) = 0} die
beiden Stoppzeiten. Für jede beliebige Nullfolge < hn > gilt:
P (τη ≤ 1/hn) ≤∗ 1
n
+
1/hn
inf |t|≤1/hn |φη|(t)
exp
(
−d1
√
n1/2 inf
|t|≤1/hn
|φη|(t)
)
und
P (τX ≤ 1/hn) ≤∗ 1/hn
inf |t|≤1/hn |φX |(αNnt)
exp
(
−d2
√
n1/2 inf
|t|≤1/hn
|φX |(αNnt)
)
für positive Konstanten d1 und d2.
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Beweis. Da P (τη ≤ 1/hn) ≤ P
(
inf |t|≤1/hn |φˆη(t)| = 0
)
gilt, haben wir
P (τη ≤ 1/hn) ≤ P
(
sup
|t|≤1/hn
|φˆη − φη|(t) ≥ inf|t|≤1/hn |φη|(t)
)
und
P (τX ≤ 1/hn) ≤ P
(
sup
|t|≤1/hn
|φˆX − φX |(αNnt) ≥ inf|t|≤1/hn |φX |(α
Nnt)
)
.
Mit Lemma 2.1 folgt dann die Aussage.
Lemma 2.7. Ist φˆε(t) der φε-Schätzer, dann haben wir
E
∫
|t|≤1/hn
|t|l|φˆε − φε|1An1Bn(t)dt ≤∗
n−1/2
(∑Nn−1
k=0 (1 + bn)
2k|α|rk
inf |t|≤1/hn |φη(t)|
+
|αrNn|
inf |t|≤|α|rNn/hn |φX(t)|
)∫
|t|≤1/hn
|t|l+1|φε(t)|dt.
Beweis. Für |t| ≤ 1/hn und mit der Gleichung
A
B
− a
b
=
A− a
b
b
B
− a
b
b
B
(b−B)
erhalten wir
E
∣∣∣∣∣ φˆη(αrlt)φˆη(αrl+1t) − φη(α
rlt)
φη(αrl+1t)
∣∣∣∣∣1Cn ≤
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ E|φˆη(αrlt)− φη(αrlt)||φη(αrlt)| (1 + bn)
+
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ E|φˆη(αrl+1t)− φη(αrl+1t)||φη(αrl+1t)| (1 + bn).
Hier ist Cn = An ∩Bn.
Da n(E|φˆη(t) − φη(t)|)2 ≤ 1 − |φη(t)|2 und nach Ushakov (1999)[Theorem 2.3.2]
auch 1− |φη(t)|2 ≤ Var(η) · |t|2 gilt, haben wir
E
∣∣∣∣∣ φˆη(αrlt)φˆη(αrl+1t) − φη(α
rlt)
φη(αrl+1t)
∣∣∣∣∣1Cn ≤ 2 |tαrl|n1/2
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ |(1 + bn)α|
√
Var(η)
inf |t|≤1/hn |φη(t)|
.
Mit Lemma 2.1 und oben gemachten Überlegungen erhalten wir auch
E
∣∣∣∣∣ φˆX(αrNnt)φˆX(αrNn+1t) − φX(α
rNnt)
φX(αrNn+1t)
∣∣∣∣∣1Cn ≤ 2 |tαrNn|n1/2
∣∣∣∣ φX(αrNnt)φX(αrNn+1t)
∣∣∣∣
· |(1 + bn)α|
√
Var(X)
inf |t|≤|α|rNn/hn |φX(t)|
.
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Das Resultat folgt nun mit der Ungleichung∣∣∣∣∣
Nn∏
k=0
Ek −
Nn∏
k=0
Fk
∣∣∣∣∣1Cn ≤
Nn∑
k=0
∣∣∣∣∣
k−1∏
i=0
Ei
∣∣∣∣∣ |Ek − Fk|
∣∣∣∣∣
Nn∏
i=k+1
Fi
∣∣∣∣∣1Cn
≤
Nn∑
k=0
(1 + bn)
2k
∣∣∣∣∣
k−1∏
i=0
Fi
∣∣∣∣∣ |Ek − Fk|
∣∣∣∣∣
Nn∏
i=k+1
Fi
∣∣∣∣∣1Cn .
Wir ﬁxieren nun ein Punkt x und formulieren die Rate des Fehlers E|fˆ (l)−f (l)|(x).
Theorem 2.8. Die Dichte f sei im Punkt x m-mal stetig diﬀerenzierbar, und die
Funktion f (m) sei im Punkt x Hölder-stetig mit
|f (m)(x)− f (m)(y)| ≤ L|x− y|δ
für ein 0 < δ < 1. Die Fouriertransformation φε der Dichte f erfüllt für positive
Konstanten d, β, γ,G und µ die folgende Eigenschaft
exp(−|t|βγ) ≤ |φε|(t) ≤ d|t|−m−1−µ für alle |t| > G.
Weiterhin sei K ein Kern mit integrierbarer Fouriertransformation φK und den Ei-
genschaften∫
K(y)dy = 1 ,
∫
yjK(y)dy = 0 ,
∫ ∣∣yjK(y)∣∣ dy <∞ und ∫ |ym+δK(y)|dy <∞
für j = 1, 2, . . . ,m − 1. Wählen wir Nn = lnn, bn = 1/ lnn und hn = (a(lnn))−1/β
für eine positive Zahl a mit (1− |α|β)/(γ2(1− |α|rβ)) > a, dann gilt
inf
|t|<1/hn
|φη(t)| ≥ n−aγ(1−|α|βr)/(1−|α|β) = o(n−1/2)
und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist
fˆ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φˆε(t)1|φˆε|(t)<Mdt
der V -Schätzer, dann folgt
E|fˆ (l) − f (l)|(x) ≤∗1/(nhl+1n ) + 1/(n1/2 inf|t|<1/hn |φη(t)|) + h
µ+m−l
n + h
δ+m−l
n
=O(1/(lnn)(min(µ,δ)+m−l)/β).
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Bemerkung 2.9. Es ist nicht verwunderlich, dass die Rate des Fehlers E|fˆ (l)−f (l)|(x)
nicht polynomiell ist. Der Grund liegt in der Ungleichung
exp(−|t|βγ) ≤ |φε|(t) ≤ d|t|−m−1−µ.
Diese lässt auch charakteristische Funktionen zu, die hohe Volalitäten des Tails haben.
Ist der Tail kontrollierbar, dann erreichen wir auch polynomielle Fehlerrate. Diesen
Sachverhalt werden wir in den nächsten beiden Theoreme belegen.
Beweis. Die erste Aussage ist leicht zu zeigen. Die charakteristische Funktion φη
genügt der Ungleichung
|φη(t)| =
r−1∏
k=0
|φε(αjt)| ≥ exp(−γ|t|β(1− |α|rβ)/(1− |α|β)).
Da |α|rNn/hn eine Nullfolge ist, folgt die erste Aussage.
Zur Übersichtlichkeit lassen wir den Punkt x weg und setzen Cn = An ∩ Bn. Der
Fehler ist beschränkt durch
E|fˆ (l) − f (l)| ≤ E|fˆ (l) − f (l)|1Ccn
+ E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣1Cn
+
∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣
+
∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ .
Wir schätzen nun die vier Terme ab.
Der Schätzer fˆ (l) ist weiterhin beschränkt durch
|fˆ (l)| ≤M
∫
|t|≤1/hn
|t|l|φK |(thn)dt ≤∗ 1/hl+1n .
Mit Lemma 2.4 und Lemma 2.6 erhalten wir für den ersten Term die Ungleichung
E|fˆ (l) − f (l)|1Ccn ≤ h−l−1n (P (Acn) + P (Bcn)) ≤∗ 1/(nhl+1n ).
Das Lemma 2.7 liefert für den zweiten Term
E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣1Cn ≤ n−1/2/ inf|t|<1/hn |φη(t)|.
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Wir benutzen die Ungleichung |φε|(t) ≤ d|t|−m−1−µ für den dritten Term. Diese
liefert ∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣ ≤ 12pi
∫
|K|(x)dx · hµ+m−ln
Letztes vereinfacht sich der vierte Term∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ = ∣∣∣∣∫ (f (l)(x)− f (l)(x− yhn))K(y)dy∣∣∣∣ .
Nach Wefelmeyer (2007)[Satz 22] haben wir dann∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ ≤∗ hm−l+δn
Wir geben nun weitere Theoreme für charakteristische Funktionen mit kleineren
Volatilitäten an. Die charakteristische Funktion soll entweder polynomiell oder ex-
ponentiell gegen Null konvergieren. Das nächste Theorem ist für charakteristische
Funktion mit polynomieller Rate gedacht.
Theorem 2.10 (Die Fouriertransformation der Dichte konvergiert mit polynomieller
Rate.). Die Dichte f sei im Punkt x m-mal stetig diﬀerenzierbar, und die Funktion
f (m) sei im Punkt x Hölder-stetig mit
|f (m)(x)− f (m)(y)| ≤ L|x− y|δ
für ein 0 < δ < 1. Die Fouriertransformation φε der Dichte f erfüllt für positive
Konstanten d0, d1, ν, G und µ die folgende Eigenschaft
d0|t|−ν ≤ |φε|(t) ≤ d1|t|−m−1−µ für alle |t| > G.
Weiterhin sei K ein Kern mit integrierbarer Fouriertransformation φK und den Ei-
genschaften∫
K(y)dy = 1 ,
∫
yjK(y)dy = 0 ,
∫ ∣∣yjK(y)∣∣ dy <∞ und ∫ |ym+δK(y)|dy <∞
für j = 1, 2, . . . ,m − 1. Wählen wir Nn = (lnn)2, bn = (1/ lnn)2 und hn = n−a für
eine Zahl a mit 1/(2rν) > a > 0, dann gilt
inf
|t|<1/hn
|φη(t)| ≥ hrνn = n−arν = o(n−1/2)
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und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist
fˆ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φˆε(t)1|φˆε|(t)<Mdt
der V -Schätzer, dann folgt
E|fˆ (l) − f (l)|(x) ≤∗1/(nhl+1n ) + 1/(n1/2 inf|t|<1/hn |φη(t)|) + h
µ+m−l
n + h
δ+m−l
n
=na(l+1)−1 + narν−1/2 + n−a(µ+m−l) + n−a(δ+m−l).
Beweis. Die erste Aussage folgt mit der Voraussetzung.
Wie beim Beweis des Theorems 2.8 lassen wir den Punkt x weg und setzen Cn =
An ∩Bn. Der Fehler ist beschränkt durch
E|fˆ (l) − f (l)| ≤ E|fˆ (l) − f (l)|1Ccn
+ E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣1Cn
+
∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣
+
∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ .
Wir schätzen nun die vier Terme ab.
Der Schätzer fˆ (l) ist weiterhin beschränkt durch
|fˆ (l)| ≤M
∫
|t|≤1/hn
|t|l|φK |(thn)dt ≤∗ 1/hl+1n .
Mit Lemma 2.4 und Lemma 2.6 erhalten wir für den ersten Term die Ungleichung
E|fˆ (l) − f (l)|1Ccn ≤ h−l−1n (P (Acn) + P (Bcn)) ≤∗ 1/(nhl+1n ).
Das Lemma 2.7 liefert für den zweiten Term
E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣1Cn ≤ n−1/2/ inf|t|<1/hn |φη(t)|.
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Wir benutzen die Ungleichung |φε|(t) ≤ d|t|−m−1−µ für den dritten Term. Diese
liefert ∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣ ≤ 12pi
∫
|K|(x)dx · hµ+m−ln .
Letztes vereinfacht sich der vierte Term∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ = ∣∣∣∣∫ (f (l)(x)− f (l)(x− yhn))K(y)dy∣∣∣∣ .
Nach Wefelmeyer (2007)[Satz 22] haben wir dann∣∣∣∣ 12pi
∫
e−itx(−it)l(φK(thn)− 1)φε(t)dt
∣∣∣∣ ≤∗ hm−l+δn
Nun kommt ein Theorem für charakteristische Funktion mit exponentieller Rate.
Theorem 2.11 (Die Fouriertransformation der Dichte konvergiert mit exponentieller
Rate.). Die Fouriertransformation φε der Dichte f erfüllt für positive Konstanten
d, β, γ1, G und γ2 die folgende Eigenschaft
exp(−|t|βγ1) ≤ |φε|(t) ≤ d exp(−|t|βγ2) für |t| > G.
Wählen wir Nn = lnn, bn = 1/ lnn und hn = 1/(a lnn)1/β für eine positive Zahl a
mit (1− |α|β)/(2γ1(1− |α|rβ)) > a, dann gilt
inf
|t|<1/hn
|φη(t)| ≥ n−aγ1(1−|α|rβ)/(1−|α|β) = o(n−1/2)
und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist φˆε der φε-Schätzer und
fˆ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφˆε(t)1|φˆε|(t)<Mdt,
dann folgt
E|fˆ (l) − f (l)|(x) ≤∗ 1
nhl+1n
+ naγ1(1−|α|
rβ)/(1−|α|β)−1/2 + n−aγ2
≤∗naγ1(1−|α|rβ)/(1−|α|β)−1/2 + n−aγ2 .
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Aus der Voraussetzung folgt, dass die Funktion |φε(t)||t|l für alle l integrierbar
ist. Die Dichte f ist daher beliebig oft diﬀerenzierbar. Aus diesem Grund sieht der
Schätzer fˆ (l) anders als die anderen aus. Die Integration mit der Fouriertransformation
φK würde die Fehler-Rate nur verlangsamen.
Beweis. Die erste Aussage ist klar.
Wie beim Beweis des Theorems 2.8 lassen wir den Punkt x weg und setzen Cn =
An ∩Bn. Der Fehler ist beschränkt durch
E|fˆ (l) − f (l)| ≤ E|fˆ (l) − f (l)|1Ccn
+ E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφε(t)dt
∣∣∣∣1Cn
+
∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφε(t)dt
∣∣∣∣ .
Wir schätzen nun die drei Terme ab.
Der Schätzer fˆ (l) ist weiterhin beschränkt durch
|fˆ (l)| ≤M
∫
|t|≤1/hn
|t|l|φK |(thn)dt ≤∗ 1/hl+1n .
Mit Lemma 2.4 und Lemma 2.6 erhalten wir für den ersten Term die Ungleichung
E|fˆ (l) − f (l)|1Ccn ≤ h−l−1n (P (Acn) + P (Bcn)) ≤∗ 1/(nhl+1n ).
Das Lemma 2.7 liefert für den zweiten Term
E
∣∣∣∣fˆ (l) − 12pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φε(t)dt
∣∣∣∣1Cn ≤ n−1/2/ inf|t|<1/hn |φη(t)|.
Wir benutzen die Ungleichung |φε|(t) ≤ d exp(−|t|βγ2) für den dritten Term. Diese
liefert ∣∣∣∣ 12pi
∫
|t|>1/hn
e−itx(−it)lφε(t)dt
∣∣∣∣ ≤∗ ∫
t>1/hn
exp(−tβγ2)βtβ−1γ2dt
= exp(−h−βn γ2) = n−aγ2 .
Im Weiteren werden wir die Konvergenzrate des Fehlers E|fˆ (l)− f (l)|(x) angeben,
falls α unbekannt ist.
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2.2 Die Konvergenzrate bei unbekanntem Regressionsparame-
ter
In diesem Kapitel sei < Xn > eine AR(1)-Zeitreihe mit Innovation-Prozess < εi >i
und unbekanntem Regressionsparameter α. Ferner hat die Zufallsvariable ε = ε0 eine
Dichte f . Die zugehörige Lageparameter-Familie besitzt endliche Fisher-Information.
Weiterhin beobachten wir periodisch nur jede r-te Realisation Xrn. Wir präsentieren
Schätzer für die Dichte f , die auf die Realisationen X0, Xr, . . . , Xrn basieren. Hier
ersetzen wir αr durch den Kleinste-Quadrate-Schätzer κˆrr. Da das Lemma 1.3 die
Existenz des vierten Momentes der Innovationen voraussetzt, nehmen wir nun an,
dass die Parameterdichte f ein endliches viertes Moment hat. Wir werden nun die
Konvergenzrate des Fehlers von E|f˜ (l) − f (l)|(x) angeben, wobei f˜ (l) der V˜ -Schätzer
ist.
Da der Regressionsparameter α nicht bekannt ist, kennen wir die Zufallsvariablen
ηi+1 = Xr(i+1) − αrXri für i = 0, 1 . . . ,
nicht. Wir deﬁnieren nun die Residuen ηˆi+1 durch
ηˆi+1 = Xr(i+1) − κˆrrXri für i = 0, 1 . . .
und die zugehörige empirische charakteristische Funktion durch
φ˜η(t) =
1
n
n∑
j=1
exp(itηˆi).
Wieder für zwei Nullfolge < bn > und < hn > deﬁnieren wir die Menge An und
Bn durch
An ={ sup
|t|<1/hn
|φˆηˆ(t)/φη(t)| < 1 + bn} ∩ { sup
|t|<1/hn
|φη(t)/φˆηˆ(t)| < 1 + bn}
∩ { sup
|t|<1/hn
|φˆX(κˆrNnr t)/φX(αrNnt)| < 1 + bn}
∩ { sup
|t|<1/hn
|φX(αrNnt)/φˆX(κˆrNnr t)| < 1 + bn}
und
Bn ={τηˆ ≥ 1/hn} ∩ {τXˆ ≥ 1/hn}.
Hier ist τηˆ durch φ˜η und τXˆ durch φˆX(κˆ
rNn
r t) deﬁniert.
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Die Menge An sichert, dass die empirische charakteristische Funktion in der Nähe
der charakteristischen Funktion bleibt. Die Menge Bn hindert uns daran, durch Null
zu teilen. Die beide Mengen reichen aber trotzdem noch nicht aus, um den Fehler
abzuschätzen, da wir nicht in der Lage sind, den Wert Eκˆrr auszurechnen. Aus diesem
Grund führen wir nun die dritte Menge Cn ein mit
Cn =
Nn⋂
k=0
{ sup
|t|≤1/hn
|φη(κˆkr t)/φη(αkt)| < 1 + bn}
Nn⋂
k=0
{ sup
|t|≤1/hn
|φη(αkt)/φη(κˆkr t)| < 1 + bn}⋂
{ sup
|t|≤1/hn
|φX(κˆrNnr t)/φX(αrNnt)| < 1 + bn}⋂
{ sup
|t|≤1/hn
|φX(αrNnt)/φX(κˆrNnr t)| < 1 + bn}.
Diese sichert, dass die Funktion φη(κˆkr t) in einer Umgebung von φη(α
kt) bleibt. Mit
der Ungleichung
1 = (1An + 1Acn)(1Bn + 1Bcn)(1Cn + 1Ccn)
≤ 1An1Bn1Cn + 41Acn + 41Bcn + 41Ccn ,
können wir den Fehler E|fˆ (l) − f (l)|(x) abschätzen durch
E|fˆ (l) − f (l)|(x) ≤E|fˆ (l) − f (l)|1An1Bn1Cn(x)
+ 4E|fˆ (l) − f (l)|(1Acn + 1Bcn + 1Ccn)(x).
Nun geben wir Lemmata an, um die beiden Terme auf der rechten Seite der Unglei-
chung abzuschätzen.
Bemerkung 2.12. Mit einer Taylorentwicklung haben wir
φ˜η(t) =φη(t) + φˆη(t)− φη(t) +Rn(t)
mit Rest |Rn(t)| ≤ |t||κˆrr − αr| 1n
∑n
j=1 |Xr(j−1)|.
Für die andere charakteristische Funktion haben wir auch
φˆX(κˆ
rNn
r t) = φX(α
rNnt) + φˆX(α
rNnt)− φX(αrNnt) +Rn(t)
mit Rest |Rn(t)| ≤ |t||κˆrNnr − αrNn| 1n
∑n
j=1 |Xrj|.
Lemma 2.13. Für ein 0 < ς < 1 haben wir, dass
P (τXˆ < 1/hn) ≤∗
1
n
+
1/hn
inf |t|≤1/hn |φX(αrNnt)|
exp
(
−d
√
n1/2 inf
|t|≤1/hn
|φX(αrNnt)|
)
1/h2n
inf |t|≤1/hn |φX(αrNnt)|2
ςNn
Nn
n
+
1/hn
n inf |t|≤1/hn |φX(αrNnt)|
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und
P (τηˆ < 1/hn) ≤∗ 1
n
+
1/hn
inf |t|≤1/hn |φη(t)|
exp
(
−d
√
n1/2 inf
|t|≤1/hn
|φη(t)|
)
+
1/hn
inf |t|≤1/hn |φη(t)|n
.
Insbesondere gilt für die Menge Bn, dass
P (Bcn) ≤∗ P (τηˆ < 1/hn) + P (τXˆ < 1/hn).
Beweis. Mit der Ungleichung
0 = inf
|t|≤1/hn
|φˆX(κˆrNnr t)| ≥ inf|t|≤1/hn |φX(α
rNnt)|
− sup
|t|≤1/hn
|φˆX − φX |(αrNnt)
− |1/hn||κˆrNnr − αrNn|
1
n
n∑
j=1
|Xrj|
schätzen wir die Wahrscheinlichkeit ab durch
P (τXˆ < 1/hn) ≤P
(
2 sup
|t|≤1/hn
|φˆX − φX |(αrNnt) > inf|t|≤1/hn |φX(α
rNnt)|
)
+ P
(
2|κˆrNnr − αrNn|
1
n
n∑
j=1
|Xrj| > hn inf|t|≤1/hn |φX(α
rNnt)|
)
.
Mit der Ungleichung P (|UV | > a) ≤ 2P (2|U | > √a) + 2P (2|V | > √a) für Zufallsva-
riablen U und V und eine positive Zahl a erhalten wir weiter
P
(
2|κˆrNnr − αrNn|
1
n
n∑
j=1
|Xrj| > hn inf|t|≤1/hn |φX(α
rNnt)|
)
≤ P
(
4|κˆrNnr − αrNn|
1
n
n∑
j=1
(|Xrj| − E|X|) > hn inf|t|≤1/hn |φX(α
rNnt)|
)
+ P
(
4|κˆrNnr − αrNn|E|X| > hn inf|t|≤1/hn |φX(α
rNnt)|
)
≤ 2P
(
4|κˆrNnr − αrNn|2 > hn inf|t|≤1/hn |φX(α
rNnt)|
)
+ 2P
(
4| 1
n
n∑
j=1
|Xrj| − E|X||2 > hn inf|t|≤1/hn |φX(α
rNnt)|
)
+ P
(
4|κˆrNnr − αrNn|E|X| > hn inf|t|≤1/hn |φX(α
rNnt)|
)
.
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Nun schätzen wir die letzten drei Terme mit der Varianz bzw. mit Lemma 1.3 ab,
und erhalten die erste Aussage.
Für die zweite Aussage beachten wir, dass gilt
0 = inf
|t|≤1/hn
|φ˜η|(t) ≥ inf|t|≤1/hn |φη|(t)− sup|t|≤1/hn
|φˆη − φη|(t)
− 1/hn|κˆrr − αr|
1
n
n∑
j=1
|Xr(j−1)|.
Wir können nun die Wahrscheinlichkeit P (τηˆ < 1/hn) abschätzen und erhalten
P (τηˆ < 1/hn) ≤P
(
3 sup
|t|≤1/hn
|φˆη − φη|(t) > inf|t|≤1/hn |φη|(t)
)
+ 2P
(
6|κˆrr − αr|2 > hn inf|t|≤1/hn |φη|(t)
)
+ 2P
6( 1
n
n∑
j=1
|Xr(j−1)| − E|X|
)2
> hn inf|t|≤1/hn
|φη|(t)
 .
Mit Lemma 1.3 und Lemma 2.1 folgt wir dann die zweite Aussage.
Nun wollen wir die Wahrscheinlichkeit der Menge An abschätzen.
Lemma 2.14. Für die Wahrscheinlichkeit der Menge An haben wir die folgende
Abschätzung:
P (Acn) ≤∗
1
n
+
4/hn
bn inf |t|≤1/hn |φη(t)|
exp
(
−d
√
n1/2bn inf|t|≤1/hn
|φη(t)|
)
+
4/hn
bn inf |t|≤1/hn |φX(αNnt)|
exp
(
−d
√
n1/2bn inf|t|≤1/hn
|φX(αNnt)|
)
+
4/h2nNn(|α|r + δ)Nn−1
nb2n inf |t|≤1/hn |φX(αNnt)|2
+
4/h2n
nb2n inf |t|≤1/hn |φη(t)|2
für ein δ > 0 mit |α|r + δ < 1
Beweis. Wieder mit der Überlegung φ˜η = φˆη +Rn, wobei
|Rn(t)| ≤ |t||αr − κˆrr|
1
n
n∑
j=1
|Xrj−1|,
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erhalten wir
P
(
sup
|t|≤1/hn
|φ˜η/φη|(t) > 1 + bn
)
≤P
(
inf
|t|≤1/hn
|φη(t)| ≤ 2bn sup
|t|≤1/hn
|φˆη − φη|(t)
)
+P
(
hn inf|t|≤1/hn
|φη(t)| ≤ 2bn|αr − κˆrr|
1
n
n∑
j=1
|Xrj−1|
)
,
da {
sup
|t|≤1/hn
|φ˜η/φη|(t) > 1 + bn
}
⊆
{
bn inf|t|≤1/hn
|φη(t)| ≤ sup
|t|≤1/hn
|φ˜η − φη|(t)
}
gilt.
Für die andere Menge
{
sup|t|≤1/hn |φη/φ˜η|(t) > 1 + bn
}
haben wir auch{
sup
|t|≤1/hn
|φη/φ˜η|(t) > 1 + bn
}
⊆
{
sup
|t|≤1/hn
|(φη − φ˜η)/φ˜η|(t) > bn
}
⊆
{
sup
|t|≤1/hn
|φη − φ˜η|(t) > bn
1 + bn
inf
|t|≤1/hn
|φη(t)|
}
.
Mit dem Beweis von Lemma 2.13 folgt dann die Aussage.
Lemma 2.15. Eine obere Schranke für die Wahrscheinlichkeit der Menge Ccn ist für
eine 0 < ς < 1 gegeben durch die Ungleichung
P (Ccn) ≤∗
1
n
+
1/h2n
b2n inf |t|≤1/hn |φη(t)|2n
+
1/h2n
b2n inf |t|≤1/hn |φX(αrNnt)|2n
N2nς
2Nn .
Beweis. Mit dn = inf |t|≤1/hn |φη(t)| erhalten wir
P
(
Nn⋃
k=0
{
sup
|t|≤1/hn
|φη(κˆkr t)/φη(αkt)| ≥ 1 + bn
})
≤
Nn∑
k=0
P
(
sup
|t|≤1/hn
|φη(κˆkr t)− φη(αkt)| ≥ bndn
)
.
Da E|η| = β1 beschränkt ist, gilt
|φη(κˆkr t)− φη(αkt)| ≤ β1|t||κˆkr − αk|,
und mit Lemma 1.3 folgt
P
(
Nn⋃
k=0
{
sup
|t|≤1/hn
|φη(κˆkr t)/φη(αkt)| ≥ 1 + bn
})
≤∗ Nn
n
+
1/h2n
nd2nb
2
n
Nn∑
k=0
k2ς2k
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für ein 0 < ς < 1. Entsprechend können wir die Wahrscheinlichkeit der Menge
Nn⋃
k=0
{
sup
|t|≤1/hn
|φη(αkt)/φη(κˆkr t)| ≥ 1 + bn
}
abschätzen, da inf |t|≤1/hn |φη(κˆkr t)| ≥ inf |t|≤1/hn |φη(t)|.
Es bleibt dann die Wahrscheinlichkeit der Menge{
sup
|t|≤1/hn
|φX(κˆrNnr t)/φX(αrNnt)| ≥ 1 + bn
}
⋃{
sup
|t|≤1/hn
|φX(αrNnt)/φX(κˆrNnr t)| ≥ 1 + bn
}
auszurechnen. Wir haben, dass
1 + bn ≤ sup
|t|≤1/hn
|φX(αrNnt)/φX(κˆrNnr t)| ≤ 1 + sup
|t|≤1/hn
|φX(α
rNnt)− φX(κˆrNnt)
φX(κˆrNnt)
|,
und
|φX(αrNnt)− φX(κˆrNnt)| ≤ |t|E|X||αrNn − κˆrNn|.
Mit den Vorüberlegungen erhalten wir dann
P
(
sup
|t|≤1/hn
|φX(κˆrNnr t)/φX(αrNnt)| ≥ 1 + bn
)
+ P
(
sup
|t|≤1/hn
|φX(αrNnt)/φX(κˆrNnr t)| ≥ 1 + bn
)
≤ P
(
1/hnE|X||αrNn − κˆrNn| ≥ bn inf|t|≤1/hn |φX(α
rNnt)|
)
,
und das Lemma folgt dann mit Lemma 1.3.
Lemma 2.16. Ist φ˜ε(t) der φε-Schätzer, dann haben wir
E|
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1An1Bn1Cn(t)dt ≤∗
n−1/2
(∑Nn−1
k=0 (1 + bn)
4k|α|rk
inf |t|≤1/hn |φη(t)|
+
|αrNn|
inf |t|≤|α|rNn/hn |φX(t)|
)∫
1/hn
|t|l+1|φε(t)|dt.
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Beweis. Für |t| ≤ 1/hn und mit der Gleichung
A
B
− a
b
=
A− a
b
b
B
− a
b
b
B
(b−B)
erhalten wir für An ∩Bn ∩ Cn = Dn
E
∣∣∣∣∣ φ˜η(κˆrlt)φ˜η(κˆrl+1t) − φη(α
rlt)
φη(αrl+1t)
∣∣∣∣∣1Dn ≤
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ (1 + bn)2E|φˆη(αrlt)− φη(αrlt)||φη(αrlt)|
−
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ (1 + bn)2E|φˆη(αrl+1t)− φη(αrl+1t)||φη(αrl+1t)| .
Da n(E|φˆη(t)− φη(t)|)2 ≤ 1− |φη(t)|2 und nach Ushakov (1999)[Theorem 2.3.2] auch
1− |φη(t)|2 ≤ Var(η) · |t|2, haben wir
E
∣∣∣∣∣ φ˜η(κˆrlt)φ˜η(κˆrl+1t) − φη(α
rlt)
φη(αrl+1t)
∣∣∣∣∣1Dn ≤2 |tαrl|n1/2
∣∣∣∣ φη(αrlt)φη(αrl+1t)
∣∣∣∣ |(1 + bn)2α|
√
Var(η)
inf |t|≤1/hn |φη(t)|
. (1)
Mit Lemma 2.1 und oben gemachten Überlegungen folgt auch
E
∣∣∣∣∣ φˆX(κˆrNnt)φˆX(κˆrNn+1t) − φX(α
rNnt)
φX(αrNn+1t)
∣∣∣∣∣1Dn ≤2 |tαrNn|n1/2
∣∣∣∣ φX(αrNnt)φX(αrNn+1t)
∣∣∣∣
· |(1 + bn)
2α|√Var(X)
inf |t|≤|α|rNn/hn |φX(t)|
.
Das Resultat erhalten wir mit der Ungleichung∣∣∣∣∣
Nn∏
k=0
Ek −
Nn∏
k=0
Fk
∣∣∣∣∣1Dn ≤
Nn∑
k=0
∣∣∣∣∣
k−1∏
i=0
Ei
∣∣∣∣∣ |Ek − Fk|
∣∣∣∣∣
Nn∏
i=k+1
Fi
∣∣∣∣∣1Dn
≤
Nn∑
k=0
(1 + bn)
4k
∣∣∣∣∣
k−1∏
i=0
Fi
∣∣∣∣∣ |Ek − Fk|
∣∣∣∣∣
Nn∏
i=k+1
Fi
∣∣∣∣∣1Dn .
Theorem 2.17. Die Dichte f der Innovationsverteilung ε habe viertes Moment und
sei im Punkt x m-mal stetig diﬀerenzierbar, und die Funktion f (m) sei im Punkt x
Hölder-stetig mit
|f (m)(x)− f (m)(y)| ≤ L|x− y|δ
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für ein 0 < δ < 1. Die Fouriertransformation φε der Dichte f erfüllt für positive
Konstanten d, β, γ,G und µ die folgende Eigenschaft
exp(−|t|βγ) ≤ |φε|(t) ≤ d|t|−m−1−µ für alle |t| > G.
Weiterhin sei K ein Kern mit integrierbarer Fouriertransformation φK und den Ei-
genschaften∫
K(y)dy = 1 ,
∫
yjK(y)dy = 0 ,
∫ ∣∣yjK(y)∣∣ dy <∞ und ∫ |ym+δK(y)|dy <∞
für j = 1, 2, . . . ,m − 1. Wählen wir Nn = lnn, bn = 1/ lnn und hn = (a(lnn))−1/β
für ein a mit (1− |α|β)/(γ2(1− |α|rβ)) > a > 0, dann gilt
inf
|t|<1/hn
|φη(t)| ≥ n−aγ(1−|α|βr)/(1−|α|β) = o(n−1/2)
und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist
ηˆj = Xrj − κˆrXr(j−1), φ˜η(t) = 1
n
n∑
j=1
exp(itηˆj),
φ˜ε(t) =
Nn−1∏
l=0
φ˜η(κˆ
rlt)
φ˜η(κˆrl+1t)
φˆX(κˆ
rNnt)
φˆX(κˆrNn+1t)
und
f˜ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φ˜ε(t)1|φ˜ε|(t)<Mdt
der V -Schätzer, dann folgt
E|f˜ (l) − f (l)|(x) ≤∗h−l−3n /(b2nd2nn) + n−1/2/dn + hm−l+µn + hm−l+δn
=O(1/(lnn)(min(µ,δ)+m−l)/β).
Beweis. Der Übersichtlichkeit halber lassen wir die reelle Zahl x weg. Es gilt, dass
E|f˜ (l) − f (l)| ≤E|f˜ (l) − f (l)|1Dcn
+ E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt
+
∣∣∣∣∫|t|≥1/hn e−itxφK(t)φε(t)dt
∣∣∣∣
+
∣∣∣∣(f (l)(·) ∗ 1hnK(·/hn)
)
(x)− f (l)(x)
∣∣∣∣
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und Dn = An ∩Bn ∩ Cn.
Der Schätzer f˜ (l) ist beschränkt durch
|f˜ (l)| ≤ 1
2pi
∫
|t|≤1/hn
|t|l|φK |(thn)|φ˜ε|(t)1|φ˜ε(t)|≤Mdt ≤∗ h−l−1n .
Darum können wir den ersten Term abschätzen mit
E|f˜ (l) − f (l)|1Dcn ≤∗ h−l−1n P (Dcn).
Die rechte Seite hängt dann nur vom Wert inf |t|≤1/hn |φη(t)| ab. Dieser ist nach Vor-
aussetzung
dn = inf|t|≤1/hn
|φη(t)| ≥∗ n−aγ(1−|α|βr)/(1−|α|β) = o(n−1/2).
Mit der Wahl von a folgt dann
E|f˜ (l) − f (l)|1Dcn ≤h−l−1n (P (Acn) + P (Bcn) + P (Ccn))
≤∗h−l−1n
(
1
n
+
1/h2n
b2nd
2
nn
+
1/hn
dnn
)
≤∗ h−l−3n /(b2nd2nn)
nach Lemma 2.13, 2.14 und Lemma 2.15.
Für den Term E
∫
|t|≤1/hn |t|l|φ˜ε − φε|1Dn(t)dt wenden wir Lemma 2.16 an, und es
folgt
E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt ≤∗ n−1/2/dn.
Nach Voraussetzung ist |φε|(t) ≤ d|t|−m−1−µ für alle |t| > G. Folglich ist∣∣∣∣∫|t|≥1/hn e−itx(−it)lφK(t)φε(t)dt
∣∣∣∣ ≤∗ hm−l+µn .
Wir benutzen jetzt Wefelmeyer (2007)[Satz 22] und erhalten∣∣∣∣(f (l)(·) ∗ 1hnK(·/hn)
)
(x)− f (l)(x)
∣∣∣∣ ≤∗ hm−l+δn .
Das obige Theorem besagt, dass der Schätzer f˜ (l)(x) konsistent ist. Und es ist
nicht verwunderlich, dass der Fehler E|f˜ (l) − f (l)| logarithmische Rate hat. Die Vor-
aussetzungen über die Diﬀerenzierbarkeit der Dichte und über den Tails der Fourier-
transformation sind nicht stark. Dadurch ist eine Vielzahl von Dichten zulässig, die
wir schätzen können.
Speziell rechnen wir den Fehler E|f˜ (l) − f (l)| aus, falls der Tail der Fouriertrans-
formation entweder polynomiell oder exponentiell gegen Null konvergiert.
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Theorem 2.18 (Die Fouriertransformation der Dichte konvergiert mit polynomieller
Rate.). Die Dichte f der Innovationsverteilung ε habe viertes Moment und sei im
Punkt x m-mal stetig diﬀerenzierbar, und die Funktion f (m) sei im Punkt x Hölder-
stetig mit
|f (m)(x)− f (m)(y)| ≤ L|x− y|δ
für ein 0 < δ < 1. Die Fouriertransformation φε der Dichte f erfüllt für positive
Konstanten d0, d1, ν, G und µ die folgende Eigenschaft
d0|t|−ν ≤ |φε|(t) ≤ d1|t|−m−1−µ für alle |t| > G.
Weiterhin sei K ein Kern mit integrierbarer Fouriertransformation φK und den Ei-
genschaften∫
K(y)dy = 1 ,
∫
yjK(y)dy = 0 ,
∫ ∣∣yjK(y)∣∣ dy <∞ und ∫ |ym+δK(y)|dy <∞
für j = 1, 2, . . . ,m − 1. Wählen wir Nn = (lnn)2, bn = (1/ lnn)2 und hn = n−a für
ein a mit 1/(2rν) > 1/(2rν + l + 3) > a > 0, dann gilt
inf
|t|<1/hn
|φη(t)| ≥∗ n−arν = o(n−1/2)
und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist
ηˆj = Xrj − κˆrXr(j−1), φ˜η(t) = 1
n
n∑
j=1
exp(itηˆj),
φ˜ε(t) =
Nn−1∏
l=0
φ˜η(κˆ
rlt)
φ˜η(κˆrl+1t)
φˆX(κˆ
rNnt)
φˆX(κˆrNn+1t)
und
f˜ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφK(thn)φ˜ε(t)1|φ˜ε|(t)<Mdt
der V -Schätzer, dann folgt
E|f˜ (l) − f (l)|(x) ≤∗h−l−3n /(b2nd2nn) + n−1/2/dn + hm−l+µn + hm−l+δn
= log(n)2na(2rν+l+3)−1 + n−a(m−l+µ) + n−a(m−l+δ).
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Beweis. Wie wir gesehen haben, zerfällt der Fehler E|fˆ (l) − f (l)| in die vier Terme
E|f˜ (l) − f (l)| ≤E|f˜ (l) − f (l)|1Dcn
+ E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt
+
∣∣∣∣∫|t|≥1/hn e−itx(−it)lφK(t)φε(t)dt
∣∣∣∣
+
∣∣∣∣(f (l)(·) ∗ 1hnK(·/hn)
)
(x)− f (l)(x)
∣∣∣∣
mit Dn = An ∩Bn ∩ Cn.
Der Schätzer fˆ (l) ist beschränkt durch
|fˆ (l)| ≤ 1
2pi
∫
R
|t|l|φK |(thn)|φˆε|(t)1|φˆε(t)|≤Mdt ≤∗ h−l−1n .
Darum können wir den ersten Term gut abschätzen mit
E|fˆ (l) − f (l)|1Dcn ≤∗ h−l−1n P (Dcn).
Die rechte Seite hängt dann nur vom Wert inf |t|≤1/hn |φη(t)| ab. Dieser ist
dn = inf|t|≤1/hn
|φη(t)| ≥∗ n−arν = o(n−1/2).
Mit der Wahl von a folgt dann
P (Dcn) ≤P (Acn) + P (Bcn) + P (Ccn)
≤∗1/(nd2nb2nh2n) + 1/(nhndn) + 1/(nd2nb2nh2n)
nach Lemma 2.13, 2.14 und Lemma 2.15.
Also folgt
E|fˆ (l) − f (l)|1Dcn ≤∗ 1/(nb2nd2nh2+l+1n ).
Weiter wenden wir Lemma 2.16 an und schätzt den zweiten Term entsprechend
ab und erhalten
E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt ≤ 1/(n1/2dn).
Der dritte Term wird entsprechend der Voraussetzung |φε|(t) ≤ d1|t|−m−1−µ abge-
schätzt. Dieser liefert∣∣∣∣∫|t|≥1/hn e−itx(−it)lφK(t)φε(t)dt
∣∣∣∣ ≤ hm−l+µn .
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Für den letzten Term benutzen wir die Eigenschaften des Kerns K zusammen mit
der Taylorentwicklung. Dieser erzeugt die Abschätzung∣∣∣∣(f (l)(·) ∗ 1hnK(·/hn)
)
(x)− f (l)(x)
∣∣∣∣ ≤ hm−l+δn .
Theorem 2.19 (Die Fouriertransformation der Dichte konvergiert mit exponentieller
Rate.). Die Fouriertransformation φε der Dichte f erfüllt für positive Konstanten
d, β, γ1, G und γ2 die folgende Eigenschaft
exp(−|t|βγ1) ≤ |φε|(t) ≤ d exp(−|t|βγ2) für |t| > G.
Wählen wir Nn = lnn, bn = 1/ lnn und hn = 1/(a lnn)1/β für ein a mit (1 −
|α|β)/(2γ1(1− |α|rβ)) > a, dann gilt
dn = inf|t|<1/hn
|φη(t)| ≥ n−aγ1(1−|α|rβ)/(1−|α|β) = o(n−1/2)
und
inf
|t|<|α|rNn/hn
|φX(t)| → 1.
Ist
ηˆj = Xrj − κˆrXr(j−1), φ˜η(t) = 1
n
n∑
j=1
exp(itηˆj),
φ˜ε(t) =
Nn−1∏
l=0
φ˜η(κˆ
rlt)
φ˜η(κˆrl+1t)
φˆX(κˆ
rNnt)
φˆX(κˆrNn+1t)
und
f˜ (l)(x) =
1
2pi
∫
|t|≤1/hn
e−itx(−it)lφ˜ε(t)1|φ˜ε|(t)<Mdt
der V -Schätzer, dann folgt
E|fˆ (l) − f (l)|(x) ≤∗1/(nb2nd2nhl+3n ) + 1/(n1/2dn) + exp(−hβnγ2)
≤∗naγ1(1−|α|rβ)/(1−|α|β)−1/2 + n−aγ2 .
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Beweis. Der Fehler zerfällt in die drei Terme
E|f˜ (l) − f (l)| ≤E|f˜ (l) − f (l)|1Dcn
+ E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt
+
∣∣∣∣∫|t|≥1/hn e−itx(−it)lφε(t)dt
∣∣∣∣ .
Der Schätzer f˜ (l) ist beschränkt durch h−l−1n . Mit Lemma 2.13, 2.14 und 2.15
können wir die Wahrscheinlichkeit P (Dc) abschätzen und erhalten
E|fˆ (l) − f (l)|1Dcn ≤∗ 1/(nb2nd2nh2+l+1n ).
Der zweite Term ist nach Lemma 2.16 abschätzbar mit
E
∫
|t|≤1/hn
|t|l|φ˜ε − φε|1Dn(t)dt ≤ 1/(n1/2dn).
Für den letzten Term benutzen wir die Voraussetzung |φε|(t) ≤ d exp(−|t|βγ2)
und erhalten ∣∣∣∣∫|t|≥1/hn e−itx(−it)lφε(t)dt
∣∣∣∣ ≤∗ exp(−hβnγ2) = n−aγ2 .
2.3 Das verallgemeinerte Dekonvolutionsproblem
In einem verallgemeinerten Dekonvolutionsproblem ist man mit der Situation kon-
frontiert, für eine stationäre Zeitreihe < (Xi, Yi) > aus den Realisationen
Zi = φ(Xi, Yi) für i = 1, 2, . . .
auf die Verteilung von X bzw. von Y zu schließen. Wir nehmen der Einfachheit
halber an, dass die Familie {Xi, Yj} unabhängig ist. Die Aufgabe ist aber weiterhin
unter diesen Bedingungen nicht eindeutig lösbar, da die Verteilung von (X, Y ) nicht
eindeutig durch die Verteilung von Z bestimmt ist. Eine zusätzliche Nebenbedingung
sichert dann i. Allg. die Lösbarkeit der Aufgabe. Wir unterscheiden dabei die vier
Nebenbedingungen:
(i) Die Verteilung L(X, Y ) ist bekannt, die Funktion φ ist unbekannt. (NB I)
(ii) Entweder L(X) oder L(Y ) ist unbekannt, die Funktion φ ist bekannt. (NB II)
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(iii) Es gilt L(X) = L(Y ), und die Funktion φ ist bekannt. (NB III)
(iv) Man beobachtet zusätzlich noch Realisationen
Z˜i = ζ(X˜i, Y˜i) für i = 1, 2, . . . . (NB IV)
Dabei sind die Familien {X˜i} und {Y˜j} unabhängig und identisch verteilt mit
L(X) = L(X˜) und L(Y ) = L(Y˜ ). Ferner sind die Funktionen φ und ζ bekannt.
Wir geben im Weiteren Kommentare für die vier Fälle an.
Die Nebenbedingung (NB I) sichert noch keine Eindeutigkeit der Funktion φ. Dazu
seien N1 und N2 zwei unabhängige und standard-normal verteilte Zufallsvariablen.
Es gilt dann:
aN1 + bN2
D
= aN1 − bN2.
Das Beispiel zeigt, dass wir i. Allg. weitere Restriktionen verlangen müssen, damit die
Aufgabe lösbar ist. Ein weiterer Punkt besteht darin, dass die Funktion φ von der
Menge R2 nach R abbildet. Sie ist i. Allg. nicht injektiv, und das macht die Aufgabe
fast nicht lösbar.
Unter der Nebenbedingung (NB II) nehmen wir an, dass die Verteilung L(Y )
nicht bekannt ist, und sowohl die Verteilung L(Y ) als auch die Verteilung L(X) eine
Dichte fX bzw. fY besitzt. Weiter setzen wir voraus, dass eine Funktion ζ existiert
mit φ(x, ζ(x, y)) = y, und mit φ′(x, y) = ∂yφ(x, y) bezeichnen wir die erste Ableitung
der zweiten Komponente. Dann hat die Verteilung L(Z) eine Dichte hZ mit
(TfY )(z) = hZ(z) =
∫
fY (ζ(x, z))fX(x)ζ
′(x, z)dx.
Wir setzen diese Abbildung auf den linearen Abschluss der Dichte fort zu einem
linearen Operator T
Tu =
∫
u(ζ(x, ·))fX(x)ζ ′(x, ·)dx.
Setzen wir Id als den Identischen Operator und sei ‖ Id−T‖ < 1, dann ist T inver-
tierbar mit
T−1 =
∞∑
k=0
(−1)k(Id−T )k und T−1hZ = fY .
Es gilt i. Allg. nicht, dass ‖T−Id ‖ < 1. Dies würde aber auch bedeuten, dass der Ope-
rator T auf der ganzen Deﬁnitionsmenge injektiv ist. Wir brauchen die Injektivität
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nur für das eine Element fY bzw. hZ . Wissen wir, dass der Operator T im Punkt fY
injektiv ist, dann können wir mittels T−1hˆZ einen Schätzer für fY deﬁnieren. Dieser
zerfällt dann in die zwei Terme
T−1hˆZ = T−1(hˆZ − hZ) + fY .
Der Schätzer T−1hˆZ ist also konsistent, falls T im Punkt fY injektiv ist, und T−1(hˆZ−
hZ) = oP (1). Als Beispiel betrachten wir φ(x, y) = x+ y. Dafür gilt
(Tu− u)(z) =
∫ 1
0
∫
u′(z − tx)xfX(x)dx und ‖Tu− u‖1 ≤ ‖u′‖1E|X|,
wobei ‖ · ‖1 die L1-Norm ist. Da der Diﬀerentialoperator auch linear ist, liefert diese∥∥∥∥∥
∞∑
k=0
(−1)k(Id−T )khZ
∥∥∥∥∥
1
≤
∞∑
k=0
(E|X|)k‖h(k)Z ‖1.
Falls die rechte Seite endlich ist, dann haben wir T−1hZ = fY . Für den anderen Term
haben wir
E‖T−1(hˆZ − hZ)‖1 ≤
∞∑
k=0
(E|X|)kE‖hˆ(k)Z − h(k)Z ‖1.
Die rechte Seite ist aber in den meisten Fällen unbeschränkt. Um das Problem zu
lösen, nehmen wir nun als Schätzer
fˆY =
Nn∑
k=0
(−1)k(Id−T )khˆZ
für eine Folge Nn →∞. Der Schätzer, den wir hier vorstellen, ist zwar unter bestimm-
ten Voraussetzungen konsistent, aber nicht optimal. Der Vorteil dieser Methode ist die
allgemeine Anwendbarkeit auf andere Funktionen φ. Dabei müssen wir untersuchen,
wann der Ausdruck
∞∑
k=0
(−1)k(Id−T )k
für eine Norm endlich ist. Im vorigen Beispiel haben wir die L1-Norm genommen.
Dies ist aber nicht nötig. Wir können auch andere angenehme Normen benutzen.
Unter der Nebenbedingung (NB III) und unter gewissen Voraussetzungen an die
Funktion φ erhalten wir
hZ(z) =
∫
fY (ζ(x, z))fY (x)ζ
′(x, z)dx
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und
Tu =
∫
u(ζ(x, ·))u(x)ζ ′(x, ·)dx.
Hier ist der Operator T nicht linear, dennoch kann man die Inverse
T−1 =
∞∑
k=0
(−1)k(Id−T )k
deﬁnieren. Diese braucht auch nur für die Dichte hZ endlich zu sein, um die Konsistenz
des Schätzers
fˆY =
Nn∑
k=0
(−1)k(Id−T )khˆZ
zu erhalten. Somit stellt die Neumann-Reihe wieder einen brauchbaren Lösungsansatz
dar.
Unter der Nebenbedingung (NB IV) beobachten wir Paare von Realisationen
(Zi, Zˆi) für i = 1, 2, . . . , n. Wieder unter günstigen Voraussetzungen sind wir in der
Lage, Dichten
h(·) =
∫
fX(φ˜(x, ·))fY (x)φ˜′(x, ·)dx
und
g(·) =
∫
fX(ζ˜(x, ·))fY (x)ζ˜ ′(x, ·)dx
mit dem Kernschätzer zu schätzen. Es ist dann möglich den Operator T durch
T (u, v) =
(∫
u(φ˜(x, ·))v(x)φ˜′(x, ·)dx,
∫
u(ζ˜(x, ·))v(x)ζ˜ ′(x, ·)dx
)
und die Inverse durch
T−1 =
∞∑
k=0
(−1)k(Id−T )k
zu deﬁnieren. Ein brauchbarer Schätzer ist
(fˆX , fˆY ) = T
−1(hˆ, gˆ).
Dieser ist unter bestimmten Voraussetzungen sogar konsistent. Die obige Methode
zeigt, dass man nicht in der Lage ist, nur die interessierte Dichte fX ohne die Dichte
fY zu schätzen.
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Wir geben nun ein Beispiel an, wo man nur die interessierte Dichte schätzen muss.
Seien
Zi = αXi + βYi und Zˆi = γXˆi + δYˆi.
Wir sind an die Dichte fX interessiert. Ohne Beschränkung der Allgemeinheit nehmen
wir an, dass α · β · γ · δ 6= 0. Ferner soll gelten, dass |(δβ)/(γα)| 6= 1. Reskalieren wir
nun die Realisationen mit
1
α
Zi = Xi +
β
α
Yi und
β
αδ
Zˆi =
δβ
αδ
Xˆi +
β
α
Yˆi,
dann sind wir in der Lage die charakteristische Funktion
φX(t)
φX((δβ)/(γα)t)
mit
φˆZ/α(t)
φˆ(βZˆ)/(αδ)(t)
zu schätzen. Ab hier können wir dann weiter mit dem φε-Schätzer verfahren. Das
Beispiel soll zeigen, dass man immer versuchen soll, φ-speziﬁsch zu dekonvolieren, um
eine optimale Leistung des Schätzers zu erhalten. Ist dies nicht möglich, wie im Fall
von φ(x, y) = r(x) + σ(x)y, dann stellt die Neumann-Reihe einen guten Ansatz dar.
2.4 Schätzer der Innovationsdichte in periodisch beobachteten
heteroskedastischen nichtlinearen Regressionsmodellen
Wir wollen nun aus den Beobachtungen
Zi = Yiσ(Xi) + r(Xi) für i = 1, . . . ,
die Dichte fY der Verteilung L(Y ) schätzen. Dabei nehmen wir an, dass die beiden
Verteilungen L(Y ) und L(X) jeweils die Dichte fY bzw. fX besitzen. Ferner sind
die Zufallsvariablen < Xi > und < Yi > unabhängig und identisch verteilt, und
< Xi, Yj > sind unabhängig. Hier kennen wir die Funktion φ(x, y) = yσ(x) + r(x)
und die Dichte fX . Falls inft∈R |σ(t)| > 0, dann hat die Verteilung von Z eine Dichte
fZ(z) =
∫
R
fY ((z − r(x)/σ(x))fX(x) dx
σ(x)
.
Der dazugehörige Operator T ist dann deﬁniert durch
Tu =
∫
R
u((z − r(x)/σ(x))fX(x) dx
σ(x)
.
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Nun müssen wir den Ausdruck
∞∑
k=0
(−1)k(Id−T )kfZ
geeignet abschätzen. Dazu schreiben wir abkürzend r(X) = r und σ(X) = σ und
präsentieren das folgende Lemma.
Lemma 2.20. Sei u eine diﬀerenzierbare Funktion, dann erhalten wir
‖Tu− u‖ ≤ a1‖u‖+ a2‖u′‖+ a3‖u′ Id ‖,
wobei a1 = |E1 − 1/σ|, a2 = E|r/σ| und a3 = E|1 − 1/σ|. Hier ist ‖u‖ =
∫ |u|(z)dz
die L1-Norm.
Gilt zusätzlich ∂zEu((z − r)/σ)/σ = Eu′((z − r)/σ)/σ2, dann folgt
‖(Tu− u)′‖ ≤ a3‖u′‖+ ‖Tu′ − u′‖
und
‖(Tu− u)′ · Id ‖ ≤ a2‖u′‖+ ‖T (u′ Id)− (u′ Id)‖.
Beweis. Wir benutzen die Gleichung
Tu(z)− u(z) =E (u((z − r)/σ)− u(z/σ)) 1
σ
+ E(u(z/σ)− u(z))(1/σ) + u(z)E(1/σ − 1),
dann liefert diese
‖Tu− u‖ ≤ |E1/σ − 1| · ‖u‖+ E
∫
|u(z)− u(z + r/σ)|dz + E
∫
|u(z)− u(zσ)|dz.
Da u diﬀerenzierbar ist, kann man die letzten beiden Terme geeignet abschätzen, und
wir haben
u(z)− u(z − r/σ) =
∫ 1
0
u′(z + tr/σ)dt
r
σ
und
u(z)− u(zσ) =
∫
u′(tz + zσ(1− t))dt · z · (1− σ).
Da |t+ σ(1− t)| > 0, können wir eine Transformation mit
z −→ z
t+ σ(1− t) und dz =
1
t+ σ(1− t)
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durchführen. Dies ergibt
E
∫
|u(z)− u(zσ)|dz ≤
∫
|u′(z)z|dz · E
∫ 1
0
∣∣∣∣ 1− σ(t+ σ(1− t))2
∣∣∣∣ dt
=
∫
|u′(z)z|dz · E|1− 1/σ|.
Für die letzten beiden Gleichungen bemerken wir, dass
(Tu)′(z) =Eu′((z − r)/σ)/σ2
=Eu′((z − r)/σ)/σ + Eu′((z − r)/σ)/σ(1/σ − 1)
und
(Tu)′(z) · z = T (u′ Id)(z) + Eu′((z − r)/σ)(r/σ2).
Das Lemma 2.20 hat gezeigt, dass wir i. Allg. verlangen müssen, dass die Dichte
fZ beliebig oft diﬀerenzierbar ist, damit der Ausdruck
∞∑
k=0
(−1)k(Id−T )kfZ
wohldeﬁniert ist. Diese Voraussetzung kann man in der Praxis nicht überprüfen. Ver-
langt man stattdessen, dass die Verteilung L(Z) beschränkten Träger hat, dann ist
man in der Lage EZk durch den empirischen Schätzer zu schätzen. Diese liefert
EZ = Er + EσEY und
EZk = E(r + σY )k =
k∑
j=0
(
k
j
)
Erkσk−jEY j.
Also ist es auch möglich, die Momente EY k und darum auch die charakteristische
Funktion EeitY zu schätzen. Diese liefert dann einen Zugang, um die Dichte fY zu
schätzen.
3 Lokale asymptotische Normalität
In diesem Kapitel legen wir den Grundstein für den Begriﬀ der Eﬃzienz fest. Da-
bei stellen wir die uniforme und die punktweise Version der lokalen asymptotischen
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Normalität unseres Prozesses vor und wiederholen auch die uniforme, lokale asym-
ptotische Normalität des klassischen AR(1)-Modells. Diese dient dem Vergleich und
ﬁndet auch in der Konstruktion des eﬃzienten Schätzers seine Anwendung.
Um den eﬃzienten Schätzer zu bestimmen, braucht man nur die punktweise Ver-
sion der asymptotischen Normalität. Diese legt den lokalen Parameterraum fest, der
aus den Tangenten besteht. Aber um den eﬃzienten Schätzer zu konstruieren, braucht
man dafür die uniforme Version der lokalen asymptotischen Normalität. Einen Über-
blick über lokale asymptotische Normalität für Markov-Ketten bieten die Artikel von
Wefelmeyer (1999), Höpfner et al. (1990), und speziell für lineare Prozesse Schick &
Wefelmeyer (2002).
3.1 Einführung und Notation
Für ein Maß µ und eine messbare Funktion v bezeichnen wir mit µv das Integral von
v bezüglich µ.
Wir ﬁxieren nun ein Element (α, f) aus Θ, und bezeichnen mit Pα das Maß, daß
eindeutig von (α, f) induziert wird.
Wir kürzen Y = Y1, Z = Z1, η = η1 und Zi = Yi+1 ab, da wir häuﬁg diese
Zufallsvariablen brauchen. Für eine Funktion v setzen wir zudem
Sn(v) =
1
n
n∑
j=1
v(Yi, Zi).
Eine Folge < αn > heißt lokal beschränkt (gegen α), falls
√
n(αn−α) beschränkt
ist. Häuﬁg werden wir auch eine lokal beschränkte Folge < αn > ﬁxieren, und setzen
dann ηn,i = Zi − αrnYi.
3.2 LAN für autoregressive Prozesse
Im klassischen autoregressiven Modell haben wir
Yn+1 = α
rYn + ηn+1
mit |αr| < 1, und < ηn > ist eine Folge von unabhängig und identisch verteilten
Zufallsvariablen mit Dichte g. Hier ist der Parameterraum Θ = R×D. Der Raum D
ist die Menge der Dichten mit endlicher Varianz und Fisher-Information.
Sei nun T die Menge der beschränkten und stetig diﬀerenzierbaren Funktionen u
mit ∫
g(x)u(x)dx = 0 und sup
x
|u′(x)| <∞.
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Wir ﬁxieren weiterhin eine Funktion u ∈ T und deﬁnieren für a = (a1, a2) ∈ R2
αa = α + a1,
ga = g(1 + a2u) und qa(y, z) = ga(z − αray).
Für kleine a1 und a2 ist |αra| < 1. Da u beschränkt und bezüglich g zentriert ist,
ist ga für genügend kleine a2 eine Dichte. Ferner hat die Zufallsvariable
∑∞
j=0 α
rj
a η
a
−j
eine Dichte ha, wobei < ηaj > eine Folge von unabhängig und identisch verteilten
Zufallsvariablen ist mit Dichte ga.
Für festes u aus T deﬁnieren wir den Likelihood-Quotient durch
Λn(a1, a2) =
n∑
k=1
log
qa
q
(Yk, Zk) + log
ha
h
(Y0)
und den Operator D auf T durch
(Du)(y, z) =
(−rαr−1y`g(z − αry), u(z − αry))> ,
wobei `g = g′/g. Wir sind nun bereit, LAN für das klassische autoregressive Modell
zu wiederholen.
Theorem 3.1 (LAN für klassisches autoregressives Modell). Hat g endliche Fisher-
Information und endliches zweites Moment, dann gilt:
Λn(tnn
−1/2, n−1/2) = (tn, 1)n1/2Sn(Du)− 1/2(tn, 1)Var(Du)(tn, 1)> + oP (1).
Zusätzlich haben wir L(n1/2Sn(Du) |P )⇒ N (0,Var(Du)). Dabei ist
Var(Du) = PY,Z(Du)(Du)>
die Kovarianz-Matrix, und < tn > ist eine beschränkte Folge in R.
Beweis. Siehe zum Beispiel Koul & Schick (1997) und Schick & Wefelmeyer (2002).
Insbesondere besteht der lokale Tagentenraum H aus Funktionen der Form
(t, 1)(Du)
mit (t, u) aus R × T . Der Raum H ist ein Teilraum aus L2(PY,Z). Er ist aber nicht
abgeschlossen.
Sei nun < αn > eine beschränkte Folge gegen α. Bezeichnen wir mit P
(n)
αn das
n-dimensionale Wahrscheinlichkeitsmaß, dass eindeutig durch die Übergangsdichte
qαn(y, z) = g(z − αny) und invariante Startverteilung induziert wird, dann gilt
log
dP nαn
dP n
(Y0, . . . , Yn) = Λn(α− αn, 0).
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Bemerkung 3.2. Nach dem ersten Lemma von LeCams siehe zum Beispiel van der
Vaart (1998)[Lemma 6.4], folgt, dass die beiden Folgen < Pαn > und < P > be-
nachbart sind. Diese Eigenschaft ﬁndet später Anwendung in der Konstruktion des
eﬃzienten Schätzers.
3.3 LAN für periodisch beobachtete autoregressive Prozesse
In diesem Abschnitt nehmen wir an, dass
Yn+1 = α
rYn + ηn+1 und ηn =
r−1∑
j=0
εrn−jαj.
Dabei ist |α| < 1, und < εj > ist eine Folge von unabhängig und identisch verteilten
Zufallsvariablen mit Dichte f . Dieser Prozess kommt vor, falls wir von einem klassi-
schen autoregressiven Modell nur jede r-te Realisationen sehen. Wir haben also an
die Innovationen < ηn > noch eine strukturelle Annahme, denn die Dichte von η ist
L(α, f)(x) =
∫
f
(
x−
r−1∑
j=1
αr−jyj
)
r−1∏
k=1
f(yk)dyk.
Hier ist der Innovationsraum
I = {L(α, f) | (α, f) ∈ R×D}.
Der Parameterraum Θ ist aber nicht das Produkt von R und I, da die Innovationen
vom Regressionsparameter abhängig sind.
Sei nun, wie im klassischen Fall, T die Menge der beschränkten und stetig diﬀe-
renzierbaren Funktionen u mit∫
f(x)u(x)dx = 0 und sup
x
|u′(x)| <∞.
Wir ﬁxieren weiterhin eine Funktion u ∈ T , und deﬁnieren für a = (a1, a2) ∈ R2,
αa = α + a1,
fa = f(1 + a2u) und qa(y0, yr) =
∫
fa
(
yr −
r−1∑
j=0
αr−ja yj
)
r−1∏
k=1
fa(yk)dyk.
Für kleine a1 und a2 ist |αra| < 1. Da u beschränkt und bezüglich f zentriert ist, ist fa
eine Dichte. Ferner hat die Zufallsvariable
∑∞
j=0 α
j
aε
a
−j eine Dichte ha, wobei < ε
a
j >
eine Folge von unabhängig und identisch verteilten Zufallsvariablen ist mit Dichte fa.
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Für festes u aus T deﬁnieren wir den Likelihood-Quotienten durch
Λn(a1, a2) =
n∑
k=1
log
qa
q
(Yk, Zk) + log
ha
h
(Y0)
und den Operator D auf T durch
(Du)(y0, yr) =
(
−ry0αr−1E[`r | η = ζ]−
∑r−1
j=1(r − j)αr−1−jE[`rεj | η = ζ]∑r
j=1 E[uj | η = ζ]
)
mit η =
∑r−1
j=0 α
jεr−j, ζ = yr − αry0, `r = `f (εr) und uj = u(εj). Der Likelihood-
Quotient Λn(a) ist von der Funktion u abhängig. Diese haben wir aber wegen der
Übersichtlichkeit weggelassen.
Wie im klassischen Fall haben wir das folgende Theorem.
Theorem 3.3 (Uniforme lokale asymptotische Normalität). Für alle u aus T gilt
n1/2Λn(tnn
−1/2, n−1/2) = ν>n n
1/2Sn(Du)− 1
2
ν>n Var(Du)νn + oP (1),
wobei ν>n = (tn, 1), und < tn > eine beschränkte Folge in R ist.
Zusätzlich gilt
L(n1/2Sn(Du) |P )⇒ N (0,Var(Du)).
Speziell folgt die lokale asymptotische Normalität.
Theorem 3.4 (Lokale asymptotische Normalität). Für alle t aus R und u aus T
haben wir
Λn(tn
−1/2, n−1/2)(t, 1)n1/2Sn(Du)− 1
2
(t, 1)Var(Du)(t, 1)> + oP (1).
Insbesondere können wir den Operator D auf R× T erweitern:
Dt,u(y, z) = (t, 1)(Du)(y, z) =− tryαr−1E[`r | η = ζ]
− t
r−1∑
j=1
(r − j)αr−1−jE[`rεj | η = ζ]
+
r∑
j=1
E[uj | η = ζ]
mit ζ = z − αry.
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Man beachte, dass E[`r | η = ζ] = `g(ζ) gilt. Führen wir die Abkürzungen
ℵ(y, z) =
r−1∑
j=1
(r − j)αr−1−jE[`rεj | η = ζ] und
(ku)(y, z) =
r∑
j=1
E[uj | η = ζ]
ein, dann können wir Dt,u kompakter schreiben als
Dt,u(y, z) = −t(rαr−1y`g(ζ) + ℵ(y, z)) + (ku)(y, z).
Der lokale TangentenraumH besteht also aus Funktionen der Form −t(yrαr−1`g+
ℵ) + (ku) mit (t, u) ∈ R × T . Für das Theorem 3.3 ist hinreichend, dass der Pfad
a→ q1/2a Hellinger diﬀerenzierbar ist.
Lemma 3.5 (Hellinger-Diﬀerenzierbarkeit für die Übergangsdichte). Sei a = (a1, a2)>
und | · | die euklidische Norm für Vektoren, dann gilt λ-f-s für alle y0∫ (√
qa −√q − a>1/2(Du)√q
)2
(y0, yr)dyr = (1 + y
2
0)o(|a|2).
Hier ist der o-Term nicht von y0 abhängig.
Beweis. Wir kürzen ab
Ka(y¯0,r) = fa(yr −
r∑
j=1
αjayr−j)
r−1∏
k=1
fa(yk)
mit y¯0,r = (y0, . . . , yr). Die Abbildung a→ Ka ist stetig diﬀerenzierbar mit Gradient
∂a1Ka = −
r∑
k=1
kαk−1a yr−k
Ka
fa(yr −
∑r
j=1 α
j
ayr−j)
f ′a(yr −
r∑
j=1
αjayr−j) und
∂a2Ka =
r−1∑
j=1
Ka
fa(yj)
(fu)(yj) +
Ka
fa(yr −
∑r
j=1 α
j
ayr−j)
(fu)(yr −
r∑
j=1
αjayr−j).
Kürzen wir weiter ab OKa = (∂a1Ka, ∂a2Ka)> , dann gilt∫
Ka(y¯0,r)dy¯1,r−1 −
∫
Kb(y¯0,r)dy¯1,r−1 − (b− a)>
∫
(OKa)(y¯0,r)dy¯1,r−1
=(b− a)>
∫ ∫ 1
0
(OKa+(s−1)(b−a) − OKa)(y¯0,r)dsdy¯1,r−1.
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Zeigen wir nun, dass die rechte Seite mit der Rate o(|b− a|) gegen Null konvergiert,
dann ist die Abbildung a→ qa stetig diﬀerenzierbar mit Gradient Oqa =
∫
OKa. Da
die Variable s über ein Kompaktum integriert wird, reicht zu zeigen, dass∫
|(OKa+s − OKa)| (y¯0,r)dy¯1,r−1 → 0, für s→ 0.
Wir integrieren über die Variable y0 und yr und zeigen nun∫
|(OKa+s − OKa)| (y¯0,r)dy¯0,r → 0, für s→ 0.
Da c|f | < |fa| < C|f |, u und u′ beschränkt sind, die Abbildung a → OKa stetig ist
und man eine Transformation yr → yr +
∑r
j=1 α
j
ayr−j machen kann, folgt die Aussage
mit den Sätzen aus Elstrodt (2004)[5 Satz 5.3 und 5 Satz 5.4].
Es folgt nun, dass die Abbildung a→ qa λ2-f-s stetig diﬀerenzierbar ist, und dies
impliziert λ2-f-s
√
qa −√q = a>1/2
∫ 1
0
Oqas√
qa
ds.
Wir zeigen nun, dass das Integral
∫
( Oqa√
qa
)2(y0, yr)dyr endlich und stetig in a ist. Denn
das würde mit dem Satz aus Elstrodt (2004)[5 Satz 5.4] implizieren, dass∫ ∣∣∣∣Oqa√qa − (Du)√q
∣∣∣∣2 (y0, yr)dyr = o(1).
Seien εa1, ε
a
2, . . . , ε
a
r unabhängige und identisch verteilte Zufallsvariablen mit Vertei-
lungsdichte fa. Da |fa| <∗ f , konvergiert die Funktionsfolge < fa > in L1 gegen
f und auch xfa(x) in L1 gegen xf(x). Setzen wir weiterhin ηa =
∑r
j=1 ε
a
j−rα
j
a und
ζa = yr − αray0, dann gilt
∂a1qa
qa
(y0, yr) = −ry0αr−1a E[`a(εar) | ηa = ζa]−
r−1∑
j=1
(r − j)αr−1−ja E[`a(εar)εaj | ηa = ζa],
∂a2qa
qa
(y0, yr) =
r∑
j=1
E[
u
1 + a2u
(εaj ) | ηa = ζa],
wobei `a = f
′
a
fa
= f
′
f
+ a2
u′
1+a2u
. Die Jensensche Ungleichung für bedingte Erwartungs-
werte impliziert(
∂a1qa
qa
)2
(y0, yr) ≤∗ E[(`a(εar))2(y0 +
r−1∑
j=1
|εaj |)2 | ηa = ζa] und(
∂a2qa
qa
)2
(y0, yr) ≤∗ ‖u‖∞,
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wobei ‖ · ‖∞ die Supremumsnorm bezeichnet. Da qa(y0, ·) in L1 gegen q(y0, ·) kon-
vergiert, folgt, dass
(
∂a2qa
qa
)2
qa uniform integrabel ist. Für den ersten Term beachte
man, dass (`a(εar))
2(y0 +
∑r−1
j=1 |εaj |)2 in L1 konvergiert, also uniform integrabel ist. Das
zeigt, dass das Integral∫
( Oqa√
qa
)2(y0, yr)dyr endlich und stetig in a ist.
Da die Ungleichung∫ (
∂a1qa
qa
)2
qa(y0, yr)dyr ≤∗
(
|y0|+
r−1∑
j=1
√
E|εaj |2)
)2
E[(`a(εar))
2]
gilt, folgt ∫ ∣∣∣∣Oqa√qa − (Du)√q
∣∣∣∣2 (y0, yr)dyr = (1 + y20)o(1).
Das folgende Lemma ist die Voraussetzung von Koul & Schick (1997)[Theorem
2.4].
Lemma 3.6 (Hellinger-Diﬀerenzierbarkeit für die Dichte). Sei a = (a1, a2), dann gilt∫ (√
ga −√g − 1/2a>
(
−∑r−1j=1(r − j)αr−1−jE[`rεj | η = ·]∑r
j=1E[uj | η = ·]
))2
dλ = o(‖a‖2),
wobei g(x) =
∫
f(x−∑r−1j=1 αjyj)∏r−1k=1 f(yk)dyk die Dichte von η = ∑r−1j=0 αjεr−j und
ga(x) =
∫
fa(x−
∑r−1
j=1 α
j
ayj)
∏r−1
k=1 fa(yk)dyk.
Beweis. Setzen wir y0 = 0 in Lemma 3.5 ein, dann erhalten wir das Resultat.
Lemma 3.5 wurde am Anfang formuliert und bewiesen. Dieses soll seine Anwen-
dung in Roussas (1972) ﬁnden, da Roussas (1972) Hellinger-Diﬀerenzierbarkeit des
Übergangskern voraussetzt. Später haben wir gesehen, dass man auch Koul & Schick
(1997) benutzen kann. Dort wird verwendet, dass die lineare Autoregression eine
Markovkette ist mit der Gleichung
Xn+1 = φα(Xn, εn+1) = ψα(Xn) + εn+1.
Aus diesem Grund kann man nun die Pfade für α und für f separat betrachten. Das
vereinfacht den Beweis vom Theorem 3.3 erheblich. Aber allgemein für den Beweis
der lokalen asymptotischen Normalität ist Roussas (1972) besser geeignet.
Wir sind nun bereit, das Theorem 3.3 zu beweisen.
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Beweis zu Theorem 3.3. Wir zeigen zuerst, dass
∫ |ha − h| gegen Null konvergiert.
Denn daraus folgt, dass
ha
h
(Y0)− 1 = oP (1).
Seien die beiden Folgen von Zufallsvariablen < εj > und < εaj > so gewählt, dass sie
unabhängig sind. Ferner sei pi(Z) = dPZ
dλ
der Operator, der jeder Zufallsvariablen Z
deren Dichte zuordnet. Dann gilt∫
|ha − h| = λ
∣∣∣∣∣pi
( ∞∑
j=0
αjaε
a
j
)
− pi
( ∞∑
j=0
αjεj
)∣∣∣∣∣
≤ λ
∣∣∣∣∣pi
( ∞∑
j=0
αjaε
a
j
)
− pi
(
N∑
j=0
αjεj +
∑
j>N
αjaε
a
j
)∣∣∣∣∣
+ λ
∣∣∣∣∣pi
( ∞∑
j=0
αjεj
)
− pi
(
N∑
j=0
αjεj +
∑
j>N
αjaε
a
j
)∣∣∣∣∣ .
Wir zeigen nun, dass die beiden Terme beliebig klein werden. Für den ersten Term
betrachte man, dass pi
(∑N
j=0 α
jεj +
∑
j>N α
j
aε
a
j
)
= ∗Nj=0 pi (αjεj) ∗ pi
(∑
j>N α
j
aε
a
j
)
,
und dass gilt
λ
∣∣∣∣∣pi
( ∞∑
j=0
αjaε
a
j
)
− pi
(
N∑
j=0
αjεj +
∑
j>N
αjaε
a
j
)∣∣∣∣∣ ≤
N∑
j=0
λ
∣∣pi (αjaεaj )− pi(αjεj)∣∣
denn
∏N
i=1 ai −
∏N
i=1 bi =
∑N
i=1
∏i−1
k=1 ak(ai − bi)
∏N
k=i+1 bk und
∫ |f ∗ g| ≤ ∫ |f | ∫ |g|.
Da λ
∣∣pi(αjaεaj )− pi(αjεj)∣∣ gegen Null konvergiert, konvergiert der obere Term für
festes N gegen Null. Für den zweiten Term setzen wir X =
∑∞
j=0 α
jεj und Xa =∑∞
j=0 α
j
aε
a
j ab. Es gilt
pi(X)(x)− pi
(
N∑
j=0
αjεj +
∑
j>N
αjaε
a
j
)
(x) = EgN(x− αN+1X)− EgN(x− αN+1a Xa)
=
∫ 1
0
Eg′N(x− αN+1X + t(αN+1X − αN+1a Xa))(αN+1X − αN+1a Xa)dt
mit gN = pi(
∑N
j=0 α
jεj). Daraus folgt:
λ
∣∣∣∣∣pi(X)(x)− pi
(
N∑
j=0
αjεj +
∑
j>N
αjaε
a
j
)
(x)
∣∣∣∣∣ ≤
∫
|g′N | · E|αN+1X − αN+1a Xa)|
≤ E`2f (ε) · (αN+1E|X|+ αN+1a E|Xa|)
→ 0,
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da (
∫ |g′N |)2 ≤ ∫ (g′N/gN)2gN ≤ E`2f (ε) nach Hájek et al. (1999)[Theorem 1].
Da der Prozess strikt stationär und ergodisch ist, folgt die punktweise lokale asym-
ptotische Normalität nach Roussas (1972)[Theorem 4.1] und Lemma 3.5. Allerdings
hat Roussas das Theorem nicht auf die uniforme Version erweitert, was man analog
nachrechnen kann. Der Prozess ist andererseits auch eine Markov-Kette, also kann
man genauso gut Höpfner et al. (1990)[Theorem 1.24 und Theorem 1.27] und Lemma
3.5 benutzen, um die lokale asymptotische Normalität zu zeigen. Wie Roussas hat
Höpfner das Ergebnis nicht auf die uniforme Version erweitert. Dies führt dazu, dass
wir Koul & Schick (1997)[Theorem 2.4] benutzen werden und deren Voraussetzungen
nachrechnen.
Wir führen wie bei Koul & Schick (1997) die Funktionen Hj(αn) = αrnYj und
H˙j(αn) = rα
r−1
n Yj ein, und zeigen für lokal beschränkte Folgen < αn > und < θn >
(i)
∑n
j=1 |Hj(αn)−Hj(θn)− (αn − θn)H˙j(αn)|2 = oαn(1),
(ii) max1≤j≤n 1√n |H˙j(αn)| = oαn(1),
(iii) 1
n
∑n
j=1 H˙j(αn) = rα
r−1EαY + oαn(1),
(iv) 1
n
∑n
j=1 H˙
2
j (αn) = r
2α2r−2EαY 2 + oαn(1).
Die Aussage (i) folgt, da (αrn−θrn)−(αn−θn)rαr−1n = o(1/n) und 1n
∑n
j=1 Y
2
j = Oαn(1).
Für (ii) verwende man, dass
max
1≤k≤n
|Yk| ≤ max
1≤k≤n
|αn|rk|Y0|+
rk−1∑
j=0
|αjn||εrk−j|
≤ |Y0|+ 1
1− |α|r max0≤k≤rn |εk| unter Pαn .
Da < εj > endliche Varianz hat, folgt max1≤k≤n |εk| = oαn(
√
n).
Für (iii) zeigen wir nun, dass
1
n
n∑
j=1
Yj − EαY = oαn(1).
Da Yj+1 = αrnYj + ηj+1, haben wir
1
n
n−1∑
j=1
Yj(1− αrn) +
1
n
Yn − αrn
1
n
Y0 =
1
n
n∑
j=1
ηj − Eαnη + Eαnη unter Pαn .
Weil zudem Varαn(
1
n
∑n
j=1 ηj − Eαnη) gegen Null konvergiert, folgt die Aussage.
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Für (iv) benutzen wir Y 2j+1 = η
2
j+1 + 2α
r
nηj+1Yj + α
2r
n Y
2
j und diese liefert
1
n
n−1∑
j=1
Y 2j (1− α2rn ) +
1
n
Y 2n − α2rn
1
n
Y 20 =
1
n
n∑
j=1
η2j − Eαnη2
+ Eαnη
2 + 2αrn
1
n
n∑
j=1
(ηj − Eαnη)Yj−1
+ 2αrnEαnη
1
n
n∑
j=1
Yj−1 unter Pαn .
Der erste Term konvergiert gegen Null, denn Eαn exp(it
1
n
∑n
j=1 η
2
j − Eαnη2) → 1
für alle t aus R. Da Var( 1
n
∑n
j=1(ηj − Eαnη)Yj−1) = 1n Varαn(η)EαnY 2, erhalten wir
zusammen mit (iii)
1
n
n∑
j=1
Y 2j − EαY 2 = oαn(1).
Das Theorem folgt nun mit Lemma 3.6.
Wir listen nun in der folgenden Tabelle die Unterschiede zwischen dem klassischen
autoregressiven Modell mit und ohne periodische Beobachtungen auf. Tabelle 2 gibt
die Unterschiede im semiparametrischen Fall an, während Tabelle 3 die Unterschiede
im parametrischen Fall angibt.
Semiparametrischer Fall
vollbeobachtete klassi-
sche AR(1)-Zeitreihe
periodisch beobachtete
AR(1)-Zeitreihe
Innovationen ηn ηn =
∑r−1
j=0 εrn−jα
j
Dichte der Innovation g g(x) = Ef(x −∑r−1
j=1 α
r−jεj)
u ∈ T Eu(η) = 0 Eu(ε) = 0
der lokale Tangenten-
raum H
−trαr−1y`g + u −t(yrαr−1`g + ℵ) + (ku)
Tabelle 2: Der lokale Tangentenraum der beiden Modelle
Parametrischer Fall
Kr-Modell Tr-Modell
der lokale Tangenten-
raum H
−trαr−1y`g −t(yrαr−1`g + ℵ)
die Varianz des kanoni-
schen Gradients
1/Var(rαr−1Y `g(η)) 1/Var(Y rαr−1`g(η) + ℵ)
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Tabelle 3: Die Varianz des kanonischen Gradienten zwischen den beiden Modellen
Wie wir in Tabelle 3 sehen können, trägt die struktuelle Annahme tatsächlich dazu
bei, den Regressionsparameter besser zu schätzen, falls die Innovationen zentriert sind.
Es gilt nämlich die folgende Ungleichung
Var(Y rαr−1`g(η) + ℵ(η)) = Var(Y rαr−1`g(η)) + Var(ℵ(η))
> Var(Y rαr−1`g(η)).
4 Faltungssatz und Eﬃzienz
In diesem Abschnitt wollen wir eﬃziente Schätzer charakterisieren. Dabei bezeichnen
wir mit b·, ·c das Skalarprodukt auf dem Hilbertraum L2(Y, Z). Für k ∈ R × T sei
< an,k > eine Folge in Θ mit
log
dP
(n)
an,k
dP
(n)
α,f
(Y0, Y1, . . . , Yn) = n
1/2Sn(Dk)− 1/2Var(Dk) + oP (1).
Hier ist mit P (n)an,k das n-dimensionale Maß vom Parameter an,k gemeint. Sei nun κ ein
Funktional von Θ nach R.
Deﬁnition 4.1. (i) Wir sagen, κ ist diﬀerenzierbar in (α, f) mit Gradient g, wenn
g ∈ L2(Y, Z) und
n1/2 (κ(an,k)− κ(α, f))→ bDk, gc.
Der kanonische Gradient g0 ist die Projektion eines beliebigen Gradienten auf
den Abschluss von H.
(ii) Ein Schätzer κˆ heißt regulär für κ in (α, f) mit Limes V , wenn
n1/2 (κˆ− κ(an,k))⇒ V unter Pan,k
für alle k aus R× T .
(iii) Ferner heißt der Schätzer κˆ asymptotisch linear für κ in (α, f) mit Einﬂussfunk-
tion v, wenn v aus L2(Y, Z) und
n1/2 (κˆ− κ(α, f)) = n1/2(Sn(v)− Ev(Y, Z)) + oP (1).
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Theorem 4.2 (Faltungssatz). Ist κ ein diﬀerenzierbares Funktional mit kanonischem
Gradienten g0 und der Schätzer κˆ regulär in (α, f), so gilt für eine von N unabhängige
Zufallsvariable U :
n1/2(Sn(g0), κˆ− κ(α, f))⇒ (
√
Var(g0)N , U) unter P (n).
Also ist n1/2 (κˆ− κ(α, f)) genau dann asymptotisch maximal in symmetrischen
Intervallen um Null konzentriert, wenn U = 0. Das rechtfertigt folgende Deﬁnition.
Deﬁnition 4.3. Ein Schätzer κˆ heißt eﬃzient für κ(α, f), wenn
n1/2 (κˆ− κ(α, f))⇒
√
Var(g0)N .
Beweis zu Theorem 4.2. Siehe Wefelmeyer (2007)[Satz 5].
5 Eﬃzientes Schätzen des autoregressiven Parame-
ters
In diesem Abschnitt wollen wir nachweisen, dass das Funktional κ(α, f) = α diﬀe-
renzierbar ist. Ferner wollen wir den kanonischen Gradienten schätzen, um dann im
nächsten Abschnitt einen eﬃzienten Schätzer für α zu konstruieren. Es gilt, falls
log
dP
(n)
αn,fn
dP
(n)
α,f
(Y0, Y1, . . . , Yn) = n
1/2Sn(Dt,u)− 1/2Var(Dt,u) + oP (1),
dass αn = α + t/n1/2. Ferner haben wir n1/2(κ(αn, fn)− κ(α, f)) = t für alle (t, u) ∈
R× T . Wir müssen nun ein g0 aus H ﬁnden mit t = bDt,u, g0c für alle (t, u) ∈ R× T .
Es gilt Dt,u(Y, Z) = −trαr−1Y `g(η)− tℵ(η) + (ku)(η) mit
ℵ(η) =
r−1∑
j=1
(r − j)αr−1−jE[`rεj | η]
und
(ku)(η) =
r∑
j=1
E[uj | η].
Bezeichnen wir nun mit Proj die Projektion auf dem Raum {k(u) ; u ∈ T}, und
wählen wir als Funktion
w(Y, Z) = −rαr−1Y `g(η)− rℵ(η)− Proj(−rαr−1Y `g(η)− rℵ(η)),
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dann gilt:
bDt,u, wc =b−trαr−1Y `g(η)− tℵ(η) + (ku)(η), wc
=tbw,wc+ b(ku)(η), wc.
Hier ist der Abschluss von {k(u) ; u ∈ T} im Raum L2(η) gemeint.
Da die Funktion w senkrecht auf {k(u) ; u ∈ T} steht, verschwindet b(ku)(η), wc.
Ein Gradient ist somit die Funktion w/‖w‖2. Die Funktion Proj(−rαr−1Y `g(η)−ℵ(η))
liegt im Raum H, da die Funktionen D0,u alle im Raum H liegen. Das zeigt, dass die
Funktion
g0 = w/‖w‖2
der kanonische Gradient ist.
Wir werden sehen, dass Proj(Y `g(η)) = EY · `g(η). Da die Projektion linear ist,
besteht die ganze Schwierigkeit darin, die Funktion ℵ(η) zu projizieren. Wir bemerken,
dass
Proj(ℵ(η)) = arg min
w∈S
‖ℵ(η)− w(η)‖.
Hier ist S = {k(u) ; u ∈ T}.
Wir unterscheiden die folgenden drei Fälle:
(F1) minw∈S ‖ℵ(η)− w(η)‖ = 0,
(F2) minw∈S ‖ℵ(η)− w(η)‖ = ‖ℵ(η)‖,
(F3) 0 < minw∈S ‖ℵ(η)− w(η)‖ < ‖ℵ(η)‖.
Der Fall (F1) ist der angenehmste Fall von allen. In diesem Fall haben wir
‖w‖−2 = ‖rαr−1(Y − EY )`g(η)‖22
= (rαr−1)2 Var(Y )Var(`g(η)) und
g0 = −‖w‖−2rαr−1(Y − EY )`g(η)
= − (Y − EY )`g(η)
rαr−1 Var(Y )Var(`g(η))
.
Der kanonische Gradient stimmt in Fall (F1) also mit dem kanonischen Gradienten
im klassischen autoregressiven Modell ohne die strukturelle Annahme an die Inno-
vationen überein. Das impliziert, dass die strukturelle Annahme an die Innovationen
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nicht zur Varianz-Reduktion beiträgt. Im nächsten Kapitel geben wir hinreichende
Bedingungen für den Fall (F1) an, und konstruieren auch einen eﬃzienten Schätzer.
Der Fall (F2) ist genau das Gegenteil von (F1). Im Fall (F2) haben wir
‖w‖−2 = ‖rαr−1(Y − EY )`g(η) + ℵ(η)‖22 und
g0(Y, Z) = − rα
r−1(Y − EY )`g(η) + ℵ(η)
‖rαr−1(Y − EY )`g(η) + ℵ(η)‖22
.
Sind die Innovationen zusätzlich zentriert, dann haben wir weiter
Proj(rαr−1Y `g(η) + ℵ(η)) = rαr−1EY · `g + Proj(ℵ(η)) = 0.
Dies führt dazu, dass wir von einem adaptiven System reden können. Der kanonische
Gradient stimmt mit dem kanonischen Gradient im klassischen autoregressiven Mo-
dell mit struktureller Annahme an die Innovationen und bekannter Dichte f überein.
Dieser Fall kommt eher selten vor, da es notwendig ist, dass
bℵ(η), (ku)(η)c = 0 für alle u ∈ T.
Das ist eine sehr starke Einschränkung. Dieser Fall wird daher auch nicht mehr weiter
behandelt.
Für den Fall (F3) haben wir
‖w‖−2 = ‖rαr−1(Y − EY )`g(η) + ℵ(η)− Proj(ℵ)(η)‖22 und
g0(Y, Z) = − rα
r−1(Y − EY )`g(η) + ℵ(η)− Proj(ℵ(η))
‖rαr−1(Y − EY )`g(η) + ℵ(η)− Proj(ℵ)(η)‖22
.
Um den eﬃzienten Schätzer im Fall (F3) zu konstruieren, brauchen wir einen Schätzer
für f . Diesen haben wir in Kapitel 2 angegeben. Später in Kapitel 6.3 werden wir
diskutieren, wie wir die Funktionen ℵ(η) und Proj(ℵ(η)) schätzen können.
Wir zeigen nun, dass Proj(Y `g(η)) = EY · `g(η) gilt.
Lemma 5.1. Es existiert ein u aus L2(ε) mit
(ku)(η) = `g(η).
Ferner haben wir
Proj(Y `g(η)) = EY · `g(η).
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Beweis. Sei g die Dichte von η. Dann gilt mit Hájek et al. (1999)[Chapter2, Theorem
1], dass g diﬀerenzierbar ist mit
g′(x) =
∫
f ′(x−
r−1∑
j=1
αjyj)
r−1∏
k=1
f(yk)dyk.
Wieder mit demselben Satz gilt auch
g′(x) = αi
∫
f(x−
r−1∑
j=1
αjyj)
r−1∏
k=1
f(yk)
f ′
f
(yi)dyk.
für alle i = 1, . . . , r. Daraus folgt
r∑
j=1
E[`j | η] =
r−1∑
j=1
αjE[`r | η] = α1− α
r−1
1− α `g(η).
Wählen wir nun u = α−1 1−α
1−αr−1 `f , dann folgt die erste Aussage.
Für die zweite Aussage betrachten wir
bProj(Y `g(η)), (kv)(η)c = bY `g(η), (kv)(η)c
= EY b`g(η), (kv)(η)c,
da Y und η unabhängig sind.
Die ganze Schwierigkeit besteht nun darin, die Funktion E[`rεj | η] zu projizieren.
Dazu werden wir benutzen, dass
Proj(E[`rεj | η]) = arg min
w∈S
‖E[`rεj | η]− w(η)‖.
5.1 Die Konstruktion des eﬃzienten Schätzers unter einer zu-
sätzlichen strukturellen Annahme
In diesem Kapitel werden wir hinreichende Bedingungen dafür angeben, so dass
Proj(ℵ(η)) = ℵ(η).
Danach konstruieren wir einen Schätzer αeff mit
αeff − α = Sn(g0) + oP (n−1/2)
= − 1
rαr−1 Var(Y )Var(`g(η))
1
n
n∑
j=1
`g(ηj)(Yj−1 − EY ) + oP (n−1/2).
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Da die Einﬂussfunktion genau der kanonische Gradient ist, ist der Schätzer αeff der
eﬃziente Schätzer für α.
Für eine integrierbare Funktion u sei
u∧(t) =
∫
eitxu(x)dx
die Fouriertransformation. Es gilt das folgende Lemma.
Lemma 5.2. (i) Ist die Funktion u aus L1(λ) diﬀerenzierbar, und ist u′ integrier-
bar, dann gilt
(u′)∧(t) = −itu∧(t).
(ii) Sei < an > eine Folge von reellen Zahlen mit
∑∞
j=0 |aj| < ∞, und h sei eine
integrierbare Funktion. Dann ist die Funktion x→∑∞j=0 h(xa−1j ) λ-fast-überall
wohldeﬁniert und integrierbar. Ferner haben wir( ∞∑
j=0
h(xa−1j )
)∧
(t) =
∞∑
j=0
ajh
∧(ajt).
(iii) Das Integral über u′ ist zentriert, d. h.
∫
u′dλ = 0.
Beweis. Sei < an > eine Nullfolge, dann gilt
1
an
∫
eitx(u(x+ an)− u(x))dx =
∫
eitx
∫ 1
0
u′(x+ san)dsdx
=
∫ 1
0
e−itsands · (u′)∧(t)→ (u′)∧(t),
da u′ integrierbar ist. Andererseits haben wir
1
an
∫
eitx(u(x+ an)− u(x))dx = 1
an
(e−itan − 1)u∧(t)
→ −itu∧(t).
Für die zweite Aussage betrachten wir∫ ∣∣∣∣∣
N∑
j=M
h(xa−1j )
∣∣∣∣∣ dx ≤
∫ N∑
j=M
∣∣h(xa−1j )∣∣ dx = N∑
j=M
|aj|
∫
|h(x)| dx→ 0
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für N,M →∞. Also ist ∑Nj=0 h(xa−1j ) eine Cauchy-Folge in L1(λ). Außerdem, da
|
∞∑
j=0
h(xa−1j )| ≤
∞∑
j=0
|h(xa−1j )|,
folgt die Aussage mit dem Satz über dominierte Konvergenz.
Für die letzte Aussage betrachten wir∫
|1/a| |u(x+ a)− u(x)|dx ≤
∫ ∣∣∣∣∫ 1
0
u′(x+ ta)dt
∣∣∣∣ dx
≤
∫ 1
0
∫
|u′(x)|dx <∞.
Deﬁnition 5.3. Sei f eine Dichte, deren charakteristische Funktion nirgends ver-
schwindet. Wir sagen, die Dichte f aus F erfüllt die Annahme (TF ), falls eine Funk-
tion h aus L1(λ) und Zahlen B0, . . . , Bm aus R existieren mit
(f Id)∧
f∧
(t) = h∧(t) +
m−1∑
j=0
Bj(−it)j. (TF )
Dabei ist Id(x) = x die identische Funktion. Weiterhin sei die Dichte f m-mal diﬀe-
renzierbar,
∫ |f (j)|(x)dx <∞ für alle j = 0, . . . ,m und die beiden charakteristischen
Funktionen |h∧| und |f∧(t)tm| sind integrierbar.
Bemerkung 5.4. Erfüllt eine Dichte f die Annahme TF , dann gilt
h∧(t) +
m−1∑
j=0
Bj(−it)j = (f Id)
∧
f∧
(t) =i
(f∧)′
f∧
(t) (2)
=i∂t log f
∧(t). (3)
Insbesondere erfüllt eine Dichte die Annahme (TF ), falls der Term i (f
∧)′
f∧ (t) wieder
eine Fouriertransformierte ist. Ist nun f eine Dichte mit endlichem ersten Moment.
Dann ist die Funktion exp(ρ(f∧(t)− 1)) nach Ushakov (1999)[Corollary 1.3.4] wieder
eine charakteristische Funktion. Ferner haben wir
i
exp(ρ(f∧(t)− 1))′
exp(ρ(f∧(t)− 1)) = i(f
∧)′(t) = (f Id)∧(t).
Dies zeigt, dass es eine große Klasse von charakteristischen Funktionen gibt, die die
Gleichung (2) erfüllen.
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Nun geben wir eine kleine Liste von Dichten an, die die Annahme (TF ) erfüllt.
Name Dichte Charakteristische
Funktion
i(f∧)′/f∧
Standard-
Laplace-
Verteilung
1
2
e|x|
1
1 + t2
−2ti
1 + t2
Exponential-
Verteilung
λe−λx1x≥0
λ
λ− it
−it
λ− it
Normal-
Verteilung 1√
2pi
e−
(x−µ)2
2σ2 eiµt−
σ2t2
2 −µ− iσ2t
Tabelle 4: Die Annahme TF
Unter der Annahme (TF ) zeigen wir nun das folgende Lemma.
Lemma 5.5. Sei f aus F , und f erfülle die Annahme (TF ). Dann existiert für alle
k = 1, . . . , r − 1 eine zentrierte Funktion v ∈ L1(ε) mit
r−1∑
j=0
E[v(εj) | η] = E[`f (εr)εk | η].
Beweis. Wir nehmen zuerst an, dass v existiert. Dann gilt∫
(fv)(x−
r−1∑
j=1
αjyj)
r−1∏
d=1
f(yd)dy¯1,r−1 +
r∑
k=1
∫
f(x−
r−1∑
j=1
αjyj)
r−1∏
d=1
f(yd)v(yk)dy¯1,r−1
=
∫
f ′(x−
r−1∑
j=1
αjyj)
r−1∏
d=1
f(yd)ykdy¯1,r−1.
Nehmen wir nun auf beiden Seiten die Fouriertransformation und setzen
φ(t) =
r−1∏
j=0
f∧(αjt),
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dann erhalten wir
φ(t)
r−1∑
k=0
(fv)∧
f∧
(αkt) =φ(t)
(
(f ′)∧
f∧
(t)
(f Id)∧
f∧
(αjt)
)
=− itφ(t)
(
(f Id)∧
f∧
(αjt)
)
.
Da φ(t) nirgends Null wird, formen wir weiter um
(fv)∧
f∧
(t) =− it(f Id)
∧
f∧
(αjt)−
r∑
k=1
(fv)∧
f∧
(αkt) +
(fv)∧
f∧
(αrt)
=− it(f Id)
∧
f∧
(αjt) + αit
(f Id)∧
f∧
(αj+1) +
(fv)∧
f∧
(αrt)
=− it
N∑
k=0
(
αkr
(f Id)∧
f∧
(αj+krt)− αkr+1 (f Id)
∧
f∧
(αj+kr+1t)
)
+
(fv)∧
f∧
(α(N−1)rt).
Der Term (fv)∧(t) konvergiert gegen Null für t → 0. Mit der Annahme (TF ) haben
wir
N∑
k=0
(
αkr
(f Id)∧
f∧
(αj+krt)
)
=
N∑
k=0
αkr
(
h∧(αj+krt) +
m−1∑
d=0
Bd(−itαj+kr)d
)
=
N∑
k=0
αkrh∧(αj+krt) + αkr
m−1∑
d=0
Bd(−itαj+kr)d.
Die erste Reihe ist nach Lemma 5.2 summierbar, und die zweite Reihe ist eine geo-
metrische Reihe. Also können wir zum Grenzwert übergehen und erhalten
(fv)∧
f∧
(t) = −it
∞∑
k=0
(
αkrh∧(αj+krt)− αkr+1h∧(αj+kr+1t))+ m∑
d=1
Cd(−it)d
für geeignete Zahlen C1, . . . , Cm. Schreiben wir nun
L(x) =
∞∑
k=0
h(x/αj+kr)− h(x/αj+kr+1)
und deﬁnieren wir
v = (f ′ ∗ L)/f +
m∑
d=1
Cdf
(d)/f,
dann ist v aus L1(ε). Ferner ist v auch zentriert und erfüllt damit die Behauptung.
Mit Lemma 5.5 sehen wir, dass der Fall F1 eintritt, falls die Dichte f die Annahme
(TF ) erfüllt. Nun geben wir die Konstruktion eines eﬃzienten Schätzers αeff an.
64
5.2 Die q sample splitting Methode
Wie wir gesehen haben, ist der kanonische Gradient im Fall F1 die Funktion
(y, z)→ − 1
rαr−1 Var(Y )Var(`g(η))
`g(z − αry)(y − EY ).
Um nun den eﬃzienten Schätzer zu konstruieren, müssen wir Schätzer für
1/W (α) = rαr−1 Varα(Y )Varα(`g(η)) und
φ(y, z;α) = `g(z − αry)(y − EαY )
angeben. Im allgemeinen sieht der Schätzer für die Einﬂussfunktion folgendermaßen
aus
−W˜ (α, Y0, . . . , Yn) 1
n
n∑
j=1
φ˜(Yj−1, Yj;α;Y0, . . . , Yn).
Das hat aber den technischen Nachteil, dass die beiden Schätzer W˜ und φ˜ nicht
unabhängig von den Beobachtungen (Y0, . . . , Yn) sind. Ist n = qmn + (q − 1)tn + rn
mit tn →∞ und (n− qmn)/
√
n→ 0, und deﬁnieren wir
Yn,i = (Y(i−1)(mn+tn), . . . , Ximn+(i−1)tn),
dann sind die beiden Sequenzen
< L(Yn,1, . . . ,Yn,q |Pα) > und <
q⊗
j=1
L(Yn,j |Pα) >
nach Schick (2001)[Lemma 6.1] benachbart. Demnach können wir benutzen, dass die
q Folgen Yn,1, . . . ,Yn,q unabhängig sind. Nun deﬁnieren wir Schätzer für die Dichte g
und deren Ableitung g′, wobei g die Dichte der Innovation < ηj > ist. Wir folgen nun
einer Vorgehensweise von Schick (1987)[3.7. Example 1]. Für eine Nullfolge < an >
mit na6n →∞ deﬁnieren wir
g˜m(x; y1, . . . , ym) = am +
1
mam
m∑
j=1
ρ
(
x− yj
am
)
und für eine lokal beschränkte Folge < αn >
˜`
g(x;αn, y1, . . . , yn) =
(g˜n−1)′
g˜n−1
(x; y2 − αrny1, . . . , yn − αrnyn−1),
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wobei ρ(x) = e−x(1+e−x)−2 die logistische Verteilungsdichte ist. Wir deﬁnieren weiter
W˜−1n (αn;Yn,1; . . . ;Yn,q) =rα
r−1
n
 1
mn
mn∑
j=1
(Yn,1)
2
j −
(
1
mn
mn∑
j=1
(Yn,2)j
)2
· 1
mn
mn∑
j=1
˜`2
g ((Yn,3)j+1 − αrn(Yn,3)j;αn;Yn,4) ,
φ˜(αn;Yn,1; . . . ;Yn,q) =
1
mn
mn∑
j=1
˜`2
g ((Yn,1)j+1 − αrn(Yn,1)j;αn;Yn,2)
·
(
(Yn,1)j − 1
mn
mn∑
j=1
(Yn,3)j
)
und den eﬃzienten Schätzer
αeff = α˜ +
1
q!
∑
j1,...,jq
W˜mn(α˜;Yn,j1 ; . . . ;Yn,jq)φ˜(α˜;Yn,j1 ; . . . ;Yn,jq)
für einen diskretisierten n1/2-konsistenten Schätzer α˜. Der folgende Satz beweist, dass
der Schätzer auch eﬃzient ist.
Theorem 5.6. Ist αeff der oben deﬁnierte Schätzer für α, dann gilt
αeff − α = 1
n
n∑
j=1
W (α)φ(Yi−1, Yi;α) + oP (n−1/2).
Sei
α˜? =
∑n
j=1(Yj+1 − Y¯n)(Yj − Y¯n)∑n
j=1(Yj − Y¯n)2
der Kleinste-Quadrate-Schätzer. Dann ist
α˜ = n−1/2 arg min
z∈Z
(|z − n1/2α˜?|)
ein diskreter und n1/2-konsistenter Schätzer für α.
Beweis. Wir benutzen Schick (2001)[Theorem 7.1] und rechnen dessen Voraussetzun-
gen nach. Wir ﬁxieren nun eine lokal beschränkte Folge < αn > und zeigen
αn − α +
n∑
j=1
W (αn)φ(Yj−1, Yj;αn)−
n∑
j=1
W (α)φ(Yj−1, Yj;α) = oP (n−1/2).
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Das ist die Voraussetzung (A2) von Schick (2001). Zusätzlich zum Maß Pα betrachten
wir noch das Maß Pαn , dass eindeutig durch den Übergangskern (y, z)→ g(z − αrny)
induziert wird. Unter Pαn gilt
Yn+1 = α
r
nYn + ηn+1 mit ηn+1 =
r−1∑
j=0
αjεr(n+1)−j.
Ferner sind die beiden Sequenzen < Pα > und < Pαn > nach Bemerkung 3.2 benach-
bart. Also können wir zwischen die beiden Maßen wechseln. Da
W−1(α + a) =r(α + a)r−1 Varα+a(Y )Varα+a(`g(η))
=r(α + a)r−1
Varα(η)
1− (α + a)r Varα(`g(η)) und
Eα+aY =
Eαη
1− (α + a)r ,
sind die beiden Abbildungen a→ W (α+ a) und a→ Eα+aY stetig, und es reicht zu
zeigen, dass
W (α)
n
n∑
j=1
(φ(Yj+1, Yj;αn)− φ(Yj+1, Yj;α)) + (αn − α) = oP (n−1/2).
Die Abbildung a → φ(y, z;α + a) ist nicht diﬀerenzierbar. Also müssen wir zuerst
die Funktion a→ φ(y, z;α + a) durch eine Version von diﬀerenzierbaren Funktionen
annähern. Für beliebig kleine a−1 und b = o(a−2) deﬁnieren wir nun
`a = `g1|`g |<a und `a,b(x) =
∫
R
`a(x− by)ρ(y)dy
mit der logistischen Verteilungsdichte ρ. Unter Pαn ist (`g − `a,b)(Yj+1 − αrnYj)(Yj −
EαnY ) eine Martingal-Diﬀerenz. Da Eαn(`g−`a,b)2(Y1−αrnY0) gegen Null konvergiert,
gilt nach Hall & Heyde (1980)[Theorem 3.2]
1
n
n∑
j=1
(`g − `a,b)(Yj+1 − αrnYj)(Yj − EαnY ) = oPαn (n−1/2).
Mit demselben Argument haben wir auch
1
n
n∑
j=1
(`g − `a,b)(Yj+1 − αrYj)(Yj − EαY ) = oPα(n−1/2).
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Also reduziert sich das Problem auf
oP (n
−1/2) =
W (α)
n
n∑
j=1
(`a,b(Yj+1 − αrnYj)− `a,b(Yj+1 − αrYj)) (Yj − EαY ) (4)
+ (αn − α)
Ab hier können wir benutzen, dass `a,b diﬀerenzierbar ist, und erhalten
`a,b(Yj+1 − αrnYj)− `a,b(Yj+1 − αrYj) =
∫ 1
0
`′a,b(Yj+1 − αrYj + t(αr − αrn)Yj)dt
· (αr − αrn)Yj.
Wir setzen nun abkürzend cn = αr − αrn, ζn = max{|Yj| ; j = 1, . . . , n} und ηj =
Yj − αrYj−1, und zeigen
1
n
n∑
j=1
∫ 1
0
(
`′a,b(ηj+1 + tcnYj)− `′a,b(ηj+1)
)
dt · Yj(Yj − EαY ) = oPα(1).
Es gilt∣∣∣∣∣ 1n
n∑
j=1
∫ 1
0
(
`′a,b(ηj+1 + tcnYj)− `′a,b(ηj+1)
)
dt · Yj(Yj − EαY )
∣∣∣∣∣ ≤∣∣∣∣∣cnn
n∑
j=1
∫ 1
0
∫ 1
0
t`′′a,b(ηj+1 + stcnYj)dtds · Y 2j (Yj − EαY )
∣∣∣∣∣ ≤∣∣∣cna
b
∣∣∣ ‖ρ′′‖L1
∣∣∣∣∣ 1n
n∑
j=1
Y 2j (Yj − EαY )
∣∣∣∣∣ ≤ ∣∣∣ζncnab ∣∣∣ ‖ρ′′‖L1 1n
n∑
j=1
|Yj(Yj − EαY )| ,
da |`a,b(x)| ≤ |a/b|‖ρ′′‖L1 . Die Zufallsvariablen < ζn >n erfüllen die Eigenschaft, dass
n−1/2ζn = oP (1). Also existiert eine Folge d−1n →∞ mit d−1n n−1/2ζn = OP (1). Wählen
wir nun a so, dass dna/b = o(1), dann ist
∣∣ζncn ab ∣∣ 1n∑nj=1 |Yj(Yj − EαY )| = oP (1).
Setzen wir das Ergebnis in (4) ein, dann erhalten wir
W (α)
n
n∑
j=1
(`a,b(Yj+1 − αrnYj)− `a,b(Yj+1 − αrYj)) (Yj − EαY ) =
(αr − αrn)
W (α)
n
n∑
j=1
`′a,b(ηj+1)Yj(Yj − EαY ).
Für a gegen Null haben wir
Eα`
′
a,b(η) =
∫
`a−1(x)ρ(y)g
′(x+ yb)dxdy → E`2g(η).
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Mit Hall & Heyde (1980)[Theorem 2.19] erhalten wir dann
(αr − αrn)
W (α)
n
n∑
j=1
`′a,b(ηj+1)Yj(Yj − EαY ) =(αr − αrn)W (α)E`2g(η)Varα Y
+ oPα(n
−1/2)
=(αr − αrn)/(rαr−1) + oPα(n−1/2),
und somit die Behauptung
αn − α +
n∑
j=1
W (αn)φ(Yj−1, Yj;αn)−
n∑
j=1
W (α)φ(Yj−1, Yj;α) = oP (n−1/2).
Sei nun Y˜1, . . . , Y˜n auch eine Markov-Kette mit derselben Übergangsverteilung wie
Y1, . . . , Yn, die unabhängig von Y1, . . . , Yn ist. Unter dem Maß Pαn sind die Zufalls-
variablen
< Yi+1 − αrnYi >
unabhängig und identisch verteilt mit Dichte g, die unabhängig von αn ist. Schreiben
wir ηˆi+1 = Yi+1 − αrnYi, dann erhalten wir mit Schick (1987)[Example 3.7], dass
Eαn
(˜`
g(ηˆ1;αn; Y˜1, . . . , Y˜n)− `g(ηˆ1)
)2
. (5)
Ferner haben wir
1
n
n∑
j=1
˜`2
g(ηˆi+1;αn; Y˜1, . . . , Y˜n) =
1
n
n∑
j=1
(˜`
g(ηˆi+1;αn; Y˜1, . . . , Y˜n)− `g(ηˆi+1)
)2
+ 2
1
n
n∑
j=1
(˜`
g(ηˆi+1;αn; Y˜1, . . . , Y˜n)− `g(ηˆi+1)
)
`g(ηˆi+1)
+
1
n
n∑
j=1
˜`2
g(ηˆi+1).
Wegen Gleichung (5), haben wir dann
1
n
n∑
j=1
˜`2
g(ηˆi+1;αn; Y˜1, . . . , Y˜n) = E`
2
g(η) + oPαn (1).
Die Voraussetzungen von Schick (2001)[Theorem 7.1] kann man nun leicht nachrech-
nen.
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6 Ausblick
In diesem Kapitel diskutieren wir nun, wie wir die erbrachten Ergebnisse auf andere
Zeitreihen übertragen können. Dazu betrachten wir die ARMA(p, q)-Zeitreihe. Dann
untersuchen wir, ob für den Faltungsschätzer fˆ ∗ fˆ in einem T2-Modell die Rate n1/2
erreicht werden kann.
6.1 Erweiterung auf die ARMA(p, q)-Reihe
Die Zeitreihe < Xn > heißt eine ARMA(p, q)-Zeitreihe, falls für alle n
Xn −
p∑
j=1
τjXn−j = εn +
q∑
j=1
φjεn−j
gilt, wobei wir hier annehmen, dass < εn > unabhängig und identisch verteilt ist.
Ferner nehmen wir an, dass die Reihe < Xn > kausal und invertierbar ist. Ist nun B
der Lagoperator, dann können wir die obige Beziehung kompakter schreiben als
τ(B)Xn = φ(B)εn,
wobei natürlich τ(z) = 1 −∑pj=1 τjzj und φ(z) = 1 +∑qj=1 φjzj. Ist Fε die Vertei-
lungsfunktion von ε, dann ist der Prozess eindeutig durch die Angabe von (τ, φ, Fε)
bestimmt. Für eine feste Zahl r aus N behaupten wir nun:
Lemma 6.1. Die Zeitreihe < Xrn >n ist weiterhin eine ARMA-Zeitreihe.
Beweis. Das Polynom τ zerfällt in ein Produkt τ(z) =
∏p
k=0(1 − akz) mit ai ∈ C.
Multiplizieren wir mit τˆ(z) =
∏p
k=0
∑r−1
j=0(akz)
j, dann erhalten wir
τˆ(z)τ(z) =
p∏
k=0
(1− arkzr).
Man bemerke, dass τˆ ein reelles Polynom ist. Die rechte Seite ist ein Polynom mit
reellen Koeﬃzienten, dass die Darstellung τˆ(z)τ(z) = 1−∑pk=1 bkzrk hat. Es folgt
τˆ(B)τ(B)Xrn = τˆ(B)φ(B)εrn
und
τˆ(B)τ(B)Xrn = Xrn −
p∑
k=1
bkXr(n−k).
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Die Zeitreihe < Xrn >n ist nach der obigen Darstellung nicht mehr kausal und
invertierbar. Deﬁnieren wir die Innovationen ηj = τˆ(B)εrj, dann ist die Zeitreihe
< Xrn > bezüglich < ηj > kausal und invertierbar, da
τˆ(B)τ(B)Xrn = φ(B)ηn.
Ein Nachteil haben die Innovationen < ηj > trotzdem, sie sind i. Allg. nicht unab-
hängig verteilt.
Da < Xn >n eine ARMA-Zeitreihe ist, hat die Autokovarianzfunktion nach Brock-
well & Davis (1987)[Theorem 4.4.2] eine rationale Spektraldichte. Nach Kolmogorov
& Rozanov (1960) ist dann < Xn >n ρ-mischend mit ρ(n) ≤ e−cn für ein c > 0. Nach
Deﬁnition von ist < Xrn >n auch ρ-mischend. Mit dieser Erkenntnis, können wir
Schätzer für die Koeﬃzienten von τˆ τ und φ deﬁnieren und zeigen, dass sie konsistent
sind. Trotzdem ist es schwierig, die Koeﬃzienten von τ zu schätzen, da wir zuerst
die Nullstellen von τˆ τ herausﬁnden müssen und erst dann die Koeﬃzienten von τ
ausrechnen können.
Da wir in der Lage sind, die Polynome τˆ τ und φ zu schätzen, können wir auch
die Residuen von η deﬁnieren und die Dichte von η schätzen, falls η eine Dichte hat.
Danach können wir die Neumann-Reihe aus Kapitel 2.3 benutzen, um die Parame-
terdichte von ε zu schätzen. Diese benutzt die Koeﬃzienten von τˆ , und deshalb muss
das die Rate verschlechtern.
6.2 Faltung von Dekonvolutionsschätzern
Seien < Zn >n die Realisationen einer unabhängig und identisch verteilten Zufallsva-
riable mit Dichte hZ . Dann ist
hˆZ(z) =
1
n
n∑
j=1
Kb(z − Zj)
mit Bandbreite b→ 0, Kern K und Kb(·) = K(·/b)/b ein Schätzer für die Dichte hZ
im Punkt z. Dieser ist i. Allg. nicht n1/2-konsistent. Integriert man den Kernschätzer
mit einer bekannten Funktion τ , dann ist
∫
hˆZ(z)τ(z)dz n
1/2-konsistent. Integriert
man einen Kernschätzer mit einer bekannten Funktion, dann verbessert das die Rate.
Nimmt man dagegen einen Dekonvolutionsschätzer, dann untersuchen wir nun, ob
mit dem integrierten Dekonvolutionsschätzer die optimale Rate erreicht oder nicht.
Dabei demonstrieren wir diese Tatsache anhand des Dekonvolutionsschätzers aus Fan
(1991).
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Lemma 6.2. Sei fˆX der Dekonvolutionsschätzer aus Fan (1991) mit beobachtbaren
Realisationen < Yn > und
fˆX(x) =
1
2pi
∫
R
exp(−itx)φK(thn) φˆY
φε
(t)dt.
Ist die Funktion t→ (fX ∗τ(−·))(t) im Punkt t = 0 Lipschitz-stetig, und die Funktion
|φτ/φε|2 integrierbar, dann haben wir
sup
n
Var(n1/2
∫
(fˆX − fX)(t)τ(t)dt) <∞,
bei geeigneter Wahl des Kerns K.
Beweis. Da |φε| ≤ 1, ist |φτ |2 auch integrierbar, also haben wir∫
fX(z + t)τ(t)dt =
1
2pi
∫
exp(−itz)φX(t)φτ (−t)dt.
Setzen wir z = 0 ein, dann erhalten wir
n1/2
∫
(fˆX − fX)(t)τ(t)dt = 1
2pi
∫
φK(thn)
φˆY − φY
φε
(t)φτ (−t)dt
+
1
2pi
∫
(φK(thn)− 1)φX(t)φτ (−t)dt.
Nach der bekannten Gleichung erhalten wir
Var(n1/2
∫
(fˆX − fX)(t)τ(t)dt) =nVar(
∫
fˆX(t)τ(t)dt))
+ n
(∫
R
g(−hnt)K(t)dt− g(0)
)2
.
Hier ist g(x) = (fX∗τ(−·))(x). Da die Realisationen < Yi > unabhängig und identisch
verteilt sind, kann man die Varianz vereinfachen, und es gilt
nVar(
∫
fˆX(t)τ(t)dt)) =
∫
1− |φY |2
|φε|2 |φτ |
2(t)|φK |2(thn)dt.
Mit der Voraussetzung erhalten wir das Resultat.
Das obige Lemma soll zeigen, dass die Verbesserung der Rate durch das Inte-
grieren einer bekannten Funktion davon abhängt, welche Güte die beiden bekannten
Funktionen haben. In diesem Fall muss gelten, dass∣∣∣∣φτφε
∣∣∣∣ (t) = O(t−1/2−δ)
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für ein δ > 0.
In einem integrierten Dekonvolutionsschätzer haben wir sowohl eine Funktion,
die die Rate verschlechtert, als auch eine Funktion, die die Rate verbessert. Hier
konkurrieren zwei Gegenspieler um die Rate. Überwiegt die Verbesserung, dann kann
man die optimale Rate erreichen. Beim Dekonvolutionsschätzer kann man nur von
einer Verschlechterung der Rate reden, da wir keinen Gegenspieler haben, der die
Rate wieder verbessern kann.
Nun wollen wir eine Aussage über den Faltungsschätzer fˆ ∗ fˆ machen, wobei fˆ
der Dekonvolutionsschätzer aus Kapitel 2 ist. Dieser zerfällt in die zwei Terme
fˆ ∗ fˆ − f ∗ f = (fˆ − f) ∗ (fˆ − f) + 2(fˆ − f) ∗ f.
Während der erste Term mit der optimalen Rate gegen Null konvergieren kann, hängt
die Rate des letzten Terms davon ab, in welcher Funktionsklasse die Dichte f liegt.
Existieren positive Konstanten ν, µ und G, so dass für die Fouriertransformation φf
der Dichte f die Abschätzung
d0|t|−ν ≤ |φf |(t) ≤ d1|t|−µ für alle |t| > G
gilt, dann folgt ∣∣∣∣ φf (t)∏r
k=1 φf (α
kt)
∣∣∣∣ ≤∗ |t|rν−µ,
was nicht integrierbar ist. Darum können wir nicht erwarten, dass der Term (fˆ−f)∗f
die optimale Rate hat.
Gilt dagegen die Abschätzung exp(−|t|βγ1) ≤ |φf |(t) ≤ d exp(−|t|βγ2) für |t| > G
für die Fouriertransformation φf der Dichte f , dann kann man die optimale Rate
erreichen, da ∣∣∣∣ φf (t)∏r
k=1 φf (α
kt)
∣∣∣∣ ≤∗ exp (−|t|β (γ2 − γ1|α|r/(1− |α|r))) .
Die rechte Seite ist quadratintegrierbar, falls γ2 − γ1|α|r/(1− |α|r) > 0.
6.3 Konstruktion eines eﬃzienten Schätzers ohne strukturelle
Annahme
Im Fall F3 ist der kanonische Gradient die Funktion
g0(Y, Z) = − rα
r−1(Y − EY )`g(η) + ℵ(η)− Proj(ℵ(η))
‖rαr−1(Y − EY )`g(η) + ℵ(η)− Proj(ℵ)(η)‖22
.
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Die Fisher-Information `g ist durch die Residuen ηi,n = Zi−αˆrYi schätzbar. Da die
beiden Familien < Pα > und < Pαn > für alle beschränkten Folge < αn > benachbart
sind, können wir so tun, als ob αˆ eine beschränkte Folge < αn > wäre. Dann können
wir von Pα zu Pαn übergehen.
Wir diskutieren nun, wie wir die Funktion ℵ(η) schätzen können. Die Funktion
E[`rεj | η = x] hat die Darstellung
E[`rεj | η = x] = g−1(x)
∫
f ′(x−
r−1∑
k=1
αkyr−k)
r−1∏
k=1
f(yk)yjdyk.
Hier ist g die Dichte von η. Mit dem Dekonvolutionsschätzer aus Kapitel 2 sind wir
in der Lage, die Funktion E[`rεj | η = x] zu schätzen.
Die ganze Schwierigkeit besteht darin, die Funktion Proj (ℵ) zu schätzen. Da wir
keine explizite Form der Funktion Proj (ℵ) kennen, versuchen wir sie durch eine Reihe
zu approximieren. Wir wählen dazu als Basis von L2(λ) die Hermite-Funktionen
hj(x) =
Hj(x)e
−x2/2
(2jj!pi1/2)1/2
,
wobei Hj(x) die Hermite-Polynome sind (Siehe Szeg® (1975)). Dann bilden die Funk-
tionen
xj =
hj√
f
(x)
eine Basis in L2(ε). Also spannt Γ(x1),Γ(x2), . . . den Raum {Γ(u) ; u ∈ L2(ε)} auf.
Deﬁnieren wir nun eine Orthonormalbasis {ej}j durch e1 = Γ(x1)/‖Γ(x1)‖,
e˜n := Γ(xn)−
n−1∑
j=1
(Γ(xn), ej)ej ,
ej =
0 falls e˜j = 0e˜j/‖e˜j‖ sonst,
dann gilt
Proj(E[`rεj | η]) =
∞∑
k=0
bE[`rεj | η], ekcek,
falls die Funktion Proj(E[`rεj | η]) im Raum {Γ(u) ; u ∈ L2(ε)} liegen. Die Koeﬃzi-
enten
bE[`rεj | η], ekc vereinfachen sich zu b`rεj, ekc und sind demnach schätzbar.
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