We consider a probabilistic model, due to Lander and Waterman and to Alizadeh, Karp, Newberg and Weisser, for the physical mapping of DNA molecules. Within this model, we answer precisely a question of Alizadeh et al concerning the minimum number of probes required to reconstruct the entire ordering of a given clone library with high probability. We also examine the related problem of determining the least number of probes required to construct a \tiling" for the library. We give a fairly precise characterization for this number.
Introduction
The objective of many e orts in molecular biology, including the Human Genome project, is to sequence chromosomal DNA, i.e. to obtain the sequence of A, C, T or G nucleotides which constitute one strand of each molecule. This may be a complex task since, for example, in a typical human chromosome there are on the order of 10 8 nucleotides, and the whole genome comprises 23 pairs of chromosomes. Modelling this combinatorial complexity leads to interesting mathematical and computer science problems. See 7] .
A sub-goal of DNA sequencing is often to construct a physical map, which speci es the location of speci c identi able fragments on the molecule. In the usual procedures for physical mapping, it is necessary to extract information from fragments of the molecule called clones. These might typically contain about 10 4 nucleotides. A clone library is a collection of clones covering one or more molecules of interest, for example the human genome. One approach to physical mapping is to locate (by hybridization) the occurrence of short sequences called probes within the clones. See 2] . In practice, the identi cation process may also involve errors, which further complicates matters.
Lander and Waterman 5] proposed a probabilistic model for the location of clones in physical mapping. Their model was re ned by Alizadeh, Karp, Newberg and Weisser 2] to encompass the occurrence of probes within clones. We will describe the model in detail in Section 2.
Assuming this model, the question was posed in 2] and 7] as to how many probes are required to correctly order a given clone library, even assuming that the data is error-free. From the probabilistic viewpoint, the question concerns the existence of a \threshold" 1]. In Section 6 we will answer this question precisely. From a practical viewpoint, the numbers required are fairly discouraging. Therefore, in Section 7, we will describe and examine a natural related problem, having a more modest objective than that of ordering the entire clone library. Again we can give reasonably precise characterizations for the numbers of probes required. For this second problem, in contrast with the rst, the numbers required are rather more encouraging for the practitioner. 2 The model Let V = f1; 2; : : : ; ng. Then we will consider the following model: . n will be our expected number of clones and whp 1 the actual number of probes satis es = n + o(n). We assume that the X i are ordered in increasing order. Note that with probability 1 no two X i are equal in this model. We will say C i is \to the right" of C j if X i > X j , otherwise \to the left". clones and their left hand endpoints will be uniformly distributed once we condition on the value of . We are interested in the case where L is large, and order-of-magnitude statements will be as L ! 1.
The problem is to correctly identify the ordering of the clones in the library using only the information contained in the probes. Thus for each clone and each probe we are told whether the clone contains the probe. The information can be represented as a n m 0-1 matrix. (See, for example, 2] for more details.) Given only this information the hope is that one can nd the correct ordering of the clones C 1 ; C 2 ; : : : ; C n . We wish to determine the minimum number of probes for which this happens whp. Assuming the 1 With high probability i.e., with probability 1-o(1) as L ! 1: 2 The actual model proposed in 2] and 5] was n uniformly randomly chosen points. Our analysis was originally done in this model. We have opted here for the Poisson model, as suggested by a referee, since (i) it yields essentially the same result, and (ii) the computations are generally easier.
above model, we answer this question precisely in Section 6, as follows. Let n = n(L) tend monotonically to in nity with L. Let p 0 (n) be the probability that n clones form one connected component, and p 1 (n) be the probability that their correct ordering can be found from the data. Clearly p 1 (n) p 0 (n). Let us call n(L) minimal if p 0 (n) ! 1, but, for any n 0 (L) such that lim L!1 n 0 (L)=n(L) < 1, we have p 0 (n 0 ) ! 0. Then we show that Theorem 1 Let n(L) be minimal, and let m = (n)n log n as n ! 1, then
Furthermore the algorithm order, described below, satis es Note that this number m is in fact rather large, about n log n. Therefore, in Section 7 we examine a more modest objective: that we correctly order a connected subset of the library which covers \almost all" of the genome. We call this a tiling of the clone library.
Remark We will see that we need n = L(log L+log log L+!) where ! ! 1 with n. Our proof of Theorem 1 is given only for ! = o(log L), but the reader may check that when ! = log L, Theorem 1 remains true with the exception that the limit in case (ii) is increased by a factor ( + 1). 
Outline of Proof
The choice of m = n log n is determined by the fact that for constant, the expected number of pairs i; j for which I i = I j tends to e =(2 ) as L (and n) tend to 1. In fact the number of pairs is asymptotically Poisson (see Lemma 5) , which explains the form of (1).
Let us now work under the assumption that I i 6 = I j for i 6 = j. We must show that whp G has the particularly simple form described above.
Lemma 1 shows that whp D i;i+1 < D < D j;i for I i \ I j = ;. Then G will not contain any edges for which I i \ I j = ;.
Lemma 2 rules out edges (i; k) for jk ? ij > 2. This is done by showing that whp k;i will not be a minimal member of D i , assuming I k \I i 6 = ;.
Lemma 3 shows that whp (i; i + 1) is an edge of G for 1 i n ? 1.
Lemma 4 shows that conditional on I i 6 = I i+1 , whp at most one of (i ? 1; i + 1) and (i; i + 2) is an edge of G.
At this stage we know that if the I i 's are distinct then whp G has the stated structure and the correct clone ordering can easily be found.
Lemma 5 then determines the asymptotic probability that the I i 's are distinct.
Preliminaries
Let Z i ; i = 1; 2; : : : ; be an in nite sequence of independently and identically distributed exponentials with parameter . Let X i = Z 1 + Z 2 + + Z i and let = maxfi : X i L ? 1g. Thus X 1 ; X 2 ; : : : ; X are distributed as the left hand endpoints of the clones in our model. Note that ordering will be impossible if the clone library is not connected since, no matter how many probes are used, there will be no way of detecting the order in which the disconnected pieces should be placed. Thus, to ensure connectivity with high probability, we must have ! ! 1. Note now that, in our earlier de nition, the clone library is minimal if and only if ! = o(log n). However, most of our proofs are easily modifed for the case ! = (log n). The details are left to the reader. However, in practice, clone libraries are designed to provide small constant coverage of the genome, with a coverage factor of about ve, say. In the model, k-times coverage of an interval including most of the genome corresponds to taking n(L) at around L(log L + k log log L), It will be observed, that in this model, short segments at either end of the genome will (with probability 1) be uncovered by any clone. This is a small de ciency in the model which we ignore, assuming that these segments are to be handled separately.
Threshold
Let m = n log n. We show that the threshold for ordering the entire set of clones occurs at constant , and hence prove Theorem 1.
We show rst that with high probability adjacent clones have smaller di erence sets i;j than disjoint clones. Let = n ?1=3 , as before. Proof For any constant K > 0, Pr(9i
Thus assume that Z i < 1 ? K for i . Then probes fall in i+1;i independently with probability dominated by e ? (1 ? e ? (1?K ) Proof Suppose the Lemma is false, and let us assume without loss that k > i + 2 and k;i 2 M i . (The case k < i ? 2 is symmetric.) Hence C k \ C i 6 = ; by Lemma 1. Suppose i < j < k. Then C j C k C i . Hence I j I k I i . Thus I j n I i I k n I i , i.e. j;i k;i and we must have j;i = k;i by minimality. Hence r;i = i+1;i for all i < r k. We have four successively overlapping intervals C i ; C i+1 ; C i+2 ; C i+3 .
Given such a quadruple, let w = Z i+1 ; x = Z i+2 ; y = Z i+3 . If the quadruple satis es i+1;i = i+2;i = i+3;i , then every probe which falls in X i+1 + 1; X i+3 + 1] must also fall in X i ; X i+1 + 1]. This has probability 
We have therefore shown that, asymptotically, ordering depends on the occurence or otherwise of E 4 , and that the expected number of such events is e =(2 ). We now complete the proof of Theorem 1. 2 Hence, we have Theorem 1 for constant . For ! 1 slowly enough, we therefore have Pr(E 4 ) ! 1, and for ! 0 slowly enough, we have Pr(E 4 ) ! 0. Theorem 1 now follows by observing that the probability that we can reconstruct the clone ordering is monotone in the number of probes for a xed number of clones.
Constructing a tiling
In this section, we consider the problem of constructing a tiling, i.e. a subset of the clone library which is correctly ordered and covers the genome, with the exception only of regions of length o(1) at either end as L ! 1. We will show that this requires considerably fewer probes than in Section 6, since we are not obliged to give any ordering information on the clones which are not in the tiling. We will show that m = o(log 3 L) probes will always su ce, and that (log L) probes are both necessary and su cient for this task. We will prove the theorem in the following sequence of Lemmas. K will denote some su ciently large positive constant. )) exp(? 1 3 (1 ? o(1))( Lemma 9 It is correct to place C k on the opposite side of C j from C i .
Proof Suppose X k < X i < X j . Then, since k 2 S j , we have C k \ C j 6 = ; and hence C i \ C j \ C k 6 = ;. But then D j;k D i;k , a contradiction.
Thus suppose X i < X k < X j . Then, since j 2 S i , we have C i \ C j 6 = ; and hence C i \ C j \ C k 6 = ;. But then D j;i D k;i , again a contradiction. 2
Theorem 2 now follows. We see that when we are building the subset from \left to right", we cannot terminate until we have encountered a C j such that X ? X j < 2 However, if`2 S j is such that X`< X j + 1 4 , then letting t = 1 2 ( ( 1 4 ) + ( Thus, with log 3 n probes, we guarantee to cover the entire interval represented in the clone library with high probability .
Although our proofs are given only for ! = o(log L), similar methods extend to faster growing values of !. However, we may deduce from the above that, if we take ! = (log L), O(log n) probes will su ce. We use the following simple Lemma. Proof If f 6 = O(g), there is an increasing sequence c i ! 1 such that for all i, there exists n i such that f(n i ) > c i g(n i ). Assume without loss that n i is nondecreasing, and de ne h by h(n) = c i g(n) if n i n < n i+1 . Clearly g = o(h), so f = o(h). Thus f(n i ) < c i g(n i ) for large i, a contradiction. 2 Lemma 12 Let " > 0. If n(L) (1 + ") log L, then O(log n) probes su ce to determine the tiling.
Proof For a xed number of probes m, the algorithm above clearly cannot have smaller probability of success with a larger number of clones. Thus the number m(n) required for any given probability of success is nondecreasing with n. Thus, if m is the number required when n = (1 + ")L log L, m m(n) for all n such that ! = o(log n). Let h be arbitrary such that log n = o(h), and let = (h= log n) 1=6 . Thus ! 1. Let ! = log n= , = 1= 2 , and m = 5 log n. Then Theorem 2 applies, and hence m m = o(h). We now apply Lemma 11, with g = log n, f = m to complete the proof. 2
On the other hand, we have the following simple lower bound.
Lemma 13 At least L log L clones and log 2 L probes are necessary to determine a tiling.
Proof We need L log L clones for connectedness, without which we clearly cannot determine a tiling. Any tiling must obviously have at least L clones.
Since it is unambiguously ordered, no two clones can contain the same set of probes. Now, with m probes, there are at most 2 m di erent sets. Thus 2 m L. 2
