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We study theta liftings from Hn to H2 and vice versa. The theta-
lift is realized via an integral transform with a Siegel theta series
as kernel function. Since this Siegel theta series fails to be square
integrable it has to be regularized. The regularization is obtained
by applying a suitable differential operator built from the Laplacian.
The Siegel theta series is seen to be related to an automorphic
Selberg kernel function on Hn and therefore the Selberg transform
applies to compute the Fourier coeﬃcients of the lift. This gives
formulas of Katok–Sarnak type for Fourier coeﬃcients of positive
as well as for negative index, involving geodesic cycles. As an
application we can lift Poincaré series of Niebur type. The lifted
series are again Poincaré series built with Whittaker functions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In [2] Bringmann and Ono claim to reprove some of Zagier’s [24] important results on the connec-
tion between traces of singular moduli of the classical j-function
j(z) = E4(z)
3
(z)
and Fourier coeﬃcients of the weakly holomorphic form
g1(z) = θ
(
z + 1
2
)
E4(4z)
(4z)
1
4
.
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cusps.
Further E4 is the usual Eisenstein series,  the famous discriminant function and θ(z) =∑
k∈Z e(k2z) the classical theta series with e(z) = e2π iz .
1.1. Zagier’s result
Actually their idea of proving Zagier’s result using exponential sum identities goes back to Duke
in [7].
Zagier’s result states that the Fourier coeﬃcients b(k) of g1 are given by traces of singular moduli
of j1(z) = j(z) − 744 = e(−z) + 196884e(z) + · · ·
b(k) = Tr−4k( j1).
To explain the meaning of the trace expression Trk we need some few more informations:
A symmetric matrix of the form T = ( a b/2
b/2 c
)
is called half-integral, if a,b, c ∈ Z. Let l = det T . If
l > 0, c > 0 then η = (b + i√l)/2c is the Heegner point associated to T .
For l < 0 let the geodesic g associated to T be given by the solutions of a + b(z + z¯) + czz¯ = 0.
As usual SL(2,Z) acts on the set of half-integral matrices of determinant l by [γ ]T = γ Tγ t .
Remark. The discriminant of the corresponding quadratic form is d = −4l, so that the case l > 0 is
also referred to as the negative discriminant case and l < 0 as the positive discriminant case.
For d = −4l = 0 with l as above and if −d > 0 is not a square then there are ﬁnitely many rep-
resentatives Ti , i = 1, . . . ,h(d) under this action. ηi are the associated Heegner points and gi the
associated geodesics. The isotropy group for each Heegner point ηi has ﬁnite order f i while the
geodesic gi is known to be left invariant by an inﬁnite cyclic subgroup generated by a primitive
hyperbolic matrix Pi .
With this the (untwisted) trace is for F : SL(2,Z)\H→C deﬁned by
Trd(F ) =
∑
i
F (ηi)
f i
, d < 0,
Trd(F ) =
∑
i
∫
Pi\gi
F (ω)dσ(ω), d > 0, d not a square.
1.2. Generalization by Duke, Imamoglu and Toth
In [8] Duke, Imamoglu and Toth show that Zagier’s result is an instance for correspondences be-
tween the elements of a basis { jm: m 0} of weakly holomorphic modular functions of weight zero
and the elements of a basis {hd: d ≡ 0,1 (mod 4)} of the space H !1
2
of weakly harmonic forms of
half-integral weight for Γ0(4), which extends the Borcherds basis for the space of weakly holomor-
phic forms. The elements hd consist of a mock modular form as holomorphic part paired with a
weakly holomorphic form gd of weight 3/2. For d = 1 this is the form mentioned above.
Let ad(k) denote the Fourier coeﬃcients of hd then the authors prove for m  1 and d ≡
0,1 (mod 4) not a square
∑
t|m
ad
(
t2
)= Trd( jm), (1)
see [8, Theorem 2].
(Indeed their result is more general in that they consider twisted traces.)
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Fourier coeﬃcients of the Poincaré series of the ﬁrst type are built from traces of singular moduli of
the second type series and that hd and jm result from special values of the analytic continuation of
certain differences of these Poincaré series, see below.
In this paper we shall prove such kind of relation for the general case of n-dimensional hyperbolic
space.
1.3. Two types of Poincaré series
We describe the series for n > 1.
The ﬁrst type, which is built from the M-Whittaker function, is deﬁned for each cusp S−1ι ∞ of
Γ0(4), with scaling matrices
S∞ = E, S0 =
(
0 − 12
2 0
)
, S 1
2
=
(
1 0
−2 1
)
,
(s) > 1, m ∈ Z, z = x+ iy ∈H by
Gι,m,s(z) =
∑
A∈Γι\Γ0(4)
vn
(
A−1
)
j−11−n
2
(SιA, z)M 1−n
4 ,s− 12
(
4π |m + κι|ySιA
)
e
(
(m + κι)xSιA
)
.
Here Γι = S−1ι Γ∞Sι , the multiplier system is vn
(( a b
c d
)) = ( cd )n−1(−4d ) n−12 , the cusp parameters are
κ∞ = 0, κ0 = 0, κ 1
2
= 1−n4 , and j 1−n2
(( a b
c d
)
, z
) = e (1−n)2 i arg(cz+d) is the automorphic factor for weight
(1− n)/2. Remark that the cusp parameters are determined by vn
(
S−1ι
( 1 1
0 1
)
Sι
)= e(κι).
From the deﬁnition it is clear that Gι,m,s(z) are automorphic functions for Γ0(4) of weight (1−n)/2
and eigenfunctions (not square integrable) of the automorphic Laplacian z = y2(D2x +D2y)+ n−12 iyDx .
The absolute convergence of the deﬁning series follows from the estimate
Mμ,ν(y) = yν+ 12
(
1+Oμ,ν(y)
)
, y → 0.
For further informations about the analytical behaviour of these series see [3] and [8].
If n = 2 Duke, Imamoglu and Toth show that there is a pole at s = 34 for G∞,m,s(z) and the differ-
ence
G∞,m,s(z) − c(m, s)G∞,0,s(z)
extends analytically around s = 34 for some appropriate c(m, s). They consider the projection G+∞,m,s(z)
on the “+”-space and their basis elements hd are given by
hd(z, s) = G+∞,d,s(z) − c(d, s)G+∞,0,s(z)
at s = 3/4. The second type of Poincaré series is built with the I-Bessel function and is related to a
discrete subgroup Γ of the group of isometries of Hn isomorphic to Sln+1(Z) ∩ SO+(1,n).
For w ∈ Hn , (s) > n+14 and some nonzero vector ν ∈ Zn−1\0, the Poincaré series Fν,s(w) is de-
ﬁned by
Fν,s(w) =
∑
A∈Γ \Γ
v
n−1
2
A I2s−1
(
2π |ν|v A
)
e
(〈ν,uA〉).∞
R. Matthes / Journal of Number Theory 133 (2013) 20–47 23Here I is the modiﬁed Bessel function and we write w = u+ in−1v with v > 0. We use the notation
Aw = uA + in−1v A . (See below for more precise deﬁnitions, especially Section 3.2 for the deﬁnition
of Γ .)
Due to their construction they are eigenfunctions of the n-dimensional hyperbolic Laplacian
w = v2
(
D2u0 + · · · + D2un−2 + D2v
)− (n − 2)vDv .
Poincaré series of this kind were already studied by Niebur [21], Neunhöffer [20] and Bruinier [3] in
dimension 2 and in [19] by Mizuno for dimension 3.
Concerning the analytic behaviour see Proposition 2.2 below.
Deﬁne an Eisenstein series on Hn as in [5]
E(w, s) =
∑
A∈Γ∞\Γ
v
s+ n−12
A ,
which converges absolutely in s > n−12 and uniformly on compact subsets. Looking at the proof of
Proposition 2.2 one discovers that
jν(w, s) := Fν,s(w) − e(ν, s)E(w,2s − 1)
extends analytically around s = n+14 for some appropriate e(ν, s). If n = 2 and ν = −m ∈ Z− then
jm(w) = jν(w,3/4) are the functions of Eq. (1). (Remark, that we use another normalization of the
variable s.) Comparing the Fourier coeﬃcients of the Poincaré series one ﬁnds that the Fourier co-
eﬃcients of the ﬁrst type are built from traces of singular moduli of the second type series. This
observation proves Eq. (1).
Formulas of this sort were ﬁrst given by Maass [14] and later on by Katok and Sarnak [13] for
Hecke eigenforms. We call them Katok–Sarnak type formulae. Duke used these formulas to prove a
remarkable result about equidistribution of Heegner points, see [6].
For n = 2 the result of Bringmann and Ono, see [2] is obtained by the same exponential sum
method as in [8], which goes back to [7]. Also Mizuno uses this technique for his results in the case
n = 3, see [19].
1.4. The method of theta lifting
As just mentioned, the calculations in [2,8,19] do not use the technique of theta lifting but use
properties of Kloosterman and related sums.
At the end of chapter 2 in [8] the authors mention that it might be interesting to approach their
results by applying a regularized theta lifting
ψ(w) →
∫
Γ \H2
ψ(w)S(z,w)dμ(w)
with a suitable theta kernel S(z,w) to the Niebur–Poincaré series. (As usual dμ(w) = du dv
v2
, w =
u + iv , denotes (2-dim.) hyperbolic volume measure.)
Bruinier and Funke [4] introduced such a regularization which works for weakly harmonic forms
in the negative discriminant case. Their lifting is restricted to symmetric space associated to quadratic
forms of signature (1,2).
In [18] we gave a similar regularization of a Siegel theta function for a quadratic form of signature
(1,3), see also [17] for an application of the results obtained there.
Siegel’s theta series has the property that it is related to an automorphic Selberg kernel, see Sec-
tion 5.2. This is one reason why this theta series is appropriate for lifting. The idea for our kind of
regularization stems from [15].
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see [16].
In the present paper we present a regularized theta lifting for symmetric spaces associated to
quadratic forms of signature (1,n). We show that the two types of Poincaré series are related by a
theta lifting and we can prove the above mentioned Katok–Sarnak-type formulae for any n  2 and
also in the case of positive discriminants.
For n = 2 this can be used for an alternative proof of Theorem 2 in [8].
2. Statement of results
A very important technical ingredient in our paper is the Selberg transform. We have the following
Proposition 2.1. Let k : ]1,∞[ →C be a measurable function and let f :Hn →C be a solution of −w f =
λ f , where λ = (n−12 + s)(n−12 − s). Let
δ(P , Q ) = 2cosh(d(P , Q )),
where d(.,.) denotes the hyperbolic distance. If k(δ(P , .)) f (.) is integrable over Hn with respect to the hyper-
bolic volume measure dμ(w) = du1...dun−2 dvvn then the integral
h(λ) = 2n Vol(Sn−1)
1∫
0
k
(
1+ ρ2
1− ρ2
)
ρn−1
(1− ρ2) n+12 −s 2
F1
(
s + n − 1
2
, s + 1
2
,
n
2
;ρ2
)
dρ
exists and the equation ∫
Hn
k
(
δ(P ,w)
)
f (w)dμ(w) = h(λ) f (P )
holds. Here Vol(Sn−1) refers to the Euclidean volume of the n− 1 dimensional sphere, and 2F1 is the Gaussian
hypergeometric function.
Remark. For n = 3 this is Theorem 3.5.3 in [11]. In this case the hypergeometric function reduces to
an elementary function. The proof given there carries over to general n and the necessary calculations
parallel those in [11] very closely. We therefore only give a sketch of proof in Section 3.
With the help of this we can prove the Katok–Sarnak formulae for the n-dimensional case. Before
stating this formula, we have to recall the generalization of the deﬁnition for Tr(F ) for functions F :
Γ \Hn →C. As for H2 there is an action of Γ on the set Λl of half-integral Hermitian matrices with
determinant l ∈ Z/4. For l > 0 there is a corresponding (ﬁnite) complete set of orbit representatives
{Ti}, the orders of the corresponding isotropy groups are f i . The matrices Ti correspond to the so-
called Heegner points on Hn .
If l < 0, −4l not a square, the action of Γ gives rise to geodesic hyperplanes gi = gTi which are
invariant under the action of an inﬁnite cyclic subgroup generated by Pi . For more information see
Sections 5.1, 5.2. We deﬁne for F : Γ \Hn →C the traces
Tr−4l(F ) =
∑
i
F (ηi)
f i
, l > 0
Tr−4l(F ) =
∑
i
∫
Pi\gi
F (ω)dσ(ω), l < 0,−4l not a square.
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tively and f : Hn → C be a Γ -invariant function with −w f = λ f , λ = (n−12 + s)(n−12 − s) such that the
regularized theta lift
S f (z) =
∫
Γ \Hn
f (w)S(z,w)dμ(w)
exists. Here S(z,w) = (w + n − 2)Θ(z,w) with Siegel’s theta function Θ(z,w). (See Section 5 for the
deﬁnition.) If
S f (z) =
∑
k
a(k)W sgn(k) 1−n4 ,
s
2
(
4π |k|y)e(kx)
denotes the Fourier expansion of S f then for the Fourier coeﬃcients we have:
i) If k > 0
a(k)
n − 2− λ =
π
n−1
4
(4k)
n+1
4
Tr−k( f ).
ii) If k < 0, |k| not a square
a(k)
n − 2− λ =
π
1−n
4
(8|k|) n+14
π Tr−k( f ).
This theorem can be applied for functions f which are Maass forms as well as for functions which
may be of linear exponential growth in the cusps. Here our main interest is in Niebur-type Poincaré
series.
Concerning the analytic behaviour of the Niebur-type Poincaré series we have the following
Proposition 2.2. The series deﬁning Fν,s(w) converges absolutely and uniformly on compact subsets for s >
n+1
4 . So it is holomorphic as function of s in this region. Moreover for s > n+14 we have the estimate
Fν,s(w) − v n−12 I2s−1
(
2π |ν|v)e(〈ν,u〉) v n+12 −2s, (2)
which shows that Fν,s(w) is bounded and hence square integrable for s > n+14 .
Fν,s(w) extends to a meromorphic function in s for s > a, for some a < 12 with possible poles at the
points s j where λ j = (n−12 + (2s j −1))(n−12 − (2s j −1)) belongs to the spectrum of the self-adjoint extension
of the hyperbolic Laplacian on Hn.
Remark. Notice, that for cuspidal eigenforms 2s j −1 = 0 and so the poles coming from the cuspidal
spectrum are included, for s > a. Also notice that there is only one cusp at ∞ for our Γ .
Next we compute the theta lift of this Poincaré series:
Theorem 2.2. Let ν ∈ Zn−1 , ν = 0. The integral deﬁning S Fν,s converges absolutely for s > n+14 . Further
put
K (n, s) = ((2s − 1)
2 − (n−3)24 )π
n−5
4
n+1
Γ (s − n−14 )
Γ (2s)2 2
26 R. Matthes / Journal of Number Theory 133 (2013) 20–47δν,2 = 1 iff ν ∈ 2Zn−1 and δν,1 = 1 iff ν ∈ (1+ 2Z)n−1 . Then we have
S Fν,s(z) = K (n, s)|ν|−1
( ∑
t|ν,t∈Z
t
n−1
2 G∞, |ν|2
t2
,s
(z) + (−1)n−1δν,2
∑
t| ν2
t
n−1
2 G
0, |ν|2
4t2
,s
(z)
+ (−1)
n−1e( 18 )
4
δν,1
∑
t|ν
t
n−1
2 G 1
2 ,
|ν|2
4t2
−κ 1
2
,s
(z)
)
.
From the above we immediately obtain
Corollary 2.1. For every integer k = 0 and −k not a square if k < 0, the trace Tr−k(Fν,s) occurs as Fourier
coeﬃcient of a linear combination of the Poincaré series Gι,m,s .
Complementary results. We can also consider lifts in the opposite direction (in the sense of
Shimura). For this we introduce a regularization T (z,w) and a lift T f , see Section 5 about theta
lifting. The proof of the following theorem is analogous to that given in [18] and we shall omit it
here.
Theorem 2.3. If ψ(w) is a cusp form for the eigenvalue μ  (n−12 )2 , then T ∗ψ(z) is a cusp form for the
eigenvalue λ = 14μ − n+14 (n+14 − 1). If φ(z) is a cusp form for the eigenvalue λ 1/4, then T φ(w) is also a
cusp form for the eigenvalue μ = 4λ + (n + 1)(n+14 − 1).
The above results may also provide us with a formula for the νth Fourier coeﬃcients of T f since
this is essentially given by
∫
Γ \Hn
T f (w)Fν,s(w)dμ(w) =
∫
Γ0(4)\H2
f (z)T ∗Fν,s(z)dμ(z)
=
(
z + n + 1
4
(
1− n + 1
4
)) ∫
Γ0(4)\H2
f (z)S Fν,s(z)dμ(z).
In the latter integral the theta lift is replaced by the linear combination of Poincaré series of the ﬁrst
type and the resulting integrals can be evaluated by the standard unfolding method.
The paper is organized as follows: Section 3 concerns recalling facts on hyperbolic n-space. Sec-
tion 4 deals with the basic proposition on the Selberg transform, in Section 5 we introduce Siegel’s
theta series which is used for the deﬁnition of a theta lifting in Section 6. The remaining sections
deliver the proofs for our results.
3. Hyperbolic n-space
3.1. Upper half-space model
Let Hn denote hyperbolic n-space with d(P , Q ) the hyperbolic distance between the points P
and Q . We now describe the upper half-space model for hyperbolic space. For this let Ck denote the
Clifford algebra associated to the quadratic space (Rk,q) with
q(x1, . . . , xk) = −
(
x21 + · · · + x2k
)
.
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i21 = · · · = i2k = −1, imil = −imil ifm = l.
The space Vk+1 =R⊕Ri1 ⊕ · · ·⊕Rik is called the space of vectors in Ck . There is a main involution ′
and antiinvolution ∗ in Ck given by
(i1 . . . ir)
′ = (−1)r i1 . . . ir,
(i1 . . . ir)
∗ = ir . . . i1.
This is extended linearly to all Ck . We further put x¯ := (x′)∗ . Nonzero vectors are invertible elements
of Ck , which follows since for a nonzero vector x the product xx¯ =∑kl=0 x2l = |x|2 > 0. The set of all
products of elements from Vk+1 forms a group, the so-called Clifford group Γk .
There are natural injections Ck ⊂ Cl for k  l. The upper half-space model for Hn consists of the
subset of vectors in Cn−1
Hn = {u + in−1v: u = u0 + i1u1 + · · · + in−2un−2 ∈ Vn−1, v > 0}
together with the metric
ds2 = du
2
0 + · · · + dv2
v2
.
In this model Iso+(Hn) can be realized as the so-called Vahlen group SVn−2/{I,−I}, see [9] and
[10] for a detailed discussion.
SVn−2 is deﬁned as the set of matrices
( α β
γ δ
) ∈ M(2,Cn−2) satisfying
i) α,β,γ , δ ∈ Γn−2 ∪ {0},
ii) α¯β, γ¯ δ ∈ Vn−1,
iii) αδ∗ − βγ ∗ = 1.
SVn−2 forms a group under matrix multiplication and it acts on Hn via
gw = (αw + β)(γ w + δ)−1, g =
(
α β
γ δ
)
∈ SVn−2.
One has the following explicit formulae, see [9]
gw = ug + in−1vg,
where
ug = (αu + β)(γ u + δ) + αγ v
2
|γ u + δ|2 + |γ |2v2 ,
vg = v|γ u + δ|2 + |γ |2v2 .
Observe that SV0 = SL(2,R) and SV1 = SL(2,C).
The hyperbolic Laplacian takes the form
w = v2
(
D2u + · · · + D2u + D2v
)− (n − 2)vDv .0 n−2
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δ(P , Q ) = 2cosh(d(P , Q ))
and it is easily seen (see e.g. [9]) that in the coordinates of the upper half-space model
δ(P , Q ) =
∑n−2
i=0 (ui(P ) − ui(Q ))2 + v2(P ) + v2(Q )
v(P )v(Q )
.
From the deﬁnition it follows that δ is a point pair invariant, i.e. for γ from the isometry group of Hn
we have
δ(γ P , Q ) = δ(P , γ −1Q ).
3.2. Hermitian space
We describe a further realization of hyperbolic space via Hermitian matrices, see e.g. [9]. For this
let Hn denote the set of Hermitian matrices over the Clifford algebra Cn−2 i.e.,
Hn =
{(
a b
b¯ c
)
∈ M(2,Cn−2): a, c ∈R, b = b0 + i1b1 + · · · + in−2bn−2 ∈ Vn−1
}
.
P shall denote the set of all positive deﬁnite Hermitian matrices over Cn−2
P =
{
T =
(
a b
b¯ c
)
: det T > 0, c > 0
}
.
Notice, that det T , c > 0 implies a > 0.
SP is the subset of those T ∈P with det T = 1. If Y ∈P then write Y = √det YW with W ∈ SP .
There is the following correspondence between Hn and SP :
Lemma 3.1. If W ∈ SP then
W = ωω∗ (3)
with uniquely determined ω = (√v u/√v
0 1/
√
v
)
where u + vin−1 ∈Hn. We put ωˆ := u + vin−1 . The resulting map
φ : SP →Hn, φ(W ) = ωˆ is SVn−2 equivariant in the sense that φ([U ]W ) = U ωˆ.
For a proof, see [9].
Especially if V = ( 0 −1
1 0
)
then φ(W−1) = φ([V ]W ) = −1/ωˆ.
From the fact that for hermitian matrices h the determinant map det(h) = ac − bb¯ deﬁnes a
quadratic form on Rn+1 of signature (1,n) and the determinant is unchanged by the usual action
[γ ]h = γ hγ ∗ for γ ∈ SVn−2 there results an isomorphism ψ : SVn−2 → SO+(1,n).
The preimage under this isomorphism of Sln+1(Z)∩ SO+(1,n) is a discrete subgroup of the Vahlen
group. We call it Γ . Note that Γ = SL(2,Z) if n = 2 and Γ = SL(2,O) if n = 3.
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In this section we give an outline of the proof of Proposition 2.1, for n = 3 the result is Theo-
rem 3.5.3 in [11] and a detailed proof can be found there.
Proof of Proposition 2.1. Choose the unit ball model Bn ={u=u0+ i1u1+· · ·+ in−1un−1|∑n−1k=0 u2k < 1}
and introduce the coordinate ρ =
√∑n−1
k=0 u2k then the hyperbolic Laplacian takes the form
 = e + (n − 2) 2ρ
1− ρ2
∂
∂ρ
with the Euclidean Laplacian
e = 1− ρ
2
4
(
ρ1−n ∂
∂ρ
ρn−1 ∂
∂ρ
+ 1
ρ2
Θ
)
,
where Θ is the Laplace–Beltrami operator on Sn−1. The eigenvalues of Θ are of the form −l(l +
n− 2), l = 0,1, . . . . There are spherical harmonics Ylj forming an orthonormal basis of eigenfunctions.
Expanding a function g : Bn\{0} →C
g(x) =
∑
l, j
glj(ρ)Ylj(x/ρ)
w.r.t. this basis the differential equation −g = λg implies a differential equation for each of the glj
ψ ′′ +
(
n
2u
− n − 2
u − 1
)
ψ ′ +
(
λ
u(u − 1)2 −
l(l + n − 2)
4u2
)
ψ = 0,
where u = ρ2, ψ(u) = glj(ρ). The relevant solution of this generalized hypergeometric differential
equation is given by
φ(ρ) = ρl(1− ρ2) n−12 +s2F1
(
l + n − 1
2
+ s, s + 1
2
, l + n
2
;ρ2
)
.
Now transform Hn to Bn s.t. P → 0 and w → x. Then δ(P ,w) = δ′(0, x) = 1+ρ2
1−ρ2 . Therefore as in
[11, p. 119]
∫
Hn
k
(
δ(P ,w)
)
f (w)dμ(w) =
∫
Bn
k
(
δ′(0, x)
)
g(x)dμBn (x)
=
∫
Bn
k
(
δ′(0, x)
)∑
l, j
glj(ρ)Ylj(x/ρ)dμBn (x)
=
1∫
0
∫
Sn−1
k
(
1+ ρ2
1− ρ2
)∑
l, j
glj(ρ)Ylj(ζ )dΩn−1(ζ )
2nρn−1
(1− ρ2)n dρ,
Ωn−1 refers to Euclidean surface measure on Sn−1.
Because of orthogonality
∫
Sn−1 Ylj(ζ )dΩn−1(ζ ) = 0 unless l = 0, where Y0 = Vol(Sn−1)−
1
2 .
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g0(ρ)Y0 = g(0)
(
1− ρ2) n−12 +s2F1
(
s + n − 1
2
, s + 1
2
,
n
2
;ρ2
)
and the proof is complete. 
5. Siegel’s theta series
5.1. Deﬁnition
We denote by L the set of Hermitian matrices T = ( a b
b c
)
where a, c are integers, and for all integer
vectors u = u0 + i1u1 + · · · + in−2un−2 we have
bu + ub = 2
n−2∑
i=0
biui ∈ Z.
L+ is the subset of positive deﬁnite matrices.
For obvious reasons we call them half-integral Hermitian matrices. Let Λl be the subset of matrices
from L with determinant l ∈ 14Z. We ﬁx for each l a full system {T (l)i : i ∈ Ik} of orbit representatives
for the action of Γ on Λl . It is known that Il is ﬁnite, see [9].
Siegel’s theta series is given by
Θ(z,w) = y n+14
∑
T∈L
e(4xdet T )e−2π y[w,T ].
Here z = x+ iy ∈H2, w = u + in−1v ∈Hn and
[w, T ] = 2 tr 2(W−1T )− 4det T .
W ,w,ω are related as above, namely ω = 1/√v( v u0 1 ) and W = ωω∗ = φ−1(w).
Observe that
tr
(
W−1T
)= det T tr(ω∗T−1ω).
If T = ( a b
b¯ c
)
then by an easy computation
[w, T ] = 2
v2
(
a + c(|u|2 + v2)− w¯b − b¯w)2 − 4det T .
5.2. Relation to hyperbolic distance
The expression [w, T ] is closely related to hyperbolic distance. In [16, Proposition 9.1] we proved
the following
Proposition 5.1. Assume T = ( a b
b¯ c
) ∈ L with nonvanishing determinant l.
Let w ∈Hn and let δ(.,.) be the hyperbolic distance function as above.
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[w, T ] + 4l = 8lδ(w, T )2.
(Here by abuse of notation we write δ(w, T ) instead of δ(w, φ(T /
√
det T )) where, as above, φ(W ) de-
notes for W ∈ SP the corresponding element of the upper halfplane.)
ii) If l < 0, −l not a square, we denote by gT the geodesic hyperplane given by{
w = u + in−1v ∈Hn: a + b¯u + bu¯ + cww¯ = 0
}
.
Then we obtain for s > 0
23s+1|l|sπ n−22 Γ (s +
2−n
2 )Γ (s)
Γ (2s)
([w, T ] + 4|l|)−s = ∫
gT
δ(w,ω)−2s dσ(ω),
with dσ denoting hyperbolic measure on the hyperplane gT .
The theta series as deﬁned above coincides with that discussed by Duke in [6]
Θ(z,w) = ΘΩ
(
z,Ω+
)= y ∑
a∈Z4
e
(
xΩ[a] + iyΩ+[a])
when Ω is the quadratic form
Ω[a] = 4ac − (2b0)2 − · · · − (2bn−2)2 − 4det T
with a= (a, c,2b0, . . . ,2bn−2) ∈ Zn+1, T =
( a b
b¯ c
) ∈ L and [w, T ] = Ω+[a].
5.3. Transformation properties
From the deﬁnition it is clear, that as function of w it is invariant w.r.t. the action of Γ ,
Θ(z, γ w) = Θ(z,w), γ ∈ Γ.
The transformation behaviour w.r.t z is more involved. In [6] the following transformation property
is proved: For γ = ( a b
c d
) ∈ Γ0(4) one has
Θ(γ z,w) =
(
c
d
)n−1(−4
d
) n−1
2
e
(1−n)
2 iarg(cz+d)Θ(z,w)
with ( .
.
) the Kronecker symbol. In other words: Θ(z,w) is for any ﬁxed w a real analytic automorphic
form for Γ0(4) of weight (1− n)/2 for the multiplier
vn(γ ) =
(
c
d
)n−1(−4
d
) n−1
2
.
In many situations one would like to know how the theta series behaves under the action of the
whole modular group SL(2,Z). For this purpose Siegel, cf. [23], introduces a vector-valued theta series
as follows:
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the rational integers of signature (p,q), with p + q = m. So the entries of the matrix Q are from
Z/2 and the entries on the diagonal are integers. There is a real matrix C such that Q [C] = Ct Q C =( Ep
−Eq
)
. Then Em[C] = CtC is called a majorant. More generally all matrices of the form Em[C][T ]
where T ∈ SOo(Q ), the connected component of SO(Q ), form the majorant space of Q .
Let Zˆm be the dual lattice for Zm with respect to 2Q i.e. Zˆm = {q ∈ Qm: 2Q q ∈ Zm}. One ﬁnds
that the dual lattice contains |det(2Q )| elements. Siegel deﬁnes for r ∈ Zˆm/Zm the series
Θ
(
r, z, Q +
)= y m4 ∑
a≡r (mod Zm)
e
(
xQ [a] + iyQ +[a]),
where z = x+ iy ∈H2 and Q + is from the majorant space.
Remark. Our Θ(z,w) comes up with m = n + 1, r = 0 and Ω+[a] = [w,a] and |det(2Q )| = 2n+3. If
we write for short r= (ra, rc, rb) and rb = (r0, . . . , rn−2) then in our situation
Zˆn+1 = {r ∈Qn+1: 4ra,4rc,∈ Z, 2rb ∈ Zn−2}.
Next introduce a unitary vector space of dimension |det(2Q )| with a unitary basis vr indexed
by r. Now the vector-valued theta series is given by
Θ
(
z, Q +
)=∑
r
Θ
(
r, z, Q +
)
vr.
According to [23] we ﬁnd that for every γ = ( a b
c d
) ∈ SL(2,Z) there is a unitary |det(2Q )| ×
|det(2Q )|-matrix χ(γ ) = (χr,s(γ ))r,s∈Zˆn+1 such that
Θ
(
γ z, Q +
)= jκ (γ , z)χ(γ )Θ(z, Q +)
with κ = (p − q)/2, jκ (γ , z) = ( cz+dcz¯+d )κ/2. χ : SL(2,Z) → U (|det(2Q )|) is seen to be a multiplier
system, therefore Θ turns out to be a vector-valued automorphic form of weight κ and multiplier
system χ .
More precisely he gets the following explicit formula:
Proposition 5.2.
χr,s(γ ) =
⎧⎪⎨
⎪⎩
e(− κ2 )|det(2cQ )|−
1
2
∑
g(c) e(
aQ [g(c)+r]−2sT Q (g(c)+r)+dQ [s]
c ), c = 0,
e(abQ [r]), c = 0, ar= s,
0, c = 0, ar = s.
The sum is over a set of representatives of Zm modulo cZm .
5.4. A partial Fourier series in w-respect
We write Θ(r, z,w) = Θ(1)(r, z,w) + Θ(2)(r, z,w) subject to the summation restriction c + rc = 0
and c + rc = 0. Since rc ∈ {0, 12 } the condition c + rc = 0 is equivalent to c = rc = 0.
For the series Θ(2)(r, z,w) we obtain an explicit expression for the Fourier coeﬃcients (as a func-
tion of w). We start with the well-known result of Fourier analysis, which follows by use of the
Poisson summation formula.
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∑
a∈Z
e−πt(a+β)2 = t− 12
∑
a∈Z
e−
π
t a
2
e(−βa). (4)
In the sequel it seems useful to make the following conventions:
i) We use the same symbol for a vector v = (v0, v1, . . . , vn−2) and the corresponding element v =
v0i0 + i1v1 + · · · + in−2vn−2 in the Clifford algebra.
ii) For a ∈ Z, v ∈ Zm we write a|v if a divides every component of v .
The following proposition gives the desired Fourier series expansion:
Proposition 5.3.
Θ(2)(r, z,w) =
∑
2ν∈Zn−1
ar(ν, z, v)e
(〈ν,u〉)
with 〈ν,u〉 =∑i νiui and
ar(ν, z, v) = 1
2
y
n−1
4 v
∑
t∈Z, νt ≡rb (mod 1)
e
(
(−x+ iy)
∣∣∣∣νt
∣∣∣∣
2)
e−π
v2
4y t
2
e(−rat), ν = 0
and
ar(0, z, v) = 1
2
y
n−1
4 v
(
ϑ
f
3 (2z)ϑ
g
2 (2z) + δrb,0
∑
a =0
e−π
v2
4y a
2
e(−ara)
)
,
where δrb,0 = 1 if rb = 0 and zero else.
Proof. Write as before r= (ra, rc, rb) and rb = (r0, . . . , rn−2). Then
Θ(2)(r, z,w) = y n+14
∑
(a,c,2b0,...,2bn−2)∈Zn+1, c=rc=0
e
(−x|2b + rb|2)
× exp
(
−2π y
(
2
v2
(
a + ra − 〈2b + rb,u〉
)2 + |2b + rb|2
))
= y n+14
∑
b
e
(−(x+ iy)|2b + rb|2)∑
a
exp
(
−π y 4
v2
(
a + ra − 〈2b + rb,u〉
)2)
.
We use Eq. (4) and obtain
Θ(2)(r, z,w) = 1
2
y
n−1
4 v
∑
b
e
(
(−x+ iy)|2b + rb|2
)∑
a
e−π
v2
4y a
2
e
(
a〈2b + rb,u〉 − ara
)
= 1
2
y
n−1
4 v
(
ϑ
f
3 (2z)ϑ
g
2 (2z) + δb+rb,0
∑
a =0
e−π
v2
4y a
2
e(−ara)
)
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2
y
n−1
4 v
∑
b+rb =0
e
(−(x+ iy)|2b + rb|2)∑
a =0
e−π
v2
4y a
2
e
(
a〈2b + rb,u〉 − ara
)
.
Reordering the summands gives
∑
b
e
(
(−x+ iy)|2b + rb|2
)∑
a
e−π
v2
4y a
2
e
(
a〈2b + rb,u〉 − ara
)
=
∑
2ν∈Zn−1
∑
t∈Z, νt ≡rb (mod 1)
e
(
(−x+ iy)
∣∣∣∣νt
∣∣∣∣
2)
e−π
v2
4y t
2
e
(〈ν,u〉 − ara).
This gives the statement of the proposition. 
6. Theta lifting
We have the important Maass–Siegel–Shintani formula
(w − 4z)Θ(z,w) = (n + 1)
(
1− n + 1
4
)
Θ(z,w), (5)
where z = y2(D2x + D2y) + i n−12 yDx is the automorphic Laplacian of weight (1 − n)/2. This formula
is easily veriﬁed by a direct calculation. As a consequence of this formula the classical theta lifts for
cusp forms
φ(z) →
∫
Γ0(4N)\H2
φ(z)Θ(z,w)dμ(z),
ψ(w) →
∫
Γ \Hn
ψ(w)Θ(z,w)dμ(w)
gives a correspondence between eigenfunctions of −z for λ and eigenfunctions of −w for 4λ +
(n + 1)(n+14 − 1).
Such lifts are already implicit in Siegel [23], see also the thesis of Bauer [1].
6.1. Regularization
For non-cusp forms the above integrals may fail to exist. Numerous authors discussed regulariza-
tions of the theta series, Bruinier and Funke [4] introduced such a regularization which works for
weakly harmonic forms in the negative discriminant case and dimension 2.
In [18] we introduced a regularization for n = 3 which for general n 2 takes the form
T (z,w) :=
(
z + n + 1
4
(
1− n + 1
4
))
(w + n − 2)Θ(z,w).
The crucial point is, that T (z,w) is of rapid decay in the cusps of Γ0(4)\H2 and the cusp ∞ of
Γ \H3. We deﬁne the doubly regularized lift
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∫
Γ0(4)\H2
φ(z)T (z,w)dμ(z),
T ∗ : ψ(w) →
∫
Γ \Hn
ψ(w)T (z,w)dμ(w).
For most purposes of our paper it suﬃces to have exponential decay as v → ∞ and therefore we
also consider the simply regularized series
S(z,w) := (w + n − 2)Θ(z,w)
and the corresponding lift
S : ψ(w) →
∫
Γ \Hn
ψ(w)S(z,w)dμ(w).
6.2. Growth behaviour as w → ∞
We show that S(z,w) possesses the desired growth property in the cusp, i.e. we show that it
is of (quadratic) exponential decay in ∞. Recall that we use the notation w = u + in−1v ∈ Hn , u =
u0 + i1u1 + · · · + in−2un−2, v > 0.
Proposition 6.1. As v → ∞ we obtain uniformly in u the estimate
S(z,w) =Oy
(
e−δv2
)
with some δ > 0 depending only on y. The same estimate (with possibly a different δ) holds for T (z,w).
Proof. As in [18] it is easy to see that [w, T ] 12 [in−1v, T ] and from this we obtain
Θ(1)(z,w)  Θ(1)(z, in−1v). (6)
Now the individual summands of Θ(1)(z, in−1v) are of quadratic exponential decay as v → ∞, and
one discovers that
Θ(1)(z,w) y e−δv2 ,
where δ may depend on y and this estimate is uniform in u. When applying the Laplace-operator
one can differentiate termwise and by a similar reasoning one gets
wΘ
(1)(z,w) y e−δv2 ,
with possibly some different choice of δ.
We further use (w + n − 2)v = 0. Therefore the zeroth Fourier coeﬃcient of Θ(2)(r, z,w) is
partly annihilated by applying (w + n − 2), all remaining summands of the Fourier series of (w +
n − 2)Θ(2)(r, z,w) are y e−ρv2 for some appropriate ρ > 0, see Proposition 5.3. This completes the
proof. 
There is a more explicit estimate for Θ(1)(r, z,w) which results from an expression for
Θ(r, z, in−1v) involving the classical theta functions ϑ3(z) =∑n∈Z eπ in2z and ϑ2(z) =∑n∈Z eπ i(n+ 12 )2z .
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nents of rb and g the number of nonzero components. Then
i)
Θ(r, z, in−1v) = y n+14 ϑ f3 (2z)ϑ g2 (2z)
∑
(a,c)∈Z2
e
(
4x(a + ra)(c + rc)
)
e
−4π y( (a+ra)2
v2
+(c+rc)2v2).
ii)
Θ(1)(z,w)  v(y1/4 + y−1/4)n−1e−4π(1−rc)yv2
for y > 0 with an absolute implicit constant.
Proof. (i): A computation gives
Θ(r, z, in−1v) = y n+14
∑
a=(a,c,2b0,...,2bn−2)+r
e
(−x((2b0 + r0)2 + · · · + (2bn−2 + rn−2)2))
× e−2π y((2b0+r0)2+···+(2bn−2+rn−2)2)e(4x(a + ra)(c + rc))
× e−2π y( 2v2 ((a+ra)+(c+rc)v2)2−4(a+ra)(c+rc))
= y n+14 ϑ f3 (2z)ϑ g2 (2z)
∑
(a,c)∈Z2
e
(
4x(a + ra)(c + rc)
)
e
−4π y( (a+ra)2
v2
+(c+rc)2v2).
(ii): As above we use
Θ(1)(z,w)  Θ(1)(z, in−1v).
From that we get
∣∣Θ(1)(z, in−1v)∣∣ 
∣∣∣∣y n+14 ϑ f3 (2z)ϑ g2 (2z) ∑
(a,c)∈Z2, c+rc =0
e
(
4x(a + ra)(c + rc)
)
e
−4π y( (a+ra)2
v2
+(c+rc)2v2)
∣∣∣∣
 y n+14 (1+ y− 12 )n−1∑
a∈Z
e
−4π y( (a+ra)2
v2
)
∑
c∈Z, c+rc =0
e−4π y(c+rc)2v2
 v(y1/4 + y−1/4)n−1e−4π(1−rc)yv2 .
Here we used Eq. (4) for the sum over a and the fact, that ϑ2(y),ϑ3(y)  (1+ y−1/2). 
Now we are ready to prove our theorems.
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The Fourier coeﬃcients are given by
e(kx)a(k, y)
=
∫
Γ \Hn
f (w)(w + n − 2)
(
e(kx)e−2π |k|y y
n+1
4
∑
T∈L,4det T=k
e−2π y([w,T ]+|k|)
)
dμ(w)
=
(
4z + 1− (n − 3)
2
4
)(
e(kx)e−2π |k|y
∫
Γ \Hn
f (w)y
n+1
4
∑
T∈L,4det T=k
e−2π y([w,T ]+|k|)
)
dμ(w).
Here we made use of the Siegel–Maass–Shintani formula, which is valid for each Fourier coeﬃcient
of the theta series as can be found by a short calculation. We compute, for τ suﬃciently large, the
Mellin transform of
Ak(y) :=
∫
Γ \Hn
f (w)y
n+1
4
∑
T∈L,4det T=k
e−2π y([w,T ]+|k|) dμ(w).
We obtain
αk(τ ) =
∞∫
0
Ak(y)y
τ−1 dy
= (2π)−τ− n+14 Γ
(
τ + n + 1
4
) ∫
Γ \Hn
f (w)
∑
T∈L,4det T=k
([w, T ] + |k|)−τ− n+14 .
We recall that from Proposition 5.1 we ﬁnd for k > 0 that
[w, T ] + |k| = 2kδ2(w, T )
and for k < 0
23τ+
3n−1
4 |k|τ+ n+14 π n−22 Γ (τ +
5−n
4 )Γ (τ + n+14 )
Γ (2τ + n+12 )
([w, T ] + |k|)−τ− n+14 = ∫
gT
δ−2τ−
n+1
2 (w,ω)dσ(ω).
For k > 0 we compute the integral∫
Γ \Hn
f (w)
∑
T∈L,4det T=k
δ−2τ−
n+1
2 (w, T )dμ(w) =
∑
i
1
f i
∫
Hn
f (w)δ−2τ−
n+1
2 (w, Ti)dμ(w)
and for k < 0 ∫
Γ \Hn
f (w)
∑
T∈L,4det T=k
∫
gT
δ−2τ−
n+1
2 (w,ω)dσ(ω)dμ(w)
=
∑
i
∫
P \g
∫
Hn
f (w)δ−2τ−
n+1
2 (w,ω)dμ(w)dσ(ω).i i
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∫
Hn
f (w)δ−2τ−
n+1
2 (w,ω)dμ(w) = h(λ, τ ) f (ω)
with
h(λ, τ ) = 2n Vol(Sn−1)
1∫
0
(
1+ ρ2
1− ρ2
)−2τ− n+12 ρn−1
(1− ρ2) n+12 −s 2
F1
(
s + n − 1
2
, s + 1
2
,
n
2
;ρ2
)
dρ.
(7)
By the next lemma we calculate h(λ, τ )
h(λ, τ ) = π n−12 22τ− n+12 Γ (τ +
1+s
2 )Γ (τ + 1−s2 )
Γ (2τ + n+12 )
.
Consequently we obtain for k > 0
αk(τ ) = π n2 (4πk)−τ− n+14
Γ (τ + 1+s2 )Γ (τ + 1−s2 )
Γ (τ + n+34 )
∑
i
1
f i
f (Ti)
and for k < 0
αk(τ ) = 2− n+14 π 12 (4πk)−τ− n+14
Γ (τ + 1+s2 )Γ (τ + 1−s2 )
Γ (τ + 5−n4 )
∑
i
∫
Pi\gi
f (ω)dσ(ω).
From tables of Mellin transforms, see e.g. 13.52 in [22] we ﬁnally obtain for the inverse Mellin
transform for k > 0
Ak(y) = π
n
2
(4πk)
n+1
4
e−2πkyW 1−n
4 ,
s
2
(4πky)
∑
i
1
f i
f (Ti)
and for k < 0
Ak(y) = π
1
2
(8π |k|) n+14
e−2π |k|yW n−1
4 ,
s
2
(
4π |k|y)∑
i
∫
Pi\gi
f (ω)dσ(ω).
With this the proof can be completed, using the differential equation for the Whittaker function. 
Lemma 7.1.With the notation as above we ﬁnd
h(λ, τ ) = π n−12 22τ− n+12 Γ (τ +
1+s
2 )Γ (τ + 1−s2 )
Γ (2τ + n+12 )
.
R. Matthes / Journal of Number Theory 133 (2013) 20–47 39Proof.
h(λ, τ ) = 2n Vol(Sn−1)
1∫
0
(
1+ ρ2
1− ρ2
)−2τ− n+12 ρn−1
(1− ρ2) n+12 −s 2
F1
(
s + n − 1
2
, s + 1
2
,
n
2
;ρ2
)
dρ
= 2n Vol(Sn−1)
1∫
0
(
1+ ρ2)−2τ− n+12 (1− ρ2)2τ+sρn−12F1
(
s + n − 1
2
, s + 1
2
,
n
2
;ρ2
)
dρ
= 2n−1 Vol(Sn−1)
1∫
0
(1+ u)−2τ− n+12 (1− u)2τ+su n2−12F1
(
s + n − 1
2
, s + 1
2
,
n
2
;u
)
du.
From tables, cf. [12, 7.512(9)] one ﬁnds1
1∫
0
(1− au)−σ (1− u)ρ−1uγ−12F1(α,β,γ ;u)du
= Γ (γ )Γ (ρ)Γ (γ + ρ − α − β)
Γ (γ + ρ − α)Γ (γ + ρ − β) (1− a)
−σ
× 3F2
(
ρ,σ ,γ + ρ − α − β,γ + ρ − α,γ + ρ − β; a
a − 1
)
,
subject to the conditions |arg(1− a)| < π,(γ ),(ρ),(γ + ρ − α − β) > 0.
We use this formula with z = −1, σ = 2τ + n+12 , ρ = 2τ + 1+ s, γ = n2 , α = s + n−12 , β = s + 12 .
This gives
h(λ, τ ) = Vol(Sn−1)2−2τ+ n−32 Γ (n2 )Γ (2τ + 1+ s)Γ (2τ + 1− s)
Γ (2τ + 32 )Γ (2τ + n+12 )
× 3F2
(
2τ + 1+ s,2τ + n + 1
2
,2τ + 1− s,2τ + 3
2
,2τ + n + 1
2
; 1
2
)
.
From the deﬁnition of hypergeometric series it follows
3F2
(
2τ + 1+ s,2τ + n + 1
2
,2τ + 1− s,2τ + 3
2
,2τ + n + 1
2
; 1
2
)
= 2F1
(
2τ + 1+ s,2τ + 1− s,2τ + 3
2
; 1
2
)
.
Using Kummers formula
2F1
(
a,b,a + b + 1
2
; sin2 θ
)
= 2F1
(
2a,2b,a + b + 1
2
; sin2 θ
2
)
1 We obtained this formula with −σ instead of σ on the right-hand side.
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2F1(a,b, c;1) = Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b)
we obtain
2F1
(
2τ + 1+ s,2τ + 1− s,2τ + 3
2
; 1
2
)
= Γ (2τ +
3
2 )Γ (
1
2 )
Γ (τ + 1+ s2 )Γ (τ + 1− s2 )
,
and consequently
h(λ, τ ) = Vol(Sn−1)2−2τ+ n−32 Γ ( 12 )Γ (n2 )Γ (2τ + 1+ s)Γ (2τ + 1− s)
Γ (τ + 1+ s2 )Γ (τ + 1− s2 )Γ (2τ + n+12 )
.
This can further be simpliﬁed by using Vol(Sn−1)= 2π
n
2
Γ ( n2 )
, Γ ( 12 )=
√
π , and Γ (2z)= 22z−1√
π
Γ (z)Γ (z+
1
2 ). Substituting this in the above equation gives the desired formula. 
8. Proof of Proposition 2.2
We proceed as in the work of Neunhöffer, see [20] and give a rough outline of the proof. First
introduce an Eisenstein series on Hn as in [5]
E(w, s) =
∑
A∈Γ∞\Γ
v
s+ n−12
A ,
which converges absolutely in s > n−12 and uniformly on compact subsets, as shown in [5]. There
is also shown, that the Eisenstein series admits a meromorphic continuation to all s, it obeys a func-
tional equation and is analytic on the line s = 0. The eigenpackets of the Laplacian are given by
continuous superpositions of the Eisenstein series along this line. As in [20, p. 25], we use the esti-
mate I2s−1(v)  v2s−1ev , valid for 0< v < ∞ and obtain the analogous result to Lemma 4.2 in [20]
Fν,s(w) − v n−12 I2s−1
(
2π |ν|v)e(〈ν,u〉) E(w,2s − 1) − v2s−1+ n−12  v n+12 −2s,
where the latter estimate results from the Fourier expansion of the Eisenstein series, see [5, p. 10].
From this the absolute and uniform convergence on compact subsets and the estimate (2) for
s > n+14 follow.
To achieve meromorphic continuation we introduce a modiﬁed Poincaré series
F˜ν,s(w) =
∑
A∈Γ∞\Γ
v
2s−1+ n−12
A e
−2π |ν|v A e
(〈ν,uA〉).
We have absolute convergence, uniform on compact subsets for s > 1 and the formula
w F˜ν,s(w) =
(
2s − 1+ n − 1
2
)(
2s − 1− n − 1
2
)
F˜ν,s(w)
− 2π |ν|
(
2s − 1+ n − 1
2
)
F˜ν,s+ 12 (w).
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F˜ν,s(w) possesses a spectral decomposition.
The resolvent Rλ of w is bounded and holomorphic in λ /∈R0, therefore
F˜ν,s(w) = 2
(
2s − 1+ n − 1
2
)
π |ν|Rλ(s) F˜ν,s+ 12 (w)
with λ(s) = (n−12 +2s−1)(n−12 − (2s−1)) gives the meromorphic continuation of F˜ν,s as long as s >
1
2 , since the continuous spectrum is located on s = 12 , see [5]. Also the meromorphic continuation
stays L2, because of the boundedness of the resolvent. Possible poles on the real line segment ( 12 ,
n+1
4 ]
result from a noncuspidal discrete spectrum.
In order to push the analytic continuation across this line to s = a, for some a < 12 one can use
the spectral decomposition of the Laplacian, and deform the line of integration over the eigenpackets
as e.g. in [20, p. 79ff], see especially Satz 6.5 and Satz 6.6 in [20].
One discovers that the possible poles occur at the points s j corresponding to the point spectrum
of −w .
From the series expansion of the Bessel function
Is(v) =
∞∑
m=0
( 12 v)
s+m
m!Γ (s +m)
one ﬁnds that there are constants ci(s) such that
lim
v→0 v
−2s−n
(
v
n−1
2 I2s−1
(
2π |ν|v)− [
n+1
2 ]+1∑
i=0
ci(s)v
2s−1+i+ n−12 e−2π |ν|v
)
is ﬁnite and therefore the difference Fν,s(w) −∑[ n+12 ]+1i=0 ci(s) F˜ν,s+ i2 (w) has an analytic continuation
to s  a > − 12 since every summand of this difference with A = E can be estimated by a constant
times vn+2a and therefore for a > − 12 the difference is majorized by the Eisenstein series E(w, n+12 +
2a). Thus the meromorphic continuation of Fν,s+ i2 (w) is established.
9. Proof of Theorem 2.2
From Proposition 2.2 it follows, that the integral in the deﬁnition of S Fν,s converges absolutely
and so the theta lift exists.
We want to know how the theta lift behaves in the cusps of Γ0(4).
There are 3 inequivalent cusps of Γ0(4) at ∞, 0 and 12 with widths 1,4,1 respectively and scaling
matrices S∞ = E , S0 =
( 0 − 12
2 0
)
, S 1
2
= ( 1 0−2 1 ). As usual the scaling matrices are chosen such that the
isotropy group of ∞ in SιΓ0(4)S−1ι equals Γ∞ .
Therefore we now have a look at S Fν,s(S−1ι z) j−1(S−1ι , z).
9.1. The cusp at ∞
There are Fourier expansions
Θ(1)(z,w) =
∑
b(ν, z, v)e
(〈ν,u〉), Θ(2)(z,w) =∑a(ν, z, v)e(〈ν,u〉),ν ν
42 R. Matthes / Journal of Number Theory 133 (2013) 20–47the coeﬃcients a(ν, z, v) have been determined in Proposition 5.3. For ν = 0 we have a(ν, z, v)
and b(ν, z, v) y e−δ(y)v2 as v → ∞, since this estimate is valid for Θ(1) and (w + n − 2)Θ(2) .
We just remark, that for the νth Fourier coeﬃcient cν of a function g(w), cν =
∫ 1
0 . . .
∫ 1
0 g(w)×
e(−〈ν,u〉)du0 . . .dun−2.
Lemma 9.1.We introduce
K (n, s) = ((2s − 1)
2 − (n−3)24 )π
n−5
4
2
n+1
2
Γ (s − n−14 )
Γ (2s)
.
Then for s > n+14
S Fν,s(z) = K (n, s)|ν|−1
∑
t|ν,t∈Z
t
n−1
2 e
(−x|ν|2/t2)M 1−n
4 ,s− 12
(
4π
|ν|2
t2
y
)
+
(
(2s − 1)2 − (n − 3)
2
4
) ∞∫
0
b(−ν, z, v)I2s−1
(
2π |ν|v) dv
v
n+1
2
where b(., z, v) are the Fourier coeﬃcients of Θ(1)(z,w) as function of w.
Proof. We use the eigenfunction property of the Bessel function
w
(
v
n−1
2 I2s−1
(
2π |ν|v)e(〈ν,u〉))
= (v2(−4π |ν|2 + D2v)+ (2− n)vDv)(v n−12 I2s−1(2π |ν|v)e(〈ν,u〉))
=
(
4s(s − 1) + (n + 1)(3− n)
4
)
I2s−1
(
2π |ν|v)e(〈ν,u〉)
and obtain
S Fν,s(z) =
∫
Γ \Hn
∑
A∈Γ∞\Γ
v
n−1
2
A I2s−1
(
2π |ν|v A
)
e
(〈ν,uA〉)(w + n − 2)Θ(z,w)dμ(w)
=
∞∫
0
1∫
0
. . .
1∫
0
v
n−1
2 I2s−1
(
2π |ν|v)e(〈ν,uA〉)(w + n − 2)Θ(z,w)du0 . . .dun−2 dv
vn
=
∞∫
0
v
n−1
2 I2s−1
(
2π |ν|v)
× (v2(−4π |ν|2 + D2v)− (n − 2)vDv + n − 2)(a(−ν, z, v) + b(−ν, z, v))dvvn
=
∞∫
0
(
a(−ν, z, v) + b(−ν, z, v))
× (v2(−4π |ν|2 + D2v)− (n − 2)vDv + n − 2)(v n−12 I2s−1(2π |ν|v))dvnv
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(
4s(s − 1) − (n − 3)
2
4
+ 1
) ∞∫
0
(
a(−ν, z, v) + b(−ν, z, v))v− n+12 I2s−1(2π |ν|v)dv.
From the integral tables in [12, 6.643(2)] we obtain for (μ + ν + 12 ) > 0, (α) > 0
∞∫
0
xμ−
1
2 e−αx I2ν(2β
√
x )dx = 2
∞∫
0
x2μe−αx2 I2ν(2βx)dx
= Γ (μ + ν +
1
2 )
αμβΓ (2ν + 1)e
β2/2αMμ,ν
(
β2/α
)
,
with the Whittaker function Mκ,λ(z).
With
a(ν, z, v) = a0(ν, z, v)
= 1
2
y
n−1
4 v
∑
t∈Z,t|ν
e
(
(−x+ iy)
∣∣∣∣νt
∣∣∣∣
2)
e−π
v2
4y t
2
from Proposition 5.3 this gives for σ > n−14
∞∫
0
a(−ν, z, v)I2s−1
(
2π |ν|v) dv
v
n+1
2
= π
n−5
4
2
n+1
2 |ν|
Γ (s − n−14 )
Γ (2s)
∑
t|ν,t∈Z
t
n−1
2 e
(−x|ν|2/t2)M 1−n
4 ,s− 12
(
4π
|ν|2
t2
y
)
. 
Lemma 9.2. For s > n−14
∞∫
0
b(−ν, z, v)I2s−1
(
2π |ν|v) dv
v
n+1
2
is bounded as y → ∞.
Proof. The ﬁrst statement follows from the estimate for Θ(1) given in Proposition 6.2:
∞∫
0
1∫
0
1∫
0
v
n−1
2 I2s−1
(
2π |ν|v)e(〈ν,u〉)Θ(1)(z,u0 + · · · + in−1v)du1 . . .dun−1 dv
vn

∞∫
0
(
y(n−1)/4 + y(1−n)/4)e−4π(1−rc)yv2 I2s−1(2π |ν|v) dv
v
n−1
2
.
We may use again the formula 6.643 in [12] with ν + 12 = s, μ = 1−n4 , α = 4π(1− rc)y, β = π |ν|
and the fact that M 1−n
4 ,s− 12 (x)  x
s as x → 0. 
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Recall the scaling matrices
S0 =
(
0 − 12
2 0
)
, S 1
2
=
(
1 0
−2 1
)
.
We have to consider Θ(S−10 z,w) j
−1
1−n
2
(S−10 , z) and Θ(S
−1
1
2
z,w) j−11−n
2
(S−11
2
, z).
Lemma 9.3. For s > n+14
S Fν,s
(
S−10 z
)
j−11−n
2
(
S−10 , z
)= (−1)n−1K (n, s)δν,2|ν|−1∑
t| ν2
t
n−1
2 e
(
−x |ν|
2
4t2
)
M 1−n
4 ,s− 12
(
π
|ν|2
t2
y
)
+
(
(2s − 1)2 − (n − 3)
2
4
) ∞∫
0
b0(−ν, z, v)I2s−1
(
2π |ν|v) dv
v
n+1
2
where δν,2 = 1 iff ν ∈ 2Zn−1 and b0(., z, v) are the Fourier coeﬃcients of Θ(1)(S−10 z,w) j−11−n
2
(S−10 , z).
Lemma 9.4. For s > n+14
S Fν,s
(
S−11
2
z
)
j−11−n
2
(
S−11
2
, z
)= (−1)n−1e( 18 )
4
K (n, s)δν,1|ν|−1
∑
t|ν
t
n−1
2 e
(
−x |ν|
2
4t2
)
M 1−n
4 ,s− 12
(
π
|ν|2
t2
y
)
+
(
(2s − 1)2 − (n − 3)
2
4
) ∞∫
0
b 1
2
(−ν, z, v)I2s−1
(
2π |ν|v) dv
v
n+1
2
where δν,1 = 1 iff ν ∈ (1+ 2Z)n−1 and b 1
2
(., z, v) are the Fourier coeﬃcients of Θ(1)(S−11
2
z,w) j−11−n
2
(S−11
2
, z).
Proof of Lemmas 9.3 and 9.4. Observe that with V = ( 0 −1
1 0
)
we have S−10 z = V−1(4z) and
j 1−n
2
(V−1,4z) = j 1−n
2
(S−10 , z). So Θ(S
−1
0 z,w) j
−1
1−n
2
(S−10 , z) = Θ(V−1(4z),w) j−11−n
2
(V−1,4z).
From Proposition 5.2
Θ
(
0, V−14z,w
)
j−11−n
2
(
V−1,4z
)= e(n − 1
2
)
2−
n+3
2
∑
r
Θ(r,4z,w).
As before we are only interested in Θ(2)(r,4z,w). The sum
∑
r Θ
(2)(r,4z,w) can be evaluated
more explicitly. Namely if we use the formula
Θ(2)(r, z,w) = y
n−1
4 v
2
∑
b
e
(
(−x+ iy)(2b + rb)(2b + rb)
)∑
a
e−π
v2
4y a
2
e
(
a〈2b + rb,u〉 − ara
)
one discovers that the partial sums
∑
r Θ
(2)((ra,0, rb, z,w)) cancel if a ≡ 0 (mod 4). Thereforea
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(
n − 1
2
)
2−
n+3
2
∑
r
Θ(2)(r,4z,w)
= (−1)n−1 y
n−1
4 v
2
∑
r={0,0,rb}
∑
2b∈Zn−1
e
(
(−x+ iy)(4b + 2rb)(4b + 2rb)
)
×
∑
a∈Z
e−π
v2
16y (4a)
2
e
(
a〈8b + 4rb,u〉
)
= (−1)n−1 y
n−1
4 v
2
∑
ν∈2Zn−1
∑
t| ν2
e
(
(−x+ iy) |ν|
2
4t2
)
e−π
v2
y t
2
e
(〈ν,u〉).
Now we turn our attention to Θ(S−11
2
z,w) j−11−n
2
(S−11
2
, z). Again from Proposition 5.2
Θ
(
0, S−11
2
z,w
)
j−11−n
2
(
S−11
2
, z
)
= (−1)n−12−n+3
∑
r
∑
g∈{0,1}n+1
e
(
− Q [g] − 2r
T Q (g) + Q [r]
2
)
Θ(r, z,w)
= (−1)n−12−n+3
∑
r
∑
g∈{0,1}n+1
e
(
− Q [g] − r
2
)
Θ(r, z,w)
= (−1)n−12−n+3
∑
r
∑
g∈{0,1}n+1
e
(
−1
2
gc(4ga − 4ra) + 1
2
|gb − rb|2
)(
Θ(1) + Θ(2))(r, z,w).
Here we use the notation g = (ga, gc, gb) as for r = (ra, rc, rb). Also recall that for Θ(2) we have
rc = 0. For ﬁxed r with at least one component ri of rb not equal to 12 the sum
∑
gi=0,1 vanishes.
Also the sum over gc vanishes iff (4ga − 4ra) is odd, i.e. ra = 14 or ra = 34 . In all remaining cases
e(− 12 gc(4ga − 4ra) + 12 |gb − rb|2) = e( 18 ) and we obtain
(−1)n−12−n+3
∑
r
∑
g∈{0,1}n+1
e
(
−1
2
gc(4ga − 4ra) + 1
2
|gb − rb|2
)
Θ(2)(r, z,w)
= (−1)
n−1
8
e
(
1
8
) ∑
ra=0, 12
Θ(2)
((
ra,0,
1
2
, . . . ,
1
2
)
, z,w
)
= (−1)
n−1
8
e
(
1
8
)
y
n−1
4 v
2
∑
2b∈Zn−1
e
(
(−x+ iy)
(
2b + 1
2
)(
2b + 1
2
))
×
∑
a
∑
ra=0, 12
e−π
v2
4y a
2
e
(
a〈2b + rb,u〉 − ara
)
= (−1)
n−1e( 18 )
4
y
n−1
4 v
2
∑
n−1
e
(
(−x+ iy)
(
2b + 1
2
)(
2b + 1
2
))
2b∈Z
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∑
a∈2Z
e−π
v2
4y a
2
e
(
a
〈
2b + 1
2
,u
〉)
= (−1)
n−1e( 18 )
4
y
n−1
4 v
2
∑
ν∈(1+2Z)n−1
∑
t|ν
e
(
(−x+ iy) |ν|
2
4t2
)
e−π
v2
y t
2
e
(〈ν,u〉).
Proceeding as in the proof of Lemma 9.1 we can complete the proof. 
9.3. Completing the proof of Theorem 2.2
Remark that we have completely analogous results as in Lemma 9.2. Further
Gι,m,s(z) − δκ,ι j−11−n
2
(
S−1ι , z
)
M 1−n
4 ,s− 12
(
4π |m + κι|ySι
)
e
(
(m + κι)xSι
)
is bounded in the cusp S−1κ ∞ if (s) > 1. This follows as in [20, Lemma 4.2], using the estimate
M 1−n
2 ,s− 12 (y)  y
sey/2, valid for 0< y < ∞. Therefore also
S Fν,s(z) − K (n, s)|ν|−1
( ∑
t|ν,t∈Z
t
n−1
2 G∞, |ν|2
t2
,s
(z) + (−1)nδν,2
∑
t| ν2
t
n−1
2 G
0, |ν|2
4t2
,s
(z)
+ (−1)
ne( 18 )
4
δν,1
∑
t|ν
t
n−1
2 G 1
2 ,
|ν|2
4t2
−κ 1
2
,s
(z)
)
is a square integrable automorphic form of eigenvalue s(1− s) and hence must be zero for generic s.
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