We study MCMC algorithms for Bayesian analysis of a linear regression model with generalized hyperbolic errors. The Markov operators associated with the standard data augmentation algorithm and a sandwich variant of that algorithm are shown to be trace-class.
Introduction
Let Y 1 , Y 2 , . . . , Y n be independent random variables from the linear regression model
where x i is a p × 1 vector of known covariates associated with Y i , β is a p × 1 vector of unknown regression coefficients, σ is an unknown scale parameter, and ε 1 , . . . , ε n , are iid errors. The standard assumption that the errors are Gaussian is often inappropriate, e.g., when the data contain outliers (see, e.g., West, 1984) .
Various heavy-tailed alternatives can be constructed as scale mixtures of the Gaussian density. Indeed, consider an error density of the form
where H(·) is the distribution function of some non-negative random variable. By varying H, one can construct error densities with many different types of tail behavior (see, e.g., Andrews and Mallows, 1974) .
In this note, we focus on the case where H is the distribution function of an inverted gamma variate, which leads to the generalized hyperbolic densities given by
where ν ∈ (1/2, ∞) is a parameter, and K denotes the modified Bessel function of the second kind.
When ε = 0, the above formula should be interpreted as the limit obtained through the asymptotic relation K α (u) ∼ Γ(α)2 α−1 u −α , which holds for α > 0. The tails of the generalized hyperbolic densities are heavier than Gaussian tails, but lighter than Student's t tails. More specifically, when ν = 1, (2) becomes e − √ 2 |ε| / √ 2 , which is a Laplace density. For general ν, as |ε| → ∞, the tails of f ν (ε) decrease like |ε| ν−1 e − √ 2 |ε| , so when ν > 1, the tails are heavier than Laplace tails by a polynomial factor. See BarndorffNielsen (1978) for an in-depth discussion of the properties of the generalized hyperbolic distributions.
Suppose that ν is fixed, and consider a Bayesian analysis using an improper prior on (β, σ 2 ) that takes
, where a is a hyper-parameter. The standard default prior can be recovered by taking a = 1. Assume that the posterior density is proper (see Section 2 for conditions), and denote it by π(β, σ 2 |y). This posterior is intractable in the sense that posterior expectations cannot be computed in closed form. In this note, we study the convergence properties of two different MCMC algorithms for exploring π(β, σ 2 |y). The first is a simple data augmentation (DA) algorithm that is based on the representation of f ν as a scale mixture of normals (see, e.g., Fernández and Steel, 2000) . The second is a sandwich algorithm (Hobert and Marchev, 2008) that is constructed by exploiting a certain group structure in the model. The DA and sandwich algorithms are stated formally in Section 2.
We present spectral analytic results concerning the DA and sandwich algorithms. Our main result is that the Markov operator underlying the DA algorithm is a trace-class operator (see, e.g., Conway, 1990, p. 267) . In conjunction with results in Khare and Hobert (2011) , this implies that the sandwich operator is also trace-class. Consequently, both Markov operators are compact, which implies that both Markov chains are geometrically ergodic. This is very important from a practical standpoint because geometric ergodicity guarantees the existence of the central limit theorems that form the basis of all the standard methods of calculating valid asymptotic standard errors for MCMC-based estimators (see, e.g., Jones, Haran, Caffo and Neath, 2006) . Moreover, our results imply that for each i ∈ N, the ith largest eigenvalue of the sandwich operator is less than or equal to the corresponding eigenvalue of the DA operator, with strict inequality for at least one i. It follows that the sandwich algorithm converges at least as fast as the DA algorithm. Our results are extensions of those of Choi and Hobert (2013) who studied the DA and sandwich algorithms in the special case where the errors have a Laplace distribution (ν = 1). Our extensions are quite nontrivial due to the complex form of the error density when ν = 1.
The algorithms
We begin by defining the posterior density. The joint density of the data from the regression model (1) is given by
where y = (y 1 , . . . , y n ). By definition, the posterior density is proper if
where R + := (0, ∞). Of course, when this condition holds, the posterior density is defined as π(β, σ 2 |y) = f (y|β, σ 2 )π(β, σ 2 )/m(y). Let X denote the n × p matrix whose ith row is x T i , and also let C(X) denote the column space of X. The following result, which is an extension of Choi and Hobert's (2013) Proposition 1, is proven in the Appendix.
Proposition 1. The posterior is proper (that is m(y) < ∞) if and only if X has full column rank, y / ∈ C(X), and a > −n + p + 1.
Note that these conditions do not involve ν. Also note that if X has full column rank and y / ∈ C(X), then n > p. It follows that if a = 1, then the posterior is proper if and only if X has full column rank and y / ∈ C(X) (cf. Fernández and Steel, 2000, Theorem 1) . Throughout the remainder of this note, we assume that the conditions of Proposition 1 are satisfied so that the posterior is well-defined.
In order to formally state the DA and sandwich algorithms, we must introduce a bit more notation.
Given z ∈ R n + , let Q be an n × n diagonal matrix whose ith diagonal element is z
, we mean that W has an inverted gamma density proportional to w −θ−1 e −γ/w I R + (w), where θ and γ are strictly positive parameters.
When we write W ∼ GIG(v, a, b), we mean that W has a generalized inverse Gaussian density given by The DA algorithm is based on the Markov chain Φ = {(β m , σ 2 m )} ∞ m=0 whose state space is X = R p × R + , and whose dynamics are defined (implicitly) through the following three-step procedure for moving from the current state,
Iteration m + 1 of the DA algorithm:
1. Draw Z 1 , . . . , Z n independently with
, 2 , and call the observed value z = (z 1 , . . . , z n ) T
Draw
The sandwich algorithm is a variant of the DA algorithm in which one additional, computationally inexpensive step is performed at each iteration. LetΦ = {(β m ,σ 2 m )} ∞ m=0 be a Markov chain whose state space is X = R p × R + , and whose dynamics are defined through the following four-step procedure for
Iteration m + 1 of the sandwich algorithm:
A formal derivation of both of these algorithms for the case a = 1 is provided in Roy and Hobert (2010) , and the extension to general a is trivial. Also, standard arguments show that both Markov chains are Harris ergodic; that is, irreducible, aperiodic, and Harris recurrent.
given by
where π(β, σ 2 |z, y) and π(z|β, σ 2 , y) are conditional densities that can be gleaned from the three-step algorithm described above. Indeed, π(z|β, σ 2 , y) is a product of generalized inverse Gaussian densities, and π(β, σ 2 |z, y) = π(σ 2 |z, y)π(β|σ 2 , z, y), which is the product of an inverted gamma density and multivariate normal density.
The main result
Let L 2 0 be the space of real-valued functions with domain X that are square integrable and have mean zero with respect to the posterior density, π(β, σ 2 |y). This is a Hilbert space in which inner product of h, h ∈ L 2 0 is defined as
and the corresponding norm is, of course, given by h = h, h 1/2 . The Mtd k defines an operator on L 2 0 and the spectrum of this operator contains a great deal of information about the convergence behavior of the corresponding Markov chain. (For an introduction to these ideas, see Hobert, Roy and Robert (2011) 
Analogously, letK denote the Markov operator associated with the sandwich algorithm. Because the operators K andK are both self-adjoint and positive, the spectra of K andK are both subsets of the interval and Marchev, 2008; Liu, Wong and Kong, 1994) . Recall that a self-adjoint, positive operator is trace-class if it is compact and the sum of its eigenvalues is finite. Here is our main result.
Theorem 1. The Markov operator K is trace-class.
The following simple result, which is proven in the Appendix, will be used in the proof of Theorem 1.
where c and c are constants (not depending on s).
Proof of Theorem 1. As in Khare and Hobert (2011) , we establish this result by showing that the Mtd k satisfies the following condition
Recall that
and we proceed by developing a bound for the Bessel functions in the above equation.
Define m to be the smallest integer not less than ν; i.e., m is the ceiling of ν. Clearly m ∈ N. Now define w = (1 + m − ν) −1 . Note that w ∈ 1 2 , 1 and that m − 
It follows from (3) that
and hence, if s > 0, we have
Note that, since w ∈ 
Thus, when |y i − x T i β| > 0, we have
Moreover, this inequality remains true when |y i − x T i β| = 0.
Let h = . Using the inequality |x| ≤ (x 2 + 1)/2, we have for s ≥ 0,
It follows that π(z|β, σ 2 , y)
Now, we also have
Similarly,
Thus,
Finally, putting all of this together, we have
Corollary 1. The Markov operatorK is trace-class. Moreover, letting {λ i } ∞ i=1 and {λ i } ∞ i=1 denote the ordered eigenvalues of K andK, respectively, we have that 0 ≤λ i ≤ λ i < 1 for all i ∈ N, andλ i < λ i for at least one i ∈ N.
Proof. This follows immediately from Theorem 1 and Theorems 1 and 2 from Khare and Hobert (2011) .
The norm of a positive, self-adjoint, compact Markov operator is equal to its largest eigenvalue. Thus, Corollary 1 implies that
which implies that the Markov chains underlying the DA and sandwich algorithms are both geometrically ergodic (Roberts and Rosenthal, 1997) . Furthermore, the norm of a self-adjoint Markov operator represents its asymptotic rate of convergence, with smaller values associated with faster convergence (see, e.g., Rosenthal, 2003) . Thus, (7) also implies that the sandwich algorithm converges at least as fast as the DA algorithm.
Appendix
Proof of Lemma 1. According to Abramowitz and Stegun (1972, p. 444) 
. Thus, assuming s > 0, we have
We now construct upper and lower bounds on s |α| K α (s) using (8). A simple lower bound is
where c does not depend on s. Now, let k * denote the largest member of the set k 0 , . . . , k |α|− 1 2
. Then we have
where c is a constant (not depending on s).
Proof of Proposition 1. We begin with necessity. We have
where, throughout the proof, d 1 , d 2 , d 3 , . . . denote constants (in β, σ 2 , and z). We now develop a bound for the terms inside the product. It follows from (4) that for s > 0, we have
. Hence, taking s =
.
(Note that we can safely ignore the set of βs on which y i = x T i β since this set has measure zero.) Therefore,
where the second inequality follows from |x| ≤ (x 2 + 1)/2. Now let (X T X) − denote a generalized inverse of the matrix (X T X).
Combining this with (10) yields
Now the argument on page 39 of Choi and Hobert (2013) can be used to show that, if X has less than full column rank, then the integral of the right-hand side of (11) with respect to β diverges. Now assume that X has full column rank, and note that
It follows that
But the right-hand side of (12) will diverge if a ≤ −n + p + 1 or if (I − P )y = 0. Hence, we have established that the three conditions in Proposition 1 are necessary for m(y) < ∞. That is, if any of the three conditions fails to hold, then the posterior will be improper. Now assume that the three conditions in Proposition 1 are satisfied. Recall that m is the ceiling of ν.
for s > 0, we have Hence,
Note that n i=1 |y i − x T i β| is strictly positive because y / ∈ C(X) and that n + a − 1 > 0. These facts combined with (9) and (14) yield dβ .
Now the argument on page 40 of Choi and Hobert (2013) can be used to show that the integral of the right-hand side is, indeed, finite. This takes care of Case II. We now move on to Case I.
Pal and Khare's (2014) Proposition A2 states that, if α 1 and α 2 are positive reals, and ε * > 0, then there exists an ε = ε(α 1 , α 2 , ε * ) > 0 such that
for all s ∈ (0, ε). Taking Now the proof proceeds as in Case II.
