In this paper, we will apply cubic B-splines on a uniform mesh to explore the numerical solutions and numerical derivatives of a class of nonlinear second-order boundary value problems with two dependent variables. Our new method is based on the cubic spline interpolation. The analytical solutions and any-order derivatives can be well approximated with 4th order accuracy. Furthermore, our new method is also able to solve general nonlinear 4th-order two-point boundary value problems. Numerical results show that our method is very practical and effective.
INTRODUCTION
Nonlinear systems of second-order two-point boundary value problems (2pBVPs) often arise in many fields, such as physics, engineering, and biology. The existence of solutions to these problems has been studied 1, 2 . However, it is not easy to obtain their analytical solutions. In fact, there are very few effective numerical methods with high order accuracy for these problems. There are only a few numerical methods for solving the special nonlinear system of second-order 2pBVPs a 0 (x)u + a 1 (x)u + a 2 (x)u + a 3 
where a i (x) and b i (x)(i = 0, 1, . . . , 5) are continuous, G 1 and G 2 are nonlinear functions of x, u, and v. For example, the iterative reproducing kernel method 3 , the variational iteration method 4 , the Chebyshev finite difference method 5 , the sinc-collocation method 6 , the homotopy perturbation method 7 , and the non-polynomial spline method 8 have been studied for (1) . In addition, a combined homotopy perturbation and reproducing kernel method was also given in Ref. 9 for a simpler nonlinear system, where a 0 (x) = b 0 (x) = 1, a 3 (x) = a 4 (x) = a 5 (x) = 0, and b 3 (x) = b 4 (x) = b 5 (x) = 0. Some others proposed cubic B-spline methods. The method in Ref. 10 was applicable to (1) ; the method in Ref. 11 was only applicable to the linear case of (1), i.e., G 1 (x, u, v) = G 2 (x, u, v) = 0; and the method in Ref. 12 was applicable to a small generalized case of (1), i.e., only including a 6 (x)u v and b 6 (x)u v as additional terms in the above system (1) . We conclude that the applications of these methods are all limited. On the one hand, these methods are only applicable to a class of simple nonlinear system of second-order 2pBVPs (1); on the other hand, these methods do not provide the approximation to the derivatives of u(x) and v(x).
In this paper, we will study an effective numerical method for solving the general nonlinear system
where F and G are two nonlinear functions of x, u, u , v, and v . We use cubic B-splines on uniform partitions over [a, b] to explore the numerical solutions and their derivatives for (2). Our new cubic spline method is an improvement over the above-mentioned methods not only because it is valid for the general case (2) but also because it is able to approximate the analytic solutions and their any-order derivatives u (k) (x) and v (k) (x)(k = 0, 1, 2, . . .) with O(h 4 ) errors. Our method is also able to solve general nonlinear 4th-order 2pBVPs numerically since these problems www.scienceasia.org Table 1 The values of Bi(x), B i (x), and B i (x) at the knots.
can be transformed into a nonlinear system of secondorder 2pBVPs. It is another important application of our method because numerical analysis literature contains little on the numerical methods for the general nonlinear 4th-order 2pBVPs. 4th-order 2pBVPs often arise in the mathematical modelling of viscoelastic and inelastic flows, deformation of beams and plate deflection theory (see Refs. 13, 14 and references cited therein). The method has the following main advantages. (a) The method is applicable to general nonlinear systems of second-order boundary value problems. It is also powerful in solving general nonlinear 4th-order boundary value problems. (b) The method is able to provide any-order numerical derivatives in addition to the numerical solution with 4th order accuracy.
The remainder of this paper is organized as follows. In the 2nd section, we give some preliminary results of cubic B-spline interpolation; in the 3rd section, we construct the O(h 4 ) approximation M j for y (x j ) by using the proper linear combinations of M j . The new numerical method is described in the 4th section, where a nonlinear system with the coefficients of the B-splines as unknowns is studied. The 5th section is devoted to numerical comparisons and tests. Numerical results show that our method is very powerful and effective in approximating the numerical solutions and numerical derivatives of (2). Finally, we conclude our paper in the last section.
PRELIMINARIES OF CUBIC SPLINE INTERPOLATION
. . , n−1) by the equidistant knots x i = a + ih(i = 0, 1, . . . , n), where h = (b − a)/n. The cubic spline space over the uniform partition is defined as follows:
where s(x) |Ii denotes the restriction of s(x) over I i , and P 3 denotes the set of univariate cubic polynomials. S 3 (I) is a linear space and its dimension is n + 3.
The typical cubic B-spline B i (x)(i = −1, 0, . . . , n + 1) is defined as follows 15 :
otherwise.
. . , n + 1) are linearly independent. They form the basis splines of
at the knots are given in Table 1 .
For a given function y(x) (assuming it is sufficiently smooth), there exists a unique cubic spline Table 1 , we have
(5) Moreover, in Ref. 16 , we have
Hence, from (6) and (7), we have
For j = 1, 2, . . . , n − 1, we will use M j (j = 0, 1, . . . , n) to get a new O(h 4 ) approximation to y (x j ). By (7), expanding M j−1 at x j , we have
Similarly, expanding M j+1 at x j , we have
Choosing three parameters A, B and C so that the error order of M j = AM j + BM j−1 + CM j+1 is as high as possible, we have
. By (5), we have
Next we will give the O(h 4 ) approximation to y (x 0 ) and y (x n ). Unlike the inner knots case, we must use four neighbouring values, i.e., M 0 , M 1 , M 2 and M 3 , to approximate y (x 0 ). If not, the error will be lower than O(h 4 ). Similarly, expanding M 1 , M 2 and M 3 at x 0 , we have
Choosing four parameters A, B, C, and D so that the error order of 
. By symmetry, we have
THE NUMERICAL METHOD
In this section, we give the cubic B-spline method for (2) . Let
be the cubic spline solution of (2). Discretizing (2) at the inner knots (j = 1, 2, . . . , n − 1), we get
By (3), (4) and (9), we have
where O(h 4 ) terms are all dropped. We still need 8 equations, which are obtained from the boundary conditions
We have
and
(10), (11) and (12)- (16) give us 2n + 6 nonlinear equations with c j and d j (j = −1, 0, . . . , n + 1) as unknowns. After solving the nonlinear system, we get the coefficients of u(
These techniques are also valid for
The process is similar. Only the last eight boundarycondition equations are different.
In the following, we give some remarks on the numerical treatments of (2). By (3), we use u j = 1 6 (c j−1 +4c j +c j+1 ) and v j = For j = 1, 2, . . . , n − 1, by (2), (10) and (11), we use u j = (c j−2 + 8c j−1 − 18c j + 8c j+1 + c j+2 )/12h
2 or v j = G(x j , u j , u j , v j , v j ) to approximate u (x j ) and v (x j ). Similarly, we use the representations in the left side or the right side of (13)- (16) to approximate u (a), v (a) and u (b), v (b). Based on the previous analysis, all the errors are O(h 4 ). From (2), differentiating u = F , we have
which shows that u is a multivariate function of x, u, u , v, and v .
We can use
by the multivariate Taylor's formula. The approximation to v (x j ) is similar.
In fact, for any integer k 4, by repeatedly differentiating u (x), v (x) and using (2), it is easy to observe that u (k) (x) and v (k) (x) are two nonlinear functions of x, u, u and v, v . In a similar manner, we can get the approximation to u (k) (x j ) and v (k) (x j ) with O(h 4 ) errors. The above items are all related to numerical approximation at the knots. Finally, we point out how to approximate u (k) (x), wherex ∈ (x j , x j+1 ) is not a knot. By Taylor's formula, we have
To get an O(h 4 ) error, we use
can be approximated similarly. These techniques can also be applied similarly to the nonlinear system of second-order 2pBVPs which involve three or more unknown functions.
There are many methods for the solving the simple linear 4th-order 2pBVP
However, there are very few effective methods for the following nonlinear 4th-order 2pBVP:
In order to solve (17) by using the above method, we first transform it into a nonlinear system of secondorder 2pBVPs,
. Then we get 2n + 6 equations by (10), (11) , and (12)- (16) . Fortunately, (10), (13) and (15) can be simplified to
respectively. Similarly, our method can also work well for nonlinear sixth-order 2pBVPs, which are often arise in hydromagnetics, hydrodynamics, stellar convection dynamics 17 . We point out that many published methods are only valid for simple and linear sixth-order 2pBVPs.
NUMERICAL TESTS
First, we compare our method with other methods with two examples in the form of (1). Numerical comparisons are performed by MATLAB.
Example 1 Consider the nonlinear system of secondorder 2pBVPs
where the exact solutions are u(x) = x − x 2 and v(x) = sin πx, x ∈ [0, 1]. This example has been studied by the iterative reproducing kernel method 3 , the sinc-collocation method 6 , and the combined homotopy perturbation and reproducing kernel method 9 .
See Table 2 and Table 3 for the respective absolute errors at the same selected points. Our errors are obtained by the new cubic spline method with n = 25. Our results are clearly better than the others. Table 3 The absolute errors of v(x) for Example 1.
0.08 2.9 × 10 −7 2.0 × 10 We compare our results with the cubic spline method in Ref. 11 by this example. See Table 4 for the respective maximum absolute errors of u(x) and v(x), where
and E[v, n] is similarly defined. With the same step h, our errors are less than 0.1% of the errors in Ref.
11. Clearly, the new cubic spline method is more powerful. Next, we study two examples to show our new cubic spline method is also very effective for the general nonlinear system of 2nd-order 2pBVPs and nonlinear 4th-order 2pBVPs, not only in approximating the analytic solutions but also in approximating their any-order derivatives. All the errors are O(h 4 ) theoretically. To the best of our knowledge, currently, it is rare to find another method to produce the same numerical data with O(h 4 ) errors.
Example 3 Consider the nonlinear system of second- Table 4 The maximum absolute errors of u(x) and v(x) for Example 2. order 2pBVPs See Table 5 where the exact solution is y(x) = x 2 e x .
See Table 6 for the maximum absolute errors and the error orders of y (µ) (x). The numerical results are very good. Hence our method is also effective for a nonlinear 4th-order 2pBVP (17) .
