We examine a certified strategy for determining sharp intervals of enclosure for the eigenvalues of matrix differential operators with singular coefficients. The strategy relies on computing the secondorder spectrum relative to subspaces of continuous piecewise linear functions. For smooth perturbations of the angular Kerr-Newman Dirac operator, explicit rates of convergence linked to regularity of the eigenfunctions are established. Numerical tests which validate and sharpen by several orders of magnitude the existing benchmarks are also included.
Introduction
The Kerr-Newman space-time describes a stationary electrically charged rotating black hole. In this regime, the Dirac equation for an electron takes the form (Â +R)Φ = 0, whereΦ is a four components spinor that describes the wave function of the electron. The operatorsÂ andR are complicated 4 × 4 differential expressions in (r + , ∞) × (0, π ) × (−π , π ) × R, [1] . From The radial part R κ comprises only derivatives with respect to the radial coordinate r and the angular part A κ has only derivatives with respect to the angular coordinate θ. Note that θ = 0 and θ = π indicate the direction parallel to the axis of rotation of the black hole. The eigenvalue ω in the radial equation corresponds to the energy of the electron. These two equations are not completely separated as they are still coupled by the angular momentum of the rotating black hole which is given by a real parameter a. The Cauchy problem associated with the full Kerr-Newman Dirac operator has been considered in references [2] [3] [4] [5] , whereas the radial part of the system has been thoroughly examined in references [6, 7] . In this paper, we focus on the eigenvalue problem associated with the angular part which in suitable coordinates can be written as The only datum inherent to the black hole in this expression is the coupling parameter a. The other physical quantities are the mass of the electron m, its energy ω and κ ∈ Z + 1 2 . The operator which will be associated with (1.1) below is self-adjoint, it has a compact resolvent and it is strongly indefinite in the sense that the spectrum accumulates at ±∞. Various attempts at computing its spectrum have been considered in the past. Notably, a series expansion for λ in terms of a(m + ω) and a(m − ω) was derived in reference [8] by means of techniques involving continued fractions, see also [9] . A further asymptotic expansion in terms of aω and m/ω was reported in reference [10] . In both cases, however, no precise indication of the orders of magnitude of a reminder term was given.
A simple explicit expression for the eigenvalues appears to be available only for the case am = ±aω. By invoking an abstract variational principle on the corresponding operator pencil, coarse analytical enclosures for these eigenvalues in the case am = ±aω were found in references [7, 11] . Our aim is to sharpen these enclosures by several orders of magnitude via a projection method.
Techniques for determining enclosures for eigenvalues of indefinite operator matrices via variational formulations have been examined by many authors in the past [12] [13] [14] [15] [16] [17] [18] . These are strongly linked with the classical complementary bounds for eigenvalues by Temple and Lehmann [19, theorem 4.6.3] , which played a prominent role in the early days of quantum mechanics (see [20, 21] ). The so-called quadratic method, developed by Davies [22] , Shargorodsky [23] and others [24, 25] , is an alternative to these approaches. As we shall demonstrate in the following, an application of this method leads to sharp eigenvalue bounds for the operator associated with A κ . Recently, the quadratic method was applied successfully to crystalline Schrödinger operators [26] , the hydrogenic Dirac operator [27] and models from magnetohydrodynamics [28] .
The concrete purpose of this paper is to address the numerical calculation of intervals of enclosure for the eigenvalues of A κ with the possible addition of a smooth perturbation. We formulate an approach which is certified up to machine precision and is fairly general in character. We also find explicit rates for its convergence in terms of the regularity of the eigenfunctions. In the case of the unperturbed A κ , we perform various numerical tests that validate and sharpen existing benchmarks by several orders of magnitude.
In §2, we present the operator theoretical setting of the eigenvalue problem. Lemma 2.3 and corollary 2.4 are devoted to explicit smoothness properties and boundary behaviour of the eigenfunctions. We include a complete proof of the first statement in appendix A. In §3, we formulate the quadratic method on trial subspaces of piecewise linear functions. Theorem 3.3 establishes concrete rates of convergence for the numerical approximation of eigenvalues. A proof of this crucial statement is deferred to §4. The main ingredients of this proof are the explicit error estimates for the approximation of eigenfunctions by continuous piecewise linear functions in the graph norm which are presented in theorem 4.3 . Various numerical tests can be found in §5. We begin that section by describing details of the previous calculations reported in references [8, 10] . These tests address the following: validity of the numerical values from references [8, 10] , sharpening of the eigenvalue bounds in the context of the quadratic method and optimal order of convergence. 
(a) Notational conventions and basic definitions
In the following, we employ calligraphic letters to refer to operator matrices. We denote by dom(A) the domain of the linear operator A. The Hilbert space L 2 (0, π ) 2 is that consisting of two-component vector-valued functions u : (0, π ) −→ C 2 such that
Let u ∈ L 2 (0, π ) 2 and denote its Fourier coefficients in the sine basis bŷ
Let n = (1 + n 2 ) 1/2 . Let r > 0. The fractional Sobolev spaces H r (0, π ) will be, by definition, the Hilbert space
Here, the norm is given by the expression
Note that an analogous definition can be made if we instead consider the Fourier coefficients of u in the cosine basis.
If r ∈ N, we recover the classical Sobolev spaces, where the norm has also the representation
We set H 1 0 (0, π ) to be the completion of [C ∞ 0 (0, π )] 2 in the norm of H 1 (0, π ).
A concrete self-adjoint realization and regularity of the eigenfunctions
Here and throughout the text, κ will be a real parameter satisfying |κ| ≥
will be a hermitian matrix potential with all its entries being complex analytic functions in a neighbourhood of [0, π ]. The operator theoretical framework of the spectral problem associated with matrices of the form
can be set by means of well establish techniques [29] . Our first goal is to identify a concrete selfadjoint realization of the differential expression (2.1) in L 2 (0, π ) 2 .
Remark 2.1. The spectral problem associated with the angular Kerr-Newman Dirac operator (1.1) fits into the present framework by taking
Note that V has an analytical continuation to a neighbourhood of [0, π ].
Let V = 0. In this case, the fundamental solutions of A κ Ψ = 0 can be found explicitly. The differential expression A κ is in the limit point case for |κ| ≥ 
Thus, for |κ| ≥ 1 2 , the maximal operator
By virtue of the particular block operator structure of the matrix in (2.1), dom(
Thus, the operators
and 5) are adjoint to one another and
Both B κ and B * κ have empty spectrum. The resolvent kernel of these expressions is square integrable, so they have compact resolvent. Therefore, A κ also has a compact resolvent. Now, consider V = 0. We define the corresponding operator associated with (2.1) also by means of (2.3). As V is bounded, it yields a bounded self-adjoint matrix multiplication operator in L 2 (0, π ) 2 . Routine perturbation arguments show that also in this case A κ is a self-adjoint operator with compact resolvent. Note that dom(A κ ) is independent of V.
Remark 2.2.
The spectrum of A κ consists of two sequences of eigenvalues. One non-negative, accumulating at +∞, and the other one negative accumulating at −∞. An explicit analysis involving the Frobenius method (see remark A.2) shows that no eigenvalue of A κ has multiplicity greater than one.
As we shall see next, any eigenfunction of A κ is regular in the interior of [0, π ]. Moreover, it has a boundary behaviour explicitly controlled by |κ|. Identity (2.6) in the following will play a crucial role later on. 
This implies that every eigenfunction u of A κ belongs to dom(D) and dom(S κ ) and therefore
where
We now summarize three key properties of regularity for eigenfunctions which will be important in the following. Proof. Statements (a) and (b). They follow directly from lemma 2. 3 . Statement (c). Let ∈ N ∪ {0} and ∈ (0, 1] be such that |κ| = + . Let 9) be the Fourier coefficients of u in τ (nθ ). Then, u ∈ H r (0, π ) if and only if
Note that n = 0 can be omitted here, because u is always a bounded function. Let r < |κ| + 
By virtue of (2.6),
where the q j are analytical functions in a neighbourhood of [0, π ]. Then, taking the limit as θ → 0 and
Hence,
where c j are constants independent of n. Hence,
As 2r − (2 + 2 + 2 ) < 1, the summation on the right-hand side converges. Remark 2. 5 . We believe that, whenever |κ| > 1 2 is not an integer, an optimal threshold for regularity is u ∈ H r (0, π ) for all r < |κ| + 1. The proof of the latter may be achieved by interpolating the spectral projections of the operator A κ between suitable Sobolev spaces for κ in an appropriate segment of the real line. However, for the purpose of the linear interpolation setting presented below, this refinement is not essential.
The second-order spectrum and eigenvalue approximation
The self-adjoint operator A κ is strongly indefinite. Therefore, standard techniques such as the classical Galerkin method are not directly applicable for the numerical estimation of bounds for the eigenvalues of A κ owing to variational collapse. As we shall see in the following, the computation of two-sided bounds for individual eigenvalues can be achieved by means of the quadratic method [22] [23] [24] , which is convergent [25, 30, 31] and is known to avoid spectral pollution completely.
Everywhere in the following, we consider the simplest possible trial subspaces so that the discretization of A κ is achievable in a few lines of computer code. The various benchmark experiments reported in §5 indicate that, remarkably, this simple choice already achieves a high degree of accuracy for the angular Kerr-Newman Dirac operator whenever |κ| > 1 2 .
Set n ∈ N, h = π/n and θ j = jπ/n for j = 0, . . . , n. Here and elsewhere in the following, L h denotes the trial subspace of continuous piecewise linear functions on [0, π ] with values in C 2 , vanishing at 0 and π , such that their restrictions to the segments [θ j , θ j+1 ] are affine. Without further mention, we will always assume that n ≥ 4, so that 0 < h < 1.
It is readily seen that L h is a linear subspace of dom(A κ ) of dimension 2(n − 1) and that
, where
These are the 2(n − 1) × 2(n − 1) bending, stiffness and mass matrices, associated with A κ for the trial subspace L h . A complex number z is said to belong to the second-order spectrum of A κ relative to L h , spec 2 (A κ , L h ), if and only if there exists a non-zero u ∈ C 2(n−1) such that All the matrix coefficients of this quadratic matrix polynomial are hermitian, therefore, the nonreal points in spec 2 
the open disc whose diameter is the segment (a, b). The following crucial connection between the second-order spectra and the spectrum allows computation of numerical bounds for the eigenvalues of A κ . See [23] or [24] , also [31, lemma 2.3].
A first crucial consequence of lemma 3.1 is that
That is, segments centred at the real part of conjugate pairs in the second-order spectrum are guaranteed intervals of enclosure for the eigenvalues of A κ . Moreover, if we possess rough a priori certified information about the position of the eigenvalues of A κ , the enclosure can be improved substantially. To be precise [26, 28] 
Both (3.1) and (3.2) will be employed for concrete calculations in §5. The segment in (3.2) will have a smaller length than that in (3.1) only if z ∈ spec(A κ , L h ) is very close to the real line. As we shall see next, this will be ensured if the angle between ker(A κ − λ) and L h is small. For a proof of this technical statement, see [32, theorem 3.2 and 33] . See also [31] . Recall that all the eigenvalues are simple, remark 2.2. 
As it has been observed previously in references [25, 31] , most likely the term 1/2 in (3.4) can be improved to 1 . The results of our numerical experiments are in agreement with this conjecture, see §5c and figure 1. A concrete estimate on the convergence of the second-order spectra to the real line, and hence the spectrum, follows. Let λ ∈ spec(A κ ). There exist constants h 0 > 0 and K > 0 such that
The proof of this statement is presented separately in the next section. Roughly speaking, it reduces to finding suitable estimates for the left-hand side of (3.3) from specific estimates on the residual in the piecewise linear interpolation of the eigenfunctions of A κ . These estimates are of the order h p(κ) , so that a direct application of lemma 3.2 will lead to the desired conclusion. See §5c. 
The proof of theorem 3.3
The next inequalities are standard in the theory of piecewise linear interpolation of functions in one dimension [34, remark 1.6 and proposition 1.5] :
We will employ these identities in the following, as well as the inequality
The proof of (4.4) can be achieved as follows.
In the last step, we invoke Hölder's inequality. Adding up each side for j from 0 to n − 1 and then taking the square root gives (u h ) ≤ u . By virtue of the triangle inequality, (4.4) follows. Proof. By virtue of (4.4), for all u ∈ H 1 (0, π ),
If additionally u ∈ H 2 (0, π ), then the same argument combined with (4.3) yields
Define the linear operators
From (4.6) and (4.7), it follows that T 1 ≤ 2 and T 2 ≤ h. Hence, by complex interpolation, for every 0 ≤ α ≤ 1
is a bounded operator with norm Recall the decomposition of A κ u given in (2.7) and the representation of the eigenfunctions in (2.6). 
and
Proof. First, observe that
where 
Thus, setting
gives
Analogously, one can show
Now, we estimate J 2 and J 3 . Note that u is C ∞ in the open interval (0, π ) and for 1 ≤ j < k ≤ n/2, we have
First, assume that |κ| ≥ 2 (or |κ| = 1). According to corollary 2.4(b) (or lemma 2.3), u has a bounded second derivative, and therefore, (4.14) yields |u
If we perform the analogous calculations for J 3 , we conclude
where c 2 (u) = (1/8π 2 ) max θ∈ [0,π] |u | 2 . For 1 2 ≤ |κ| < 2 (except for the case |κ| = 1), the second derivative of u diverges as θ → 0 of order |κ| − 2 and the calculations above cannot be performed. However, u is analytic in (0, π ) because 14) , we estimate J 2 as follows.
. 
The next statement ensures the validity of theorem 3.3. 
Proof. Using (2.7), we obtain
Part (c) of corollary 2.4 ensures that u ∈ H 2 (0, π ) if |κ| > 3 2 , and u ∈ H r (0, π ) for any r < |κ| + 
Numerical benchmarks
We now determine various numerical approximations of intervals of enclosure for the eigenvalues of the angular Kerr-Newman Dirac operator (1.1) by means of suitable combinations of (3.1) and (3.2). In order to implement (3.2), we consider the analytic enclosures derived in references [ Table 1 . A summary of the different estimates for the powers of h employed in the proof of theorem 4.3 . See (4.1), (4.2), (4.5), (4.8) and (4.9). Also corollary 2. 4 . The term of lowest order is shaded. 
are the eigenvalues of A κ for the potential given by (2.2). Explicit expressions for these eigenvalues are known only if am = ±aω. In this case,
See [9, formula (45)]. For am = ±aω, the two canonical references on numerical approximations of λ n (κ; am, aω) are [8, 10] . Suffern et al. [8] derived an asymptotic expansion of the form
The coefficients C n r,s can be determined from a suitable series expansion of the eigenfunctions in terms of hypergeometric functions. On the other hand, Chakrabarti [10] In both [8, 10] , the numerical estimation of λ n is achieved by means of a series expansions in terms of certain expressions involving aω and am, so it is to be expected that the approximations in both cases become less accurate as |aω| and |am| increase. However, no explicit error bounds are given in these papers and they seem to be quite difficult to derive.
In all the calculations reported here, the relative tolerance of the eigenvalue solver and integrators was set to 10 −12 . All the numerical quantities included in the tables below are correct to the number of digits shown.
(a) The paper of Chakrabarti
Our first experiment consists of assessing the quality of the numerical approximations reported in reference [10, , am, aω | (second table) for different aω and ω/m, as shown. The quantities in the upper part of each row are the positive square root of those in reference [10, table 2b ]. The quantities in the lower part of each row are the enclosures determined directly from an application of (3.1). Quantities on the upper rows which are not within our guaranteed error bounds are shaded. In this next experiment, we validate the numbers reported in reference [8] by means of sharpened eigenvalue enclosures determined from (3.2). This requires knowing beforehand some rough information about the position of the eigenvalues and the neighbouring spectrum. For this purpose, we have employed a combination of the analytical inclusions found in references [7, 11] , and numerically calculated inclusions determined from (3.1). This technique allows reducing by roughly two orders of magnitude the length of the segments of eigenvalue inclusion.
The columns in table 3 marked as 'A' are analytic upper and lower bounds for the eigenvalues calculated following [11, theorem 4.5, 7, remarks 6.4 and 6.5]. For our choices of the physical parameters, we always find that the upper bound for the nth eigenvalue is less than the lower bound for the (n + 1)th eigenvalue, so each one of these segments contains a single nondegenerate eigenvalue of A κ . The columns marked as 'N' were determined by fixing h = 0.001 and applying directly (3.1) in a similar fashion as for the previous experiment. When these are contained in the former, which is not always the case (see the rows corresponding to κ = ± 1 2 for am = 0.005 and aw = 0.015), it is guaranteed that there is exactly one eigenvalue in each one of these smaller segments.
Remark 5.1. The approach employed in references [7, 11] involves a perturbation from the case am = aw = 0. Not surprisingly, for am = 0.005, aw = 0.015 and the critical cases κ = ± 1 2 , where convergence of the numerical method seems to be lost (see §5c), the analytical bounds are sharper than the numerically computed bounds.
From the data reported in table 3, we can implement (3.2) and compute sharper intervals of enclosure for λ 1 and λ 2 . Note that we always need information on adjacent eigenvalues: an upper bound for the one below and a lower bound for the one above. In order for the enclosures on the right-hand side of (3.2) to be certified, we also need to ensure that the condition on the left-hand side, there holds true. For the data reported in table 4, this is always the case. Table 3 . Analytic (A) and numeric (N) bounds for the eigenvalues of A κ . The range of κ, n, am and aω employed corresponds to analogous calculations in reference [8, table II] . Here the numerical bounds were determined directly from (3.1) and their computation does not use any input from the analytical bounds. In table 4, we show improved inclusions, computed both from the analytical bound and from the numerical bound. Some of these improved inclusions do not differ significantly, even when the quality of one of the a priori bounds from table 3 appears to be far lower than the other. See for example the rows corresponding to |κ| ≥ 3 2 . In these cases, the factor |Im(z)| −2 turns out to be far smaller than the coefficient corresponding to the distance to the adjacent points in the spectrum. By contrast, for the case |κ| = (c) Optimality of the exponent in theorem 3.3 We now test optimality of the leading order of convergence p(κ) given in theorem 3.3 ( figure 1) .
For this purpose, we have computed residuals of the form 
where p 0 is a polynomial of degree ≤ 2κ − 1. Now, we can repeat a similar argument at θ = π instead, and find another fundamental system of (A 1) for the segment (0, π ] of the form
where p π is a suitable polynomial in (π − θ) of degree ≤ 2κ − 1 and P π is analytic in a neighbourhood of (0 . By (A 6), and the analogous equation at π , it follows that, for u to be square integrable, it is necessary that c 2 = d 1 = 0.
Remark A.2. The proof shows that all eigenvalues of A κ are simple. Any other solution of (A κ − λ)u = 0 would diverge of order −|κ| for θ → 0 or θ → π .
