Abstract-In using the ¡ -support vector regression (¡ -SVR) algorithm, one has to decide a suitable value for the insensitivity parameter ¡ . Smola et al. considered its "optimal" choice by studying the statistical efficiency in a location parameter estimation problem. While they successfully predicted a linear scaling between the optimal ¡ and the noise in the data, their theoretically optimal value does not have a close match with its experimentally observed counterpart in the case of Gaussian noise. In this paper, we attempt to better explain their experimental results by studying the regression problem itself. Our resultant predicted choice of ¡ is much closer to the experimentally observed optimal value, while again demonstrating a linear trend with the input noise.
I. INTRODUCTION

I
N recent years, the use of support vector machines (SVMs) on various classification and regression problems have been increasingly popular. SVMs are motivated by results from statistical learning theory and, unlike other machine learning methods, their generalization performance does not depend on the dimensionality of the problem [3] , [24] . In this paper, we focus on regression problems and consider the ¢ -support vector regression (¢ -SVR) algorithm [4] , [20] in particular. The ¢ -SVR has produced the best result on a timeseries prediction benchmark [11] , as well as showing promising results in a number of different applications [7] , [12] , [22] .
One issue about ¢ -SVR is on how to set the insensitivity parameter ¢ . Data-resampling techniques such as cross-validation can be used [11] , though they are usually very expensive in terms of computation and/or data. A more efficient approach is to use a variant of the SVR algorithm called £ -support vector regression (£ -SVR) [17] . By using another parameter [19] tackled this by studying the simpler location parameter estimation problem, and derived the asymptotically optimal choice of ¢ by maximizing statistical efficiency. They also showed that this optimal value scales linearly with the noise in the data, which is confirmed in the experiment. However, in the case of Gaussian noise, their predicted value of this optimal ¢ does not have a close match with their experimentally observed value.
In this paper, we attempt to better explain their experimental results. Instead of working on the location parameter estimation problem as in [19] , our analysis will be based on the original ¢ -SVR formulation. The rest of this paper is organized as follows. Brief introduction to the ¢ -SVR is given in Section II. The analysis of the linear dependency between ¢ and the input noise level is given in Section III, while the last section gives some concluding remarks.
II.
¢ -SUPPORT VECTOR REGRESSION
In this section, we introduce some basic notations for ¢ -SVR. Interested readers are referred to [3] , [20] , [24] for more complete reviews.
Let the training set
while at the same time is as "flat" as possible (i.e.,
is as small as possible). Mathematically, this means:
where u is a user-defined constant. It is well-known that (1) can be transformed to the following quadratic programming (QP) problem: [24] . More generally, it can be shown that any function satisfying Mercer's theorem can be used as kernel, and each will have an associated map 7 such that (3) holds [24] . Computationally, ¢ -SVR (and kernel methods in general) also has the important advantage that only quadratic programming 1 , and not nonlinear optimization, is involved. Thus, the use of kernels provides an elegant nonlinear generalization of many existing linear algorithms [2] , [3] , [10] , [16] . . Using the Cramer-Rao information inequality for unbiased estimators, the maximum likelihood estimator of with an "optimal" value of ¢ was then obtained by maximizing its statistical efficiency.
III. LINEAR DEPENDENCY BETWEEN
In this paper, instead of working on the location parameter estimation problem, we study the regression problem of estimating the (possibly multivariate) weight parameter
Here,
, and § follows distribution
. The corresponding density function on is denoted
. Notice that the bias term has been dropped here for simplicity, and this is equivalent to assuming that the 's have zero mean. Moreover, using the notation in Section II, in general one can replace$ in (4) by Besides, while the work in [19] is based on maximum likelihood estimation, it is now well-known that ¢ -SVR is 1 The SVM problem can also be formulated as a linear programming problem [9] , [18] instead of a quadratic programming problem. related instead to maximum a posteriori (MAP) estimation. As discussed in [14] , [20] , [21] , the ¢ -insensitive loss function leads to the following probability density function on
Notice that [14] , [20] , [21] do not have the factor " in (5), but is introduced here to play the role of controlling the noise level 2 [6] . With the Gaussian prior 3 on
and on applying the Bayes rule,
, we obtain
On setting (6) depends on the particular training set, and a closed-form solution is difficult to obtain. To simplify the analysis, we replace
in (6) by its expectation
A "
On setting its partial derivative w.r.t.
T to zero, it can be shown that 2 To be more precise, we will show in Section III-B that the optimal value of w is inversely proportional to the noise level of the input noise model. 3 In this paper, , which can be obtained by integrating out 
. This is the same as maximizing
approximately. Differentiating (7) w.r.t.
¢ and " and then using (8), we have
and
4 Notice that MacKay's evidence framework [8] , which has been popularly used in the neural networks community, is computationally equivalent to the ML-II method.
respectively. Setting (9) and (10) 
These can then be used to solve for " and ¢ .
B. Applications to Some Common Noise Models
Recall that the ¢ -insensitive loss function implicitly corresponds to the noise model in (5) . Of course, in cases where the underlying noise model of a particular data set is known, the loss function should be chosen such that it has a close match with this known noise model, while at the same time ensuring that the resultant optimization problem can still be solved efficiently. It is thus possible that the ¢ -insensitive loss function may not be best. For example, when the noise model is known to be Gaussian, the corresponding loss function is the squared loss function and the resultant model becomes a regularization network [5] , [13] 5 . However, an important advantage of ¢ -SVR using the ¢ -insensitive loss function, just like SVMs using the hinge loss in classification problems, is that sparseness of the dual variables can be ensured. On the contrary, sparseness will be lost if the squared loss function is used instead. Thus, even for Gaussian noise, the ¢ -insensitive loss function is sometimes still desirable and the resultant performance is often very competitive. In this Section, by solving equations (11) and (12), we will show that there is always a linear relationship between the optimal value of ¢ and the noise level, even when the true noise model is different from (5) . As in [19] , three commonly used noise models, namely the Gaussian, Laplacian and uniform models, will be studied. 
5 This is sometimes also called the least squares support vector machine [23] in the SVM literature.
where erfc¦
is the complementary error function [15] . Substituting (13) into (14) , and after performing the integration 6 , it can be shown that In the following, we repeat an experiment in [19] to verify this ratio of . As in [19] , the model selection problem for the regularization parameter u in (1) is sidestepped by always choosing the value of u that yields the smallest testing error. The whole experiment is repeated 40 6 Here, the integration is performed by using the symbolic math toolbox of Matlab. 7 Notice that from (8), we have ! x thus involves the difference of two very similar terms and will be small. 8 More detailed derivations are in the Appendix. times, and the spline kernel with an infinite number of knots is used. Figure 2 shows the linear relationship of
obtained from the experiment. This is close to the value of ¢ 6 5 e obtained in the experiment in [19] , and is also in good agreement with our predicted ratio of
. In comparison, the theoretical results in [19] suggest the "optimal" choice of . After tedious computation, it can be shown that (11) and (12) reduce to
and q "
Substituting (19) back Analogous to Section III-B.1, by plugging in (18), (19) and (21), it can be shown that the problem reduces to minimizing ( Figure 3 )
Again, the solution can be obtained numerically as
, which was also obtained in [19] . Notice that this is intuitively correct as the density function in (5) degenerates to the Laplacian density when
. Moreover, we can also obtain the optimal value of Moreover, as our analysis applies only when is onedimensional, we also investigate experimentally the optimal value of ¢ in the two-dimensional case. The ratios obtained for the one-and two-dimensional cases are 
9 The density function of the exponential distribution It can be shown that (11) and (12) . This is intuitively correct since the density function in (5) becomes effectively the same as (22) 
IV. CONCLUSION
In this paper, we study the ¢ -SVR problem and derive the optimal choice of ¢ at a given value of the input noise parameter. While the results in [19] considered only the problem of location parameter estimation using maximum likelihood, our analysis is based on the original ¢ -SVR formulation and corresponds to MAP estimation. Consequently, our predicted ratio of ¢ ' C in the case of Gaussian noise is much closer to the experimentally observed optimal value. Besides, we accord with [19] in that ¢ scales linearly with the scale parameter under the Gaussian, Laplacian and uniform noise models.
In order to apply these linear dependency results in practical applications, one has to first arrive at an estimate of the noise level . One way to obtain this is by using Bayesian methods (e.g., [6] ). In the future, we will investigate the integration of these two and also its applications in some real-world problems. Besides, the work here is also useful in designing simulation experiments. Typically, a researcher/practitioner may be experimenting a new technique on ¢ -SVR, while not directly addressing the issue of finding the optimal value of ¢ . The results here can then be used to ascertain that a suitable value/range of ¢ has been chosen in the simulation. Finally, our analyses under the Laplacian and uniform noise models are restricted to the case when the input¨is one-dimensional, and with uniform density over a certain range. Extensions to the multivariate case and to other noise models will also be investigated in the future. 
