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 Arrays of nanomagnets have many unique characteristics and behaviors which 
make them widely employed in many applications such as high density data storage, 
memory elements and logic operation devices for linear (1D) arrays. 
 In this thesis we have studied the magnetic interactions and reversal process in 
regular arrays of uniform (“patterned”) nanometer-sized magnetic elements from both 
fundamental and application aspects and introduced an analytical model for it. A 
preliminary micromagnetic simulation was performed to ascertain the extent of SD 
configuration for different lateral sizes and separations of the elements. An analytical 
model for “chain” anisotropy is introduced, to quantify the effective field causing the 
element magnetization to align preferentially along the array axis. The model was further 
refined to account for the magnetostatic interaction between surface poles on neighboring 
elements. Based on the refined model, the analytical switching field was derived 
assuming coherent rotation. It was found to yield a close correspondence with values 
obtained from the numerical OOMMF software, for inter-element separation s > 80 nm, 
but significantly overestimated the OOMMF result for separations less than this critical 
value s0 of 80 nm. This was accounted for to the onset of sequential reversal at s = s0 
brought about by strong dipolar coupling between elements. The critical nucleation and 
the propagation fields associated with sequential reversal were also investigated as a 
function of s, and their implications for logic and storage applications discussed. 
 The shape anisotropy of the square elements and the sequential magnetization 




logic device based on magnetic soliton propagation. Unlike earlier spin logic devices, the 
proposed device is not only capable of basic logic operations but also of controlled 
information transfer in linear, fan-out and cross-over manner by means of magnetic 
solitons. A micromagnetic simulation was performed of a device consisting of arrays of 
square magnetic nanostructures to confirm soliton propagation around a bend in the 
array. Soliton fan-out in two distinct directions, i.e. ±45° with respect to the array axis is 
achieved by applying sequential B field signals in the ±30° directions.  This allows the 
logic device to drive more than one subsequent inputs, thus meeting one of the principal 
requirements of a practical logic device.  The device is also shown to be capable of the 
cross-over property, i.e. independent soliton transfer without data loss or distortion at the 
intersection of two data lines. Finally, the device is able to replicate the simple logic 
operations shown by a previous device of Cowburn et al., which when coupled with the 
cross-over and fan-out functions, demonstrate the potential of using an array of square 
magnetic elements as a fully functional logic device. 
 
 In the final work of the thesis, a three-dimensional micromagnetic code was 
developed which extends the canonical micromagnetic scheme of Brown by 
incorporating the effects of eddy currents, spin torque and oersted field. The code 
involves the iterative solution of both micromagnetic and electrostatic (Poisson) 
equations with dynamic boundary conditions. The hysteresis loops of simple 
micromagnetic model and the eddy current model were compared, for different damping 
coefficient of the LLG equation, and material parameters. It was found that eddy currents 
play the major role in determining the time response of the system as well as magnetic 
properties such as coercivity and remanence. 
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 The basic operational components in conventional electronics are transistors. The 
transistor was invented in 1947 and it was the development of this solid state, three 
terminal devices which led to the so called digital revolution observed in the last quarter 
of the 20th century. The growth of electronics, in particular CMOS technology, over the 
last 30 years can be attributed to the huge success of scaling [1]. This involved a 
progressive reduction in size of the devices in successive technological generations, the 
result of which was an increase in packing density and the speed of operation, allowing 
more computations to be carried out per unit time and volume. In 1965, Gordon Moore 
from the Intel Corporation noted that the electronics industry was following a trend, 
characterized by: “. . . the doubling of transistor density on a manufactured die every 
year. . . ” [2]. This began to be known as Moore’s law and it has successfully described 
the evolution of consumer electronics over the last 35 years. Given this astonishing 
behavior, the question must be posed: “How long can scaling and the subsequent increase 
in transistor density continue?” Scaling can not continue indefinitely and problems 
associated with it are expected to slow further development within the next 5–10 years 
[3]. CMOS technology is usually characterized by its minimum feature size. Current top 
of the range, commercially available CMOS has a minimum feature size of 
approximately 0.13 µ m, but in its present form it is not expected to shrink much below 
50 nm. The above-mentioned issues form the motivation of this thesis and we have made 
an attempt to address these problems by using alternative solutions, which lead to an 
increase in the packing density and introduce new methods of data transfer. There is 
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currently a huge amount of investment in the area known as nanotechnology, which deals 
with the fabrication and control of material and devices on a characteristic length scale of 
a few 100 nm or less. Nanotechnology is a multidisciplinary subject drawing upon many 
other areas of science. For example, applications range from biomedical sensors to 
nanoscale computation and data storage.  
 Devices for information technology have generally been dominated by 
electronics. However, emerging spin-electronics, or “spintronic,” technologies [4, 5], 
which are based on electron spin as well as charge, may offer new types of devices that 
outstrip the performance of traditional electronics devices. Spintronic devices use 
magnetic moment to carry information; advantages of such devices often include low 
power dissipation, nonvolatile data retention, radiation hardness, and high integration 
densities. Although the future of spintronics might include a solid state realization of 
quantum computing [6], the experimental observations to date of optically [7] and 
electrically [8] controlled magnetism, spin-polarized current injection into 
semiconductors [9–11], ferromagnetic imprinting of nuclear spins [12], and control of 
electron-nuclei spin interactions [13] suggest a whole range of spintronic applications. 
Already, spintronic hard disk drive read-heads are well established commercially, and 
magnetic random access memories (MRAM) look set to follow suit.  
 The increasing information density in magnetic recording, the miniaturization in 
magnetic sensor technology, the trend towards nanocrystalline magnetic materials and the 
improved availability of large-scale computer power are the main reasons why 
micromagnetic modeling has been developing extremely rapidly. Computational 
micromagnetism leads to a deeper understanding of hysteresis effects by visualization of 
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the magnetization reversal process. Thus we advance to model in this thesis various 
spintronics devices via micromagnetic modeling. 
1.2 Objective 
 The objective of this research project is to perform analytical and numerical 
micromagnetic investigations, into the magnetic properties and magnetic reversal 
behavior of magnetic nanostructures.  
 Specifically, the research performs detailed theoretical and numerical 
investigation into the switching properties of one dimensional (1D) arrays of magnetic 
nanostructures. In the course of the work, the concept of magnetic solitons in 1D arrays is 
extended [14] to include a new energy term in the magnetostatic interaction coined as 
“chain anisotropy”. Further, the work aims to investigate the effect of geometry of the 
individual nanoelements in the 1D array on the soliton propagation. The possibility of 
using a 1D array of square nanoelements to achieve additional logic functionality, e.g. 
fanning and cross-over is also studied. Such a magnetic logic scheme will lead to a great 
reduction in device size by increasing the packing density. A final objective of this thesis 
is to propose an advanced nanoscale, three-dimensional micromagnetics beyond the 
conventional scheme of Brown [15]. This simulator is capable of incorporating the 
effects of current flowing through the magnetic nanostructures, e.g. spin torque (refer  to 
section 6.4), oersted field (refer to section 6.3.5) and eddy currents (refer to section 
6.3.6), and their effects on the hysteresis curves, remanence states and switching speeds 
of the magnetic nanostructures. With the new simulation algorithm, advanced spintronic 
devices, e.g. current-induced magnetic switching devices [16] can be modeled. 
  




 When micromagnetics was first introduced, it was believed that the theory could 
replace the domain theory. This is because, the domain theory assumed the existence of 
domains and wall and not proved them. The fundamental point at the heart of domain 
theory is the postulate that it is possible to identify a neat separation between large 
regions, the magnetic domains, where the orientation of the magnetization is practically 
uniform, from narrow interface layers, the domain walls, where the magnetization rapidly 
passes from one orientation to the other. 
 In micromagnetics, domains and walls are not postulated but are valid concepts. 
However, it was realized that even the simplest results calculated using the 
micromagnetics theory were orders of magnitude away from the experimental data. The 
main reason why micromagnetics led to wrong results that could not be fitted to 
experiment was that surface and body imperfections that were ignored in the theory 
played a very important role in determining the real magnetic properties. These 
difficulties come from the inherent complexity of the mathematical formulation, and also 
from the fact that real materials are usually system where structural disorder dominates. 
The micromagnetic parameters describing the local state of the material (exchange 
constant, anisotropy parameters, etc.) are consequently random functions of space and it 
is useless to work out particular solutions of the ensuing stochastic differential equations. 
For this reason, very few were attracted to this new theory. 
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 Years later, particles used for recording information in the form of magnetic 
media on tapes or disks were made smaller in order to improve the recording 
performance. When these particles were used in micromagnetic calculations, some results 
began to fit quite well into the experimental values. This was due to the fact that the 
particles had now reached the size at which some of the neglected effects in early 
micromagnetics theory happened to be negligible. Now, the theoretical results could be 
used to analyze some experimental data for those particles. This fact has encouraged 
researchers to start working in micromagnetics. 
  
1.4 Organization of thesis 
 This thesis draws together ideas from two areas of research; nanomagnetism and 
numerical simulation. Therefore the second chapter contains relevant background 
material on magnetism with a bias towards the areas relevant to this research project. 
Current micromagnetic modeling techniques are reviewed in chapter 3. A new analytical 
model is proposed for a linear chain of square nanomagnets, which is presented and 
discussed in chapter 4. In chapter 5, a new model is developed for information transfer in 
a proposed magnetic logic device made of a one-dimensional chain of square 
nanomagnets, which can achieve higher packing density in logic devices and help in a 
controlled propagation of signal. In chapter 6, the conventional micromagnetics scheme 
of Brown is extended to include the contributions from eddy currents, spin torque and 
oersted field of the current passing through the magnetic nanostructure. The resulting 
algorithm allows the development of a three-dimensional micromagnetic simulator which 
can be used as a platform to model future spintronic devices where current-induced effect 
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is utilized. Finally in chapter seven, we present conclusions of the project, and suggest 
future work and closing remarks. 
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 This chapter contains background information on magnetics, which is required to 
understand the physics of this thesis. It is presented with a bias towards the factors which 
are significant in nanoscale magnetic elements. The main magnetic interactions within 
small elements are introduced and used to demonstrate how shape anisotropy arises and 
why, as characteristic size is reduced, multidomain particles switch to a single domain 




 Within any piece of scientific work there must be a consistent, simple and 
transparent use of relevant units. This is particularly true within magnetism, where a 
number of different sets are regularly used. The original set was developed around the 
beginning of the previous century [1]. It was centered on the gauss (G) which was 
originally used as a measure of both field strength and flux density, and was accepted into 
the cgs (centimeter, gram, second) system of units. In 1930 the Oersted (Oe) was 
introduced for field strength [1]. However, it has never been universally taken up, 
possibly as a result of the manner in which it was defined [2]. SI units (Système 
International d'unités) were introduced to simplify and standardize the use of units in 
science but, in some cases, it only led to more confusion. For those new to the field and 
indeed for the experts also, it is often confusing and frustrating having to switch between 
units and great care must be taken when doing so, particularly as the cgs system has a 
number of subsystems. A detail on how the conversion factors are obtained is given in 
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Appendix A. Unless otherwise stated this work uses SI units which allows data to be 
readily compared to previously published results. 
 
2.2 Fundamental concepts 
  
 Relatively few problems in magnetism can be solved analytically. In most cases it 
is not even worth looking for an analytical solution involving a lot of approximations 
which are satisfied for a very small fraction of parameter space. However it is practically 
impossible to start from quantum mechanics and solve the Schrödinger equation for all 
electrons contained in the system. The solution is to go half way between the two 
extremes and try to solve Maxwell’s equations with a few approximations. W. F. Brown 
Jr. has called this theory micromagnetics in which material is treated classically. It 
implies that the material is continuous and is split into little fractions with classical 
dipoles assigned to each one of them. The subdivision of material into finite elements is 
in this case purely computational problem and will be discussed later. This approach does 
not take into account the atomic nature of solids with all its quantum-mechanical 
complications. However the physical description of ferromagnetism would not be 
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2.3 Micromagnetics 
 Micromagnetics is a phrase coined by Brown over 40 years ago to describe the 
continuum models of magnetism which replaced the previous domain theory models [3]. 
The free energy Hamiltonian associated with the magnetic interactions within a sample of 
material is a sum of several terms [4]: 
total anisotropy exchange magnetostatic zeemanE E E E E= + + + .         (2.1)  
The variation in the magnitude of these terms leads to a wide range of magnetic 
characteristics. Only in the simplest case can an analytical method of calculating the 
energies be carried out. For more complex systems the most effective way to investigate 
them is to use some sort of finite element analysis. This point is returned to in the next 
chapter. This thesis is primarily interested in the magnetization of nano elements and 
their interaction with one another. What follows is a description of the magnetic energy 
terms relevant to this research. 
 
2.3.1 Zeeman Energy 
 
 The effect of the Zeeman interaction is perhaps the most intuitive of the magnetic 
interactions. It causes a magnetic moment to align itself with the net ambient field. The 
minimum energy configuration is when the moment m and local field are parallel and the 
maximum is when they are antiparallel. This is described by a dot product, and the 
Zeeman energy of a system consisting of N moments is the sum of these interactions:  
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= − ⋅             (2.2) 
where, externalH  is the field applied to a spin. 
 
2.3.2 Dipole-Dipole Interaction / Magnetostatic Energy 
 
 The classical magnetostatic or dipolar interaction is related to the Zeeman energy. 
It is the direct effect of the field created by one (or more) dipole(s) on another dipole. 
One of the best known consequences of this is the physical attraction between magnetic 
north and south poles. In general, the effect of this interaction on an array of magnetic 
moments is to reduce the number of uncompensated poles (when a pole of one type is not 
cancelled out by its counter part). It is a long range interaction and can be described by: 
3 5
1, 1
( ) ( )( )1 3
2 | | | |
N
i j i ij j ij
magnetostatic
i j ij ij




 ⋅ ⋅ ⋅
= − 
  
          (2.3) 
where rij is the distance between the moments mi and mj. Each step of the summation 
calculates the energy of one moment in the magnetic field produced by the ensemble of 
other moments. Because
, ,i j j iE E≡  and only one of these two permutations needs to be 
considered, the factor of a 1/2 is included to ensure that one does not double count the 
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2.3.3 Exchange Energy 
 
 Unlike the Zeeman and magnetostatic energies described in the previous sections, 
the exchange interaction is purely quantum mechanical and has no classical analogue. 
Heisenberg proposed a quantum exchange interaction in 1928 to account for the residual 
magnetism of ferromagnetic samples in zero applied field [4]. This replaced the classical 
picture of Weiss’s molecular field. If Si is the total electrons spin at lattice site i and Sj at 
site j, then Heisenberg suggested that the exchange energy is proportional to the dot 
product of these values. The actual origin of the interaction is due to an overlap of the 
particle wavefunctions. The Pauli exclusion principle requires that the wavefunctions are 
antisymmetric with respect to an interchange (or exchange) of electron parameters. A 
consequence of this is that in addition to the classical Coulomb energy in the full 
quantum mechanical description of a pair of electrons, a second energy term appears [4, 
5]. In ferromagnets, the effect of this energy term is to ensure electrons with parallel 
spins stay further apart than those with antiparallel spins. The increase in distance reduces 
the magnitude of the Coulomb energy, making the parallel state more energetically 
favorable. For the purpose of this thesis, it is sufficient to know that the interactions 
between spins can be described classically by the following dot product: 
1, 1,
N
exchange ij i j
i j i j
E J S S
= = ≠
= − ⋅             (2.4) 
Here, J is the exchange integral: it is a measure of the strength of the interaction between 
spins. If J is positive then parallel spins have the lowest energy, as is the case in 
ferromagnets. Although the summation covers the entire magnetic system the i = j terms 
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are excluded because spins do not interact with themselves. Magnetic moments arise 
from the angular momentum possessed by charged particles. Therefore in a ferromagnet a 
uniform magnetic distribution minimises the exchange energy. It is possible to replace 
the summation with an intergral over the entire element [5]: 
2 2 2( ) ( ) ( )exchange x y zE A m m m dτ = ∇ + ∇ + ∇           (2.5) 




=               (2.6) 
Here a is the lattice constant and n is the number of atoms in a unit cell. For example n = 
1 for a simple cubic lattice and n = 2 for a body-centered cubic lattice [5]. Exchange 
interactions which consider electrons about the same nucleus or those in the free electron 
approximation are called direct exchange interactions. However, there are other types of 
exchange interactions. These include indirect and super exchange, details of which fall 
outside the scope of this work. 
 
2.3.4 Anisotropy Energy 
 
 Anisotropy energy arises from a number of different sources. As the name 
suggests it arises due to a lack of isotropy within the system. Its magnitude depends on 
the direction of the magnetic dipole(s) with respect to some fixed axis (or axes). 
Therefore, there is a preferred or several preferred directions for the magnetization to lie. 
These are known as the easy axes and are lower in energy than the hard axes.  
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The most common source of anisotropy is due to the inherent crystal structure of the 
material and is therefore called magnetocrystalline anisotropy. Due to spin-orbit 
interactions the electron spins prefer to align parallel to a specific crystalline axis or axes. 
Uniaxial behavior means that there is a single easy axis and the anisotropy energy is a 
minimum when (the angle between the easy axis and the direction of the magnetization) 
is zero orpi . It is usually sufficient to consider only the first few terms of the anisotropy 
energy density model (often only the first term is required): 
2 4
1 2sin sin ...anisotropyE K K dθ θ τ= + +           (2.7) 
The coefficients Kn (n=1, 2, . . .) are know as anisotropy constants, however they are 
generally a function of temperature. In the simplest cases it is possible to estimate these 
values from first principles but in general they are found empirically.  
The lack of long range crystal structure found in polycrystalline materials means that 
there is a random distribution of local easy axes. These can average out and often result 
in little or no magnetocrystalline anisotropy when the whole system is considered. 
However, this is complicated in submicron elements where the small number of grains 
involved can lead to the random distributions not canceling each other out [6, 7]. 
Anything which affects the crystal structure will influence the magnetocrystalline 
anisotropy. This can include strain, impurities or dislocations. 
 
 Magnetocrystalline anisotropy is a consequence of the material’s crystal structure 
and is independent of the sample geometry. The shape of an element creates a second 
type of anisotropy which is of particular interest in submicron samples. Consider a 
uniformly magnetized sample. Inside the element the parallel configuration of the dipoles 
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means that their north and south poles effectively cancel each other out. This minimizes 
the number of volume poles. However, this configuration does produce a surface 
magnetization due to what can be thought of as uncompensated, free surface poles. These 
give rise to a demagnetizing field which points in the opposite direction to the internal 
magnetization. As illustrated in Fig. 2.1, different orientations of the magnetization give 
rise to different numbers of free poles. The more surface poles which are created the 
greater the demagnetizing field. The magnetostatic energy term attempts to reduce the 
number of uncompensated free poles in the sample. In general, the longest dimension of a 
particle forms the easy axis. Therefore, the situation illustrated in Fig. 2.1(a) (magnetized 
along the y axis) has the greater energy of the two configurations shown. 
 
             
 
 (a) When the magnetization lies parallel to the          (b) If the magnetization lies parallel to the 
      short axis (in this case the y axis) there is large long axis (x axis), then there is a low 
      number of uncompensated free poles, which   number of uncompensated free poles. 
      results in a large magnetostatic energy.   Therefore this has a low magnetostatic 
     This axis is therefore labeled the hard axis.   energy and is know as the easy axis. 
            
       
Figure 2.1: A uniformly magnetized ellipsoid exhibiting two magnetization orientations. 
The difference in the number of free surface poles leads to a shape anisotropy energy. In 
this example the situation in Fig. 2.1(a) has a higher anisotropy energy that the situation 
in Fig. 2.1(b). 
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 The demagnetizing field is a consequence of the long range nature of the 
magnetostatic interactions. This anisotropy factor is implicitly accounted for when 
evaluating Eq. (2.3). However, the magnetostatic term can be replaced by a self energy 
term [5]: 
2 2 2( )Demag x x y y z zE D M D M D M∝ + +            (2.8) 
The demagnetizing factors,
, ,x y zD , depend on the shape of the particle. Initial research into 
these factors concentrated on simple elliptical bodies [8, 9]. More recent research has 
concentrated on extending the theory to cylinders and other non-ellipsoidal bodies [10–
12]. The explicit details of demagnetizing fields are not required in this thesis. It is 
sufficient to know that different magnetizations lead to variations in the geometric 
anisotropy energy [13, 14], the form of which can be described by the first term in Eq. 
(2.7) even though the physical origins are different. 
 
2.4 Characteristics Associated with Small Elements 
 
 Consider the energy terms discussed in section 2.3. The anisotropy and Zeeman 
interactions relate to the orientation of a moment with respect to a fixed axis or axes, 
whereas the exchange and magnetostatic interactions relate to the orientation of a 
moment with respect to the others in the system. Exchange interactions favour perfect 
alignment of the dipole moments and uniform magnetization. Conversely, magnetostatic 
interactions encourage curling and buckling in an attempt to reduce the number of free 
poles. In general, the competition between these two terms leads to the formation of 
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domains (in which the spins are parallel minimizing the exchange energy) separated by 
domain walls (which minimizes the magnetostatic energy), as illustrated in Fig. 2.2. 
 
 
Figure 2.2: Domains separated by domain walls. Within each domain the magnetization 
is approximately parallel and can be described by a single spin vector. 
 
2.4.1 Single Domain Particles 
 
 In some samples the creation of a domain wall is not energetically advantageous. 
For example, domain wall formation is suppressed by the exchange energy if a particle is 
small and there are insufficient lattice sites to support a gradual change in the 
magnetization. Brown first proposed that single domain particle could exist; his theory 
states that a ferromagnetic body with a second degree surface will possess uniform 
magnetization [3, 4]. The force experienced by an individual spin due to the presence of 
the other spins is uniform (in magnitude and direction) throughout the system. Consider 
an infinite cylinder magnetized along its length (its easy axis). This magnetization 
ensures minimization of all the relevant energy terms. The exchange energy is minimized 
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because there is uniform magnetization; the magnetostatic term is minimized as the 
magnetization lies along the easy axis (minimizing the number of free magnetic poles).  
The total magnetization of a sample is simply the vector sum of the individual dipoles 
contained within it. Therefore, in a perfectly uniformly magnetized sample 
| | ( )N iiM m Nm= = , and the magnetization can be described by a single vector. 
However, due to magnetostatic interactions, thermal effects and defects in the crystal 
structure, in general | |M Nm< . 
 A single domain particle is often referred to as a Stoner-Wohlfarth (SW) particle 
[9]. Stoner and Wohlfarth explained experimental results from thin films by assuming 
that the samples under investigation were made up of a collection of non-interacting (or 
very weakly interacting) single domain particles. Such a particle will behave like a single 
giant spin with | | N iiM m≡ . For single domain particles with uniaxial anisotropy, the 
energy density can simply be modeled by: 
2sinSWE KV θ=            (2.9) 
Here K is anisotropy constant per unit volume; V is the volume of the sample and   is the 
angle between the magnetization of the element and the easy axis. Such an element is 
illustrated in Fig. 2.3. 
 
2.4.2 The Vortex Ground State 
 For elements of an intermediate size between those in which definite single 
domain characteristics dominate, and those in which domain wall formation dominates, a 
commonly observed ground state is the vortex state [14, 15]. This is particularly true of 
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circular disks, or spherical/elliptical elements. As illustrated in Fig. 2.3, the moments lie 
almost nose-to-tail, minimizing free volume poles, and the number of uncompensated 
surface poles is also minimized because 0im n⋅ ≈ (where n is the vector normal to the 
surface of the element’s surface). As discussed in section 2.3.4 this minimizes the 
magnetostatic energy terms. Although all the spins are not parallel, the gradual change in 
their direction is sufficiently small such that the reduction in magnetostatic energy is 
greater than the slight increase in the exchange energy. The one region of the vortex 
which does have a high energy associated with it is the middle portion where the very 
central spins do significantly differ in direction from their neighboring spins: in the case 




Figure 2.3: The vortex ground state configuration of a small ferromagnetic disk. Black 
indicates that the local magnetization vector lies in the plane of the circle. The grey 
arrows in the middle indicate that the local magnetization vectors point out of the plane. 
 
Chapter 2  Review of theory on Magnetism 
  21 
 
 
2.4.3 Coherent Rotation and Hysteresis 
 
 Consider a spherical single domain particle which possesses uniaxial crystalline 
anisotropy (a single easy axis) and in which the internal spins are parallel. If they rotate 
coherently (together) then their collective motion can be described by a single spin 
vector, M, as illustrated in Fig. 2.4. In the evolution of such a system, the significant 
terms are zeemanE  and anisotropyE  ( magnetostaticE  and exchangeE  are constant and independent of 
the orientation of M). In the absence of any thermal effects or other energy terms, Eq. 
(2.2) and Eq. (2.9) can be substituted into Eq. (2.1) to give: 
 




Figure 2.4: A single domain particle with uniaxial anisotropy. If the magnetostatic and 
exchange terms are constant, then the variation in the magnetic energy of the system 
exclusively depends on the direction of the magnetic moment. In this example the _ axis is 
the easy axis and anisotropy energy of the system is 2sinE K θ= . 
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where M is the magnitude and direction of the total moment of the particle, K is the 
uniaxial anisotropy factor and θ   is the angle between M and easy axis of the crystalline 
anisotropy. If the external field is zero then there are always two stable and degenerate 
ground states as illustrated in Fig. 2.5(a). These correspond to the magnetization lying 
parallel and antiparallel to the easy axis ( 0 or )θ pi= . Application of an external field 
distorts the energy surface and usually causes one of these states to become lower in 
energy as illustrated in Fig. 2.5(b). If a component of the field is antiparallel to M then 
the system is not in its global minimum; it can only be reached when the energy surface 
is sufficiently distorted. When the external field exceeds the switching field, the energy 
barrier between the minima is reduced to zero and the system can relax into the global 
minimum as illustrated in Fig. 2.5(c). This is an example of hysteresis where the present 
state depends on the current external conditions as well as the previous ones. A system 




 (a) Zero field.         (b) Low field.            (c) High field. 
 
Figure 2.5: Magnetizations and energy surfaces for a bistable element under the influence 
of an external field. 
 
 We now consider the more general situation. The equations introduced in section 
2.3 define an energy surface where the energy is a function of the magnetization, 
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( ( ))E m r . The nature of the energy terms in Eq. (2.1) means that it is usually very 
complex, often containing many saddle points, minima and maxima. Several positions on 
the energy surface may be degenerate in energy, but differ in magnetization. Both E1 and 
E2 may have the same magnitude, but this does not mean that the associated spin 
configurations m1 and m2 are necessarily the same.  
 Fig. 2.6 illustrates both the hard axis and easy axis hysteresis loops for a simple 
bistable particle. Let us first consider the easy axis loop; the magnetization along the easy 
axis is measured as a function of the field applied parallel to the easy axis. As described 
above, while the magnitude of the applied field is less than the switching field the system 




Figure 2.6: An idealized hysteresis loop for a perfect bistable, single domain particle. 
Both easy and hard axis behavior is shown. 
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either of the two minima (illustrated by the two branches of the easy axis loop in Fig. 
2.6). When the applied field surpasses the switching field the system will undergo 
irreversible switch and M will finish parallel to the applied field. The switch is described 
as irreversible because if the field is reduced the magnetization will not return to the 
initial state (until | | cH H> and another irreversible switch occurs). In this example the 
switching field has the same value as the coercive field (the field required to reduce the 
component of the magnetization to zero) and the two fields (Hsw, Hc) can be used 
interchangeably.  
 Now we consider the hard axis example; the magnetization parallel to the hard 
axis is measured as a function of the external field applied parallel to the hard axis. In 
zero field there is no component of the magnetization along the hard axis. As the 
magnitude of the field is increased, M rotates away from the easy axis. This continues 
until / 2θ pi= ± (M is parallel to the hard axis) at which point the magnetization can no 
longer increase and it becomes independent of the field. This defines the hard axis 
saturation field, Hs. In hard axis behavior, if the applied field is reduced the system will 
return along the same path over the energy surface, this reversible behavior is 
characterized by a closed loop.  
 For some particles, estimates of the significant fields can be directly calculated. 
This is easiest if the sample is uniformly magnetized ( | | N iiM m≈ ) and one assumes 
coherent rotation. Under these circumstances Eq. (2.10) can be solved analytically. It can 





= =            (2.11) 
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Although many real nanoscale particles exhibit single domain behavior, when they are 
investigated experimentally, departure from uniform magnetization typically causes the 
experimental values of Hs and Hc to differ significantly from those calculated using Eq. 
(2.11) [18, 19]. The field calculated in this way usually provides an upper limit to this 
field. In many experiments the fields observed are significantly less than the theoretical 
value [20, 21]. However, exceptions to the rule can be found [22], where the switching 
fields are larger than the corresponding Stoner-Wohlfarth values. 
 
2.4.4 Switching Modes 
 
 Deviations from a uniform magnetization and coherent rotation lead to other 
switching modes [23]. They generally fall into one of following categories: 
• Curling 
•  Buckling 
• Vortex nucleation 
•  Domain wall motion 
Each mode has an associated field: an element will therefore usually switch using the 
mode with the lowest field. The more magnetostatic interactions dominate over exchange 
interactions, the less likely the element is to switch via coherent rotation [24]. The 
characteristic fields and dynamics of each mode have been extensively investigated over 
the years using a variety of methods [25–27]. 
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2.4.5 Thermally Activated Switching 
 
 If thermal effects are not considered then the theories introduced in the previous 
sections are completely deterministic. Simulated results are repeatable if the initial 
conditions remain constant. However, in real systems thermal excitations provide an 
additional energy contribution to the system. At finite temperatures, the spins in the 
element are subjected to a Boltzmann distribution of excitations, with each spin on 
average receiving kBT/2 (where kB is the Boltzmann constant and T is the ambient 
temperature) per degree of freedom [4]. Consider again the easy axis situation in which 
the moment is antiparallel to the external field but H < Hc (Fig. 2.5(b)). The moment sits 
in the local minimum, blocked from reaching the global minimum by the energy 
barrier E∆ . Due to thermal effects, there is a finite probability that the system acquires 
sufficient energy to jump the barrier and reach the global minimum. The stochastic nature 
of it means that in experimental systems there is always a spread in the characteristics 







=            (2.12) 
here, τ  is average time in which switching occurs, 0τ  is the inverse of the attempt (or the 
Neel attempt) frequency. The value of 0τ  is usually estimated as 910− s (the reciprocal 
of the gyromagnetic resonance frequency [5, 28]. Recent estimates of 0τ range from 10-8 
– 10-12 s  [29, 30], and it appears the value is heavily system dependent.  
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 It can be seen from Eq. (2.12) that time plays an important role in switching 
dynamics. Therefore, system characteristics are therefore sensitive to the manner in 
which the experiment (or simulation) is conducted. When estimating Hc from hysteresis 
data, the experiment needs to be repeated many times to collect enough results for a valid 
statistical analysis. 
 When a magnetic nanoparticle is so small such that thermal effects dominate its 
magnetic switching properties, it is said to be exhibiting superparamagnetism. Before 





 As the temperature increases in a system, thermal perturbations increasingly 
disrupt the inter-spin interactions. Each spin receives at least 2×10-14 ergs at room 
temperature (0.5 Bk T ). The Zeeman energy associated with a spin of one Bohr magneton 
(a basic magnetic unit with 219.3 10Bm −= × ergs.G-1) in an external field of a few hundred 
Oersteds, is approximately 10-17ergs. Considering these two values it is immediately 
apparent that thermal perturbations are much larger than Zeeman (and magnetostatic) 
terms and that if exchange did not dominate over short range, no ferromagnet would 
display net magnetization at room temperature. The magnitude of the net magnetic 
moment of a material is described by the Curie-Weiss law [4, 31]. This is illustrated in 
Fig. 2.7. When the temperature of the sample exceeds the Curie temperature ( cT T> ), 
thermal excitations interrupt and overwhelm the exchange interactions, destroying short 
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Figure 2.7: Variations in the net magnetic moment of a material as a function of 
temperature. This behavior is described by the Curie-Weiss law. 
 
and long range order. At this point the material becomes paramagnetic and the net 
moment falls to zero. The Curie temperature is related to the strength of the exchange 
interaction, therefore, different materials exhibit different values of cT . For example, a 
material with a strong exchange interaction such as Co has Tc ≈ 1388 K, and one with a 




 A superparamagnetic particle is one in which the exchange interactions are 
preserved but the thermal excitations causes rapid and continuous switching of the 
direction of the magnetization. This occurs when the energy barriers separating minima 
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are small compared to the ambient thermal energy. This can be seen from Eq. (2.12), that 
if BE k T∆   then the value of τ  becomes very small. The moment repeatedly flips 
between the two stable states, spending only a short period of time in each minimum 
before switching again. It therefore retains | | N iiM m≈ but the time average 
measurement of M is zero. For this reason the element is referred to as 
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 This chapter describes the methods which are used to model nanomagnets. The 
motivation for an analytical theory is presented, together with some examples, followed 
by a discussion of methods for numerical simulations. It is perhaps pertinent to point out 
that Aharoni has published a scathing critique of many published simulation results [1]. 
 
3.1 Analytical theory 
 
 Before the widespread use of micromagnetic modeling, most work in this field 
was analytical. The advantage of an analytical framework is that it can give greater 
insight into a problem, allowing the underlying trends and characteristics to be estimated. 
Therefore a significant amount of such research is still carried out today. For basic 
systems under the simplest ambient conditions, constructing an analytical model can be 
reasonably straightforward. Single domain particles, for example, prove to be such a 
system. Initial research was focused on the range of sizes and geometries of particles in 
which domain wall formation was suppressed to find the demagnetizing factors 
associated with them [2, 3]. As already discussed in section 2.4, Stoner and Wohlfarth 
undertook a great deal of research into the analytical theory of single domain particles. 
As analytical work has been developed, it has considered progressively more complex 
situations. 
 Another advantage of analytical models is that, assuming they are constructed 
correctly, they can be used to confirm the validity of simulated results. For example in 
Ref. [4, 5], analytical models depicting the ground state for planar square and triangular 
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elements were constructed. In both cases, small deviations from uniform magnetization 
are treated analytically. This allows linearization of the basic micromagnetic equations, 
meaning that a unique solution can be found. Therefore, the ground state of a system can 
be described analytically, producing a benchmark with which numerical results can be 
compared. This work is considered in more detail in section 3.6. 
 
3.2 Finite Element Analysis 
 
 To investigate complex problems a full analytical investigation is usually 
prohibitively difficult and numerical simulation must be used. Finite element analysis is 
one numerical technique commonly used in many areas of physics and engineering [6, 7]. 
In finite element analysis a sample is subdivided into an array of polygons which 
represent small blocks or chunks of the material. Within these blocks, it is assumed that 
the exchange interaction dominates and that the magnetization is uniform. Therefore, the 
total magnetization of each block can be modeled with a single vector. The shape and 
size of these elements can be tailored to suit the system being investigated: this can be a 
dynamic situation as their size can be varied during a simulation [7]. The exact 
procedures for updating the array and the characteristics which are monitored differ 
between models. The main approach to finite element analysis in micromagnetic 
proposed by W. Chen [8] is discussed here in this section.  
 The Finite Element Method (FEM) is based on the assumption that that m varies 
linearly throughout the cell as opposed to the LaBonte scheme of micromagnetics where 
m is constant throughout the cell and then undergoes sudden changes at the boundaries.  
Chapter 3  Computer Modeling 
 
  36 
 
FEM is a 3-D model, which utilizes tetrahedral unit cells, where the magnetization is 




 The mesh style chosen in FEM is tetrahedral meshing as it is a versatile unit cell 
that can be used to fill arbitrarily shaped samples. To refine the sample discretization, 
each tetrahedron is subdivided into 8 smaller cells following a scheme shown below [Fig. 
3.1]. 
 
Figure 3.1: Division of tetrahedron ABCD  into eight sub-elements. E, F, G, H, I, and J 
are the midpoints of the edges. The eight sub-elements are: AEHG , BGIF , CJEF , 
DHJI , GHFI , GHEF , JEHF  and JIHF . 
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Consider a tetrahedral element e. Let Ve denote the volume, eαM  the magnetization at 
vertex α  of this element, and eαη  the linear shape function that equals 1 at vertex α  and 








∈ =M M          (3.1) 
where r is any point within a particular element e, eαM  is the magnetization at vertex α  
of this element, and eαη  is the linear shape element for the element, which implies that eαη   
is zero outside element e. 
Thus, for any general r, the magnetization is given by the sum over all elements: 
4
1






=M M          (3.2) 
noting that the shape function eαη  is only non-zero within that particular element e. 
 
3.2.2 Expressions of Energy Terms 
 
The magnetization can be expressed in FE form in terms of shape function, i.e.  
4
1




=M r M r  where r = (x, y, z)      (3.3) 
We now express the four energy terms in FE formulation. 
 
3.2.2.1 Anisotropy Energy 
The anisotropy energy, in continuous form, is given by 
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where θ  is the angle between M and the easy axis, and v is the unit vector along the easy 
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Thus the anisotropy energy in FE formulation is 





KVE α β αβ
α β
δ= − ⋅ ⋅ + M v M v      (3.6) 
where eαM  is the magnetization at node α  of element e and αβδ  is the Kronecker delta 
function. 
 
3.2.2.2 Exchange and Zeeman Energies 
 








M α β α βα β
η η
= =
= − ⋅ ∇ ⋅∇M M       (3.7) 
The Zeeman energy of the system in a uniform external field is given by 
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= − ⋅H M        (3.9) 
A non-uniform external field may be approximated by a piece-wise polynomial function, 
but in most calculations the external field is assumed to be uniform, as reflected in Eq. 
(3.8) and (3.9). 
 
3.2.2.3 Magnetostatic Energy 
 
To evaluate the magnetostatic energy, the demagnetizing field at r due to magnetic 
moments µ  at r’ is calculated, 
( ) ( )
3 5
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= − ⋅  H M        (3.11) 
However, Hd diverges at the corners of the tetrahedral mesh due to the denominator term 
in Eq. (3.10). A more robust method would be to consider the magnetic scalar potential 










r r - r
r
r - r
        (3.12) 
Therefore, in FE form, the scalar potential is given by, 
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The magnetostatic energy is then given by, 
1 ( ) ( )
2mag
E qφ= r r          (3.14) 
where q(r) is the magnetic charge (not magnetic moment). As we know that there are two 
contributions to the total magnetic charge, i.e. from the volume charge ( )∇ ⋅M  and the 
surface charge ( )⋅M n . Hence, in FE form, the magnetostatic energy can be expressed as 
1 ( ) ( )
2
e e
e e e e
mag e e
e S V
E dS dVα α α αφ η φ η
  
= ⋅ − ∇ ⋅ 
  
  r n M r M     (3.15) 
 
3.3 Energy Minimization Techniques 
 
 As described in chapter 2, a magnetic system will attempt to evolve into its global 
energy minimum. It does this under the constraints imposed by its initial state and the 
ambient conditions, and will therefore finish in its lowest accessible energy state. One 
way to investigate magnetic systems is use finite element analysis to calculate the Gibbs 
free energy of the system using Eq. (2.1). 
 
3.3.1 Gradient Descent 
 
 The gradient descent (GD) method simply minimizes the Hamiltonian presented 
in Eq. (2.1) in an attempt to find the most likely state of the system. It is assumed that the 
Chapter 3  Computer Modeling 
 
  41 
 
real system will evolve along a path which results in the maximum decrease in energy. 
Therefore, spin reorientations in the simulation reflect a movement in the direction of the 
steepest gradient of the energy surface. Consider a magnetic sample represented by an 
array of N spins, 1... Ns s . One time step of the gradient descent method is as follows (note 
that the time step has no relationship with real time, it is a measure of how many times 
the gradient descent algorithm has been applied): 
1. Alter ns  by a fixed amount, for example rotate it about its current axis, ensuring a 
constant δθ   between the new vector and the old vector. 
2. As the orientation of the spin is varied, calculate Eδ of the system using Eq. (2.1). 
3. For Eδ < 0.0, store the direction in which | |Eδ  is a maximum. 
4. Return ns   to its original orientation. 
5. 1n ns s +→  
6. Repeat steps 1 – 5 while n Ns s≤ . 
7. Depending on whether serial or parallel updating is being used, carry out the 
following: 
(a) SERIAL, re-orientate spin is , which gave the greatest | |Eδ  found in step 3. 
(b) PARALLEL, re-orientate all spins according to step 3. 
The serial method gives a more accurate evolution of the system but is slower than the 
parallel method by a factor N . The process described above is repeated until systemE  has 
been minimized. A simulation may be repeated until ( / )system systemE E∆  has fallen below a 
critical value. For example 10-6, which means that the change in system energy for a 
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given time step is less than 0.0001%, implying that the system has found an energy 
minimum [6].  
 The shape of the energy landscape can cause problems when using this method. 
For example, if the energy surface is particularly shallow then the simulation will evolve 
very slowly or may terminate before reaching a true minimum. Consider also an energy 
surface which contains a long narrow valley. At first glance it might be assumed that the 
simulation will immediately move to the bottom of the valley and then proceed directly to 
the local minimum. However, without careful construction of the simulator it may in fact 
take a large number of steps, see Fig. 3.1. There are many ways to speed up GD 
simulations but these have to be used carefully, as they can result in shallow local minima 
being missed or lead to instability in the simulation [6]. 
 The main problem with GD models is that they fail to account for thermal 
perturbations or precessional effects. Simulated systems can get trapped in a local 
minimum irrespective of how shallow that minimum actually is. Due to precessional or 
thermal effects the corresponding physical system may take an alternate route through the 




(a) Multiple steps are needed to minimize the function when using the steepest descent 
method. 
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(b) Detailed view. The function is always minimized by moving in the direction of 
steepest gradient. 
 
Figure 3.1: The bold lines represent the path of the simulation through the energy surface 
which is described by the thin lines. This is an example of when the gradient descent 
technique can be inefficient and may require a large number of steps to close in on the 
local minimum. 
 
energy of the system to increase. Therefore it is, in effect, simulating a system at zero 
degrees Kelvin. A further problem can be the existence of metastable states: the lack of 
thermal perturbations means that due to the perfect symmetry of an energy surface the 
simulation may become locked if the local gradients are identical in more than one 
direction. For a full investigation of the energy surface a simulation may have to be 
repeated with a range of initial configurations and ambient conditions to ensure that the 
whole energy surface has been sampled.  
 GD methods have been used with some degree of success to simulate real systems 
[9]. However unless the experimental system under investigation is at zero, or close to 
zero degrees Kelvin, GD cannot in general be relied on to give realistic results. It can be 
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used to rule out unlikely spin configurations and give bounds on numerical values such as 
switching fields or net magnetization. [10]. 
 
3.3.2 Monte Carlo 
 
 The Monte Carlo (MC) method is another commonly used technique in many 
areas of physics [11]. It is similar in nature to GD; the system is allowed to evolve under 
the constraints of the energy surface. However in MC simulations the system is allowed 
to occasionally raise its energy according to the Metropolis algorithm [11]. Assuming the 
magnetic sample is represented by an array of N spins, 1... Ns s , a MC time step or MCS is: 
1. Choose a spin at random, is . 
2. Reorientate is  with a randomly generated kick. 
3. Measure Eδ , due to the new configuration of the system using Eq. (3.16). 
4. If Eδ < 0.0, then accept the update (leave the spin in its new direction) and jump to 
step 6. 
5. If Eδ > 0.0, generate a random number between 0.0 – 1.0 and update the system 






=             (3.16) 
where, q is simply a number, Bk  is the Boltzmann constant and T is temperature. 
(a) If the random number is greater than q the update is accepted (as in step 4). 
(b) If the random number is less than q then reset the spin to its previous position and 
return to step 1. 
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6. Repeat steps 1 – 5 until N spins have been addressed (note that one such sweep may 
not vary all of the spins in the system). 
 Like in the GD model, traditionally the MC time step is not necessarily linked to 
any measure of real time. However, recently it has been proposed that a link between MC 
time steps and real time can be made [12, 13]. This is discussed in further detail in 
section 3.5. 
 Another drawback of the MC method is that it does not account for precessional 
effects and so it does not track the true dynamic evolution of the system. However, it can 
be seen from Eq. (3.16) that the kicks are accepted according to a Boltzmann probability 
and are therefore analogous to thermal perturbations. 
 
3.4 Landau-Lifshitz-(Gilbert) equation LL(G) 
 
 The minimization methods of Section 3.3 are useful if the objective is to obtain 
the minimum equilibrium energy state. For modeling the dynamic evolution of the 
system, we usually apply the Landau-Lifshitz (LL) equation which describes the motion 
of the magnetic moments which make up the system [14]. The equation consists of two 
terms; the first is a precessional term which describes the motion of the magnetization 
under the influence of the ambient field. This motion is perpendicular to both the 
magnetization and the field, and is therefore in the ( )eff− ×M H  direction (the negative 
sign is included because an electron’s spin is in the opposite direction to its magnetic 
moment). The second term describes the damping of the precessional motion which 
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occurs in the ( )eff× ×M M H  direction (towards the axis about which the precession 





, and α  is a 
phenomenological dimensionless damping parameter then [15]: 




αγγ ′′= − × − × ×M M H M M H         (3.17) 




µ δ= −H M            (3.18) 
The basic LLG equation assumes that the effect of damping is minimal and the 
precessional term dominates [16, 14]. However, in many systems damping does play a 
significant role and this assumption cannot be applied. Therefore a more general theory 
was presented by Gilbert and Kelly which considers the damping of the precessional 
motion as well as the motion which this induces [14]. Therefore, the basic Langevin 
equation for classical spins, such as those often considered in micromagnetics is the 




γ α= − × −M MM H           (3.19) 
Within this framework the effect of temperature can be modeled by the addition of a 
multiplicative fluctuating term [18]. This acts as an additional random field experienced 
by the spins. It is represented by a vector whose direction is distributed randomly in space 
and time, and whose magnitude is given by a Gaussian distribution centered on zero 
(white noise) [7]. This changes the LLG from a deterministic to a stochastic model. Due 
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to the vector products which arise in the stochastic form, the equations can be interpreted 
in two separate ways. This leads to Stratonovich and Itˆo stochastic calculus. The Itˆo 
method is often chosen on mathematical grounds, however the Stratonovich method is 
usually preffered for modeling real physical systems [18]. The full mathematical detail is 
outside the scope of this thesis and will not be presented. 
 The details of precessional motion occur on the femto- and picosecond time scale. 
Therefore the time resolution of the LLG equation, tδ  needs to be of a similar size, for 
example 10 fs – 0.1 ps [19, 20]. This limits the time period which can be accurately 
simulated (108 LLG time steps correspond to a mere 1 – 10 µ sec of real time). With 
existing computer technology, events which occur on the second, month or year time 
scale cannot be investigated within an acceptable simulation time when using this 
technique. Some work has been carried out to avoid this restriction, the equivalence of 
time and temperature in thermally activated processes has been exploited to allow LLG 
simulations to evaluate phenomena with a longer characteristic time scale in an 
acceptable simulations time [21].  
 
3.5 Object Orientated Micromagnetic Framework – OOMMF 
 
The Object Orientated Micromagnetic Framework, OOMMF, is an example of a public 
domain micromagnetic simulator which is available to anyone via the Internet [22]. It has 
mainly been developed by M. Donahue and D. Porter in the Information Technology 
Laboratory (ITL) in the American National Institite of Standards and Technology (NIST). 
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3.5.1 Details of the model 
 
The core of OOMMF contains a Landau-Lifshitz-Gilbert equation which 
considers the full dynamic evolution of the system. It utilizes a Landau-Lifshitz-Gilbert 
ODE solver to relax three-dimensional spins on a two-dimensional square  mesh;  using 
FFT’s to compute the self- magnetostatic (demagnetizing) field. Anisotropy, applied field 
and initial magnetization can be varied point-wise, and arbitrary shaped elements can be 
modeled. A new, fully 3-D solver, Oxsii, is under development [22]. Convergence on the 
ground state is measured by the total torque within the system; if 2| | / sM×M H  is less 
than (or equal to) a critical value, then the torque has been sufficiently minimized and the 
system is in an equilibrium state.  
 
3.5.2 Summary of OOMMF 
 
The OOMMF model is widely used within the micromagnetics community and has had 
some success in reproducing experimental results which means that it is one of the best 
freely available codes. Use of the LLG equation means that the dynamics of the system 
are simulated. It is also an open source code so that it can be tailored to the specific 
requirements of the user [23]. However, no thermal effects are considered and, as with 
many other LLG simulators only a short period of real time can be simulated. The main 
aspects of OOMMF are: 
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• Dynamic evolution properly simulated 
• Widely available and used in the micromagnetics community 
• Only a 2-D spin array (although a 3-D version in its beta stage of development) 
• Thermal effects not accounted for (effectively zero Kelvin simulations) 
• Moderate success in simulating experimental data 
 
 The moderate success of OOMMF in simulating experimental data led us to think 
of factors deficient in OOMMF, which were then incorporated in our 3-D micromagnetic 
simulator discussed in chapter 6. OOMMF does not incorporate the eddy currents effects, 
a spin polarized current also cannot be introduced as the current in OOMMF is a function 
of magnetization alone, the iterative method is also not backward and forward (predictor-
corrector) solving type, which is needed to incorporate the effect of eddy currents. This 
necessitated us to write our own micromagnetic code. 
 
3.6 Other models 
 
 In this section we review some of the other micromagnetic models which address 
some of the deficiencies of OOMMF, especially with respect to the modeling of thermal 
effects. For example Boerner and Bertram have modeled the switching of 5:1 aspect ratio 
Ni particles (diameter 40 nm, which is 2 exl ), using stochatic LLG simulations of a five 
cell system [24]. Fields are applied within the range 0.98–1.0 cH  and 0.1α = . Their 
results show that under these conditions, switching does not occur via coherent rotation 
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and that the probability a particle has not switched is not accurately described by an 
exponential (as would be expected if the system followed the Arrhenius-Neel law). 
 Similar results are reported by Zhang and Fredkin, who have studied the dynamic 
switching behavior of nanoscale prolate ellipsoidal particles using a stochastic LLG 
method [25]. The short axis of which was approximately 10% shorter than exl  and the 
aspect ratio was approximately 4.6. Fields were applied within the range 0.93–0.99 cH  
and 0.1α = . Incoherent switching was observed and the results could not be accurately 
described by a simple exponential decay. It was found that the probability of not 
switching was best described by a delayed stretched exponential. This not only describes 
the simulated data, they report that this also successfully describes the shape of 
previously published experimental data. Although this model can recreate experimental 
data it must be pointed out that it is done using the relaxation time, waiting time and 
stretched exponential parameter as free variables to allow fitting.  
 Gonz´alez et al have investigated the switching behavior of a 1D chain of spins 
using MC rather than LLG methods [26–28]. Although the exact real time switching 
behaviour cannot be calculated, the switching dynamics in MCS can be examined and the 
results of this clearly demonstrate that the switching behavior of the system does not 
follow the Arrhenius-Neel law. This is thought to occur due to the complex nature of the 
system, the large number of degrees of freedom allow a number of different switching 
mode. In one particular system two distinctly different switching modes occur: one fast 
and one slow. None of their work is compared to experimental data in anyway. 
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 Nowak et al attempt to compare their MC simulations to experimental data [29]. 
Experimental results from a CoPt thin film with perpendicular (with respect to the plane 
of the film) anisotropy is modeled using MC simulations. The lack of temporal 
information in the MC model and absence of exact material characteristics allow fitting 
of the simulated data to the experimental results using a number of free parameters. Good 
agreement between the simulated and experimental results is only achieved in the thickest 
films studied. This is a good example of typical MC simulations in micromagnetics. Free 
parameters are often used to fit simulated data to the experimental data (for example the 
lack of real time quantification means that time is often used to achieve a fit). Although 
there is nothing wrong with this approach, it does mean that the simulations are not ab 
initio. There are very few direct comparisons between MC simulated data and 
experimental results which do not rely on the use of fitting parameters. Particularly when 
investigating the behavior of individual elements rather than arrays of elements. 
 
3.7 Conclusion 
 In the previous sections some illustrative examples of the main types of 
micromagnetic models have been presented. There are many other simulators, but it is 
not the purpose of this thesis to exhaustively review them. In general the majority of the 
work on single nanoscale elements is undertaken using LLG simulations because during 
the switching of such elements the exact dynamic behaviour and the associated time is 
often of interest. 
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 In all the subsequent chapters, we would make use of the LLG simulations via 
means of micromagnetics codes and the publicly available OOMMF software. 
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 In this chapter we will discuss the analytical and numerical micromagnetic study 
of the magnetostatic interactions and switching behaviour in a linear array of square 




 We performed an analytical and numerical study of the magnetostatic interaction 
and magnetic switching in a linear array of square Permalloy (Py) elements. The analysis 
was based on single domain (SD) configuration. A preliminary micromagnetic simulation 
was performed to ascertain the extent of SD configuration for different lateral sizes and 
separations of the elements. For subsequent analyses, the lateral size of the elements was 
set within the single-domain regime and subsequently the temperature effects were 
considered to be negligible. The angular anisotropy in the magnetostatic energy of the 
array was expressed in terms of a shape anisotropy Ks arising from the square geometry 
of individual elements, and a “chain” anisotropy Kc due to inter-element dipolar 
interactions. An analytical model of Kc was also introduced, which agreed closely with 
numerical results from the OOMMF [1] micromagnetics package, in the limit of small 
element separations s. It was found that for s = 5 nm, the energy due to Kc far exceeded 
that of Ks by a factor of about 20, thus we proposed an analytical model to account for Kc. 
For larger s, the model was further refined to account for the magnetostatic interaction 
between surface poles on neighboring elements. Based on the refined model, the 
analytical switching field Hsw was derived assuming coherent rotation. It yielded a close 
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correspondence with values obtained from OOMMF for s larger than s0 = 80 nm, but 
significantly overestimated the numerical value for s < s0. This was accounted for to the 
onset of sequential reversal at s = s0 brought about by strong dipolar coupling between 
elements. The critical nucleation Hn and the propagation Hp fields associated with 
sequential reversal were also investigated as a function of s. 
 
 
4.2 Applications and Motivation 
  
 Regular arrays of uniform (“patterned”) nanometer-sized magnetic elements have 
been proposed for use in various applications such as high density data storage [2] for 
two-dimensional (2D) arrays, and memory elements [3], magnetic field sensors [4], and 
logic operation devices [5] for linear (1D) arrays. Hence, it was essential to understand 
the magnetic interactions and reversal process in these arrays from both fundamental and 
application aspects. In well-separated elements, magnetization reversal is mostly 
determined by the properties of individual elements. However as element separation is 
reduced to much smaller than the element lateral sizes [6], inter-element interactions 
become significant. These interactions become increasingly important in patterned 
storage media, as the bit density approaches 1 Tb/in2.  
 Much previous work [7] has been done on analyzing the configurational 
anisotropy in square nanomagnets, which is important from the physics and application 
point of view. It was found that small perturbations from uniform magnetization which 
must exist in any non-ellipsoidal magnet should give rise to a strong anisotropy appearing 
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in square nanomagnets. This was named configurational anisotropy, for it has its origin 
in the variations of the magnetization pattern, or configuration. Thus in this chapter, we 
have used the fact that configurational anisotropy exists in square elements to define the 
four-fold hard and easy axis directions in each individual element of our model. 
 Previous studies on square elements by Cowburn et al. [7], were limited only to 
the configurational anisotropy. Thus, the main objective of our research was to introduce 
a new anisotropy term called “chain” anisotropy and then study the effects of both shape 
(configurational) and chain anisotropies in a linear array of square elements, which 
collectively express the total anisotropy of the magnetostatic energy [8].  In particular, we 
investigated their relative strengths, and how they interact to affect the magnetic reversal 
of the chain of square elements.  
 
4.3 Theory and Model 
The chosen magnetic material of the elements, Py, exhibits negligible 
magnetocrystalline anisotropy. Thus, any residual anisotropy in the free energy of the 
linear array is due to  
i)  shape anisotropy arising from intra-element dipolar interactions, and  
ii) “chain” anisotropy due to inter-element dipolar interactions.  
Previous work [9] on one-dimensional array of elements was based on circular elements 
which possess no shape anisotropy. Cowburn et al. [7] showed that square elements 
exhibit finite shape anisotropy, with corresponding four-fold easy axes along the 
diagonals. However, in Cowburn’s study, the inter-element distance was made large 
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enough to render negligible the magnetostatic interactions between elements. In this 
project, we considered much smaller inter-element separation to investigate the relative 
strengths of shape and chain anisotropies, and how they interact to affect the magnetic 
reversal of the chain of square elements. The chain anisotropy expresses the fact that it is 
favorable for the dipole moment of each element to line up parallel to the chain direction. 
Thus, the easy axis for chain anisotropy is along the length of the chain (x-axis) while the 
hard axis is perpendicular to it (y-axis). In assigning easy and hard axes for both chain 
and shape anisotropies, we have applied the approximation of Cowburn et al. [10], in 
which the detailed structure of the demagnetizing field is neglected. Under this 
approximation, the angular dependence of the magnetostatic energy of square 
nanomagnets can be expressed as a four-fold symmetric expression. Hence a four-fold set 
of easy/hard directions for the shape anisotropy can be defined, corresponding to 
directions where the energy is at its minimum/maximum. Likewise, for chain anisotropy, 
a two-fold easy/hard direction can be defined along/perpendicular to the length of the 
array, which is valid for small element separations. We introduced an equation to express 
the angular dependence and relative strengths of these two anisotropy terms. An 
analytical model for the chain anisotropy is also introduced in this thesis, which is valid 
for small element separations. From this model, the effective chain anisotropy coefficient 
Kc is derived and compared with numerical results obtained using a micromagnetic 
package called OOMMF [1]. The relative strengths of Kc and Ks are also compared in the 
limit of small separation. Subsequently, a more refined analytical expression for Kc is 
introduced, which considers the increasing separation s and the interaction between 
magnetic poles on the vertical edges of the square elements. With this refined expression, 
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we derive the analytical switching field Hsw of the linear array of elements and compare it 
with numerical Hsw values obtained by OOMMF simulation for a range of s.  Finally, we 
investigated the excess field required to nucleate a magnetic reversal, compared to the 
field for propagating the reversal, when s is reduced.   
 
4.4 The Analytical Model 
4.4.1 Different Configurations  
 In our analysis, we assume that the elements adopt a single-domain (SD) 
configuration, since it is the most common configuration used in storage and logic 
applications of patterned nanomagnets. The OOMMF package [11] is used to determine 
the extent of the SD regime for a linear array of square nanomagnets. Due to constraints 
on computational time, we restricted our one-dimensional array to five square Py 
elements. Although long-range magnetostatic interactions are neglected in this array 
truncation, they have a much less significant effect in the one-dimensional chain which 
we have considered, compared to that in two or three-dimensional array of elements. We 
first defined five square elements of Py, of uniform thickness t = 10 nm, which are 
arranged in a line (see Fig. 4.1).         
 
Figure 4.1: Linear array of 5 square elements, each of dimension 60×60×10nm with 
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 The lateral element size (d) was varied from 20 nm to 220 nm, while inter-
element separation (s) ranged from 5 nm to 25 nm. The square elements are discretized 
into cubic unit cells of length 5 nm, which is smaller than the exchange length of Py of ~ 
12.5 nm [12]. The remanent magnetization is then obtained by applying a sufficiently 
strong magnetic field H (~ 1000 Oe) parallel to the chain in order to saturate the 
elements, and subsequently reducing H to zero. At each field value, the Landau-Lifshiftz-
Gilbert equation, discussed in section 3.4 was solved iteratively until the relative torque 
in each cell was below a tolerance value of 10-5. 
 
The remanent magnetization was plotted as a function of s and d in terms of a 
phase diagram (Fig. 4.2). For the size range considered, besides SD two other domain 
configurations were observed, i.e. the buckle (“U”-shaped) and vortex (closure loops) 
configurations. The lower limit of the SD regime is the superparamagnetic limit. This 
ranges from less than 3 nm at small separation to ~ 30 nm for isolated elements, and thus 
lies below the size range considered. At the other end of the scale, the upper limit of the 
vortex state [13] also lies well above 240 nm, and thus not shown in Fig. 4.2. In the phase 
diagram, transitions between different configurations were found to be only weakly 
dependent on s, e.g. the boundary between SD and buckle configurations occurs at d ≈  
70 to 75nm for a wide range of s from 10 to 25 nm, and increasing only slightly to 80 nm  
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Figure 4.2:- Magnetization phase diagram as a function of element size (d) and separation 
(s), which plots the different remanent magnetization state. For s = 5 nm, single-domain 
state extends from d = 20 nm to d = 80 nm, beyond which we have the buckle 
configuration followed by vortex configuration. 
 
at s = 5 nm. This is in close agreement with the SD-buckle transition at d ≈  75 nm for 
isolated square nanomagnets predicted by Cowburn et al.. The inter-element interaction, 
however, does have a significant effect on the stability of the buckle configuration vis-à-
vis the vortex state. For 1D array of square nanomagnets, the transition to vortex state 
does not occur until d > 200 nm, whereas for an isolated square it occurs at d < 100 nm 
[14].  This stabilization is due to the coupling between opposite magnetic poles of 
neighboring elements. Such stabilization does not apply to the vortex state since surface 
poles are minimized as a result of flux closure. Note however that the switching behavior 
of the vortex state is affected by the inter-element separation as seen in Ref. [15], since it 
involves transitions from a vortex to a SD state and vice versa and thus leads to the 
formation of surface poles on the edges of the elements.  
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4.4.2 Free Energy of a linear square array 
 
 Based on the results obtained from section 4.4.1, we set the lateral element size d 
= 60 nm in all subsequent analysis. Next we considered the free energy expression for the 
linear array of Fig. 4.1. In the single-domain limit, the intra-element exchange interaction 
yields a constant term which can be neglected. The magnetocrystalline anisotropy is also 
negligible for elements made of Permalloy. Thus, at zero applied field, the free energy 
expression consists only of inter- and intra-element magnetostatic coupling. In Ref. [8], 
where a linear array of disks with minimal magnetocrystalline anisotropy is considered, 
these two energy terms are expressed as 
H =
ij< >
 0 2 23 2
1 3 1[ ( )( )] [ ]
4 i j i ij j ij y iy z iziij ij
M M M r M r K M K M
r r Mpi
⋅ − ⋅ ⋅ + − + .
 
(4.1) 
where, )|(| MMM ii =  is the magnetic moment of the ith element, and Ky and Kz are the 
in-plane and out-of-plane shape anisotropy factors. The first term represents the inter-
element magnetostatic interactions, where each element has been approximated as a 
dipole at the centre. To express the free energy of a 1D array of squares, we made two 
modifications to Eq. (4.1). First, we compressed the pair-wise inter-element coupling 
terms into a single term, which explicitly expresses the uniaxial anisotropy of the 
coupling, with an easy direction along the chain axis. Secondly, the shape anisotropy 
term was modified to express the four-fold shape anisotropy of the square elements, i.e. 
with easy axes pointing along the diagonals, i.e. at ±45° (0° corresponds to the chain 
axis). Thus, the angular dependence of the free energy may be written as 
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( ) 2 2 2sin sin cosc sH K Kθ θ θ θ= + ,                    (4.2) 
where Ks and Kc are coefficients associated with the chain and shape anisotropies, and θ  
is the magnetization orientation, i.e. assuming uniform magnetization direction 
throughout the array. Note that the free energy H(θ ) as expressed in Eq. (4.2), consists 
entirely of inter- and intra-element dipolar interactions, and is thus equivalent to the total 
magnetostatic energy. 
 
4.4.3 Quantifying anisotropy strengths 
 
 We need to quantify the anisotropy strengths Ks and Kc. This is done via the 
numerical micromagnetics package, OOMMF. Although analytical formulae exist for the 
demagnetizing factors for square prisms [16], these apply to the out-of-plane z and the in-
plane x (θ  = 0°) directions, while Ks is obtained from the energy difference between the 
diagonal (θ  = 45°) and x-directions.  To extract the value of Ks we defined a single 
square element of Py of lateral dimensions d of 60 nm and a thickness t of 10 nm. The 
uniform (i.e. SD) magnetization of the element was set along two specific directions θ  = 
0° and θ = 45°, corresponding to the shape hard and easy axes, and the resultant 
magnetostatic energy Emag(θ ) obtained. From the second term of Eq. (4.2), the difference 
in Emag can be related to Ks as follows: 
( ) ( ) ( ) ( )
( )
2 2






E E H H
KK K




= − − =    
    
. (4.3)  
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For the dimensions considered, the shape anisotropy strength Ks was found to be   –0.418 
kJ m-3. In order to determine the strength of the chain anisotropy, we defined a chain of 
five square elements of dimensions 60×60×10nm and element separation s = 5 nm, as in 
Fig. 4.1, and obtained the change in the magnetostatic energy ∆ Emag upon coherent 
rotation of the magnetization from 0° to 90° w.r.t. chain axis. Based on Eq. (4.2), we have 
( ) ( ) ( ) ( )mag mag90 0 90 0 cE E H H K° − ° = ° − ° = . (4.4)  
The shape anisotropy term does not occur in Eq. (4.4) since it has the same value for both 
0° and 90° orientations. For the separation distance considered, the chain anisotropy 
strength is 40.06 kJ m-3. Thus, the chain anisotropy energy far exceeds that due to the 
shape anisotropy of individual elements, by a factor of almost 20 times (40.06 versus 
5×0.418 = 2.09 kJ m-3). It was thus useful to have an analytical model to account for the 
strength of chain anisotropy. Since s << d, we approximated the linear array of squares as 
a thin rectangular film of length ( )5 4l d s= +  and width w d= . For a film with a thin 
strip geometry the demagnetizing factors along (perpendicular) to the long axis, i.e. Nx 











t tN y w dpi pi
= . (4.5)  
The angular variation of the magnetostatic energy in the thin film is related to the 
difference in the demagnetizing fields, and is given by  
1
2mag
E = 0 2 2( )sinM N Ns y x θ− . (4.6)  
Comparing Eq.(4.6) with the first term in Eq.(4.2), which has the same uniaxial 
dependence, we can approximate the chain anisotropy coefficient as 
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. (4.7)  
Eq. (4.7) yields a value of Kc = 40.06 kJ m-3, which is in absolute agreement with the 
value obtained using OOMMF. Thus at separation s = 5 nm, magnetic poles on the 
vertical sides of the square elements (except for the right- and left-most edges) are 
effectively neutralized by neighboring poles of opposite signs, and give negligible 
contribution to the magnetostatic energy.  
 
4.5 The Improved Model 
 
 Although the above model works well for very small values of s, it breaks down 
for larger separations. For instance, Eq. (4.7) predicts that Kc will increase with s whereas 
in actual fact the reverse occurs, since chain anisotropy becomes weaker as the inter-
element coupling decreases with s. To model the dependence of Kc on inter-element 
spacing, it was necessary to make a modification to include an extra energy term 
corresponding to the interactions between surface poles on the vertical edges of the 
square elements. We note that for m aligned at angle θ  to the x direction, the surface 
pole density on the vertical edges is given by 
σ = 0 cossM θ .                                                                                                         (4.8)  
The energy of interaction between two magnetic poles is analogous to the electrostatic 
interaction energy of two charges. After integrating over the length of two adjacent sides, 
and taking into account the contribution of four pairs of adjacent vertical sides, the 
resulting interaction energy density is given by 
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( )vE θ = − 0
( )





y d y d
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M t dydy K








  .   (4.9) 
Thus, the total free energy in the presence of an external applied field Ha is then given by 
( ) ( ) 2 2 2sin sin costotal c v sE K K Kθ θ θ θ= + + − 0 coss aM H θ .   (4.10)  
To test the accuracy of the model for different inter-element separation, we analyzed the 
switching field Hs as predicted by Eq. (4.10) and compared it with the numerical 
micromagnetic values obtained by OOMMF. Hs is obtained from Eq. (4.10) by solving 














= . (4.11)  
Fig. 4.3 plots the calculated Hsw based on Eq. (4.10) and the numerical OOMMF result as 
a function of s. Both curves showed similar trends i.e., at small separations s, Hsw is very 
high but it gradually decreases as s increases, reaching an asymptotic value beyond a 
separation of s0 = 80 nm. This asymptotic value is understood by the absence of inter-
element interaction, so that each element acts as isolated units. We also observed that the 
two curves are strongly divergent at separation distance smaller than s0 = 80 nm.  At s < 
s0, the analytical model of Eq. (4.10) predicts a switching field ~ ( )2 c vK K+ / 0 sM  
since at such small separations, it is the inter-element coupling (represented by the chain 
anisotropy term) which dominates. 
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Figure 4.3:- A comparison of the switching field (Hsw) values obtained using numerical 
and analytical methods, as a function of element separation s in a chain of square 
nanoelements.   
 
 In actual fact, switching is initiated at a much lower field value since it is 
sequential in nature, i.e. only one element is switched at any one time. Such a sequential 
switching process has been indirectly observed in a chain of Py nanodots [17], where 
switching is initiated either at the ends or center of the chain. A sequential switching of 
single-domain elements involves the formation of a magnetic “soliton”, i.e. a pair of 
neighboring elements having opposing magnetization. Here, there are two critical 
switching fields involved:  
i) Nucleation field (Hn) required to switch the first element and create a magnetic soliton, 
and  
ii) Propagation field (Hp) required to switch subsequent elements, and propagate the 
soliton along the chain.  
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4.6 Nucleation and Propagation Fields 




Figure 4.4:- Dependence of the nucleation (Hn) and propagation (Hp) fields on inter-
element separation s in a chain of square nanoelements. 
 
For small s < s0, Hp is significantly smaller than Hn since it costs more energy to generate 
a pair of adjacent vertical sides with like magnetic poles, as opposed to translating this 
pair by one element along the chain. Hn and Hp converge for s > s0 when inter-element 
coupling becomes too weak to sustain sequential switching. The magnetization of all 
elements then switches at the same field strength. Thus, the separation s = s0 marks the 
transition separating collective and independent switching behaviors. From the aspect of 
applications, s has to exceed s0  in patterned elements used for storage media, while for 
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soliton-based spin logic applications we require s < s0. We have harnessed the latter 
application in greater details in the next chapter. 
 
4.7 Conclusions 
 In conclusion, we have studied both analytically and by numerical 
micromagnetics, two sources of anisotropy in a linear array of square elements. These are 
respectively the shape anisotropy due to the geometry of individual elements, and chain 
anisotropy arising from magnetostatic coupling between elements along the long axis of 
the array. We found that an analytical model proposed for the chain anisotropy for small 
element separation agrees well with the simulated value obtained using the OOMMF 
software. The switching field Hsw for coherent reversal mode is also derived and agrees 
closely with the numerical OOMMF result for separations s larger than 80 nm. For 
smaller separations, inter-element coupling makes it more favorable for sequential 
reversal mode to occur, resulting in a divergence between analytical and numerical Hsw 
values. For sequential reversal, it was found that the field required to initiate a reversal at 
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 In this chapter, a micromagnetic simulation was performed of a device consisting 
of arrays of square magnetic nanostructures, based on the work done in chapter 4 which 
suggests the direct application of a linear array of nanomagnets with inter-element 
separations smaller than a critical value in logic devices. The model proposed is capable 
not only of basic logic operations but also controlled information transfer in linear, fan-
out and cross-over manner by means of magnetic “solitons”.  
 The square elements exhibit shape anisotropy, with easy axes along the diagonals. 
This enables the solitons to propagate around a bend in an array, or to fan-out into two 
distinct directions in Y-shaped arrays, in the presence of particular external field 
sequence and direction. Finally, independent soliton cross-over at the intersection of two 




There is a relentless trend in current technology towards logic devices with higher 
speed and packing density, lower power consumption and exhibiting non-volatility.  
Presently, logic devices are dominated by silicon-based CMOS chip, in which the number 
of transistors per chip has steadily doubled every 18 months, with a commensurate 
growth in information-processing capability [1]. However, in the near future, CMOS 
devices may be replaced by new types of devices based on the emerging “spintronics” 
technology [2, 3], which utilize both the electron spin and charge. These devices use 
magnetic moment to represent information and offer advantages such as low power 
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dissipation, non-volatility, radiation hardness, and high integration densities compared to 
conventional devices. Experimental demonstrations of injection of spin-polarized current 
into metals and semiconductors [4], and the ability to control the amount of local 
magnetization by optical [5] and electrical [6] means, suggest a wide versatility of 
spintronics devices in terms of potential applications.  
 
5.2 Theory on Basic Logic Device 
In this chapter, we focus on a spintronics logic device, proposed by Cowburn and 
Welland [7] which is capable of simple logic operation and binary information transfer, 
by means of a magnetic “soliton”. This device consists of a linear chain of magnetic 
elements. A soliton (high-energy region) [Fig. 5.1] forms when two neighboring elements 
have antiparallel magnetization, and may be readily displaced along the chain through 




Figure 5.1: A schematic of the vector magnetization (arrows) in a number of dots. A 
soliton (high-energy region) is formed between circular elements P and Q due to 
arrangement of antiparallel magnetization.  
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The soliton’s motion can be controlled by element geometry and applied magnetic 
field, which maintains its coherence over a linear displacement of about 70 elements. For 
a practical logic device, however, the information transfer mechanism has to exhibit 
several other characteristics. These are the ability to  
i) propagate across an angle (bend) from the linear direction,  
ii) to fan-out in several directions and drive multiple inputs further down the 
line, and  
iii) to cross-over at the intersection of two data lines.  
We will demonstrate here that by using square nanomagnets, all these characteristics can 
be achieved, thus bringing the soliton-based magnetic logic closer to practical realization. 
 
5.2.1 Cowburn’s Model  
 Cowburn et al. [7] demonstrated a logic device in which information is 
transmitted and processed by means of magnetic field. The logic device consists of a 
linear chain of magnetic nanodots of  radius ~ 100 nm [Fig. 5.2]. Nanodots  were made of 
 
 
Figure 5.2: The initial part of a linear chain of magnetic nanodots. 
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Supermalloy, which have the special property of almost zero shape and 
magnetocrystalline anisotropies. The Boolean state was chosen as shown in Fig.  5.3. 




Figure 5.3: Magnetization along –x axis represents binary state “1” and magnetization 
along +x axis represents binary state “0” for the logic device. 
 
remaining anisotropy “easy” axis - along the linear direction of the chain. The origin of 
this axis is the dipolar coupling between neighboring elements, which causes the 
magnetization to preferentially lie along the chain, since it results in the formation of 
opposite poles on adjacent surfaces of neighboring elements. It is also the dipolar 
interactions which cause a magnetic soliton to be so energetically unfavorable that it can 
be easily displaced along the chain. An oscillating magnetic field is applied as an input, 
which is slightly biased in the -x direction [Fig. 5.4]. 
 
 
Figure 5.4: The applied oscillating biased field. 
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When the input dot is in “0” state, the oscillation of the applied field between “0” 
and “1” states does not affects the nanodots. When the input dot is in “1” state, the 
nanodots switches in tandem with the oscillation of the applied field between the “0” and 
“1” states. The truth table for this logic device thus formed is shown in Fig. 5.6. 
 
 
Figure 5.5: The magneto-optical response of the logic device for the case of the input dots 
set to 0 and for the input dots set to 1 respectively, calibrated in number of dots switching 
within one device. 
 
 
Figure 5.6: The Truth table of Cowburn’s logic device. 
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As seen above that Cowburn’s model is well defined for simple logic operations. 
However, if the soliton (the mechanism of logic operation in this case) were to negotiate 
a bend, or to fan out in several directions, we require additional easy axes to drive the 
soliton along these new directions, which can not be achieved from the above model. 
However, a simple way to achieve this was to utilize the shape anisotropy of the chain 
elements, which we have done in this part of our thesis. Thus, we investigated the 
behaviour of the soliton motion in a chain of square Permalloy (Py) elements, which 
possess an easy-axis along their 45° diagonals. The details of the model are given in 
subsequent sections. 
  
5.3 Analysis of the Logic Device 
5.3.1 Information Diversion  
 
 We defined four identical square elements of dimensions 60×60×10 nm, with 
inter-element separation of 5 nm, arranged in a line and terminated with a rectangular 
input element of dimensions 90×60×10 nm at one end (Fig. 5.7).  
 
Figure 5.7. A rectangular input element of dimension 90×60×10 nm followed by four 
square elements, each of dimension 60×60×10 nm with inter-element separation of 5 nm 
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This configuration is analogous with the device of Cowburn [7] et al. in which the input 
element is of elliptical shape.  The element dimensions were chosen such that they are 
well within the single-domain range [8].  We assign Boolean state “1” when the 
magnetization direction is in the +x direction along the chain and state “0” when it is 
directed in the –x direction. We then investigated by micromagnetic simulation using the 
OOMMF package [9], the behavior of the soliton in the presence of an applied field at an 
angle of 30° to the chain axis. The chosen field direction of 30° will be explained later in 
section 5.3.2. The magnetization of the input element was initially set antiparallel (+x) to 
the magnetization of the square element (–x). The system was relaxed to equilibrium state 
in the absence of any field, which was then used as the initial state for the switching 
process. Since a soliton already exists (between the input and the first chain elements), a 
relatively small external field (Hext) of 6 mT at 30° to x-axis is sufficient to propagate the 
soliton towards the other (“free”) end of the chain, and cause sequential magnetization 
switching of all elements to the +x direction. Next, the field direction was reversed, and 
as expected a negative field of a larger magnitude (i.e. 39 mT at 30°) was required to 
nucleate a soliton at the free end, and subsequently switch the magnetization of the 
elements to –x direction. 
 
5.3.2 Direction of Applied Field 
 
 Next we demonstrate why the field direction of 30° to the horizontal chain axis is 
chosen for our purpose. The proposed logic device consists of horizontal chains along the 
x-axis, as well as chains along the 45° direction, where neighboring elements are 
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arranged along their diagonals.  The optimal field angle θ  (w.r.t. x-axis) should not be 
too large, otherwise the transverse field component may disrupt the chain anisotropy in 
the horizontal sections. θ  should not be too small either in order to exploit the shape 
anisotropy of square nanomagnets in the 45° chains. We first analyzed a horizontal chain 
of elements subject to a field orientation of θ  = 20°  to 45° at 100 mT which is higher 
than the maximum operating field of the logic device.  We found that the degree of 
magnetization alignment along x i.e. Mx/Ms drops from 97.8% at θ  = 20° to 95.4% and 
90% at θ  = 30° and 45°, respectively. (These quantitative values are determined 
micromagnetically). Thus, there is little misalignment up to θ  = 30°, but at θ  = 45°, the 
misalignment becomes visually apparent from the micromagnetic output. Next, we 
analyzed the quantity ( )[ ]α −= 1.5 2x yM M  as a function of θ  in a 45° chain. At θ  = 45°, 
we have the ideal value of α  = 1, but this sharply decreases to 0.77 and 0.515 at θ  = 30° 
and 20°. These relatively large divergences suggest that the combined shape and chain 
anisotropies are significantly weaker in the 45° chains. Thus, the optimal direction was 
chosen to be 30°, which is closer to 45° than the x-direction.  
 
5.3.3 Controlling data flow 
 
 We then investigated the soliton motion across an array of elements with a 45° 
bend from the x-axis, as shown in Fig. 5.8. The four squares aligned at 45° have the same 
dimensions as the other elements in the main chain along the x-axis, and the separation 
distance between their vertices is 5 nm along both x and y directions.  
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                                                      (c) and (d) 
Figure 5.8. Micromagnetic diagram showing soliton propagation along a bent array of 
square nanomagnets, with a branch at +45° to x-direction. The terminal element of the 
branch is labeled “A”. The applied field Ha is directed at +30° to the x-axis. 
 
Initially, the magnetization of the input element was set antiparallel (+x)
 
to the 
magnetization of all the square elements [Fig. 5.8(a)]. A field Ha was then applied at 30° 
to the x-axis. It was found that a field aH + =13.5 mT causes magnetization switching of all 
the nanomagnets up to the last 45° element [labeled “A” in Figs. 5.8(b) to (d)]. This 
clearly demonstrates that the main chain soliton could be diverted along a diagonal 
direction, by utilizing the shape anisotropy of the square elements. Likewise, the reverse 
soliton motion from element “A” to the input element was initiated by an applied field of 
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aH −  = 29.5 mT at an angle of 30° to the x-direction. As before the reverse field was found 
larger in magnitutde as it involved an initial nucleation of soliton between element “A” 
and its neighbor. The asymmetry in the switching field from Logic “0” to Logic “1” and 
vice versa is crucial in the logic operation.  By setting the input dot in the +x direction 
and applying a field bH H H± = ± ∆  at 30°, where the bias and signal field strengths are 
given by  
 ( )b a aH H H+ −= + ,  (5.1)  
 ( ) ( )0.5 aa a aH H H H H++ − −− < +∆ < − ,  (5.2) 
we can control the direction of the soliton across the bent chain depending on the sign of 
H∆ . 
  
5.4 The Advanced Logic functionalities 
5.4.1 Binary Decision Diagram (BDD) 
 
 Next, we investigated the soliton propagation at a Y-shaped fork (Fig. 5.9) formed 
by the addition of a second branch at 45° to the y direction. As before the input element 
was initially set antiparallel to all the square elements [Fig. 5.9(a)]. When a field Ha of 9 
mT was applied along 30°, soliton propagation proceeded first to the end of the linear 
section [Fig. 5.9(b)] before continuing along the upper (+45°) branch [Figs. 5.9(c) and 
(d)],  just  as  in  the  bent chain above. Significantly,  the  shape  anisotropy  field  of  the  
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                              (c) and (d) 
Figure 5.9. Magnetic soliton propagation (solid arrows) in a Y-shaped array, showing 
information transfer along the chosen direction i.e. branch 1, while magnetization of 
elements in branch 2 is unaffected. Applied field Ha is directed at +30° to the x-axis 
(dotted arrow). 
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elements causes the magnetization of elements in the bottom (45°) branch to be largely 
unaffected during the process. Similarly, when Ha of the same magnitude was applied but 
at a direction rotated by 60° so that it points along the 30° direction w.r.t. x-axis, soliton 
propagation occurred along the second branch, while the magnetization of elements in the 
first branch remain largely unaltered.  Thus, we have effectively achieved a basic Binary 
Decision Diagram [10] (BDD) logic element in which the ±30° direction of the external 
field Ha acts as the binary input to the BDD branch-point to control the soliton path 
taken. An example of a standard BDD is given below. 
 Binary Decision Diagram is one of methods for representing logical structures, 
just like truth table and logical expression [11]. A standard BDD is shown in Fig. 5.10. In 
the figure, rectangular and circular vertexes are terminal and non-terminal vertexes, 
respectively. A non-terminal vertex v has an argument index, index (v) {1,..., }n∈ , and two 
children, low(v) and high(v), which are illustrated as left and right children in figures. A 
terminal vertex v has a value (v) {0,1}∈ . A vector of arguments 1( ,..., )nx x  generates a 
path in the graph, when it is applied to BDD. The path starts from a root vertex, and, 
when some non-terminal vertexes along the path have index (v) = i, it continues to low(v) 
if xi = 0, and high(v) if xi = 1. The value of the function for the vector equals the value of 
the terminal vertex at the end of the path. This illustrates a standard BDD. 
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Apart from the BDD logic function, we can also achieve an almost simultaneous 
fan-out (bifurcation) of information along both branches 1 and 2, by applying Ha along 
+30° followed by Ha along –30° or vice versa as shown in Fig. 5.11.  The first signal is 
applied for a short time interval to ensure that the soliton has reached the terminal end of 
branch 1 [Fig. 5.11(b) and (c)], before the second signal is switched on [Fig. 5.11(d)].  
The crucial point is that the shape anisotropy of the elements is strong enough to ensure 
that the (switched) elements of branch 1 is unaffected by the second signal. It was found 
that the strength of Ha required to drive the soliton along the second branch (15 mT) is 
greater than that required for soliton propagation in the first branch (9 mT). This 
asymmetry is due to the slight change in the magnetization of the first element of branch 
2 due to the first signal. This tends to reduce the degree of magnetization anti-alignment 
and hence the soliton strength at the start of branch 2.  
 
 

















(c) and (d) 
 
Figure 5.11: Magnetic soliton propagation (solid arrows) in a Y-shaped array, showing 
simultaneous fan-out (bifurcation) of information along both branches 1 and 2 by 











Finally, we performed micromagnetic simulation to demonstrate the cross-over 
property, crucial in a practical logic device with intersecting data lines as depicted in Fig. 
5.12. We considered two Y-shaped arrays having separate input elements, and with the 
45° branch of one array intersecting with a 45° branch of the other. A field of 15 mT at –
30° direction w.r.t. the x-axis causes a soliton to be transmitted down the 45° branch 
without being affected by the intersection of the branches [Fig. 5.12(a) to (e)]. A 
subsequent field of 16 mT at +30° direction w.r.t. x-axis then causes a second soliton to 
be transmitted up the 45° branch of the second array, without affecting the magnetization 
alignment along the intersecting 45° branch [Fig. 5.12(f) to (h)]. Thus, independent 




















































(g) and (h) 
 
Figure 5.12: Magnetic soliton propagation (solid arrows) in two intersecting Y-shaped 
arrays, showing the crucial cross-over property. Independent information transfer can 
occur via Array 1 and Array 2 by applying Ha along –30° followed by Ha along +30° to 
the x-axis (dotted arrow). 
 






In summary, we have performed a micromagnetic study of soliton propagation in 
an array of square magnetic elements. By utilizing the shape anisotropy of the square 
elements with an easy direction at 45°, and applying an external field tilted at an 
intermediate direction of 30°, regular soliton motion was achieved in both the horizontal 
and bent (at 45°) sections of the array.  When the soliton encounters a forked branch at 
±45° directions, the path it takes can be effectively controlled by the direction of the 
applied field. Furthermore, by applying sequential field signals in the ±30° directions, the 
soliton was made to fan-out in both directions. This allows the logic device to drive more 
than one subsequent inputs, thus meeting one of the principal requirements of a practical 
logic device. The device is also capable of the cross-over property, which allows 
independent information transfer without data loss or distortion in two intersecting data 
lines. Simple logic operations shown previously, coupled with the cross-over and fan-out 
functions, demonstrate the potential of using an array of magnetic elements as a fully 
functional logic device. The use of Py elements and coherent magnetic reversal also 
makes the device less susceptible to undesired memory effects from repeated operations 
[12]. A crucial role was played by the shape anisotropy of the square elements in 
bringing soliton-based magnetic logic closer to practical realization.  
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 In Chapter 2, the four energy terms used in micromagnetic calculations were 
introduced and discussed. In this chapter, numerical micromagnetic techniques are 
applied to model and develop a three-dimensional dynamic micromagnetic model, which 
also includes current-induced effects such as eddy currents, oersted field and spin torque. 
 
6.1 Introduction 
 The inclusion of eddy currents into micromagnetic programs is important for the 
proper analysis of dynamic effects in conducting magnetic media. This subject has 
received little attention in the past although it can cause significant errors in device 
calculations. In this research project, we have attempted to introduce a computational 
model for eddy current calculations due to the effect of spin torque and oersted field and 
discuss some interesting cases in a simplified geometry. 
 The effect of eddy currents in micromagnetics standard calculations is not usually 
taken into account. The underlying assumptions on this fact are either quasi-static 
approximation, small material coercivity, or that the net contribution of eddy currents is 
already included in the value of the damping parameter in the Landau-Lifschitz-Gilbert 
(LLG) equation. 
 The increasing demand for ultrafast switching in magnetic nanostructures for the 
MRAM industry is the main motivation to develop a model including eddy currents. 
Pulses with rise times in the order of 0.1 ns are required by technology and some of the 
materials utilized, as Permalloy, present appreciable conductivity so that the assumptions 
mentioned above are not fulfilled. 
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 An approach to the solution of micromagnetic problems with eddy currents has 
been proposed [1] and implemented [2]. This approach requires the simultaneous solution 
of the coupled equation for eddy currents and for magnetization evolution. 
 The problem with introducing eddy currents into a micromagnetic calculation is 
that the changing magnetization induces an electric field in the material which produces 
the eddy currents. Since the eddy currents are bound by the shape of the material, the 
induced electric field has to be tangential to the boundary at all points on the boundary. 
This requires surface charges to be induced to steer the currents within the material. 
 
 However, some attempts have been made in the past to present two-dimensional 
quasi-static models [1] or one-dimensional (1-D) dynamic computations [3]. In this thesis 
we present a three-dimensional (3-D) dynamic micromagnetic model which includes the 
effect of eddy currents, spin torque and oersted field generated and its application to 
magnetization reversal processes in cobalt nanostructures. 
 
6.2 Numerical Micromagnetics 
 The first attempt at numerical micromagnetics was by LaBonte in 1969. Because 
of its relative simplicity, one can see how the different parts of a complete micromagnetic 
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6.2.1 LaBonte Model 
 
 The LaBonte Model is a discretized micromagnetic model, in which the sample 
under consideration is divided into unit cells. The model was developed to study the 
Bloch wall configuration in finite samples. It is a 2-dimensional model, i.e. sample is 
assumed to be infinite in one dimension (z dimension in figure below). The unit cells are 
rectangular prisms, of infinite length in z direction, and with equal lengths in the x and y 
directions. Each cell is associated with a constant magnetization m ( = M/MS ). 
 Model aims to find equilibrium configuration of spin m at each cell, with the 
minimum total energy. If there are N cells, there are 3N variables (m has 3 variables). 
Thus, it can be regarded as a minimization problem in 3N dimensions. 
 
6.2.2 Extention to 3-Dimension 
 
 The generalization of the LaBonte method to three dimensions is performed by 
replacing the infinite prism cells by cubic/rectangular ones. The magnetostatic energy is 
represented by the dipole-dipole interactions, where each unit cell has been approximated 
as a dipole at the centre. The exchange energy for three-dimension is calculated using the 
eight-neighbour dot product method. The method of calculating anisotropy and zeeman 
energy is a natural extension of Labonte’s to three-dimension. 
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6.3 Field Terms 
6.3.1 Exchange Field 
 
In the continuum representation, the exchange energy density, Eex, is given by: 
2 2 2( ) ( ) ( ) ,ex x y zVE A m m m dV= ∇ + ∇ + ∇       (6.1) 
Where, mx, my, and mz are the Cartesian components of m = M/|M|. For the discrete 
magnetization Mi, defined at the grid points i, there are a number of choices for the 
representation of Eq. (6.1) that , in at least some cases, correspond to a particular choice 
of interpolation of the magnetization between grid points. The effective field acting on 
moment Mi is given by  
0 , .ex i ex idE dµ = −H M         (6.2) 
We use the Eight-neighbor dot product [4] method to evaluate the exchange energy. In 
this scheme, the magnetization between the discretized grid points is interpolated from 
the moments at the four nearest grid points, see Fig. 6.1. Inside a cell with moments Mi,j, 
Mi+1,j, Mi,j+1 and Mi+1,j+1 at the four corners, the magnetization M(x,y) is given by: 
, 1, 1 , 1 1,( , ) (1 )(1 ) (1 ) (1 ),i j i j i j i jx y x y xy x y x y+ + + += − − + + − + −M M M M M   (6.3) 
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Figure 6.1: 8-neighbor dot product method. 
 
where, x and y are in units of the grid spacing. This interpolation allows the magnitude of 
m to derive from a value of 1 within a cell, but it does make the magnetization 
continuous everywhere.  
 Using this interpolation, the gradients appearing in Eq. (6.2) are found from 





3ex i nnni nnn
AE m m
=
= − ⋅         (6.4) 
1 2
1 2{ } { }
8{ ( . ) ( . )}
3ex ijk n ijk nijk n n
E A m m m m= − −         (6.5) 
Where {n1} is a set of 2nd-nearest neighbors and {n2} is a set of 3rd-nearest neighbors  
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         (6.6) 
 
6.3.2 Anisotropy Field 
 
 The material under consideration is assumed to have uniaxial anisotropy which is 
quite straightforward and in Cartesian co-ordinates is represented by: 
2(1 ).anis u zE K m= −          (6.7) 
Summing the contribution of all cells, the anisotropy energy is given by: 
2(1 ( ) )anis u ijk z
ijk
E K m= −         (6.8) 
The field is thus expressed as: 
0





∴ =  
 
         (6.9) 
 
6.3.3 Zeeman Field 
 
 On application of an external field, another energy which plays a role is the 
Zeeman energy and is represented by: 
( )Zeeman s ijk z external
ijk
E M m H= − ⋅        (6.10) 
0Zeeman extH H µ=          (6.11)  
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6.3.4 Dipole-Dipole Interaction / Magnetostatic Field 
 
 The classical magnetostatic or dipolar interaction is related to the Zeeman energy. 
It is the direct effect of the field created by one (or more) dipole(s) on another dipole. In 
general, the effect of this interaction on an array of magnetic moments is to reduce the 
number of uncompensated poles (when a pole of one type is not cancelled out by its 
counter part). It is a long range interaction and can be described by: 
3 5
1, 1
( ) ( )( )1 3
2 | | | |
N
i j i ij j ij
magnetostatic
i j ij ij




 ⋅ ⋅ ⋅
= − 
  
        (6.12) 
3 5
1, 10
( ) ( )( )1 3
2 | | | |
N
i j i ij j ij
mag
i js ij ij




 ⋅ ⋅ ⋅
= − − 
  
        (6.13) 
where rij is the distance between the moments mi and mj. Each step of the summation 
calculates the energy of one moment in the magnetic field produced by the ensemble of 
other moments. Because
, ,i j j iE E≡  and only one of these two permutations needs to be 
considered, the factor of a 1/2 is included to ensure that one does not double count the 
interactions. We have restricted ourselves to two-dimensional calculations for 
magnetostatic energy as it takes up most of the computation time and also because our 
eddy current calculations are limited to two-dimension. 
 
6.3.5 Oersted Field 
 The classical oersted field (Hoersted) is induced by the current itself and is 
transverse to the current flow direction. Hoersted generated by the current itself has the 
following expressions: 
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2








       (6.14) 
where in outR R R< <  and R is the distance to the center of the sample. The electron 
current I is assumed to be distributed uniformly over the surface of the sample. 
 
6.3.6 Field due to Eddy Current 
 
 In the three-dimensional micromagnetic model with all the field terms, we 
consider the eddy currents in two-dimensions only due to the complexity of the problem 
and also because eddy currents are circular in nature. The procedure used to calculate the 
field due to eddy current [2] Heddy is as follows: 
 
6.3.6.1 Calculation of Induced Electric Field 
 The total electric field Ei induced in each computational cell (i) due to the value 
of ( )tδ δ− B  in all cells (j : 1…N) can be written as the sum of two terms 
Ei=Esol,i+Eirrot,i. These solenoidal (Esol,i) and irrotational (Eirrot,i) contributions are 
calculated separately. 
1) Solenoidal Component: This component of the field corresponds to the solution of 
Faraday’s law without boundary conditions. Assuming constant M and Happlied in each 

















B RE         (6.15) 
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where R = ri - rj, with ri and rj  being the positions of the (i) and (j) cells. The geometric 
















E N        (6.16) 
Nij is an antisymmetrical tensor calculated computing numerically the integral over the 
cell at the center of cell.  
2) Irrotational Component: The total induced electric current, calculated using Ohm’s 
law i iσ=J E , must be tangential to the surface of the nanostructure to the surface of the 
nanostructure. In order to verify this boundary condition and Faraday’s law 
simultaneously, the irrotational component of the field Eirrot,i  is evaluated solving the 
Poisson equation for the electrostatic potential with Neumann boundary conditions. A 
standard 2-D Poisson solver was used and the total induced electric field for each cell is 
obtained: 
Ei = Esol,i+Eirrot,i where i iσ=J E  is now tangential to the surface in the cells of the 
boundary.  
 
 We now present the method used to solve Poisson’s Equation while incorporating 
the boundary conditions. The Poisson’s equation is given by: 
2 2






         (6.17) 
where, u is the electric potential and ρ  is the source term. This equation was solved by 
finite-difference method in the standard 2-D solver. We thus represent the function u(x,y) 
by its values at the discrete set of points 
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0jx x j= + ∆ ,  0,1,...,j J=   
0ly y l= + ∆ ,  0,1,...,l L=        (6.18) 
where ∆  is the grid spacing. We will henceforth write 
,j lu  for ( , )j lu x y  and ,j lρ  for 
( , )j lx yρ . For Eq. (6.17), we substituted a finite-difference representation, 
1, , 1, , 1 , , 1
,2 2
2 2j l j l j l j l j l j l
j l
u u u u u u ρ+ − + −− + − ++ =
∆ ∆
     (6.19) 
or equivalently, 
2
1, 1, , 1 , 1 , ,4j l j l j l j l j l j lu u u u u ρ+ − + −+ + + − = ∆       (6.20) 
To write this system of linear equations in matrix form a vector out of u needs to be 
made. The two dimensions of grid points in a single one-dimensional sequence can be 
written as 
( 1)i j L l≡ + +   for 0,1,...,j J= ,  0,1,...,l L=    (6.21) 
In other words, i increases most rapidly along the columns representing y values. Eq. 
(6.20) now becomes 
2
1 ( 1) 1 1 4i L i L i i i iu u u u u ρ+ + − + + −+ + + − = ∆       (6.22) 
This equation holds only at the interior points j = 1, 2,…, J – 1; l = 1, 2,…, L – 1. 
Whereas, the points where 
 j = 0  [i.e., i = 0, ..., L] 
 j = J  [i.e., i = J(L+1), …, J(L+1)+L] 
 l = 0  [i.e., i = 0, L+1, …,J(L+1)] 
 l = L  [i.e., i = L, L+1+L, ..., J(L+1)+L]    (6.23) 
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are boundary points where u or its derivatives have been specified. If we pull all this 
“known” information over to the right-hand side of Eq. (6.22), then the equation takes the 
form 
A ⋅  u = b          (6.24) 
where A is a matrix. 
The 2-D solver attempts to solve this equation where the boundary conditions can be 
simply taken on the right-hand side. Whenever boundary terms appear on the left-hand 
side of Eq. (6.20), they can be taken over to the right-hand side since they are known. 
The effective source term is therefore jlρ  plus a contribution from the boundary terms. 
To implement this idea formally, the solution can be written as 
Bu u u′= +           (6.25) 
where u′  = 0 on the boundary, while Bu  vanishes everywhere except on the boundary. 
There is takes on the given boundary value. Thus the Poisson’s Eq. (6.17) becomes 
2 2 Bu u ρ′∇ = −∇ +          (6.26) 
or in finite difference form, 
1, , 1 , 1 ,
2
1, 1, , 1 , 1 , 1, ,4 ( 4 )j l j l j l j lB B B B Bj l j l j l j l j l j l j lu u u u u u u u u u ρ+ + −+ − + − −′ ′ ′ ′ ′+ + + − = − + + + − + ∆  (6.27) 
In case of Neumann boundary condition, 0u∇ =  is handled in the following manner: 
Say, 
















          (6.29) 
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where ( )lg g y l≡ = ∆ . Once again we write the solution in the form of Eq. (6.25) where 
now 0u′∇ =  on the boundary. This time Bu∇  takes on the prescribed value on the 




l lu g− = − ∆           (6.30) 
All the terms in Eq. (6.27) vanish except when j = 0: 
2
1, 1, 0, 1 0, 1 0, 0,4 2l l l l l l lu u u u u g ρ− + −′ ′ ′ ′ ′+ + + − = ∆ + ∆      (6.31) 
Thus u′  is the solution of the zero-gradient problem, with the source term modified by 
the replacement 
2 2
0, 0, 2l l lgρ ρ∆ → ∆ + ∆         (6.32) 
Since, in our case, specific to our problem, the source term ρ  = 0, thus the right-hand 
side consists purely of the boundary condition terms which becomes the input to the 
Poisson’s equation solver. 
 
6.3.6.2 Eddy Current Contribution to the Effective Field  
 






∂ ∂∇× = − = − + ∂ ∂ ∂ 
HB ME       (6.33) 
eddy t t
σ ε σ
∂ ∂∇× = + = ≅
∂ ∂
D EH J E + E       (6.34) 
Equation (6.33) is Faraday’s law, where the right side includes the effect of both fast 
variations in external field and in the magnetization. However, in our model, the external 
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field is kept constant with time and hence doesn’t change. On the other hand, in (6.34) 
(Ampere’s law), the displacement current can be neglected since in Cobalt 
12 7( 8.854 10 1.60256 10 )ωε σ ω − +  even for very high frequencies [5]. Thus equation 
(6.34) has to be solved to find the eddy current contribution 
,eddy iH  to the effective field 
,eff iH  on each cell (i) due to the induced current jJ  on every cell (j : 1…N) . Both 






eddy i ij i j j




= × = − 
J RH N J       (6.35) 
where Nij is the same tensor as in equation (6.15).  
 
6.4 Model with spin torque 
 





αγγ ′′= − × − × ×M M H M M H       (6.36) 
where Heff is the effective field, 2(1 )γ γ α′ = + , γ  is the electron gyromagnetic ratio, and 
is the dimensionless damping parameter. We also incorporate the expression of spin 
torque into the LLG equation, which can be adapted from Ref. [6], thus modifying the 
LLG equation to give: 
( ) ( )| |eff eff effs eff
d Ig
dt M eS
αγγ ′′= − × − × × − ×M M H M M H M H
H
   (6.37) 
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where, the last term on the right hand side represent the spin torque. For a single domain 
particle of volume V, the magnitude of total spin S

 is given by | | sS S M V γ≡ =

 , 2pi is 
the Planck’s constant and the scalar function g(>0) is given by the formula 
13 3/ 24 (1 ) (3 / 4 )g P P − = − + +         (6.38) 
where, P is the polarization coefficient (chosen to be 0.35) of cobalt, which is the 
material under consideration. Thus the Heff is the summation of the standard exchange, 
anisotropy, demagnetization and external field contributions, plus two new contributions 
from Hoesterd and eddyH , which are also considered in the effective field to take into 
account the field produced due to applied current and due to the effect of eddy currents 
respectively. 
eff exch anis zeem mag oersted eddyH H H H H H H= + + + + + .     (6.39) 
where symbols have there usual meanings.  















Figure 6.2: Flow-chart depicting the 3-D micromagnetic program with eddy current, 
oersted field and spin torque. 
 
 
6.5 Results and Discussion 
 We considered a cube of Cobalt of 50 nm side, which was discritized in cubic 
cells of 10×10×10 nm3. The LLG equation is solved by the first-order Adam’s method 
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 An external field was applied and the hysteresis loop was plotted. Fig. 6.3 shows 
the M-H curve with and without eddy current with a damping coefficient of α  = 0.5 and 
a current density of 2.3×108 A/cm2. The inclusion of eddy current to the conventional 
micromagnetic code is the main objective of this code. Some simulation results are 
illustrated in Fig. 6.3.  It can be clearly shown that there is a drop in the remanence value 
due to the eddy currents. This is due to the fact that eddy currents oppose the change in 
magnetization during switching process and thus during reversal, the remanence 
magnetization of the sample falls down whereas the coercivity remains unaltered. 
 




















) No Eddy Current
With Eddy Current
 
Figure 6.3: Hysteresis curves of Cobalt with and without eddy currents. 
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 We also compared the hysteresis loops of Co at two different damping 
coefficients in Fig. 6.4 and observed that the coercivity and remanence both were higher 
for α  = 0.5 as compared to those for α  = 0.005. This can be well explained using the 
fact that a smaller value of damping coefficient leads to a higher precessional term in the 
LLG equation and also, the increase in precessional term is more pronounced than the 
reduction of the damping term of LLG equation for that damping coefficient. Hence the 
change in damping coefficient causes a change in eddy current which then affects the 
coercivity and remanence of the material. 
 























Fig. 6.4: Hysteresis curves for Cobalt at two different damping coefficients with eddy 
currents. It shows a sharp decrease in the coercivity and remanence values for α  = 0.005 
as compared to those of α  = 0.5 
 




 We simulated a micromagnetic eddy current model of a cube of Cobalt and 
compared the hysteresis loop with and without eddy currents. We also varied the 
damping coefficient and compared the two hysteresis curves obtained. It was found that 
eddy current play a major role in anticipating the switching process and has an important 
contribution along with spin torque and oersted field to the model of conventional 
micromagnetics.   
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 In this chapter we present the conclusions drawn from this research and suggest 
some topics for future investigation. 
 
7.1 Conclusions 
 This research is based on micromagnetic modeling of nanomagnets and their 
applications in applied device design. We have studied both analytically and by 
numerical micromagnetics, two sources of anisotropy in a linear array of square elements. 
These are respectively the shape anisotropy due to the geometry of individual elements, 
and the new term coined, “chain anisotropy” arising from magnetostatic coupling 
between elements along the long axis of the array. An analytical model for the chain 
anisotropy for small element separation was developed and was found in well agreement 
with the simulated value obtained using the OOMMF software. The switching field for 
coherent reversal mode was also derived and agreed closely with the numerical OOMMF 
result for separation larger than 80 nm. It was thus concluded that for a sequential 
reversal, the field required to initiate a reversal at one end of the array is considerably 
higher than that required to propagate it along the array. We thus proposed and 
investigated a new logic device based on sequential reversal for inter-element separation 
less than 80nm with the complete functionality of fan-out and cross-over modes.  
 
 Scaling has enabled CMOS to dominate computer technology over the last thirty 
years, but its evolution is likely to slow down in the future. As we have reviewed some of 
the alternatives to CMOS and picked out the spintronics device as an attractive paradigm.  
Presently, logic devices are dominated by silicon-based CMOS chip, in which the number 
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of transistors per chip has steadily doubled every 18 months, with a commensurate 
growth in information-processing capability. However, in the near future, CMOS devices 
may be replaced by new types of devices based on the emerging spintronics technology, 
which utilize both the electron spin and charge. These devices use magnetic moment to 
represent information and offer advantages such as low power dissipation, non-volatility, 
radiation hardness, and high integration densities compared to conventional devices. 
 
 We had performed a micromagnetic study of soliton propagation in an array of 
square magnetic elements. By utilizing the shape anisotropy of the square elements with 
an easy direction and applying an external field tilted at an intermediate direction 
determined, regular soliton motion was achieved in both the horizontal and bent (at 45°) 
sections of the array.  When the soliton motion was found to be easily controlled by the 
direction of applied field on encountering a forked branch, which has given the 
information transfer an ease and flexibility to be diverted and controlled. Furthermore, it 
was found that the soliton can be made to fan-out in two different directions by applying 
sequential field in those directions. This allows the logic device to drive more than one 
subsequent inputs, thus meeting one of the principal requirements of a practical logic 
device. The device is also found to be capable of the cross-over property, which allows 
independent information transfer without data loss or distortion in two intersecting data 
lines. Simple logic operations shown previously, coupled with the cross-over and fan-out 
functions, demonstrate the potential of using an array of magnetic elements as a fully 
functional logic device. A crucial role is played by the shape anisotropy of the square 
elements in bringing soliton-based magnetic logic closer to practical realization.  




 The increasing information density in magnetic recording, the miniaturization in 
magnetic sensor technology, the trend towards nanocystalline magnetic materials and the 
improved availability of large-scale computer power are the main reasons why 
micromagnetic modeling has been developing extremely rapidly. But the conventional 
micromagnetics is no longer sufficient to design all kinds of devices which may include 
current. Thus in this thesis we developed a three-dimensional micromagnetic code which 
incorporated the effects of eddy currents, spin torque and oersted field as an addition to 
the conventional micromagnetics code. The hysteresis loops of micromagnetic model 
with and without eddy currents were compared and their effect on the remanence and 
coercivity of the sample were observed. It was found that eddy currents play the major 
role in determining the time response of the system as well as magnetic properties such as 
coercivity and remanence. 
 
7.2 Future Research 
  
 There were many aspects of this work that could not be exhaustively investigated 
due to time constraints. Here we present a number of possible directions for future 
research.  
 Our work on the linear square array can be extended from one-dimension to two-
dimensional and three-dimensional array and further analysis can be conducted. Various 
shapes can be modeled in order to study the effectiveness and strength of shape 
anisotropy and how it can be harnessed to provide future magnetic devices.  
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 Based on our completely function logic device proposed in chapter 5, future work 
should be focused in the next stage of the logic design process, one might concentrate on 
simply increasing the operational frequency. However, it would be better to increase the 
speed of the device while simultaneously reducing the size of the elements. This would 
increase device density and reduce power consumption. Some of the points which are 
specific to the future work in the design and implementation of a practical soliton-based 
logic system are mentioned below: 
1. Alternative materials and parameters should be investigated.  
2. By optimizing both, device and system design, the speed of operation of the 
soliton-based logic device can be investigated. 
3. It will be useful to find out how the true dynamic evolution of the system affects 
the reliability and operational frequency. 
 Considering system requirements earlier in the design process, may increase the 
long term survival of a technology. Indeed, some of the success of CMOS over the last 
thirty years has been due to a combination of pure and applied physical research. 
  
 The micromagnetic model developed can be improvised for higher speed. The 
demagnetizing energy should be calculated via discrete convolution, which is more 
efficiently computed using the Fast Fourier Transform (FFT) methods. Future work can 
be based on different materials and in understanding the factors which have a higher 
impact amongst eddy currents, spin torque and oersted field. The work can be extended 
using multi-layer structures to understand the spin valve structures with the effect of eddy 
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currents and spin torque incorporated in it. Time-dependent switching studies can also be 
carried out in the presence of eddy currents. 
 
7.3 Final Comments 
 
 As seen in this research, simulated data often fail to match experimental results. 
One of the best ways to answer some of the questions posed above would be to carry out 
simulations and experiments in parallel. However, there is often a mismatch between the 
number of elements experimentally examined and the number simulated. Experimental 
arrays usually contain several tens or hundreds of elements and the behavior of the 
average element is measured. Conversely, usually only a single element is considered 
using simulation; ideally experimental work would do the same. This would allow the 
physical characteristics of a particular element, such as the granular structure and exact 
dimensions, to be measured and their effect on the magnetic behavior could then be 
examined. However, in our simulations of the logic device, similar work by experimental 
means on a simple logic device of circular discs has already been conducted and has 
proven their consistency and reliability. Thus, our simulated magnetic soliton-based logic 
device guarantees exact results in its experimental verification. 
 
 Magnetic data storage and GMR are two examples of commercial magnetic 
technologies and MRAM looks set to follow in their success. With the continued research 
and investment into spintronics and micromagnetics, the magnetic logic device is a 
natural progression. In the future magnetic logic will undoubtedly become available and 
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the current-induced effects will also become more critical. Hence, these effects will need 
to be appended to the conventional micromagnetics to model future generation spintronic 


























There are two basic points to keep in mind: 
a) For magnetism units the basic units are: 
cgs: centimetre, gram, second and abamp A (also known as biot Bi) = 10               
ampere. 
            SI: metre, kg, second and ampere. 
      b)  An additional factor  of (4pi )-1 is introduced when converting the field from a            
current distribution (H-field) from cgs to SI. 
 









µ  A cm2 = (10A)(10-2 m)2 
 




Current ×  Area/Vol) 
M emu cm-3 = A cm2 cm-3 
                = A cm-1 
                = (10A)(10-2m)-1 
 
103 A m-1 
 
Magnetic Field 
(same units as M, 
i.e. 
Current × Area/Vol) 
 
H Oe (oersted) = A cm-1 
                     = 103 A m-1×1/4pi  
(note additional multiplicative 
factor) 
1000 / 4pi = 79.6 
Am-1 
 
Energy (Work) – 
not a purely magnetic 
quantity but required 
for later quantities. 
[Force × Length = 
(Mass × Length × 
Time-2) × Length] 
W erg = g cm2 s-2 
      = (10-3 kg)(10-2 m)2s-2 
 
10-7 kg m2 s-2 






(note: M.B has units 
of J m-3  B has 
units of Work/ 
Current/ Length2) 
 
B gauss = erg A-1 cm-2 
          = (10-7 J)(10 A)-1(10-2 m)-2 
Note: 1 gauss ≡ 1 Oe in cgs 
 
10-4 J A-1 m-2 





0µ  defined as 1 (dimensionless) 
 
4pi  × 10-7 H m-1  
Vector potential 
(Since ∇× A = Β, A 
has units of B×Length 
=Work/Current/Length 
 
A Oe cm = erg A-1 cm-1 
           =(10-7 J)(10 A)-1(10-2 m)-1 
 
10-6 J A-1 m-1 
= 10-6 T m 
 
Anisotropy constant 





K erg cm-3 = (10-7 J)(10-2m)-3 
 
10-1 J m-3 
 
Exchange constant 





A erg cm-1 = (10-7 J)(10-2 m)-1 
 
10-5 J m-1 
 
 
 
 
