Abstract. We prove Sobolev-type and Morrey-type inequalities for Sobolev spaces related to a family of non-smooth vector fields which formally satisfy the Hörmander condition of step 2. The coefficients of the vector fields are not regular enough to define the Carnot-Carathéodory distance. Thus the result is proved by developing a real analysis technique which is based on an approximation procedure of Lipschitz continuous vector fields with a family of left-invariant first order operators on a nilpotent Lie group.
Introduction
In this paper we are concerned with the Sobolev-and Morrey-type inequalities Here Ω ⊂ R n is a bounded set, f ∈ C 1 0 (Ω) and Xf = (X 1 f, . . . , X m f ) is the degenerate gradient associated with a family of vector fields of the form
∂ ∂x k (j = 1, . . . , m; m ≤ n), Q = m + 2(n − m) denotes the "homogeneous dimension" associated with the X j , α < 1 is a suitable positive number and ρ is a quasi-distance naturally associated with the vector fields.
Historically, the first embedding properties for degenerate Sobolev spaces are essentially contained in the papers [6, 7, 10, 18] where the "subelliptic estimate"
is proved. Here H ε denotes the classical fractional Sobolev space of a suitable order ε ∈ (0, 1]. Obviously, the classical embedding H ε ⊂ L 2n n−2ε furnishes the estimate f
A different class of significant integral inequalities involving vector fields (see, for example, [10, 19] ) are the Poincaré-type inequalities
where B is a ball of radius r with respect to the Carnot-Carathéodory distance (see [6] for the definition), c 2 B is the ball with same center of B and radius c 2 r and f B = |B|
f denotes the average of f on the ball. In recent years, many papers have been devoted to the study of the so-called self-improving properties of Poincaré inequalities (see, e.g., [1, 11, 13, 17, 22] ). In these papers it is proved that the Poincaré inequality, together with the doubling property of the Lebesgue measure of the Carnot-Carathéodory balls, are sufficient to construct a satisfactory theory of first order Sobolev spaces.
While this last "axiomatic" aspect of the theory has been developed in great generality, it seems that the direct proof of inequalities (1) -(3) or (5) in concrete situations is a very complicate matter. There are essentially two classes of examples of vector fields in R n for which the proof of the mentioned inequalities is available: the vector fields satisfying Hörmander condition (see [18, 19] ) and those of Grushin-Franchi-Lanconelli type (see [8, 10] ). In the first case smooth regularity is required, while in the latter the vector fields have to be of "diagonal form".
In the present paper we study embedding properties for Sobolev paces associated with families of step two which are in general non-smooth and non-diagonal. Before stating our results we briefly quote some recent papers in which this problem is addressed.
A first embedding result for non-smooth and non-diagonal vector fields of step two is contained in [20] , where (3) is proved with ε = 1 2 by means of a Fourier analysis method. This procedure only requires that the coefficients of the vector fields have second derivatives in a suitable L p -space. However, since the Sobolev-type inequality is obtained through (4) , the embedding exponent is in general not sharp. , inequalities (1) and (2) are consequences of the Poincaré inequality (5), which has been proved in [21] . The technique of the paper [21] relies on precise estimates of the CarnotCarathéodory distance. In the regularity assumptions of our paper it is not even clear if the mentioned distance is finite for each pair of points.
In the recent paper [4] the Sobolev inequality (1) is proved for a pair of Lipschitz continuous vector fields in R
3
, which arise in the study of regularity properties of real hypersurfaces in C 2 with Levi curvature belonging to a suitable Sobolev space and different from zero at every point. This result shows that embedding theorems for Sobolev spaces related to vector fields with non-smooth coefficients are an important tool in the study of regularity properties of some nonlinear elliptic degenerate equations. The paper [4] has motivated the present one.
Our main result is the following.
where
(here X h and
, the following statements hold:
for all x, y ∈ Ω (with | · | the Euclidean norm in R n ) and such that, if Q < p < ∞, then Hypotheses (6) and (7) in the smooth case ensure Hörmander condition of step 2. Let us remark that hypothesis (6) is not restrictive. Indeed, given a family X 1 , . . . , X m of Lipschitz continuous vector fields linearly independent at a pointx, we can find a new family (6) , where (M j,k ) j,k=1,...,m is a non-singular matrix with Lipschitz continuous entries in a neighborhood ofx.
Our method is inspired to some results of Rothschild and Stein [23] and to those of Citti, Lanconelli and Montanari [4] , where a version of (1) for a pair of vector fields in R 3 is proved. The main idea is to approximate the operators X j at each fixed point with a family of vector fields which are left invariant on a nilpotent Lie group of step two. However, Rothschild and Stein in [23] first introduce local coordinates naturally associated with the vector fields and then, in this new system of canonical coordinates, they approximate the vector fields. Their procedure requires high regularity on the coefficients. Since our coefficients are only Lipschitz continuous, we will first approximate the vector fields with a family of smooth and left invariant first order operators on a nilpotent Lie group of step two and then we will introduce a change of variables. Our "freezing method" has been first introduced by Citti in [2] for C 1,α coefficients and then adapted to Lipschitz continuous vector fields in [3] . A consequence of our different approximation appears for p > 2Q, since the exponent α = min( We conclude the introduction by remarking that our results hold in the class of compactly supported functions. This is a consequence of the fact that our method relies on several integrations by part. Moreover, the quasidistance ρ in Morrey estimate is not the Carnot-Carathéodory distance. It would be interesting to study the Carnot-Carathéodory distance and to discuss the validity of a Poincaré inequality (for non-compactly supported functions) in the regularity assumptions of the present paper.
The present paper is organized as follows. In Section 2 we introduce at any pointx ∈ R n some "frozen" vector fields X j,x and we show that there exists an explicit change of variable which transforms them into a nilpotent family independent on the pointx. We then define the quasi-distance ρ and get various estimates of derivatives of the fundamental solution Γx of the operator In this paper we will use the following notations: c is a generic constant which may change even in a single string of estimates; we write a b to state that there exist two constants c 1 > 0 and
-norm of a function f on the set Ω; |A| stands for the Lebesgue measure of the set A ⊂ R n ; a vector field X = n k=1 a k (x)∂ k will be identified with the vector function a 1 (x), . . . , a n (x) .
Freezing method and the quasi-distance ρ
In this section, starting from a family of m vector fields of form (9), we introduce at any pointx ∈ R n some "frozen" vector fields X j,x and we show that the latter (modulo an explicit change of variable) can be transformed into a family H j (j = 1, . . . , m) which does not depend on the pointx.
Consider in R n the vector fields
where the a k j = a k j (x) are Lipschitz continuous real-valued functions defined on R n . Assume that the fields are of step 2, in the sense of (7). This ensures that the total number
with n − m objects and a bijective correspondence
For any k = m + 1, . . . , n and i, j = 1, . . . , m let
Define for any fixedx
In the sequel we will use the following elementary properties:
where the constant c depends on the Lipschitz constants of the a
Define, for a fixedx ∈ R n and for all
The exponential map φx(u) can be explicitly written by solving the Cauchy probleṁ
and letting φx(u) = γ(1) (e j denotes the Euclidean versor). If
Thus, integrating over [0, 1],
where we have introduced the notation
(the last equality follows from (11)). Denote by ψx the inverse map of φx. Then
In order to write now the vector field X j,x in the coordinates u recall first that, if j = m + 1, . . . , n, then
. If j ≤ m, the derivative ∂ j transforms as follows:
where we used the property B
The vector fields H j (j = 1, . . . , m) are homogeneous of degree 1 with respect to the family of dilations (D(λ)) λ>0 defined by
Moreover, the vector fields H j are left invariant on the Lie Group (R
Obviously, u (17) We now use the change of variable φx in order to get precise estimates of the fundamental solution (and of its derivatives) of the operator Lx = 
. , n). Consider the function
Proof. We start by showing (19) and estimate In order to check that ρ is a quasi-distance we first prove that ρ(x, y) ≤ c ρ(y, x). Indeed,
by (19) . The "triangle inequality" can be proved as follows:
Estimate (20) of the measure can be obtained by the change of variable 
Proof. The proof of (21) and (22) is contained in [15] , while (23) is proved in [16] Let Γx(x, ·) be the fundamental solution of the hypoelliptic operator (12) .
m}). Denote also
a x (y) − a(y) k = k l=1 a k l j l ,x (y) − a k l j l (y) (j i ∈ {1, ..., m} and k i ∈ {m + 1, ...,
n}). Then there exists a constant
Moreover, there exists a constant ε ∈ (0, 1) such that if x, y, z ∈ Ω and 
by a slight abuse of notation. Thus
The last inequality is a standard estimate concerning the fundamental solution of a sub-Laplacian on a Carnot Group (see [7] ). Here we let
The function u → u is homogeneous of degree 1 with respect to the family of dilations (D(λ)) λ>0 . Hence in the sequel we will call it homogeneous norm. Now, by the explicit form (16) of ψ x , the proof of (24) can be concluded as follows:
The last equivalence is a consequence of the estimate
In order to prove (25) we first prove the implication
where the constant c > 0 does not depend on x, y ∈ Ω. The group law (17) gives The homogeneous norm is
as soon as ρ(x, z) ≤ ερ(x, y). Thus (26) is proved. Then, if ρ(x, z) ≤ ερ(x, y) and ε > 0 is small enough, by (26),(27) and the standard Calderon-Zygmund type estimate for the derivatives of the fundamental solution of sub-Laplacians on Carnot groups, we get
Deleting the last line in (27) we get the estimate
which ends the proof of (25)
Sobolev and Trudinger inequalities
In this section we prove part (A) and (B) of Theorem 1.1. The proof will be a consequence of the following proposition. 
Proposition 2.3 gives the desired estimate of I 1
Rewrite now (7) in the form
where we letλ
k also satisfy hypothesis (8) . Thus the evaluation of I 1 will be ensured by the estimate of the integral
(i, j, l = 1, . . . , m and k = m + 1, . . . , n). We now integrate by part in (30). In order to deal correctly with the singular terms we first truncate the domain of integration. Write for brevity
Since by (24) and (20) the function y → X j,x Γ x (x, y) is integrable in Ω and all the remaining functions appearing in integral (30) are bounded we have
and
Recall that the functionsλ i,l k are bounded together with their distributional derivatives X iλ i,l k . Then, by the results of [12, 14] , there exists a family (λ 
We first show that J ε (x) → 0 as ε → 0. Denote by ∇ the Euclidean gradient. Then
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Moreover, by also using (14) and (10),
The function X l f is bounded on Ω and vanishes on ∂Ω. Thus, for any fixed x we have Recall that, by (14) and ( 
