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1. INTRODUCTION 
In this paper, we discuss the n th in > 2) order discrete conjugate problem 
( _ l ) , -p  /~n y(k) = f (k ,  y(k)), k • Xo, 
A iy (0 )=0,  0<i<p-1  (here l<p<n-1) ,  (1.1) 
/~i y(T + n -  i) = O, 0 < i < n -p -  1, 
and the n th (It ~ 2) order discrete (n,p) problem 
/X n y(k) -{- f (k ,  y(k)) = O, k • Io, 
/~ y(O) = o, 0 < i < n - 2, (1.2) 
A ny(T+ n-p)  = 0, 0 _< p < n -  1 is fixed, 
here T • (1 ,2, . . .} ,  I0 = {0,1, . . . ,T},  and y:  In = {0,1 , . . . ,T+n} ~ R. We let C(In) denote 
the class of maps w continuous on In (discrete topology) with norm Iwl0 = maxiel,  Iw(i)l. 
Section 2 (respectively, Section 3) presents new results which guarantee the existence of twin 
nonnegative solutions to (1.1) (respectively, (1.2)). Moreover, our theory extends and comple- 
ments well-known results in the literature [1-5]. The technique presented is new and is based on 
combining 
(i) existence principles from the literature (based on a Leray-Schander alternative), 
(ii) Krasnoselskii's fixed point theorem in a cone, and 
(iii) lower type inequalities from the literature [3,6-8]. 
0898-1221/99/$ - see front matter (~) 1999 Elsevier Science Ltd. All rights reserved 
PII: S0898-1221(99)00112-1 
Typeset by .4A4S-TEX 
40 R.P. AGARWAL AND D. O'REGAN 
We note here as well that the ideas in this paper could be extended to discuss other higher-order 
problems, for example, the (p, n -p )  focal problem 
(-1) n-p A n y(k) = f(k,  y(k)), 
A i y(0) = 0, 
A sy(T+l )=O,  
and the Sturm-Liouville problem 
with n >_ 2. 
k • Io, 
0 < i <p-  1 (here 1 <p _< n -  1), 
p<i<n-1 ,  
A n y(k) + f (k ,  y(k)) = O, k • Io, 
A sy(O) = O, 0 < i < n -  3, 
aA n-2 y(0) - /3A  n-1 y(0) = 0, 
O' An-2 y(T + 1) + 6 A n-1 y(T + 1) = 0, 
/3>0,  a>O,  "7>0, 6>_7, and av(T+l )+a6+/37>O 
To conclude this section, we gather together some results which will be used in Section 2 and 
in Section 3. First, we discuss (1.1). Let K(k , j )  be the Green's function for 
A n y(k) = O, k • Io, 
A sy(0) = 0, 0 < i < p -  1, (1.3) 
A sy(T+ n -  i) = 0, 0 < i < n -p -  1. 
Recall [1,9] K(k,  j )  can be expressed explicitly as 
p- - l [p~i  ( ) k(l+i) 
K(k , j )=E n -p+i -1  
i (T + n - l)(n-p+i) /=0 L i=0 
if j • {0 , . . . , k -  1}, whereas 
(--j -- 1)(n-l-I) 
l! (n -  l - 1)! 
n--p--1 
K(k,j)=- E 
/=0 
i f j  • {k ,k+ 1,.. .  ,T}. It is well known that 
( -1 )n -p  g (k , j )  >_ O, for (k, j )  • In x Io. 
For j • I0 let v(j) • In be defined by 
max( -1)n -p  g (k , j )  = max ]g(k,j)[ = ]g(v(j) , j )[ .  kEln kEl,~ 
From [3], we have the following result. 
THEOREM 1.1. For k • Jp = {p, . . . ,  T + p} and j • Io, 
(-1) n-p g(k , j )  >_ 0 ]g(v(j) , j )] ,  
here 0 < 0 < 1 is a constant given by 
0 = min{b(p), b(p + 1)} 
with 
min{g(x,p), g(x, T + p)} 
b(x) = max{g(x, [0(x)]), g(x, [0(x) + 1]), g(x,p), g(x, T + p)} 
and with 
(T + n - k) (n-p), 
(x - 1)T + (x - 2)n + x g(x ,k )=k  (x -1 ) (T+n-k)  (n-x) and O(x)= 
n -1  
Next, we present an existence principle [9] for the conjugate discrete boundary value problem 
(-1) n-p A n y(k) = g(k, y(k)), k • Io, 
A sy(0)=0,  0<i<p-1 ,  (1.S) 
ASy(T+n-  i) = O, 0 < i < n -p -  1. 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
"n-p- l- 1 
s:0 i (T+p+i ; i ;N J  ' 
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THEOREM 1.2. Suppose g : Io x R -~ R is continuous (i.e., continuous as a map from the 
topological space Io x R into the topologicM space t t  (of course the topology on Io will be the 
discrete topology)). In addition, assume there is a constant M > O, independent of A, with 
[Ylo = sup [y(j)[ ¢ M 
jEI~ 
t'or any solution y • C(In) to 
(-1)n-P Any(k)  = Ag(k,y(k)), k • Io, 
A iy(0) = 0, 0 < i < p -  1, (1.9)~ 
A*y(T + n -  i) = O, 0 < i < n -p -  1, 
for each A • (0, 1). Then (1.8) has at/east  one solution y • C(In) with [Y[0 _< M. 
Next, we discuss (1.2). Let G(k, j) be the Green's function for 
-A"  y(k) = O, k • Io, 
/k i y(0) = 0, 0 < i < n - 2, (1.10) 
/kPy(T+ n-p)  = 0, 0 _ p < n -  1 is fixed. 
Recall [1,3] G(k, j) can be expressed explicitly as 
1 [  (T+n-p- l - j ) (n - "  -1) ] 
G(k, j )  = (n 1)-----~. k(n-1) (T + n - p)(n-p -1) - (k - j -1 ) (~- l )  ' 
if j • {0 ,1 , . . . , k -  n}, whereas 
1 [ (T + n - p -  1_ - 
a(k , j )  = (n 1)-----~. k(~-l) -(~Y~n:p~--YZg-l~ J '  
i f j  • {k -  n + 1 , . . . ,T} .  It is well known that 
G(k, j )  > O, for (k,j) • I,~ x Io. (1.11) 
Prom [3] we have the following two results. 
THEOREM 1.3. For (k,j) • In x Io we have 
(T + n) ('~-1) 
G(k, j )  < (n -  1 ) ! (T+n-p) (n -p  -1) (T+n-p-  1 _ j ) (n -p-1) .  (1.12) 
THEOREM 1.4. For (k, j) • Bn-1 x Io (here Bn-1 = {n - 1, n , . . . ,  T + n - p}) we have 
1 [ r(,) ] 
G(k,j)>_ (T+n_p) (n_p_~)  (T+n-p- l - j ) (n -p -~)  1 (T¥~)(p)]' (1.13) 
REMARK. Note 1 - (T(P)/(T + 1) (p)) = 1 - (T - p + 1)/(T + 1). 
Next, we present an existence principle [6] for the discrete boundary value problem 
A '~ y(k) + g(k, y(k)) = O, k • Io, 
/~ y(0) = 0, 0 < i < n - 2, (1.14) 
A py(T+ n-p)  = 0, 0 < p_< n -  1 is fixed. 
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THEOREM 1.5. Suppose g : Io x R --* R is continuous. In addition, suppose there is a constant 
M > O, independent of A, with lY[o # M for any solution y E C(In) to 
Any(k)  + A g(k,y(k)) = O, 
y(o)  = o, 
AP y(T + n -p)  = O, 
ke~,  
0<i<n-2 ,  
O<p<n-1 ,  
(1.15)~ 
for each A E (0, 1). Then (1.14) has at least one solution y E C(In) with lyl0 < M. 
Finally, we state Krasnoselskii's fixed-point heorem in cones. This will be used in Section 2 
and in Section 3. 
THEOREM 1.6. Let E = (E, [[. [[) be a Banach space and let K C E be a cone in E. Assume 
~z and f~2 are open subsets o rE  with 0 E ~1 and ~-'-~ C •2 8Jld let A : K N ~(-~\~1)  ~ K be 
continuous and completely continuous. In addition, suppose 
IIA ull <_ llull, for u E K n O~l and IIA ull > llull, for u e K n Of~2. 
Then A has a fixed point in K n ~('-~\~1)" 
2. CONJUGATE D ISCRETE PROBLEM 
Throughout his section, we will assume the following conditions hold: 
f : I0 × [0, c~) --* [0, c~), is continuous (i.e., continuous as a map from 
the topological space I0 × [0, cx~) into the topological space [0, cx))) 
with f( i ,  u) > 0 for (i, u) E I0 x (0, oo); 
(2.1) 
f( i ,  u) <_ q(i)w(u) on Io x [0, oo) with q: I0 ~ (0, oo) 
and w > 0 continuous and nondecreasing on [0, oo); 
(2.2) 
there exists r > 0 with 
T 
w(r) max E ( -1)  n-p K(k , j )  q(j) 
kEln j=O 
>1;  (2.3) 
there exists T : A v = {p,p+ 1 , . . . ,T}  ~ (0, oo) 
with f( i ,  u) >_ r(i) w(u) on Ap x (0, oo); 
and 
T 
X 
there exists R > r with w~ -< 0 E( -1 )n -PK(a ' J )~( J )  for x e [~R, R]; 
j=p 
here a E In is such that 
T T 
E( -1 )  n-p K(¢, j )T( j )  = max E( - -1 )  n-p K(k , j )  v(j), 
kEl~ . 
j=p 3=P 
0 is as in (1.7) and K(k , j )  is the Green's function for (1.3). 
(2.4) 
(2.5) 
(2.6) 
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THEOREM 2.1. Suppose (2.1)-(2.5) hold. Then (1.1) has two solutions Yl, Y2 E C(I~) with 
Yl >_ 0 on I~, Y2 > 0 on Jp = {p,p + 1, . . . ,T+p} and 0 < lYl[O < r < [Y2]o _< R. 
PROOF. We begin by using Theorem 1.2 to establish the existence of Yl. To do this we look at 
the discrete boundary value problem 
(-1) ~-p Any(k)  = f*(k,y(k)), k E Io, 
/~ y(o) = o, o < i < p - 1, (2.7) 
Aiy (T  + n -  i) = O, 0 < i < n -p -  1, 
where 
S f ( i ,u ) ,  u > 0, 
f * ( i ,u )  l f(i,o), u<0.  
To show (2.7) has a solution we consider the family of problems 
(-1)n-P An y(k) = A f*(k,y(k)),  k E Io, 
A iy(0) =0,  0<i<p-1 ,  
Aiy (T  + n - i )  = O, 0 < i < n -p -  1, 
(2.8)~ 
for 0 < A < 1. Let y E C(In) be any solution of (2.8)~. Then 
T 
y(i) = ~ ~ (--1) n-p g( i ,  j) f*(j, y(j)), 
j=o 
and so, with lY]0 = maxieln ly(i)], 
T 
ly(i)I < w(lYl0) max ~ (--1) n-p K(k, j )q( j ) ,  
- -  kEI~ j=O 
Thus 
for i E I~ 
for i E In. 
lyl0 < 1. (2.9) 
T 
w(iY]0 ) max ~ ( -1 )n -pg(k , j )q ( j )  
kEl~ j=O 
Now (2.3) together with (2.9) implies ]Y]0 ~ r. Thus, Theorem 1.2 implies that (2.7) has a 
solution Yl with lylI0 < r (note ]yllO <_ r by Theorem 1.2 and lYl]0 ¢ r by an argument similar 
to the one above). In fact 0 _< yl(i) < r for i E In and so yl is asolution of (1.1) (with the 
required properties as in the statement of Theorem 2.1). 
To show the existence of Y2 we will use Theorem 1.6. Let E = (C(In), ]. 10) and 
K= ~y E C(In) : y(i) > O, fo r iE In  and min y(k) > 81YIo~, 
[ kEAp J 
here Ap = {p,p+ 1,.. .  ,T} and 0 is as in (1.7). Let A: K --* C(In) be defined by 
T 
A y(i) = ~ (-1) n-p g( i ,  j) f ( j ,  y(j)). (2.10) 
j=o 
A standard argument [9] implies A : K --* C(In) is continuous and completely continuous. Next, 
we show A : g ~ g .  If u E g then Au(i) >_ 0 for i E In (use (1.4) and (2.1)). Also we have 
from (1.5) that 
T T 
Au(i) = ~ (-1)n-P K( i , j )  f ( j ,u( j ) )  < ~ Ig(v( j ) , j ) i f ( j ,u ( j ) ) ,  for i e In 
j=o j=o 
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and so 
T 
IAul° <- E Ig(v(j),J)l f(j,u(j)). 
j=O 
In addition, (1.6) and (2.11) yield 
(2.11) 
T 
min A u(k) = rain ~ ( -1 )  n-p K(k, j) f(j, u(j)) 
kEA v kEAp j=O 
T 
> 0 E Ig(v(j)'J)l f(j,u(j)) > 0 IAulo. 
j=O 
Consequently, A u • K so A : K ~ K. Let 
~'~1 ---- {U • C( In )  : ]ulo < r}  
We first show 
]A U]o _< lu]o, 
To see this let u • K N 0~1 so tulo = r. Also 
and f~2={u•C( In ) :  lu l0<R}.  
for u • K nOfl l .  (2.12) 
T 
Au(i) < E (-1)n-P K(i,j) q(j) w(u(j)), 
j=O 
for i • In. (2.13) 
In addition, since u(i) < ]ulo -- r for i • In we have from (2.2) and (2.3) that 
r 
w(u(i)) <_ w(r) < T , for i • In. (2.14) 
max ~ (-1)n-PK(k,j) q(j) 
kEIn j=O 
Combining (2.13) and (2.14) gives 
A u(i) <_ r = lulo, for all i • In 
and so IA Ulo <_ ]UIo for u • K ~ 0~1. Hence (2.12) is true. Next, we show 
IAu[o >_ ]ulo, for u E K n 0~2. (2.15) 
To see this let u E KM0~2 so lulo = R and minkeAv u(k) > Olulo = 0R (in particular 
u(k) E [OR, R] for k • Ap). Now (2.4) implies (here a is as defined in (2.6)), 
T T 
A u(~) = E (-1)n-P g(a,j)  f(j, u(j)) >_ E (-1)n-P K(a, j) f(j, u(j)) 
j=o j=p 
T 
-> E (-1)n-P g(a,j)  T(j) w(u(j)). 
j=p 
This together with (2.5) yields 
1 T 
Au(a) >_ T E (-1)n-P K(a,J)r(J)u(J) 
0 E (-1)n-pK(a,J)r(J) J=P 
j=p 
OR 
>_ -~- = R = lu[o, 
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and so IAuIo >_ lulo for u E K N 0~2. Thus (2.15) holds. Now, Theorem 1.6 implies A has a 
fixed point Y2 E K N ~(-~\fll), i.e., r < ]Y2]0 _< R. In fact r < lY2]o (argue as in the first part of 
the theorem). Finally, since (-1) n-p A n y2(k) > 0 for k E I0 and ]Y210 > r > 0 then [3, Lemma 
20.2] implies y2(k) > 0 for k E {p,p+ 1 , . . . ,T+p}.  I 
EXAMPLE. The boundary value problem 
/~ 2 y(i) + 1 ey(O = O, i E Io, 
(T + 2) 2 (2.16) 
y(O) = y(T + 2) = 0 
has solutions Yl, Y2 E C(I2) with Yl > 0, Y2 > 0 on {1,2,.. .  , T+ 1} and 0 < lYll0 < 1 < ]Y2]o. 
To see this we apply Theorem 2.1 with n = 2, p = 1, q = ~ = 1, and w(x) = (1/(T + 2) 2) e x. 
Notice (2.1), (2.2), and (2.4) are clearly satisfied. It is also easy to see (see [1]) that 
T k(T + 2 - k) (T + 2)  2 
max ~( -1 )  g(k , j )  q(j) = max < 
kEl2 kEl2 2 -- 8 
j :  :O'~ 
As a result (2.3) holds with r = 1 since 
r 8r  
T --  e r 
w(r) max ~ (-1) g(k , j )  q(j) 
kE12 j=O 
Finally, since 
x 
~ --~ O, as  x --~ (x) 
e x 
it is easy to choose R > r = 1 so that (2.5) holds. Theorem 2.1 now guarantees the result (note 
-A2y l ( i )  > 1 on Io so yl(i) > 0 on {1 ,2 , . . . ,T+ 1}). 
3. THE (n ,p)  PROBLEM 
In this section, we will assume the following conditions hold: 
f :  I0 x [0, c¢) --. [0, c¢) is continuous withf(i ,  u) > 0, for (i, u) E Io × (0, c¢); (3.1) 
f( i ,  u) < q(i) w(u), on Io × [0, oo) with q: Io --4 (0, c¢) 
and w > 0 continuous and nondecreasing on [0, e¢); 
there exists r > 0 with 
T 
w(r) max ~, G(k, j )q( j )  
k~l~ j=0 
(3.2) 
and 
there exists T : Cn = {n - 1, n , . . . ,  T} --* (0, ~o) 
with f( i ,  u) > ~-(i)w(u) on Cn × (0, c¢); 
T 
x 
there exists R > r with ~ < ~ y~ 
j=n-1  
> 1; (3.3) 
here a E In is such that 
T 
j~-n--1 
and 0 < ~ < 1 is given by 
(3.4) 
= (n- 1)! [ T(v) 1 
(T+n)~l. 1 (T ~(P) J  " (3.7) 
T 
G(cr, j) r( j)  = max ~ G(k,j) 'r( j) ,  (3.6) 
kEI,~ j=n-1  
G(a, j)T( j) ,  for x E [gR, R]; (3.5) 
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THEOREM 3.1. Suppose (3.1)-(3.5) hold. Then (1.2) has two solutions Yl, Y2 E 
Yl >-- 0 on In, Y2 > 0 on Bn = {n - 1,n, . .. ,T  + n} and 0 <_ [yl[o < r < [Y2[o _< R. 
PROOF. We look at the discrete boundary value problem 
Any(k)  + f*(k,y(k)) = O, 
/ v  y(o) = o, 
/~P y(T + n - p) = O, 
kE Io ,  
0<i<n-2 ,  
0 _< p _< n - 1 is fixed, 
where f* is as in Theorem 2.1. Let y E C(In) be any solution of 
Any(k)  + aS*(k,  u(k)) = 0, 
/X ~ y(0) = 0, 
/~P y(T + n - p) = O, 
k E Io, 
0<i<n-2 ,  
O<_p<_n-1,  
c(I,~) with 
(3.8) 
(3.9)~ 
T(P) ] y 
( T + T)(P) J Z iT + n - p - 1 - j )(n-,-1) f ( j ,  u(j)) 
j=0 
for i E In, and so 
(T  --[- •)(n-1) 
IAulo _< (n - 1)! (T + n - p)(n-p-D 
In addition, (1.13) and (3.12) yield 
T 
min Au(k)= min ~-~ G(k , j ) f ( j ,u ( j ) )  
kEC,~ k6C,~ 
> (T+n-p) (n -P -1 )  1 
_> 9 [A U[o. 
T 
Z (T + n - p - 1 - j)(n-p-1) f ( j ,  u(j)). (3.12) 
j=0 
for 0 < A < 1. It is easy to see (follow the ideas in Theorem 2.1) that 
lylo < 1. (3.1o) 
T 
w(lylo) max ~ G(k , j )q ( j )  
kEl,, j--0 
Now (3.3), (3.10), and Theorem 1.5 imply that (3.8) has a solution Yl with lylIo < r. In fact 
0 < yl(i) < r for i E In and so yl is a solution of (1.2) (with the required properties as in the 
statement of Theorem 3.1). 
Let 
K= (y  E C(In) : y(i) > O for i E and k~c,min y(k) > 
here Cn = {n - 1, n , . . . ,  T} and O is as in (3.7). Let A : K ~ C(In) be defined by 
T 
Ay(i)  = ~ G(i , j )  f ( j ,y ( j ) ) .  (3.11) 
j=0 
Let u E K. Clearly, Au(i)  > 0 for i E I,~. Also we have from (1.12) that 
T (T "[- n) (n-l) 
Au(i)  <_ Z in _ 1) . l ( - '~n _--p-)(n-p-1) (T + n -p  - 1 _ j ) (n-p-1) f ( j ,u( j ) ) ,  
j=0 
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Consequently, A : K --* K.  Let 
s~l = {u e C( / , )  : lulo < r )  and f~2 = {u e C(In): lu[0 < R}.  
We first show 
IA ulo ~ lulo, for u E KNOfll. (3.13) 
To see this let u E K M 0i l l  so lul0 = r. Now 
T 
A u(i) <_ E G(i, j) q(j) w(u(j)), 
j=0 
for i E In 
together with 
~(~(i)) < ~(~) < T 
max E G(k,j)q(j) 
kEl~ j=O 
for i E In 
gives 
A u(i) < r = lulo, for all i 6 IN. 
Hence (3.13) is true. Next we show 
IA ulo >_ lulo, for u 6 K M 0f~2. (3.14) 
To see this let u 6 KM0f~2 so lu[o = R and minkec., u(k) > 8Iulo = 8R (in particular 
u(k) E [8 R, R] for k E C~). Now (3.4) implies (here a is as defined in (3.6)), 
T T 
Au(a) = E G(a,j)f(j,u(j)) > E 
j=O j=n-  1 
T 
>- E G(a,j)r(j)w(u(j)) 
j=n-1  
G(a, j) f(j, u(j)) 
and this together with (3.5) yields 
T 
1 
Au(a) >_ T 
0 E G(a,j)'r(j)j=n-1 
j=n-1  
OR 
>_ -£  = R = lulo. 
a(o, j) r(j) u(j) 
Hence (3.14) is true. Now Theorem 1.6 implies A has a fixed point Y2 E K N ~(-~\~~1), i.e., 
r < lY210 _< R. In fact r < ly2Io- Finally, [6] implies 
k(n-1) 
y2(k) > (T + n)(n-l) lYzlo, for k E I,~ 
and so y2(k) > 0 for k E {n-  1, n , . . . ,T+n}.  I 
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