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THE ZHANG TRANSFORMATION AND Uq
(
osp(1, 2l)
)
-VERMA
MODULES ANNIHILATORS
EMMANUEL LANZMANN
Abstract. In [Zh], R. B. Zhang found a way to link certain formal deformations of
the Lie algebra o(2l + 1) and the Lie superalgebra osp(1, 2l). The aim of this article
is to reformulate the Zhang transformation in the context of the quantum enveloping
algebras a` la Drinfeld-Jimbo and to show how this construction can explain the main
theorem of [GL2]: the annihilator of a Verma module over the Lie superalgebra osp(1, 2l)
is generated by its intersection with the centralizer of the even part of the enveloping
algbra.
1. Introdution
A well known theorem of Duflo claims that the annihilator of a Verma module over a
complex semi-simple Lie algebra is generated by its intersection with the centre of the
enveloping algbra. In [GL2] we show that in order for this theorem to hold in the case
of the Lie superalgebra osp(1, 2l) one has to replace the centre by the centralizer of the
even part of the enveloping algbra. The purpose of this article is to show how quantum
groups can illucidate this phenomemon.
Let k, g be respectively the complex simple Lie algebra o(2l + 1) and the complex
superalgebra osp(1, 2l). From many point of views, the algebras g and k are very similar
objects. For instance, identifying properly Cartan subalgebras of k and g, the root systems
∆k, ∆g are contained one into the other, and the set of irreductible roots of ∆g is ∆k.
Moreover, given a simple finite dimensional g-module, the corresponding simple k-module
of the same highest weight is also finite dimensional and has the same formal character
(and even the same crystal graph). Nevertheless, there is no obvious direct way to link
the algebras g, k. To bridge the gap, one has to go through the quantum level: in his
article published in 1992, R. B. Zhang (see [Zh], 3) found a recipe to pass from a certain
formal deformation of U(k) to a formal deformation of U(g).
In this article we present a reformulation of the Zhang transformation in the more
algebraic context of the quantizations a` la Drinfeld-Jimbo. The idea is to start with the
Drinfeld-Jimbo quantum enveloping algebra U := U√q(o(2l+ 1)) and to extend the torus
by the finite group Γ := ∆g/2∆g. In other words, we introduce the semi-direct product
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2Û := U ⋊ kΓ where Γ acts on U in an obvious manner. Twisting the generators of U
by elements of Γ, we build a subalgebra U of Û isomorphic to the quantum enveloping
algebra U−q(g), and such that Û ≃ U ⋊ kΓ. This construction provides an involution of
the vector space Û mapping U onto U . We call it the Zhang transformation.
A first obvious consequence of this construction is that the algebras U and U have the
“same” finite dimensional modules. To be more precise, the quantum simple spinorial
U-modules, viewed as U-modules (via Û), are not deformation of g-modules (even up to
tensorization by one dimensional modules). Moreover, roughly speaking, given a simple
finite dimensional U-modules which is not of spinorial type, the specialization q → 1
provides a simple k-module and the specialization q → −1 a simple g-module. These
classical k and g-modules have therefore the same formal character. We believe that the
characters of their Demazure modules are also equal, and this construction might be an
interesting approach to this problem.
Another consequence, which is the crucial observation for our purpose, is that the
Zhang transformation maps the centre of Z(U) to A(U), the commutant of the even part
of the U . As in the classical case, A(U) turns out to be the direct sum of the centre Z(U)
of U and of the anticentre Z•(U), the subspace of elements which commute with even
elements and anticommute with odd elements. The subspace Z•(U) is a cyclic module
over the centre Z(U). We construct a generator of this module which is a quantization
of the element T introduced in 4.4.1 [GL2]. The set Z•(U) has another interpretation:
this is the set of invariant elements under a certain twisted superadjoint action. This
twisted action is the quantum analogue of the “non-standard” action considered in the
classical case by Arnaudon, Bauer, Frappat (see [ABF], 2). More generally, we show
that the locally finite part F(U) of U for the adjoint action is mapped to the direct sum
F(U)⊕F•(U) of the locally finite parts of U for the superadjoint action and for its twisted
version. This allows us to deduce from the work of Joseph and Leztzer (see [JL]) that the
annihilator of a U -Verma module in F(U) ⊕ F•(U) is generated by its intersection with
A(U) (theorem 6.5). We also prove a quantum analogue of theorem 7.1 [GL].
The article is organized as follows. In section 3 we present the algebra Û , the main object
of this article, and we define the Zhang transformation. In section 4 we study the locally
finite parts of Û for different actions and analyse how these actions are transformed by the
Zhang transformation. We define in 5 the subalgebra U . We show that U is isomorphic
to U−q(g) and we deduce from section 4 algebraic structure theorems for U . Section 6 is
devoted to a proof of the annihilation theorem for F(U) ⊕ F•(U). In section 7 we show
that A(U) coincides with the centralizer of the even part of U .
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32. Background
2.1. Notations. Let k be the complex simple Lie algebra o(2l + 1), l ≥ 1. Fix a Cartan
subalgebra h of k and denote by ∆k the root system of k. We fix a basis of simple roots
pi of ∆k. Denote by W the Weyl group of ∆k, and set ρ :=
∑
α∈∆+
k
α. Denote by (−,−)
the non-degenerate bilinear form on h∗ coming from the restriction of the Killing form of
g0 to h. For any λ, µ ∈ h∗, (µ, µ) 6= 0 one defines 〈λ, µ〉 := 2(λ, µ)/(µ, µ). One has the
following useful realization of ∆k. Identify h
∗ with Cl and consider (−,−) as an inner
product on Cl. Then there exists an orthonormal basis {β1, . . . , βl} such that
pi = {β1 − β2, . . . , βl−1 − βl, βl}, ∆k = {±βi ± βj, 1 ≤ i < j ≤ l, ±βi, 1 ≤ i ≤ l}
and the Weyl group W is just the group of the signed permutations of the βi. We set
αi := βi − βi+1 with the convention βl+1 =: 0. Let also wi, 1 ≤ i ≤ l, be the elements
wi := β1 + . . .+ βi. With these notations, the set of weights Pk(pi) of ∆k is
Pk(pi) := Zw1 ⊕ . . .Zwl−1 ⊕ Z(wl/2).
We consider also the set of dominant weights P+k (pi).
2.1.1. Let g be the complex Lie superalgebra osp(1, 2l). Denote by g0 the even part of g
and by g1 its odd part. We identify h with a Cartan subalgebra of g in such a way that
pi is also a basis of simple roots of the root system ∆g of g with respect to h. The sets of
even and odd roots of g equal respectively {±βi± βj , 1 ≤ i < j ≤ l, ±2βi, 1 ≤ i ≤ l} and
{±βi, 1 ≤ i ≤ l}. The set of weights Pg(pi) of ∆g is
Pg(pi) := Zw1 ⊕ . . .Zwl−1 ⊕ Zwl = Zα1 ⊕ . . .Zαl−1 ⊕ Zαl.
In a standard manner we define the set of dominant weights P+g (pi).
2.1.2. Let q be an indeterminate and k = C(
√
q). Let ν ∈ k, be such that ν 6= 0,±1.
For all n ∈ N, we set [n]ν := ν
n − ν−n
ν − ν−1 and [n]ν ! := [n]ν × [n − 1]ν × . . . × [1]ν with the
convention [0]ν = 1. If 1 ≤ m ≤ n ∈ N we set
[
n
m
]
ν
:=
[n]ν !
[m]ν ![n−m]ν ! .
2.2. The algebra U . Let U be the algebra over the field k generated by the elements
Ei, Fi, 1 ≤ i ≤ l, Kµ, µ ∈ Pg(pi) under the relations
K0 = 1, KλKµ = Kλ+µ (1)
KλEjK
−1
λ = q
(λ,αj)Ej, KλFjK
−1
λ = q
−(λ,αj)Fj (2)
EiFj − FjEj = δij
Kαi −K−1αi
q − q−1 (3)
41−〈αj ,αi〉∑
k=0
(−1)k
[
1− 〈αj , αi〉
k
]
qi
E
1−〈αj ,αi〉−k
i EjE
k
i = 0 (4)
1−〈αj ,αi〉∑
k=0
(−1)k
[
1− 〈αj , αi〉
k
]
qi
F
1−〈αj ,αi〉−k
i FjF
k
i = 0 (5)
where qi := q
(αi,αi)
2 and 〈αj, αi〉 := 2(αj, αi)/(αi, αi). Relations (4), (5) are called the
quantum Serre relations.
2.2.1. Replacing El by
(
q − q−1√
q−√q−1
)
El in the above equations, we see that U is just the
Drinfeld-Jimbo quantum enveloping algebra U√q(k).
2.2.2. Let U+ (resp. U−) be the subalgebra of U generated by the Ei (resp. Fi). We
also denote by Uo the subalgebra generated by the Kλ. If T stands for the multiplicative
group {Kµ, µ ∈ Pg(pi)}, then the group algebra of T identifies with Uo. One has the
triangular decomposition Û ≃ U− ⊗ Uo ⊗ U+, this isomorphism of vector spaces being
given by multiplication.
2.2.3. The algebra U is a k-Hopf algebra with counit ε, coproduct ∆ and antipode S
defined by
ε(Kλ) = 1, ε(Ei) = ε(Fi) = 0
∆(Kλ) = Kλ ⊗Kλ,
∆(Ei) = Ei ⊗ 1 +Kαi ⊗ Ei, ∆(Fi) = Fi ⊗K−1αi + 1⊗ Fi
S(Kλ) = K
−1
λ , S(Ei) = −K−1αi Ei, S(Fi) = −FiKαi
2.2.4. Representations. Let T̂ be the group of characters of T with values in k. Given
a character Λ ∈ T̂ , we say that Λ is linear if there exists λ ∈ Pk(pi) such that Λ(Kµ) =
q(λ,µ) ∀µ ∈ Pg(pi). In that case we write Λ := qλ.
Let M be a T -module. An element m ∈M is said to be an element of weight Λ ∈ T̂ if
Kµm = Λ(Kµ)m ∀µ ∈ Pg(pi). We also call m a T -weight element. We denote by MΛ the
subspace of elements of weight Λ.
For any Λ ∈ T̂ , we denote by M(Λ) the U-Verma module of highest weight Λ, and
by V (Λ) its unique simple quotient. We recall now basic properties of the representation
theory of U (see for instance [J2], 4.4.9). If Λ = qλ is linear, and if there exists α ∈ ∆+k
such that 〈λ + ρ, α〉 ∈ N+ then M(qsα.λ) is a submodule of M(qλ). The simple module
V (Λ) is finite dimensional if and only if Λ = φqλ where λ ∈ P+k (pi) and φ ∈ T̂ is such that
φ(Kµ) = ±1 for all µ ∈ Pg(pi). Any finite dimensional U-module is completely reducible.
52.2.5. The group T acts on U by inner automorphisms. Thus we can speak of weight
elements in U . By a slight abuse of notation we shall say that u ∈ U is of weight λ ∈ Pk(pi)
if it is actually of weight qλ.
3. The algebra Û
In this section we introduce the main object of this article.
3.1. Definition and basic properties.
3.1.1. Definition. Let Γ be the multiplicative group {ξµ, µ ∈ Pg(pi)} ≃ Pg(pi)/2Pg(pi) and
kΓ its group algebra. The group Γ acts on U in the following natural way:
ξµ.u = (−1)(µ,λ)u, ∀u ∈ U of weight λ, ∀λ, µ ∈ Pg(pi).
Using this action of Γ we introduce the algebra
Û := U ⋊ kΓ.
Throughout this article, we shall use the shortened notation uξµ for an element u⊗ξµ ∈ Û .
3.1.2. The Hopf structure. Recall that the algebra kΓ is a Hopf algebra for the counit ε,
coproduct ∆ and antipode S defined by
ε(ξµ) = 1, ∆(ξµ) = ξµ ⊗ ξµ, S(ξµ) = ξµ.
Since Γ acts on U by Hopf algebra automorphisms, Û = U ⋊ kΓ is a Hopf algebra for the
obvious coalgebra structure (resp. antipode) on tensor product.
3.1.3. A Z2-gradation. The algebra Û is also endowed with the following Z2-gradation.
Introduce ξ := ξwl, and define
∀i ∈ Z2, Û|i = {x ∈ Û , ξxξ = (−1)ix}.
An element x ∈ Û|0 ∪ Û|1 is called Z2-homogenous, and we write |x| = i if x ∈ Û|i , x 6= 0.
3.1.4. The Harish-Chandra projection. Recall the triangular decomposition given in 2.2.2.
Introduce the subalgebra Ûo := Uo ⊗ kΓ. One has the triangular decomposition
Û ≃ U− ⊗ Ûo ⊗ U+.
Let U++ (resp. U−−) be the augmentation ideal of U+ (resp. U−). The triangular
decomposition of Û implies Û = (U−−Û + ÛU++) ⊕ Û0 which allows to define a Harish-
Chandra projection Υ : Û −→ Ûo with respect to this decomposition.
3.2. Representations of Û .
63.2.1. Generalities. Let Γ̂ be the group of characters of Γ, identified with the set of group
morphisms Pg(pi)/2Pg(pi) −→ {1,−1}. Any λ ∈ Pg(pi) defines a character (−1)λ ∈ Γ̂
by the formula: (−1)λ(µ) := (−1)(λ,µ). Observe that Γ embeds in T̂ as the set {Λ ∈
T̂ s.t. ∀µ ∈ Pg(pi), Λ(Kµ) = ±1}.
Recall 2.2.4. LetM be a T×Γ-module. We say that an elementm ∈M is a T×Γ-weight
element of weight (Λ, θ) ∈ T̂ × Γ̂ if ξµ′Kµm = Λ(Kµ)θ(µ′)m ∀µ, µ′ ∈ Pg(pi).
Take Λ ∈ T̂ and θ ∈ Γ̂. There is an obvious way to endow M(Λ) with a structure of a
Û-module. Define for any x ∈M(Λ) of weight q−νΛ, ν ∈ Pg(pi),
ξµx := (−1)(µ,ν)θ(µ)x ∀µ ∈ Pg(pi).
We call this Û -module a Û-Verma module and we denote it by M(Λ, θ). By definition,
M(Λ, θ) and M(Λ) have the same submodules. Let Λ = qλ be linear. Assume that there
exists α ∈ ∆+k such that 〈λ+ ρ, α〉 ∈ N+ and define θ′ := (−1)sα.λ−λθ. Then M(qsα.λ, θ′)
is a Û-submodule of M(qλ, θ). The Û-module M(Λ, θ) has a unique simple quotient,
V (Λ, θ). As a U-module, V (Λ, θ) ≃ V (Λ).
3.2.2. Lemma. All finite dimensional Û-modules are completely reducible. Moreover,
any simple finite dimensional Û-module M is isomorphic to a V (qλφ, θ), λ ∈ P+k (pi),
φ, θ ∈ Γ̂.
Proof. Let MU
+
be the subspace ofM of invariant vectors by U+. This subspace is stable
by the action of the commutative algebra Ûo. Since Γ is finite and M is a U-module of
finite dimension, Ûo acts diagonally on M and hence on MU+ . Let {v1, . . . , vr} be basis
of MU
+
composed of T × Γ-weight vectors. The representation theory of U (see [Jan]
chap. 5) asserts that on the one hand Mi := Uvi = Ûvi is a simple U-module, and so a
Û-module of the form V (qλiφi, θi) with λi ∈ P+k (pi), θ, φi ∈ Γ̂, and on the other hand that
M = ⊕Mi.
3.2.3. The Z2-gradations. Both M(Λ, θ) and V (Λ, θ) inherits a Z2-gradation. Let vΛ be
the highest weight vector of M(Λ, θ). They are two natural Z2-gradations on M(Λ, θ).
Fix j ∈ Z2 and define M(Λ, θ)|i = Û|i+jvλ ∀i ∈ Z2. The gradations on V (Λ, θ) are defined
similarly using the highest weight vector of V (Λ, θ).
3.3. Three gradations and the Zhang transformation.
3.3.1. The gradation by the weights. The considerations of 2.2.5 extend to Û . We shall
denote by ν(x) the weight of a weight element x ∈ Û and by Ûν the subspace of elements
7of weight ν. The algebra Û is graded by its weight subspace:
Û :=
⊕
ν∈Pg(pi)
Ûν .
3.3.2. The µ-gradation and the Zhang transformation. Define the Pg(pi)/2Pg(pi)-gradation
Û :=
⊕
µ∈Pg(pi)/2Pg(pi)
µÛ
for which ξλ ∈ 0Û , Kλ ∈ λÛ , Ei ∈ βi+1Û , and Fi ∈ βiÛ for all λ ∈ Pg(pi), 1 ≤ i ≤ l. If
x ∈ µÛ , we set µ(x) := µ. We call Zhang transformation the involution of vector space
Ψ : Û −→ Û such that
Ψ(x) := ξµx ∀x ∈ µU , ∀µ ∈ Pg(pi)/2Pg(pi).
We shall show in 5.2 that Ψ(U) is a subalgebra isomorphic to U−q(g) (see [MZ] for the
definition of this algebra). For any homogenous elements a, b for the respective gradations
(Ûν) and (µÛ),
Ψ(ab) = (−1)(ν(a),µ(b))Ψ(a)Ψ(b). (6)
3.3.3. The δ-gradation. We introduce another Pg(pi)/2Pg(pi)-gradation on Û (compare this
gradation with the filtration defined in 5.3.1 [J2])
Û =
⊕
δ∈Pg(pi)/2Pg (pi)
Û δ
for which ξµ, Ei ∈ Û0, Kµ ∈ Ûµ, Fi ∈ Ûαi for all µ ∈ Pg(pi), 1 ≤ i ≤ l. A glance at the
defining relations of Û ensures that this does define a gradation on Û . If x ∈ Û δ, we shall
use the notation δ(x) := δ.
3.3.4. Compatibilities between the gradations. The gradation (Û δ) is invariant under the
action of T (see 3.3.1). Thus the Û δ are direct sums of there weight subspaces. If
δ, ν ∈ Pg(pi), we set Û δν := Û δ ∩ Ûν . One has the bigradation on Û
Û =
⊕
ν∈Pg(pi)
δ∈Pg(pi)/2Pg (pi)
Û δν . (7)
The relation between the gradations (Ûν), (µÛ), (Û δ) reads as follows. The gradation
(µÛ) is also T -invariant, and hence induces a bigradation Û = ⊕(µÛ ∩ Ûν). Then, this
bigradation coincides with the bigradation (7). To be more precise, one has
Û δν = δ+η(ν)Û ∩ Ûν (8)
8where η : Pg(pi)→ Pg(pi)/2Pg(pi) is the map defined by
η(
∑
niαi) :=
∑
niβi+1.
Indeed, it is enough to check (8) on the generators. One has δ(Ei) + η(ν(Ei)) = βi+1 =
µ(Ei), δ(Fi) + η(ν(Fi)) = αi + βi+1 = βi = µ(Fi), δ(Kµ) + η(ν(Kµ)) = µ = µ(Kµ),
δ(ξµ) = ν(ξµ) = µ(ξµ) = 0.
3.3.5. Recall the Z2-gradation defined in 3.1.3. If ν ∈ Pg(pi), we set |ν| := (ν, wl)
(mod 2). Observe that for all ν, ν ′ ∈ Pg(pi), the following identity holds in Z2:
(ν, η(ν ′)) + (η(ν), ν ′) + (ν, ν ′) = |ν||ν ′| (9)
Since both sides of (9) are bilinear in ν, ν ′, the identity (9) reduces to the case where
ν = αi, ν
′ = αj. In that case, the left hand side of (9) is equal (in Z2) to
(αi, βj+1) + (βi+1, αj) + (αi, αj) = (βi, βj) + (βi+1, βj+1) =
{
0 if (i, j) 6= (l, l)
1 if i = j = l
= |αi||αj|
3.3.6. Recall the definition of Û δν (see 3.3.3). One has
∆(Û δν ) ⊂
⊕
ν1+ν2=ν
Û δ+ν2ν1 ⊗ Û δν2
S(Û δν ) ⊂ Û δ+νν
(10)
Indeed, according to 2.2.3, 3.1.2 these inclusions are satisfied for the generators of Û .
3.4. AHopf superalgebra structure on Û . The algebra Ψ(U) is not a Hopf subalgebra
of Û for the coproduct and antipode defined in 2.2.3, 3.1.2. In this subsection, we endow
Û with a structure of Hopf superalgebra for which Ψ(U) is a Hopf subalgebra.
Recall definitions of Ψ (see 3.3.2) and Û δν (see 3.3.3). Define for all homogenous elements
a ∈ Û for the bigradation Û δν :
∆Ψ(a) := (−1)(ν(a1),ν(a2)+η(ν(a2))Ψ(a1)⊗Ψ(a2)
SΨ(a) := (−1)(ν(a),δ(a))Ψ(S(a)) (11)
with Sweedler notation ∆(a) = a1 ⊗ a2.
3.4.1. Intoduce ei := Ψ(Ei), fi = Ψ(Fi), kµ := Ψ(Kµ). On the generators the definitions
(11) give:
∆(ξµ) = ξµ ⊗ ξµ, ∆(kλ) = kλ ⊗ kλ,
∆(ei) = ei ⊗ 1 + kαi ⊗ ei, ∆(fi) = fi ⊗ k−1αi + 1⊗ fi
S(ξµ) = ξµ, S(kλ) = k
−1
λ , S(ei) = −k−1αi ei, S(fi) = −fikαi
93.4.2. Lemma. Û endowed with (∆, S, ε) is a Hopf superalgebra.
Proof. Retain the definition of the Z2-gradation on Û (see 3.1.3). Let us prove that for
any a, b ∈ Û homogenous for the bigradation (Û δν )
∆
(
Ψ(a)Ψ(b)
)
= (−1)|a2||b1|∆Ψ(a)∆Ψ(b) (12)
with Sweedler notation ∆(a) = a1 ⊗ a2, ∆(b) = b1 ⊗ b2. Recall (8), (10) which assert in
particular that a, b, a1, a2, b1, b2 are graded for the three gradations (Ûν), (µÛ), (Û δ). By
definition of ∆ and by (6) one has
∆
(
Ψ(a)Ψ(b)
)
= (−1)(ν(a),µ(b)∆Ψ(ab)
= (−1)(ν(a),µ(b))+(ν(a1b1),a2b2+ην(a2b2))Ψ(a1b1)⊗Ψ(a2b2)
= (−1)sΨ(a1)Ψ(b1)⊗Ψ(a2)Ψ(b2)
where s ∈ Z2 and
s :=
(
ν(a), µ(b)
)
+
(
ν(a1b1), ν(a2b2) + ην(a2b2)
)
+
(
ν(a1), µ(b1)
)
+
(
ν(a2), µ(b2)
)
.
According to (8) and (10), one has µ(b) = δ(b) + ην(b), µ(b1) = δ(b) + ν(b2) + ην(b1),
µ(b2) = δ(b) + ην(b2), and hence
s =
(
ν(a1a2), ην(b1b2
)
) +
(
ν(a1b1), ν(a2b2) + ην(a2b2)
)
+
(
ν(a1), ν(b2)
)
+
(
ν(a1), ην(b1)
)
+
(
ν(a2) + ην(b2)
)
.
Expending all scalar products in the above expression of s, we find
s =
(
ν(a1), ν(a2) + ην(a2)
)
+
(
ν(b1), ν(b2) + ην(b2)
)
+
(
ν(a2), ν(b1)
)
+
(
ν(b1), ην(a2)
)
+
(
ν(a2), ην(b1)
)
.
Using (9), s can be rewritten as
s =
(
ν(a1), ν(a2) + ην(a2)
)
+
(
ν(b1), ν(b2) + ην(b2)
)
+ |a2||b1|
and therefore
∆
(
Ψ(a)Ψ(b)
)
= (−1)|a2||b1|
(
(−1)(ν(a1),ν(a2)+ην(a2))Ψ(a1)⊗Ψ(a2)
)
×
(
(−1)(ν(b1),ν(b2)+ην(b2))Ψ(b1)⊗Ψ(b2)
)
= (−1)|a2||b1|∆Ψ(a)∆Ψ(b)
which proves (12).
Let m : Û ⊗ Û −→ Û be the multiplication map. We show next that for any element
a ∈ Û homogenous for the bigradation Û δν ,
m(1 ⊗ S)∆Ψ(a) = m(S ⊗ 1)∆Ψ(a) = εΨ(a) (13)
By definition of ∆, and S
m(1 ⊗ S)∆Ψ(a) = (−1)(ν(a1),ν(a2)+ην(a2))Ψ(a1)⊗ SΨ(a2)
= (−1)(ν(a1),ν(a2)+ην(a2))+(ν(a2),δ(a2))Ψ(a1)⊗Ψ(Sa2).
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According to (10), S(a2) ∈ Ûν(a2)+δ(a2)ν(a1) and δ(a2) = δ(a). Then formula (6) gives
Ψ(a1)Ψ(Sa2) = (−1)(ν(a1),δ(a)+ν(a2)+ην(a2))Ψ(a1Sa2), and we obtain finally
m(1⊗ S)∆Ψ(a) = (−1)(ν(a),δ(a))Ψ(ε(a)) = (−1)(ν(a),δ(a))εΨ(a) = εΨ(a)
since εΨ(a) = 0 if ν(a) 6= 0. The other equality of (13) can be established in the same
way.
It remains to check that
(ε⊗ 1)∆Ψ(a) = (1⊗ ε)∆Ψ(a) = Ψ(a)
(∆⊗ 1)∆Ψ(a) = (1⊗∆)∆Ψ(a).
These identities are straightforward from the definition of ∆.
4. Twisted adjoint actions and locally finite parts
The object of this section is to compute the locally finite parts of Û for certain twisted
adjoint actions.
4.1. A general construction. Let X = X|0 ⊕ X|1 be a Hopf superalgebra. We recall
that the Hopf structure of X provides an adjoint action defined by the formula ad a(x) =
(−1)|x||a2|a1xS(a2), using the Sweedler notation: ∆(a) = a1 ⊗ a2. There is an elementary
way to construct new actions by twisting the adjoint action by an algebra morphism
(similar twisted actions have been considered by Joseph in [J3]). One proceeds as follows.
Let ψ : X −→ X be an algebra morphism. For any Z2 homogenous element a, x ∈ X ,
set:
adψ a(x) = (−1)|a2||x|a1xS(ψ(a2)).
This formula defines an action since for any homogenous elements a, b, x
(adψ a)(adψ b)(x) = (−1)|b2||x|+|a2|(|b1|+|x|+|b2|)a1b1xS(ψ(b2))S(ψ(a2))
= (−1)|x|(|a2|+|b2|)+|b1||a2|a1b1xS(ψ(a2)ψ(b2))
= (−1)|x|(|a2|+|b2|)+|b1||a2|a1b1xS(ψ(a2b2))
= (−1)|x||(ab)2|(ab)1xS(ψ((ab)2))
= adψ(ab)(x)
4.2. Let µ ∈ Pg(pi)/2Pg(pi), and ψµ be the inner automorphism of Û defined by ψµ(a) =
ξµaξµ. In what follows we shall consider the twisted adjoint actions obtained by applying
the construction 4.1 to the cases of
— the genuine Hopf algebra Û (for the Hopf structure given in 2.2.3) and the morphisms
ψµ.
— the Hopf superalgebra Û (for the Hopf superstructure given in 3.4) and the mor-
phisms ψµ.
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In order to avoid any confusion, we shall write ad the adjoint action of Û , and ad the
super adjoint action. The twisted actions are denoted respectively by adµ := adψµ , adµ :=
adψµ . Of course, ad0 = ad and ad0 = ad. In the case µ = wl, we shall often prefer to
write ad• instead of adwl. The twisted adjoint action ad• is the quantum version of
the “non-standard” adjoint action considered by Arnaudon, Bauer, Frappat in [ABF], 2.
Recall 3.4.1. By definition, ad•a = ada for any generator a ∈ {kλ, ξλλ ∈ Pg(pi); ei, fi, 1 ≤
i < l} and
ad(el)x = elx− (−1)|x|klxk−1l el, ad(fl)x = flxkl − (−1)|x|xflkl
ad•(el)x = elx+ (−1)|x|klxk−1l el, ad•(fl)x = flxkl + (−1)|x|xflkl
(14)
4.2.1. If N is any adλ-stable (resp. adλ-stable) subspace of Û , we denote by Fλ(N)
(resp. Fλ(N)) its locally finite part for the action adλ (resp. adλ). If µ = 0 we shall write
respectively F(N), F(N) instead of F0(N), F0(N). Also, we shall often prefer to use the
notation F•(N) instead of Fwl(N).
4.2.2. Let λ ∈ Pg(pi). By definition of adλ, for all x ∈ Û , and for all weight element
a ∈ Û , (adλ a)(ξλx) = a1ξλxS(ξλa2ξλ) = ξλ(ξλa1ξλ)xS(ξλa2ξλ) = (−1)(λ,ν(a))ξλ(ad a)x.
The same holds replacing ad by ad. It follows that
Fλ(Û) = ξλ F(Û) and Fλ(Û) = ξλF(Û).
4.2.3. Lemma. Let λ be in Pg(pi)/2Pg(pi). Then
(i) Fλ(U) = 0 if λ 6= 0
(ii) Fλ(Û) = ξλ F(U)
Proof. Assume that λ 6= 0, and let V ⊂ U be a simple adλ U-module. Take a an element
of lowest weight of V . Since λ 6= 0, there exists αi ∈ pi such that (λ, αi) = 1 + 2Z. Hence
0 = adµ Fia = (Fia + aFi)Kαi . Proposition 1.7, [DK], forces a = 0. This establishes the
assertion (i).
Let a ∈ F(Û). Write x = ∑µ∈Pg(pi)/2Pg(pi) ξµaµ, xµ ∈ U . According to 4.2.2 ad(Û)x =
ad(U)x = ⊕µ∈Pg(pi)/2Pg (pi) ξµ adµ(U)(xµ). Thus adµ(U)(xµ) ∈ Fµ(U) and hence xµ = 0 if
µ 6= 0 by (i). This proves F(Û) = F(U) and (ii) follows from 4.2.2.
4.3. Retain the definitions of 3.3.3. If follows from (10) and (11) that the gradation
(Û δ) possesses a very striking property: it is invariant by the actions adλ, adλ. Recall the
definition of Ψ (see 3.3.2).
Lemma. Fix λ, δ ∈ Pg(pi)/2Pg(pi). Let a, x ∈ Û be homogenous elements for the
bigradation (Û δν ). Then
Ψ
(
adλ a(x)
)
= ±adλ+δΨ(a)
(
Ψ(x)
)
. (15)
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Proof. Let a, x ∈ Û be as in the Lemma. By definition, adλ ax = (−1)(ν(a2),λ)a1xS(a2),
where ∆(a) = a1 ⊗ a2 in Sweedler notation. Recall (8), (10) which assert in particular
that a, x, a1, a2 are graded for the gradations (Ûν), (µÛ), (Û δ). Using (6) one obtains
Ψ(adλ ax) = (−1)(ν(a2),λ)+(ν(a1),µ(x))+(ν(x),µ(Sa2))+(ν(a1),µ(Sa2))Ψ(a1)Ψ(x)Ψ(Sa2)
= (−1)sΨ(a1)Ψ(x)SΨ(a2) (16)
where s ∈ Z2, and
s =
(
ν(a2), λ
)
+
(
ν(a1), µ(x)
)
+
(
ν(x), µ(Sa2)
)︸ ︷︷ ︸
s2
+
(
ν(a1), µ(Sa2)
)
+
(
ν(a2), δ(a2)
)︸ ︷︷ ︸
s2
.
According to (10) µ(x) = δ(x)+ ην(x), δ(a2) = δ(a), µ(S(a2)) = δ(a)+ ν(a2)+ ην(a2), so
s1 =
(
ν(a), δ(a)
)
+
(
ν(a1), ν(a2) + ην(a2)
)
and
s2 =
(
ν(a2), λ
)
+
(
ν(a2) + ν(a), δ(x) + ην(x)
)
+
(
ν(x), ν(a2) + ην(a2) + δ(a)
)
=
(
ν(a), µ(x)
)
+
(
ν(x), δ(a)
)
+
(
ν(a2), λ+ δ(x)
)
+
(
ν(a2), ην(x)
)
+
(
ν(x), ην(a2)
)
+
(
ν(x), ν(a2)
)
=
(
ν(a), µ(x)
)
+
(
ν(x), δ(a)
)
+
(
ν(a2), λ+ δ(x)
)
+ |a2||x| by (9).
Consequently
s = s1 + s2 = t + |a2||x|+ (ν(a2), λ+ δ(x)) +
(
ν(a1), ν(a2) + ην(a2)
)
where t = (ν(a), δ(a)) + (ν(a), µ(x)) + (ν(x), δ(a)) depends only on the “degrees” (for the
different gradations) of a and x. Substituting the above expression of s in (16), and using
definitions of ∆, S we derive that
Ψ(adλ ax) = (−1)tadλ+δ(x)Ψ(a)Ψ(x) (17)
as required.
4.4. We recall the results of Joseph and Letzter (see [JL2]):
F(U) =
⊕
λ∈P+
k
(pi)
(adU)K−2λ
and each (adU)K−2λ contains a unique (up to a non-zero scalar) central element denoted
by z2λ. The centre Z(U) of U is the polynomial algebra
Z(U) = C[z2w1 , . . . , z2wl−1, zwl]. (18)
We shall need the following submodules of F(U):
N0 :=
⊕
λ∈P+g (pi)
(adU)K−2λ, N1 :=
⊕
λ∈P+
k
(pi)\P+g (pi)
(adU)K−2λ.
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If λ ∈ P+g (pi), then δ(K−2λ) = 2λ = 0 and so N0 ⊂ U0. If λ ∈ P+k (pi)\P+g (pi), i.e.
λ = λ′ + wl
2
, λ′ ∈ P+g (pi), then δ(K−2λ) = wl and so N1 ⊂ Uwl . Consequently
F(U) ∩ U0 = N0
F(U) ∩ Uwl = N1. (19)
It follows from Lemma 4.3 that F(Û)∩Ûµ = Ψ(Fµ(Û)∩Ûµ). By Lemma 4.2.3 we know that
Fµ(Û) = ξµ F(U). Hence, using (19) and recalling 4.2.2, we obtain ∀λ ∈ Pg(pi)/2Pg(pi),
Fλ(Û) =
⊕
µ ξλ+µΨ
(
F(U) ∩ Uµ)
= ξλ
(
Ψ(N0)⊕ ξΨ(N1)
)
.
(20)
5. Algebraic structures of Uq(g)
Recall the definition of Ψ (see 3.3.2). We define U := Ψ(U). By definition of Ψ,
Û ≃ U ⋊ kΓ.
With the notations of 3.4.1, U is the subalgebra of Û generated by the ei, fi, kλ. The
algebra U is graded for all the different gradations we defined on Û . By definition of ∆, S,
the subalgebra U is a Hopf subalgebra of (Û ,∆, S, ε).
We shall show in 5.2 that U ≃ U−q(g).
5.1. Representations of U . We shall now give the classification of the finite dimensional
U-modules.
5.1.1. Generalities. Let us prove that every simple U-module is the restriction of a simple
Û-module and that every finite dimensional U-modules is completely reducible.
Let V be a simple finite dimensional U-module. Assume for the moment that we work
over the algebraic closure k of k (we extend the scalars of all our objects). Take any
non-zero weight vector of V (that is a common eigenvector for the kλ). The simplicity
forces V = Uv. Choose any character θ ∈ Γ. Then the the following formula defines
an action of Û on V : ξµ.aνv = θ(µ)(−1)(µ,ν)aνv, for any ν ∈ Pg(pi) and any aν ∈ U of
weight ν. Indeed, the vector v being a weight vector, the annihilator AnnU v is the sum
of its weight subspaces, and hence the previous formula makes sense. As a Û-module, V
is necessarily simple, and thus is a V (φqλ, θ) by lemma 3.2.2 (which obviously also holds
over k). This shows in particular that all the eighenvalues of the kλ actually lie in our
ground field k. Therefore, we could have chosen v to be in the k-vector space V , and
so all that precedes actually holds over k. We have proved that V is the restriction of a
simple Û-module.
Remark that we have just showed that the group {kµ, µ ∈ Pg(pi)} acts diagonally on a
simple U-module. Hence the restriction of a simple finite dimensional Û -module to U is
also simple.
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Consider now M , a finite dimensional U-module. The induced module IndÛU M is a
finite dimensional Û-module, and therefore completely reducible by lemma 3.2.2. Thus,
IndÛU M is also completely reducible as a U-module (see the previous remark). But as a
U-module, M lies in IndÛU M . Hence M is completely reducible.
5.1.2. It follows from what preceedes, that for any fixed θ ∈ Γ̂, the set {V (qλφ, θ), (λ, φ) ∈
P+k (pi)×Γ̂} is a complete set of non-isomorphic finite dimensional simple modules for both
U and U .
5.1.3. Remark. Recall that we shall prove in 5.2 that U ≃ U−q(g). The classification
of the finite dimensional modules over the “quantum” enveloping algebra of g has been
obtained by R. B. Zhang (see [Zh]) in the context of formal deformations and by Zou
(see [Zou]) for the Drinfeld-Jimbo quantization Uq(g), through the standard approach.
5.1.4. Crystals. We admit for a moment that U ≃ U−q(g). Fix θ ∈ Γ̂ and let V (λ), λ ∈
P+k (pi), be the simple finite dimensional Û-module V (qλ, θ). A priori, one can associate
to V (λ) two crystals. One is given by the work of Kashiwara (see [Kash]), considering
V (λ) as a U-module. We denoted it by B(λ). The other one, B(λ), follows from the
work of Musson and Zou (see [MZ]), viewing this time V (λ) as a U -module. Both sets
{B(λ), λ ∈ P+k (pi)}, {B(λ), λ ∈ P+k (pi)} are closed family of highest weight normal
crystals, in the sense of [J2] 6.4.21. Hence there are equal (up to isomorphisms) by
proposition 6.4.21, [J2]. Another way to see that B(λ) ≃ B(λ) is to remark (keeping the
notations of [Kash] and [MZ]) that L(λ) = L(λ) and that the crystalline operators of
Musson and Zou act on a given weight subspace of L(λ) as the crystalline operators of
Kashiwara up to signs (depending on the weight of the subspace and on the “color” of
the operators).
5.2. Recall the definition of Uq(g) given in [MZ]. Let Z(U) (resp. Z•(U)) be the super-
centre (resp. the anticentre) of U , that is the subspace of invariants elements of U with
respect to ad (resp ad•). One has Z•(U) := {a ∈ U , ax = (−1)|x|xa ∀ Z2-homogenous x ∈
U}. We also introduce the algebra A(U) := Z(U) + Z•(U).
We deduce from section 4 the (compare (i) with 3.3 [Zh])
Theorem.
(i) The subalgebra U is isomorphic to U−q(g).
(ii) One has Ψ
(
F(U)) = F(U)⊕ F•(U) with
F(U) = Ψ(N0) =
⊕
λ∈P+g (pi)
adUk−2λ
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F•(U) = Ψ(N1) =
⊕
λ∈P+
k
(pi)\P+g (pi)
adUk−2λ
(iii) Recall that ξ := ξβl and (18). One has A(U) = Z(U)⊕Z•(U) = Ψ(Z(U)) and
Z(U) = C[z2w1 , . . . , z2wl−1 , z2wl]
Z•(U) = (ξzwl)Z(U)
Proof. We start by proving (i). The relations (2), (3), (4), (5) can be respectively rewrit-
ten as adKµEi = q
(µ,αi)Ei, adKµFi = q
−(µ,αi)Fi, adFiEj = δij(1 − K2αi)/(q − q−1),
adE
1−〈αj ,αi〉
i Ej = 0, adF
1−〈αj ,αi〉
i Fj = 0. Take the image of these relations by Ψ. Accord-
ing to Lemma 4.3 (and more precisely to formula (17)) we obtain adkµei = (−q)(µ,αi)ei,
adkµfi = (−q)−(µ,αi)fi, adfiej = −δij(−1)δil(1 − k2αi)/(q − q−1), ad e
1−〈αj ,αi〉
i ej = 0,
ad f
1−〈αj ,αi〉
i fj = 0. It is easy to see that these relations are exactly the relations defining
U−q(g).
The assertion (ii) results from (20). And (ii) implies that Ψ(Z(U) ∩ N0) = Z(U)
and Ψ(Z(U) ∩ N1) = Z•(U). On the other hand, elements of the centre Z(U) are of
weight zero. Therefore combining (19) with (8), one has Ψ(Z(U)∩N0) = Z(U)∩N0 and
Ψ(Z(U) ∩N1) = ξ(Z(U) ∩N1), which ends the proof.
5.2.1. Remark. The element ξzwl is a quantization of the element T introduced
in 4.4.1 [GL2]. See also formula (22) and remark 6.4.1. Notice also that this element
coincides with the sCasimir element constructed in [AB] for the algebra Uq(osp(1, 2))
5.2.2. Remark. Let F•(U(g)) be the locally finite part of U(g) for the “non-standard”
action of Arnaudon, Bauer, Frappat (see [ABF], 2). Then F•(U(g))) = F(U(g)) since g1
is finite dimensional. The situation in the quantum case is therefore radically different on
this point.
5.3. The separation theorem for F(U) ⊕ F•(U). In [JL3], Joseph and Letzter es-
tablished a separation theorem for the algebra F(U). They proved the existence of ad-
submodules H(U)(λ) of (adU)K−2λ such that if H(U) := ⊕λ∈P+
k
(pi)H(U)(λ), then the
multiplication H(U)⊗ Z(U) −→ U is an isomorphism of adU-modules. Introduce
H(U) := Ψ(N0 ∩H(U)) and H•(U) := Ψ(N1 ∩ H(U))
Let hi ∈ H(U) be weight elements, and zi ∈ Z(U) ∩ Nji ji ∈ {0, 1}. It follows from
(19) and (8) that
∑
Ψ(hi)Ψ(zi) = Ψ(
∑±hizi). This is enough to deduce the separation
theorem for F(U)⊕ F•(U):
5.3.1. Proposition. The multiplication
(H(U)⊕H•(U))⊗A(U) −→ F(U)⊕ F•(U)
is an isomorphism.
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6. The annihilation theorem
The goal of this section (theorem 6.5) is to establish that the annihilator of any U -Verma
module in F(U)⊕ F•(U) is generated by its intersection with A(U).
6.1. By definition (see 3.2.1), a Û -Verma module is a U-Verma module and a character of
Γ which describes the action of Γ on the highest weight vector. Of course, the same holds
replacing U by U . Hence, throughout this subsection, we shall not make any distinctions
between the U , U and Û-Verma modules.
We fix now once for all a Û-Verma moduleM :=M(Λ, θ) and we define for all µ ∈ Pg(pi),
Λ(kµ) := Λ(Kµ)θ(ξµ).
6.2. The Verma module M being Z2-graded (see 3.2.3), End(M) inherits the natural
gradation:
End(M)|j = {f ∈ End(M), ∀i ∈ Z2 f(M|i) ⊂ M|i+j}
Consider the adjoint action of Û on End(M) defined by (ad af)(x) = a1(f(S(a2)x))
for all a ∈ Û , f ∈ End(M) and all x ∈ M . Let F(M,M) be the locally finite part of
End(M) for the adjoint action ad. The subspace F(M,M) is Z2-graded for the above
gradation. The restriction of Û −→ End(M) induces a morphism of ad Û-modules:
F(Û) −→ F(M,M). Its image coincides with the image of F(U) −→ F(M,M).
We recall (see Lemma 8.3. in [J2]) that F(M,M) is a domain.
6.3. Lemma. Let f ∈ F(M,M) and i ∈ Z2 be be such that f(M|i) = 0. Then f = 0.
Proof. Let f be as in the lemma. By definition of the Z2-gradation on F(M,M) we
may assume that f is Z2-homogenous, and hence that f
2 is even. Take any non-zero
p ∈ F(M,M)|1 (obviously such p exists; for instance adElK−wl = (1−q−1)ElK−wl ∈ F(U)
has a non-trivial image in F(M,M)|1). Then f
2pf 2 = 0 which implies f = 0 since
F(M,M) is a domain.
6.4. Recall that Λ(kµ) := Λ(Kµ)θ(ξµ).
Lemma. For any U-Verma module M , the following equivalence holds
AnnA(U)M = A(U) AnnZ(U)M ⇐⇒ ∀ 1 ≤ i ≤ l, Λ(kβi) 6= ±iq−(ρ,βi).
Proof. By proposition 5.2, one has A(U) = (k ⊕ k(ξzwl)) ⊗ Z(U). The centre Z(U)
acts by scalars on M . Hence the equality AnnA(U)M = A(U) AnnZ(U)M is equivalent to
Annk⊕k(ξzwl)M = 0. The element ξzwl acts on the Z2-graded components ofM by the two
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opposite scalars ±Λ(Υ(zwl)), Λ being linearly extended to Uo. Thus, Annk⊕k(ξzwl)M = 0
is equivalent to Λ(Υ(zwl)) 6= 0. Retain notation of 3.1.4. By [J2] 7.1.19,
Υ(zwl) =
∑
µ∈Pk(pi)
dimV (q
wl
2 )µq
−2(ρ,µ)K−2µ (21)
where V (q
wl
2 ) is simple U-module of highest weight wl
2
. Since wl
2
is a minuscule weight,
dimV (q
wl
2 )µ = 1 if µ ∈ W (wl2 ) = {12
∑
i=1...l εiβi, εi = ±1} and 0 otherwise. So (21) can
be rewritten
Υ(zwl) =
∏
i=1,...l
(q−(ρ,βi)K−βi + q
(ρ,βi)Kβi). (22)
The assertion follows.
6.4.1. Remark. If T̂d := {Λ ∈ T̂ , ∃1 ≤ i ≤ t such that Λ(Kβi) = ±iq−(ρ,βi)} then the
formula (22) implies that
ξzwl ∈
⋂
Λ∈T̂d, θ∈Γ̂
AnnU M(Λ, θ).
This is the quantum version of a property satisfied by the element T constructed in [GL2]
(see [GL2] 4.4.1 and 6.1.3).
6.5. In [JL], Joseph and Letzter prove the annihilation theorem of Duflo for F(U). We
deduce from this result the (compare with Theorem 7.1 [GL], and Theorem 6.2 [GL2])
Theorem. Let M be a U -Verma module. Then
(i) For any i ∈ Z2, AnnF(U)⊕F•(U)M|i = (F(U)⊕ F•(U)) AnnA(U)M|i.
(ii) AnnF(U)⊕F•(U)M = (F(U)⊕ F•(U)) AnnA(U)M.
(iii) AnnF(U)⊕F•(U)M = (F(U)⊕ F•(U)) AnnZ(U)M ⇐⇒ ∀ 1 ≤ i ≤ l, Λ(kβi) 6= ±iq−(ρ,βi)
Proof. We start by (i). Recall Theorem 5.2 (iii). As the centre Z(U) acts by scalars on
M , the algebra A(U) acts by scalars on the homogenous components M|i. It follows from
Proposition 5.3.1 that (i) is equivalent to the statement ∀i ∈ Z2, AnnH(U)⊕H•(U)M|i = 0.
Let Ψ(h),Ψ(h′) ∈ H(U),H•(U) and i ∈ Z2 be such that Ψ(h)+Ψ(h′) ∈ AnnH(U)⊕H•(U)M|i.
Since M|i is T -invariant, we can assume that Ψ(h),Ψ(h
′) (and hence h, h′) are elements of
the same weight ν. Combining (19) and (8) one has Ψ(h) = ξη(ν)h and Ψ(h
′) = ξη(ν)+wlh
′.
Hence h+ ξh′ ∈ AnnH(U)M|i . The element ξ acts by ±id on M|i , so we can assume that
h+h′ ∈ AnnH(U)M|i . From Lemma 6.3 we derive that h+h′ ∈ AnnM . Therefore h′ = −h
using 4.2, [JL]. But h ∈ N0, h′ ∈ N1 and N0 ∩ N1 = 0, which forces finally h = h′ = 0.
This finishes the proof of (i).
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For (ii), one has the equalities
AnnF(U)⊕F•(U)M =
⋂
iAnnF(U)⊕F•(U)M|i
=
⋂
i(F(U)⊕ F•(U)) AnnA(U)M|i by (i)
=
⋂
i(H(U)⊕H•(U))⊗AnnA(U)M|i by Proposition 5.3.1
= (H(U)⊕H•(U))⊗
⋂
iAnnA(U)M|i
= (H(U)⊕H•(U))⊗ AnnA(U)M
= (F(U)⊕ F•(U)) AnnA(U)M
And (iii) is a consequence of (ii), Proposition 5.3.1 and of Lemma 6.4.
6.5.1. Remark. We believe that (i) should also hold in the classical case.
7. A(U) is the commutant of U |0
In this section we shall prove that A(U) is the commutant of the even part of U ,
that is A(U) = C(U |0). Let A(Û) be the subalgebra A(Û) := Z(U) ⊕ ξZ(U). Since
C(Û|0)∩U = C(U |0) and A(Û)∩U = A(U) (recall Theorem 5.2 (iii)) it is enough to prove
the equality A(Û) = C(Û|0). For this, we shall proceed by quantizing the mechanics of
4 [GL2].
7.1. Lemma. For every subset Ω of Pk(pi) dense for the Zariski topology, one has⋂
λ∈Ω
θ∈Γ̂
AnnÛ V (q
λ, θ) = 0.
Proof. Fix λ ∈ Ω. One has⋂
θ∈Γ̂
AnnÛ V (q
λ, θ) = (kΓ)AnnU V (qλ). (23)
where V (qλ) stands for the U-simple module of highest weight qλ.
Indeed, let eχ ∈ kΓ, χ ∈ Γ, be the projector corresponding to χ, that is the projector
such that geχ = χ(g)eχ, ∀g ∈ Γ. Let x ∈ Û and write x =
∑
χ∈Γ̂ xχeχ, xχ ∈ U . As
a U-module, V (qλ, θ) canonically identifies with the U-module V (qλ) (see 3.2.1). Under
this identification, x acts on the subspace of T -weight qλ−ν of V (qλ, θ) as x(−1)νθ on the
subspace of the same weight of V (qλ). Hence, x ∈ ⋂θ∈Γ̂AnnÛ V (qλ, θ) implies that x(−1)νθ
vanishes on V (qλ)qλ−ν for all ν and θ. This gives (23).
7.2. As in 4.1 [GL2], the previous lemma implies
Lemma. The algebra C(Û|0) coincides with the subalgebra of elements of Û acting by
scalars on the homogenous components of simple highest weight modules.
19
7.3. Retain the notation of 3.1.4. Take x ∈ Ûo and write x := ∑ aµ,µ′ξµKµ′ , aµ,µ′ ∈ k.
For any (λ, θ) ∈ Pk(pi)× Γ̂, we set x(λ, θ) :=
∑
aµ,µ′θ(µ)q
(λ,µ′).
With these conventions, a ∈ C(Û|0) acts by the scalar Υ(a)(λ, θ) on the homogenous
component of V (qλ, θ) containing the highest weight vector.
7.4. Lemma. The restriction of Υ to C(Û|0) is injective.
Proof. For all (λ, θ) ∈ P+k (pi)× Γ̂ denote by vλ the highest weight vector of V (qλ, θ). Let
a be in A(Û). We recall that a acts on Û|0vλ by the scalar Υ(a)(λ, θ). On the other
hand, if λ ∈ Ω := {λ ∈ P+k (pi), 〈sβl.(λ) + ρ, βl〉 ∈ 2N + 1} and θ′ := (−1)sβl .λ−λθ we
claim that a acts on Û|1vλ by the scalar Υ(a)(sβl.λ, θ′). Indeed, assume that λ ∈ Ω and
θ′ = (−1)sβl .λ−λθ. Then (see 3.2.1) M(qλ, θ) ⊂ M(qsβl .λ, θ′). Moreover, if uλ, usβl .λ are
the respective highest weight vectors of these Verma modules, one has Û|1uλ ⊂ Û|0usβl .λ
and the claim follows. Hence Υ(a) = 0 implies a ∈ AnnÛ V (qλ, θ) for all (λ, θ) ∈ Ω × Γ̂.
The density of Ω allows us to use 7.1 and then to conclude.
7.5. Set
Uoev :=
∑
µ∈Pk(pi)
kK2µ ⊂ Uo.
The Weyl group W acts on Uo and on Uoev in the following way:
w.Kµ := q
(µ,w−1ρ−ρ)Kwµ.
Lemma. Υ
(C(Û|0)) ⊂ (Uoev)W ⊕ ξ(Uoev)W
Proof. Firstly, we shall check that
Υ
(C(Û|0)) ⊂ (Uo)W ⊕ ξ(Uo)W . (24)
We start by fixing some notations. Recall 2.2.2. For any 1 ≤ i ≤ l, we define Γi :=
{ξµ, µ ∈
⊕
j 6=i(Z/2Z)wj}, and the subalgebra Ûoi := (kΓi)Ûo. By definition, Ûo =
Ûoi ⊕ ξwiÛoi .
Fix a ∈ C(Û|0). For each i = 1, . . . , l, write
Υ(a) = Pi + ξwiQi (25)
with Pi, Qi ∈ Ûoi . We fix i < l and show that Qi = 0.
Let (λ, θ) be in Pk(pi) × Γ̂ such that 〈λ, αi〉 ∈ N. Consider θ′ defined by θ′ :=
(−1)〈λ+ρ,αi〉αiθ. In other words, θ′(wj) = θ(wj) ∀j 6= i and θ′(wi) = (−1)〈λ+ρ,αi〉θ(wi). Ac-
cording to 3.2.1, M(qsαi .λ, θ′) is a submodule of M(qλ, θ). Moreover, as i < l, Û|0vsαi .λ ⊂
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Û|0vλ where vλ, vsαi .λ stand for the vectors of highest weight of M(qλ, θ) and M(qsαi .λ, θ′).
It follows that
Υ(a)(sαi .λ, (−1)〈λ+ρ,αi〉αiθ) = Υ(a)(λ, θ) (26)
if 〈λ, αi〉 ∈ N. We shall now check that formula (26) extends to all λ ∈ Pk(pi). Indeed if
〈λ, αi〉 = −1 then 〈λ+ρ, αi〉 = 0, sαi .λ = λ and (26) is obvious. If 〈λ, αi〉 = −p−2, p ≥ 0,
then sαi.λ = λ + (p + 1)αi and 〈sαi .λ, αi〉 = p. We can then apply (26) to sαiλ, which
establishes (26) for λ.
Using notation (25), (26) can be rewritten as follows
Pi(sαi .λ, θi) + θ(wi)(−1)〈λ+ρ,αi〉Qi(sαi .λ, θi) = Pi(λ, θi) + θ(wi)Qi(λ, θi)
where θi is the restriction of θ to Γi. Taking successively θ(wi) = ± in the last equation,
we obtain
Pi(sαi .λ, θi) = Pi(λ, θi) (27)
Qi(sαi .λ, θi) = (−1)〈λ+ρ,αi〉Qi(λ, θi) (28)
Write Qi =
∑
(µ,γ)∈Pg(pi)×Γi
aµ,γKµξγ. Then (28) implies that for all (λ, θ) ∈ Pk(pi)× Γ̂i,
∑
(µ,γ)∈Pg(pi)×Γi
aµ,γ(−1)〈λ,αi〉q(µ,sαi .λ)θ(γ) +
∑
(µ,γ)∈Pg(pi)×Γi
aµ,γq
(µ,λ)θ(γ) = 0.
Since the characters Pk(pi) × Γ̂i −→ k, (λ, θ) 7→ (−1)〈λ,αi〉q(µ,sαi .λ)θ(γ) and (λ, θ) 7→
q(µ,λ)θ(γ) are pairwise distinct, the lemma of linear independence of the characters of
Dedekind forces Qi = 0.
Finally, i running from 1 to l, we have proved that
Υ(a) = P + ξQ
where P,Q ∈ Uo are invariant under the action of the subgroup of W generated by the
si, i < l.
If λ is such that 〈λ+ρ, βl〉 ∈ 2N+2, thenM(qsβl .λ, θ) ⊂ M(qλ, θ) with Û|0vsβl .λ ⊂ Û|0vλ,
and one shows, proceeding as above, that
P (sβl.λ) = P (λ), Q(sβl.λ) = Q(λ) (29)
for all λ ∈ Pk(pi) such that 〈λ + ρ, βl〉 ∈ 2Z. We shall check that (29) actually holds
for all λ ∈ Pk(pi). Let us treat the case of P for instance. The identity (29) can be
rewritten as (sβl.P −P )(
wl
2
+λ′) = 0 for all λ′ ∈ Pg(pi). Write P =
∑
µ∈Pg(pi) aµKµ. Then∑
µ∈Pg(pi) q
1
2
(µ,wl)(asβlµq
(µ,ρ−sβlρ)− aµ)q(µ,λ) = 0 for all λ ∈ Pg(pi). The linear independence
of the characters Pg(pi) → k, λ 7→ q(µ,λ) forces the equalities asβlµq(µ,ρ−sβlρ) = aµ and
therefore sβl.P = P .
Finally, P,Q are W.-invariant and we have proved (24).
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It remains to show that P,Q are actually elements of Uoev. For this, we should reproduce
the reasoning above, analyzing now the action of a on the M(qλφ, θ) where φ ∈ Γ.
Another way to do it is to imitate [Jan] 6.6, that is to consider for each φ ∈ Γ̂, the
automorphism σφ which keeps C(Û|0) invariant, and sends Kαi , Ei, Fi, ξi respectively to
φ(αi)Kαi , φ(αi)Ei, Fi, ξi.
7.6. Proposition. C(Û|0) = A(Û).
Proof. By [J2] 7.17, Υ(Z(U)) = (Uoev)W . Since A(Û) ⊂ C(Û|0), we deduce from lemma 7.5
that Υ
(A(Û)) = Υ(C(Û|0)). And lemma 7.4 ends the proof.
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