This paper focuses on the issue of outlier detection for time series in the process industry. Considering the characteristics of time series in process control systems, such as high non-linearity, strong noise and the special relationship between the input and output of the controlled object, a new outlier detection algorithm is proposed. The algorithm adopts an improved Radial Basis Function Network to construct the model of the controlled object and an Auto-Regression Hidden Markov Model to detect outliers. Unlike many conventional outlier detection methods, this algorithm does not need any prior data and can detect outliers accurately without preselecting the threshold. The proposed detection algorithm is validated by the application to the electrode regulator system of an arc furnace and comparison with Takeuchi's auto-regressive model detection approach.
Introduction

Contributions of this paper
Identification of outliers in process control systems has been one of the most exciting topics in the process industry since it is important for the data-based analysis such as soft-sensing (Yan et al., 2004; Zhong and Yu, 2000) ), modelling (Allahar et al., 2008; Castet and Saleh, 2009; Li et al., 2008) and fault diagnosis (Glidden, 2007; Lee and Cho, 2006; Oliveira et al., 2008) . Nearly all these applications are based on one assumption -that the process data sampled from process control system should be completely clean. In other words, the process data should be able to satisfy the model of the controlled object. Unfortunately, since there are so many uncertain factors in industrial fields, the clean data cannot be acquired directly from actual control systems. Now that outliers are inevitable, it is necessary to pre-process the data by detecting and removing outliers before using them.
Various methods for outlier detection have been proposed in the literature (Hodge and Austin, 2004) , such as statisticsbased algorithms (Baker et al., 1999; Dasgupta and Forrest, 1996; DeCoste and Levine, 2000) , machine learning-based algorithms (Fawcett and Provost, 1999) and neural network-based algorithms (Brotherton et al., 1998; Theofilou et al., 2003) etc. In most of them, outliers are regarded as the points far away from the majority of the data, but such a definition does not very suit the data in process control systems since there are some data, especially at the regulating process, that are far away from the others but satisfy the model of controlled objects. These are not outliers at all according to the definition of outliers in process control systems. So, in order to detect outliers in process control systems accurately, the relationship between inputs and outputs should be known. As we know, there are few outlier detection methods that are designed especially for data in process control systems. Jun-ichi Takeuchi's auto-regressive (AR) model outlier detection algorithm seems suitable (Takeuchi and Yamanishi, 2006) . In his paper, the AR model, which is one of the most typical statistical models for time series modelling, is used to construct the model of a time series, and the detection results are found according to the deviations from the learned model. However, our analysis shows that the AR model detection algorithm has poor robustness to the process data detection since the process data represent high non-linearity, extreme non-stationarity and are usually combined with strong environmental noise. Aiming at the features of process control data mentioned above, a new outlier detection method, which combines a natural network with a Hidden Markov Model (HMM), is proposed in this paper.
In this paper, our contributions are shown as follow:
1. The HMM is introduced as the tool to detect outliers for the first time. The reason why we used HMM here is that we want to find a detection algorithm that can detect outliers online and without pre-selecting a threshold. The double-chain structure of the HMM can just do it. In the HMM detection method, the state hidden chain is used to denote the detection results of the data (the two states represent outlier and normal data respectively), and a Viterbi algorithm is used to obtain the optimal state of the hidden chain. So the detection threshold (or called score in Jun-ichi Takeuchi's algorithm, 2003) is not needed anymore. 2. We improve the input method of the Radial Basis Function Network (RBFN) by making the time series enter the RBFN one by one. Because of this improvement, the output of the neural network can be achieved by calculating the weighted sum of the output of the hidden layer at different times. Thus, the expression form of the output layer becomes the form of the AR model.
The main advantages of the improvement can be summarized as follows: firstly, it becomes easy to introduce the forget factor that can increase the dynamic characteristics of the model and the penalty factor that can reduce the influence on the parameters learning by contaminative data. Secondly, the physical meaning of the centre nodes of the RBFN becomes clearer since they are the points that are symmetrical around the mean of the data. Finally, the number of hidden nodes of the improved RBFN is fewer than that of the conventional RBFN and the details will be illustrated in the posterior section.
3. In order to obtain the output weights of the improved RBFN, a BDT (Brockwell, Dahlhaus and Trindade; Brockwell et al., 2002) recursion algorithm (Trindade, 2003) is used here, since the output layer of improved RBFN can be expressed by the AR model. It further reduces the calculation dimension of the matrix. 4. In our detection method, the process of parameters learning can be operated online, which is very suitable for a detection method running online, and in order to enhance the robustness of our detection algorithm, after detecting outliers, the parameters are updated based on the detection result.
Organization of this paper
The rest of this paper is organized as follows: we first introduced the outlier detection algorithm in the next section including the complete flow chart, the improved RBFN along with the training method, and the outlier detection method by HMM. Then the theoretical analysis of this detection algorithm is presented, which is followed by the results of outlier detection simulations and real data experiments. Finally, the conclusions are summarized.
Construction of the algorithm
As mentioned in the introduction, we let the term data in the process control field denote the vector containing the input and output of the controlled object in each sampling period and let the term outlier denote the data in which the output does not track the input. In order to detect outliers accurately, it is necessary to know the model of the controlled object. An improved RBFN is considered for the model since the RBFN is a suitable modeling tool for non-linear systems and has lower computational cost than other neural networks such as the back-propagation network (Rank, 2003) . Because of the improvement on the input method of the RBFN, the expression form of the output layer can be transformed into the AR model. Thus, the BDT algorithm, which is a recursion algorithm of the model order, is used to compute the connection weights. Then, the HMM is used as the detection tool to detect outliers without pre-selecting the threshold. The process of outlier detection is illustrated in Figure 1 .
Improved Radial Basis Function Network
When fitting the time-series with a conventional RBFN, the vector constituted by several past samples will be used as the input of the RBFN, just
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Aiming at the above shortage, we improve the input method of the RBFN when the radial basis function (RBF) is a Gaussian function. The structure of the improved RBFN is showed in Figure 2 . From Figure 2 , we can see that the past samples from time t À p to time t À 1 are inputted into the RBFN in turn. The subscript of R denotes the number of the RBF, and the superscript of R denotes time. Because of the centre vectors updating with time, R with same subscript
xðtÞ ! ZðtÞ is the mapping from d -dimension space to M -dimension space by the RBF. ZeðtÞ is the estimate value of ZðtÞ. Thus, Equation (2) is transformed into Equation (3):
So, Equation (3) is the form of the p-order AR model.
Training algorithm for new RBF
There are many methods to calculate the connection weights of the output layer. Because of the special output form of the improved RBFN (Equation 3), the connection weights of the output layer can be computed by the BDT algorithm, which was proposed by Brockwell et al. (2002) , for obtaining the coefficients of the AR model. Their method is a recursive in the model order, parameter estimates of high order models being constructed from those of low-order models (Trindade, 2003) . In order to update the weights online by the BDT algorithm, we introduce a forget factor into the conventional BDT algorithm. Thus, the new BDT algorithm takes the following form. 
The initial conditions of the BDT algorithm are:
where W k ðiÞ is the forward coefficient in Equation (3), the subscript k of W k ðiÞ emphasizes the kth times recursion to obtain the coefficients under k-order, and the i in brackets denotes the ith coefficient under k-order. Similar to W k ðiÞ, B k ðiÞ denotes the backward coefficient;Û k andV k are the empirical forward and backward white noise variance. Similarly,ê k ðtÞ andĥ k ðt À kÞ are the empirical forward and backward prediction error residuals. We can obtain the relationship of the variables mentioned above by the following two formulas: In Equation (12), R t k ðiÞ denotes the covariance of the error residuals, r is the forget factor. For the initial condition, subscript f denotes that the initial order is zero, andĜð0Þ is the auto-covariance, which can be updated by the forget factor r.
For all normal data, the BDT algorithm is continuously performing until the order reaches the optimal value p (as for how to find the optimal order of the model, there are many methods, e.g. Stoica and Selen, 2004) . Once a datum is detected as an outlier, the parameters learning method against this outlier will be used. We can find that in the formulas of the BDT algorithm (Equations 4-17), there are four parameters to be affected by outliers: the covariance of error residuals R t k ðiÞ, the auto-covariance of the dataĜð0Þ, and the initial valuesê f ðtÞ andĥ f ðtÞ. For R t k ðiÞ andĜð0Þ, we will reduce the affects by introducing the penalty factor h when the datum is an outlier.
and for the initial valuesê f ðtÞ andĥ f ðtÞ, we use the mean, which is equal to zero in the AR model, to replace ZðtÞ when ZðtÞ is detected as an outlier.
Dynamic learning algorithm of centre vector
A simplified method (Alexandridis et al., 2003 ) is used to update the centre vectors online. The algorithm of Alex (a fuzzy partition of the input space and the minimum distance criterion) can update both centre vectors and the number of hidden nodes simultaneously. In order to satisfy the demand of an online update, the algorithm used here is simplified by keeping the number of hidden nodes constant and only updating the centre vectors of RBFN.
Assuming that the input of RBF is xðt
The demarcation points of each part can be used as a vector component of the candidate centre vector cc i , i 2 1 Á Á Á d. Half of the respective width of each part is the vector component of the candidate radius cr i , i 2 1 Á Á Á d . Similarly to Alex's algorithm, we explain it by Figure 3 , where a two-dimensional input space is considered. The universes of discourse for the two input variables are all divided into four parts; thus 25 candidate centre vectors and two candidate radiuses in the input space are created. As can be seen in Figure 3 , '8' denotes the candidate centre vectors. Given the input vector ½x 1 , x 2 , the candidate centre vector, which is nearest from the input vector (we defined 'nearest' as the point that is in range [x 1i Àcr 1 , x 1i þ cr 1 ] and ½x 2 j À cr 2 , x 2 j þ cr 2 , where cr 1 ¼ ðx 15 À x 11 Þ=2ðn 1 À 1Þ, cr 2 ¼ ðx 25 À x 21 Þ=2ðn 2 À 1Þ, can be obtained, thus the nearest demarcation point is considered one of centre vectors (for example: ½x 12 , x 22 ) of RBF. The two candidate radiuses are ½cr 1 , cr 2 . Since we divide the input space equally, the candidate radiuses can be used directly as radiuses of the RBF.
Repeating the process above, we can obtain M centre vectors using at least M input vectors at the beginning for initialization. The M centre vectors constitute the set of centre vectors for the RBF. When the algorithm is running online, for each input vector xðt À j Þ, j ¼ 1, . . . p, what we firstly need to do is to find whether the input vector xðt À j Þ is 'nearest' to one of centre vectors (we call the centre vector which is nearest to the new input vector xðt À j Þ the responsive centre vector). If none of the centre vector in the set of centre vectors is responsive, we should select a responsive centre vector from the set of the candidate centre vectors, and add it to the set of centre vectors. Meanwhile, the centre vector, which is not the responsive centre vector with the longest response time, is removed from the set of centre vectors to maintain the number of centre vectors.
Outlier detection using Auto-Regression Hidden Markov Model
We use fZðtÞ : t ¼ 1, 2, . . .g to denote the mapping values of fxðtÞ : t ¼ 1, 2, . . .g from d-dimension space to M-dimension space. fZeðtÞ : t ¼ 1, 2, . . .g are the estimate values of fZðtÞ : t ¼ 1, 2, . . .g, where t is the time variable. Equations (18) and (19) show the relation between ZðtÞ and ZeðtÞ:
where Equation (19) is equal to Equation (3), which is the AR model obviously.ê k ðtÞ is the estimate value of white noise, which obeys the Gaussian distribution Nð0, UÞ. Thus, the Equations (18) and (19) lead to:
ZðtÞ ¼ ZeðtÞ þê k ðtÞ ð 20Þ
Then the probability density function ofê k ðtÞ is given by where m ¼ 0. It is obvious that the higher the probability is, the more accurate the data may be.
In order to make the detection results more accurate, we introduce the probability density function pðê k ðtÞ m, j UÞ into the HMM as an observation value chain. Within an HMM there is another chain, which is called as hidden Markov chain for random variables. It is useful to review a few prerequisite topics before beginning our analysis (Bilmes, 2006) . For outlier detection, the sequence of random variables denotes the sequence of state, which represents the final detection result of the data. The transition probability of the sequence of state is given by
where '1' denotes that the state is normal and '0' represents outlier. a 10 denotes the transition probability from state '1' to state '0'; Nða 10 Þ denotes the total times the transition happened.
Outliers analysis is performed here by using the transition probability a ij and the observation probability pðê k ðtÞ m, j UÞ. As we know, a formal technique for finding this single best state sequence exists, which is a dynamic programming method, called the Viterbi algorithm (Lou, 1995; Rabiner, 1989) ). To find the single best detection result, we need to define the quantity as: 
where fpð1Þ, pð2Þ Á Á Á pðiÞ Á Á Ág is a sequence of observation probability in which pðiÞ ¼ pðê k ðtÞ m, j UÞ; sðiÞ in sequence S ¼ fsð1Þ, sð2Þ Á Á Á sðiÞ Á Á Ág is only equal to '1' or '0', and denotes the state of ith time; f i ðtÞ is the best score (highest probability) for finding this single best state sequence. Since the detection process is online, which means when we do detection work onto the data at time t, the previous data before time t have already been processed, and Equation (23) becomes simply:
where we make use of state transition probability a ij to express all influences of historical observations probability and states, and the simplified algorithm is f 1 ðtÞ ¼ a i1 Á p 1 ðtÞ; u 0 ðtÞ ¼ a i0 Á p 0 ðtÞ ð 25Þ in which subscript i denotes the state at time t À 1; p 1 ðtÞ can be obtained by Equation (21), which is the observation probability on the premise that the state is '1', and p 0 ðtÞ ¼ 1 À p 1 ðtÞ. Then the state of the data at time t can be presented by: If f 1 ðtÞ \ u 0 ðtÞ then sðtÞ ¼ 0, and xðtÞ is an outlier; Else sðtÞ ¼ 1, and xðtÞ is normal. It should be noted that the Viterbi algorithm used here is simpler than the conventional Viterbi algorithm.
Theoretical analysis on the algorithm
Theoretical analysis on improved RBF Equivalence of improved RBF. Although the number of hidden nodes in the improved RBFN is smaller than that in the conventional RBFN, under certain conditions, the two networks are completely equivalent. Here we explain such an equivalence between the improved RBFN and the conventional RBFN under the condition that the Gaussian function is used as the RBF of the improved RBFN.
In order to simplify the analysis process and make it easily understood, we suppose that there are only three hidden nodes in the improved RBFN and only three past samples as the input of the improved RBFN for estimating the current sample value. This network structure is shown in Figure 4 (a).
When xðt À 1Þ is inputted into the improved RBFN, we use C to denote the centre vectors respectively, when xðt À 2Þ and xðt À 3Þ are inputted into the network. The outputs of hidden layers for three inputs are given by
where the superscript of C denotes time and the subscript of C denotes the number of hidden nodes. So Equation (1) can be rewritten asx
In order to make the conventional RBFN equivalent to the improved RBFN, the input of the conventional RBFN should be 3d-dimension vector ½xðt À 1Þ, xðt À 2Þ, xðt À 3Þ, and the centre vectors of conventional RBFN also should be 3d-dimension vectors, which are denoted by
Here N is the number of hidden nodes of the conventional RBFN. The structure is shown in Figure 4 (b).
According to the dynamic learning algorithm by Alexandridis et al. (2003) , C a should be chosen in C respectively. Then it is obvious that there are 27 combinations. In other words, the conventional RBFN with 27 hidden nodes is completely equivalent to the improved RBFN with three hidden nodes. The output of the hidden layer of the conventional RBFN is given by
, and the output of the conventional RBFN can be rewritten aŝ
where j abc is the weight of the output layer. For each j abc u 
According to Equation (30), Equation (29) can be rewritten aŝ
and Equation (31) also can be rewritten aŝ
Comparing Equation (32) with Equation (27), it is obvious that if the RBF is a Gaussian function, Equation (33) always holds.
So we can conclude that if the RBF is a Gaussian function, the improved RBFN with time-variant output weights is completely equivalent to the conventional RBFN, and the number of hidden nodes of the improved RBFN is decreased sharply.
Convergence of improved RBF. In order to analyse the convergence of the improved RBF, we give two assumptions as follows:
(A) The time series must be bounded. It means that when t ! ', there must be a constant x, which makes xðtÞ x hold. (B) The first sample data of the time-series is accurate and xð1Þ 6 ¼ 0.
For the time-series data in the process control system, it is easy to meet the assumptions above. The analysis in the above section concludes that the conventional RBFN with 27 hidden nodes is equal to the improved RBFN with three hidden nodes. From Equation (30), we also know that the output weights of the improved RBFN are time-variant, which are decided by the output of the hidden nodes. In order to simplify the analysis process and make it easily understood, we divided the output of the improved RBFN into 27 parts corresponding to the 27 outputs of the hidden nodes of the conventional RBFN, just as in Equation (30). We only take one of the 27 parts as an example. The left of Equation (30) is denoted by f ðtÞ for time t, which is the estimated value of the conventional RBFN, and the right of Equation (30) is denoted by gðtÞ for time t, which is the estimated value of the improved RBFN.
where y abc ðtÞ is the time-variant weight vector and u abc ðtÞ T ¼ ½u
T is the output of the hidden layer of the improved RBFN at time t. Similarly to Equation (34), for time t þ 1, the estimated values are:
In Equation (39), R t k ðiÞ actually denotes the mean of the product ofê J ðtÞ andĥ J ðt À iÞ. In the improved BDT algorithm, R t k ðiÞ is calculated by Equation (12). So in order to prove the convergence of the improved BDT algorithm, it is necessary to prove that the R t k ðiÞ calculated by Equation (12) is equivalent to that calculated by Equation (39) when n is large enough. The mathematical description of the foregoing problem is described as follows.
The mathematical description: j i , i ¼ 1, 2, . . . , n þ p is a group of samples. Then the mean of j i is calculated in two ways:
Where m is the initial mean, which is calculated by first p samples and expressed by Eðj i Þ ¼ m, i ¼ 1, 2, . . . p. m denotes the mean calculated by last n samples, (40) represents the conventional BDT algorithm and Equation (41) represents the improved BDT algorithm. Their unbiased estimators are given by
Comparing Equation (42) with Equation (43), the conclusion can be drawn: when n is not very large, we make the equation p pþn ¼ r n hold, and the unbiased estimators of j 9 and j will be equal. In other words, if r ¼ p pþn
1=n
, j 9 converges to j. When n ! ', 1 pþn ð pm þ n mÞ ! m, since n .. p and r n m þ ð1 À r n Þ m ! m, since r n ! 0. Then, j converges to j too. Remark 1. As we know, the AR model is a linear model for time series analysis with a zero mean, but the mapping values ZðtÞ are probably not a time series with zero mean. Meanwhile, the order of elements in each centre vector changing with time also makes the sequence ZðtÞ not suited to the AR model. So it is necessary to pre-treat ZðtÞ before using it to compute the output weights of RBFN. We sort the elements in each centre vector according to their responses to RBF first, and then subtract ZðtÞ by the mean, which we can update online by Z ave ðtÞ ¼ r 3 Z ave ðtÞ þ ð1 À rÞ 3 ZðtÞ ð 44Þ
where Z ave ðtÞ denotes the mean of ZðtÞ.
Remark 2. The computational complexity of the proposed detection algorithm can be analysed as follows: the main improvements on computation costs are adopted during the updating process of the centre vectors and detection process by the Viterbi Algorithm. For updating the centre vectors, the only work in each sampling period is M times judgments to decide whether it is necessary to add a new centre vector and remove one at the same time. If a new centre vector is needed, more judgments will be made to find a suitable centre vector, and this judgment process is decided by the number of the candidate centre vectors. For a detection process, unlike the conventional Viterbi Algorithm, only two probability calculations for each sample are needed in order to decide whether it is an outlier. The process of training the improved RBFN holds the main computation cost in the proposed algorithm. However, because of the improvement of the input method of the RBFN, the number of hidden nodes decreases sharply. The matrix dimension in the recursion process also decreases by using the BDT algorithm to calculate the output weights. For example, in Figure 4 (a), the dimension of matrix is 3 3 3 in the recursion process, and the recursion times in each training period are equal to the order of the AR model.
Simulation and examination
The performance of the proposed detection algorithm is evaluated by applying it to three different systems: the first was a non-linear benchmark problem described by a discrete input-output model, which was used to compare the performance of the improved RBFN with that of the conventional RBFN. The second was a model of an arc furnace, which represents a process control system in the process industry field. The third was the real input-output time series acquired from the control process of arc furnace steelmaking. In all simulations, we have compared the detection performances between our algorithm and Jun-ichi Takeuchi's outlier detection algorithm (Takeuchi and Yamanishi, 2006) .
Example 1
The first system under study is described as the following discrete input-output model: 
This system was introduced by Narendra and Parthasarathy (1990) . It was cited subsequently by Liu et al. (1998) as a case study for illustrating an online identification method based on Volterra polynomial basis function neural networks and was used to identify a suitable RBF configuration online by Alexandridis et al. (2003) . Considering the method of the updating centre vectors bases on Alex's algorithm, we utilize this system, which was used by Alex, to compare our improved RBFN with the conventional RBFN, to demonstrate the practicality of improved RBFN and the accuracy of outlier detection by the HMM.
In Figure 5 , the first figure is the output curve of the first system, in which eight outliers have been added. Then we add 10% noise to the system and obtain the second figure. Two time series was detected respectively and the detection results are shown in Figure 6 , where '1' denotes the data is normal and '0' denotes outlier.
In Figure 6 , at the beginning of both detection results, there are some detection errors, which are the type 1 error (normal data identified as outliers). The reason may be the poor veracity of the RBFN at the beginning. With the big noise, there is also a type 1 error happened around the tail of the time series in Figure 6 (b). The probabilities of type 1 error for the two detection results are 0.7% and 0.5%, respectively, and none of the type 2 error (outliers identified as normal data) appeared. It is noted that for this system, six hidden nodes are needed and the order of improved RBFN is three, which is equal to the order of the system. Comparing with the result of Alex, in which a six-dimension input and 14 hidden nodes are needed, we can conclude that the improved RBFN uses fewer hidden nodes than that of the conventional RBFN.
Takeuchi's outlier detection algorithm -the AR mode (Takeuchi and Tamanishi, 2006) -has been used here in order to compare with our detection algorithm. In Figure 7 , the y-axis denotes the scores and scores ¼ Àlog(p(t)), where pðtÞ is the Gauss probability of the fitting residual obtained from the AR model according to Takeuchi's outlier detection algorithm. At the beginning of Figure 7 (a), there are many points being detected as outliers by mistake. In Figure 7 (b), many false outliers are around the real outliers, and such a situation indicates the poor robustness of the AR model detection algorithm. It is easy to calculate that the probabilities of type 1 error for the two detection results in Figure 7 are 5.9% and 3.8%, respectively (here, we decide a sample is an outlier if its score exceeds 200) and none of the type 2 errors appeared either. Moreover, comparing with the threeorder RBFN model in Figure 6 , there are as many as 18 orders in the AR model used in Figure 7 (b) in order to obtain a good detection result, which proves that the AR model is more suitable for a linear model rather than a non-linear system. In this section, the proposed outlier detection algorithm is applied to the input-output time-series data sampled from the arc furnace mechanism model. In order to demonstrate the robustness of the proposed algorithm, 25.92% noise is added onto the data. In addition, 14 outliers with large amplitude and 14 outliers with small amplitude are added, respectively. The output curves of controlled object (it is generally recognized that the input data are normal, since they are the output of controller, calculated by computer) and the detection results are shown in Figure 8 .
In both detection results, there are a few type 1 error points at the beginning of detection because of the poor veracity of the RBFN, and because of strong noise and outliers with small amplitude, the detection results in Figure 8 Similarly to Example 1, we also compare with Takeuchi's AR model detection method and the results are shown in Figure 9 . Observing Figure 9 (b), there are some outliers not being detected out because of big noise and small values of outliers, and the results in Figure 9 (b) are worse than the results in Figure 8 (b). In addition, Jun-ichi Takeuchi's AR model algorithm needs a threshold pre-selected before the start of detection. (If the score of data is higher than the threshold, it will be regarded as an outlier.) However, it is almost impossible to obtain an exact threshold before actual detection. Such an embarrassment no longer appears in the new detection algorithm.
Example 3
We apply the proposed outlier detection algorithm to the real input-output data sampled from the electrode regulator system of an arc furnace steelmaking system. The control strategy is keeping the resistors of arc constant and the output of generalized controlled object is given by yðtÞ ¼ k 1 UðtÞ À k 2 IðtÞ ð 47Þ
where k 1 , k 2 are constants, and UðtÞ, IðtÞ are voltage and current, respectively, at time t. The curve of the data and the detection results are shown in Figure 10 In Figure 10 (b), there is an outlier around the 300-step, which is not detected because of the considerable noise and the complexity of the real system. So the probability of a type 2 error is 0.1%, and the probability of type 1 error is 0.1%.
We also compare our algorithm with Takeuchi's AR model algorithm using real data. The result of the comparison is shown in Figure 11 .
It is noted that at the beginning of the detection process shown in Figure 10 (a), there is a normal regulating process, which should not be detected as outliers. Takeuchi's AR model algorithm identified them as outliers whereas our algorithm did not, and this demonstrates that our proposed outlier detection algorithm is more suitable for non-stationary time series.
Conclusions
We have proposed a scheme of outlier detection for the timeseries data in a process control system. In this algorithm, the improved RBFN is used to fit the time series, and the HMM is applied to detect outliers without pre-selecting the detection threshold. By improving the input method of the RBFN, a BDT algorithm is introduced and thus the computational cost is sharply reduced. The robustness of the algorithm is also enhanced by introducing a penalty factor online. Comparing with Takeuchi's AR model algorithm, which is used to detect outliers for a time series, the new outlier detection algorithm is more suitable for high non-linearity, strong noise and nonstationary time series in process control systems. Simulations and real examination in the end have also demonstrated the efficiency, accuracy and robustness of the algorithm. 
