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Special finite binary sequences are tested for pseudorandomness. As measures of
pseudorandomness, well-distribution relative to arithmetic progressions and small
(auto)correlation are used. These properties of the Champernowne, ThueMorse,
and RudinShapiro sequences are studied and it is shown that although each of
them possesses certain pseudorandom properties, none of them can be considered
completely pseudorandom. Finally, by using the Legendre symbol and permutation
polynomials, a nearly ideally pseudorandom sequence is constructed.  1998
Academic Press
INTRODUCTION
In this series, we are constructing and testing finite pseudorandom
(briefly, PR) sequences. This is an extremely intensively studied subject,
however, due to the mathematical difficulties, relatively little has been said
about the so called ‘‘a priori’’ or ‘‘theoretical’’ testing (see [Kn, p. 75]) for
pseudorandomness. In this direction, Niederreiter (partly with coauthors)
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did a work of basic importance who adopted the theory of uniform
distribution for ‘‘a priori’’ testing. Indeed, he tests the binary sequence
EN=[e1 , e2 , ..., eN] # [0, 1]N
for pseudorandomness by studying the distribution properties of the
k-dimensional vectors (en , en+1 , ..., en+k&1) with n=1, 2, ..., N&K+1.
(A long list of related references is given in our paper [MS]; in particular,
excellent surveys of this field are presented in Knuth’s book [Kn]
and Niederreiter’s survey papers referred to in [MS].) However, in
Niederreiter’s approach only one property of random sequences is studied
while, as Niederreiter himself remarks, in certain applications other
properties (e.g., correlation) play equally or even more important role.
Correspondingly, one might like to test sequences for further random
properties, and to present further constructions which can be superior to
the previous ones at least under certain special circumstances, in certain
special applications.
Inspired by these facts, in [MS] we proposed the use of the following
measures of pseudorandomness:
For a binary sequence
EN=[e1 , e2 , ..., eN] # [&1, +1]N,
write
U(EN , t, a, b)= :
t
j=1
ea+ jb
and, for D=(d1 , d2 , ..., dk) with non-negative integers 0d1<d2< } } } <dk ,
V(EN , M, D)= :
M
n=1
en+d1 en+d2 } } } en+dk .
Then the well-distribution measure of EN is defined as
W(EN)=max
a, b, t
|U(EN , t, a, b)|=max
a, b, t } :
t
j=1
ea+ jb },
where the maximum is taken over all a, b, t such that a # Z, b, t # N and
1a+ba+tbN, while the correlation measure of order k of EN is
defined as
Ck(EN)=max
M, D
|V(EN , M, D)|=max
M, D } :
M
n=1
en+d1 en+d2 } } } en+dk } ,
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where the maximum is taken over all D=(d1 , d2 , ..., dk) and M such that
M+dkN. Moreover, one may combine these two measures, and in this
way we get the combined (well-distribution-correlation) PR-measure of
order k:
Qk(EN)= max
a, b, t, D } :
t
j=0
ea+ jb+d1 ea+ jb+d2 } } } ea+ jb+dk }
= max
a, b, t, D
|Z(a, b, t, D)|, (1.1)
where
Z(a, b, t, D)= :
t
j=0
ea+ jb+d1ea+ jb+d2 } } } ea+ jb+dk
is defined for all a, b, t, D=(d1 , d2 , ..., dk) such that all the subscripts
a+ jb+dl belong to [1, 2, ..., N] (and the maximum in (1.1) is taken over
all D’s of dimension k). Note that by the reasons explained in [MS], it
suffices to study both the correlation measure and combined measure of
order k only for k ‘‘not very large’’ in terms of N; we may assume certainly
that k=O(log N).
In this series, our goal is twofold. Our main goal is to test certain impor-
tant special binary sequences for pseudorandomness by using the measures
introduced above, and to present further ‘‘good’’ constructions with
emphasis on potential applications. Our secondary goal is to gather infor-
mation of theoretical interest on random type properties of certain special
binary sequences playing an important role in number theory.
In Part I of this series we showed that the Legendre symbol can be con-
sidered as a ‘‘good’’ PR sequence in terms of the measures introduced
above. In this paper we will continue our program by studying a
Champernowne-type sequence, the RudinShapiro sequence and the
ThueMorse sequence; finally, we will extend and generalize the Legendre-
symbol construction presented in [MS].
2. THE CHAMPERNOWNE SEQUENCE
Represent the consecutive positive integers in the decimal system, and
consider the infinite string of decimal digits obtained in this way:
123456789(10)(11)(12)(13) } } } (2.1)
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The Champernowne sequence [Ch] is the infinite sequence of decimal
digits whose n th element is the n th decimal digit in (2.1):
[1, 2, 3, 4, 5, 6, 7, 8, 9, 1, 0, 1, 1, 1, 2, 1, 3, ...].
Since now we are studying binary sequences thus we replace the decimal
representation of the consecutive integers in (2.1) by the diadic one:
1(10)(11)(100)(101)(110)(111)(1000) } } } (2.2)
Finally, define the infinite sequence P=[ p1 , p2 , ...] # [&1, +1] in the
following way: let
pn={+1 if the n th digit in (2.2) is 1&1 fi the n th digit in (2.2) is 0
so that
P=[1, 1, &1, 1, 1, 1, &1, &1, 1, &1, 1, 1, 1, &1, 1, 1, 1, ...], (2.3)
and write
PN=[ p1 , p2 , ..., pN].
We will call the sequence (2.3) binary Champernowne sequence.
Since the consecutive integers have certain nice distribution properties
(e.g., they are equidistributed in the residue classes) thus one would expect
that the binary Champernowne sequence possesses certain nice PR-proper-
ties. However, we will show that it is not so, and both the well-distribution
and correlation (of order 2) measures of PN are large:
Theorem 1. We have
W(PN)>
1
32
N
log N
for N2 (2.4)
and
C2(PN)> 148N for N17. (2.5)
Thus W(PN) can be just a little smaller than the trivial upper bound N,
and it is much greater, than W(EN) for a random element EN of
[&1, +1]N (for such an EN the value of W(EN) is around N12; we will
return to this question in a subsequent paper.) In case of the correlation
measure C2(PN) of order 2, the situation is even worse: apart from a
constant factor, C2(PN) is as large as the trivial upper bound N.
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Proof of Theorem 1. First we will prove (2.4). Clearly, for all m # N the
integers of exactly m diadic digits, i.e., the numbers 2m&1, 2m&1+1, ..., 2m&1
occupy altogether m2m&1 digits in (2.2). Thus defining the positive integer
M by
:
M
m=1
m2m&1N< :
M+1
m=1
m2m&1, (2.6)
all the digits of the numbers 2M&1, 2M&1+1, ..., 2M&1 (each of M digits)
are amongst the first N digits in (2.2). Define k so that the first digit
of 2M&1, which is 1, corresponds to the k th digit in (2,2) (i.e., k=
M&1m=1 m2
m&1+1). Then the k th, k+M th, k+2Mth, ..., k+(2M&1&1)
Mth digit in (2.2) corresponds to the first digit of 2M&1, 2M&1+1, ...,
2M&1, respectively; all these digits are equal to 1. It follows that
pk= pk+M= pk+2M= } } } = pk+(2M&1&1) M=+1,
and as we pointed out, by (2.6) here all the subscripts are N. It follows
that
W(PN)|U(PN , 2M&1, k&M, M)|
= } :
2M&1&1
j=0
pk+ jM }= :
2M&1&1
j=0
1=2M&1. (2.7)
Moreover, by (2.6) we have
N< :
M+1
m=1
m2m&1=M2M+1+1 (2.8)
and
N :
M
m=1
m2m&1>2M&1
whence, for N2,
M<
log N
log 2
+12
log N
log 2
<4 log N. (2.9)
By (2.8) and (2.9) we have
2M&1>
N&1
4M
>
1
8M
N>
1
32
N
log N
. (2.10)
(2.4) follows from (2.7) and (2.10).
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In order to prove (2.5), define again M and k as in the estimate of
W(PN). If we consider a number i with 2M&1i<2M&1+2M&2 then the
diadic digits of i+2M&2 are the same as those of i, except for the second
digit which changes from 0 to 1. It follows that writing M2M&2=d, for
k j<k+d we have
pj+d={ & p jpj
if j of the form k+1+lM and
otherwise.
Thus we have
:
k+d&1
j=k
p j p j+d= :
jk+1 (mod M)
k j<k+d
p j pj+d+ :
j#k+1 (mod M)
k j<k+d
pj pj+d
=|[ j : k j<k+d, jk+1 (mod M)]|
&|[ j : k j<k+d, j#k+1 (mod M)] |
=d
M&1
M
&
d
M
=d \1& 2M+=(M&2) 2M&2. (2.11)
If N17 then (2.6) implies M3. Thus by (2.8), it follows from (2.11)
that, writing D=(0, d ),
} :
k+d&1
j=k
pj pj+d }=|V(PN , k+d&1, D)&V(PN , k&1, D)|
=(M&2) 2M&2=
M&2
8M
M2M+1

M&2
8M
N
N
24
.
Thus we have
C2(PN)max[ |V(PN , k+d&1, D)|, |V(PN , k&1, D)|] 148N
which completes the proof of Theorem 1.
3. THE THUEMORSE SEQUENCE
The ThueMorse sequence T=[t0 , t1 , ...] is defined in the following
way: for n # N, let S(n) denote the sum of digits (i.e., the number of
2-powers used) in the diadic representation of n, and let
tn=(&1)S(n).
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It is easy to see that the sequence [t0 , t1 , ...] satisfies the following recursion:
t0=1,
(3.1)
t2n=tn , t2n+1= &tn for n # N.
Write TN=[t0 , t1 , ..., tN&l]. We will show that the well-distribution
measure of TN is small but the correlation measure is large:
Theorem 2. We have
W(TN)2(1+- 3) N (log 3log 4) for all n # N (3.2)
and
C2(TN) 112N for N5. (3.3)
Proof. Write
L(N; b, a)= :
n#a (mod b)
0n<N
tn .
Then as a consequence of an estimate of Gelfond [Ge], one has
|L(N, b, a)|(1+- 3) N (log 3log 4) for all N # N, b # N, a # Z;
indeed, this is formula (2.2) in [FM]. It follows that
|U(TN , s, a, b)|= } :
s
j=1
ta+ jb&1 }
=|L(a+sb; b, a)&L(a+b; b, a)+ta+b&1 |
 |L(a+sb; b, a)|+|L(a+b; b, a)+ta+b&1 |
(1+- 3)((a+sb) (log 3log 4)+(a+b) (log 3log 4))+1
2(1+- 3) N (log 3log 4)+1
for all s, a, b with a # Z, s # N, b # N, 1a+ba+sbN which proves
(3.2).
In order to prove (3.3), let us consider D=(0, 1) and for any integers N
and M such that
2M<N2M+1,
(3.4)
VM(N)=V(TN , 2M, D)= :
n<2M
tn tn+1 .
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If M1, then
VM(N)= :
n<2M&1
t2n t2n+1+ :
n<2M&1
t2n+1 t2n+2
so that, by (3.1), we have
VM(N)=&2M&1&VM&1(N). (3.5)
From (3.5) and V0(N)=t0 t1=&1, it follows that
VM(N)=&132
M& 23 (&1)
M
and
|VM(N)| 132
M& 23
1
3 3
M&1 for M2.
By (3.4) it follows that if N5,
|VM(N)| 1122
M+1 112N.
Thus we have for N5
C2(TN)|V(TN , 2M, D)| 112N
which completes the proof of Theorem 2.
4. THE RUDINSHAPIRO SEQUENCE
The RudinShapiro sequence [Ru], [Sh] plays a role of basic impor-
tance in harmonic analysis. Again one expects that the sequence possesses
certain PR-properties, and this time this expectation will be justified
partially. In this section we will recall the definition and certain basic
properties of this sequence, and its PR-properties will be studied in the next
two sections.
First we will define pairs of polynomials P2n(z), Q2n(z) (n=0, 1, 2, ...) of
degree 2n&1 by the following recursion: Let
P1(z)=Q1(z)=1, (4.1)
and if P2n(z) and Q2n(z) have been defined for a non-negative integer n,
then let
P2n+1(z)=P2n(z)+z2
nQ2n(z) and Q2n+1(z)=P2n(z)&z2
nQ2n(z).
(4.2)
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Since for all complex numbers z1 , z2 we have
|z1+z2 |2+|z1&z2 |2=2(|z1 | 2+|z2 | 2),
thus it follows from (4.2) that for all z # C with |z|=1 we have
|P2n+1(z)| 2+|Q2n+1(z)|2
=|P2n(z)+z2
nQ2n(z)|2+|P2n(z)&z2
nQ2n(z)|2
=2(|P2n(z)|2+|Q2n(z)|2)
for n=0, 1, 2, ... and all |z|=1. (4.3)
It follows from (4.1) and (4.3) by straight induction on n that
|P2n(z)|2+|Q2n(z)| 2=2n+1 for n=0, 1, 2, ... and all |z|=1
whence
|P2n(z)|- 2 } 2n2 and
(4.4)
|Q2n(z)|- 2 } 2n2 for n=0, 1, 2, ... and all |z|=1.
Note that by the Parseval formula we have
|
1
0
|P2n(e(:))|2 d:=|
1
0
|Q2n(e(:))|2 d:=2n (4.5)
(here and in what follows, we write e(:)=e2?i:). By (4.4) and (4.5), the
maximum of the polynomials P2n(z), Q2n(z) on the unit circle is less than
a constant multiple of their mean square; this is the most important
property of these polynomials.
Clearly, the construction above defines a unique sequence R=[r0 , r1 , ...]
# [&1, +1] such that
P2n(z)= :
2n&1
j=0
rjz j for n=0, 1, 2, ...;
this sequence R is the RudinShapiro sequence whose PR-properties we will
study in the next two sections. Note that it can be deduced easily from the
recursive formulas (4.1) and (4.2) that the sequence R satisfies the following
recursion:
r0=1, (4.6)
r2n=rn (for n=1, 2, ...) (4.7)
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and
r2n+1=(&1)n rn (for n=0, 1, 2, ...) (4.8)
(see [Que, p. 73]).
It is easy to deduce from (4.7) and (4.8) by induction on n that
r2n+1a+b=rarb for any integers a, b and n such that b<2n. (4.9)
The definition of the RudinShapiro polynomials Pm(z) can be extended
to the case m{2n by defining Pm(z) for all m # N as
Pm(z)= :
m&1
j=0
rjz j (for m=1, 2, ...).
With a little work, the first inequality in (4.4) can be extended to this case
(with a slightly worse constant):
|Pm(z)|(2+- 2) m12 for m # N and all |z|=1 (4.10)
(see [Que, p. 166]).
5. THE ‘‘TRUNCATED’’ RUDINSHAPIRO SEQUENCE
Consider the ‘‘truncated’’ RudinShapiro sequence RN=[r0 , r1 , ..., rN&1].
We will show that the well-distribution measure of RN is small, but its
correlation measure of order 2 is large:
Theorem 3. We have
W(RN)2(2+- 2) N 12 for all N # N (5.1)
and
C2(RN)> 16 N for n # N, N4. (5.2)
Proof. Write
S(m, a, b)= :
k#a (mod b)
k<m
rk .
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Clearly, for all m # N, a # Z, b # N we have
S(m, a, b)= :
k<m \
1
b
:
b
h=1
e \k&ab h++ rk
=
1
b
:
b
h=1
e \&a+1b h+ :k<m rke \
k&1
b
h+
=
1
b
:
b
h=1
e \&a+1b h+ Pm \e \
h
b++ .
By (4.10), it follows that
|S(m, a, b)|
1
b
:
b
h=1 }Pm \e \
h
b++}
(2+- 2) m12 (for all m # N, a # Z, b # N).
Thus for every N # N, a # Z, b # N and t # N with 0a+ba+tbN we
have
|U(RN , t, a+1, b)|= } :
t
j=1
ra+ jb }= } :
k#a (mod b)
k<a+tb
rk& :
k#a (mod b)
ka
rk }
=|S(a+tb+1, a, b)&S(a+1, a, b)|
|S(a+tb+1, a, b)|+|S(a+1, a, b)|
(2+- 2)(a+tb)12+(2+- 2)(max(0, a))12
2(2+- 2) N 12
whence
W(RN)=max
a, b, t
|U(RN , t, a, b)|2(2+- 2) N12
which proves (5.1).
In order to prove (5.2), for N fixed and for integers M and d such that
2M=dN, write D=(0, d ),
#M(d)=V(TN , 2M, D)= :
n<2M
rn rn+d
and
#$M(d )= :
n<2M
(&1)n rnrn+d .
266 MAUDUIT AND SA RKO ZY
If M1, we have by (4.7) and (4.8)
#M(2d )= :
n<2M&1
r2nr2n+2d+ :
n<2M&1
r2n+1 r2n+2d+1
=(1+(&1)d) #M&1(d ), (5.3)
#M(2d+1)= :
n<2M&1
r2nr2n+2d+1+ :
n<2M&1
r2n+1 r2n+2d+2
=(&1)d #$M&1(d )+#$M&1(d+1), (5.4)
and by a similar computation
#$M(2d )=(1&(&1)d) #M&1(d ), (5.5)
#$M(2d+1)=(&1)d #$M&1(d )&#$M&1(d+1). (5.6)
In particular, it follows from (5.3) that
#M(2l)=2M for M # [0, 1, ..., l&1]. (5.7)
If N3 is an integer, define the integer M by
3 } 2MN<3 } 2M+1 (5.8)
and put D=(0, 2M+1). By (5.7) and (5.8) we have
V(RN , 2M, D)=#M(2M+1)=2M> 16N.
It follows that
C2(RN)|V(RN , 2M, D)|> 16N
which proves (5.2).
6. FURTHER ANALYSIS OF THE CORRELATION FOR
THE RUDINSHAPIRO SEQUENCE
In Section 5 we gave a lower bound for C2(RN) by considering a vector
D=(0, d ) with d ‘‘large’’ in terms of N, i.e., by studying a certain‘‘large
range’’ correlation. Now we will show that the situation is completely
different if we restrict ourselves to ‘‘small range’’ correlation, i.e., say, we fix
d and then take N  . Studying the correlation for the infinite
RudinShapiro sequence R, one would fix d and take sums whose length
  which is exactly the case described above. This fact warns that sharp
distinction must be made between the study of PR-properties of finite, resp.
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infinite sequences (as we also pointed out in [MS]). Moreover, we will
show that we cannot restrict ourselves to the study of correlation of order
2; indeed, the behaviour of the correlation of order 4 can be very much
different from the correlation of order 2.
Theorem 4. Let d, M, N be positive integers such that M+dN, and
D=(0, d ). Then
V(RN , M, D)<2d+4d log2
2M
d
. (6.1)
The following corollary follows easily from Theorem 4:
Corollary. If d=o(M) then n<M rnrn+d=o(M).
Proof of Theorem 4. By using (5.3), (5.4), (5.5) and (5.6), it is easy to
prove the following lemma by induction on d:
Lemma 1. For any positive integer d and any non-negative integer M,
|#M(d )|2d (6.2)
and
|#$M(d )|2d. (6.3)
Now, if M=kj=1 2
Mj is the diadic representation of the positive integer M,
it is easy to see that
V(RN , M, D)= :
k
i=1
:
n<2Mi
r(1j<i 2Mj+n) r(1j< i 2Mj+n+d ) .
Let us define the integer & by
2&d<2&+1. (6.4)
If i # I+=[ j # [1, ..., k], Mj>&] we have
:
n<2Mi
r(1j<i 2Mj+n)r(1j<i 2Mj+n+d )
=#Mi (d )+ :
2Mi&dn<2Mi
(r(1j<i 2Mj+1)r(1j<i 2Mj+n+d )&rnrn+d)
(6.5)
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because by (4.9)
:
n<2Mi&d
r(1j<i 2Mj+n) r(1j<i 2Mj+n+d )= :
n<2Mi&d
(r(1j<i 2Mj))
2 rnrn+d
= :
n<2Mi&d
rn rn+d .
By (6.2), it follows from (6.5) that
} :i # I+ :n<2Mi r(1j<i 2Mj+n)r(1j<i 2Mj+n+d ) }
 :
i # I+
( |#Mi (d )|+2d )4d card I
+.
But
card I+=M1&&=[log2 M]&[log2 d]log2 M&log2 d+1
which gives
} :i # I+ :n<2Mi r(1j<i 2Mj+n) r(1j<i 2Mj+n+d ) }4d log2
2M
d
. (6.6)
If we put I&=[i # [1, ..., k], Mi&] we have
} :i # I& :n<2Mi r(1j<i 2Mj+n) r(1j<i 2Mj+n+d ) } :i # I& 2
Mi2&+1&1<2d (6.7)
by (6.4).
It follows from (6.6) and (6.7) that
|V(RN , M, D)|2d+4d log2
2M
d
which completes the proof of Theorem 4.
The corollary of Theorem 4 shows that the ‘‘small range’’ correlations of
order 2 in the RudinShapiro sequence are very small. If d is constant,
this is a well-known result concerning the spectral analysis of a special
class of substitution dynamical systems: the correlation measure of the
RudinShapiro sequence R is the Lebesgue measure on the torus (see
[Que, p. 168]).
The behaviour of the correlations of order 3 in the RudinShapiro
sequence is quite similar to the case of order 2. The following result will
show that the situation is completely different for the correlation of order 4:
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Proposition. We have
C4(RN)> 18N for N8. (6.8)
This result is in accordance with the fact that the topological entropy
of the dynamical system associated to R is equal to zero (see [Que,
pp. 104106]). This means that the number of different blocks (rn , rn+1 , ...,
rn+l&1) of length l occuring in R is much smaller than 2l (as it would
have been in the case of a normal sequence). It is actually possible to show
that this number is equal to 8l&8 for l8 (see [All]).
Proof of the Proposition. Let D=(0, 1, 2, 3), N8 and define M by
2M+1N<2M+2. (6.9)
Then M2 and
V(RN , 2M, D)= :
n<2M
rnrn+1rn+2 rn+3
= :
n<2M&1
(&1)2n+1 (rn)2 (rn+1)2
+ :
n<2M&1
(&1)2n+1 rn(rn+1)2 rn+2
by (4.7) and (4.8). It follows that
V(RN , 2M, D)=&2M&1&#M(2)=&2M&1
by (5.3). By (6.9) we have
|V(RN , 2M, d )|=2M&1> 18 N
whence
C4(RN)|V(RN , 2M, D)|> 18N
which proves (6.8).
7. PERMUTATION POLYNOMIALS
In the next section we will extend a construction given in [MS]. First we
have to recall several facts on permutation polynomials.
Let p be a prime number, and let Fp denote the field of the residue
classes modulo p. A polynomial f (x) # Fp[x] is said to be a permutation
polynomial of Fp if the associated polynomial function f: c  f (c) from Fp
270 MAUDUIT AND SA RKO ZY
into Fp is a permutation of Fp . A polynomial f (x) # Fp[x] is a permutation
polynomial if and only if one of the following conditions holds:
(i) the function f : c  f (c) is one-to-one;
(ii) f (x)=a has a unique solution in Fp for each a # Fp .
If f (x) and g(x) are permutation polynomials of Fp then the composite
polynomial h(x)= f (g(x)) is also a permutation polynomial of Fp .
It is known that the following polynomials are permutation polynomials:
(i) Every linear polynomial ax+b # Fp[x].
(ii) The monomial xk if (and only if) (k, p&1)=1.
(iii) For n # N, a # Fp , a{0 the Dickson polynomial Dn(x, a) of the
first kind of degree n in the variable x and with parameter a is given as
Dn(x, a)= :
[n2]
i=0
n
n&i \
n&i
i + (&a) i xn&2i
(here the coefficient (nn&1)( n&ii ) is an integer) and we set D0(x, a)=2.
Another definition can be given by recursion:
D0(x, a)=2, D1(x, a)=x and
Dn+2(x, a)=xDn+1(x, a)&aDn(x, a) for n=0, 1, ....
The polynomial Dn(x, a) (with a # Fp , a{0) is a permutation polynomial
of Fp if (and only if) ((n, p2&1)=1.
For further facts and results on permutation polynomials see [LN] and
[LMT].
8. A FURTHER CONSTRUCTION
In [MS] we showed that if p is a prime number then even the combined
PR-measure of order k of the sequence
Ep&1=[e1 , e2 , ..., ep&1], en=\ np+ (=Legendre symbol)
is small (depending on k). Now we will extend this construction, and
we will replace (np) by (g(n)p) where g(x) # Fp[x] is a permutation
polynomial of Fp which satisfies a certain condition. Again, we will be able
to control even the combined PR-measure of order k. (In what follows,
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integers and residue classes represented by them will be denoted by the
same letter.)
Theorem 5. Let p be a prime number, and let g(x) be a permutation
polynomial of Fp of degree m which satisfies the following condition:
the multiplicity of the (single) zero of g(x) is odd. (8.1)
Define the sequence Ep=[e1 , e2 , ..., ep] by
en={\
g(n)
p + for g(n)0 (mod p)
1 for g(n)#0 (mod p).
Then for k # N, k<p we have
Qk(EN)<11kmp12 log p. (8.2)
Remarks. (1) E.g., the linear polynomials, the polynomials xk+a for
p>2, (k, p&1) and the Dickson-polynomials D5(x, a) for a{0, (5, p2&1)
=1, satisfy this condition. One would expect that almost all the permuta-
tion polynomials possess this property. On the other hand, for p=2 g(x)=
x2 and for p3 g(x)=x2(x p&1+x+ p&1) are permutation polynomials
which do not satisfy (8.1).
(2) Theorem 5 provides a ‘‘good’’ upper bound for Qk(EN) only if
the polynomial g(x) is such that, first, (8.1) holds and, secondly, its degree
m is small. While the first condition is relatively harmless (although its
necessity is not quite clear), the condition on the degree is certainly impor-
tant and it is necessary. To see this, consider the permutation polynomial
g(x) of Fp defined in the following way. Let a be a quadratic non-residue
modulo p, and let
g( j)={
0 for j=0,
j2 for j=1, 2, ...,
p&1
2
aj2 for j=
p+1
2
,
p+1
2
+1, ..., p&1.
Then the sequence Ep=[e1 , e2 , ..., ep] defined in the theorem is
e1 =e2= } } } =e( p&1)2=1
e( p+1)2=e(( p+1)2)+1= } } } ep&1=&1, ep=1,
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and it is easy to see that both W(Ep) and C2(Ep) are large:
W(Ep) } :
( p&1)2
j=1
ej }=p2+O(1),
C2(Ep) } :
p&1
j=1
ejej+1 }= p+O(1).
This may happen so only because the degree of this polynomial g(x) is
‘‘large.’’
Proof of Theorem 5 The proof will be based on the following result:
Lemma 2. If p is a prime number, f (x)=Fp[x] is a polynomial of degree
r such that it is not of the form f (x)=b(h(x))2 with b # Fp , h(x) # Fp[x] (in
other words, factorizing f in the algebraic closure F p of Fp : f (x)=
b(x&x1)d1 } } } (x&xs)ds where x i {x j for i{ j, there is at least one odd
exponent di) X, Y are real number with 0<Yp, and /p* denotes the modulo
p character generated by the Legendre symbol:
/p*(n)={\
n
p+ for n0 (mod p)
0 for n#0 (mod p),
then we have
} :X<nX+Y /p*( f (n))}9kp
12 log p.
This is Corollary 1 in [MS] and, indeed, we deduced it from A. Weil’s
theorem [WE]. In order to prove (8.2), consider a sum
Z(a, b, t, D)= :
t
j=0
ea+ jb+d1 ea+ jb+d2 } } } ea+bj+dk ,
where D=(d1 , d2 , ..., dk) and
a+ jb+dl # [1, 2, ..., p] for j=0, 1, ..., t and l=1, 2, ..., k.
(8.3)
Clearly, we may assume that
0d1<d2< } } } <dk< p. (8.4)
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We will compare this sun with the sum
Z*(a, b, t, D)= :
t
j=0
/p*(a+ jb+d1) /p*(a+ jb+d2) } } } /p*(a+ jb+dk).
Clearly,
ea+ jb+d1 } } } ea+ jb+dk=/p*(g(a+ jb+d1)) } } } /p*(g(a+ jb+dk))
unless there is an l such that 1lk and
g(a+ jb+dl)#0 (mod p). (8.5)
Since both g(x) and the linear polynomial a+xb+dl are permutation
polynomials of Fp (note that 0<b< p can be assumed), thus their com-
posite polynomial H(x)= g(a+xb+dl) is also a permutation polynomial.
Thus H(x) has a unique zero, and since (0) t< p follows from (8.3), thus
for a fixe l there is at most one j with 0 jt such that (8.5) holds. Since
l (with 1lk can be chosen in k ways, thus there are at most k pairs
( j, l) satisfying (8.5). Considering such a pair ( j, l), the term correspond-
ing to this j in Z*(a, b, t, D) includes the factor /p*(g(a+ jb+dl))=
/p*(0)=0, while the absolute value of the corresponding term in
Z(a, b, t, D) is 1. If a j with 0 jt does not appear in a pair ( j, l) satisfy-
ing (8.5), then the corresponding terms in Z(a, b, t, D) and Z*(a, b, t, D)
are equal. Thus we may conclude that the terms of two sums are equal
except for at most k terms, and for each of these exceptional terms the
absolute value of the difference of the corresponding terms of the two sums
is at most 1, so that we have
|Z(a, b, t, D)=Z*(a, b, t, D)|k. (8.6)
It remains to estimate the sum Z*(a, b, t, D). Write f (x)= g(a+xb+d1)
} } } g(a+xb+dk). By our assumption (8.1), g( y) can be written as
g( y)=( y& y0)2l&1 g1( y)
with y0 # Fp , l # N, g1( y) # Fp[ y], g1( y0){0. (8.7)
Let x0 denote the unique element of Fp with
a+x0b+d1= y0 (8.8)
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(note that clearly 0<b< p can be assumed). Then it follows from (8.7)
that g(a+xb+d1) can be written as
g(a+xb+d1)=(x&x0)2l&1 g2(x) with g2(x) # Fp[x], g2(x0){0.
(8.9)
Since g(x) is a permutation polynomial, it follows from (8.4), (8.8) and
g( y0)=0 that for l=2, 3, ..., k we have
g(a+x0b+dl)= g( y0+(dl&d1)){0.
Thus x&x0 does not divide g(a+xb+dl) for l=2, 3, ..., k. By (8.9) it
follows that f (x) can be written in the form
f (x)=(x&x0)2l&1 f1(x) with f1(x) # Fp[x], f1(x0){0.
Thus the polynomial f (x) satisfies the conditions in Lemma 1, and its
degree is clearly k deg g(x)=km. Thus by using Lemma 1 we obtain
|Z*(a, b, t, D)|= } :
t
j=0
/p*( f ( j))}<9kmp12 log p. (8.10)
It follows from (8.6) and (8.10) that
|Z(a, b, t, d)|<k+9kmp12 log p<11kmp12 log p
whence the result follows.
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