Recent experimental work has provided evidence that trial-totrial variability of sensory-evoked responses in cortex can be explained as a linear superposition of random ongoing background activity and a stationary response. While studying single trial variability and state-dependent modulation of evoked responses in auditory cortex of ketamine/xylazine-anesthetized rats, we have observed an apparent violation of this model.
On a trial-by-trial basis, cortical activity evoked by sensory stimulation is extremely variable. This has been shown for both single units (Schiller et al., 1976; Whitsel et al., 1977; Heggelund and Albus, 1978; Rose, 1979; Tolhurst et al., 1983; Scobey and Gabor, 1989; Vogels et al., 1989; Softky and Koch, 1993) (but see Gur et al., 1997) and macropotentials, especially human evoked potentials (for review, see Childers et al., 1987) (also see Thomas et al., 1989; Liberati et al., 1991) . The traditional method for dealing with such variability is averaging over many trials [units: Gerstein (1960) ; evoked potentials: Dawson (1951) ; for review, see Aunon et al. (1981) ]. Such a manipulation requires the assumption of linear superposition between basically random ongoing background activity and a highly stereotyped, repeatable evoked response. Recently, voltage-sensitive dye (Arieli et al., 1996) and intracellular (Azouz and Gray, 1999) recordings from the visual cortex of anesthetized cats have provided support for the validity of this assumption. Nevertheless, nonstationarity of general brain state can lead to nonstationarity of the so-called "repeatable" response (for review, see Coenen, 1995) (also see Discussion), thus violating the assumptions necessary for averaging (Coppola et al., 1978; Möcks et al., 1987) . In the present report we demonstrate a violation of linearity between ongoing and evoked activity in rat auditory cortex even at a stable plane of anesthesia.
Traditionally, trial-to-trial variability studies of auditory evoked potentials in subhuman species have involved characterizing each individual waveform with only one or two points per waveform (Tunturi, 1959; Worden et al., 1964; Horvath, 1969) . Such simple measures of single trial evoked responses, such as the amplitude between two peaks, might not always be sufficiently sensitive to detect modifications of waveform time course. Principal components analysis (PCA), on the other hand, provides a method for quantifying the shape of an entire single trial waveform. This type of analysis has seen increasing application in neuroscience, including sorting of extracellularly recorded action potential waveforms (Abeles and Goldstein, 1977) , analysis of evoked potentials (for review, see Chapman and McCrary, 1995) , synaptic potentials (Astrelin et al., 1998) , evoked extracellular field potentials , and current source density waveforms (Di et al., 1990) . In the present study we use PCA to quantify waveform variability, and further to reduce variability by numerically classifying single trial evoked field potential responses into groups of similarly shaped waveforms.
By recording evoked local field potential and unit activity from the auditory cortex of rats anesthetized with ketamine/xylazine, we have endeavored to (1) quantify single trial evoked responses and their variability using whole waveforms rather than just one or two points, (2) examine the modulation of response and response variability by the different brain states available with our anesthetic regimen, (3) investigate the impact of ongoing activity (as the potential cause of variability), and (4) compare the variation in local field potential evoked responses with that of neu-rons. Our results are discussed in the context of thalamocortical rhythms and spike-wave discharges.
This work has been published previously in abstract form (Kisley and Gerstein, 1998) .
MATERIALS AND METHODS
Female albino rats (Charles River, Wilmington, M A) weighing 250 -350 gm were used for this study. Recordings were taken from both acutely prepared and chronically implanted animals. Results are presented as from a single population. The chronically implanted animals were also being used for a separate study involving recording during the performance of various auditory discrimination tasks. Detailed differences in procedures are noted below. All procedures are in accordance with the Institutional Animal C are and Use Committee at the University of Pennsylvania and the Society for Neuroscience's policy on the use of animals in neuroscience research.
Surg ical procedures. Animals were initially anesthetized with an intraperitoneal injection of ketamine (70 mg / kg) and xylazine (8 mg / kg). Additionally, smaller doses were administered to maintain surgical anesthesia. Glycopyrrolate (0.06 mg / kg), a synthetic atropine antagonist, was injected subcutaneously to prevent respiratory tract secretions. Body temperature was monitored and maintained at 37°C with a fluid-filled heating pad.
Once surgical anesthesia was achieved (checked with pedal-withdrawal reflex), the head was shaved and fixed in a stereotaxic apparatus. Skin, muscle, and connective tissue were then cleared from the top and left temporal portion of the skull. Small stainless-steel screws were driven into holes drilled with a dental drill on the top of the skull. For acute experiments, the head of a long screw was affixed to the skull screws with dental acrylic. This "upward-facing" screw would later be attached, through a holder, to the operating table so that the stereotaxic ear bars could be removed. In this condition the head was held rigidly, but the ears were clear for auditory stimulation. A small craniotomy, ϳ1 mm in diameter, was made with a dental drill over stereotaxic coordinates 5.0 mm posterior and 4.0 mm ventral of bregma, corresponding to left primary auditory cortex (Paxinos and Watson, 1997) . After the dura was cut with a fine needle, microwire electrodes were rapidly inserted into the brain, then slowly (ϳ10 m /min) lowered to the infragranular layers (0.8 -1.2 mm). Once at their desired depth, the electrodes were fixed in place using dental acrylic. Recordings for acute experiments were begun once the extracellular action potential waveforms appeared stable. For chronically implanted animals, dental acrylic was then liberally applied over the exposed skull and around a connector (Microtech, Boothw yn, PA), the skin on the head was sutured, and the animal was allowed to recover in isolation for 1 week. These animals were later reanesthetized with the same regimen to acquire data for the present study.
Electrophysiolog y and sensor y stimulation. Both single wire electrodes and tetrodes were used in this study. Single wires were either stainless steel or gold-plated Ni-Ch, 50-m-diameter microwires (C alifornia Fine Wire, Grover Beach, CA). Tetrodes consisted of four 25 m tungsten microwires twisted together. Impedance at 1 kHz for all wires was Ͻ500 k⍀.
Signals were buffered near the head with operational amplifier follower circuits, then passed through preamplifier, amplifier, and digital signal processing hardware (Plexon, Dallas, TX). Before the preamplifier, signal lines were split into two channels: extracellular action potentials ("units") and local field potentials. Unit data were filtered between 300 and 3000 Hz, and candidate spike-waveforms were sampled at 40 kHz. These waveforms were stored for later spike sorting analysis. Field potentials were bandpass-filtered between 0.5 and 300 Hz and sampled continuously at 1 kHz. All signals were referenced to a ground wire securely attached to the skull screws.
C licks (0.6 msec square waves) were presented from a speaker located 22 cm from the right ear, 45°to the right of the animal's horizontal body axis, 0°azimuth. For some analyses, clicks were presented randomly with an interclick interval between 1.5 and 3.0 sec. C licks were also presented in a manner time-locked to the ongoing local field potential activity as follows: for each single trial, one of several preselected delays was randomly selected. Once the ongoing field potential activity crossed an amplitude threshold, the delay was imposed and a click was presented. After 1.5 sec, another delay was randomly selected and so on. The timing of stimulus presentation was controlled with a Lab-PC board (National Instruments, Austin, TX) and accompanying software routines. All experiments were performed in a double-walled, sound-attenuated room.
Spik e sorting and anal ysis. Bullock's (1997) definition of "multi-unit" activity was used in this report. All threshold crossings, regardless of waveform size or shape, were considered part of the multi-unit activity. Threshold levels were arbitrary but held fixed for an entire experiment. Generally, it appeared that between 5 and 10 single units contributed to the multi-unit recordings.
Often, several single units could be sorted out for individual analysis. For tetrode recordings, sorting was accomplished by making a scatter plot of the peak-to-peak amplitude of an action potential on one electrode versus the peak-to-peak amplitude of the same action potential recorded on another electrode of the tetrode (McNaughton et al., 1983; Gray et al., 1995) . For single wires, sorting was accomplished by making a scatter plot of a waveform's projection onto the first principal component taken from a library of prerecorded waves versus the waveform's projection onto the second principal component (Abeles and Goldstein, 1977) . For both sorting techniques, well isolated single units will tend to form well isolated clusters in the scatter plots.
Unit data were analyzed with peristimulus time histograms. The "centroid" of these histograms was computed as the mean latency of all spikes that occurred between 5 and 30 msec from the onset of the click. Rhythmicity of ongoing activity was assessed by autocorrelogram.
Anal ysis of evok ed local field potentials. Each single trial evoked waveform, U i , can be represented as a series of discrete values:
where time between samples is 1 msec, and m is the number of points per waveform (either 100 or 128). In the first part of the study, the amplitude of single trial evoked responses was estimated using an "average-astemplate" method. The average wave is computed from all n relevant waveforms using the standard method:
and then normalized (by the square-root of average power per point) to give the template waveform:
Single trial amplitude, A i , is the scalar result of taking the inner product of this normalized template and a single trial waveform:
Thus not only larger deflections from zero, but also greater similarity to the average waveform, will lead to a larger single trial amplitude. For comparison with a more traditional method, single trial amplitudes were also computed as the magnitude between temporally restricted minima and maxima (peak-to-peak method).
In the second part of this report, analysis of waveforms was performed using PCA. For this analysis, each single trial waveform was upsampled (using interpolation) by a factor of 5. After the mean (DC offset) was removed from each wave, the principal components were computed from the eigenvectors of the signal covariance matrix by the method described in Glaser and Ruchkin (1976) . Respective eigenvalues describe the amount of data variance accounted for by each principal component.
By its very nature, PCA allows partial reconstruction of a waveform from those basis vectors that account for the greatest amount of variance present in the data. Because the first two components, F 1 and F 2 , generally accounted for Ͼ90% of the data variance in our study, all single trials were represented with only these components:
First and second "scores" were computed by projecting each single trial waveform onto the first and second principal components, respectively:
Each score squared represents the signal power accounted for by that component. The sum-of-squares of all component scores is equivalent to the total power of the waveform, whereas the sum-of-squares of only the first two scores represents the power of the single trial waveform that can be fit by the shape of the first two components:
This quantity was taken as an estimate of the signal power for each waveform (the impact of this estimation is considered in Results). Because the first and second components are shaped differently, a quantitative estimate of shape for purposes of comparison between single trials is the fraction of waveform power accounted for by only the first component (S 1i 2 /P i ). All data analysis was performed with custom-written programs and Matlab analysis package (Math Works, Natick, M A). All statistical estimations and hypothesis tests were performed under the assumption of normal distributions.
RESULTS

Definition of anesthesia depth
One way to assess state-dependent modulation of both evoked responses and response variability is to record such responses under different depths of anesthesia. In the present study we define three depths of ketamine/ xylazine anesthesia: deep, medium, and light. This classification is based on our empirical observations of these relatively stable, easily defined states. During an experiment, these states can be cyclically repeated by giving small (approximately one-fourth the amount used for induction), supplemental doses of ketamine/ xylazine every 90 or so min. Although the time course of transition between these states varies from rat to rat, deep anesthesia is generally stable by 20 min after a supplemental dose of ketamine/ xylazine, medium from ϳ50 to 80 min, and light after ϳ80 min.
Definition of anesthesia depth is achieved by a constellation of experimental parameters, the most important and reliable being the ongoing multi-unit activity. During deep anesthesia, multiunit activity exhibits low spontaneous rates and infrequent bursts or very slow (Ͻ1.2 Hz) rhythmic bursting. Medium anesthesia is characterized by higher spontaneous rates (usually ϳ50% higher than deep anesthesia) and very clear rhythmic bursting activity at ϳ1.6 Hz. Under light anesthesia, multi-unit activity exhibits the highest spontaneous rates (often Ͼ100% higher than deep anesthesia) and usually tonic firing patterns, but very occasionally rhythmic bursting (Ͼ2 Hz). Breathing patterns are also correlated with anesthesia depth. Breathing is very regular and slow (ϳ50 breaths per min) under deep anesthesia. In medium anesthesia, breathing is a little faster (50 -80 per min) but still regular. Breaths are significantly faster (100 -160 per min) under light anesthesia and quite irregular. The transition from medium to light anesthesia is also accompanied by the beginnings of spontaneous whisker movement and a pedal-withdrawal reflex. The spectral composition of ongoing field potential activity is also somewhat correlated with depth of anesthesia, but generally depended too strongly on cortical depth to be usef ul in our recordings. With regard to the classic definition of anesthesia depth, all anesthetic levels are within stage III, "surgical," anesthesia (Thurmon et al., 1996) . We do not necessarily intend our definitions to align directly with past attempts to delineate deep, medium, and light surgical anesthesia, which are based on many more physiological variables than we monitored.
Modulation of response and response variability by anesthesia depth
We found that average evoked responses differ slightly between the three anesthesia depths, but the single trial variability differs quite dramatically. This is shown for one rat in Figure 1 . During this experiment, at least 100 click-evoked responses (random interstimulus intervals between 1.5 and 3.0 sec) were recorded under each anesthesia depth: deep, medium, and light. The general shape of these average evoked responses is quite similar to those recorded intracortically by Hall and Borbely (1970) in awake and sleeping rats. It can be seen from example single trials (Fig. 1 B) that the evoked response is more consistent under deep and light, compared with medium, anesthesia. Not only does the peak amplitude vary widely under medium anesthesia, but even the overall time course (i.e., shape) varies significantly from one trial to the next. A, Average waveforms computed from 100 -120 clicks at each anesthesia depth, presented randomly with interclick intervals between 1.5 and 3.0 sec. C lick occurs at time ϭ 0 msec. Positive deflections of field potential are plotted upward. B, Ten example single trials for each state. Note the increased spread of waveforms at medium depth of anesthesia. C, Mean and SD of single trial amplitudes as estimated by taking the inner product with the normalized average waveform for each anesthesia depth. Error bars indicate 95% confidence intervals. D, Coefficient of variation (C v ϭ SD/mean) as a f unction of anesthesia depth. Inset shows C v as calculated using the traditional peak-to-peak method for estimating single trial amplitude. Although the general shape of the plot is similar, the coefficient of variation at the medium depth of anesthesia is substantially lower for this method.
To quantif y individual evoked field potential responses and their variability, estimates were made of each single trial amplitude by taking the inner product of each trial with a normalized average waveform (see Materials and Methods). This approach, rather than using just one or two points from each waveform, takes the shape and size of the entire wave into account. Statistics can then be estimated from the distribution of these single trial amplitudes (Fig. 1C , Table 1 ). Although evoked responses were generally largest under light anesthesia, only one of four rats exhibited significantly smaller evoked responses under medium and deep anesthesia (Table 1) . On the other hand, the variance of evoked response was significantly higher under medium than under light anesthesia for all rats tested. In general, the variance increased from light to deep to medium anesthesia. This sensitivity of response variabilit y to anesthesia depth can also be visualized with the coefficient of variation (C v ϭ SD/mean) (Fig.  1 D) . C alculating single trial amplitudes with a peak-to-peak method yields basically similar results (inset). However, the coefficient of variation under medium anesthesia was quite a bit less than that computed using the inner product method. This confirms the notion that the peak-to-peak method is not very sensitive to variability of waveform shape.
PCA of evoked responses under medium depth of anesthesia
To characterize and even quantif y the variability in waveform shape seen especially under medium depths of anesthesia, we used PCA. The goal of PCA is the same as Fourier analysis: to represent a waveform as a linear combination of a set of basis waveforms. In Fourier analysis the basis waveforms are predetermined (sine waves of different frequencies); in PCA the basis waves are computed from the data to be represented. In particular, the principal component bases explain the maximum amount of variance present in the data with the least number of waveforms. This aspect of PCA allows each waveform to be relatively well characterized by only a few parameters [for further discussion, see Glaser and Ruchkin (1976) ]. Figure 2 shows the results of PCA on the 100 single trial evoked local field potentials recorded during a single session under medium anesthesia (the same set of waveforms shown in Fig. 1 ). For this set of data, the first component accounts for 63.7% of the variance of the data set, and the second for 27.0%. Thus Ͼ90% of the power in the population of waveforms can be described using the projection of each waveform onto only these two components. This percentage agrees with Musial et al. (1998) who recorded somatosensory evoked field potentials from barrel cortex of rats anesthetized with urethane.
The first and second component scores for each single trial waveform are the scalar results of taking the inner product of that waveform and the first and second principal components, respectively. A typical way of displaying component scores is a scatter plot, such as that shown in Figure 2 B. Although not clearly distinct, there is some suggestion of two clusters of response types. We made these response types explicit by selecting responses as either class X or class Y with the illustrated ellipses. The inset of Figure 2 B shows that the variability of response shape, as summarized by class, was not caused by some slowly changing brain state, but rather a dynamic ongoing process. Although the exact placement of the elliptical boundaries was somewhat arbitrary, Figure 2C shows that classification succeeded in two ways. First of all, the general time course of the two response types differs quite substantially. Second, within each response class, the repeatability of the waveforms is relatively good. This latter point can be summarized quantitatively by comparing the average normalized inner product (i.e., correlation coefficient) between single trial waveforms before and after classification. The average normalized inner product between all 100 single trial waves is 0.43. In contrast, this similarity measure is 0.94 for only the 28 class X waves, and 0.74 for only the 47 class Y waves. Therefore, PCA has allowed a numerically based separation into classes that reduced the observed time course variability of evoked field potential responses. It should be noted that the qualitative aspects of these results do not depend on the precise shape or location of the selection boundaries. In fact, separation into classes X and Y-and the resulting reduction of variability -can be achieved nearly as well with a single straight line that roughly divides the two clusters of points (data not shown).
Evoked unit activity also shows quite dramatic differences between responses after PCA-based sorting of evoked field potentials. The click-evoked multi-unit activity, recorded simultaneously with the waveforms shown in Figure 2 , is summarized in Figure 3 . Figure 3C is a peristimulus time histogram of the multi-unit activity for all waves. The time course of this multi-unit response generally matches the negative-going peak of the average evoked local field potential. This is expected because a negative deflection of the field potential represents negative extracellular currents, which corresponds to depolarization of nearby neurons. Figure 3D shows the evoked multi-unit activity after PCA-based sorting into the two response classes. The later peak of the multi-unit activity for class X compared with class Y is correlated with the later peak in the evoked field potential waveform for class X. Also, the sustained unit discharge (Ͼ30 msec after the click) for class X responses could have been predicted from the sustained negative deflection of the class X field potential average. However, the difference between classes in spontaneous multi-unit activity directly preceding the clicks was quite unexpected. Note that there is virtually no spontaneous activity preceding a click when a class X evoked field potential occurs, compared with quite significant spontaneous activity preceding class Y evoked waveforms. This result suggests that the occurrence of a class X or a class Y evoked response depends on, and thus can be predicted from, the ongoing activity immediately preceding the click.
Modulation of evoked response by ongoing activity
To test the hypothesis that the observed variability in waveformshape was caused by, or at least correlated with, the ongoing cortical activity, we presented clicks at fixed delays from spontaneously occurring events. Figure 4 shows an average of 30 such events, which are very common during medium depths of anesthesia. From this figure it can be seen that a large negative spike in the field potential is accompanied by a large burst of multi-unit activity. In this particular recording, the burst events are occurring rhythmically at ϳ1.6 Hz (Fig. 4C) .
During an experiment, an amplitude threshold would be set on the ongoing field potential activity. When the threshold was crossed by a burst event, a fixed delay would be imposed and a click presented. The delay was determined randomly for each single trial and could be either 150, 300, or 450 msec (Fig. 4 A) . Responses were grouped together, or classified, on the basis of these delays.
We found that evoked responses are quite dramatically modulated by the spontaneously occurring population burst events in a manner that cannot be accounted for by linear superposition of a response and ongoing background activity. It can be seen from the single trials (Fig. 5A ) that increasingly long delays from spontaneous threshold crossings lead to larger evoked responses and different time courses. There is no single evoked waveform that could be added to the average background waveform (Fig.  4 A) at each of the different delays that would produce the observed time course distortions. Once again, these differences in waveform shape can be quantified with PCA. Figure 5B shows the scatter plot of first and second component scores for all single trial evoked responses. Notice how the different symbols, corresponding to the different response classes, segregate quite well. Recall that these response classes are defined not by the analysis itself but rather by the relationship between each click and ongoing cortical activity.
Evoked multi-unit activity is also quite different depending on how much time elapses between a population burst event and a click. In particular, notice the spontaneous activity preceding the clicks delayed by 150 msec and the relative lack before the other clicks. In addition, there is a tendency for multi-unit activity to be sustained for a longer period of time after the click when it is delayed longer from the burst event.
The modulation of evoked field potential and multi-unit responses can be summarized quantitatively. For example, Figure  6 A shows a monotonic and statistically significant (large sample z test, ␣ ϭ 0.01) increase in mean power of evoked field potential response as a f unction of delay from the population burst event. Note that, as opposed to response amplitudes calculated above, response power is computed as the sum-of-squares of the first two principal component scores for each wave (computing response power as the sum-of-squares of all component scores, i.e., total waveform power, yields a nearly identical relationship between mean power and delay from burst event: correlation between the two methods of computing power is Ͼ0.99 in this instance). Differences in shape can be quantified by computing the percentage of a waveform's power accounted for by only one of the components, e.g., the first component. Plotting this value as a function of delay from a spontaneously occurring burst event (Fig. 6 B) shows that longer delays (300 and 450 msec) lead to significantly modified evoked response shapes than a short delay (150 msec). Figure 6C indicates that mean latency of the negativegoing peak increases monotonically and significantly with increas- Figure 4 . Population burst events occur spontaneously at medium depth of anesthesia. A, Average (field potential) of 30 spontaneous burst events, aligned on a threshold crossing (0 msec). In subsequent figures, responses are sorted into classes that correspond to clicks presented at delays of 150, 300, and 450 msec (indicated with arrows) from the burst event trigger crossing. B, Histogram of multi-unit activity locked to the same threshold crossing (bin size ϭ 1.5 msec). C, Autocorrelogram of spontaneous multi-unit activity (bin size ϭ 5 msec), normalized by height of central bin. Presence of secondary and tertiary peaks indicates rhythmic activity. Secondary peak occurs at a lag of ϳ625 msec, which corresponds to a frequency of ϳ1.6 Hz. ing duration of delay from the spontaneous burst events, where the peak is the minimum value between 5 and 30 msec after a click. Related to this value, the centroid of the multi-unit peristimulus time histogram is computed by summing the latency of all spikes in the histogram between 5 and 30 msec after the click, then dividing by the number of spikes. This temporal measure of multi-unit activity also increases steadily with larger delays from the burst events (Fig. 6 D) .
There are at least two ways to account for the change in latency of multi-unit response as a f unction of increasing delay from the population burst events. (1) The responses are composed of a combination of two separate neural populations that have different latencies of response . As delay from a burst event increases, the relative contribution of evoked activity to the multi-unit histogram shifts from being dominated by the earlier responding population to the later responding population. (2) Only one population of neurons constitutes the evoked multiunit response. As delay from a burst event increases, the actual latency of response of these neurons shifts. We believe the second explanation to be the most likely one in this particular situation because single units, isolated from the multi-unit population using tetrode-sorting techniques (see Materials and Methods), individually showed an increase in the centroid of their peristimulus time histograms as a function of delay from the burst events (Fig.  6 E) . This conclusion must be made cautiously, however, because the spike counts for single units were quite low, and some well isolated single units were not responsive to clicks. This is not surprising because auditory evoked single unit activity is somewhat suppressed under ketamine anesthesia (Zurita et al., 1994) .
Although the spontaneously occurring population burst events were found to modulate click-evoked responses in all rats tested, the strength of modulation varied between rats and was usually but not always monotonically related to delay from the bursts. All five rats tested showed, with increasing delay from the burst events, increased mean latency of negative-going field potential peak (mean correlation coefficient ϭ 0.78), increased signal power (0.88), increased percentage of power accounted for by the first principal component (0.73), and increased latency of multiunit centroid (0.87; data only available for three rats). It should be noted that some rats were tested with different sets of delays. For example, in one rat, delays of 100, 200, 300, and 400 msec from the burst events were used for the analysis. Using different delays in this manner did not yield qualitatively different results. Significantly longer delays could not be used because the burst events typically occurred rhythmically with mean inter-burst intervals of ϳ600 msec under medium depths of anesthesia.
Although not shown in the present report, we also found that responses to other types of auditory stimuli, e.g., tones and tone sweeps, are also dramatically modulated by these spontaneously occurring population burst events. Also, changing stimulus intensity does not particularly affect the character of the results. Finally, we found that burst events occurring during deep and light depths of anesthesia also modulate click-evoked responses. However, such burst events occur less frequently in deep and light anesthesia, and the degree of modulation is generally less than for similar events occurring during medium anesthesia. This observation explains why variability of evoked response was highest under medium levels of anesthesia.
DISCUSSION
We investigated trial-to-trial variability and state-dependent modulation of auditory cortex evoked responses in ketamine/ xylazine-anesthetized rats. We found that not only average responses but also response variability is modulated by the depth of anesthesia. In particular, it was shown that trial-to-trial variability is usually lowest under light anesthesia and highest under medium anesthesia. To quantify the observed variability in evoked waveform shapes, we used PCA. Such an analysis allowed classification of single trial evoked field potential responses into groups. This classification reduced single trial variability, and evoked multiunit activity was found to differ substantially among these groups.
We next examined whether the observed variability of waveform time course, as quantified with PCA, can be accounted for by the ongoing cortical activity. Indeed, by triggering the occurrence of auditory stimuli from the ongoing local field potential, it was found that large population burst events common to ketamine/xylazine anesthesia dynamically modulate both the size Figure 6 . Summary of response modulation for data shown in Figure 5 . A, Mean waveform power, estimated as the sum-of-squares of the first two principal component scores, as a f unction of click's delay from spontaneous burst event. B, Mean percentage of waveform power accounted for by the first principal component. C, Mean latency of peak (between 5 and 30 msec) for single-trial evoked field potentials. D, C entroid latency (between 5 and 30 msec) for multi-unit histograms. E, C entroid latency for two single units recorded from different tetrodes (ϳ300 m apart). Note change in vertical-axis scale. The trends for these units are the same as the multi-unit data, but there is large overlap of the confidence intervals because of relatively low spike counts. For all plots, error bars indicate 95% confidence intervals.
and shape of single trial evoked responses. In particular, under moderate depths of anesthesia, increasingly longer delays between the occurrence of a burst event and the presentation of a click lead to larger amplitude responses, modified response shapes, and later peak latencies. This modulation cannot be explained as a linear combination of ongoing activity and stereotyped evoked response.
Potential cause(s) of observed variability
The extreme variability of evoked responses observed under moderate levels of anesthesia could possibly be caused by the large-scale changes occurring throughout thalamocortical circuits during typical rhythms associated with sleep and anesthesia (for review, see McCormick and Bal, 1997; Steriade, 1997) . For example, it is known that the responsiveness of both cortical and thalamic neurons varies with the phase of slow anesthesia rhythms Timofeev et al., 1996) . The frequency of such rhythmicity in ketamine-anesthetized cats, typically Ͻ1 Hz (Steriade et al., 1993) , is lower than that which we observed (down to ϳ1.2 Hz under deep anesthesia), but this discrepancy might be explained as a difference between species.
The presently observed rhythmic population bursting under medium levels of anesthesia more closely resembles spike-wave discharges, also known as high-voltage spindles (for review, see Coenen, 1995) . These events, which can grow out of and likely share neural circuits with slow anesthesia rhythms , are thought to be associated with certain forms of epilepsy (Snead, 1995) . The basic phenomenology we observed roughly matches that shown by other researchers recording from rat cortex (Coenen, 1995; Kandel and Buzsáki, 1997; Seidenbecher et al., 1998) . Although the frequency of spike-wave rhythmicity is typically Ͼ2 Hz, it has been previously observed down to 1.6 Hz in rats (Buzsáki, 1991) and 1.5 Hz in cats . Ketamine, the anesthetic used in the present study, can induce spike-waves in cats (Black et al., 1980) and is often used to study neural activity during spike-waves . Furthermore, ketamine has been shown to regulate the frequency of high-voltage spindle rhythmicity in rats (Buzsáki, 1991) . Finally, it has previously been shown that presenting a visual stimulus in the interspike-wave interval causes a significantly different evoked potential than presenting a stimulus during the wave portion of a spike-wave, in a manner quite similar to our results [compare Fig. 5 of the present report with Fig. 5 of Pellegrini et al. (1986) ].
Regardless of terminology, we believe the presently observed modulation of evoked responses to be primarily a reflection of oscillating excitability in both thalamic and cortical neurons. Immediately after a burst event there will be an accumulation of inhibitory currents that will cause a reduction in amplitude and even a modification in shape of evoked response. These might include GABA B -mediated (Destexhe, 1998) and outward potassium currents . After a sustained hyperpolarization, neurons would become primed to exhibit an enhanced (i.e., larger amplitude and extended time course) response to a sensory stimulus. This priming could be caused by deinactivation of voltage-gated sodium and perhaps also low-threshold calcium channels. These special calcium channels have been found to be involved in both thalamocortical rhythms and epilepsy [succinctly reviewed by Huguenard (1998) ; see de la Peña and Geijo- Barrientos (1996) for cortical distribution of these channels]. It is also possible that the sustained inhibitory currents could activate hyperpolarization-activated cation currents (Pape, 1996) that would f urther prime the neurons.
The linear model of ongoing background activity and evoked response
One very critical issue to processing and interpreting neurophysiological data, and even to general cortical function, is whether relatively stereotyped evoked responses are linearly superimposed with ongoing brain activity. Such a condition is requisite for computing traditional average responses. Our results at first seem to contradict the optical recording study of Arieli et al. (1996) who found well behaved superposition of responses and background activity. However, the signals recorded are very different: local field potentials represent extracellular population currents (Bullock, 1997) , whereas voltage-sensitive dye signals correspond to localized changes in neuronal membrane potentials (Arieli et al., 1995) . More importantly, the stability of thalamocortical responsivity (i.e., excitability) apparently differed between our studies. Both Arieli et al. (1996) and Azouz and Gray (1999) indirectly assumed constancy of intrinsic responsivity and demonstrated sufficiency of the linear model under such circumstances. We have demonstrated conditions under which there is a systematic variation of responsivity and for which the linear model is deficient. The present results are probably most applicable to brain states associated with population bursting, rhythmic or not, such as natural sleep ; in humans: Achermann and Borbély (1997) ], anesthesia, and paroxysmal episodes (see above).
Variability and state-dependent modulation of evoked responses
Our finding that variability of click-evoked response is lowest for light levels of anesthesia and highest under medium anesthesia is in direct contrast to Horvath (1969) who found that increasing depth of dial/urethane anesthesia leads to monotonically decreasing variability of surface-recorded auditory evoked potentials in cats. This discrepancy is most likely attributable to the use of different anesthetics, particularly because dial is a barbiturate. Barbiturates are known to cause generalized depression of central nervous activity (Thurmon et al., 1996) and have been specifically shown to reduce spontaneous activity in auditory cortex (Zurita et al., 1994) . In contrast, as discussed above, moving from light to medium levels of ketamine/xylazine anesthesia increases the strength and prevalence of population burst events, each of which strongly modulates the shape and size of evoked responses, thus increasing the apparent variability of response.
Variability of long-latency (Ͼ80 msec) auditory evoked responses has previously been investigated, especially in the human evoked potential field. For example, Zerlin and Davis (1967) showed that the peak-to-peak amplitude of the scalp-recorded N1-P2 complex (110 -190 msec) is stochastic and obeys a Gaussian distribution. Especially pertinent to the present study, it has been shown that evoked potentials can be modulated by the phase of an ongoing rhythm during which they are presented [for review and alternative viewpoint see Rudell (1980) ]. For example, Pfurtscheller (1976) found that an ongoing slow oscillation rhythmically modulated the amplitude of N90 waves recorded from awake subjects.
State-dependent modulation of shorter-latency evoked responses has previously been investigated in subhuman species. For example, the modulation of evoked potentials by different behavioral conditions (e.g., sleep and waking) has been examined in cat auditory (Herz, 1965) , visual (Sigüenza et al., 1984) , and somatosensory cortex (Howe and Sterman, 1973) , and rat auditory (Hall and Borbely, 1970; Knight et al., 1985) and visual cortex (Bringmann and K lingberg, 1995) (for review, see Coenen, 1995) . Also, modification of evoked potentials by spike-wave discharges has been studied in monkey (Mirsky et al., 1973) , cat (Pellegrini et al., 1986) , and rat visual cortex (Inoue et al., 1992; Meeren et al., 1998) . In all of these studies only average waveforms were analyzed. By analyzing single trial waveforms we found that not only the average response but also response variability is modulated by brain state. Furthermore, in previous studies, average waveforms were computed from all evoked responses that occurred during a given behavioral state [see Pellegrini et al. (1986) for single exception]. We have shown that even during a fixed state, such as a particular depth of anesthesia, one evoked response can be significantly different than another because of very rapid transitions between sub-states.
The finding that ongoing activity can modulate evoked responses in a ketamine/ xylazine-anesthetized rat was not unexpected. Previously, Eggermont and Smith (1995) showed that ongoing activity, caused by a click, has a nonlinear impact on evoked field potentials generated by a subsequent click in ketamine/ xylazine-anesthetized cats. Similarly, Kenmochi and Eggermont (1997) found that certain rhythmic click rates produce larger field potential deflections than others, suggesting again that activity evoked by preceding clicks can affect subsequent evoked responses. Furthermore, Barth and Di (1991) showed that directly stimulating rat somatosensory cortex leads to oscillatory changes between higher and lower levels of excitability, as measured with field potentials. One novel aspect of the present study is that the responses recorded were modulated by spontaneously occurring cortical activity, rather than by stimulation-evoked activity.
