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Abstract
Using the time slicing approximation, we give a mathematically rigorous definition of Feynman
path integrals for a general class of functionals on the path space. As an application, we prove the
interchange with Riemann–Stieltjes integrals, the interchange with a limit, the perturbation expansion
formula, the semiclassical approximation, and the fundamental theorem of calculus in Feynman path
integral.
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1. Introduction
In 1948, R.P. Feynman [3] expressed the integral kernel of the fundamental solution for





S[γ ]D[γ ]. (1.1)
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∣∣∣∣2 − V (t, γ ) dt. (1.2)
The path integral is a sum of e
i
h¯ S[γ ] over all the paths. Feynman explained the path
integral as a limit of the finite dimensional integral which is now called the time slicing
approximation. Furthermore, Feynman considered∫
F [γ ]e ih¯ S[γ ]D[γ ], (1.3)




S[γ ]D[γ ] over a path space. However, in 1960, R.H. Cameron
[2] proved it impossible.





F [γ ]D[γ ], (1.4)
for a fairly general class of functionals F [γ ] on the path space C([0, T ] → Rd) by a
mathematically rigorous discussion.
We define the class F of functionals F [γ ] on the path space C([0, T ] → Rd) so that
(1.4) has a mathematically rigorous meaning for any F [γ ] ∈ F . More precisely, the time
slicing approximation of (1.4) converges uniformly with respect to (x, x0) on compact
subsets of R2d .
The class F contains the following examples of functionals F [γ ]:
(1) The evaluation functionals
F [γ ] = B(τ, γ (τ )), 0 τ  T (1.5)
of functions B such that |∂αx B(t, x)| Cα(1+ |x|)m for some m> 0.
In particular, if F [γ ] ≡ c ∈ C, then F [γ ] ∈F .
(2) The Riemann–Stieltjes integrals





τ, γ (τ )
)
dρ(τ) (1.6)
of the same B as in (1).
(3) The analytic functions of the integral










if B satisfy |∂αx B(t, x)| Cα .
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τ, γ (τ )
) · dγ (τ) (1.8)
of vector-valued functions Z such that |∂αx Z(t, x)|  Cα(1 + |x|)m for some m > 0
and (∂xZ) is a symmetric matrix.
Furthermore, F is an algebra, i.e.,
F [γ ],G[γ ] ∈F ⇒ F [γ ] +G[γ ], F [γ ]G[γ ] ∈F . (1.9)
Therefore, the reader can produce many functionals belonging to F .
























τ, γ (τ )
)D[γ ])dρ(τ). (1.10)
We can also interchange the order of the limits and Feynman path integration: If fk , f are










































h¯ S[γ cl](D(T ,x, x0)−1/2F [γ cl] +O(h¯)), (1.12)
where γ cl is the classical orbit and D(T ,x, x0) is the Morette–Van Vleck determinant (cf.
D. Fujiwara [8]). We can also prove that the fundamental theorem of calculus holds in
Feynman path integral, i.e.,







T ′′, γ (T ′′)











τ, γ (τ )









There are some mathematical works which prove the time slicing approximation of (1.1)
converges uniformly with respect to (x, x0) on compact subsets of R2d . See D. Fujiwara [4,
6–8], H. Kitada and H. Kumano-go [14], K. Yajima [22], N. Kumano-go [17], D. Fujiwara
and T. Tsuchida [10], and W. Ichinose [11]. However all these works treated (1.1), that is
the particular case of (1.4) with F [γ ] ≡ 1.
Many people tried to give a mathematically rigorous meaning to Feynman path integral.
E. Nelson [20] succeeded in connecting Feynman path integral to Wiener measure by
analytic continuation with respect to a parameter. K. Itô [13] succeeded in defining
Feynman path integrals as an improper oscillatory integral over a Hilbert manifold of paths.
Later, Albeverio and Høegh-Krohn [1] applied Itô’s idea and discussed many problems.
The plan of the paper is as follows.
– Section 2. Main results.
– Section 3. Assumption 4 and results on convergence.
– Section 4. Proof of Theorems 1–7.
– Section 5. Proof of Theorem 8.
– Section 6. Proof of Theorem 9.
– Section 7. Proof of Theorem 10.
– Section 8. H. Kumano-go–Taniguchi theorem.
– Section 9. Proof of Theorems 11, 12.
– Section 10. Assumption 4′ with no stationary points.
2. Main results
Now, we define the Feynman path integral (1.4) by the time slicing approximation as
follows.
Let ∆T,0 be an arbitrary division of the interval [0, T ] into subintervals, i.e.,
∆T,0: T = TJ+1 > TJ > · · ·> T1 > T0 = 0. (2.1)
Set xJ+1 = x . Let xJ , xJ−1, . . . , x1 be arbitrary points of Rd . Let
γ∆T,0 = γ∆T,0(τ, xJ+1, xJ , . . . , x1, x0), (2.2)
be the broken line path which connects (Tj , xj ) and (Tj−1, xj−1) by a line segment for
any j = 1,2, . . . , J + 1, i.e., γ∆T,0(Tj ) = xj . Set tj = Tj − Tj−1. Let |∆T,0| be the size
of the division ∆T,0 defined by |∆T,0| =max1jJ+1 tj . Then, S[γ∆T,0] and F [γ∆T,0] are
functions of a finite number of variables xJ+1, xJ , . . . , x1, x0, i.e.,














θtj + Tj−1, θxj + (1− θ)xj−1
)
dθ, (2.3)
F [γ∆T,0] = F∆T,0(xJ+1, xJ , . . . , x1, x0). (2.4)
We define the finite dimensional integral I∆T,0(h¯, x, x0) as an approximation of the















Here the integrals of the right-hand side do not converge absolutely. We understand
integrals of this type as oscillatory integrals (cf. H. Kumano-go [15]).





F [γ ]D[γ ] = lim|∆T,0|→0 I∆T,0(h¯, x, x0), (2.6)
whenever the limit exist.
Assumption 1. V (t, x) is a real-valued function of (t, x) ∈ R × Rd , and for any multi-
index α, ∂αx V (t, x) is continuous in R× Rd . For any integer k  2, there exists a positive
constant Ak such that∣∣∂αx V (t, x)∣∣Ak (|α| = k). (2.7)
We define the class F of functionals F [γ ] as follows, using Assumption 4. The
assumption of this type was first found in D. Fujiwara [5].
Definition 1. Let F [γ ] be a functional on the path space C([0, T ] → Rd) such that the
domain of F [γ ] contains all of broken line paths at least. We say that F [γ ] belongs to the
class F if F [γ ] satisfies Assumption 4. For simplicity, we write F [γ ] ∈F .
We will state Assumption 4 in the next section because even if we do not state
Assumption 4 in this section, the reader can produce many functionals which belong to F ,
applying Theorem 2 to the examples in Theorems 3, 4, 6.
Theorem 1 (Existence of Feynman path integral). Let T be sufficiently small. Then, for
any F [γ ] ∈F , the right-hand side of (2.6) converges uniformly on any compact set of the
configuration space (x, x0) ∈ R2d , together with all its derivatives in x and x0.
Theorem 2 (Algebra). If F [γ ] ∈ F and G[γ ] ∈ F , then F [γ ] + G[γ ] ∈ F and
F [γ ]G[γ ] ∈F .
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for any multi-index α, ∂αx B(t, x) is continuous on [0, T ]×Rd . For any multi-index α, there
exists a positive constant Cα such that∣∣∂αx B(t, x)∣∣ Cα(1+ |x|)m. (2.8)
Theorem 3 (Interchange with Riemann–Stieltjes integrals). Let 0  T ′  T ′′  T and
0  τ  T . Let ρ(τ) be a function of bounded variation on [T ′, T ′′]. Suppose B(t, x)
satisfy Assumption 2. Then we have the following.
(1) The Riemann–Stieltjes integral





τ, γ (τ )
)
dρ(τ) ∈F . (2.9)
(2) The value at a fixed time τ
F [γ ] = B(τ, γ (τ )) ∈F . (2.10)






















τ, γ (τ )
)
F [γ ]D[γ ]
)
dρ(τ). (2.11)
Assumption 3. f (b) is an analytic function of b ∈ C on a neighborhood of zero, i.e., there
exist positive constants µ> 0, A> 0 such that




Theorem 4 (Interchange with a limit). Let 0  T ′  T ′′  T . Let ρ(τ) be a function of
bounded variation on [T ′, T ′′]. Suppose B(t, x) satisfy Assumption 2 with m= 0. Let f (b)
and fk(b), k = 1,2,3, . . . , be analytic functions such that limk→∞‖fk−f ‖µ,A = 0. Then
we have the following.
(1)

























F [γ ]D[γ ]T













F [γ ]D[γ ]. (2.14)
Corollary 1 (Perturbation expansion formula). Let T be sufficiently small. Let ρ(τ) and
B(t, x) be the same as in Theorem 4. Then we have∫
e
i
h¯ S[γ ]+ ih¯
∫ T ′′



























) · · ·B(τ1, γ (τ1))D[γ ]. (2.15)
Theorem 5 (Semiclassical approximation). Let T be sufficiently small. Let F [γ ] ∈ F be
continuous with respect to the norm ‖γ ‖ =max0τT |γ (τ)|. Then we have∫
e
i








h¯ S[γ cl](D(T ,x, x0)−1/2F [γ cl] +O(h¯)). (2.16)
Here γ cl is the classical path with γ cl(0) = x0 and γ cl(T ) = x , and D(T ,x, x0) is the
Morette–Van Vleck determinant.
Theorem 6 (New curvilinear integrals along paths on path space). Let 0 T ′  T ′′  T .
Let m be non-negative integer. Let Z(t, x) be a vector-valued function of (t, x) ∈ R ×Rd
into Rd such that, for any multi-index α, ∂αx Z(t, x) and ∂αx ∂tZ(t, x) are continuous on
[0, T ] ×Rd , and there exists a positive constant Cα such that∣∣∂αx Z(t, x)∣∣+ ∣∣∂αx ∂tZ(t, x)∣∣ Cα(1+ |x|)m, (2.17)
and ∂xZ(t, x) is a symmetric matrix, i.e., t (∂xZ) = ∂xZ. Then the curvilinear integrals
along paths of Feynman path integral





τ, γ (τ )
) · dγ (τ) ∈F . (2.18)
Here Z · dγ is the inner product of Z and dγ in Rd .
Remark 2.1. As examples of curvilinear integrals for paths on a path space, Itô integrals
[12] and Stratonovich integrals [21] are successful in stochastic analysis (cf. P. Malliavin
[19]). Roughly speaking, when the Brownian motion is equal to the broken line path
γ∆T,0(τ ), Itô integrals are defined by initial points of line segments of γ∆T,0 , and
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) · dγ∆T,0(τ ). (2.19)
Theorem 7 (Fundamental theorem of calculus). Let m be non-negative integer and 0 
T ′  T ′′  T . g(t, x) is a function of (t, x) ∈R×Rd such that g(t, x) and ∂tg(t, x) satisfy









τ, γ (τ )


















T ′′, γ (T ′′)
)− g(T ′, γ (T ′)))F [γ ]D[γ ]. (2.20)
3. Assumption 4 and results on convergences
For simplicity, we set
xL,l = (xL, xL−1, . . . , xl) for any 0 l  L J + 1, (3.1)
TL,l = tL + tL−1 + · · · + tl for any 1 l  L J + 1, (3.2)
m+ =max(m,0) for any integer m. (3.3)
Let T satisfy 4A2dT 2 < 1 where A2 is a constant in Assumption 1. By Lemma 5.1, we
define x†J,1 = x†J,1(xJ+1, x0) by
(∂xJ,1S∆T,0)(xJ+1, x
†
J,1, x0)= 0. (3.4)
For any given function f = f (xJ+1, xJ,1, x0), let f † be the function obtained by
substituting xJ,1 = x†J,1 into f , i.e.,
f † = f †(xJ+1, x0)= f (xJ+1, x†J,1, x0). (3.5)
Then S†∆T,0(xJ+1, x0) is the phase function of the time slicing approximation.
Theorem 8. Let T satisfy 4A2dT 2 < 1. Then, for any multi-indices α, β , there exist
positive constants Cα,β , C′α,β independent of ∆T,0 such that∣∣∣∣∂αx ∂βx0(S†∆T,0(x, x0)− (x − x0)22T
)∣∣∣∣ Cα,βT (1+ |x| + |x0|)(2−|α+β|)+, (3.6)∣∣∂αx ∂βx0(S†∆T,0(x, x0)− S(T , x, x0))∣∣
 C′α,β |∆T,0|2T
(
1+ |x| + |x0|
)1+(1−|α+β|)+, (3.7)
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γ cl(T )= x .
We define D∆T,0(xJ+1, x0) by









(x, x0) is the main term of the amplitude function of the time
slicing approximation.
Theorem 9. Let T be sufficiently small. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β independent of ∆T,0 such that∣∣∂αx ∂βx0(D∆T,0(x, x0)− 1)∣∣ Cα,βT 2, (3.9)∣∣∂αx ∂βx0(D∆T,0(x, x0)−D(T ,x, x0))∣∣ C′α,β |∆T,0|T (1+ |x| + |x0|), (3.10)
where D(T ,x, x0) is the Morette–Van Vleck determinant.
Before we state Assumption 4 for F [γ ], we need some preparations.




xN+1 + TN+1,n − Tj,n
TN+1,n
xn−1, j = n,n+ 1, . . . ,N. (3.11)
Let (∆T,TN+1,∆Tn−1,0) be the division defined by
T = TJ+1 > TJ > · · ·> TN+1 > Tn−1 > · · ·> T1 > T0 = 0. (3.12)
The following lemma is easy but plays the most essential role through this paper. The new
idea in this paper is that we regard F [γ∆T,0] not only as a function of a finite number of
variables function, but also as the value at the broken line path γ∆T,0 .
Lemma 3.1. For any functional F [γ ] whose domain contains all of broken line paths, we
have
F∆T,0(xJ+1,N+1, xN,n, xn−1,0)= F(∆T,TN+1 ,∆Tn−1,0)(xJ+1,N+1, xn−1,0). (3.13)
Proof of Lemma 3.1. The broken line path γ(∆T,TN+1 ,∆Tn−1,0) is the broken line path γ∆T,0
with xN,n = xN.n. ✷
In order to state Assumption 4(2), we introduce non-negative parameters, uj  0,
j = 1,2, . . . , J, J + 1. We set
Uj = uj + uj−1 + · · · + u1 U <∞ for j = 1,2, . . . , J, J + 1, (3.14)
UL,l = uL + uL−1 + · · · + ul for 1 l  L J + 1. (3.15)
206 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251Here the sum of uj is bounded independent of J similar to the sum of tj , i.e., UJ+1 =∑J+1
j=1 uj  U <∞. However, uj does not necessary go to 0 when |∆T,0| → 0. We will
use this UL,l in Assumption 4(2).










θtj + Tj−1, θxj + (1− θ)xj−1
)
dθ. (3.16)







By Lemma 5.1, for any 1 l  L J , we define x†L,l = x†L,l(xL+1, xl−1) by
(∂xL,l S∆T,0)(xJ+1,L+1, x
†
L,l, xl−1,0)= 0. (3.18)
In Assumption 4(1), (2), (3), (4), we will use this x†L,l(xL+1, xl−1).











for any 0  ε  1. By Lemma 5.1, for any 1  l  n  N  L  J , we define x∗L,l =
x∗L,l(xL+1, xl−1; ε) by
(∂xL,l Sε)(xJ+1,L+1, x∗L,l, xl−1,0)= 0. (3.21)
In Assumption 4(3), (4), we will use this x∗L,l(xL+1, xl−1).
Now, we state Assumption 4. At first sight, Assumption 4 seems to be complicated.
However, in the proof of Theorems 3, 4, 6, we will know that it is easy to check.
Furthermore, we will know Assumption 4′ with no stationary points under another
formulation. Please see Assumption 4′ in the last section.
Assumption 4. Let m be a non-negative integer. For any non-negative integer M , there
exists a positive constant CM such that for any division ∆T,0, any sequence of positive
integers
0= j0 < j1 − 1 < j1 < j2 − 1 < j2 < · · ·< jK−1 < jK − 1< jK  J + 1,
with jK+1 − 1 = J + 1, any |αj |  M , j = j0, j1 − 1, . . . , jK , jK+1 − 1, and any
1 s K , (1) and (2) hold.












xJ+1, x†J,jK+1, xjK , . . . ,
xjs+1−1, x
†











1+ |xJ+1| + |xjK | + · · ·
+ |xjs+1−1| + |xjs | + |xjs−1| + |xjs−1 |















xJ+1, x†J,jK+1, xjK , . . . ,
xjs+1−1, x
†











1+ |xJ+1| + |xjK | + · · ·
+ |xjs+1−1| + |xjs | + |xjs−1| + |xjs−1 |
+ |xjs−1−1| + |xjs−2 | + · · · + |xj1−1| + |x0|
)m
. (3.23)
For any non-negative integer M , there exists a positive constant CM such that for any
division ∆T,0, any sequence of positive integers
0= j0 < j1 − 1 < j1 < j2 − 1 < j2 < · · ·< jK−1 < jK − 1< jK  J + 1,
with jK+1 − 1 = J + 1, any |αj |M , j = j0, j1 − 1, . . . , jK , jK+1 − 1, and any s, n, N













xJ+1, x†J,jK+1, xjK , . . . ,
xjs+1−1, x
†











1+ |xJ+1| + |xjK | + · · · + |xjs+1−1| + |xjs | + |xjs−1 |
+ |xjs−1−1| + |xjs−2 | + · · · + |xj1−1| + |x0|
)m
. (3.24)












xJ+1, x†J,jK+1, xjK , . . . ,
xjs+1−1, x
†











1+ |xJ+1| + |xjK | + · · ·
+ |xjs+1−1| + |xjs | + |xjs−1 |
+ |xjs−1−1| + |xjs−2 | + · · · + |xj1−1| + |x0|
)m+1
. (3.25)
Remark 3.1. Assumption 4(1) with m = 0 was first found by D. Fujiwara [5]. Under
Assumption 4(1) with m= 0, he proved that the remainder term Υ∆T,0(h¯, x, x0) of (3.30)
is bounded with respect to ∆T,0, i.e.,∣∣∂αx ∂βx0Υ∆T,0(h¯, x, x0)∣∣ Cα,βT . (3.26)
We extend (3.26) up to the case when m  0 so that F contains the examples in
Theorems 3, 6. Furthermore, we add Assumption 4(2), (3), (4) so that the main term
D∆T,0(x, x0)
−1/2F †∆T,0(x, x0) and the remainder term Υ∆T,0(h¯, x, x0) of (3.30) both
converge as |∆T,0| → 0.
Theorem 10. Let T be sufficiently small. Let F [γ ] ∈ F . Then, for any multi-indices α, β ,
there exist positive constants Cα,β , C′α,β independent of ∆T,0 such that∣∣∂αx ∂βx0F †∆T,0(x, x0)∣∣ Cα,β(1+ |x| + |x0|)m, (3.27)∣∣∂αx ∂βx0(F †∆T,0(x, x0)− F(T ,x, x0))∣∣ C′α,β |∆T,0|T (1+ |x| + |x0|)m+1 (3.28)
with a function F(T ,x, x0). Furthermore, if F [γ ] is continuous with respect to the norm
‖γ ‖ =max0τT |γ (τ)|, then F(T ,x, x0)= F [γ cl].













q∆T,0(h¯, xJ+1, x0). (3.29)
Furthermore, we define the remainder term Υ∆T,0(h¯, xJ+1, x0) by
q∆T,0(h¯, xJ+1, x0)
=D∆T,0(xJ+1, x0)−1/2F †∆T,0(xJ+1, x0)+ h¯Υ∆T,0(h¯, xJ+1, x0). (3.30)
Theorem 11. Let T be sufficiently small. Let F [γ ] ∈ F . Then, for any multi-indices α, β ,
there exist positive constants Cα,β , C′α,β independent of ∆T,0 and h¯ such that
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 209∣∣∂αx ∂βx0Υ∆T,0(h¯, x, x0)∣∣ Cα,βT (U + T 2)(1+ |x| + |x0|)m, (3.31)∣∣∂αx ∂βx0(Υ∆T,0(h¯, x, x0)− Υ (h¯, T , x, x0))∣∣
 C′α,β |∆T,0|(U + T 2)
(
1+ |x| + |x0|
)m+1
. (3.32)
Remark 3.2. Let Υ cl∆T,0(h¯, x, x0) be the remainder term of the time slicing approximation
‘by piecewise classical paths’. In D. Fujiwara [6–8], in order to estimate the convergence
of the remainder term, he used the convergence of the main term. Therefore, his estimate
for the convergence of the remainder term with F [γ ] ≡ 1 depends on Planck’s constant h¯,
i.e., ∣∣∂αx ∂βx0(Υ cl∆T,0(h¯, x, x0)− Υ (h¯, T , x, x0))∣∣Cα,β 1h¯ |∆T,0|T . (3.33)
The right-hand side of (3.33) tends to ∞ as h¯ → 0. In this paper, we do not use the
convergence of the main term in order to estimate the remainder term. Therefore, the right-
hand side of (3.32) is independent of h¯. In this sense, our result is Planck’s constant times
sharper than Fujiwara’s result with F [γ ] ≡ 1.
Theorem 12. Let T be sufficiently small. Then, for any F [γ ] ∈F , we have∫
e
i








× (D(T ,x, x0)−1/2F(T ,x, x0)+ h¯Υ (h¯, T , x, x0)). (3.34)
Furthermore, for any multi-indices α, β , there exists a positive constant Cα,β independent
of ∆T,0 and h¯ such that∣∣∂αx ∂βx0Υ (h¯, T , x, x0)∣∣ Cα,βT (U + T 2)(1+ |x| + |x0|)m. (3.35)
4. Proof of Theorems 1–7
Assuming Theorems 8–12, we prove Theorems 1–7 in this section. We will prove
Theorems 8–12 later.













× (D∆T,0(x, x0)−1/2F †∆T,0(x, x0)+ h¯Υ∆T,0(h¯, x, x0)). (4.1)
By Theorems 8, 9, 10, 11, (2.6) converges on any compact set of R2d . ✷
Proof of Theorem 2. This follows from Assumption 4. ✷
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and that for any multi-indices α, β , there exists a positive constant Cα,β independent of
∆T,0 and of j such that∣∣∂αx ∂βy bj (x, y)∣∣ Cα,βuj (1+ |x| + |y|)m. (4.3)
Then we have F [γ ] ∈F .
Proof of Lemma 4.1. We note that
F∆T,0(xJ+1, x
†
J,jK+1, xjK , xjK−1, x
†
jK−2,jK−1+1, xjK−1, . . .)
= (bJ+1 + bJ + · · · + bjK+1)†(xJ+1, xjK )+ bjK (xjK , xjK−1)
+ (bjK−1 + bjK−2 + · · · + bjK−1+1)†(xjK−1, xjK−1)+ bjK−1(xjK−1, xjK−1−1)




J,jK+1, xjK , . . . , xjs , xjs−1, x
†
js−2,js−1+1, xjs−1, . . .)
















J,jK+1, xjK , . . . , xjs , x
∗












By Lemma 5.10, for any multi-indices α, β , γ , there exist positive constants Cα,β,γ , Cα,β
such that∣∣∂αxjs ∂βxjs−1∂γxjs−1 ∂xjs−1F∆T,0(. . . , xjs , xjs−1, x†js−2,js−1+1, xjs−1, . . .)∣∣
 Cα,β,γ (Ujs ,js−1+1)
(
1+ |xjs | + |xjs−1| + |xjs−1|
)m
, (4.7)∣∣∂αxjs ∂βxjs−1 ∂εF∆T,0(. . . , xjs , x∗js−1,js−1+1, xjs−1, . . .)∣∣
 Cα,β(Ujs ,js−1+1)(TN+1,n)2
(
1+ |xjs | + |xjs−1 |
)m+1
. (4.8)
Hence we get Assumption 4(2), (4). Similarly we get Assumption 4(1), (3). ✷
Proof of Theorem 3. For simplicity, we prove the case when 0 = T ′ < T ′′ < T and
ρ(τ)= τ . For general ρ(τ), we have only to take the total variation of ρ(τ) as uj .











bj (xj , xj−1),
J+1∑
j=1
uj  T <∞, (4.9)
where





θtj + Tj−1, θx + (1− θ)y
)






θtk + Tk−1, θx + (1− θ)y
)
dθ, uk = tk,
bj (x, y)= 0, uj = 0 (j > k). (4.10)
By Lemma 4.1, we get F [γ ] ∈F .
(2) Using k such that Tk  τ > Tk−1, we can write





bj (xj , xj−1),
J+1∑
j=1






Tk − Tk−1 x +
Tk − τ
Tk − Tk−1 y
)
, uk = 1, (4.12)
bj (x, y)= 0, uj = 0 (j = k). (4.13)
By Lemma 4.1, we get F [γ ] ∈F .
(3) By Lebesgue’s dominated convergence theorem after integrating by parts by xj ,














































τ, γ (τ )
)D[γ ] (4.16)
is also a continuous function of τ on [T ′, T ′′] and Riemann–Stieltjes integrable.
Furthermore, we can interchange
∫ T ′′


















































































τ, γ (τ )
)
dτ D[γ ]. ✷ (4.17)
Lemma 4.2. Let f (b) be an analytic function on a neighborhood of zero and 0 <U <∞.
Assume that for any division∆T,0, there exist C∞-functions bj : Rd×Rd →C and uj  0,
j = 1,2, . . . , J, J + 1, such that










and that for any multi-indices α, β , there exists a positive constant Cα,β independent of
∆T,0 and of j such that∣∣∂αx ∂βy bj (x, y)∣∣ Cα,βuj . (4.19)
Then we have F [γ ] ∈F .




bj (xj , xj−1), (4.20)
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) · qα00,n0(x1, x0), (4.21)
where∣∣∂αx ∂βy qα00,n0(x, y)∣∣ Cα0,α,β(u1)n0 . (4.22)









































) · qα′11,n1(x2, x1, x0)
× ∂(α1−α′1)x1 qα00,n0(x1, x0),






















































Here for any non-negative integer M , there exists a positive constant CM independent of j
such that, for any multi-indices |αj |, |α|, |β|, |γ |M ,∣∣∂αx ∂βy qα00,n0(x, y)∣∣ CM(u1)n0 , (4.25)∣∣∂αx ∂βy ∂γz qαjj,nj (x, y, z)∣∣CM(uj+1 + uj )nj (1 j  J ), (4.26)∣∣∂βy ∂γz qαJ+1J+1,n (y, z)∣∣ CM(uJ+1)nJ+1 . (4.27)J+1










































CM(uj+1 + uj )nj ·CM(u1)n0 .































































(nj )! · (CM)J+2.
Set max(A,1)=A′ and max(UJ+1,1)=U ′. Since nj  |αj |M , we have

(
(d + 1)M(M + 1))J+2‖f ‖µ,A(A′)M(J+2)(2U ′)M(J+2)(M!)J+2(CM)J+2
 ‖f ‖µ,A
(
(d + 1)M(M + 1)(A′)M(2U ′)M(M!)(CM)
)J+2
. (4.28)





× ((∂xj bj+1)(xj+1, xj )+ (∂xj bj )(xj , xj−1)), (4.29)
we get Assumption 4(2). Similarly, we get Assumption 4(3), (4). ✷
Proof of Theorem 4.
(1) Using bj (x, y) in (4.10), we can write









uj  T <∞. (4.30)
By Lemma 4.2, we get F [γ ] ∈F .
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Theorem 12. Noting (4.28) in Theorems 10, 11 we have∣∣∂αx ∂βx0F(T ,x, x0)∣∣ Cα,β‖f ‖µ,A, (4.31)∣∣∂αx ∂βx0Υ (h¯, T , x, x0)∣∣ Cα,β‖f ‖µ,AT (U + T 2). (4.32)
Applying (4.31) and (4.32) to (f − fk), we get (2.14). ✷
Proof of Corollary 1. We set f (b)= e ih¯ b and fk(b)=∑kn=0 1n! ( ih¯ b)n. By Theorem 4 and
Theorem 3, we get (2.15). ✷
Proof of Theorem 5. This follows from Theorem 12. ✷
Proof of Theorem 6. For simplicity, let 0 = T ′ < T ′′ < T . Using k and 0 < ϑ  1 such







) · dγ∆T,0(τ )= J+1∑
j=1







θtj + Tj−1, θx + (1− θ)y






θtk + Tk−1, θx + (1− θ)y
) · (x − y) dθ,
bj (x, y)= 0 (j > k). (4.34)
Integrating by parts with t (∂xZ)= (∂xZ), we get
∂y
(















θtj + Tj−1, θy + (1− θ)z
)
θ dθ (j < k − 1), (4.35)
∂y
(
bk(x, y)+ bk−1(y, z)
)





θtk + Tk−1, θx + (1− θ)y
)
(1− θ) dθ0










bk+1(x, y)+ bk(y, z)
)











bj+1(x, y)+ bj (y, z)
)= 0 (j > k). (4.38)
Therefore, we set
uj = tj (j < k), uk = 1+ tk, uj = 0 (j > k). (4.39)
Then we have
∑J+1
j=1 uj  T + 1<∞. In a similar way to the proof of Lemma 4.1, we get
F [γ ] ∈F . ✷






τ, γ (τ )




τ, γ (τ )
)
dτ ∈F , (4.40)
G2[γ ] = g
(
T ′′, γ (T ′′)
)− g(T ′, γ (T ′)) ∈F . (4.41)
By the fundamental theorem of calculus, we have G1[γ∆T,0] =G2[γ∆T,0] for any broken
line path γ∆T,0 . Therefore we get∫
e
i





































G2[γ ]F [γ ]D[γ ]. ✷ (4.42)
5. Proof of Theorem 8
For the transposed vectors t xL,l of vectors xL,l ∈Rd(L−l+1), we use two norms
‖t xL,l‖;∞ = max
ljL








xL+1 + TL+1,l − Tj,l
TL+1,l
xl−1, j = l, l + 1, . . . ,L. (5.2)
First, we prove the existence of x†J,1 in (3.4), x†L,l in (3.18) and x∗L,l in (3.21). In the
following Lemma 5.1 for Sε of (3.20), x†L,l is x#L,l in the case when ε = 1 and x∗L,l is x#L,l
in the case when l  nN  L.
Lemma 5.1. Let T satisfy 4A2dT 2 < 1/2 where A2 is a constant in Assumption 1. Then,
there exists a unique solution x#L,l = x#L,l(xJ+1,L+1, xl−1,0) such that
(∂xL,l Sε)(xJ+1,L+1, x#L,l, xl−1,0)= 0. (5.3)
Proof of Lemma 5.1. Let 1d be the d×d unit matrix. We define the d(L− l+1)×d(L−
l + 1) matrices ΛL,l and EL,l by
ΛL,l =













. . . 0



















. . . 0




Furthermore, we define the d(L− l + 1)× d(L− l + 1) matrix ΓL,l by
ΓL,l = (ΛL,l)−1EL,l t (ΛL,l)−1. (5.6)
Here tA is the transposed matrix of a matrix A. The fixed point of the mappingM :xL,l →
XL,l = xL,l + t (ΓL,l∂xL,l ωε) is the desired point. We show that there exists a fixed point
x#L,l of this mappingM such that
t (x#L,l − xL,l)= ΓL,l(∂xL,l ωε)#, (5.7)




ωε). Noting that∥∥(ΛL,l)−1∥∥;1→;∞  1, ∥∥t (ΛL,l)−1∥∥;1→;∞  1, (5.8)
‖EL,l‖;∞→;1  TL+1,l+1, ‖∂2xL,l ωε‖;∞→;1  4A2dTJ+1, (5.9)
218 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251we have ‖ΓL,l(∂2xL,l ωε)‖;∞→;∞  4A2dT 2 < 1/2. Therefore,M is a contraction and has
a unique fixed point x#L,l . ✷
Lemma 5.2. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , γ , there exist positive
constants Cα,β , C′α,β , Cα,β,γ , C′α,β,γ satisfying the following:
(1) If 1 L< n− 1, then x#L,1 = x#L,1(xL+1, x0) satisfies∥∥∂αxL+1∂βx0∂x0(x#L,1 − xL,1)∥∥;∞  Cα,β(TJ+1)2, (5.10)∥∥∂αxL+1∂βx0∂xL+1(x#L,1 − xL,1)∥∥;∞  Cα,β(TJ+1)2, (5.11)∣∣∂αxL+1∂βx0∂xL+1(x#L − xL)∣∣ C′α,β tL+1TJ+1. (5.12)
(2) If n− 1 L<N , then x#L,1 = x#L,1(xN+1, xL+1, x0; ε) satisfies∥∥∂αxN+1∂βxL+1∂γx0∂x0(x#L,1 − xL,1)∥∥;∞  Cα,β,γ (TJ+1)2, (5.13)∥∥∂αxN+1∂βxL+1∂γx0∂xL+1(x#L,1 − xL,1)∥∥;∞  Cα,β,γ (TJ+1)2, (5.14)∥∥∂αxN+1∂βxL+1∂γx0∂xN+1(x#L,1 − xL,1)∥∥;∞  Cα,β,γ (TJ+1)2, (5.15)∣∣∂αxN+1∂βxL+1∂γx0∂xL+1(x#L − xL)∣∣ C′α,β,γ tL+1TJ+1. (5.16)
(3) If N  L J , then x#L,1 = x#L,1(xL+1, x0; ε) satisfies∥∥∂αxL+1∂βx0∂x0(x#L,1 − xL,1)∥∥;∞  Cα,β(TJ+1)2, (5.17)∥∥∂αxL+1∂βx0∂xL+1(x#L,1 − xL,1)∥∥;∞  Cα,β(TJ+1)2, (5.18)∣∣∂αxL+1∂βx0∂xL+1(x#L − xL)∣∣ C′α,β tL+1TJ+1. (5.19)
Proof of Lemma 5.2. We prove only (5.11) and (5.12) when |α| = |β| = 0. Differentiating
t (x#L,1 − xL,1)= ΓL,1(∂xL,1ωε)# by xL+1, we have
∂xL+1(x
#
L,1 − xL,1)= ΓL,1(∂2xL,1ωε)#∂xL+1(x#L,1 − xL,1)
+ΓL,1(∂2xL,1ωε)#∂xL+1xL,1 + ΓL,1(∂xL+1∂xL,1ωε)#. (5.20)
Noting that
‖∂2xL,1ωε‖;∞→;1  4A2dTJ+1, ‖∂xL+1∂xL,1ωε‖;1  2A2dTJ+1, (5.21)
‖ΓL,1‖;1→;∞  TJ+1,
∥∥(I − ΓL,1(∂2xL,1ωε)#)−1∥∥;∞→;∞  2, (5.22)
we get (5.11) when |α| = |β| = 0. Hence there exits a constantC such that ‖∂xL+1x#L,1‖;∞ 
C. Therefore, if we consider the first component of
ΛL,1∂xL+1(x
#
L,1 − xL,1)= EL,1t (ΛL,1)−1(∂2xL,1ωε)#∂xL+1x#L,1
+EL,1t (ΛL,1)−1(∂xL+1∂xL,1ωε)#, (5.23)
we get (5.12) when |α| = |β| = 0. ✷




xJ+1 + TJ+1 − Tj
TJ+1
x0, j = 1,2, . . . , J. (5.24)
For any given function f = f (xJ+1, xJ,1, x0), let f ∗ be the function obtained by
substituting xJ,1 = x∗J,1 into f , i.e.,
f ∗ = f ∗(xJ+1, x0)= f (xJ+1, x∗J,1, x0). (5.25)
Lemma 5.3. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β , C′′α,β such that∥∥∂αxJ+1∂βx0 t (x∗J,1 − x◦J,1)∥∥;∞
 Cα,β(TJ+1)2
(
1+ |xJ+1| + |x0|
)(1−|α+β|)+
, (5.26)
‖∂αxJ+1∂βx0 t x∗J,1‖;∞  C′α,β
(
1+ |xJ+1| + |x0|
)(1−|α+β|)+, (5.27)∣∣∂αxJ+1∂βx0(x∗J − x◦J )∣∣ C′′α,β tJ+1TJ+1(1+ |xJ+1| + |x0|)(1−|α+β|)+. (5.28)
Proof of Lemma 5.3. We prove only (5.26) when |α| = |β| = 0. We write





θ∗+(1−θ)◦ dθt (x∗J,1 − x◦J,1)+ ΓJ,1(∂xJ,1ωε)◦, (5.29)
where f θ∗+(1−θ)◦ = f (xJ+1, θx∗J,1 + (1 − θ)x◦J,1, x0), f ◦ = f (xJ+1, x◦J,1, x0). We note















Therefore, we get (5.26) when |α| = |β| = 0. ✷
We consider the case when l = n and N = L. We define x?N,n = x?N,n(xN+1, xn−1; ε) by
(∂xN,nSε)(xJ+1,N+1, x
?
N,n, xn−1,0)= 0. (5.32)
Lemma 5.4. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β such that∥∥∂αxN+1∂βxn−1∂xn−1(x?N,n − xN,n)∥∥;∞  Cα,β(TN+1,n)2, (5.33)∥∥∂αx ∂βx ∂xN+1(x?N,n − xN,n)∥∥;∞  Cα,β(TN+1,n)2, (5.34)N+1 n−1
220 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251∥∥∂αxJ+1∂βx0(t (x?N,n − xN,n)∗)∥∥;∞
 C′α,β(TN+1,n)2
(
1+ |xJ+1| + |x0|
)(1−|α+β|)+
. (5.35)
Proof of Lemma 5.4. We prove only (5.34) when |α| = |β| = 0, (5.35) when |α| = |β| = 0




N,n − xN,n)= ΓN,n(∂2xN,nωε)?∂xN+1(x?N,n − xN,n)
+ΓN,n(∂2xN,nωε)?∂xN+1xN,n + ΓN,n(∂xN+1∂xN,nωε)?. (5.36)
Noting that
‖∂2xN,nωε‖;∞→;1  4A2dTN+1,n, ‖∂xN+1∂xN,nωε‖;1  2A2dTN+1,n, (5.37)
‖ΓN,n‖;1→;∞  TN+1,n+1,
∥∥(I − ΓN,n(∂2xN,nωε)?)−1∥∥;∞→;∞  2, (5.38)
we get (5.34) when |α| = |β| = 0. Since (x?N,n)∗ = x∗N,n, we write
t (x
?
N,n − xN,n)∗ = ΓN,n(∂xN,nωε)∗. (5.39)













)= (∂xn−1(x?N,n − xN,n))∗∂xJ+1x∗n−1
+ (∂xN+1(x?N,n − xN,n))∗∂xJ+1x∗N+1. (5.41)
By (5.33), (5.34) and (5.27), we get (5.35) when |α| = 1, |β| = 0. ✷





Lemma 5.5. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β such that∣∣∂αxJ+1∂βx0Wε(xJ+1, x0)∣∣ Cα,βTJ+1(1+ |xJ+1| + |x0|)(2−|α+β|)+ . (5.43)∣∣∂αxJ+1∂βx0(∂εWε)(xJ+1, x0)∣∣
 C′α,β(TN+1,n)3
(
1+ |xJ+1| + |x0|
)1+(1−|α+β|)+ . (5.44)








(x∗J − x◦J )+ (∂xJ+1ωε)∗. (5.45)J+1 J+1






J − x◦J )+ (∂xJ,1∂xJ+1ωε)∗∂xJ+1x∗J,1 + (∂2xJ+1ωε)∗. (5.46)
By Lemma 5.3, we get (5.43) when |α| 2. Since (x?N,n)∗ = x∗N,n, we write
∂εWε =−∂ε(S∗ε )=−(∂εSε)∗






θ?+(1−θ))∗ dθt (x?N,n − xN,n)∗. (5.47)
By Lemmas 5.4 and 5.3, we get (5.44). ✷
Lemma 5.6. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exists a positive
constant Cα,β such that∣∣∂αxJ+1∂βx0(S∗1 (xJ+1, x0)− S∗0 (xJ+1, x0))∣∣
 Cα,β(TN+1,n)3
(
1+ |xJ+1| + |x0|
)1+(1−|α+β|)+ . (5.48)
Furthermore we have
S∗1 = S†∆TJ+1,0 and S
∗
0 = S†(∆TJ+1,TN+1 ,∆Tn−1,0), (5.49)
where (∆TJ+1,TN+1,∆Tn−1,0) is the division defined by (3.12).
Proof of Lemma 5.6. Note that S∗1 −S∗0 =−
∫ 1
0 (∂εWε) dε. By (5.44), we get (5.48). Since
x
?
N,n = xN,n when ε = 0, we have








































we get (5.49). ✷
222 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251Lemma 5.7. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exists a positive
constant Cα,β such that∥∥∂αxJ+1∂βx0(∂εx∗J,1)∥∥;∞  Cα,β(TN+1,n)2(1+ |xJ+1| + |x0|). (5.51)
Proof of Lemma 5.7. We prove (5.51) only when |α| = |β| = 0. Differentiating t (x∗J,1 −
x◦J,1)= ΓJ,1(∂xJ,1ωε)∗ by ε, we have
∂εx
∗
J,1 = ΓJ,1(∂2xJ,1ωε)∗∂εx∗J,1 + ΓJ,1(∂ε∂xJ,1ωε)∗. (5.52)
First we consider








θ ·+(1−θ) dθt (xN,n − xN,n)
)
, (5.53)
where f θ ·+(1−θ) = f (xJ+1,N+1, θxN,n + (1− θ)xN,n, xn−1,0).
(1) If j < n− 1 or j > N + 1, both (∂xN,nω)θ ·+(1−θ) and (xN,n − xN,n) are independent





θ ·+(1−θ) dθt (xN,n − xN,n)
)
= 0. (5.54)










1+ |xJ+1| + |x0|
)
. (5.55)






θ ·+(1−θ) dθt (xN,n − xN,n)
))∗∣∣∣∣∣
 C2(tj + tj+1)
(
1+ |xJ+1| + |x0|
)
. (5.56)
Next we consider t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗. For simplicity, we set d = 1. Let [v]j be the j th
component of a vector v.




L+1−j = 0. (5.57)
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 223(2) If n− 1 j N , there exists a positive constant C3 such that∣∣[t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗]L+1−j ∣∣ C3(TN+1,n)(1+ |xJ+1| + |x0|). (5.58)




































θ ·+(1−θ) dθt (xN,n − xN,n). (5.60)
By Lemma 5.4, there exists a positive constant C4 such that∣∣[t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗]L+1−j ∣∣ C4(TN+1,n)3(1+ |xJ+1| + |x0|). (5.61)
Next we consider EJ,1t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗.
(1) If j < n− 1,[EJ,1t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗]L+1−j = 0. (5.62)
(2) If n− 1 j N , there exists a positive constant C5 such that∣∣[EJ,1t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗]L+1−j ∣∣
 C5tj+1(TN+1,n)
(
1+ |xJ+1| + |x0|
)
. (5.63)
(3) If j N + 1, there exists a positive constant C6 such that∣∣[EJ,1t (ΛJ,1)−1(∂ε∂xJ,1ωε)∗]L+1−j ∣∣
 C6tj+1(TN+1,n)3
(
1+ |xJ+1| + |x0|
)
. (5.64)
Hence there exists a positive constant C7 such that∥∥ΓJ,1(∂ε∂xJ,1ωε)∗∥∥;∞  C7(TN+1,n)2(1+ |xJ+1| + |x0|). (5.65)
Using ‖(I − ΓJ,1(∂2xJ,1ωε)∗)−1‖;∞→;∞  2 in (5.52), we get (5.51) when |α| = |β|= 0. ✷
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γε(τ, xJ+1, x0)= γ∆TJ+1,0(τ, xJ+1, x∗J,1, x0). (5.66)
Lemma 5.8. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β such that∣∣∂αxJ+1∂βx0γε(τ, xJ+1, x0)∣∣ Cα,β(1+ |xJ+1| + |x0|)(1−|α+β|)+, (5.67)∣∣∂αxJ+1∂βx0(∂εγε)(τ, xJ+1, x0)∣∣ C′α,β(TN+1,n)2(1+ |xJ+1| + |x0|), (5.68)∣∣∂αxJ+1∂βx0(γ1(τ, xJ+1, x0)− γ0(τ, xJ+1, x0))∣∣
 C′α,β(TN+1,n)2
(
1+ |xJ+1| + |x0|
)
, (5.69)
for any 0 τ  T . Furthermore we have




Proof of Lemma 5.8. Using k such that Tk+1  τ > Tk , we write






By (5.27), we have (5.67). By Lemma 5.7, we have (5.68) and (5.69). We prove (5.70) only
when ε = 0 and TN+1  Tk+1  τ > Tk  Tn−1. Since x∗k+1 = (xk+1)∗ and x∗k = (xk )∗, we
have


























= γ †(∆TJ+1,TN+1 ,∆Tn−1,0)(τ, xJ+1, x0). ✷ (5.72)
Lemma 5.9. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β independent of ∆T,0 such that∥∥∂αx ∂βx0γ †∆T,0∥∥ Cα,β(1+ |x| + |x0|)(1−|α+β|)+, (5.73)∥∥∂αx ∂βx0(γ †∆T,0 − γ cl)∥∥ C′α,β |∆T,0|T (1+ |x| + |x0|), (5.74)
where γ cl = γ cl(τ, x, x0) is the classical path with γ cl(0)= x0 and γ cl(T )= x .
Proof of Lemma 5.9. Let ∆′T ,0 be any refinement of ∆T,0. By Lemma 5.8, we have









2(1+ |x| + |x0|) Cα,β |∆T,0|TJ+1(1+ |x| + |x0|). (5.75)
Hence there exists a path γ cl satisfying (5.74). By (5.67) with ε = 1, we get (5.73). By the
standard argument of calculus of variations, γ cl is the classical path. ✷
Proof of Theorem 8. Let ∆′T ,0 be any refinement of ∆T,0. By Lemma 5.6, we have









3(1+ |x| + |x0|)1+(1−|α+β|)+
 Cα,β |∆T,0|2TJ+1
(
1+ |x| + |x0|
)1+(1−|α+β|)+ . (5.76)
Hence there exists a function S(T , x, x0) satisfying (3.7). By Lemma 5.5 with ε = 1, we
get (3.6). By Lemma 5.9, we have S(T , x, x0)= S[γ cl]. ✷
We state the properties of x†L,l in (3.18) for 1  l  L  J and of x∗L,l in (3.21) for
1 l  nN  L J .
Lemma 5.10. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β such that, for any l  j  L,
∣∣∂αxL+1∂βxl−1x†j (xL+1, xl−1)∣∣ Cα,β(1+ |xL+1| + |xl−1|)(1−|α+β|)+, (5.77)∣∣∂αxL+1∂βxl−1x∗j (xL+1, xl−1; ε)∣∣ Cα,β(1+ |xL+1| + |xl−1|)(1−|α+β|)+, (5.78)∣∣∂αxL+1∂βxl−1(∂εx∗j )(xL+1, xl−1; ε)∣∣ C′α,β(TN+1,n)2(1+ |xL+1| + |xl−1|). (5.79)
Proof of Lemma 5.10. By a similar proof to Lemma 5.3, we get (5.78). By (5.78) with
ε = 1, we get (5.77). By a similar proof to Lemma 5.7, we get (5.79). ✷
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Lemma 6.1. Let φ(x, y) be a real-valued C2-function of (x, y) ∈ Rm ×Rn. Let y# : Rm 









) = 0, (6.2)
and that the map φ# : Rm  x→ φ#(x)= φ(x, y#(x)) ∈ R has a critical point x∗ such that
(∂xφ
#)(x∗)= 0. (6.3)
Then (x∗, y∗)= (x∗, y#(x∗)) is a critical point of φ(x, y). Moreover we have the product




)= det(∂2xφ#)(x)× det(∂2yφ)(x, y#(x)). (6.4)
Proof of Lemma 6.1. See D. Fujiwara [5]. ✷
We define Dε(xJ+1, x0) by






Lemma 6.2. Let T be sufficiently small. Then, there exist functions
GL =

GL(xL+1, xL, x0), 1 L< n− 1,
GL(xN+1, xL+1, xL, x0; ε), n− 1 L<N,







Furthermore, for any multi-indices α, β , γ , δ, there exist positive constantsCα,β,γ , C′α,β,γ ,
Cα,β,γ,δ, C
′
α,β,γ,δ satisfying the following:






x0∂εGL = 0. (6.9)
(2) If n− 1 L<N , GL(xN+1, xL+1, xL, x0; ε) satisfies∣∣∂αxN+1∂βxL+1∂γxL∂δx0GL∣∣ Cα,β,γ,δtL+1TJ+1, (6.10)∣∣(∂αxN+1∂βxL+1∂γxL∂δx0∂εGL)∗∣∣
 C′α,β,γ,δtL+1(TN+1,n)
(
1+ |xJ+1| + |x0|
)
. (6.11)
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 227(3) If N  L J , GL(xL+1, xL, x0; ε) satisfies∣∣∂αxL+1∂βxL∂γx0GL∣∣ Cα,β,γ tL+1TJ+1, (6.12)∣∣(∂αxL+1∂βxL∂γx0∂εGL)∗∣∣ C′α,β,γ tL+1(TN+1,n)3(1+ |xJ+1| + |x0|). (6.13)
Proof of Lemma 6.2. Let x#L,1 satisfy (∂xL,1Sε)(xJ+1,L+1, x#L,1, x0)= 0. Noting that
∂xL+1S
#
ε = (∂xL+1Sε)# =
xL+1 − xL+2
tL+2










































ε )= 1+GL+1. (6.16)
By Lemma 5.2, GL+1 =GL+1(xN+1, xL+2, xL+1, x0; ε) satisfies∣∣∂αxN+1∂βxL+2∂γxL+1∂δx0GL+1∣∣Cα,β,γ,δtL+2TJ+1. (6.17)
Here the constant Cα,β,γ,δ is independent of L. Hence, we can choose T sufficiently small
such that det(∂2xL+1S
#
ε ) = 0 for 1 L+ 1 J . Using Lemma 6.1 inductively, we get (6.7).





ε = ∂2xL+1∂εS#ε = ∂2xL+1(∂εSε)#, (6.18)
we consider (∂εSε)#.
(1) If 1 L+ 1 < n− 1, we have ∂εGL+1 = 0.
(2) If n− 1 L+ 1 <N , we write
(∂εSε)
# = ω(xJ+1,N+1, xN,L+1, x#L,n, x#n−1,0)










θ ·+(1−θ))# dθt(xN,L+1 − (xN,L+1)#). (6.19)
0
228 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251By Lemma 5.2, Lemma 5.3 and (6.18), there exists a positive constant C1 such that∣∣∣∣ tL+2TL+1TL+2 (∂ε∂2xL+1S#ε )∗
∣∣∣∣ C1tL+2(TN+1,n)(1+ |xJ+1| + |x0|). (6.20)
By (6.16), there exists a positive constant C2 such that∣∣(∂εGL+1)∗∣∣ C2tL+2(TN+1,n)(1+ |xJ+1| + |x0|). (6.21)
(3) If N  L+ 1 J , by (x?N,n)# = x#N,n, we have
(∂εSε)
# = ω(xJ+1,L+1, x#L,N+1, (x?N,n)#, x#n−1,0)






θ?+(1−θ))# dθt (x?N,n − xN,n)#. (6.22)
By the differentiation of composite functions, we have
∂xL+1(x
?









+ (∂xN+1(x?N,n − xN,n))#∂xL+1x#N+1. (6.23)
By Lemma 5.2 and Lemma 5.4, there exists a positive constant C3 such that∥∥∂xL+1(x?N,n − xN,n)#∥∥;∞  C3(TN+1,n)2. (6.24)
By Lemma 5.3 and (6.18), there exists a positive constant C4 such that∣∣∣∣ tL+2TL+1TL+2 (∂ε∂2xL+1S#ε )∗
∣∣∣∣ C4tL+2(TN+1,n)3(1+ |xJ+1| + |x0|). (6.25)
By (6.16), there exists a positive constant C5 such that∣∣(∂εGL+1)∗∣∣ C5tL+2(TN+1,n)3(1+ |xJ+1| + |x0|). (6.26)
Hence we get (6.9), (6.11) and (6.13) when |α| = |β| = |γ | = |δ| = 0. ✷
Lemma 6.3. Let T be sufficiently small. Then, for any multi-indices α, β , there exist
positive constants Cα,β , C′α,β such that∣∣∂αxJ+1∂βx0(Dε(xJ+1, x0)− 1)∣∣ Cα,β(TJ+1)2, (6.27)∣∣∂αxJ+1∂βx0(∂εDε)(xJ+1, x0)∣∣ C′α,β(TN+1,n)2(1+ |xJ+1| + |x0|), (6.28)∣∣∂αxJ+1∂βx0(D1(xJ+1, x0)−D0(xJ+1, x0))∣∣
 C′α,β(TN+1,n)2
(




D1 =D∆TJ+1,0 and D0 =D(∆TJ+1,TN+1 ,∆Tn−1,0). (6.30)
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differentiation of composite functions, we have
∂εG
∗
L = (∂εGL)∗ + (∂xLGL)∗∂εx∗L
+ (∂xL+1GL)∗∂εx∗L+1 + (∂xN+1GL)∗∂εx∗N+1. (6.31)


















Therefore, we get (6.30). ✷









2(1+ |x| + |x0|)
 Cα,β |∆T,0|TJ+1
(
1+ |x| + |x0|
)
. ✷ (6.34)
7. Proof of Theorem 10
We set
Fε(xJ+1, x0)= F ∗∆TJ+1,0(xJ+1, x0)= F∆TJ+1,0(xJ+1, x
∗
J,1, x0). (7.1)
Lemma 7.1. Let 4A2dT 2 < 1/2. Then, for any multi-indices α, β , there exist positive
constants Cα,β , C′α,β such that∣∣∂αxJ+1∂βx0Fε(xJ+1, x0)∣∣ Cα,β(1+ |xJ+1| + |x0|)m, (7.2)∣∣∂αxJ+1∂βx0(∂εFε)(xJ+1, x0)∣∣ C′α,β(TN+1,n)2(1+ |xJ+1| + |x0|)m+1, (7.3)∣∣∂αxJ+1∂βx0(F1(xJ+1, x0)− F0(xJ+1, x0))∣∣
 C′α,β(TN+1,n)2
(
1+ |xJ+1| + |x0|
)m+1
. (7.4)
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Proof of Lemma 7.1. In Assumption 4(3), (4), we consider
F∆T,0(xJ+1, x∗J,1, x0),
where 1 nN  J and j1 = J + 1. Then we get (7.2) and (7.3). Noting that F1 −F0 =∫ 1
0 ∂εFε dε, we get (7.4). When ε = 0, we note that x?N,n = xN,n. By Lemma 3.1, we get
(7.5). ✷









2(1+ |x| + |x0|)m+1
 Cα,β |∆T,0|TJ+1
(
1+ |x| + |x0|
)m+1
. ✷ (7.6)
8. H. Kumano-go–Taniguchi theorem
In estimating the remainder term of (3.30), we will adopt the discussion of D. Fujiwara
[5]. However, as we noted in Remark 3.1, he treated only the case of m = 0 in
Assumption 4(1), and he used H. Kumano-go–Taniguchi theorem [16]. In our case, we
treat even the case of m  0, and we are forced to generalize H. Kumano-go–Taniguchi
theorem to the case of m 0.





























ωj (xj , xj−1), (8.2)
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 231and ωj (x, y), j = 1,2, . . . , J, J +1, are real-valued functions. For any integer k  2, there
exists a positive constant Ak independent of j such that∣∣∂αx ∂βy ωj (x, y)∣∣Aktj , for any α,β with |α + β| = k. (8.3)




ωj (xj , xj−1). (8.4)





|(∏J+1j=0 ∂αjxj )p(xJ+1, xJ,1, x0)|
(1+∑J+1j=0 |xj |)m <∞. (8.5)
We denote the left-hand side of this by |p|(m)M .
To obtain a good estimate for multiple integrals, we need the following theorem, of
which the case m= 0 is called H. Kumano-go–Taniguchi theorem.
Theorem 13. Assume Assumptions 5, 6 and 4A2d(TJ+1)2 < 1/2. Then for any non-
negative integer M , there exists a positive constant CM independent of J such that for
any |αJ+1 + α0|M ,∣∣∂αJ+1xJ+1 ∂α0x0 q(xJ+1, x0)∣∣ (CM)J |p|(m)3M+m+d+1(1+ |xJ+1| + |x0|)m. (8.6)
Proof of Theorem 13.
(1) For j = 1,2, . . . , J , we set yj = xj − x†j . Then we can rewrite
































(1− θ)(∂xj−1∂xj ωj )(x†j + θyj , x†j−1 + θyj−1) dθ, (8.10)0








where r(xJ+1, yJ,1, x0)= p(xJ+1, x†J,1 + yJ,1, x0).












and that rαJ+1,α0(xJ+1, yJ,1, x0) satisfies the following estimate: For any multi-indices
α′J+1, α′0 and non-negative integer M , there exists a positive constant CαJ+1,α0,α′J+1,α′0,M

















j=1 |αj |/2(1+ ν1/2‖yJ,1‖;∞)2|αJ+1+α0|+m. (8.13)












where pαJ+1,α0(xJ+1, xJ,1, x0)= rαJ+1,α0(xJ+1, xJ,1 − x†J,1, x0).
For any non-negative integer M , there exists a positive constant CαJ+1,α0,M such that,
















j=1 |αj |/2(1+ ν1/2‖xJ,1 − x†J,1‖;∞)2|αJ+1+α0|+m. (8.15)























































x0 q(xJ+1, x0)= e
iν
(xJ+1−x0)2
































ωj (xj , xj−1). (8.19)
(4) For j = 1,2, . . . , J , we have








∂xjΦ = ξj −
Tj−1
Tj
ξj−1 − ∂xj ωj (xj , xj−1)− ∂xj ωj+1(xj+1, xj ), (8.21)








We denote the adjoint operators of Mj and of Nj respectively by M∗j and by N∗j . Then we
can write
M∗j = a1j (xj+1, ξj , xj , x0)∂ξj + a0j (xj+1, ξj , xj , x0), (8.23)
N∗j = b1j (xj+1, ξj , xj , ξj−1, xj−1)∂xj + b0j (xj+1, ξj , xj , ξj−1, xj−1). (8.24)
For any multi-indices αj+1, βj , αj , there exists positive constants Cαj+1,βj ,αj , Cαj+1,αj




ν−1/2+|αj+1+βj+αj |/2, (8.25)∣∣∂αj+1xj+1 ∂βjξj ∂αjxj a0j (xj+1, ξj , xj , x0)∣∣
 Cαj+1,βj ,αj
1
(1+ ν|∂ξ Φ|2)1/2 ν
|αj+1+βj+αj |/2, (8.26)j









(5) For j = 1,2, . . . , J , we set zj = ∂ξj Φ and ζj = ∂xjΦ . Then we have
t zJ,1 =ΛJ,1t (xJ,1 − x◦J,1)− EJ,1t ξJ,1, (8.29)




J,1 − x◦J,1)= (ΛJ,1)−1EJ,1t (ΛJ,1)−1(∂xJ,1ω)†, (8.31)
t (xJ,1 − x◦J,1)= (ΛJ,1)−1EJ,1t (ΛJ,1)−1(∂xJ,1ω)








t (xJ,1 − x†J,1)
= (ΛJ,1)−1EJ,1t (ΛJ,1)−1t ζJ,1 + (ΛJ,1)−1t zJ,1, (8.33)
where f θ ·+(1−θ)† = f (xJ+1, θxJ,1 + (1− θ)x†J,1, x0). Hence we have



































(6) Integrating by parts, we have
I(Φ,pαJ+1,α0, ν)= I(Φ,p•αJ+1,α0, ν), (8.36)
where
p•αJ+1,α0 = (N∗J )2|αJ+1+α0|+m+d+1(N∗J−1)2|αJ+1+α0|+m+d+1
· · · (N∗1 )2|αJ+1+α0|+m+d+1(M∗J )2|αJ+1+α0|+m+d+1
·(M∗J−1)2|αJ+1+α0|+m+d+1 · · · (M∗1 )2|αJ+1+α0|+m+d+1pαJ+1,α0 . (8.37)
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constant C1 such that
|p•αJ+1,α0 | (C1)J |p|(m)3|αJ+1+α0|+m+d+1
(










(1+ ν|ζj |2)(d+1)/2 . (8.38)









= det(IdJ − (ΛJ,1)−1EJ,1t (ΛJ,1)−1∂2xJ,1ω). (8.39)





)dJ  ∣∣∣∣det ∂(zJ,1, ζJ,1)∂(xJ,1, ξJ,1)
∣∣∣∣. (8.40)
Therefore, there exists a constant C2 such that∣∣∣∣p•αJ+1,α0 det ∂(xJ,1, ξJ,1)∂(zJ,1, ζJ,1)









(1+ ν|ζj |2)(d+1)/2 . (8.41)
Changing the variables: (xJ,1, ξJ,1) −→ (zJ,1, ζJ,1), we integrate by zJ,1 and ζJ,1. Then
there exists a constant C3 such that∣∣∂αJ+1xJ+1 ∂α0x0 q(xJ+1, x0)∣∣
= ∣∣I(Φ,p•αJ+1,α0, ν)(xJ+1, x0)∣∣
 (C3)J |p|(m)3|αJ+1+α0|+m+d+1
(
1+ |xJ+1| + |x0|
)m
. ✷ (8.42)
9. Proof of Theorems 11, 12






−Wε(x2, x1, x0). (9.1)
Let |∆| be a positive parameter, which we will use as |∆|2 = (TN+1,n)2 in the proof of
Lemma 9.2. Assume that, for any multi-indices α, β , γ , there exists a positive constant
Cα,β,γ such that
236 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251∣∣∂αx2∂βx1∂γx0Wε(x2, x1, x0)∣∣
 Cα,β,γ (t2 + t1)
(
1+ |x2| + |x1| + |x0|
)(2−|α+β+γ |)+
, (9.2)∣∣∂αx2∂βx1∂γx0(∂εWε)(x2, x1, x0)∣∣
 Cα,β,γ (t2 + t1)|∆|2
(
1+ |x2| + |x1| + |x0|
)1+(1−|α+β+γ |)+ . (9.3)
Let x∗1 = x∗1 (x2, x0; ε) satisfy (∂x1Sε)(x2, x∗1 , x0)= 0. Assume that, for any multi-indices
α, β , there exists a positive constant Cα,β such that∣∣∂αx2∂βx0x∗1 ∣∣Cα,β(1+ |x2| + |x0|)(1−|α+β|)+, (9.4)∣∣∂αx2∂βx0(∂εx∗1 )∣∣ Cα,β |∆|2(1+ |x2| + |x0|). (9.5)
Let m be a non-negative integer. Let pε = pε(x2, x1, x0) be an amplitude function such
that, for any multi-indices α, β , γ , there exists a positive constant Cα,β,γ such that∣∣∂αx2∂βx1∂γx0pε(x2, x1, x0)∣∣ Cα,β,γ (1+ |x2| + |x1| + |x0|)m, (9.6)∣∣∂αx2∂βx1∂γx0(∂εpε)(x2, x1, x0)∣∣Cα,β,γ |∆|2(1+ |x2| + |x1| + |x0|)m+1. (9.7)


























We define the remainder term rε(x2, x0) by
qε(x2, x0)=Dε(x2, x0)−1/2pε(x2, x∗1 , x0)+ rε(x2, x0). (9.11)
Lemma 9.1. Let (t2 + t1) be sufficiently small.
(1) For any multi-indices α, β , there exists a positive constant Cα,β such that∣∣∂αx2∂βx0rε(x2, x0)∣∣ Cα,β h¯t2(1+ |x2| + |x0|)m, (9.12)∣∣∂αx2∂βx0(∂εrε)(x2, x0)∣∣ Cα,βh¯t2|∆|2(1+ |x2| + |x0|)m+1. (9.13)
(2) Furthermore, we assume that, for any multi-indices α, β , γ , there exists a positive
constant Cα,β,γ such that∣∣∂αx2∂βx1∂γx0(∂x1pε)(x2, x1, x0)∣∣
 Cα,β,γ
(
u2 + u1 + (t2 + t1)2
)(
1+ |x2| + |x1| + |x0|
)m
. (9.14)
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 237Then, for any multi-indices α, β , there exists a positive constant Cα,β such that∣∣∂αx2∂βx0rε(x2, x0)∣∣ Cα,β h¯t2(u2 + u1 + (t2 + t1)2)(1+ |x2| + |x0|)m. (9.15)
Proof of Lemma 9.1.
(1) For 0 δ  1, set




(x1 − x∗1 )2, (9.16)
pε,δ = δpε + (1− δ)p∗ε . (9.17)







φε,δpε,δ(x2, x1, x0) dx1. (9.18)
Then we have
qε,1(x2, x0)= qε(x2, x0), (9.19)





(∂δqε,δ)(x2, x0) dδ. (9.21)
Therefore, we have only to prove that for any multi-indices α, β , there exists a positive
constant Cα,β such that∣∣∂αx2∂βx0(∂δqε,δ)(x2, x0)∣∣ Cα,βh¯t2(1+ |x2| + |x0|)m, (9.22)∣∣∂αx2∂βx0(∂ε∂δqε,δ)(x2, x0)∣∣Cα,β h¯t2|∆|2(1+ |x2| + |x0|)m+1, (9.23)
and, if we assume (9.14),∣∣∂αx2∂βx0(∂δqε,δ)(x2, x0)∣∣
 Cα,βh¯t2
(
u2 + u1 + (t2 + t1)2
)(
1+ |x2| + |x0|
)m
. (9.24)




)+ (1− δ)(∂2x1Sε)∗(x1 − x∗1 )










θ ·+(1−θ)∗ dθ + (1− δ)(∂2x1Wε)∗
))
·(x1 − x∗1 ), (9.25)
∂2x1φε,δ = δ(∂2x1Sε)+ (1− δ)(∂2x1Sε)∗








, (9.26)∣∣∂αx ∂βx ∂γx0(∂2x φε,δ)∣∣ Cα,β,γ (|α + β + γ | 1). (9.27)2 1 1
238 N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251(3) By (∂x1Sε)∗ = 0, we have





























(x1 − x∗1 )2







1 )(x1 − x∗1 )2
+ (1− δ)(∂2x1Wε)∗(x1 − x∗1 )(∂εx∗1 ), (9.29)




















h¯ φε,δ (∂δpε,δ) dx1. (9.31)
Note that















Inserting (9.28) and (9.30) into (9.31) and replacing one of (x1 − x∗1 ) by the right hand of



































t2+t1  t2, for any multi-indices α, β , γ , there exists a positive constant Cα,β,γ such
that
N. Kumano-go / Bull. Sci. math. 128 (2004) 197–251 239∣∣∂αx2∂βx1∂γx0a1,λ,µε,δ ∣∣ Cα,β,γ t2t1(1+ |x2| + |x1| + |x0|)m, (9.34)∣∣∂αx2∂βx1∂γx0(∂εa1,λ,µε,δ )∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.35)∣∣∂αx2∂βx1∂γx0a2,µε,δ ∣∣ Cα,β,γ t2(1+ |x2| + |x1| + |x0|)m, (9.36)∣∣∂αx2∂βx1∂γx0(∂εa2,µε,δ )∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.37)
and, if we assume (9.14),∣∣∂αx2∂βx1∂γx0a2,µε,δ ∣∣ Cα,β,γ t2(u2 + u1 + (t2 + t1)2)(1+ |x2| + |x1| + |x0|)m. (9.38)
























h¯ φε,δ a5ε,δ dx1, (9.39)
where∣∣∂αx2∂βx1∂γx0a3,λε,δ ∣∣ Cα,β,γ t2t1(1+ |x2| + |x1| + |x0|)m, (9.40)∣∣∂αx2∂βx1∂γx0(∂εa3,λε,δ )∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.41)∣∣∂αx2∂βx1∂γx0a4,λε,δ ∣∣ Cα,β,γ t2t1(1+ |x2| + |x1| + |x0|)m, (9.42)∣∣∂αx2∂βx1∂γx0(∂εa4,λε,δ )∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.43)∣∣∂αx2∂βx1∂γx0a5ε,δ∣∣ Cα,β,γ t2(1+ |x2| + |x1| + |x0|)m, (9.44)∣∣∂αx2∂βx1∂γx0(∂εa5ε,δ)∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.45)
and, if we assume (9.14),∣∣∂αx2∂βx1∂γx0a5ε,δ∣∣ Cα,β,γ t2(u2 + u1 + (t2 + t1)2)(1+ |x2| + |x1| + |x0|)m. (9.46)






































φε,δ a5ε,δ dx1, (9.47)
where∣∣∂αx2∂βx1∂γx0a6,λ,µε,δ ∣∣ Cα,β,γ (t2)2t1(1+ |x2| + |x1| + |x0|)m, (9.48)∣∣∂αx2∂βx1∂γx0(∂εa6,λ,µε,δ )∣∣ Cα,β,γ (t2)2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.49)∣∣∂αx2∂βx1∂γx0a7,λ,µε,δ ∣∣ Cα,β,γ (t2)2t1(1+ |x2| + |x1| + |x0|)m, (9.50)∣∣∂αx ∂βx ∂γx0(∂εa7,λ,µε,δ )∣∣ Cα,β,γ (t2)2|∆|2(1+ |x2| + |x1| + |x0|)m+1. (9.51)2 1














h¯ φε,δ a9ε,δ dx1. (9.52)






















φε,δ a9ε,δ dx1. (9.53)






φε,δ a11ε,δ dx1, (9.54)
where∣∣∂αx2∂βx1∂γx0a11ε,δ∣∣ Cα,β,γ t2(1+ |x2| + |x1| + |x0|)m, (9.55)∣∣∂αx2∂βx1∂γx0(∂εa11ε,δ)∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1, (9.56)
and, if we assume (9.14),∣∣∂αx2∂βx1∂γx0a11ε,δ∣∣ Cα,β,γ t2(u2 + u1 + (t2 + t1)2)(1+ |x2| + |x1| + |x0|)m. (9.57)






















h¯ φε,δ a12ε,δ dx1, (9.58)
where∣∣∂αx2∂βx1∂γx0a12ε,δ∣∣ Cα,β,γ t2|∆|2(1+ |x2| + |x1| + |x0|)m+1. (9.59)
(9) Set σ = t2t1
t2 + t1 and we use the differential operator M1 defined by
M1 = 1− iσ
1/2(∂x1φε,δ) · σ 1/2∂x1
1+ h¯−1σ |∂x1φε,δ|2
. (9.60)





h¯ φε,δ (M∗1 )(d+1)+(m+1)a12ε,δ dx1. (9.61)
Since (t2 + t1) is sufficiently small and h¯−1 > 1, there exists a positive constant C1 such
that (




1+ |x2| + |x∗1 | + |x0|
)(









By (9.59), there exists a positive constant C2 such that
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 C2t2|∆|2
(




Set z1 = ∂x1φε,δ . We note that
∂z1
∂x1









Hence, there exists a positive constant C3 such that∣∣∣∣det ∂x1∂z1
∣∣∣∣ C3( t2t1t2 + t1
)d
. (9.65)










Therefore, integrating by z1, we get (9.23). Similarly, by (9.55) and (9.57), we get (9.22)
and (9.24). ✷



























q∆TJ+1,0(h¯, xJ+1, x0). (9.67)
Furthermore, by (3.30), we have




+ h¯Υ∆TJ+1,0(h¯, xJ+1, x0). (9.68)
Using Lemma 9.1(1) and Theorem 13, we mimic the proof of D. Fujiwara [5]. Then, we
have the following:
(1) Under Assumption 4(1), for any multi-indices α, β , there exists a positive constant
Cα,β such that∣∣∂αxJ+1∂βx0Υ∆TJ+1,0(h¯, xJ+1, x0)∣∣ Cα,βTJ+1(1+ |xJ+1| + |x0|)m. (9.69)
As we referred in (3.26), D. Fujiwara [5] proved (9.69) with m= 0.
Using Lemma 9.1(1), (2) and Theorem 13, we mimic the proof of D. Fujiwara [5]. Then,
we have the following:
(2) Under Assumption 4(1), (2), for any multi-indices α, β , there exists a positive constant
Cα,β such that





1+ |xJ+1| + |x0|
)m
. (9.70)
We define the operator which gives the main term by M∆TJ+1,0 and the operator which






(R∆TJ+1,0F∆TJ+1,0)(xJ+1, x0)= Υ∆TJ+1,0(h¯, xJ+1, x0). (9.72)
Lemma 9.2. Let T be sufficiently small. Then, for any multi-indices α, β , there exists a
positive constant Cα,β such that∣∣∂αxJ+1∂βx0(Υ∆TJ+1,0(h¯, xJ+1, x0)− Υ(∆TJ+1,TN+1 ,∆Tn−1,0)(h¯, xJ+1, x0))∣∣
 Cα,β(TN+1,n)(UN+1,n + TN+1,nTJ+1)
(
1+ |xJ+1| + |x0|
)m+1
. (9.73)
Proof of Lemma 9.2. In order to explicate the relations with the division, we write Sε of

















Furthermore, using Fε of Lemma 7.1, we define the operator
M(∆TJ+1,TN+2 ,∆˜TN+1,Tn−1 ,∆Tn−2,0),ε
by
(M(∆TJ+1,TN+2 ,∆˜TN+1,Tn−1 ,∆Tn−2,0),εF∆TJ+1,0)(xJ+1, x0)
=Dε(xJ+1, x0)−1/2Fε(xJ+1, x0). (9.76)




















¯ J+1,N+2 ¯ N+1,n ¯ n−1








(xJ+1,xN+1)+ ih¯ S ∗˜∆TN+1 ,Tn−1 ,ε
(xN+1,xn−1)+ ih¯ S†∆Tn−1,0 (xn−1,x0)
× ((M∆TJ+1,TN+1 + h¯R∆TJ+1,TN+1 )(M∆˜TN+1,Tn−1 ,ε + ε× h¯R∆TN+1 ,Tn−1 )
◦(M∆Tn−1,0 + h¯R∆Tn−1 ,0)F∆TJ+1,0
)
(xJ+1, xN+1, xn−1, x0) · dxn−1 dxN+1.
(9.77)
Here ε× h¯R∆TN+1 ,Tn−1 is the usual product of ε and h¯R∆TN+1 ,Tn−1 . By (9.67), we have
q1(h¯, xJ+1, x0)= q∆TJ+1,0(h¯, xJ+1, x0), (9.78)
q0(h¯, xJ+1, x0)= q(∆TJ+1,TN+1 ,∆Tn−1,0)(h¯, xJ+1, x0). (9.79)
Furthermore, we define Υε(h¯, xJ+1, x0) by
qε(h¯, xJ+1, x0)= (M(∆TJ+1,TN+2 ,∆˜TN+1,Tn−1 ,∆Tn−2,0),εF∆TJ+1,0)(xJ+1, x0)
+ h¯Υε(h¯, xJ+1, x0). (9.80)
By (9.68), we have
Υ1(h¯, xJ+1, x0)= Υ∆TJ+1,0(h¯, xJ+1, x0), (9.81)
Υ0(h¯, xJ+1, x0)= Υ(∆TJ+1,TN+1 ,∆Tn−1,0)(h¯, xJ+1, x0). (9.82)
Our aim is to estimate ∂εΥε(h¯, xJ+1, x0). We explain our method roughly. The amplitude
function of right hand side of (9.77) consists of 8 terms. We integrate each of the 8 terms
by xn−1 and by xN+1 successively, and apply Lemma 9.1 twice. Then we divide each term
into 2× 2 terms. In total, we get 32 terms. We will estimate all these parts.
For simplicity, we prepare the notation in order to apply Lemma 9.1 with respect to
the integral by xn−1: For p = p(xJ+1, xN+1, xn−1, x0), we define (q1p)(xJ+1, xN+1, x0),

























(xN+1,xn−1)+ ih¯ S†∆Tn−1,0 (xn−1,x0)











(m1p)(xJ+1, xN+1, x0)= d1(xN+1, x0)−1/2p(xJ+1, xN+1, x∗n−1, x0), (9.85)
(q1p)(xJ+1, xN+1, x0)
= (m1p)(xJ+1, xN+1, x0)+ (r1p)(xJ+1, xN+1, x0). (9.86)
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integral by xN+1: For p = p(xJ+1, xN+1, x0), we define (q2p)(xJ+1, x0), d2(xJ+1, x0),


























(xJ+1,xN+1)+ ih¯ S∗(∆˜TN+1,Tn−1 ,∆Tn−2 ,0),ε
(xN+1,x0)
















(m2p)(xJ+1, x0)= d2(xJ+1, x0)−1/2p(xJ+1, x∗N+1, x0), (9.89)
(q2p)(xJ+1, x0)= (m2p)(xJ+1, x0)+ (r2p)(xJ+1, x0). (9.90)
Furthermore, we set
F= F∆TJ+1,0 , (9.91)
M3 =M∆TJ+1,TN+1 , R3 = h¯R∆TJ+1,TN+1 , Q3 =M3 +R3, (9.92)
M2 =M∆˜TN+1,Tn−1 ,ε, R2 = ε× h¯R∆TN+1 ,Tn−1 , Q2 =M2 +R2, (9.93)
M1 =M∆Tn−1,0 , R1 = h¯R∆Tn−1,0 , Q1 =M1 +R1. (9.94)
Then we have
qε(h¯, xJ+1, x0)= (q2q1Q3Q2Q1F)(xJ+1, x0). (9.95)
Noting that
Dε(xJ+1, x0)−1/2Fε(xJ+1, x0)= (m2m1M3M2M1F)(xJ+1, x0), (9.96)
we can write
h¯Υε(h¯, xJ+1, x0)= (r2m1M3M2M1F)(xJ+1, x0)
+ (q2r1M3M2M1F)(xJ+1, x0)+ (q2q1M3M2R1F)(xJ+1, x0)
+ (q2q1R3M2Q1F)(xJ+1, x0)
+ (q2q1Q3R2Q1F)(xJ+1, x0). (9.97)
We consider M3M2M1F.
(1) In Assumption 4(3), (4), we consider
F∆T,0(xJ+1, x
†
J,j +1, xj2, x
∗
j −1,j +1, xj1, xj1−1, x
†
j −2,1, x0),2 2 1 1
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note Lemma 6.3. Then, for any multi-indices α, β , γ , δ, there exists a positive constant
Cα,β,γ,δ such that∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0(M3M2M1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δ
(
1+ |xJ+1| + |xN+1| + |xn−1| + |x0|
)m
, (9.98)∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0∂ε(M3M2M1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δ(TN+1,n)2
(
1+ |xJ+1| + |xN+1| + |xn−1| + |x0|
)m+1
. (9.99)






where 1  n  N = j1 − 1. Furthermore, we note Lemma 6.3. Then, for any multi-
indices α, β , γ , there exists a positive constant Cα,β,γ such that∣∣∂αxJ+1∂βxN+1∂γx0(m1M3M2M1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ
(
1+ |xJ+1| + |xN+1| + |x0|
)m
, (9.100)∣∣∂αxJ+1∂βxN+1∂γx0∂ε(m1M3M2M1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ (TN+1,n)2
(
1+ |xJ+1| + |xN+1| + |x0|
)m+1
. (9.101)




1+ |xJ+1| + |x0|
)m+1
. (9.102)
(4) By Lemma 9.1(1), for any multi-indices α, β , γ , there exists a positive constantCα,β,γ
such that∣∣∂αxJ+1∂βxN+1∂γx0(r1M3M2M1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯TN+1,n
(
1+ |xJ+1| + |xN+1| + |x0|
)m
, (9.103)∣∣∂αxJ+1∂βxN+1∂γx0∂ε(r1M3M2M1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯TN+1,n(TN+1,n)2
(
1+ |xJ+1| + |xN+1| + |x0|
)m+1
. (9.104)
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F∆T,0(xJ+1, x
†
J,jK+1, xjK , x
∗
jK−1,jK−1+1, xjK−1, . . . , x0),
where jK−1 + 1= nN = jK − 1. By (9.69), for any multi-indices α, β , γ , δ, there
exists a positive constant Cα,β,γ,δ such that∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0(M3M2R1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δh¯Tn−1
(
1+ |xJ+1| + |xN+1| + |xn−1| + |x0|
)m
, (9.106)∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0∂ε(M3M2R1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δh¯(TN+1,n)2Tn−1
× (1+ |xJ+1| + |xN+1| + |xn−1| + |x0|)m+1. (9.107)
(2) By Lemma 9.1(1), for any multi-indices α, β , γ , there exists a positive constantCα,β,γ
such that∣∣∂αxJ+1∂βxN+1∂γx0(q1M3M2R1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯Tn−1
(
1+ |xJ+1| + |xN+1| + |x0|
)m
, (9.108)∣∣∂αxJ+1∂βxN+1∂γx0∂ε(q1M3M2R1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯(TN+1,n)2Tn−1
(
1+ |xJ+1| + |xN+1| + |x0|
)m+1
. (9.109)








(1) In Assumption 4(3), (4), we consider
F∆T,0(xJ+1, . . . , xjs , x∗js−1,js−1+1, xjs−1, . . . , x0),
where js−1 + 1= nN = js − 1, and
F∆T,0(xJ+1, . . . , xj2, x∗j2−1,j1+1, xj1, xj1−1, x
†
j1−2,1, x0),
where j1 + 1= nN = j2 − 1 and xj1−1 = x†j1−1(xj1, x0). By (9.69), for any multi-
indices α, β , γ , δ, there exists a positive constant Cα,β,γ,δ such that∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0(R3M2Q1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δh¯TJ+1,N+2
(
1+ |xJ+1| + |xN+1| + |xn−1| + |x0|
)m
, (9.111)∣∣∂αxJ+1∂βxN+1∂γxn−1∂δx0∂ε(R3M2Q1F)(xJ+1, xN+1, xn−1, x0)∣∣
 Cα,β,γ,δh¯TJ+1,N+2(TN+1,n)2
× (1+ |xJ+1| + |xN+1| + |xn−1| + |x0|)m+1. (9.112)
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such that∣∣∂αxJ+1∂βxN+1∂γx0(q1R3M2Q1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯TJ+1,N+2
(
1+ |xJ+1| + |xN+1| + |x0|
)m
, (9.113)∣∣∂αxJ+1∂βxN+1∂γx0∂ε(q1R3M2Q1F)(xJ+1, xN+1, x0)∣∣
 Cα,β,γ h¯TJ+1,N+2(TN+1,n)2
(
1+ |xJ+1| + |xN+1| + |x0|
)m+1
. (9.114)








(1) In Assumption 4(1), (2), we consider
F∆T,0(xJ+1, . . . , xjl , . . . , xjk−1, . . . , x0),
where jk−1 + 1= n js − 1N = jl − 1,
F∆T,0(xJ+1, . . . , xjl , . . . , xj1, xj1−1, x
†
j1−2,1, x0),
where j1 + 1= n js − 1N = jl − 1 and xj1−1 = x†j1−1(xj1, x0),
F∆T,0(xJ+1, x
†
J,jK+1, xjK , . . . , xj1, xj1−1, x
†
j1−2,1, x0),
where j1 + 1= n js − 1N = jK − 1 and xj1−1 = x†j1−1(xj1, x0), and
F∆T,0(xJ+1, x
†
J,jK+1, xjK , . . . , xjk−1, . . . , x0),
where jk−1 + 1= n js − 1N = jK − 1. We use (9.70) and (9.69), and multiply ε.
Then, for any multi-indices α, β , γ , δ, there exists a positive constant Cα,β,γ,δ such










× (1+ |xJ+1| + |xN+1| + |xn−1| + |x0|)m. (9.117)
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× (1+ |xJ+1| + |xN+1| + |x0|)m+1. (9.119)






1+ |xJ+1| + |x0|
)m+1
. (9.120)
We apply (9.102), (9.105), (9.110), (9.115), (9.120) to (9.97). Then we have∣∣∂αxJ+1∂βx0(∂εΥε)(h¯, xJ+1, x0)∣∣
 Cα,βTN+1,n(UN+1,n + TN+1,nTJ+1)
(
1+ |xJ+1| + |x0|
)m+1
. (9.121)





 Cα,β(TN+1,n)(UN+1,n + TN+1,nTJ+1)
(
1+ |xJ+1| + |x0|
)m+1
. ✷ (9.122)








Cα,β(tj )(uj + tj T )
(
1+ |x| + |x0|
)m+1
 Cα,β |∆T,0|(U + T 2)
(
1+ |x| + |x0|
)m+1
. ✷ (9.123)
Proof of Theorem 12. This follows from Theorems 8–11. ✷
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As a remark on Assumption 4, we state Assumption 4′ under the time slicing approxi-
mation ‘by piecewise classical paths’.
The time slicing approximation has two different approaches, an approach by broken
line paths and an approach by piecewise classical paths. The time slicing approximation
by broken line paths is rougher as an approximation than the time slicing approximation
by piecewise classical paths. For this roughness of broken line paths, the author used many
stationary points x†j and x
∗
j in Assumption 4. However, if we use piecewise classical paths
instead of broken line paths, the assumption corresponding to Assumption 4 does not need
any stationary points:








For any division ∆T,0: T = TJ+1 > TJ > · · ·> T1 > T0 = 0, let
γ∆T,0 = γ∆T,0(τ, xJ+1, xJ , . . . , x1, x0),
be the ‘piecewise classical path’ which connects (Tj , xj ) and (Tj−1, xj−1) by a classical
path for any j = 1,2, . . . , J + 1. Set
S[γ∆T,0] = S∆T,0(xJ+1, xJ , . . . , x1, x0),
F [γ∆T,0] = F∆T,0(xJ+1, xJ , . . . , x1, x0).
Assumption 4′. Let m and U be non-negative integers and uj , j = 1,2, . . . , J, J + 1, be
non-negative parameters depending on ∆T,0 such that
∑J+1
j=1 uj  U <∞. For any non-
negative integer M , there exists a positive constant CM such that for any division ∆T,0,
























∂xkF∆T,0(xJ+1, xJ , . . . , x1, x0)
∣∣∣∣∣
 (CM)J+1(uk+1 + uk)
(
1+ |xJ+1| + |xJ | + · · · + |x1| + |x0|
)m
.
The author found the above improvement of Assumption 4 by the co-work with Daisuke
Fujiwara, Gakushuin University, who had found Assumption 4(1) with m= 0 first.
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classical path, the piecewise classical path changes to a single classical path. By this
fact, we can hide all stationary points of Assumption 4 inside single classical paths.
Furthermore, this fact makes it much easier to compare ∆T,0 and (∆T,TN+1,∆Tn−1,0).
Especially, Assumption 4(3), (4) become needless. ✷
The class F ′ of functionals defined by Assumption 4′ satisfies the results corresponding
to all results of this paper. Theorems 1–7 and 12 stay valid. In Theorem 7, we define the
new curvilinear integral on the path space along piecewise classical paths. Theorems 8–11
become sharper as follows. (Theorems 8′, 9′ has already been given by D. Fujiwara [4] ∼
[8].)
Theorem 8′. Let T satisfy 4A2dT 2 < 1. Then, for any multi-indices α, β , there exist
positive constants Cα,β , C′α,β independent of ∆T,0 such that∣∣∣∣∂αx ∂βx0(S†∆T,0(x, x0)− (x − x0)22T




(x, x0)= S[γ cl].
Theorem 9′. Let T be sufficiently small. Then, for any multi-indices α, β , there exist
positive constants Cα,β , C′α,β independent of ∆T,0 such that∣∣∂αx ∂βx0(D∆T,0(x, x0)− 1)∣∣ Cα,βT 2,∣∣∂αx ∂βx0(D∆T,0(x, x0)−D(T ,x, x0))∣∣ C′α,β |∆T,0|T ,
where D(T ,x, x0) is the Morette–Van Vleck determinant.
Theorem 10′. Let T be sufficiently small. Let F [γ ] ∈ F . Then, for any multi-indices α,




(x, x0)= F [γ cl].
Theorem 11′. Let T be sufficiently small. Let F [γ ] ∈ F . Then, for any multi-indices α,
β , there exist positive constants Cα,β , C′α,β independent of ∆T,0 and h¯ such that∣∣∂αx ∂βx0Υ∆T,0(h¯, x, x0)∣∣ Cα,βT (U + T 2)(1+ |x| + |x0|)m,∣∣∂αx ∂βx0(Υ∆T,0(h¯, x, x0)− Υ (h¯, T , x, x0))∣∣
 C′α,β |∆T,0|(U + T 2)
(
1+ |x| + |x0|
)m
.
For the details of the proof, see the next paper of Dasiuke Fujiwara and the author.
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