1] Several studies have suggested enhanced rates of warming in high-elevation regions since the latter half of the twentieth century. One of the potential reasons why enhanced rates of warming might occur at high elevations is the nonlinear relationship between downward longwave radiation (DLR) and specific humidity (q). Using ground-based observations at a high-elevation site in southwestern Colorado and coincident satellite-borne cloud retrievals, the sensitivity of DLR to changes in q and cloud properties is examined and quantified using a neural network method. It is also used to explore how the sensitivity of DLR to q (dDLR/dq) is affected by cloud properties. When binned by season, dDLR/dq is maximum in winter and minimum in summer for both clear and cloudy skies. However, the cloudy-sky sensitivities are smaller, primarily because (1) for both clear and cloudy skies dDLR/dq is proportional to 1/q, for q > 0.5 g kg À1 , and (2) the seasonal values of q are on average larger in the cloudy-sky cases than in clear-sky cases. For a given value of q, dDLR/dq is slightly reduced in the presence of clouds and this reduction increases as q increases. In addition, DLR is found to be more sensitive to changes in cloud fraction when cloud fraction is large. In the limit of overcast skies, DLR sensitivity to optical thickness decreases as clouds become more opaque. These results are based on only one high-elevation site, so the conclusions here need to be tested at other high-elevation locations.
Introduction
[2] Mountain systems are critical to people and ecosystems, and they play a significant role as "water towers" within the terrestrial system. More than half of the global rivers have their origins in mountains, and since midlatitude to high-latitude rivers are often dominated by snowmelt runoff, it is important to understand how climate is changing in these environments in response to increasing levels of atmospheric greenhouse gases [Christensen et al., 2007] .
[3] Since the latter half of the twentieth century, several high-elevation regions may be experiencing a greater rate of warming than low-lying areas at the same latitude, and the reason is still unclear [Rangwala and Miller, 2012 and references therein] . A number of positive feedbacks may be more active in these cold and dry regions, and the water vapor feedback may be one of the most potent [Rangwala and Miller, 2009; Rangwala, 2012] . One of the difficulties in assessing these feedbacks is the sparsity of observations in mountainous regions where radiation and cloud measurements are often missing. Several studies have already examined the nonlinear relationship between humidity and downward longwave radiation (DLR): the drier the atmosphere, the greater the impact of a small change in humidity on DLR [e.g., Ruckstuhl et al., 2007; Rangwala et al., 2010; Naud et al., 2012] . However, it is unclear how clouds may affect this sensitivity, i.e., if clouds are present, is the impact of a change in moisture on DLR reduced?
[4] Using 6 years of ground-based observations of DLR and specific humidity (q) collected at a high-elevation site (3719 m altitude) in Colorado's San Juan Mountains, and coincident NASA Terra and Aqua Moderate resolution Imaging Spectroradiometer (MODIS) [Salomonson et al., 1989] cloud fraction and optical thickness retrievals, we evaluate the impact of clouds on the DLR-q relationship. We not only explore the change in sensitivity of DLR to changes in q, as a function of q, when clouds are present but also the impact of changes in cloud fraction and optical thickness.
[5] For this, we use a neural network (NN) method as an alternative statistical method to traditional regression techniques; it has been widely used in environmental sciences and water resources since the 1990s. A neural network is a mapping model that relates one or several input variables to an output variable in a nonlinear way. In his review paper, Stephens [2005] recommends extending the classical feedback diagnostics to investigate instantaneous sensitivities instead of equilibrium estimates. These sensitivities constitute a step toward a more realistic representation and evaluation of feedback processes, particularly in their time evolution and their roles in governing cloud-radiation interactions. Stephens suggests that the Aires and Rossow [2003] method is one way to obtain the instantaneous sensitivities, that is, to apply a neural network approach and examine the NN Jacobians.
[6] The Jacobian matrix contains the first partial derivatives of a given output variable with respect to a given input variable. This, by definition, is the sensitivity of the output variable to all input variables as inferred by the NN model. The neural network Jacobians can provide not only an estimate of the mean sensitivity between two variables but also an estimate of the distribution of the sensitivity. The advantage of this NN Jacobian is that it gives a direct statistical evaluation of the multivariate and nonlinear sensitivities that depends on each configuration of input and output variables [Aires and Rossow, 2003] . Consequently, we examine not only the NN outputs but also the Jacobian matrix within the neural network following the method of Aires and Rossow [2003] . Here, the input variables are specific humidity and either cloud fraction or cloud optical thickness, and the output variable is DLR.
Data
[7] We use two different sets of data, one obtained from a ground-based station and the other from a satellite. Both are described below.
Senator Beck Study Plot
[8] The Center for Snow and Avalanche Studies (www. snowstudies.org) installed and manages four different measurement stations within the Senator Beck Basin in southwestern Colorado. For our study, we choose one of these sites, the Senator Beck Study Plot (37.9°N-107.725°W, altitude 3719 m), because it is above tree line in an alpine tundra environment and exposed to strong winds that prevent cold air pooling issues as well as snow accumulation on the instruments. More detail on the site and instrumentation can be found in Painter et al. [2012] . Automated observations of temperature, relative humidity, and downward longwave and shortwave radiation (DLR and DSR), to only cite those used here, are performed every 5 s and provided as hourly averages, using the end of the hour as the reporting time (e.g., the 9 A.M. observation includes all 5 s intervals between 8 A.M. and 9 A.M.). The air temperature and relative humidity are measured with a Campbell-Vaisala CS500-U Humitter® and the radiation with a Kipp and Zonen CG4 180°field-of-view pyrgeometer for longwave and Kipp and Zonen CM21 for shortwave. The instruments are leveled in situ, at the top of a tower; slight shifts may occur after the operator gets off of the tower.
[9] The radiometers were installed with the original manufacturer's calibration and have gone through regular intervals of calibration by AccuFlux per Annex A.3.1 of the ISO-9847 Standard. Detailed information on the radiometers, including their calibration and other history can be found at http:// snowstudies.org/data/metadata/SBSP_metadata.pdf. The radiometers are sufficiently ventilated owing to strong winds at the study site. There have only been rare instances of snow accumulation on the sensors (Landry, 2013, private communication) . The pyrgeometer includes a solar blind filter that blocks all solar radiation. The solar radiation absorbed by the silicon window covering the radiometer is conducted effectively to facilitate very low heating effects even in full sunlight and allows for accurate daytime measurements without the need for a shading disc. Both instruments are expected to have an accuracy well within 2%, and as we explore sensitivities, i.e., differences in fluxes, we do not expect biases large enough to affect our conclusions. Figure 1 . Daytime Senator Beck observations of downward longwave radiation (DLR) versus specific humidity (q), for clear (blue) and cloudy sky (red), using (a) all ground-based observations and (b) ground-based observations where the ground-based cloud mask and MODIS cloud fraction of exactly 0 and 100% (overcast) agree. The equations represent a least square fit (solid lines). [10] For surface air pressure, we use measurements from the nearby Swamp Angel Study Plot (37.9°N-107.711°W; 3371 m) and estimate them for Senator Beck Study Plot using a linear relationship of pressure with elevation. Although, air pressure changes exponentially with elevation along the atmospheric column, the assumption of a linear relationship is valid for small elevation differences (here < 350 m). We use the surface air pressure, along with relative humidity and temperature to calculate the specific humidity (q). We also estimated surface air pressure at the study site using a hypsometric equation. The difference in calculation of q from the two different pressure estimates is less than 6%.
[11] The hourly DLR, DSR, and q data are available from 2005 onward, but here we selected data over 6 years from the beginning of the collection. This gave a total of 58,517 valid hourly observations of which 31,322 occurred during daytime.
MODIS
[12] The moderate resolution imaging spectroradiometer (MODIS) is mounted on both NASA Terra and Aqua platforms and observes the Earth with 36 channels at wavelengths between 0.4 and 14 μm since 1999 and 2002 respectively. The MODIS cloud retrievals are described in Platnick et al. [2003] and are archived in the MOD06 and MYD06 files for Terra and Aqua platforms, respectively. Here we collect from both platforms the 5 min long granules that overpass the Senator Beck station. This can occur 2-3 times a day, depending on the orbits. Only MODIS 5 km pixels that contain the ground site are used here. Cloud fractions (CF) are calculated from the 1 km cloud mask [Platnick et al., 2003; Ackerman et al., 2008] , and thus vary between 0 and 100% in 4% increments. Cloud optical thicknesses (τ) are available at 1 km, but here we only use the central pixel in a 5 × 5 km zone to match the cloud fraction resolution. These retrievals are only performed during the daytime hours, because visible channels are used and only on pixels with a near complete cloud fraction to avoid retrieval errors caused by clear-sky contamination.
[13] Uncertainties in the MODIS cloud mask are described in Ackerman et al. [2008] . Clouds are missed when their optical thickness is less than 0.4 and also in polar regions at night. However, daytime observations in these regions with bright surfaces were found to be mislabeled only 5% of the time. We anticipate issues with the MODIS cloud fractions in high-elevation regions to be largest in the winter when snow is present, at night, and when thin cirrus are present. Consequently, some of the clear-sky points in our data set may in fact contain clouds. For overcast scenes and optical thicknesses greater than 0.4, the MODIS optical thicknesses are expected to be of good quality [e.g., Painemal and Zuidema, 2011] .
[14] To relate cloud observations with the ground measurements of q and DLR, we require the MODIS observing time to be within the hour reported in the ground-based measurements. This reduces the daytime ground-based data set with coincident cloud fraction to 3975 hourly observations. The data set is further reduced to 1491 hourly observations when we examine cloud optical thickness because it is only available for mostly overcast 1 km pixels. 
Methods
[15] In this section, we first describe how we delineate clear-and cloudy-sky conditions using a method based on ground-based observations of incident solar radiation and then describe the neural network technique.
Ground-Based Cloud Mask
[16] We use downward solar radiation measurements to determine clear-and cloudy-sky conditions on a diurnal basis using a strict criterion. For each month, if the daily mean solar radiation is one standard deviation above the monthly mean, we flag the whole diurnal period as a clear-sky case, and if the radiation is one standard deviation below the monthly mean, we flag it as a cloudy-sky case. All data points within the one standard deviation are excluded from the analysis, thereby reducing the ground-based daytime hourly data pool to 10,424 hourly observations.
[17] To assess the performance of this ground-based cloud mask, we perform a comparison with the MODIS observations. We require the measurements from the ground and satellite to be coincident within half an hour and define the MODIS cloud mask such as clear sky is for 0% cloud fraction and cloudy sky for 100% cloud fraction. We compare 931 daytime hourly observations and both platforms agree it was clear for 272 observations, agree it was cloudy for 629 observations and disagree for 30 observations. This implies a disagreement of only 3% between the two platforms during the daytime hours. Note that this disagreement increases to 22% for the night time hourly observations. These results give great confidence in the ground-based cloud mask for the daytime observations, and, therefore, only daytime observations are used for analysis in this study.
Neural Network
[18] The neural network (NN) approach is described briefly in this section. A much more detailed description, including an illustrative example, is given in Chen et al. [2006] . A neural network is a nonlinear mapping model that, given an input variable, provides an output quantity in a nonlinear way. In this paper the output variable is DLR and the input variables are specific humidity, cloud fraction, and cloud optical thickness.
[19] A by-product of a neural network model is the NN Jacobian matrix. This NN Jacobian matrix is equivalent to obtaining the first partial derivative of a given output variable with respect to a given input variable and will be a critical component of our analysis in this paper. These Jacobians have been used to add constraints in a radiative transfer model [e.g., Aires et al., 1999] for variational assimilation applications [Chevallier and Mahfouf, 2001] or to investigate sensitivities in a remote sensing algorithm [Aires et al., 2001] . In a different context, the NN Jacobians were integrated into a theoretical framework as a tool to study the instantaneous, multivariate, nonlinear sensitivities in climate feedback processes [Aires and Rossow, 2003] . Chen et al. [2006] presented a test case that showed that NN estimates could capture nonlinear relationships much better than the traditional linear regression method. In this paper we use the same NN model as Chen et al. [2006] .
[20] Initially, about half of the data are randomly selected from the data set to train the neural network. The NN is optimized using the training data set, and the training process is stopped when the root mean square error between iterations is small [Bishop, 1996] . The neural network structure obtained after this process is referred to as a trained neural network. Since there is some concern about overtraining in the NN model, another portion of the original data set is used to perform an independent validation of the trained neural a N (number of points per bin), dDLR/dq (sensitivity of downward longwave radiation DLR to specific humidity q) with associated one standard deviation per bin in parenthesis, downward longwave radiation (DLR), specific humidity (q), and T is the surface air temperature. Each bin is of equal range in dDLR/dq. dDLR/dq (Wm -2 (gkg -1 ) -1 ) Frequency of occurrence (1) (2) (3) (4) Figure 4 . Frequency of occurrence of dDLR/dq sorted into four separate NN bins for (a) clear-and (b) cloudy-sky observations. The frequency of occurrence is defined as the ratio of number of points per bin to the total number of points in the data set. Each bin is of equal sensitivity range. See Table 2 for the average properties of each bin. NAUD ET AL.: DLR-Q SENSITIVITY TO CLOUDS IN MOUNTAINS network. If the errors between the NN predictions and the validation data set are small, we assume there is no overtraining in the NN model, and that the NN is providing the correct output variables given the specified inputs. One limitation of the NN model is that it requires a large number of data points, generally a few thousand, but we do have enough for our analysis here.
[21] We apply the NN method to three sets of data: (1) the full set with only ground observations during the daytime hours using the ground-based cloud mask (10,424 data points, section 4.1), (2) the subset for which MODIS cloud fractions are available (3975 data points, section 4.2), and (3) the subset of data for which MODIS cloud optical thicknesses are available (1491 data points, section 4.3). In each case the output variable is DLR, and we are particularly interested in the Jacobian matrix that provides the sensitivity of DLR to changes in q and show how the sensitivities are affected by clouds. We consider both bivariate (one input variable) and multivariate (two input variables) cases. For the bivariate case discussed in section 4.1, the input variable is q. For the multivariate cases, the input variables are q and cloud fraction (section 4.2), and q and cloud optical thickness (section 4.3).
Results
[22] This section is divided into three parts. We first examine the sensitivity of DLR to changes in q separately for clear and cloudy skies, regardless of cloud properties. In the second section we examine the effect of changes in cloud fraction on the DLR-q sensitivities. In the last section we include a discussion of the effect of changes in cloud optical thickness (τ) on the sensitivities in overcast cases (cloud fractions of 100%). For all experiments, only daytime observations are used to avoid inclusion of erroneous cloud detections for both ground and satellite measurements. Table 2 . The dashed line is a linear fit in 1/q, the solid line is the first derivative of equation (1a), while the dotted line is the first derivative of equation (1b). We first use all of the hourly observations measured at the ground to examine the relationship between DLR and q, and we then apply the ground-based cloud mask to separate clear-from cloudy-sky cases. Figure 1a shows how the relationship between DLR and q changes when clouds are present. Two distinct clusters can be seen, with DLR larger for the cloudy-sky cluster as expected owing to the blackbody effect of the clouds on DLR. The clear-sky cluster exhibits a longer tail toward the lower values of q, while the cloudysky cluster reaches further into the higher values of q.
[24] Although two main clusters emerge as clear-and cloudy-sky observations are delineated, there are many observations that fall between these two main clusters. These points may be observations for which (1) the cloud mask is wrong, (2) the cloud fraction is small, or (3) the cloud optical thickness is low. In order to correct for problems 1 and 2, we enforce a strict selection criterion that only retains observations when both the ground-based and MODIS cloud masks (defined as clear sky for 0% cloud fraction and cloudy sky for 100%) agree. For this subset, Figure 1b shows a better separation between clear-and overcast-(100% cloud fraction) sky observations, with overcast-sky DLR values being larger for a given q, and clear-sky values of q extending to lower values. We evaluate the relationship between DLR and q separately for clear-and overcast-sky conditions by applying a regression fit to the log of DLR and q and obtain DLR ¼ 152 q 0:29 for clear sky
DLR ¼ 219 q 0:19 for overcast sky (1b)
[25] A first order derivative of both fits indicates that the sensitivities at low values of q are slightly lower in overcast conditions (e.g., for q = 2 g kg À1 , dDLR/dq = 27 Wm À2 (g kg À1 ) À1 for clear sky and 23 Wm À2 (g kg À1 ) À1 for cloudy sky).
[26] Table 1 shows the average seasonal dDLR/dq sensitivities calculated from the slopes of the power law curves shown in Figure 1b at mean seasonal q values associated with both the clear-and overcast-sky cases. For both conditions, sensitivities are largest in the winter, and lowest in summer, but sensitivities are much lower for overcast sky. This is because the average seasonal q is larger when clouds are present, causing the sensitivities to decrease. By plotting the relation between average sensitivity and average q as given in Table 1 , we examine whether for a given q, the sensitivities change between clear-and cloudy-sky conditions. Figure 2 indicates the sensitivity is only slightly lower in the presence of clouds (when overcast), although the two fits obtained from equation (1) suggest this decrease in sensitivity increases with increasing q. However, uncertainty in observations and method prevent any definite conclusion as to the actual impact of clouds. A least square regression assuming a linear relationship between the sensitivity and 1/q also provides a reasonable fit to both clear-and cloudysky conditions, in between the first derivatives of equations (1a) and (1b).
[27] We next use the NN to process all observations (regardless of the value of the MODIS cloud fraction, as in Figure 1a ) separately for clear-and cloudy-sky conditions (determined with the ground-based cloud mask). This allows Figure 7 . Downward longwave radiation (DLR) as a function of specific humidity (q) for all cloudy-sky cases (cloud fractions from 0 to 100%), with different symbols per cloud fraction range: magenta cross for 0 to 20%, green circle for 20-40%, black square for 40-60%, blue star for 60-80%, and red dot for 80-100%. The solid line shows the overall fit found by the neural network. us to verify if the results from the NN method are consistent with the least square regression method used above, and further helps in their interpretation. Figure 3a shows a scatter plot of DLR versus q for all points used in the neural network for clear sky only, while Figure 3b shows the cloudy-sky case. The solid line represents a fit automatically generated by the NN, while the dashed lines show the fits given by equations (1a) and (1b). For clear-sky conditions, the NN method gives a fit very similar to the one found for the restricted data set in Figure 1b . For cloudy-sky cases, the correspondence between equation (1b) and the NN fit is fairly good for q < 4 g kg À1 but there is more deviation for larger values of q. Part of this bias would arise from the fact that for the NN fit all cloudy points are included, while equation (1b) is only for strictly overcast cases. This suggests the inclusion of cloud fractions less than 100% has a larger impact on the DLR-q relationship for larger values of q. In addition, the number of observations decreases rapidly with q for q > 4 g kg À1 , which may also affect the quality of both fits.
[28] The NN results are then binned according to specified criteria, e.g., month, sensitivity, cloud fraction, q, and cloud optical thickness. We sort the results by sensitivity into four bins with equal sensitivity range for each bin. If one desires higher resolution of the sensitivities, then more bins can be specified. Since the ranges of sensitivities in each of the four bins are equal, there is no expectation that each bin will contain the same number of observations, and Table 2 shows that to be the case. Table 2 also includes the mean quantities for each bin and the standard deviation of the sensitivities per bin. Figure 4 shows the frequency of occurrence of the DLR-q sensitivities sorted into these four separate bins for both clear-and cloudy-sky conditions. For both clear-and cloudy-sky conditions, the lowest sensitivity bin is the least populated while the highest sensitivity bin is the most populated. For all four sensitivity bins, cloudy-sky conditions exhibit lower sensitivities than clear-sky conditions. When exploring the relationship between the average sensitivity and average q per bin (Table 2) , for both clear-and cloudysky conditions, Figure 5 shows that we obtain a linear fit in 1/q that is very close to the seasonal relationship shown in Figure 2 . However, there is more scatter in the cloudy-sky points (cf. Figure 3b) , and it becomes difficult to reconcile the overcast sky fit of equation (1b) (dotted line) with the cloudy-sky points in Figure 5 at the lower sensitivitylarger q end.
[29] We next examine the temporal distribution of each of the four bins in Figure 4 by separating the sensitivities by month for both clear-and cloudy-sky conditions. Figure 6 reveals that the lowest sensitivity bin (bin 1) contains mostly summer months, for both clear-and cloudy-sky conditions, although for cloudy conditions, late spring and early fall are also represented. The second bin includes, in both cases, late spring, summer, and early fall. For the third bin, the distribution is slightly different between clear-and cloudy-sky conditions, with most months represented for both, but with a peak in late spring for clear-sky cases and a peak in summer for cloudy-sky cases. Finally, the highest sensitivity bin (bin 4) occurs in winter and early spring for both clearand cloudy-sky conditions. Compared with the sensitivities Figure 8 . Frequency of occurrence of (a) ∂DLR/∂q and (b) ∂DLR/∂CF sorted into four NN bins where CF is cloud fraction. The frequency of occurrence is defined as the ratio of number of points per bin to the total number of points in the data set. Each bin is of equal sensitivity range. See Table 4 for average properties of each bin in Figure 8a and Table 5 for Figure 8b . given in Table 1 where seasons are intentionally separated, the lowest and highest sensitivity bins obtained with the NN strongly resemble the summer and winter sensitivities, respectively.
[30] Using both the NN and a direct method, we find that the sensitivity of DLR to changes in q is similar whether clouds are present or not, albeit with a slight reduction in cloudy-sky DLR-q sensitivities for a given q. In this section, our focus has been on clear-and cloudy-sky conditions regardless of cloud properties; we next investigate the impact of changing cloud fraction.
DLR Sensitivity to Specific Humidity and Cloud Fraction
[31] We now use the neural network to investigate sensitivities of DLR to both changes in q and cloud fraction. This experiment is conducted on the subset for which MODIS cloud fractions are available (3975 data points). The NN variable correlation matrix (Table 3) indicates a stronger correlation between DLR and q than between DLR and cloud fraction. Also, it shows that the correlation between q and cloud fraction is low.
[32] Figure 7 shows the relationship between DLR and q for all points with cloud fractions between 0 (clear sky) and 100% (overcast). It also shows how this relationship changes with cloud fraction and how most observations with a cloud fraction less than 80% fall onto the clear-sky cluster while fractions greater than 80% tend to follow the overcast cluster (see Figure 1b ). The all-points NN fit tends to be closer to the clear-sky/low cloud fraction cluster than the overcast cluster.
[33] For the two-variable experiment with changes in q and CF, the NN output is first partitioned into four distinct bins of equal ∂DLR/∂q range for all observations including those with intermediate cloud fraction, clear, and overcast skies. Table 4 gives the average properties for each bin, and Figure 8a shows the frequency of occurrence of the ∂DLR/ ∂q bins. The distribution of sensitivities differs slightly from purely clear-or overcast-sky cases (see Figure 4) . The sensitivities in each bin lie between those in the clear-and cloudysky bins, and we find that they align with the 1/q fit in Figure 5 (not shown). Focusing on the two highest sensitivity bins, 3 and 4, we find that their properties are very different (Table 4) . For bin 3, the cloud fractions are large (around 80% on average), while for bin 4, the cloud fractions are low (around 25%). Also, the sensitivity of DLR to changes in cloud fraction in bin 3 is much larger than in bin 4. Finally, bin 3 is colder with slightly larger mean specific humidity than bin 4. Thus, for similar DLR-q sensitivities (22 versus 27 Wm À2 (g kg À1 ) À1 for bins 3 and 4, respectively), and fairly close values of q (2.9 versus 2.2 g kg À1 ), the bin with high cloud fractions exhibits sensitivities of DLR to q of the same order as the bin with the low cloud fractions. This suggests that cloud fraction has a minor impact on the sensitivity of DLR to q, at least for q between 2 and 3 g kg À1 .
[34] We now examine the same outputs but this time partitioned into four bins of equal sensitivity to cloud fraction. This differs from the discussion in the previous paragraph because the binning is now performed according to the sensitivities of DLR to changes in cloud fraction rather than to changes in q. Table 5 summarizes the average properties of each bin, and Figure 8b shows the frequency of occurrence of each bin. The distribution displays fewer high sensitivity points as compared to other distributions that have been shown. Table 5 shows that cloud fraction is positively correlated with DLR-CF sensitivities, i.e., higher values of cloud fraction associated with higher values of DLR-CF sensitivities. The lowest and highest DLR-CF sensitivity bins also correspond to cases with low specific humidity (2.2 versus 2.1 g kg À1 ) and high DLR-q sensitivities (25 Figure 10 . Frequency of occurrence of (a) ∂DLR/∂q and (b) ∂DLR/∂τ sorted into four NN bins. The frequency of occurrence is defined as the ratio of number of points per bin to the total number of points in the data set. Each bin is of equal sensitivity range. See Table 7 for the average properties of each bin in Figure 10a and Table 8 for Figure 10b .
versus 24 Wm À2 (g kg À1 ) À1 ). This means that, at low values of q (~2 g kg À1 ) and high values of DLR-q sensitivities, when cloud fractions are low, DLR is marginally sensitive to changes in cloud fraction but when the cloud fraction is large, DLR is very sensitive to changes in cloud fraction. This suggests that at high cloud fraction, the ∂DLR/∂CF sensitivity does not saturate in the low q range. Next, we investigate the impact of cloud optical thickness during overcast conditions.
DLR Sensitivity to Specific Humidity and Cloud Optical Thickness
[35] As explained earlier, MODIS optical thickness retrievals are only performed during the daytime for pixels that are mostly overcast. Therefore, we can study the impact of changes in optical thickness without much interference from changes in cloud fraction. This means the subset of points used will be smaller than those described in section 4.2 (i.e., 1491 instead of 3975 data points). Figure 9 shows the relationship between DLR and q in overcast situations as a function of cloud optical thickness (color coded). The points are transitioning from the cloudy to clear-sky cluster as clouds become more transparent (τ < 20) . This is similar to the behavior we observed when cloud fraction decreased. Table 6 shows the variable matrix for this NN experiment, with DLR and q highly correlated while DLR and cloud optical thickness are weakly correlated.
[36] For this subset of points (overcast with an optical thickness retrieval available), we again partition the output data points into four equal range bins based on the values of ∂DLR/∂q. The lowest DLR-q sensitivity bin exhibits the highest values of cloud optical thickness, while the highest sensitivity bin exhibits the lowest values of cloud optical thickness ( Table 7) . The neural network yields a bimodal distribution of sensitivities of DLR to q (Figure 10a) , with the maximum occurrence for the lowest and highest sensitivity bins. In fact, Table 7 shows little change in optical thickness for bins one through three. This suggests that thicker clouds reduce the impact of q on DLR, while as clouds become more transparent, the impact of q on DLR increases.
[37] Then we partition the data points into four bins of equal ∂DLR/∂τ range. The average properties of each bin are given in Table 8 , and Figure 10b shows the distribution of sensitivity of DLR to cloud optical thickness in the four bins. There are two main modes of DLR sensitivities to changes in τ, one highly populated for the highest sensitivities and the second most populated mode is for the lowest sensitivity. We find that low DLR-τ sensitivities correspond to cases with high optical thickness and relatively large q (Table 8 ). Considering bins 1 to 3 where DLR, q, and ∂DLR/∂q are fairly similar, the DLR-τ sensitivity increases as the optical thickness decreases.
[38] These results suggest that in overcast situations, as optical thickness increases, sensitivity of DLR to τ decreases. Furthermore, for mean τ ≥ 20 (bins 1-3), ∂DLR/∂q, and q remain more or less constant which suggests a saturation effect whereby the impact of changes in τ has less and less effect on DLR-q sensitivities once τ is above a certain value. However, ∂DLR/∂τ and ∂DLR/∂q are largest for semitransparent clouds (mean τ = 8).
Conclusions
[39] Using ground-based observations of DLR and q at one high-elevation location in southwestern Colorado, we investigate the relationship between these two variables, in cloudfree and cloudy conditions. Both a simple regression and a neural network method suggest that clouds not only increase DLR for a given q, they also slightly reduce the sensitivity of DLR to q, and this reduction increases with increasing q. Despite uncertainties in the measurements themselves and in the method that may affect the significance of these results, this reduction is consistent with previous work by Ruckstuhl et al. [2007] . They examined the sensitivity of DLR to q for clear-and all-sky conditions and found a slightly lower sensitivity in all-sky conditions.
[40] Overall, the sensitivity of DLR to changes in cloud fraction increases with cloud fraction. When the sky is overcast, DLR is sensitive to changes in optical thickness. However, as clouds become optically thicker, DLR reaches saturation and additional changes in DLR with cloud optical thickness are small. The sensitivity of DLR to changes in q is largest at low values of q, and in these conditions, cloud fraction changes have a minor impact on this sensitivity. However, for overcast clouds in fairly humid conditions, increases in optical thickness tend to decrease the DLRq sensitivity.
[41] For each neural network experiment, we find that the highest sensitivities to changes in q are the following:
[42] 1. 32 Wm À2 (g kg À1 ) À1 for 0 < q < 2 gkg À1 (clear sky);
[43] 2. 18 Wm À2 (g kg À1 ) À1 for 1.5 < q < 3.5 g kg À1 (cloudy sky, 100% cloud fraction);
[44] 3. 27 Wm À2 (g kg À1 ) À1 for 0 < q < 4 g kg À1 (all cloud fractions from 0 to 100% included); and
[45] 4. 22 Wm À2 (g kg À1 ) À1 for 0 < q < 4 g kg À1 (cloudy sky, 100% fraction, optical thickness retrieved) which means for a change in q of 2 g kg À1 , DLR changes by up to 65 Wm À2 , 36 Wm À2 , 54 Wm À2 , and 44 Wm À2 , respectively. The differences among these sensitivities are caused in part by different ranges of q within the highest sensitivity bins. Potentially, the nighttime observations (not considered here) during winter or spring will have even drier and colder conditions, which will lead to realizations of even higher magnitudes of DLR-q sensitivities. Preliminary tests confirm this hypothesis, but issues with the cloud mask need to be resolved before any definite conclusion can be reached. We also note here that these changes in DLR are likely to be upper bounds on the response to changes in q because increases in temperature cause DLR to increase, and we have not considered the impact of changes in temperature which tend to be positively correlated with changes in q.
[46] Quantifying the influence of cloud properties on DLR, we find a DLR change of 0.8 Wm À2 per unit of optical thickness when optical thickness is between 0 and 20, and a DLR change of 1.1 Wm À2 (%) À1 for cloud fraction between 80 and 100%. These entail a maximum change in DLR of 16 Wm À2 for a 20 unit change in optical thickness, and a DLR change of 22 Wm À2 for a 20% change in cloud fraction. In general, we find the impact on DLR from a change in q, for the range of q available at this elevation, to be greater than that from a change in either cloud optical thickness or cloud fraction. Although these numbers are only indicative of what the real cloud effect might be, these results are qualitatively sound, as errors in the MODIS retrievals will mostly affect nighttime observations which are not used here. In addition, optically thin clouds, which are also a source of errors for MODIS retrievals, are not found to have a large impact. Furthermore, ground measurement uncertainties are small and suffer from no systematic bias, and are further reduced by using multiple years and a large sample.
[47] Overall, our experiments suggest the presence of clouds has a very limited influence on the sensitivity of DLR to q in the low q range (<5 g kg À1 ). However, at higher values of q, clouds tend to reduce this sensitivity. In the context of a future warming at high elevations, which may be accompanied by increases in the atmospheric moisture, winter and early spring may see a significant increase in DLR and possibly accelerated warming that could be partially offset by a change in cloud properties. These results are obtained using only one high-elevation site during daytime, but include a large sample size that should reduce the impact of measurement uncertainties and interannual variability (which was found to cause an uncertainty of no greater than 10% in the exponents of equation (1)). The low values of the standard deviations of the seasonal sensitivities provide additional evidence that the errors in sensitivities are small. Nevertheless, further work is needed to include nighttime observations and compare our results with other highelevation locations.
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