The burgeoning paradigm of high-throughput computations and materials informatics brings new opportunities in terms of targeted materials design and discovery. The discovery process can be significantly accelerated and streamlined if one can learn effectively from available knowledge and past data to predict materials properties efficiently. Indeed, a very active area in materials science research is to develop machine learning based methods that can deliver automated and cross-validated predictive models using either already available materials data or new data generated in a targeted manner. In the present contribution, we show that fast and accurate predictions of a wide range of properties of binary wurtzite superlattices, formed by a diverse set of chemistries, can be made by employing state-of-the-art statistical learning methods trained on quantum mechanical computations in combination with a judiciously chosen numerical representation to encode materials' similarity. These surrogate learning models then allow for efficient screening of vast chemical spaces by providing instant predictions of the targeted properties. Moreover, the models can be systematically improved in an adaptive manner, incorporate properties computed at different levels of fidelities and are naturally amenable to inverse materials design strategies. While the learning approach to make predictions for a wide range of properties (including structural, elastic and electronic properties) is demonstrated here for a specific example set containing more than 1200 binary wurtzite superlattices, the adopted framework is equally applicable to other classes of materials as well.
Introduction
Materials community is currently witnessing a paradigm shift in the way materials design and discovery process has been approached traditionally [1] . Fueled by the Materials Genome Initiative, algorithmic and methodological developments and access to unprecedented computational power, high-throughput explorations of enormous chemical spaces have significantly aided the available materials knowledge base [2, 3] . As a result, massive open-access databases of computed/predicted materials properties (including electronic structure, thermodynamic and structural properties) are now available [4] . Inspired by the resounding successes of data-driven efforts in other domains (such as bio-informatics, cheminformatics and artificial intelligence), materials scientists are currently looking at efficient ways to extract knowledge, insights and hidden patterns out of materials 'big-data'. As a result, informatics-based rational design strategies for novel materials discovery are now beginning to take shape within materials science [5] [6] [7] .
Given past knowledge-in terms of accurate data for a limited set of materials residing within a well defined chemical space-an informatics-based statistical learning framework can provide an alternative pathway to make fast and accurate predictions on new compounds within the target chemical space [8, 9] . Thus, the ML-based surrogate models can be practically useful for interpolative explorations of large compositional and configurational spaces to identify promising materials in a first line of screening. In fact, numerous successful efforts aiming at creation of such surrogate models for the estimation of a wide range of materials properties have recently been reported, including bulk and defect energetics [10] [11] [12] [13] , melting temperatures [14, 15] , mechanical properties [16, 17] , bandgaps [18] [19] [20] [21] , thermal conductivity [22] , dielectric breakdown strength [23, 24] , catalytic activity [25, 26] , and radiation damage resistance [27] . To further harness the predictive power of the developed learning models, efforts are also underway to design and discover new and improved materials for specific applications. Some targeted applications in this direction include shape memory alloys [28] , improved piezoelectrics [29] , MAX phases [30] , novel perovskite and double perovskite halides [31, 32] , CO 2 capture materials [33] and potential candidates for water splitting [34, 35] .
One critical aspect in creating such predictive ML models for materials properties is to devise a suitable numerical representation of a material, also referred to as the fingerprint or feature vector [36] . The specific choice of a fingerprint depends on the problem under study, the target application and the required accuracy of the predictions. However, regardless of the choice adopted, the fingerprints have to satisfy a number of basic criteria to qualify as a valid numerical representation to encode materials similarity. In particular, the representation of a material should be simple, unique, easily accessible, transferrable to compounds with varying compositions and configurations in the target chemical space and invariant to the rigid translation, rotation and permutation of like atoms of the material [37] .
Owing to these constraints, construction of a fingerprint for a problem at hand is not always straightforward or obvious, and development of suitable and general fingerprints for materials applications is an active area of research [7] . Recent statistical learning strategies for materials properties have relied on both coarse-level (or macroscopic) or finer atomic-level (microscopic) fingerprints, frequently formed by (1) properties of the isolated atomic species (such as the first ionization potentials, electron affinities, computed discrete atomic energy levels calculated at a given level of theory) of the isolated atoms; (2) properties of the elemental compounds (such as cohesive energies, melting temperature of the elemental solids forming the compound) and (3) conveniently accessible and physically relevant bulk properties of the compound itself (e.g., formation energy and Kohn-Sham bandgaps). On the other hand, much more sophisticated fingerprints with the ability to resolve closely related local atomic environments are desired for specialized applications such as learning force fields and details of potential energy landscapes for molecular dynamics simulations [38] [39] [40] [41] [42] .
Further building along this direction, we present a simple numerical representation scheme to describe and learn materials properties for multilayered hetero-structures and superlattices. Based only on composition and relative placements of the nearest neighbor building blocks (or material layers) in a superlattice, the adopted representation is demonstrated to be able to learn a number of diverse properties for a database of combinatorially generated compounds. The efficacy of the fingerprint is demonstrated by learning structural, elastic and electronic properties from a first principles generated dataset containing more than 1200 binary octet wurtzite superlattices, stacked along the [0001] direction. The overall workflow of our ML strategy is depicted in Fig. 1 . Although the specific choice of the wurtzite superlattices is largely motivated for illustrating our ML strategy, the materials within this class do form essential components in several applications including photovoltaics, electronics and radiation detection and can be realized using epitaxial growth methods such as molecular beam epitaxy, chemical vapor deposition and pulse laser deposition [43] [44] [45] .
In addition to showcasing the predictive power of the adopted fingerprint in learning different properties, a multifidelity learning approach is demonstrated to be remarkably effective for properties that can be computed at different levels of fidelities-in this case the bandgap of the superlattices. By combining two ML models that learn the bandgaps computed at a low-fidelity (in the present case computed using a semi-local exchange correlation functional) and at a higher fidelity (using a hybrid functional), the multifidelity approach for the bandgaps is shown to be remarkably accurate. Lastly, we note that the learning strategy developed in this contribution is general and can be readily extended to larger chemical and property spaces as well as other layered materials classes.
Technical details Model details and data generation
Our starting point in the present work is a combinatorial scheme to systematically generate multilayer superlattices of wurtzite AB-type crystalline solids stacked along [0001] direction. The building blocks of these superlattices are drawn from a pool of the following 32 candidate binary crystalline bulk solids (hence forth referred to as AB i ): BN, BeO, SiC, AlN, GaN, BP, ZnO, BAs, BeS, InN, BeSe, CuCl, ZnS, GaP, AlP, CuBr, BeTe, ZnSe, GaAs, AlAs, MgS, CdS, InP, CuI, ZnTe, InAs, CdSe, GaSb, AlSb, AgI, CdTe and InSb. The rationale behind the choice of this subset is the fact that the materials in this selection are known to occur either in the wurtzite or in the zincblende crystal structures. For the situations when the zincblende structure is the ground state, the wurtzite structure is, generally, only slightly higher in energy and therefore represents a closely competing local minimum on the potential energy surface [36] . Indeed, zincblende to wurtzite phase transitions in such situations are common and have been reported in the past [46, 47] .
Next, we consider n-block periodic repeat units of
, with AB i , AB j , AB k , etc.-in total n units, forming an n-block system-taken from the pool of the 32 possible compounds (cf. Fig. 1 ). The chemical space made available by the superlattices of the AB i compounds in this class is truly enormous and it is easy to see that the adopted scheme readily gives rise to a combinatorial explosion in terms of different compositional and configurational possibilities. For instance, if we just consider a 6-block repeat unit, where each block can be populated by any of the 32 possibilities, a naive enumeration scheme leads to 6 32 possibilities. Of course, many of these systems will be Figure 1 A schematic representation of the overall ML scheme adopted in this work. Starting from a set of 32 AB i bulk compounds, multilayer superlattices are formed in a combinatorial fashion. Subsequently, a simple numerical representation or fingerprint is constructed by counting different possible AB i ÀAB j pairs appearing within a given superlattice. Finally, validated ML models built on these fingerprints are used to predict various properties.
identical considering the translational symmetry within the imposed periodic boundary conditionsaccounting for which still leads to several million compounds. However, many of these systems carry physically impossible levels of in-plane epitaxial strain, and therefore can not be considered realistic from a synthesis point of view. To limit ourselves to only physically meaningful combinations, we further restrict our exploration to superlattices where none of the two bulk materials building the heterostructure have an average in-plane mismatch of more than 3%.
More precisely, we require that
with a i representing the in-plane lattice parameter of the ith bulk constituent used to construct the superlattice. This systematic down-selection scheme allows us to significantly reduce the combinatorial possibilities and helps in focusing largely on physically meaningful combinations of the materials.
Density functional theory computations
The ML-based approach put forward here is general and, in principle, can be used with any arbitrarily chosen value of the superlattice period or the block size n. However, for the sake of illustration, here we choose n ¼ 6 for generating of our training dataset. The choice of n ¼ 6 was largely for computational convenience. More specifically, the number of possible configurations within this target chemical space is large enough for training the ML algorithm, but not too large that it becomes impractical to perform DFT computations on the entire set of enumerate possibilities. On one hand, going below n ¼ 6 possible number of configurations shrinks exponentially that might in turn limit the predictive power of the ML model owing to the limited training instances. On the other hand, going beyond n ¼ 6 a combinatorial explosion in the configurational space leads to too many possible distinct compounds that it quickly becomes impractical to perform DFT computations on the entire set of materials and to compute the diverse set of properties considered here. Therefore, n ¼ 6 provides a sweet spot in the computational cost and ML model accuracy trade-space, where the size of the training dataset is large enough to train a ML model of sufficient accuracy, but not too large that it becomes computationally infeasible to generate the training dataset in the first place.
For the case of n ¼ 6, a total of 1279 distinct superlattices are possible, forming a reference set for the present work. For this set, a property dataset is computed using first principles density functional theory (DFT) computations for training and testing the ML models developed here. DFT [48, 49] , as implemented in the Vienna ab initio simulation package (VASP) [50] , was used to obtain the relaxed geometries of the 6-block superlattices, each containing a 12-atom supercell. Out of the 1279 distinct superlattices, 29 failed to converge despite our best efforts and for the remaining 1250 systems, the structural, electronic and elastic properties were computed. The specific properties that we considered in this work are relaxed in-plane lattice parameter (henceforth referred to as lattice parameter), formation and interfacial energies, electronic bandgap and elastic constants. To compute the formation energies and the interfacial energies, bulk elemental solids (i.e., the 0 K ground states of elemental solids, as listed in Materials Project database [51] ) and the 32 relaxed bulk wurtzite AB i systems were used as reference states, respectively. The formation energies are reported in eV/atom while the interfacial energies are computed in eV/Å 2 . The generalized gradient approximation (GGA) by Perdew et al. [52] , projector-augmented wave frozen-core potentials [53] , and a cutoff energy of 500 eV for the plane-wave expansion of the wave functions were used. A Gammacentered 9 Â 9 Â 4 Monkhorst-Pack k-point mesh [54] was used for the 6-block superlattices, and for larger size systems appropriately scaled k-point meshes with similar k-point densities were used. As the GGA functional is known to underestimate bandgaps of insulators, the Heyd-Scuseria-Ernzerhof HSE06 functional [55] (with the mixing and inverse screening parameters set to 0.25 and 0.207 Å À1 , respectively) was used to obtain more accurate bandgap values for the compounds with GGA bandgap [ 0.05 eV. This data, containing 121 insulating compounds, constituted the high-fidelity dataset for the multifidelity bandgap prediction model.
The elastic stiffness constants C ij are derived from the second order Taylor-expansion coefficients of the total energy, as
where the following Voigt-notation is employed: xx7 !1, yy7 !2, zz7 !3, yz7 !4, xz7 !5, xy7 !6 to describe the strain tensor. In practice, the elastic tensor is ) results in five independent elastic constants for the wurtzite crystal structure. Also, note that in some cases we find negative components of the elastic tensor, indicating that the corresponding materials are mechanically stable but near an elastic instability. We also explicitly checked that the computed components of the elastic tensors satisfy the Born-Huang elastic stability criteria for the wurtzite crystal; viz:
13 [56] . Again, if one or more of these criteria is violated, one or more of the elastic tensor eigenvalues is going to be negative. A set of 987 compounds satisfied these criteria and were subsequently used for building ML models. The entire DFT-generated property dataset, that is subsequently used to train the ML models developed here, is provided as a part of the Supplementary Information accompanying the manuscript.
Numerical representations or fingerprinting
While high-throughput data generation using an accurate quantum mechanical level of theory (such as the DFT used here) is useful in itself and can help identify desired material candidates with targeted properties, perhaps the more interesting question is whether one can understand the origins of the different trends and tradeoffs exhibited by various properties on a physical basis, and subsequently harness this understanding to search for other suitable novel material compositions in an efficient manner. Within the context of multilayer superlattices investigated here, the trends should be traceable to the identities and the relative placements of various AB i building blocks forming the periodic structures. Therefore, by looking at correlations between the blocks and the properties being studied, one can, in principle, get insights into how individual, or some combination of the structural units are expected to have a particular influence on the properties.
A key enabling step in this direction is to numerically represent-or fingerprint-our periodic superlattices based on their building block identities (i.e., compositions) and the relative placements (i.e., configurations) of these building blocks. In fact, identification of novel and compact ways to numerically represent molecules and materials for data mining and ML is an emerging topic within materials science and related fields [57] [58] [59] [60] [61] [62] [63] [64] . As already briefly discussed in the ''Introduction'' section, specific choice of the adopted fingerprinting scheme is highly problem specific. In general, a chosen numerical representation must satisfy a number of key requirements to qualify for a suitable representation. In particular, a fingerprint representing a material in a target chemical space should be simple, intuitive, unique, easily accessible (computable at a minimal computational cost), invariant with respect to certain symmetry operations such as translations and rotations of the material, invariant to permutations of like atoms or motifs, and easily generalizable to all cases within the same chemical subspace.
For the present case, perhaps the simplest choice of a fingerprint (denoted as F I ) could be a count of the number of different types of AB i blocks, normalized by the total number of blocks in the periodic repeat unit. This would result in a 32 dimensional feature vector, each component of which corresponds to one of the blocks and is related to the number of times it appears in the given superlattice repeat unit. While simple and elegant, it is easy to see that F I is not unique and all materials having different configurations but a fixed composition will be mapped on to a single fingerprint vector. In other words, F I does not take into account the effects of neighboring blocks into account. Realizing this, a natural extension of F I can be to go to one step higher in complexity to devise a fingerprint scheme F II that counts all possible pairs, normalized again by the total number of blocks in the repeat unit.
For the case at hand, F II is defined as a 32 Â 32 symmetric matrix, every component of which corresponds to any one pair of two neighboring AB i blocks. Since the components of the fingerprint F II always sum to the number of blocks in the repeat unit, normalization by the total number of blocks assures that the fingerprints are generalizable to repeat units of arbitrary length. This is the key feature that allows a ML model to train on systems with smaller repeat units to explore and make predictions on larger size repeat units. Furthermore, owing to the imposed criterion of epitaxial strain \ 3%, only a limited number of AB i -AB j blocks are allowed to form the superlattices, giving rise to a sparsely populated F II matrix for the present dataset and since the matrix is symmetric with respect to the diagonal (i.e., F II;ij ¼ F II;ji ), in practice, we only consider the upper triangular matrix of F II as a numerical representation. Finally, we note that the numerical representation adopted here can also be considered as a reminiscence of a cluster expansion approach or an extension of a group contribution approach developed in the past and the efficacy of this fingerprinting scheme has been successfully demonstrated for 1-dimensional polymeric systems [9, 65] .
To further understand the nature of the fingerprint vector, correlations between the different components of fingerprint F II and two properties, namely, the lattice parameter and the bandgap, are shown in Fig. 2 in the form of matrix heat maps. The coefficients plotted on the map were obtained using the Pearson correlation coefficient P defined as:
for two N dimensional vectors x and y with x and y representing the corresponding means, which provides values ranging between -1 and ? 1 to capture the degree of negative or positive correlation, respectively, between any property and any component of the fingerprint vector. More specifically, in this particular case x is a column vector corresponding to a particular AB i ÀAB j repetition represented by a particular component of the fingerprint vector, y is a column vector representing the property of interest and N is the total number of compounds in the dataset. The shade of the color in any matrix component shows how positively or negatively that particular pair of blocks (i.e., pairs formed by AB i and AB j units plotted in the x and y axes) is correlated with the given property. Also note that the AB i units on the x-and y-axis are arranged in an increasing order of their lattice parameters. This gives rise to a clear trend between the AB i -AB j pairs and the Pearson correlation coefficients in the matrix heat map. It can be seen from Fig. 2a that the fingerprint components corresponding to the pairs with lower values of Figure 2 Pearson correlations between fingerprint components of F II and selected properties-a lattice parameters and b electronic bandgaps-computed using the GGA exchange-correlation functional and shown in the form of heat maps. The 32 AB i compounds are arranged in an increasing order of their lattice parameters going from left to right on the abscissa. The 'white' color in the heat maps for the off-diagonal AB i ÀAB j pairs indicates that the in-plane lattice mismatch for these pairs in a superlattice exceeds the critical limit of 3% and therefore this pair does not appear in the dataset (see text for details). the lattice parameters (i.e., lying on the lower side of the x and y axes) exhibit the most negative correlation with the lattice parameter. Therefore, the existence of these pairs makes the most negative contributions toward the lattice parameter in a superlattice. As we move up along the diagonal in the heat map, this trend gradually becomes positive. The heat map plot for the bandgap in Fig. 2b , on the other hand, does not exhibit such obvious trend. While the diagonal elements of this correlation matrix relate well to the bulk bandgaps of the AB i systems, the off-diagonal elements largely represent negative Pearson correlation coefficients, indicating that most of the combinations contribute toward lowering of the bandgap. This observation is also in line with the fact that a large number of superlattices in our database are indeed metallic. However, there are also pairs such as AlP-GaP, MgS-ZnSe and MgS-BeTe for which the Pearson correlation coefficients exhibit a positive trend, indicating that these blocks, on an average, make a positive contribution toward the bandgap.
Results and discussion

Efficient property predictions
While qualitative trends based on the fingerprints alone are insightful, an efficient property prediction model that can provide more quantitative predictions would be practically useful. Building on our prior work, we use kernel ridge regression (KRR) [66, 67] to establish a mapping between the fingerprints and the properties (namely, lattice parameter, formation and interfacial energies, elastic constants and electronic bandgaps computed using both the GGA and HSE functionals). KRR is a statistical learning algorithm that works on the principle of similarity [68] and is capable of handling nonlinear relationships via the kernel trick. Within KRR, a measure of similarity or distance d ij for two materials (indicated by the indices i and j) is first defined in the fingerprint space-in our case the Euclidean distance in the fingerprint F II space was used. Next, by comparing the fingerprint of a new candidate material with those of a set of reference cases for which property values are already available, an interpolative prediction of the property of the new material is obtained. Using this scheme, the property } of a new system j is given by a sum of weighted Gaussians,
where i runs over the systems in the previously known dataset. The coefficients a i s and the hyperparameter r are obtained as a part of the 'training' process. In KRR model, the training process is built on minimizing the expression This mapping needs to be established while adhering to the best practices in statistical learning to ensure a truly predictive model, avoiding perils of overfitting [66, 69] . In practice, this is achieved by training the ML models on a randomly selected subset of the available dataset, referred to as the training set, and the predictive performance of the model is tested on the remainder of the dataset, referred to as the test set. In the present work, we consistently used 80% of the available property dataset to be the training set and the remaining 20% was used as the test set. In addition, to determine model hyper-parameters, model training step included a five-fold cross-validation to minimize overfitting and the optimal hyper-parameters were determined via grid search on a logarithmically scaling fine grid. Finally, we note that the parameters k, r and a i s were determined separately for each property prediction ML model.
The parity plots in Fig. 3 compare various properties as predicted from the trained KRR ML model using fingerprint F II versus the respective DFT values. The panels also show the Pearson correlation coefficients and mean absolute errors evaluated on the test set as a quantitative measure of agreement between the ML predictions and reference DFT computations for each property prediction. Furthermore, to evaluate the error bars on the predicted properties as well as the variability in the prediction performance of the ML models with respect to different training sets, we also performed an extensive error analysis on the ML models, which is provided as a part of the Supplementary Information accompanying the manuscript. Given that we employ such a simple and transparent numerical representationbuilt just on the relative placements of different pairs of AB i units in the superlattice-a reasonable out-ofsample prediction performance on a diverse set of properties is rather remarkable. The true power of such a property prediction model is its capability to instantly predict the target properties for a new system of arbitrary complexity, without needing to pursue an expensive DFT computation.
Furthermore, since our fingerprint vector is readily transferable to any arbitrarily large block size, the trained models can be used to explore much larger chemical spaces made available in larger size superlattices, for instance, 8-block or 10-block superlattices. To test the predictive performance of the trained ML model in such situations, we compare our predictions with actual DFT calculations on a selection of 8-block superlattices exhibiting a range from low to high values of formation energy and finite bandgaps. The blue crosses in Fig. 3 compare the ML prediction with the corresponding DFT results for this set. As can be seen, the agreement is impressive indicating that the prediction model trained on 6-block cases is transferrable to systems with larger block sizes.
While the agreement between the ML model predictions and DFT computations is reasonable, it is not close to perfect. The origins of this disagreement can be attributed to (1) simplicity of the numerical representation employed and (2) sparsity of the training database. These two factors thus also constitute two natural pathways for further systematic improvements in ML models' predictive power, viz., by increasing model complexity and incorporating more relevant information, respectively. Nevertheless, Fig. 3 clearly demonstrates how one may use interpolative statistical learning methods as a first line of screening to reduce computational cost while exploring a vast chemical subspace.
Multifidelity learning for the bandgap
The bandgap is a key material property relevant for a range of applications including energy harvesting, device physics, energy storage, catalysis, and radiation detection to name but a few examples [70] . As a result, the bandgap often serves as a crucial screening parameter in rational design of functional materials. However, available experimental data for bandgaps is generally limited [71, 72] , and local and semi-local exchange correlation functionals within DFT are well known for their deficiency in accurately predicting the bandgap [73] [74] [75] . Given that accurate calculations of bandgaps are time consuming and resource intensive, development of ML-based accurate and Figure 3 Prediction performance of the trained ML models for different properties. The different panels present parity plots comparing the KRR predictions (on the y-axis) and the corresponding DFT evaluated properties (on the x-axis) for each of the property considered here. Pearson correlation coefficients P and mean absolute errors (MAEs) computed on the test set of 6-block superlattices are also indicated in each panel. The correlation is indicated as % with a 100% representing a perfect correlation and the reported MAEs have the units that of the respective properties.
fast surrogate models of bandgap can be particularly significant [76] [77] [78] . However, the bandgap prediction performance of our KRR-based ML model presented in Fig. 3 is relatively poor as compared to the other properties. This is due in part to the complexity of the property itself but also to the limited number of insulators present in the training data. To further improve the prediction performance of the ML model, we adopt a multifidelity learning strategy that combines information computed at an inexpensive lower level of theory, e.g., using a semi-local GGA exchange-correlation functional (the low-fidelity value), and computed using an more accurate, but expensive, approach, e.g., using a hybrid HSE exchange-correlation functional (the high-fidelity value).
When considering a multifidelity learning model for the bandgap predictions, a naive approach can be to use a low-fidelity property value as a feature in the learning model to predict the corresponding higher fidelity value. However, using low-fidelity estimates as features strictly requires the low-fidelity data for all materials for which predictions are to be made using the trained model. This can be particularly limiting or extremely computationally demanding when faced with a combinatorial problem that targets exploring vast chemical and configurational spaces. Here we take an alternative route, where we train two separate KRR learning models. The first learning model is trained on the low-fidelity data (in this case the PBE bandgaps) using the F II fingerprint as numerical representation. Subsequently, predictions of this low-fidelity model are used as an input in a high-fidelity learning model. More specifically, in this case we augment the F II fingerprint with the predicted PBE bandgaps from the low-fidelity model to predict the HSE bandgaps. As before, 80% of the 6-block dataset was used for training the learning models and the remainder of the dataset served as a test set. Cross-validation and testing is performed separately at each level of fidelity to ensure the best prediction performance on unseen data.
The multifidelity learning strategy leads to a remarkable improvement in the prediction performance for the HSE bandgaps as shown in Fig. 4a . The Pearson correlation coefficient between the ML-predicted and DFT-computed HSE bandgaps for the test set is now 98.58%, which is a significant improvement as compared to the corresponding value of 84.70% obtained with the conventional KRR ML model. We also tested the predictive performance of the learning model on larger size superlattices, beyond the 6-block system. The blue and red crosses in Fig. 4a compare the ML predictions with the corresponding DFT results for a selected set of 8-and 10-block systems, respectively. As can be seen from the figure, the agreement is comparable to the prediction performance obtained on the 6-block cases, indicating transferability of the model to systems with larger block sizes. The true power of such a ML model is to make instant interpolative predictions on a set of compounds in a multidimension compositional space to study chemical trends and screen compounds with target properties. As an example, Fig. 4b presents a ternary property diagram for predicted HSE bandgaps of wurtzite superlattices formed in BeTe-ZnSeMgS compositional space, where systematic chemical trends can be seen.
A number of recent studies have focused on prediction of the bandgap of solid insulators using ML for a diverse range of materials classes, including binary octet semiconductors [19] , perovskites [18, 20] , kseterites [21] and chalcopyrites [79] . ML-based bandgap prediction models developed in these efforts have largely relied on selected atomic features of the elemental constituents forming the compounds as fingerprint, such as electronegativity, ionization potential, atomic number and pseudopotential radii. Unlike the previous work, here we have shown that a much simpler fingerprint based just on the chemical identity of the building blocks and their relative positions can actually lead to reliable and reasonable predictions over a range of properties of multilayered superlattices. While we demonstrate this for a specific case of binary octet wurtzite superlattices, the adopted general framework is deemed applicable to other important classes of functional materials such as layered perovskites [80] and multilayers of two-dimensional materials [81] .
To summarize, in this contribution we have demonstrated that judiciously chosen simple numerical representations can be used to quantify chemical similarity in multilayered hetero-structures. Cross-validated and predictive ML models built on these representations are capable of predicting a diverse range of properties with a reasonable accuracy. These models can also be systematically improved by adding more data, within a conventional learning framework or by using more advanced learning models that information sources at different levels of fidelities, as shown for the bandgap predictions here. Surrogate models, such as those developed here, provide an efficient alternative route from materials to properties and can be practically useful in identifying promising cases while searching for candidate materials with a set of prespecified property requirements. More importantly, the ML property prediction scheme can be combined with optimization routines such as genetic algorithms, Monte Carlo schemes or simulated annealing to directly tackle the inverse design problem. The suite of tools and strategies that emerge from this effort take us a step closer to rational, accelerated and adaptive design of materials in general, and multilayer superlattices in particular. The learning strategy demonstrated here can be readily extended to larger chemical and property spaces, given a reliable training dataset is available or can be generated through computations and/or experiments.
