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Summary
The task of integrating heterogeneous spatial objects from fragmented geospatial datasets, which can
be found in different forms in practice, is systematically analyzed and solved in this thesis.
Starting from a use case analysis of geometrical integration, multiple process models for the solution
of the integration problem are derived. As three main steps of geometrical integration we identify
the correspondence problem for homologous spatial objects from multiple maps, the identification of
implicit spatial relations and the computation of a transform that warps heterogeneous source datasets
into one consistent target dataset.
We define a simple model of a map and formulate geometrical integration as a transformation
problem between one idealized true map only known partially and multiple realizations of the map
perturbed by random noise and unknown systematic effects.
In the statistical model the connection between the true map and its realizations is interpreted as
a multivariate spatial random process and further investigated by geostatistical and classical estima-
tion methods. As a main result a model of the distance-dependent relative accuracy (neighborhood
accuracy) in spatial datasets is obtained. On the basis of this statistical hypothesis two models for the
estimation of the true map, namely intrinsic kriging and collocation, are suggested.
As an alternative to the stochastical model we suggest the deterministic model of the topology of
the euclidean plane where the connection between the maps is treated as a homeomorphism. The
consideration of constraints in form of a bijection for homologous points and nonlinear functions for
geometrical constraints leads to the formal definition of the homogenization of maps.
An extension of the collocation model allows us to estimate the unknown parameters (coordinates)
in the system of the true map and to simultaneously consider geometrical constraints, the linear trend,
the nonlinear signal and the random noise. Due to the high density of its design matrix the suggested
model is unsuitable for practical applications with mass data.
The hybrid approach of Benning appears to be an optimal compromise between the extended col-
location model and other alternatives. It has the advantage that statistical least squares methods can
be combined with (efficient) deterministic interpolation methods and furthermore leads to a sparse
design matrix. By the application of a multi-level nested dissection algorithm a massive reduction of
the run times is achieved for the estimation of the unknown coordinates in the hybrid model.
The hardest problem in automating geometrical integration is the correspondence problem for the
geometries of the participating datasets. As state-of-the-art approach the iterated closest point set
algorithm (ICP) is discussed and extended by a robust estimator and various nonlinear transforms.
As a fundamental alternative to the ICP algorithm we present a softassign deterministic annealing
approach (RPM-TPS) for matching datasets perturbed by nonlinear deformations and random noise.
A flexible rule-based procedure is suggested for the creation of a virtual cross-layer topology which
enables us to efficiently identify geometrical constraints in multi-layer spatial datasets.
Finally we discuss various aspects of geometrical integration in a GIS environment. Conventional
and novel techniques for the visualization and interpretation of adjustment results are presented.
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1 Einfu¨hrung
Die organisationsu¨bergreifende Wiederverwendung und Kombination bestehender Datensa¨tze beein-
flusst in zunehmendem Maße den praktischen Alltag bei der Nutzung raumbezogener Daten. Begu¨nsti-
gend wirkt sich dabei der steigende Grad der syntaktischen Interoperabilita¨t im Bereich der ra¨umlichen
Informationsverarbeitung aus. Der o¨konomische Vorteil der geteilten Nutzung und Wiederverwendung
raumbezogener Daten ist offensichtlich: der Flaschenhals der Datenerfassung und Produktion wird
durch die Wiederverwendung bestehender Daten vermieden. Im theoretischen Fall der vollsta¨ndigen
Interoperabilita¨t innerhalb einer Geodaten-Infrastruktur (GDI) kann sich der Nutzer ra¨umlicher Da-
ten unmittelbar seinen tatsa¨chlichen Problemen zuwenden. Diese bestehen nicht in der Beschaffung
und Integration sondern in der Analyse auf der Grundlage bestehender Daten aus heterogenen Quel-
len. Die Produzenten von Geodaten erhalten durch die markto¨ffnende Wirkung offener Daten- und
Diensteschnittstellen zusa¨tzliche Absatzmo¨glichkeiten.
Die Kombination und Integration heterogener Datenquellen ist ein vielschichtiges Problem, das auch
außerhalb der Geoinformatik in der allgemeinen Informationsverarbeitung seit langem Gegenstand der
Forschung ist. In der Entwicklung interoperabler Schnittstellen fu¨r raumbezogene Daten und Dienste
ist ein Trend zu der Erweiterung und Spezialisierung bestehender allgemeiner Standards erkennbar.
Davon zeugen die Multimedia Erweiterung der Datenbanksprache SQL (SQL/MM) und das GML
Schema zu der Kodierung raumbezogener Daten in der Datenbeschreibungssprache XML, die heute
Bestandteil der internationalen Normung sind [Kresse und Fadaie 2004].
Syntaktische Interoperabilita¨t ist eine notwendige Bedingung fu¨r die praktische Nutzung verteilter
Geodaten. Sie ist jedoch keineswegs hinreichend, denn Heterogenita¨t auf ho¨heren Abstraktionsebenen
der Interoperabilita¨t kann die integrierte Nutzung der Daten verhindern. Die Natur der semantischen
Interoperabilita¨t und die Ansa¨tze zu ihrer U¨berwindung sind Gegenstand einiger aktueller Forschungs-
vorhaben.
Die vorliegende Arbeit widmet sich der geometrischen Integration raumbezogener Objekte aus frag-
mentierten Geodatenbesta¨nden. Die geometrische Interoperabilita¨t ist zu unterscheiden von syntakti-
scher und semantischer Interoperabilita¨t. Sie ist beschra¨nkt auf die Geometrie raumbezogener Objekte,
jedoch ist zu ihrer Lo¨sung die syntaktische und die partielle semantische Homogenita¨t der Daten er-
forderlich.
1.1 Integration und Aktualisierung heterogener raumbezogener Objekte
Aus der Sicht eines Anwenders stellen die Integration und Aktualisierung raumbezogener Daten zwei
unterschiedliche Anwendungsfa¨lle dar. Wa¨hrend die Integration die konsistente Zusammenfu¨hrung
von unabha¨ngig gefu¨hrten, eigensta¨ndigen Datenbesta¨nden beschreibt, ist die Aktualisierung ein wie-
derkehrender Vorgang mit dem Ziel der Fortfu¨hrung und Anpassung der Inhalte eines ra¨umlichen
Datenbestandes an den aktuellen Zustand der realen Welt.
Auf der Ebene der Geometrie fu¨hren Integration und Aktualisierung zu a¨quivalenten Fragestellungen
der geometriebasierten Zuordnung homologer Objekte und Beseitigung ra¨umlicher Widerspru¨che unter
Beru¨cksichtigung der lokalen Nachbarschaftsverha¨ltnisse.
1
1 Einfu¨hrung
1.1.1 Lokale Abha¨ngigkeit der Geometrie in Geodatenbesta¨nden
Bei der Beseitigung der ra¨umlichen Widerspru¨che kommt es zu A¨nderungen an der Geometrie von Ob-
jekten. Dabei ist zu beru¨cksichtigen, dass lokale Abha¨ngigkeiten der Geometrien in Geodatenbesta¨nden
existieren, die nicht oder nur partiell in expliziter Form bekannt sind.
Die Ursache fu¨r die lokale Abha¨ngigkeit ra¨umlicher Daten stellt das Nachbarschaftsprinzip dar, das
bei traditionellen (terrestrischen) Vermessungsverfahren durchweg Anwendung findet. Benachbarte
Punkte in ra¨umlichen Datenbesta¨nden sind oft mit Lagefehlern a¨hnlicher Gro¨ße und Richtung behaftet.
Die Beru¨cksichtigung dieser impliziten Abha¨ngigkeiten zwischen den Koordinaten bei der geometri-
schen Integration heterogener Objekte ist ein zentrales Problem der Homogenisierung. Die origina¨ren
Messungen, die den lokalen Zusammenhang der Daten definieren, sind ha¨ufig nicht mehr verfu¨gbar. Es
wird daher ersatzweise eine deterministische oder stochastische Hypothese u¨ber die lokale Abha¨ngig-
keit der Koordinaten formuliert.
Als Einfu¨hrung in den praktischen Hintergrund der Thematik werden nachfolgend die geometrischen
Aspekte der Integration heterogener raumbezogener Objekte aufgezeigt. Im Anschluss folgt eine Dis-
kussion der Besonderheiten geometrischer Aktualisierungen (Updates) raumbezogener Daten, bei der
zuna¨chst die Sicht der Produzenten von Geobasisdaten auf die Aktualisierung homogener Prima¨rda-
tenbesta¨nde und dann die Nutzersicht der Aktualisierung integrierter Geodatenbesta¨nde betrachtet
wird.
1.1.2 Integration heterogener raumbezogener Objekte
Ha¨ufig erfordert die Beantwortung einer praktischen raumbezogenen Fragestellung eine Kombination
raumbezogener Daten aus verschieden Quellen, die in unterschiedlichen ra¨umlichen Bezugssystemen
vorliegen. Zum Zwecke einer konsistenten Integration ist daher die Transformation in ein gemeinsa-
mes Referenzsystem durchzufu¨hren. Die analytischen Zusammenha¨nge der Transformation von Ko-
ordinaten unterschiedlicher Bezugsfla¨chen und Systeme geho¨ren zu den Standardfunktionen heutiger
kommerzieller GIS Software [Heitz 1988].
Im Falle ungleichartiger Koordinaten kann durch eine analytische Koordinatentransformation keine
widerspruchsfreie Integration erzielt werden, und es verbleiben Abweichungen (Restklaffen) zwischen
homologen ra¨umlichen Objekten [Benning 2002; Heck 1995; Illert 1995; Laurini 1998].
Die Widerspru¨che resultieren aus der zufa¨lligen Natur und limitierten Genauigkeit der Methoden
der Datenerfassung. Des Weiteren fu¨hrt die Verwendung unterschiedlicher Erfassungsmaßsta¨be und
geometrischer Auflo¨sungen (Minimaldimensionen) zu Abweichungen in der ra¨umlichen Repra¨sentation
homologer Objekte.
Es gibt zahlreiche Ansa¨tze fu¨r die Elimination von geometrischen Widerspru¨chen zwischen geo-
metrisch heterogenen Datenbesta¨nden, die im englischsprachigen Raum unter dem Begriff Conflation
(Verschmelzung) zusammengefasst werden [Lupien und Moreland 1987; Saalfeld 1993; Laurini
und Thompson 1992, S. 287].
Conflation ist ein zweistufiges Verfahren. Im ersten Schritt werden korrespondierende raumbezogene
Objekte (homologe Objekte) mit Hilfe eines Zuordnungsverfahrens ermittelt. Im zweiten Schritt wird
eine fla¨chenhafte Anpassung aller ra¨umlichen Objekte mit Hilfe einer topologischen Transformation
(Homo¨omorphismus) durchgefu¨hrt, die umgangssprachlich als rubber-sheeting (Gummituch/elastische
Transformation) bezeichnet wird. Durch die Eigenschaften der elastischen Transformation wird die
lokale Abha¨ngigkeit der Lageabweichungen modelliert. Abschließend kann eine U¨berfu¨hrung der an-
gepassten und zugeordneten Objekte in ein gemeinsames Datenmodell (Schemaintegration) erfolgen.
2
1.1 Integration und Aktualisierung heterogener raumbezogener Objekte
1.1.3 Aktualisierung von Geobasisdaten aus Produzentensicht
Die Erhaltung und Verbesserung der Aktualita¨t und Genauigkeit ra¨umlicher Datensa¨tze erfordert die
fortlaufende Integration von A¨nderungen in ra¨umlichen Prima¨rdatenbesta¨nden der Produzentenseite.
Als Beispiele seien die digitalen Geobasisdaten in dem Bereich des amtlichen Liegenschaftskatasters
und der topographischen Landesaufnahme genannt, wie die deutschen ALK/ALKIS c© und ATKIS
Datenbesta¨nde oder die britische Ordnance Survey MasterMap c© [Bru¨ggemann 1995; Hake et al.
2002; Ro¨nsdorf 2004].
Die erste digitale Generation der genannten Geobasisdatenbesta¨nde wurde weitestgehend mittels
Digitalisierung und Vektorisierung analoger Karten erstellt [Illert 1988]. In diesem Kontext ist
das Verfahren der Homogenisierung fu¨r die Aufbereitung und Integration digitalisierter Geobasis-
datenbesta¨nde aus heterogenen analogen Vorlagen entwickelt worden [Wiens 1984; Benning und
Scholz 1990]. Die analogen Datenquellen, wie großmaßsta¨bige Rahmen- und Inselkarten, mu¨ssen in
das u¨bergeordnete Landessystem transformiert werden. Durch die blattschnittlose Repra¨sentation der
erfassten Daten in GIS werden Heterogenita¨ten redundanter Objekte an den Kartenra¨ndern sichtbar.
Diese sind im Rahmen der Datenaufbereitung durch Homogenisierung zu beseitigen.
Fu¨r die Fortfu¨hrung der digitalen Datenbesta¨nde werden raumbezogene Informationen mittels geoda¨ti-
scher Messungen oder photogrammetrisch gewonnen. Die Ergebnisse der Messungen sind als Aktua-
lisierungs-Informationen in existierende Datenbesta¨nde zu integrieren. Aus o¨konomischen Gru¨nden
kann der Umfang der Fortfu¨hrung thematisch und auch ra¨umlich auf eine Teilmenge der existieren-
den Daten beschra¨nkt sein, beispielsweise auf eine Menge geoda¨tischer Netzpunkte oder Punkte aus
Flurstu¨cksgrenzen einiger ausgewa¨hlter Flurstu¨cke.
Analog zu der Integration heterogener raumbezogener Objekte aus multiplen Quellen muss die Kor-
respondenz zwischen bestehenden und aktualisierten Objekten hergestellt werden. Um eine nachbar-
schaftstreue Anpassung der Ausgangsdaten an die aktualisierten ra¨umlichen Objekte zu erreichen, wird
eine Transformation vorgenommen. Die Restklaffen in den Koordinaten homologer Objekte mu¨ssen in
Abha¨ngigkeit des Punkt-Abstandes als Korrekturen an verbleibenden ra¨umlichen Objekten angebracht
werden [Benning 2002, S.266].
1.1.4 Aktualisierung von Geobasisdaten aus Nutzersicht
Die Nutzer-Datenbesta¨nde integrieren multiple, extern und intern gefu¨hrte Datenquellen. Die Gesamt-
heit der Objekte einer Datenquelle wird als fachliches Thema oder Ebene (Layer) bezeichnet. Eine
Sonderstellung nimmt die externe Ebene der Geobasisdaten ein, die den Raumbezug definiert. Hinzu
kommen multiple Nutzer-Ebenen mit raumbezogenen Objekten fu¨r die Repra¨sentation der nutzerei-
genen Vermo¨genswerte (Assets).
Die Definition des Raumbezugs durch die Geobasisdaten resultiert aus der Datenerfassung der Nut-
zer-Objekte, die nach dem Nachbarschaftsprinzip in Bezug auf die ra¨umlichen Objekte der Geobasis-
Ebene durchgefu¨hrt werden muss, um eine konsistente Integration der verschiedenen Ebenen zu errei-
chen. Lagefehler innerhalb der Geobasisdaten pflanzen sich bei dieser Vorgehensweise unmittelbar auf
die benachbarten Nutzer-Objekte fort, so dass die Annahme einer lokalen Abha¨ngigkeit der Lagefehler
der Geobasis-Ebene und der Nutzer-Ebenen gerechtfertigt ist.
Wie im vorhergehenden Abschnitt dargestellt wurde, unterliegen die prima¨ren Geobasisdatenbesta¨nde
fortlaufenden A¨nderungen, die der Verbesserung der Lagegenauigkeit und Aktualita¨t der Daten die-
nen. Bei einem Direktzugriff-Verfahren sind A¨nderungen des Prima¨rdatenbestandes zeitgleich auf der
Nutzerseite ersichtlich, dahingegen mu¨ssen Sekunda¨r-Datenbesta¨nde explizit abgeglichen werden mit
den zugeho¨rigen Prima¨rdatenbesta¨nden der Produzenten.
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A¨nderungen an der Geometrie der Geobasisdaten-Ebene vera¨ndern die gegenseitige Lage der Ob-
jekte aus Geobasisdaten- und Nutzer-Ebene.
Die ra¨umlichen Beziehungen zwischen Objekten unterschiedlicher Ebenen, beispielsweise ’Haus-
anschluss (Punkt der Wasser-Ebene) liegt innerhalb eines Geba¨udes (Fla¨che der Geobasis-Ebene)’,
sind essentiell fu¨r die Qualita¨t des integrierten Datenbestandes. Maßnahmen zu der Erhaltung und
Wiederherstellung der ebenenu¨bergreifenden ra¨umlichen Beziehungen mu¨ssen daher im Rahmen von
Geobasisdaten-Updates getroffen werden.
Die ebenenu¨bergreifenden Beziehungen werden zusammengefasst unter dem Begriff der Assozia-
tivita¨t, das Problem der Fortpflanzung von geometrischen Updates aus der Geobasis-Ebene in die
assoziierten Benutzer-Ebenen als Assoziativita¨tsproblem [Wan und Williamson 1994a; Wan und
Williamson 1994b].
Die Erhaltung undWiederherstellung der ra¨umlichen Beziehungen ko¨nnen mit den gleichen Ansa¨tzen
der Interpolation und Transformation erfolgen, die fu¨r die Integration und Aktualisierung von Geo-
basisdaten auf der Produzentenseite zum Einsatz kommen. Die Annahme einer erho¨hten relativen
Lagegenauigkeit ist in beiden Fa¨llen gerechtfertigt.
1.2 Zielsetzung der Arbeit
Ziel dieser Arbeit ist die Modellierung, Umsetzung und Validierung eines Konzeptes fu¨r die geometri-
sche Integration heterogener raumbezogener Objekte basierend auf einer Analyse der verschiedenen
Problemstellungen.
Ziel der Analyse ist es, die praktischen Anwendungsfa¨lle der geometrischen Integration zu identifi-
zieren und auf elementare, anwendungsunabha¨ngige Problemstellungen zuru¨ckzufu¨hren. Ansa¨tze fu¨r
die Lo¨sung verschiedener Aspekte des Problems, die sich zum Teil unabha¨ngig voneinander entwickelt
haben, werden untersucht und bei der Konzeption der Lo¨sung beru¨cksichtigt.
Besonderes Augenmerk gilt neuen Anwendungsszenarien, die sich aufgrund der zunehmenden In-
teroperabilita¨t der Geoinformationsverarbeitung in Geodaten-Infrastrukturen ergeben. Die Frage der
Bearbeitung von Massendaten ist von besonderer Bedeutung.
Die Arbeit verfolgt im einzelnen die folgenden Ziele:
• Analyse der verschiedenen Anwendungsfa¨lle der geometrischen Integration
• Beschreibung verschiedener Lo¨sungsansa¨tze in Prozessmodellen
• Theoretisch fundierte Modellierung der geometrischen Integration mit deterministischen und
stochastischen Ansa¨tzen
• Aufarbeitung bestehender Ansa¨tze der geometrischen Integration und Homogenisierung und
statistische Interpretation der Ansa¨tze
• Ableitung von Qualita¨ts- und Genauigkeitsmaßen fu¨r integrierte und homogenisierte ra¨umliche
Objekte
• Abstraktion des Problems in ein objektorientiertes Datenmodell
• Untersuchung von Zuordnungsverfahren fu¨r die Lo¨sung des Korrespondenzproblems der geome-
trischen Integration
• Ableitung von Algorithmen fu¨r die effiziente Identifikation und Validierung geometrischer Rela-
tionen in fragmentierten Geodatenbesta¨nden
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• Verfahren fu¨r die Transformation von Massendaten
• Flexibilisierung des Workflows und Parametrisierung von Funktionen und Benutzerschnittstellen
auf der Grundlage logischer Benutzerregeln
Die Umsetzung eines Konzeptes der geometrischen Integration erfordert die Implementierung auf der
Basis einer bestimmten technologischen Plattform. Die Festlegung auf ein System bedeutet zugleich
eine Einschra¨nkung auf dessen Strukturen und Funktionen. Als Forschungs- und Entwicklungswerk-
zeug wurde im Rahmen dieser Arbeit die GE Smallworld Core Spatial Technology (CST) verwendet,
die sich durch ihre offenen und erweiterbaren objektorientierten Strukturen auszeichnet.
1.3 Aufbau der Arbeit
Kapitel 2 dieser Arbeit stellt die ga¨ngigen Modelle raumbezogener Objekte vor. Die Umsetzung dieser
Modelle in der GE Smallworld CST wird diskutiert. Es folgt eine Analyse des allgemeinen Problems
der Integration ra¨umlicher Objekte, Funktionen und Prozesse in Kapitel 3, wobei die verschiedenen
Abstraktionsebenen der Interoperabilita¨t und Ansa¨tze zu deren U¨berwindung betrachtet werden. Die
Techniken zur Umsetzung dieser Ansa¨tze werden anhand der Smallworld CST diskutiert.
Das Kapitel 4 befasst sich mit den Anwendungsfa¨llen und Prozessen der geometrischen Integrati-
on raumbezogener Objekte auf der Grundlage der allgemeinen Techniken zu der Modellierung und
Integration raumbezogener Daten.
Kapitel 5 stellt ein formales, stochastisch begru¨ndetes Modell der geometrischen Integration vor und
gibt auf dieser Grundlage eine theoretisch fundierte Interpretation der Modellannahmen in bestehen-
den Homogenisierungslo¨sungen.
Einzelne Teilaspekte des Integrationsproblems, wie das Korrespondenzproblem (Kapitel 6), die Iden-
tifikation geometrischer Relationen (Kapitel 7) und die effiziente Bestimmung und Anwendung inte-
grierender Transformationen (Kapitel 8) werden analysiert und neuartige effiziente Algorithmen zu
ihrer Lo¨sung aufgezeigt.
Ein Objektmodell fu¨r die Parametrisierung und Prozess-Steuerung auf der Basis von Benutzerregeln
wird in Kapitel 9 dargestellt. Daru¨berhinaus behandelt Kapitel 9 die Frage des Interaktionsmodells
der geometrischen Integration und stellt eine Benutzerschnittstelle fu¨r die Bearbeitung konkreter In-
tegrationsprobleme in einem GIS vor. In diesem Zusammenhang werden verschiedene Techniken fu¨r
die Visualisierung der Ergebnisse des Integrationsprozesses vorgestellt.
Zusammenfassend werden in Kapitel 10 die gesteckten Ziele und die Ergebnisse der Arbeit kritisch
hinterfragt. Abschließend erfolgt ein Ausblick zu offenen Fragestellungen und mo¨glichen zuku¨nftigen
Arbeitsfeldern im Bereich der automatisierten geometrischen Integration fragmentierter Geodaten-
besta¨nde.
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Dieses Kapitel stellt die grundlegenden Konzepte der Modellierung und Repra¨sentation raumbezogener
Objekte in GIS vor. Diese sind in zweifacher Hinsicht bedeutsam fu¨r die Modellierung des Problems
der geometrischen Integration heterogener raumbezogener Objekte:
• Der Integrationsgegenstand wird gebildet durch multiple Repra¨sentationen raumbezogener Ob-
jekte aus syntaktisch, schematisch und semantisch unterschiedlichen Datenquellen. Die Model-
lierung und Implementation eines Verfahrens fu¨r das Problem der geometrischen Integration
raumbezogener Objekte ist daher auf ein mo¨glichst umfassendes Modell raumbezogener Objekte
abzustimmen.
• Die internen Objekte eines Verfahrens fu¨r die geometrische Integration haben selbst Raumbezug.
Die Ausdruckssta¨rke der fu¨r die Integration verwendeten ra¨umlichen Konzepte und Repra¨sen-
tationen bestimmen unmittelbar die Mo¨glichkeiten der Modellierung und Implementierung des
Lo¨sungsansatzes.
Die geometrische Integration steht oft in direktem Zusammenhang zu der geometrischen Aktualisie-
rung von Geobasisdaten. Von besonderer Bedeutung fu¨r die Nutzer großmaßsta¨biger Geobasisdaten
sind die Raumbezugsschemata der Daten des amtlichen Liegenschaftskatasters. Die Diskussion der
Modelle raumbezogener Objekte erfolgt am Beispiel der Datenmodelle des amtlichen Liegenschaftska-
tasters und der Netzinformationssysteme.
Das in dieser Arbeit dargestellte Lo¨sungsverfahren wurde auf der Basis einer proprieta¨ren, kommer-
ziellen GIS-Plattform, der GE Smallworld Core Spatial Technology c© (im Folgenden CST), modelliert
und implementiert. Im Kontext der grundsa¨tzlichen, normbasierten Modellierung und Integration
raumbezogener Daten und Prozesse werden daher jeweils auch die analogen Konzepte und Techniken
der CST vorgestellt. Die gemeinsame Diskussion der CST mit den ISO Normen und OGC Standards
soll die Einordnung der Konzepte der CST erleichtern. Die generelle Beurteilung der Konformita¨t der
CST zu einzelnen Normen und Standards ist nicht Gegenstand dieser Arbeit.
2.1 Modellierung raumbezogener Objekte
Es gibt zwei grundsa¨tzlich unterschiedliche Konzepte fu¨r die Abstraktion raumbezogener Pha¨nomene
der realen Welt in einem Informationssystem: den feldbasierten und den objektbasierten Ansatz. Beide
haben sich historisch zuna¨chst unabha¨ngig voneinander entwickelt und in der Implementierung zu so
genannten ’Raster’ und ’Vektor’ GIS gefu¨hrt. Raster und Vektor bezeichnen zwei ra¨umliche Repra¨sen-
tationsformen die bezu¨glich ihrer raumbegrenzenden und raumfu¨llenden Charakteristik zueinander
dual sind [Winter 1998].
Die geometrische Integration umfasst zuna¨chst nur solche Objekte, die im Vektormodell repra¨sen-
tiert sind. Jedoch la¨sst sich mit den unregelma¨ßigen Datentypen des feldbasierten Ansatzes eine Er-
weiterung der objektbasierten geometrischen Integration vornehmen, die letztlich auch die Integration
feldbasierter Daten zula¨sst.
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In den folgenden Abschnitten werden beide Konzepte, zugeho¨rige Repra¨sentationsformen und Mo¨glich-
keiten zu deren Integration in einem objektorientierten GIS beschrieben.
2.2 Feldbasierte Modelle
Das feldbasierte Konzept beru¨cksichtigt die Welt als ra¨umliches Kontinuum. Die Beschreibung eines
ra¨umlichen Pha¨nomens geschieht durch Zuordnung der Werte eines Attributs zu den Positionen des
ra¨umlichen Kontinuums. Aufgrund der beschra¨nkten ra¨umlichen Auflo¨sung, sowohl bei der Daten-
erfassung als auch bei der rechnerinternen Darstellung, erfolgt eine Diskretisierung des ra¨umlichen
Kontinuums in eine finite Struktur, den ra¨umlichen Rahmen (spatial framework) [Worboys 1995].
Der ra¨umliche Rahmen C der feldbasierten Repra¨sentation ist eine Tesselation, das heißt eine Par-
titionierung der Ebene als Vereinigung einer k-elementigen Menge disjunkter, finiter Fla¨chen oder
Zellen (cell) ci, deren Vereinigung mit C identisch ist. Auf der Menge der k Fla¨chen ci ∈ C wird
eine zusammengesetzte Feld-Funktion F = {fi} definiert, die jeder Position x ∈ ci des ra¨umlichen
Definitionsbereichs (domain) einen Attributwert a aus dem Wertebereich der Attribute A (range)
zuordnet.
F : C → A, a = fi(x) ∀x ∈ ci, C =
k⋃
i=1
ci ⊆ <n, A ⊆ <
Der Wertebereich der Attribute ist hier als eindimensionale Teilmenge der reellen Zahlen angege-
ben. Die Darstellung abza¨hlbar vieler semantischer Attribute oder A¨quivalenzklassen gelingt durch
Enumeration mit natu¨rlichen Zahlen. Des Weiteren lassen sich mehrdimensionale Pha¨nomene durch
Verwendung eines mehrdimensionalen Wertebereichs der Feldfunktion F beschreiben.
Die feldbasierten Repra¨sentationen lassen sich unterscheiden nach den Eigenschaften der finiten
Elemente ci der Tesselation C in gleichma¨ßige und ungleichma¨ßige Tesselationen sowie nach den
Eigenschaften der Funktion F in unstetige, stetige und (n-fach) stetig differenzierbare Felder. Ei-
ne Beschreibung verschiedener mathematische Ra¨ume (hier: Definitionsbereiche) fu¨r die Einbettung
ra¨umlicher Pha¨nomene in GIS erfolgt in Abschnitt 2.3.2 auf Seite 11.
Die Unterteilung von C in Polygone ci mit identischen Seitenla¨ngen und Innenwinkeln wird als re-
gelma¨ßige Tesselation bezeichnet. Die am ha¨ufigsten verwendete regelma¨ßige Tesselation der Ebene ist
das Grid, bei dem ein Raster aus gleichgroßen Quadraten gebildet wird. Fu¨r die Repra¨sentationen des
feldbasierten Konzeptes hat sich daher die Bezeichnung des Raster-Modells etabliert, auch wenn die
zugrundeliegenden Zellen nicht immer ein gleichma¨ßiges Raster bilden. Fu¨r ra¨umlich ungleichma¨ßig
verteilte Positionen mit Attributwerten finden unregelma¨ßige Tesselationen in Form einer Aufteilung
der Ebene in ungleichma¨ßige Polygone ci Verwendung. Bekannteste Vertreterin der unregelma¨ßigen
Tesselationen ist die Dreiecksvermaschung oder Triangulation (triangulated irregular network, TIN ).
Eine Dreiecksvermaschung mit einer Vielzahl besonderer geometrischer Eigenschaften ist die Delaun-
ay-Triangulation [Aurenhammer 1991]; von diesen sind fu¨r die geometrische Integration heterogener
Daten insbesondere die Einteilung in “natural neighbour circles” (Umkreiskriterium) und die Maxi-
mierung des minimalen Winkels aller Dreiecke [Benning 1995] von Bedeutung. Die duale Struktur der
Delaunay-Triangulation, bezeichnet als Thießen- oder Voronoi-Polygone, entsteht durch Verbindung
der Mittelsenkrechten der Kanten der Delaunay-Triangulation und ergibt ebenfalls eine unregelma¨ßige
Tesselation der Ebene (vgl. Abbildung 2-1).
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Grid / Raster Delaunay Triangulation Voronoi Diagramm
Abb. 2-1: Regelma¨ßige und unregelma¨ßige Tesselationen: GRID, TIN, Voronoi-Polygone
2.2.1 Anwendung des feldbasierten Ansatzes
Die feldbasierte Repra¨sentation eignet sich zu der fla¨chenhaften Darstellung eines reell- oder ganzzah-
ligen Attributs, das sowohl rein quantitative als auch qualitative Semantik besitzen kann. Bei Anwen-
dungen aus dem Bereich der bildgebenden Verfahren liefert ein digitaler Sensor integrale Messwerte
fu¨r finite, fla¨chenhafte, in der Regel quadratische Bildelemente [Go¨pfert 1991]. Neben der photo-
grammetrischen Anwendung wird die Rasterrepra¨sentation zu der Darstellung digital abgetasteter,
maßsta¨blicher analoger Vorlagen, wie topographischer oder thematischer Karten verwendet.
In vielen Anwendungen sind die Messwerte fu¨r ein raumbezogenes Attribut nicht integral fu¨r
Fla¨chenelemente sondern punktfo¨rmig an Stellen des Raumes erfasst. Beispiele fu¨r solche Werte sind
Gela¨ndeho¨hen oder Bodenwerte. Die Stellen, an denen Attributwerte vorliegen (Stu¨tzstellen), ko¨nnen
regelma¨ßig oder unregelma¨ßig im Raum verteilt sein. Fu¨r regelma¨ßig verteilte Stu¨tzpunkte erfolgt eine
Darstellung im GRID, bei unregelma¨ßig verteilten Stu¨tzpunkten kann ein TIN oder eine Voronoi Tes-
selation verwendet werden. Mit Hilfe der Abbildungsfunktion F wird aus den diskreten Attributwerten
an den Stu¨tzpunkten der Tesselation eine kontinuierliche Darstellung des Attributs fu¨r alle Zwischen-
punkte des ra¨umlichen Rahmens erhalten. Einfache Beispiele fu¨r solche Interpolationsfunktionen sind
die bilineare Interpolation fu¨r das GRID, die lineare Interpolation in Dreiecken fu¨r das TIN und die
konstante Interpolation in Voronoi-Zellen [Laurini und Thompson 1992; Bartelme 2000]. Die
Interpolation von Restklaffen bei der Transformation ungleichartiger Koordinaten ist ein Beispiel fu¨r
die U¨berfu¨hrung von Werten unregelma¨ßig verteilter Stu¨tzstellen in eine kontinuierliche Darstellung.
Im Rahmen des OpenGIS Prozesses hat sich als Oberbegriff fu¨r die verschiedenen Arten konti-
nuierlicher Abbildungsfunktionen F von einem ra¨umlichen Definitionsbereich auf einen attributiven
Wertebereich der Begriff Coverage (erfasstes Gebiet) durchgesetzt [OGC 2003].
Die ISO Norm 19123 entha¨lt ein Schema fu¨r Coverage Geometrie und Funktionen. Es wird un-
terschieden zwischen diskreten und kontinuierlichen Coverages. Die Elemente diskreter Coverages
verfu¨gen u¨ber eindeutig definierte Ra¨nder. Beispiele sind im Raum verteilte Punkte oder polygo-
nale Fla¨chen, die eine Tesselation des Raumes bilden. Ein diskreter Coverage besteht aus einer Menge
von Geometrie-Wert Paaren, durch die geometrische Elemente des ra¨umlichen Rahmens (Definiti-
onsbereich) mit den Werten eines Attributs (Wertebereich) des Coverage verknu¨pft werden. Diskrete
Coverages ko¨nnen Stellen enthalten, fu¨r die kein Geometrie-Werte Paar vorliegt. Eine Interpolation
von Werten an solchen Stellen ist in diskreten Coverages nicht vorgesehen. Zu diesem Zweck sind
in ISO 19123 kontinuierliche Coverages definiert, die eine ra¨umliche Interpolationsfunktion F mit
den Geometrie-Werte Paaren eines diskreten Coverage zu einer kontinuierlichen Beschreibung eines
ra¨umlichen oder raumzeitlichen Pha¨nomens vereinen [Kresse und Fadaie 2004].
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2.3 Objektbasierte Modelle
Die objektbasierten Modelle beschreiben die Welt als eine Dekomposition in diskrete, identifizierbare
und relevante Entita¨ten, die Objekte genannt werden. Jedes Objekt verfu¨gt u¨ber eine Menge von At-
tributen, die es charakterisieren. Objekte mit gleichartigen Attributen, Operationen und Beziehungen
zu anderen Objekten werden im objektbasierten Modell zu der Abstraktion einer gemeinsamen Klasse
zusammengefasst. Relationen zwischen Klassen werden als Assoziationen bezeichnet. Ein Objekt ist
eine Instanz, d.h. eine konkrete Manifestation genau einer Klasse. Ausfu¨hrliche Beschreibungen der
Konzepte der objektorientierten Modellierung befinden sich beispielsweise in [Booch et al. 1999;
Fowler und Scott 2000; Oestereich 1997].
Den Raumbezug erhalten die Elemente des objektbasierten Modells durch Einfu¨hrung einer neuen
Kategorie von Attributen, den ra¨umlichen Attributen [Shekhar und Chawla 2003; Worboys
1995]. Die Besonderheiten der Modellierung und Implementierung ra¨umlicher Attribute werden im
Folgenden diskutiert.
2.3.1 Ra¨umliche und nicht-ra¨umliche Attribute
Innerhalb einer Klasse werden die Attribute eindeutig durch ihren Namen gekennzeichnet; zudem kann
der Typ und die Multiplizita¨t eines Attributs spezifiziert werden. Durch den Typ eines Attributs ist
dessen Wertebereich auf Instanzen einer (Attribut-) Klasse festgelegt. Attribute sind Wertobjekte, sie
verfu¨gen u¨ber keine eigene Identita¨t und sind Bestandteil eines Elternobjektes [Fowler und Scott
2000]. Als Wertobjekte implizieren Attribute eine Navigierbarkeit ausschließlich vom Objekt zum
Attribut. Typische Stellvertreter dieser klassischen Attributtypen sind Zahl- oder Datumsklassen.
Die Modellierung ra¨umlicher Sachverhalte im objektbasierten Modell erfordert eine Erweiterung
dieses Attributbegriffs. Wie in diesem Abschnitt gezeigt wird, ist es zu der expliziten Darstellung
topologischer Beziehungen notwendig, Assoziationen zwischen den Bestandteilen ra¨umlicher Attribu-
te einzufu¨hren. Die Modellierung ra¨umlicher Attribute geschieht daher durch Referenz-, nicht durch
Wertobjekte. Klassen fu¨r die Repra¨sentation von strukturierten ra¨umlichen Attributtypen besitzen im
Unterschied zu den gewo¨hnlichen Attributklassen Referenzsemantik und eine bidirektionale Navigier-
barkeit zum Hauptobjekt.
Die Instanzen eines ra¨umlichen Attributs, wie Punkte, Linien oder Fla¨chen, werden als ra¨umli-
che Objekte (spatial objects) bezeichnet. Die Instanzen einer Klasse mit ra¨umlichen Attributen, wie
Flurstu¨cke, Geba¨ude oder Straßen, heißen ra¨umlich referenzierte Objekte (spatially referenced objects).
Abbildung 2-2 illustriert die Einfu¨hrung des Raumbezugs im objektbasierten Ansatz durch die Defi-
nition ra¨umlicher Attribute.
Objekt
Semantische Attribute
(textuell, numerisch...)
Räumliche Modellierung
Raumbezogenes
Objekt
Semantische
Attribute
Räumliche Attribute
(räumliche Objekte:
Punkt, Linie, Fläche...)
Abb. 2-2: Modellierung raumbezogener Objekte
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2.3.2 Einbettung ra¨umlicher Objekte
Die Darstellung ra¨umlicher Sachverhalte im Modell eines Informationssystems erfordert zuna¨chst die
Definition eines Wertebereichs fu¨r ra¨umliche Objekte. Ra¨umliche Objekte sind Abstraktionen phy-
sisch ausgepra¨gter Gegensta¨nde der realen Welt. Der Wertebereich eines ra¨umlichen Attributs ist
folglich eine Abstraktion des physikalischen Raum-Zeit Kontinuums der realen Welt. Die Struktur
des Raum-Zeit Kontinuums ist nach heutigem Kenntnisstand durch das mathematische Modell der
Pseudo-Riemannschen Geometrie allgemeingu¨ltig beschreibbar [Heitz und Sto¨cker-Meier 1994].
Als Einbettung bezeichnet man die Verknu¨pfung der ra¨umlichen Objekte eines GIS mit den konkreten
Werten eines abstrakten Modells der realen Welt, wie den Elementen eines Riemann-Raumes.
In praktischen Anwendungen von Geoinformationssystemen ist eine derart allgemeingu¨ltige Model-
lierung ra¨umlich-zeitlicher Prozesse selten erforderlich.
• Die wesentlichen ra¨umlichen Auspra¨gungen der Objekte eines GIS lassen sich oftmals bijektiv
in eine fla¨chenhafte Darstellung u¨berfu¨hren, so dass ein 2-dimensionales Fla¨chen-Koordinaten-
system fu¨r die Repra¨sentation ra¨umlicher Objekte ausreichend ist.
• Eine getrennte Modellierung von Zeit und Raum im Sinne eines absoluten Zeitbegriffs (Newton-
sche Mechanik) ist in sehr vielen Anwendungsbereichen voll befriedigend.
• Zeitliche Vera¨nderungen an den Objekten eines GIS-Datenbestandes ko¨nnen stetiger oder dis-
kreter Natur sein. Die Modellierung diskreter A¨nderungen, wie die Teilung eines Flurstu¨cks,
la¨sst sich mit Hilfe einer diskreten Zeitvariable durchfu¨hren (Historisierung). Die Darstellung
zeitlich kontinuierlicher A¨nderungen, wie der Bewegung von Fahrzeugen auf der Erdoberfla¨che,
erfordert zuna¨chst eine Diskretisierung (Abtastung) zu dem Zwecke der rechnerinternen Dar-
stellung und anschließend eine Interpolation (kinematisches Modell) fu¨r die Repra¨sentation des
zeitkontinuierlichen Prozesses (analog zu der U¨berfu¨hrung diskreter ra¨umlicher Stu¨tzstellen in
eine kontinuierliches feldbasiertes Modell, vergleiche Kapitel 2.2.1).
Die euklidische Geometrie, mit den Basiselementen Punkt, Linie, Fla¨che und Volumen und der eukli-
dischen Distanzmetrik ist das gebra¨uchlichste mathematische Modell fu¨r die Beschreibung der realen
Welt [Nunes 1995; Couclelis 1999]. Weitere einbettende Ra¨ume fu¨r ra¨umliche Objekte sind nicht
euklidische, metrische Ra¨ume, nicht affine, projektive und topologische Ra¨ume und mengenbasierte
Ra¨ume (vgl. Abbildung 2-3).
Das Modell der mengenbasierten Ra¨ume ist Grundlage der relationalen Datenbanken. Beziehungen
zwischen Mengen von Entita¨ten (Objekten) werden dabei in ein System vom Tabellen abgebildet [Ger-
sting 1998]. Eine weitere Anwendung mengenbasierter Ra¨ume ist die Konstruktion und Auswertung
von Pra¨dikaten u¨ber Objekte mit Hilfe der Aussagenlogik, die formal den Regeln der Mengenalgebra
(Boolesche Algebra) folgt.
In topologischen Ra¨umen ko¨nnen ra¨umliche Relationen wie die Adjazenz und Inzidenz ra¨umlicher
Objekte definiert werden. Sie ermo¨glichen eine explizite Definition von Beziehungen zwischen ra¨umlich
referenzierten Objekten, wie den Schaltknoten und Leitungen eines elektrischen Netzes, ohne dass eine
Metrik fu¨r die Beschreibung der Lage und Form der Objekte gegeben sein muss.
Zwischen den Ra¨umen besteht jeweils eine Vererbungsbeziehung. Mengenbasierte Ra¨ume sind die
ho¨chste Generalisierungsstufe, die weiteren Ra¨ume ergeben sich jeweils durch Spezialisierung mit
zusa¨tzlichen Axiomen. Dieser Zusammenhang zwischen den Invarianten der einzelnen Ra¨ume wur-
de erstmals im Jahre 1872 vom Mathematiker Klein im Erlanger Programm festgehalten [Fischer
1992; Clementini und Di Felice 1997]. Fu¨r die Anwendungen der Ra¨ume in GIS bedeutet dies,
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4D gekrümmter
Riemann-Raum
Metrischer Raum
Topologischer Raum
Beliebige Mengen Elemente, Mengen,
Mitgliedschaft
Umgebung eines Punktes,
Nachbarschaft, Rand
Metrik, Distanz zweier
Punkte im Raum
Krümmung von Raum und Zeit,
allgemeine Relativitätstheorie
Riemann-Raum differenzierbare Mannig-
faltigkeit + Metriktensor
Räume Eigenschaften / Invarianten Anwendungen in GIS
Klassen, Objekte,
Prädikate, Assoziationen
Homöomorphismus, elastische
Transformation, rubber sheeting
City-block, travel-time,
shortest path
Lokale und globale 2/3D geradlinige
Koordinatensysteme,
absolute Zeit, Newtonsche Mechanik
Kongruenz- und
Ähnlichkeitstransformation
Prozesse mit hohen Relativgeschwindigkeiten
oder in starken Gravitationsfeldern
Ellipsoidische Flächenkoordinatensysteme,
z.B. Gaußsche isotherme Koordinaten2+1D gekrümmterRiemann-Raum
2/3+1D Euklidischer Raum
Flächenparameter gekrümmter
Referenzflächen, absolute Zeit
Euklidische Metrik,
Distanzen, Winkel
Projektiver Raum
Affiner Raum
Differenzierbare
Mannigfaltigkeiten
Doppelverhältnis,
Geraden, Quadriken
Teilverhältnis, Parallelität
Zentralperspektive,
homogene Koordinaten
Affintransformation
Abb. 2-3: Mathematische Ra¨ume und deren Anwendung in GIS
dass zu der Modellierung eines bestimmten Sachverhaltes wie der Geradheit oder Parallelita¨t von Li-
nien zumindest der Raum mit der entsprechenden Invarianzeigenschaft beno¨tigt wird. Daru¨berhinaus
kann eine Modellierung in einer seiner Spezialisierungen erfolgen. Wie sich in Kapitel 5 zeigt, ist fu¨r
die Aufgabenstellung der geometrischen Integration die gewo¨hnliche Topologie der euklidischen Ebene
von besonderer Bedeutung.
2.3.3 Repra¨sentation elementarer Geometrietypen
Die Repra¨sentation der elementaren Geometrietypen der ebenen euklidischen Geometrie in GIS er-
folgt beim objektbasierten Ansatz mittels Randdarstellung (boundary representation) [Gro¨ger 2000;
Shapiro 2001]. Geometrische Primitive X wie Linien oder Fla¨chen werden dabei, abweichend vom
feldbasierten Ansatz, hierarchisch gegliedert durch ihre Ra¨nder ∂X beschrieben. Die Beschreibung
einer Fla¨che F erfolgt implizit durch die begrenzenden Linien L, ohne die Punkte im Inneren der
Fla¨che explizit aufzuza¨hlen.
F = {p|p ∈ Menge umrandet durch L = ∂F}
Eine Linie wird analog durch ihre Randpunkte P = ∂L (Anfangspunkt, Endpunkt) und eine funktio-
nale Interpolationsvorschrift fu¨r den Linienverlauf dargestellt. Die Beschreibung von Punkten, Linien
und Fla¨chen mit Hilfe der Randdarstellung wird auch als Vektormodell bezeichnet [Bartelme 2000].
Die Modellierung ra¨umlicher Objekte mittels Randdarstellung trifft keine weiteren Einschra¨nkungen
bezu¨glich der Strukturierung der Elemente. Eine redundante Modellierung koinzidenter Geometrien
entspricht ebenso der Vektorstruktur wie eine redundanzfreie Darstellung von koinzidenten Punkten
und Linien benachbarter Fla¨chen [Molenaar 1998, S.35]. Die Einbettung der Geometrien in einen
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x-Koordinate
y-Koordinate
Punkt
Interpolation
Linie
Fläche
+Randpunkte2
+Randlinien1..*
Abb. 2-4: Struktur der Randdarstellung, feldbasierter Ansatz
topologischen Raum, wie den der euklidischen Ebene, erlaubt in jedem Fall die Definition topologischer
Beziehungen zwischen geometrischen Primitiven.
In Abbildung 2-4 ist die Struktur der Randdarstellung in Form eines UML Diagramms dargestellt.
Die mittlere Spalte der Darstellung zeigt eine typische graphische Auspra¨gung der entsprechenden
Randgeometrien. Durch den Vergleich mit der rechten Spalte der Rasterrepra¨sentation wird deutlich,
dass es konzeptionell keine Entsprechung der Randdarstellung im feldbasierten Ansatz gibt. Die ein-
zelnen Elemente des Rasters ko¨nnten das Ergebnis von Bildverarbeitungsoperationen (Kanten- und
Punkt-Operatoren) sein. Konzeptionell handelt es sich um Fla¨chenelemente des ra¨umlichen Rahmens,
nicht um berandende Linien oder Punkte.
2.3.4 Modellierung geometrischer und topologischer Primitive
2.3.4.1 Unstrukturiertes Geometriemodell (Spaghetti-Modell)
Die geometrisch redundante, unstrukturierte Variante des Vektormodells wird als Spaghetti-Daten-
struktur bezeichnet [Worboys und Duckham 2004, S.177]. Es erfolgt keine hierarchische Struktu-
rierung im Sinne der Randdarstellung. Die Topologie der Instanzen des Spaghetti-Datenmodells ist
implizit in den Koordinaten der Punkte enthalten. Topologische Beziehungen zwischen den Instanzen
eines Spaghetti-Modells ko¨nnen nur mit geometrischen Testverfahren ermittelt werden.
2.3.4.2 Strukturiertes Geometriemodell
Das strukturierte Geometriemodell beschreibt ra¨umliche Objekte durch konsequente Umsetzung der
Randdarstellung. Fla¨chen sind durch Linien umrandet und Linien haben einen Rand aus zwei Punk-
ten. Den Rand einer Geometrie erha¨lt man durch den Rand-Operator. Die ra¨umlichen Objekte des
strukturierten Modells sind in der Regel einfache Geometrien und somit frei von Selbst-U¨berschnei-
dungen. Man unterscheidet zwischen primitiven und komplexen Geometrien [ISO/DIS 19107 2003;
Kresse und Fadaie 2004, S.129].
Primitive Geometrien sind nicht weiter unterteilt in andere Primitive. Kurven und Fla¨chen, die aus
mehreren Segmenten bestehen, bilden eine starke Aggregation, so dass die Segmente nicht außerhalb
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des Primitives existieren ko¨nnen. Primitive Geometrien sind offene Geometrien (offene Mengen von
Punkten). Der Rand ist nicht Bestandteil der Geometrie. Das Ergebnis des Rand-Operators geho¨rt zu
keinem anderen Objekt und wird auf Anfrage dynamisch erzeugt (keine geteilten Ra¨nder). Eine Karte
aus ungeordneten primitiven Geometrien ist ein Beispiel des Spaghetti-Modells.
Geometrische Komplexe schließen ihren Rand ein und ko¨nnen aus multiplen, sich gegenseitig nicht
u¨berschneidenden Komponenten (Primitiven) bestehen (jeder Punkt eines Komplexes geho¨rt zu genau
einer Komponente). Durch den Rand-Operator erha¨lt man ein geometrisches Objekt, das ebenfalls Be-
standteil des Komplexes ist. Innerhalb von geometrischen Komplexen besteht daher die Mo¨glichkeit
zu der geteilten Nutzung geometrischer Objekte. Mehrfach verwendete geteilte Punkte, Linien und
Fla¨chen werden hierbei nur einmal vorgehalten. Die Geometrien eines Komplexes geho¨ren einem ge-
meinsamen ra¨umlichen Bezugssystem an. Die zugrundeliegende Geometrie eines Komplexes wird auch
als Mannigfaltigkeit (manifold) oder Thema bezeichnet. Ein iteratives Verfahren zu der Generierung
eines Komplexes aus einer Menge ra¨umlicher Objekte wird beispielsweise in [ISO/DIS 19107 2003]
angegeben.
Abb. 2-5: Zusammengesetzte ra¨umliche Objekte (composites) nach ISO 19107
Die Komponenten eines geometrischen Komplexes sind zusammengesetzte ra¨umliche Objekte (com-
posite), die aus multiplen geometrischen Primitiven gleicher Dimension bestehen. Composites sind
als ra¨umliche Objekte isomorph zu ihren Komponenten (eine aus Linienprimitiven zusammengesetzte
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Linie ist selbst eine Linie). Umgekehrt kann ein geometrisches Primitiv (Punkt, Linie, Fla¨che) zu mul-
tiplen zusammengesetzten Geometrien geho¨ren (vergleiche Abbildung 2-5). Das ermo¨glicht die geteilte
Geometrienutzung innerhalb eines Themas auf der Ebene der geometrischen Primitive, ohne dass die
ra¨umlichen Objekte zerteilt werden mu¨ssen.
Die topologischen Beziehungen innerhalb komplexer geometrischer Objekte sind nicht explizit in
Form von Assoziationen modelliert. Durch den Rand-Operator ist die Navigierbarkeit ausschließlich
von der Geometrie zu ihrem Rand gegeben (Volumen → Fla¨che → Linie → Punkt).
2.3.4.3 Modelle mit expliziter Repra¨sentation topologischer Beziehungen
Topologische Modelle realisieren die beidseitige Navigation von den topologischen Objekten der Ra¨nder
zu den berandeten Objekten ho¨herer Dimension. Die zweiseitige Navigierbarkeit der Rand-Assozia-
tionen ermo¨glicht die kombinatorische Analyse topologischer Beziehungen ra¨umlicher Objekte ohne
Verwendung geometrischer, koordinatenbasierter Testverfahren. So ergibt sich die Nachbarschaft zwei-
er Fla¨chen F1 und F2 durch Verfolgung der Referenz der Fla¨che F1 zu der Randlinie L ∈ ∂F1 (top-
down) und anschließende Ru¨ckverfolgung der Referenz von L zu den berandeten Fla¨chen F1 und F2
(bottom-up). Analog folgt die Nachbarschaft zweier Linien aus den Referenzen zu einem gemeinsamen
Punkt.
Es ist zweckma¨ßig, eine Unterscheidung zwischen Objekten mit explizitem Raumbezug (Tra¨ger der
Geometrie) und Objekten zu der Darstellung topologischer Verknu¨pfungen (Tra¨ger der Topologie)
vorzunehmen. Manipulationen an raumbezogenen Objekten, die lediglich die Geometrie der Objekte
betreffen, nicht jedoch die Topologie, beschra¨nken sich dann auf die Tra¨ger der Geometrie. Topologi-
sche Analysen ko¨nnen auf den Tra¨ger der Topologie beschra¨nkt werden.
Die topologischen Primitive des Vektormodells lassen sich in einer Graphenstruktur formalisieren.
Punkthafte Objekte werden als Knoten (vertex, node) v ∈ V , linienhafte Objekte als Kanten (edge)
e ∈ E und fla¨chenhafte Objekte als Maschen (face) f ∈ F des Graphen G(V,E) dargestellt. Eine
Masche f der Menge des Graphen G(V,E) ist definiert als eine maximale Teilmenge (von Punkten)
des einbettenden Raumes, so dass es fu¨r alle Paare p1, p2 von Punkten in f ein zusammenha¨ngendes
Liniensegment gibt, dass p1 und p2 verbindet, aber die Einbettung von G nicht beru¨hrt.
Die explizite Modellierung topologischer Relationen in einem Graphen vereinfacht das geometrische
Problem der Bestimmung benachbarter Punkte, Linien und Fla¨chen zu dem kombinatorischen Problem
der Suche gemeinsamer Knoten, Kanten und Maschen in einer Graphenstruktur [Dey et al. 1998].
2.3.4.4 Minimales Modell
Das minimale Modell entha¨lt redundanzfrei die Angaben zu der Repra¨sentation von Geometrie und
Topologie. In der Abbildung 2-6 ist ein Klassen-Diagramm des minimalen Modells in UML Notation
dargestellt.
Die Klassen Knoten, Kante und Masche und deren bina¨re Assoziationen repra¨sentieren den Tra¨ger
der Topologie, die Klasse Punkt mit den zugeho¨rigen Koordinaten-Attributen repra¨sentiert den Tra¨ger
der Geometrie. Die Schnittstelle zwischen Topologie und Geometrie ist durch die Assoziation Einbet-
tung gegeben. Der Graph, bestehend aus Knoten und Kanten, wird durch die Einbettungs-Assoziation
geometrisiert, indem den Knoten eindeutig Koordinatenpaare (Punkte) einer Bezugsfla¨che zugeordnet
werden. Die Kanten sind implizit geometrisiert. Anfangs- und Endpunkt der Einbettung sind die as-
soziierten Knoten, der Linienverlauf zwischen den Knoten ist per Konvention die ku¨rzeste Verbindung
von Anfangs- und Endpunkt.
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KnotenKante
Masche
x-Koordinate
y-Koordinate
Punkt
0..2
3..*
1
1
0..* 2
inzident
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Einbettung
Abb. 2-6: Minimales Modell zu der Repra¨sentation von Vektorgeometrien
2.3.5 Geometrisch-topologische Komplexe
Das minimale Modell 2-6 ermo¨glicht die explizite Darstellung topologischer Beziehungen. Es ist je-
doch nicht sichergestellt, dass die aus der Geometrie der Objekte folgenden topologischen Beziehungen
tatsa¨chlich explizit in der Knoten-Kanten-Maschen Struktur enthalten sind. Umgekehrt kann das mi-
nimale Modell Inzidenz- und Adjazenzrelationen enthalten, die in der geometrischen Einbettung der
Objekte nicht vorhanden sind. In den genannten Fa¨llen bestehen Inkonsistenzen zwischen der Geome-
trie und der Topologie des minimalen Modells. Derartige Abweichungen von Geometrie und Topologie
ko¨nnen erwu¨nscht sein, wenn beispielsweise die Repra¨sentationen zweier ra¨umlicher Objekte geome-
trisch inzident zueinander sind, thematisch oder physisch jedoch in keiner Beziehung zueinander stehen
(Netzwerktopologie). In fla¨chenhaften Anwendungen wie der Modellierung von Flurstu¨cksfla¨chen sind
solche geometrisch-topologischen Inkonsistenzen jedoch unerwu¨nscht (Volltopologie).
2.3.5.1 Landkarten
Eine Instanziierung des minimalen Modells kann Knoten ohne zugeho¨rige Kanten (isolierte Knoten),
Kanten ohne Maschen und Maschen ohne benachbarte Maschen enthalten. Die Mannigfaltigkeit der
Objekte des minimalen Modells bildet daher allgemein keine Tesselation des einbettenden Raumes.
Das Konzept der Landkarte beschreibt die konsistente Modellierung fla¨chenhafter, ebener Objekte
in GIS und gewa¨hrleistet, dass die Menge der Maschen F eine polygonale Tesselation der Ebene
bildet. Das formale Modell der Landkarte fordert fu¨r den zum minimalen Modell geho¨renden Graphen
G(E, V ) die folgenden Eigenschaften [Gro¨ger 2000]:
• Ebenheit
Ein Graph heißt eben, wenn jeder gemeinsame Punkt zweier Kanten ein gemeinsamer Endknoten
beider Kanten ist. Zudem wird gefordert, dass ein isolierter Knoten weder einen anderen Knoten
noch eine andere Kante beru¨hrt.
Die Ebenheit garantiert die Schnittfreiheit der Kanten des Graphen.
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• Zweifach-Zusammenhang
Ein Graph ist zweifach-zusammenha¨ngend, wenn es fu¨r jedes Paar von Knoten v1, v2 ∈ V ,
v1 6= v2 mindestens zwei vollsta¨ndig voneinander verschiedene Pfade mit v1 als Anfangs- und v2
als Endknoten gibt.
Ein zweifach zusammenha¨ngender Graph entha¨lt keine isolierten Knoten und keine trennenden
Kanten. Jeder Knoten ist Endpunkt von mindestens zwei Kanten des Graphen.
• Schleifenfreiheit und Geradheit der Kanten
Eine Schleife ist eine Kante mit identischen Endknoten; ein Graph ohne Schleifen heißt schlei-
fenfrei. Die Geradheitsforderung bedeutet, dass die Einbettung der Kanten in die Ebene durch
gerade Liniensegmente zwischen den Punkten der Endknoten gegeben ist.
In dieser Formulierung ist das Konzept der Landkarte auf nicht gekru¨mmte, ebene Fla¨chen be-
schra¨nkt.
Der Graph G(V,E) mit den oben genannten Eigenschaften zusammen mit der Menge F aller Ma-
schen von G bildet eine Landkarte M(V,E, F ). Gro¨ger gibt ein Verfahren fu¨r die Sicherstellung
der Landkarteneigenschaft eines geometrischen Komplexes an, welches formal beweisbar und allge-
meingu¨ltig einsetzbar ist [Gro¨ger 2000]. Das Konzept der Landkarte la¨sst sich analog zum mini-
malen Modell auf topologische Modelle mit multiplen Themen anwenden, die Landkarteneigenschaft
beschra¨nkt sich dann auf die geometrisch-topologischen Primitive eines Themas.
2.3.6 Anwendungen ra¨umlicher Modelle
2.3.6.1 Anwendungen objektbasierter Modelle
Die Anwendung des objektbasierten Ansatzes dient der Erweiterung der Objekt- und Prozessmodelle
von Datenbanken und Informationssystemen um die ra¨umliche Dimension. Die ra¨umlichen Objekte
bilden die Elemente der Objektwelt eines Informationssystems auf die Elemente des einbettenden
Raumes der zugeordneten ra¨umlichen Attribute ab. Es resultieren Anwendungsmo¨glichkeiten in allen
Bereichen der objektbasierten Informationsverarbeitung, soweit ein Bezug zu ra¨umlichen Konzepten
der realen Welt gegeben und diese mit den mathematischen Hilfsmitteln eines einbettenden Raumes
beschreibbar sind.
In Anwendungen mit dem Zweck der Lokation und graphischen Pra¨sentation ra¨umlich referenzier-
ter Objekte kann das unstrukturierte Spaghetti-Modell verwendet werden. Sollen daru¨ber hinaus die
strukturellen Beziehungen der ra¨umlichen Objekte expliziter Bestandteil der Modellierung sein, so ist
ein strukturiertes geometrisches oder ein topologisches Modell zu verwenden.
In relationalen Datenbankmanagementsystemen (DBMS) zeigt sich der objektbasierte Ansatz in der
Verfu¨gbarkeit einer Menge abstrakter ra¨umlicher Datentypen. Der Begriff des ra¨umlichen Datenbank-
managementsystems (Spatial DBMS, SDBMS ) kennzeichnet die ra¨umliche Erweiterung relationaler
DBMS mit folgenden Eigenschaften [Shekhar und Chawla 2003]:
• Ein SDBMS ist ein Software-Modul, das mit einem zugrundeliegenden DBMS zusammenarbeitet,
beispielsweise einem objektrelationalen oder objektorientierten DBMS.
• SDBMS unterstu¨tzen multiple ra¨umliche Datenmodelle, enthalten ra¨umliche abstrakte Daten-
typen (abstract data types, ADTs) und eine Abfragesprache, von der aus diese ADTs aufrufbar
sind.
• SDBMS unterstu¨tzen die ra¨umliche Indizierung, effiziente Algorithmen fu¨r ra¨umliche Operatio-
nen und doma¨nenspezifische Regeln fu¨r die Optimierung von Abfragen.
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OpenGIS Simple Features Specification for SQL, Revision1.1
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Figure 2.1¾Geometry Class Hierarchy
2.1.1 Geometry
Geometry is the root class of the hierarchy. Geometry is an abstract (non-instantiable) class.
The instantiable subclasses of Geometry defined in this specification are restricted to 0, 1 and two-
dimensional geometric objects that exist in two-dimensional coordinate space (Â2).
All instantiable geometry classes described in this specification are defined so that valid instances of a
geometry class are topologically closed (i.e. all defined geometries include their boundary).
2.1.1.1 Basic Methods on Geometry
Dimension ( ):Integer—The inherent dimension of this Geometry object, which must be less than or equal
to the coordinate dimension. This specification is restricted to geometries in two-dimensional coordinate
space.
GeometryType ( ):String —Returns the name of the instantiable subtype of Geometry of which this
Geometry instance is a member.  The name of the instantiable subtype of Geometry is returned as a string.
SRID ( ):Integer—Returns the Spatial Reference System ID for his Geometry.
Envelope( ):Geometry—The minimum bounding box for this Geometry, returned as a Geometry.  The
polygon is defined by the corner points of the bounding box ((MINX, MINY), (MAXX, MINY), (MAXX,
MAXY), (MINX, MAXY), (MINX, MINY)).
AsText( ):String —Exports this Geometry to a specific well-known text representation of Geometry.
Abb. 2-7: Klassenhierarchie der OGC Simple Features [OGC 1999]
Als Standard-Modell fu¨r ra¨umliche Datentypen hat sich die Simple Feature Specification (SFS) des
Open GIS Consortium (OGC) am Markt der ra¨umlichen Datenbankmanagementsysteme (SDBMS)
etabliert [OGC 1999]. Simple Features sind in zwei-dimensionale Ra¨ume eingebette e G ometrien
mit ausschließlich geradem Linienverlauf. Die SFS entha¨lt keine explizite Modellierung von Topologie
und geometrischen Komplexen; drei-dimensionale Geometrien und nicht-lineare Liniengeometrien sind
nicht enthalten (vgl. Abbildung 2-7). Die SFS ist unter der Bezeichnung ISO 19125 Bestandteil der
ISO Standards fu¨r Geographische Information. Eine geringfu¨gig erweiterte Form der SFS fu¨r SQL
ist Bestandteil der Multimedia-Erweiterung der Structured Query Language (SQL/MM) [ISO/IEC
13249-3 2002; Stolze 2003].
Das ISO Raumbezugsschema (spatial schema) aus de Standard 19107 reicht u¨ber die Modellie-
rung rein geometrischer Datentypen hinaus und umfasst Klassenhierarchien fu¨r topologische Objekte
[ISO/DIS 19107 2003]. In konkreten Applikationen kommen Spezialisierungen des ISO Standards
zum Einsatz, die durch Vererbung nd Erweiterung aus den Klassen und Interfaces abgeleitet werden.
Die Si ple Topology vereint die zuna¨chst sep rat modellierten Klassen fu¨r geometrische und topolo-
gische Daten und Funktionen mittels Mehrfachvererbung (Realisierung) zu einem gemeinsamen Klas-
senschema. Die topologischen und geometrischen Primitive fallen zusammen zu den drei Klassen Kno-
ten (TS Node), Kante (TS Edge) und Masche (TS Face). Die zusammengesetzten ra¨umlichen Objekte
(TS Feature) ind gegeben durch TS PointComponent, TS CurveComponent und TS SurfaceCompo-
nent. Multiple TS *Components ko¨nnen sich innerhalb eines Themas (TS Theme) ein Primitiv teilen.
Kurven und Fla¨chen ko¨nnen daru¨berhinaus aus multiplen Kanten und Maschen bestehen.
2.3.6.2 Anwendungen von Tesselationen und Komplexen
Das Konzept der Landkarte auf der Basis des minimalen Modells eignet sich zu der Repra¨sentation
von ra¨umlichen Objekten mit fla¨chenhafter Auspra¨gung, die in ihrer Gesamtheit eine polygonale Tes-
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Abb. 2-8: Ra¨umliche Objekte (feature components) der Simple Topology (ISO 19107)
selation des einbettenden Raumes bilden. Die Flurstu¨cksfla¨chen des amtlichen Liegenschaftskatasters,
fu¨r die eine lu¨ckenlose und u¨berschneidungsfreie Fla¨chendeckung gefordert wird, sind ein Beispiel fu¨r
eine Objektmenge mit entsprechenden Eigenschaften [AdV 2004].
Ein ra¨umlicher Datenbestand wird Objekte unterschiedlicher Klassen enthalten. Auf diese Weise
entsteht eine U¨berlagerung raumbezogener Objekte unterschiedlicher Fachbedeutungen, die jeweils
Bestandteil einer Tesselation oder eines Netzwerks sein ko¨nnen. Des Weiteren sind Objekte denkbar,
die weder ein Netzwerk noch eine Tesselation bilden, jedoch in Abha¨ngigkeit vom Einzelfall isoliert
oder mit Verknu¨pfungen zu anderen Objekten auftreten.
Vom Standpunkt der formalen, geometrisch-topologischen Datenkonsistenz ist eine separate Mo-
dellierung ra¨umlicher Objekte in Tesselationen, Netzwerken und isolierten Objekten unumga¨nglich.
Hingegen fu¨hrt eine konsequente geteilte Nutzung von Geometrien u¨ber mehrere Fachbedeutungen
hinweg zu einer Reduktion des Fortfu¨hrungsaufwandes, da redundanzfrei gespeicherte geometrische
Primitive nur einmal gea¨ndert werden mu¨ssen.
In praktischen Anwendungen findet daher eine gemischte Geometrie-Modellierung statt. Im Daten-
modell der Automatisierten Liegenschaftskarte (ALK) findet sich eine themenu¨bergreifende Geometrie-
teilung und Vermischung isolierter fla¨chen- und linienhafter Objekte mit Objekten einer Tesselation:
Inzidenz-Relationen zwischen den Definitionslinien von Geba¨udefla¨chen und topographischen Objek-
ten einerseits und den Definitionslinien der Flurstu¨cksfla¨chen andererseits werden in Realisierungen des
ALK Modells explizit durch die Verwendung einer gemeinsamen Linie repra¨sentiert (vgl. Abbildung
2-9). Im Objektabbildungskatalog Liegenschaftskataster NRW heißt es dazu [IMNRW 1996]:
“Identische Teile der Definitionsgeometrie von aktuellen Elementarobjekten . . . werden nur
einmal abgebildet. Einem Punkt bzw. einer Linie werden alle zugeho¨rigen Fachfunktionen
zugeordnet. Damit wird eine Verknu¨pfung aller Elementarobjekte auf Ebene der Geometrie
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erreicht.“
Die Definition von Fla¨chen erfolgt in der ALK implizit durch die Zugeho¨rigkeit der Definitionslinien
zu einem Fachobjekt. Dadurch kommt es zu U¨berlagerungen von Fla¨chen unterschiedlicher Fachbe-
deutungen. Interpretiert man die Definitionslinien und Fla¨chen der ALK als Kanten und Maschen
eines Graphen, so bilden diese keine Landkarte, da U¨berlagerungen zwischen Maschen per Definition
nicht zula¨ssig sind1. Bei den Fla¨chen der ALK handelt es sich formal um Polygone des Graphen der
Definitionslinien, nicht um die Maschen einer Landkarte.
Alternativ zu dieser Modellierung kann eine topologisch getrennte Repra¨sentation der Geometri-
en unterschiedlicher Fachbedeutungen durch Zuordnung zu unterschiedlichen Themen vorgenommen
werden. Die Menge der Flurstu¨cksfla¨chen kann separat von den ra¨umlichen Objekten anderer Klas-
sen in einem topologischen Thema dargestellt werden. Der Graph und die resultierenden Maschen der
Flurstu¨cksfla¨chen werden dabei nicht durch die ra¨umlichen Objekte anderer Fachbedeutungen gesto¨rt,
so dass eine Tesselation der Ebene mit den formalen Eigenschaften einer Landkarte gebildet werden
kann.
3 3 2 2
Kante Knoten (Grad n)
n
2
2
1
1
Abb. 2-9: Modellierung ra¨umlicher Objekte in einem Thema oder multiplen topologischen The-
men
In Abbildung 2-9 sind die zwei Ansa¨tze zu der Repra¨sentation topologisch strukturierter Geometrien
anhand eines Beispiels aus dem Liegenschaftskataster gegenu¨bergestellt. Im linken Teil der Abbildung
erfolgt die geteilte Nutzung linienhafter Objekte, dies entspricht der Struktur der Definitionslinien in
der Automatisierten Liegenschaftskarte (ALK). Auf der rechten Seite werden die ra¨umlichen Objekte,
gegliedert nach der Fachbedeutung der Eltern-Objekte, in unterschiedlichen Themen vorgehalten.
Die Modellierung des AFIS-ALKIS-ATKIS (AAA) Anwendungsschemas der AdV ist ein Kompro-
miss zwischen den genannten Modellierungsvarianten (vgl. Abbildung 2-10) [AdV 2004]. Das AAA
Spatial Schema basiert auf dem Anwendungsschema Simple Topology aus ISO 19107 (vgl. Abbildung
2-8). Die Flurstu¨cksgeometrie bildet ein topologisches Thema (TS Theme). Das ermo¨glicht die topolo-
gisch konsistente Realisierung der Tesselation der Flurstu¨cksfla¨chen. Zugleich wird auf der Ebene der
Geometrie die mehrfache Nutzung von Punkt- und Linien- Primitiven durch zusammengesetzte Ob-
jekte innerhalb einer speziellen Realisierung eines geometrischen Komplexes (AA PunktLinienThema)
1Bei der genannten Modellierung wu¨rden die Geba¨udefla¨chen Lo¨cher in die Flurstu¨cksfla¨chen stanzen.
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AA_REO
(from AAA_Basisklassen)
<<Feature>>
AG_ObjektMitGemeinsamerGeometrie
<<Feature>>
AA_PunktLinienThema
name : CharacterString
<<Type>>
...
...
+element
+thema
Complex
Linien- und Punktgeometrie der Elemente eines 
PunktLinienThemas  gehören zum selben GM_Complex. 
Flächengeometrie ist nicht Bestandteil des Komplexes. Punkte 
und Linien zerschlagen sich nur dann, wenn sie exakt 
übereinander liegen; Linien, die sich kreuzen zerschlagen sich 
nicht.
Alle Elemente eines Themas müssen diejenige  
Modellartenkennung besitzen, für die das Thema im Katalog 
definiert wurde.
TS_SurfaceComponent
(from Simple Topology)
TS_CurveComponent
(from Simple Topology)
TS_PointComponent
(from Simple Topology)
TS_Theme
(from Simple Topology)
TA_SurfaceComponent
<<Feature>>
TA_CurveComponent
<<Feature>>
TA_PointComponent
<<Feature>>
GM_OrientableSurface
(from Geometric primitive)
<<Type>>
TS_Face
(from Simple Topology)
TA_MultiSurfaceComponent
<<Feature>>
1..*+masche
GM_MultiSurface
(from Geometric aggregates)
<<Type>>
Die Maschen der 
TA_MultiSurfaceComponent realisieren 
die Elemente der GM_MultiSurface, 
deren Realisierung 
TA_MultiSurfaceComponent ist.
AU_ObjektMitUnabhaengigerGeometrie
<<Feature>>
TS_Feature
(from Simple Topology)
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Abb. 2-10: AFIS-ALKIS-ATKIS Raumbezugsschema (Spatial Schema)
erlaubt. Im AA PunktLinienThema kann die Inzidenz von Geba¨ude- und Flurstu¨cksgeometrien ex-
plizit durch geteilte Nutzung von Punkten und Linien repra¨sentiert werden. Geteilte Nutzung von
Geometrie erfolgt ausschließlich fu¨r inzidente Punkte und Linien. Schnitte zwischen den Linien des
AA PunktLinienThema fu¨hren nicht zu einer Zerschlagung der Geometrie.
2.3.6.3 Netzwerke im objektbasierten Ansatz
Neben der Modellierung fla¨chenhafter Objekte ermo¨glicht der objektbasierte Ansatz die Beschreibung
von Netzwerken in geometrischen und topologischen Datenstrukturen. Die Modellierung linearer Netz-
werke unterscheidet sich grundlegend von der Modellierung fla¨chenhafter Objekte. Fu¨r die Abbildung
der logischen Funktionsweise eines Netzwerkes ist die topologische Verknu¨pfung der Knoten und Kan-
ten eines Netzwerk-Graphen maßgeblich. Schnitte zwischen Linien eines Netzwerk-Themas fu¨hren nur
dann zu einer Zerschlagung der Liniengeometrie durch einen gemeinsamen Knoten, wenn dies im Ein-
klang mit der physischen Realita¨t der Netz-Objekte steht. Die verebnete geometrische Struktur eines
Netzwerks kann daher von der topologischen Struktur eines Netzes abweichen. Der Graph der Kanten
und Knoten eines (mehrschichtigen) Netzwerks ist nicht zwangsla¨ufig planar.
Durch Attributierung der Kanten eines Netzwerks (labeling) kann eine Kostenfunktion fu¨r das
Durchlaufen einer Kante definiert werden. In solchen Netzen lassen sich Optimierungsprobleme wie
der kostengu¨nstigste Weg (shortest path) zwischen den Knoten eines Netzwerks oder das Travelling
Salesperson Problem modellieren und lo¨sen [Lawler 1976; Worboys und Duckham 2004, S.218].
Die Kostenfunktion der Kanten des Netzwerks ist grundsa¨tzlich unabha¨ngig von der Metrik des ein-
bettenden Raumes.
Die Bedeutung der Geometrie eines Netzwerkes bemisst sich nach dem Anwendungszweck, wobei
die rein graphische Dokumentation und die geometrisch-topologische Analyse von Netzwerk-Objekten
in Kombination mit fla¨chenhaften Objekten anderer Fachbedeutungen zu unterscheiden sind.
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Die Dokumentation und Modellierung technischer Betriebsmittel bei Energieversorgungsunterneh-
men (EVU) ist eines der wichtigsten Anwendungsgebiete der Modellierung von Netzwerken in ra¨um-
lichen Informationssystemen. Fu¨r regionale und kommunale EVU besteht eine gesetzliche Pflicht zu
der Auskunft u¨ber die Lage erdverlegter Leitungen in Form eines umfassenden Leitungsnachweises
[DIN2425, Stockwald 2000]. Bestandspla¨ne auf der Basis von Katasterkarten in den Maßsta¨ben
bis ca. 1:2000 dienen der genauen Lagedokumentation der Betriebsmittel fu¨r eine Auskunftsertei-
lung u¨ber die Lage von erdverlegten Versorgungsleitungen und der Kla¨rung von Eigentumsfragen. Die
Wiederauffindbarkeit von Betriebsmitteln in der O¨rtlichkeit soll durch die Angabe eines Bezugs zu
geographischen Bezugspunkten mittels Maßzahlen (Bemaßungen), gewa¨hrleistet werden (vergleiche
Abbildung 2-11).
2,0m 3,0m
Gebäude
Bemaßung
Betriebsmittel
Abb. 2-11: Graphische Auspra¨gung eines NIS auf Ebene des Bestandsplans
Das Datenmodell eines Netzinformationssystems (NIS) besteht aus einer Integration fla¨chenhafter
Geobasisdaten des Liegenschaftskatasters mit den linearen Netz-Objekten eines EVU, erga¨nzt durch
explizite Bemaßungsobjekte zwischen benachbarten Objekten beider Datensa¨tze. In Abha¨ngigkeit vom
Erfassungsstand der Geobasisdaten und der Verfu¨gbarkeit von Schnittstellen zwischen den verwende-
ten Datenhaltungskomponenten kommen in der Bestandsdokumentation von EVU unterschiedliche
Repra¨sentationen amtlicher Geobasisdaten zum Einsatz.
• Die am wenigsten strukturierte Repra¨sentation ist die aus analoger Vorlage gescannte Raster-
karte. Als a¨quivalenter Ersatz fu¨r analoge Planwerke ist die Rasterkarte hinreichend. Jedoch
entha¨lt sie wegen der Beschra¨nkung auf grafisch-visuelle Information keine explizite Objektstruk-
turierung der Geobasisdaten. Kombinierte geometrisch-topologische Analysen von Geobasis- und
Netz-Objekten sind daher nicht unmittelbar durchfu¨hrbar.
• Mittels Vektorisierung und Mustererkennung lassen sich objektstrukturierte Ersatzgeobasisdaten
aus der Rasterrepra¨sentation der Geobasisdaten (analoge Flurkarte, DGK5) ableiten [Stock-
wald 2000; Bru¨gelmann 1998; Illert 1988; Illert 1990; Knecht et al. 2001]. Die-
se zuna¨chst rein geometrischen Objekte ko¨nnen gezielt um Sachattribute erga¨nzt werden, die
einen direkten Bezug zu Objekten anderer Datenbesta¨nde ermo¨glichen. Beispielsweise ero¨ffnet
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die Erga¨nzung vektorisierter Geba¨udefla¨chen um Adress-Attribute die Mo¨glichkeit zu der Ver-
knu¨pfung mit Objekten der Kundendatenbank eines EVU.
• Die Produzenten der amtlichen Geobasisdaten bieten nahezu fla¨chendeckend die objektstruk-
turierten Daten des ALK Modells im EDBS Format an. Mit dem Beziehersekunda¨rnachweis
(BZSN) der EDBS existiert ein Verfahren, mit dem ein vollsta¨ndiges Replikat (Sekunda¨rnach-
weis) der amtlichen Geobasisdaten in der Datenbank des EVU erstellt und fortgefu¨hrt werden
kann. Der Nachfolger des BZSN im ALKIS Standard ist das Verfahren der Nutzerbezogenen
Bestandsdatenaktualisierung (NBA) auf Basis der Normbasierten Austauschschnittstelle (NAS)
[AdV 2004].
Rasterkarte
Ersatzgeobasisdaten
Sekundärdatenbestand
Netzinformationssystem
Bemaßungsobjekte
Geobasisobjekte Netzobjekte
Inhalt
Repräsentation
Netzgeometrie
Netztopologie
Abb. 2-12: Inhalt und geometrische Repra¨sentation eines Netzinformationssystems
Das Beispiel des Netzinformationssystems bei EVU verdeutlicht die Heterogenita¨t der verwendeten
Datenmodelle in praktischen Anwendungen von GIS. Es kann offenbar nicht vorausgesetzt werden,
dass die strukturellen Beziehungen der Inhalte eines Informationssystems auch explizit in der Objekt-
und Geometrie-Repra¨sentation des NIS enthalten sind. Vielmehr sind geometrische und topologische
Beziehungen, die aus Nutzersicht expliziter Bestandteil eines integrierten Datenbestandes sind, ledig-
lich implizit im Raster- oder Vektormodell eines NIS repra¨sentiert.
Eine sta¨rkere Integration von Fachdaten und Geobasisdaten durch explizite Verknu¨pfung von Geo-
basisobjekten und Fachobjekten ist in der aktuellen Praxis des Beziehersekunda¨rnachweises mangels
persistenter, u¨ber die Gesamtlebensdauer eines Objektes eindeutigen Identifikatoren (OID) nicht prak-
tizierbar [Scheu et al. 2000; Stockwald 2000]. Mit der Einfu¨hrung des historisierten AAA Daten-
modells entfa¨llt diese Einschra¨nkung auf der Ebene raumbezogener (Elementar-)Objekte (REO), da
diese mit lebenslang eindeutigen OIDs versehen sind. Geometrische und topologische Primitive sind
im AAA Modell nicht lebenslang eindeutig identifiziert. Geometrieteilung und explizite topologische
Verknu¨pfung von Fachobjekten mit amtlichen Geobasisdaten ist daher auch im AAA Modell nicht
vollsta¨ndig realisierbar.
2.4 Integration ra¨umlicher Felder und Objekte
Im vorhergehenden Abschnitt wurde die Koexistenz von ra¨umlichen Feldern und Objekten in Geoin-
formationssystemen bereits vorausgesetzt. In diesem Abschnitt soll zuna¨chst dargestellt werden, wie
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die beiden Modelle in einem hybriden System integriert werden ko¨nnen. Im Anschluss an diese Frage
der Implementierung folgt ein konzeptioneller Vergleich der beiden Datenmodelle.
Die Gru¨nde fu¨r die Integration von Feldern und Objekten sind vielfa¨ltig. Feldbasierte Datenbesta¨nde
ko¨nnen schneller und mit geringerem Aufwand fla¨chenhaft erfasst werden als objektbasierte Geometri-
en. Sie werden daher beispielsweise als Vorstufe eines vollsta¨ndig objektstrukturierten Datenbestandes
in der Aufbauphase von NIS verwendet.
Der feldbasierte Ansatz ermo¨glicht die direkte Umsetzung univariater, regional verteilter Pha¨no-
mene in ein Informationssystem. Besteht ein Pha¨nomen der realen Welt aus einzeln identifizierbaren
Einheiten, deren individuelle Charakteristika relevant fu¨r die konkrete Anwendung sind, so bietet sich
die Verwendung des objektbasierten Modells an. Eine Kombination beider Ansa¨tze bietet sich daher
an.
2.4.1 Systemintegration ra¨umlicher Felder und Objekte: Hybrides GIS
Der U¨bergang von der objektbasierten zu der objektorientierten Modellierung ra¨umlicher Objekte kann
unmittelbar vollzogen werden. Durch die Verwendung der objektorientierten Modellierungssprache
UML in den vorhergehenden Kapiteln ist dieser U¨bergang bereits vorweggenommen. Objektbasierte
Modelle mu¨ssen jedoch nicht objektorientiert realisiert werden, wie das Beispiel ra¨umlicher abstrak-
ter Datentypen in objektrelationalen DBMS gema¨ß der OGC Simple Feature Specification fu¨r SQL
verdeutlicht.
Der feldbasierte Ansatz ist nicht unmittelbar vereinbar mit der objektorientierten Modellierung.
So erscheint es nicht zweckma¨ßig, die Zellen des feldbasierten Ansatzes als Objekte einer (Feature-)
Klasse zu interpretieren, da sie bis auf ihren Wert keine weiteren individuellen Eigenschaften und
Verhaltensweisen besitzen.
Die Funktionswerte eines Feldes ko¨nnen jedoch als multiples Attribut eines Feldobjektes aufgefasst
werden (Wertobjekte). Das Feld wird in dieser Interpretation durch ein ra¨umliches Objekt gekapselt.
Die Zellen und Funktionswerte des Feldes sind durch eine Kompositions-Assoziation Bestandteil des
Feldobjektes (vergleiche 2-13). Der parametrisierte Zugriff auf den Feldwert einer ra¨umlichen Position
(und umgekehrt) kann durch entsprechende Zugriffsmethoden auf der ra¨umlichen Feld-Klasse realisiert
werden.
Räumliches Feld
Attributwerte
1..*
Wertebereich (Range)
Räumliche Zellen
1..*
Definitionsbereich (Domain)
Referenzsystem
Abb. 2-13: Objektorientierte Modellierung des feldbasierten Ansatzes
Aus der abstrakten Basisklasse fu¨r ra¨umliche Felder lassen sich konkrete Realisierungen fu¨r ver-
schiedene Feldtypen ableiten, die spezielles Verhalten fu¨r verschiedene Feldtypen (stetig, regelma¨ßig,
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unregelma¨ßig, ein- und mehrwertig) bereitstellen. In der derzeit vorla¨ufigen Modellierung von Feldern
im Rahmen des OpenGIS Prozesses sind Felder raumbezogene Objekte (features) [OGC 2003]. Ei-
ne Modellierung von Feldern als ra¨umliche Objekte (ra¨umliche Datentypen in SDBMS) wa¨re ebenso
denkbar. Die gemeinsame Implementierung des feld- und objektbasierten Ansatzes in einem System
wird als hybrides GIS bezeichnet.
2.4.2 Hybride Repra¨sentation von Feldern und Objekten
Die Beispiele der vorhergehenden Kapitel zeigen, dass die ra¨umlichen Konzepte Objekt und Feld nicht
eindeutig den ra¨umlichen Repra¨sentationen Vektor und Raster zugeordnet werden ko¨nnen. Felder
erhalten ihren Raumbezug durch Punkte, fla¨chenhafte Zellen oder Polygone, die sich auch als Elemente
des Vektormodells repra¨sentieren lassen. Auf der anderen Seite werden Entita¨ten des objektbasierten
Modells durch Punktfelder, Rasterrepra¨sentationen (gescannte Karten) oder polygonale Tesselationen
dargestellt.
Welt
Objekt FeldRäumlichesKonzept
Räumliche
Repräsentation
Lineare Modelle,
Umringe, Flächen
Äquivalenzklassen,
ortsbezogene Werte mit
Interpolationsregel
Ort in stetigem
Raum
Ort in diskretem
Raum
Polygonal
Vector
Atomar
Raster
Abb. 2-14: Konzepte und Repra¨sentationen in hybriden GIS, nach [Winter 1998]
Die Praxis des gemischten Gebrauchs von Konzepten und Repra¨sentationen der realen Welt in
hybriden GIS ist in Abbildung 2-14 dargestellt. Die durchgezogenen Pfeile innerhalb der Spalten ent-
sprechen der klassischen Repra¨sentation von Objekten im Vektormodell und Feldern im Rastermodell.
Die gestrichelten Pfeile verdeutlichen die vermischte Nutzung beider Repra¨sentationsformen in hybri-
den GIS-Anwendungen, wobei die Unabha¨ngigkeit der dualen Repra¨sentationen bestehen bleibt.
Unter einer hybriden Repra¨sentationsform versteht man eine Verschmelzung der zueinander dualen
Vektor- und Raster-Repra¨sentationen, aus der die ra¨umlichen Konzepte Objekt und Feld abgeleitet
werden ko¨nnen [Winter 1998]. Die fla¨chenhaften Zellen des Rasters werden um die linien- und
punkthaften Randelemente des Vektormodells erga¨nzt. Im Rastermodell wird damit der zuvor nicht
vorhandene Rand einer Zelle definiert. Die implizite Definition der Fla¨chen des Vektormodells durch
ihren Rand wird explizit vervollsta¨ndigt durch das raumfu¨llende Raster.
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2.5 Objekt- und Geometriemodell der Smallworld Core Spatial
Technology (CST)
Die Smallworld CST besteht im Kern aus einer interaktiven, objektorientierten Applikationsplatt-
form, die ein skalierbares, mehrschichtiges Klassenmodell fu¨r den Zugriff, die Verarbeitung und die
Pra¨sentation persistenter raumbezogener Objekte umfasst.
2.5.1 Objektmodell und Metamodell
Der Modellierungsansatz der CST sieht eine Basisklasse fu¨r raumbezogene Objekte vor, das so genann-
te Real World Object (RWO). RWOs entsprechen den raumbezogenen Objekten des objektbasierten
Ansatzes. Sie erhalten ihren Raumbezug durch Attributierung mit ra¨umlichen Objekten [Newell
et al. 1991,General Electric 2003]. Das native Objektmodell der Smallworld CST ist in Abbil-
dung 2-15 dargestellt2. Es ist gu¨ltig fu¨r raumbezogene Objekte, die in der versionsverwalteten, objek-
trelationalen Smallworld Datenbank (Version Managed Datastore, VMDS ) gespeichert sind. Daneben
besteht ein a¨quivalentes, universelles Objektmodell (universal RWO), das die Anbindung raumbezo-
gener Objekte aus externen ORDBMS und dateibasierten Quellen in die CST ermo¨glicht.
Im Metamodell der CST ko¨nnen beliebige Klassenmodelle erzeugt werden. Nach der Instantiierung
der Metaobjekte sind diese als Klassen in Anwendungen verfu¨gbar. Die Instantiierung von Metaklassen
in der CST entspricht dem forward-engineering in CASE Tools. Es werden entsprechende Tabellen und
Relationen im Smallworld VMDS angelegt. Wa¨hrend der Laufzeit sind Meta-Informationen zu dem
Datenmodell in Form eines Data Dictionary verfu¨gbar. Beispielhaft ist eine Klasse mit dem Namen
“Benutzerobjekt” dargestellt, die genau einer Instanz der Metaklasse “Objekt” entspricht.
«Metaklasse»
Räumliches A.
«Metaklasse»
Attribut
«Metaklasse»
Objekt
1
0..*
«Metaklasse»
Thematisches A.
Benutzerobjekt
«Instanz»
«Metaklasse»
Relation
2 0..*
Real-Welt-Objekt (RWO)
Thema
Themenregel
«Metaklasse»
Thematische R.
«Metaklasse»
Topologische R.
Abb. 2-15: Natives Objektmodell der Smallworld CST/VMDS
Eine Besonderheit des nativen Objektmodells der CST stellen die ra¨umlichen Attribute und topolo-
gischen Relationen dar. Die ra¨umlichen Attribute sind bereits zum Zeitpunkt der Datenmodellierung
fest mit einem topologischen Thema (manifold) verknu¨pft. Sa¨mtliche Werte (ra¨umliche Objekte) eines
ra¨umlichen Attributs geho¨ren genau einem Thema an. Die innerhalb eines Themas zula¨ssigen topologi-
schen Interaktionen topologischer Primitive lassen sich durch Themenregeln auf der Ebene ra¨umlicher
2Die in dieser Arbeit enthaltenen UML Diagramme geben wesentliche Konzepte der Smallworld CST wieder. Gegenu¨ber
dem tatsa¨chlichen Implementationsmodell sind die Darstellungen teilweise deutlich vereinfacht.
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Attribute steuern. Eine detaillierte Beschreibung der Themenregeln folgt im Zusammenhang mit dem
Topologiemodell der CST (vergleiche Seite 32).
2.5.2 Allgemeines Geometriemodell
Analog zum allgemeinen Objektmodell ist bei dem Geometriemodell der CST zu unterscheiden zwi-
schen dem nativen Geometriemodell des VMDS und einem universellen Geometriemodell fu¨r ra¨umliche
Objekte aus anderen Datenquellen [General Electric 2003]. Beiden Geometriemodellen liegt eine
gemeinsame Klassenhierarchie zu Grunde, die in Abbildung 2-16 dargestellt ist.
geometry
connected
geometry
geometry
set
point
geometry
point
set
line
geometry
line
set
area
geometry
area
set
segment sector compositeline region polygon
composite
polygon
Legend
B is a kind of A
C is a set of Bs
A
B C
oriented
point text
raster TIN
Abb. 2-16: Allgemeines Geometriemodell der Smallworld CST [General Electric 2003]
Der obere Teil der Klassenhierarchie besitzt strukturelle A¨hnlichkeiten zu der OGC Simple Feature
Specification (vergleiche Abbildung 2-7). Die Klassen Point, Line und AreaGeometry entsprechen den
SFS Klassen Point, Curve und Surface. Sa¨mtliche Geometrien sind topologisch einfach und daher nicht
selbst-u¨berschneidend. GeometrySet ist eine Aggregation einfacher Geometrien, die homogen oder
heterogen sein kann. Spezialisierungen des GeometrySet sind PointSet, LineSet und AreaSet. Diese sind
homogen und vergleichbar mit den SFS Klassen MultiPolygon, MultiLineString und MultiPoint. Im
Vergleich zu der SFS sind die Rand-Assoziationen zwischen Klassen unterschiedlicher Dimension nicht
explizit enthalten. Regelma¨ßige und unregelma¨ßige Tesselationen sind im Sinne des objektorientierten
hybriden GIS-Ansatzes als Spezialisierungen der Klasse Region und damit als fla¨chenhafte ra¨umliche
Objekte in das Geometriemodell der CST integriert.
Die in Abbildung 2-16 enthaltenen Klassen des CST Geometriemodells sind durchweg abstrakt.
Instantiierbare Realisierungen des Geometriemodells existieren fu¨r unterschiedliche ra¨umliche Daten-
quellen. Polymorphismen auf den abstrakten Klassen des Geometriemodells ermo¨glichen die generi-
sche Verarbeitung von Instanzen unterschiedlicher Realisierungen des Geometriemodells. Beispielswei-
se sind Transformationen von CST Geometrien auf der Ebene der Klasse ConnectedGeometry durch
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den Polymorphismus transformed() definiert. Die Methode nimmt als Argument ein Transformations-
objekt (transform) entgegen und liefert eine transformierte Kopie des ra¨umlichen Objektes zuru¨ck.
Bogen linearer SektorSpline
x-Koordinate
y-Koordinate
(w-Koordinate)
(homogene) Koordinate
2..*
{geordnet}
Sektor
Kreis
+Segmente
1..*
Abb. 2-17: Geometrische Primitive der Smallworld CST
Das Geometriemodell der CST umfasst das Konzept der zusammengesetzten Geometrien (Compo-
sites), das kein Bestandteil der SFS ist. So setzt sich eine CompositeLine aus einer heterogenen Menge
von benachbarten, u¨berschneidungsfreien Objekten der Klasse Sektor (sector) zusammen. Ein Sektor
ist eine verknu¨pfte Sequenz von eindimensionalen Segmenten mit homogenem Interpolationsansatz.
Die Realisierungen von Sektor sind die Klassen Kreis, rationaler B-Spline, Bogen (kreisfo¨rmig oder
elliptisch) und linearer Sektor. Ein Segment ist ein minimaler Sektor, der die Koordinaten der Punkte
der elementaren CST Geometrien entha¨lt. Bei einteiligen Geometrien wie Kreisbo¨gen sind Sektor und
Segment identisch. Das Klassenmodell der eindimensionalen geometrischen Primitive der CST ist in
Abbildung 2-17 dargestellt.
2.5.3 Natives Geometriemodell
Die ra¨umlichen Objekte der CST sind als Bestandteil eines VMDS Datenbestandes untergliedert in
Universen und Welten (vgl. Abbildung 2-18). Ein Datenbestand entha¨lt mehrere Universen, die wie-
derum aus mehreren Welten bestehen. Eine Welt ist eine Menge ra¨umlicher Objekte (Top-Level Geo-
metrien) eines einheitlichen ra¨umlichen Referenzsystems. Topologische Interaktion ist ausschließlich
zwischen den ra¨umlichen Objekten einer Welt erlaubt. Dadurch werden inkonsistente topologische Be-
ziehungen zwischen ra¨umlichen Objekten aus unterschiedlichen Referenzsystemen bereits auf Ebene
der Datenmodellierung verhindert. Unabha¨ngig davon besteht durch so genannte Hypernode Objekte
die Mo¨glichkeit, explizite topologische Verbindungen zwischen ra¨umlichen Objekten unterschiedlicher
Welten fu¨r Analysezwecke herzustellen (vergleiche Seite 34). Jedes Universum entha¨lt mindestens ei-
ne geographische (metrische) Welt. Daneben ko¨nnen weitere Welten zu der Einbettung ra¨umlicher
Objekte in andere Ra¨ume genutzt werden.
Im Folgenden werden die Realisierungen ra¨umlicher Objekte (ra¨umliche Datentypen) im Small-
world VMDS vorgestellt. Beschreibungen der Geometriemodelle anderer integrierbarer Datenbanken
sind in der Dokumentation der Datenbankhersteller zu finden. Die CST unterscheidet zwischen Top-
Level Geometrien, die unmittelbar durch ra¨umliche Attribute von RWOs referenziert werden ko¨nnen,
und geometrischen Primitiven, die den tatsa¨chlichen Raumbezug der Top-Level Geometrien durch
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Datenbestand
Universum
WeltTopologisches Thema
1..*
1..*
Räumliches Bezugssystem
0..* 1
0..*
BoundingBox
QuadtreeIndex
Top-Level-Geometrie
Abb. 2-18: Datenbesta¨nde, Universen und Welten in der Smallworld CST
Koordinaten und funktionale Interpolationsvorschriften herstellen. Die Realisierungen von Top-Level
Geometrien in der Smallworld CST sind in Abbildung 2-19 dargestellt.
FlächeLinienzugPunktEinf. Punkt Einf. Linienzug Einf. FlächeText Bemaßung
BoundingBox
QuadtreeIndex
Attributname
Top-Level-Geometrie
1
0..*
Raumbezogenes Objekt (RWO)
Point Composite Line Region Composite Polygon
Jede Top-Level-Geometrie ist
der Wert genau eines räumlichen
Attributes eines RWOs
Abb. 2-19: Top-Level Geometrien des Smallworld VMDS, ohne TIN und GRID
Top-Level Geometrien sind attributiert mit einem minimalen umschließenden Rechteck (bounding
box ) und einem ra¨umlichen Quadtree-Index, der eine performante ra¨umliche Suche in großen Mengen
ra¨umlicher Objekte ermo¨glicht [Newell et al. 1991; Worboys und Duckham 2004]. Daneben
erfolgt eine Clusterung geometrischer Objekte nach attributabha¨ngigen Datenbankpriorita¨ten, so dass
die fu¨r den Suchaufwand maßgebliche Menge von Objekten deutlich reduziert wird.
Jede Top-Level Geometrie ist der Wert genau eines ra¨umlichen Attributs eines Realweltobjektes.
Der Name des Attributs ist bei der Top-Level Geometrie gespeichert, so dass die Metainformationen
ra¨umlicher Attribute, wie die Zugeho¨rigkeit zu einem topologischen Thema, fu¨r Top-Level Geometrien
direkt verfu¨gbar sind.
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2.5.3.1 Einfache ra¨umliche Objekte
Einfache Geometrien (simple geometries) sind ra¨umliche Objekte ohne explizite Repra¨sentation topo-
logischer Beziehungen. Einfache Fla¨chen bestehen aus nur einer Region ohne Lo¨cher.
Die einfachen Geometrien erhalten ihren Raumbezug unmittelbar durch Attributierung mit Koordi-
naten im Fall von einfachen Punkten und Texten. Im Fall einfacher Linien, Bemaßungen und einfacher
Fla¨chen wird der Raumbezug durch Referenzen auf geometrische Primitive hergestellt. Diese Zusam-
menha¨nge sind in Abbildung 2-20 dargestellt. Eine geteilte Nutzung von geometrischen Primitiven
ist fu¨r einfache Geometrien nicht vorgesehen (Spaghetti-Modell). Die Instanzen der Klasse Sektor in
Abbildung 2-20 geho¨ren folglich nur zu einer Instanz genau einer Klasse von Top-Level Geometrien.
Koordinate
Einf. Punkt Einf. Linienzug Einf. Fläche
Zeichenkette
Koordinate
Text
Maß
Bemaßung
Sektor
1
+Sektoren
1..*
{geordnet}
1
+Rand
1..*
{geordnet}
1
Abb. 2-20: Einfache Geometrien (SimpleGeometries) des Smallworld VMDS
2.5.3.2 Topologische ra¨umliche Objekte und topologische Komplexe
Neben den einfachen Geometrien existieren im VMDS topologisch strukturierte, zusammengesetzte
ra¨umliche Objekte, die u¨ber Referenzen mit topologischen Primitiven verknu¨pft sind. Es erfolgt keine
Trennung der Modelle fu¨r Geometrie und Topologie. Analog zu der SimpleTopology des ISO Raum-
bezugsschemas fallen Geometrie und Topologie zusammen.
Die strukturellen Beziehungen der topologisch strukturierten Top-Level Geometrien zu den topologi-
schen Primitiven sind in Abbildung 2-21 dargestellt. Jede topologisch strukturierte Geometrie geho¨rt
genau einem topologischen Thema an. Die Zuordnung eines ra¨umlichen Objektes zu einem Thema
erfolgt indirekt u¨ber das ra¨umliche Attribut des raumbezogenen Objektes (vgl. Abbildung 2-15). Die
Steuerung der topologischen Interaktion ra¨umlicher Objekte erfolgt damit auf Ebene der Top-Level
Geometrien. Realisiert werden die topologischen Relationen zwischen Top-Level Geometrien durch
geteilte Nutzung und Assoziationen topologischer Primitive (Knoten, Kante, Masche).
Ein Punkt hat eine Referenz auf genau einen Knoten, ein Knoten kann wiederum zu multiplen
Punkten geho¨ren. Daru¨berhinaus kann ein Knoten Anfangs- und Endpunkt beliebig vieler Kanten
sein. Im Falle geometrisch geschlossener Kanten ist ein Knoten zugleich Anfangs- und Endknoten
einer Kante. Die Koordinate eines Knotens ist die eindeutige geometrische Position aller mit dem
Knoten verbundenen Punkte.
Eine Kante ist eine gerichtete Verbindung zwischen einem Anfangs- und Endknoten, die zugleich
Bestandteil multipler Linienzu¨ge oder Maschen sein kann. Die Kante stellt daher die topologische
Beziehung zwischen benachbarten Maschen und inzidenten Teilen von Linienzu¨gen her. Durch Refe-
renzierung einer geordneten Menge von Sektoren erha¨lt eine Kante ihren Raumbezug.
Der Raumbezug von Kanten und Knoten ist teilweise redundant in beiden Klassen modelliert. Eine
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Fläche Linienzug Punkt
Masche Kante
Koordinate
Knoten
1..*
1..*
0..*
1
Ende
0..* 1
Anfang
Richtung
0..2 1..*
{geordnet}
Richtung
0..*
1..*
{geordnet}
1
0..*Löcher
Sektor
1
1..*
{geordnet}
Abb. 2-21: Topologiemodell des Smallworld VMDS
topologische Relation impliziert daher die geometrische Inzidenz der beteiligten Knoten und Kanten.
Andernfalls la¨ge eine Inkonsistenz von Geometrie und Topologie vor. Umgekehrt fu¨hrt die geometrische
Inzidenz topologischer Primitive nicht zwangsla¨ufig zu einer topologischen Relation. Voraussetzung
dafu¨r ist, dass die Top-Level Geometrien der topologischen Primitive einem topologischen Thema
angeho¨ren und die Themenregeln fu¨r die ra¨umlichen Attribute eine topologische Interaktion vorsehen.
Eine Masche ist eine geschlossene Fla¨che, die durch eine gerichtete Menge von Kanten umrandet ist.
Eine Masche besitzt einen a¨ußeren und multiple innere Ra¨nder, die Lo¨cher aus der Masche stanzen.
Multiple Fla¨chen ko¨nnen gleichzeitig eine geteilte Masche referenzieren. Der Raumbezug einer Masche
ergibt sich implizit durch die assoziierten Kanten.
In Abbildung 2-22 ist eine Benutzeroberfla¨che fu¨r die Analyse topologisch strukturierter ra¨umlicher
Objekte der Smallworld CST aufgezeigt. Die nebenstehende Abbildung 2-23 zeigt ein Beispiel fu¨r eine
topologisch strukturierte Fla¨che und eine krummlinige Kante im Rand der Fla¨che.
Abb. 2-22: Oberfla¨che fu¨r die Analyse ra¨umlicher Objekte
(im Rahmen dieser Arbeit erstellt)
Abb. 2-23: Kante mit nichtlinearer
Einbettung in die Ebene
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Topologieregeln Abschließend seien die topologischen Regeln fu¨r die Steuerung der Referenzierung
topologischer Primitive des VMDS erla¨utert. Bei Transaktionen (Einfu¨gen, A¨ndern, Lo¨schen) an topo-
logisch strukturierten Top-Level Geometrien wird die Topology-Engine der Smallworld CST aktiviert.
Die Topology-Engine wertet die topologischen Themen und Themenregeln der an einer Transaktion
beteiligten ra¨umlichen Objekte aus und stellt algorithmisch einen zu den Regeln konsistenten Zustand
der Instanzen des Topologiemodells her.
Die Themen und topologischen Regeln werden in der Regel zum Zeitpunkt der Datenmodellierung
im Metamodell der CST definiert (vgl. Abbildung 2-15). Die Themenregeln legen fest, was mit den to-
pologischen Primitiven zweier ra¨umlicher Objekte im Falle geometrischer U¨berschneidungen geschieht.
Eine Themenregel besteht, wie Regeln im allgemeinen, aus zwei Teilen, der Pra¨misse (Voraussetzung)
und der Conclusio (Schlussfolgerung).
1. Pra¨misse: Geometrischer Teil, u¨ber den die betroffenen ra¨umlichen Objekte definiert sind, und
2. Conclusio: Verbindungsteil, der aus zwei Halbregeln besteht und beschreibt, welche explizite
topologische Beziehung die ra¨umlichen Objekten miteinander eingehen sollen.
Wenn die Pra¨misse (der geometrische Teil) fu¨r zwei ra¨umliche Objekte erfu¨llt ist, dann wird die Conclu-
sio (der Verbindungsteil) fu¨r diese Objekte von der Topology-Engine ausgewertet und umgesetzt. Auf
der Basis der topologisch strukturierten ra¨umlichen Objekte (Punkt, Linienzug, Fla¨che) wird zuna¨chst
eine symmetrische 3x3 Matrix von Standard-Themenregeln eines Themas definiert. Daru¨ber hinaus
ko¨nnen spezielle Themenregeln auf der Granularita¨tsstufe der ra¨umlichen Attribute definiert werden.
Die sechs verschiedenen Kombinationen von Geometrietypen sind in Tabelle 2.5.3-1 gemeinsam mit
den zugeho¨rigen mo¨glichen Schlussfolgerungen aufgelistet.
In den Fa¨llen, in denen die Conclusio eine Teilung von Kanten vorsieht, fu¨hrt die Topology-Engine
bei der U¨berpru¨fung der topologischen Beziehungen (do manifold interaction()) einen neuen Knoten
an der Koordinate des Schnittpunktes der topologischen Primitive ein. Fu¨r die Kombinationen ’Li-
nienzug - Linienzug’ und ’Fla¨che - Fla¨che’ sind aus Platzgru¨nden nur Halbregeln aufgefu¨hrt. Es ist
zu beachten, dass nicht alle Kombinationen der Halbregeln eine sinnvolle Conclusio ergeben. Eine
Auflistung der sinnvollen Kombinationen befindet sich in [General Electric 2003].
Durch die nahezu freie Konfigurierbarkeit topologischer Themenregeln ist ein sehr allgemeines Mo-
dell der Steuerung der topologischen Interaktion gegeben, das die Volltopologie des TS Theme aus der
ISO Simple Topology als Spezialfall entha¨lt.
In den topologischen Themen des VMDS kann durch explizite Angabe der ’do nothing’ Regeln
die topologische Interaktion der Werte spezifischer ra¨umlicher Attribute ausgeschlossen werden. Des
Weiteren ist grundsa¨tzlich zu unterscheiden zwischen geometrieteilenden Regeln, die bei topologischer
Interaktion zweier Top-Level Geometrien zu der Teilung bestehender Top-Level Geometrien fu¨hren
(split chain, split area) und geometrieerhaltenden Regeln, bei denen die Top-Level Geometrien in
ihrer urspru¨nglichen Form erhalten bleiben, und die topologische Interaktion ausschließlich auf Ebene
der topologischen Primitive stattfindet (split link).
Im Fall von Linienzu¨gen kann die topologische Interaktion auf Anfangs- und Endpunkte einge-
schra¨nkt werden, so dass Schnitte im Inneren von Liniengeometrien nicht zu der Teilung der Kanten
der sich schneidenden Linienzu¨ge fu¨hren (Verbindungstopologie fu¨r nicht-planare Netzwerke).
Die Themenregeln eines Themas gelten fu¨r sa¨mtliche Instanzen eines ra¨umlichen Attributs. Individu-
elles, instanzenbezogenes Topologieverhalten ist auf diesem Wege nicht direkt modellierbar. Zu diesem
Zweck besteht in der CST die Mo¨glichkeit der internen Verwendung multipler ra¨umlicher Attribute.
Intern werden die einzelnen Attribute unterschiedlichen Themen bzw. Themenregeln zugeordnet. Fu¨r
die externe Benutzersicht wird ein extern sichtbares, virtuelles ra¨umliches Attribut abgebildet auf ein
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Geometrietypen Regel / Halbregel Bedeutung
Punkt - Punkt do nothing - do nothing Keine topologische Verknu¨pfung
connect - connect Punkte teilen gemeinsamen Knoten
Punkt - Linienzug do nothing - do nothing —
connect - split link Knoten des Punktes teilt inzidente Kante des Linienzuges
connect - split chain Knoten des Punktes teilt den Linienzug (neues Objekt)
connect - connect ends Knoten des Punktes wird genau dann mit der Kante des Lini-
enzuges verbunden, wenn er inzident mit deren Anfangs- oder
Endknoten ist.
Punkt - Fla¨che do nothing - do nothing —
connect - split link Knoten des Punktes teilt inzidente Kante des Fla¨chenumrings
Linienzug - Linienzug do nothing —
connect ends Nur die inzidenten Knoten zweier sich gegenseitig beru¨hrender
Linienzu¨ge werden miteinander verknu¨pft
endsplit link Ein Anfangs-/Endknoten eines Linienzug teilt die Kante eines
anderen Linienzuges genau dann, wenn der Knoten inzident
zur Kante ist
endsplit chain Ein Anfangs-/Endknoten eines Linienzug teilt einen anderen
Linienzug in zwei neue Linienzu¨ge genau dann, wenn der Kno-
ten inzident zum Linienzug ist
split link Schnittpunkte zwischen Linienzu¨gen fu¨hren zur Teilung der
schneidenden Kanten durch einen gemeinsamen Knoten; inzi-
dente Teile von Linienzu¨gen teilen sich eine gemeinsame Kante
split chain Schnittpunkte zwischen Linienzu¨gen fu¨hren zur Teilung der
sich schneidenden Linienzu¨ge durch einen gemeinsamen Kno-
ten; inzidente Teile von Linienzu¨gen fu¨hren zur Bildung eines
neuen Linienzuges mit topologischer Verknu¨pfung zu den be-
teiligten Linienzu¨gen
Linienzug - Fla¨che do nothing - do nothing —
connect ends - endsplit link Anfangs-/Endknoten eines Linienzug teilt die Kante eines
Fla¨chenrandes genau dann, wenn der Knoten inzident zur
Kante ist
split link - split link Schnittpunkte zwischen einem Linienzug und einem Fla¨chen-
rand fu¨hren zur Teilung der schneidenden Kanten durch
einen gemeinsamen Knoten; inzidente Teile von Linienzug und
Fla¨chenrand teilen sich eine gemeinsame Kante
split link - split area Schnittpunkte zwischen einem Linienzug und einer Fla¨che
fu¨hren zur Teilung der Fla¨che in zwei neue benachbarte
Fla¨chen
split chain - split link / area Linienzug, der u¨berlappend mit einer Fla¨che ist, wird an den
Schnittpunkten mit dem Rand der Fla¨che in neue Linienzu¨ge
aufgeteilt, die zueinander und mit der Fla¨che benachbart sind.
Fla¨che - Fla¨che do nothing —
split link Schnittpunkte zwischen den Ra¨ndern zweier Fla¨chen fu¨hren
zur Teilung der schneidenden Kanten durch einen gemeinsa-
men Knoten; inzidente Teile von Fla¨chenra¨ndern teilen sich
eine gemeinsame Kante
spit area Schnitte zwischen zwei Fla¨chen fu¨hren zur Teilung der schnei-
denden Fla¨chen und Entstehung einer neuen (Schnitt-)Fla¨che;
inzidente Teile von Fla¨chenra¨ndern teilen sich eine gemeinsa-
me Kante
cutting - cut by (nur in dieser Kombination mo¨glich) ’cutting’ Fla¨che schneidet
den u¨berlappenden Bereich aus der ’cut by’ Fla¨che heraus;
beide Fla¨chen teilen sich gemeinsame Rand-Kanten entlang
des Schnittes
new cuts old - new cuts old (nur in dieser Kombination mo¨glich) Wie ’cutting - cut by’,
jedoch werden die Rollen nach neuer (’cutting’) und alter (’cut
by’) Fla¨che vergeben
old cuts new - old cuts new (nur in dieser Kombination mo¨glich) Wie ’cutting - cut by’,
jedoch werden die Rollen nach alter (’cutting’) und neuer (’cut
by’) Fla¨che vergeben.
Tabelle 2.5.3-1: Topologieregeln in der Smallworld CST
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internes, physisches ra¨umliches Attribut. Der Abbildungsmechanismus (geometry field mapping) wird
u¨ber den Wert eines Sachattributes des zugeho¨rigen Realweltobjektes gesteuert (vergleiche Abbildung
2-24).
Realweltobjekt
Räumliches Attribut
(virtuell, extern)
Räumliches Attribut 1
(physisch, intern)
Thema 1/
Themenregeln
...
Räumliches Attribut N
(physisch, intern)
Sachattribut є {1,2,…,N}
Thema N/
Themenregeln
...
1
...
N
Abbildung
gesteuert durch
Sachattribut
Abb. 2-24: Abbildung von Geometriefeldern zu der Nutzung multipler Themen
2.5.4 Anwendungsszenarien des Objekt- und Geometriemodells
Die objektorientierte Basistechnologie der Smallworld CST ist anwendungsunabha¨ngig, was dazu
gefu¨hrt hat, dass seit ihrer Markteinfu¨hrung zu Beginn der 90er Jahre verschiedenste Fachanwendun-
gen entstanden sind. Es wurden Applikationen fu¨r die Bearbeitung und Lo¨sung ra¨umlicher Fragestel-
lungen aus unterschiedlichsten Zweigen der o¨ffentlichen Verwaltung und Privatwirtschaft (Versorgung,
Telekommunikation, Transport und Logistik) entwickelt [Becker 2003].
Von besonderer Bedeutung fu¨r den Einsatz des Geometriemodells in praktischen Anwendungen ist,
dass es neben den einfachen und topologischen ra¨umlichen Objekten des Vektormodells auch TIN und
Rastergeometrien umfasst und diese konsistent in einem objektorientierten Datenmodell bereitstellt.
So kann ein einzelnes Realweltobjekt simultan durch multiple ra¨umliche Attribute unterschiedlichen
Typs repra¨sentiert werden.
Beispielsweise kann eine Klasse fu¨r topographische Objekte mit multiplen ra¨umlichen Attributen
ausgestattetet und die ra¨umliche Repra¨sentation eines Objekts in unterschiedlichen Maßstabsstufen
ermo¨glicht werden.
In Netzinformationssystemen ist eine simultane Modellierung geographischer und schematischer
Aspekte durch multiple ra¨umliche Attribute in unterschiedlichen Welten durchfu¨hrbar (z.B. Bestands-
plan und Schaltplan). Die eindeutige thematische Klammer um die verschiedenen Repra¨sentationen
bildet das Realweltobjekt. Zwischen den multiplen ra¨umlichen Repra¨sentationen eines Objektes kann
navigiert werden. Eine Kombination der Repra¨sentationen in ra¨umlichen Abfragen und Analysepro-
zessen wie der Netzwerkverfolgung ist durchfu¨hrbar.
Abschließend sei das native Objekt- und Geometriemodell der Smallworld CST zusammenfassend
dargestellt. Die Abbildung 2-25 umfasst sa¨mtliche Teile des Modells, vom Metamodell u¨ber die Glie-
derung in Universen und Welten bis zu den elementaren Topologie- und Geometrieklassen.
In der Abbildung wird die Beziehung zwischen topologisch strukturierten ra¨umlichen Objekten und
ihren topologischen Themen deutlich. Das Thema einer topologischen Top-Level Geometrie ergibt sich
implizit durch die Zugeho¨rigkeit zu einem ra¨umlichen Attribut, das explizit ein topologisches Thema
referenziert.
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Abb. 2-25: U¨bersicht der Geometrie- und Topologie-Klassen der Smallworld CST
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3 Integration ra¨umlicher Objekte, Funktionen und
Prozesse
Die Ma¨rkte fu¨r raumbezogene Daten kennzeichnen sich durch ein hoch spezialisiertes, uneinheitli-
ches Angebot von unabha¨ngig produzierten Datenbesta¨nden, die in verteilten, heterogenen Daten-
haltungssystemen abgelegt sind [Fornefeld und Oefinger 2002]. Aufgrund dessen steigt fu¨r den
Datennutzer der Bedarf zu der kombinierten Benutzung heterogener Informationen aus unterschied-
lichen, verteilten Datenbesta¨nden und Informationssystemen. Treibende Kraft fu¨r die Datennutzer
ist die U¨berwindung des Flaschenhalses der kostenintensiven, redundanten Erfassung und Pflege von
Geodaten, die bei einer Integration und Wiederverwendung bereits erfasster Daten externer Anbieter
naturgema¨ß entfa¨llt. Beispielhaft sei das in Abschnitt 2.3.6.3 beschriebene Netzinformationssystem
genannt, fu¨r das im Falle eines u¨berregionalen Energieversorgers die Geobasisdaten aus der Hand
unterschiedlicher Produzenten und damit aus unterschiedlichen Datenhaltungskomponenten beno¨tigt
werden. Fu¨r die Produzenten und Anbieter von Geodaten besteht der Nutzen der Integration in der
Vergro¨ßerung der Menge potentieller Nutzer ihres Angebotes.
Als Folge dieser Bedu¨rfnisse auf Seiten der Produzenten und Konsumenten des Geodatenmarktes
und der gleichzeitigen Verbesserung der technischen Rahmenbedingungen im Bereich des Internets
(zunehmender Verbreitungsgrad, steigende Bandbreiten), sind die Konzepte zu der Integration he-
terogener Datenbesta¨nde und Anwendungen in den vergangenen Jahren erheblich weiterentwickelt
worden.
Freie Zusammenschlu¨sse aus Industrie, Verwaltungen und Universita¨ten, wie beispielsweise die Ob-
ject Management Group (OMG), die Workflow Management Coalition (WfMC) und das Open GIS
Consortium (OGC) haben de facto Standards geschaffen, die Interoperabilita¨t zwischen den Systemen
unterschiedlicher Hersteller ermo¨glichen. Einige dieser Standards wurden im vorhergehenden Kapitel
bereits verwendet. So ist die Unified Modelling Language (UML) das Ergebnis eines Spezifizierungs-
prozesses der OMG. Fu¨r den Bereich der Modellierung ra¨umlicher Daten wurden das Simple Feature
Modell des OGC und die ISO Standards SQL/MM und Teile von ISO 19000 beschrieben.
Die Integration raumbezogener Objekte ist ein Spezialfall der Interoperabilita¨t heterogener Daten,
ebenso wie die interoperable Kommunikation von Geoinformationssystemen einen Spezialfall interope-
rabler Informationssysteme und Datenbanken darstellt. Vor diesem Hintergrund erscheint es sinnvoll,
die Probleme der Integration raumbezogener Daten und Prozesse im Kontext der generellen Interope-
rabilita¨t von Informationssystemen zu analysieren.
Die Notwendigkeit zu der geometrischen Integration raumbezogener Objekte zeigt sich erst durch
Superimposition der heterogenen Daten. Mit der Superimposition ist bereits eine hohe Stufe des In-
tegrationsprozesses raumbezogener Daten erreicht. Zuvor mu¨ssen die syntaktischen und strukturellen
Heterogenita¨ten der beteiligten Datenquellen, beispielsweise unterschiedliche Dateiformate und Da-
tenmodelle, u¨berwunden werden. Die grundlegenden Konzepte und Technologien der Integration von
Daten, Funktionen und Prozessen in raumbezogenen Informationssystemen werden daher im folgenden
untersucht.
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3.1 Insello¨sungen und monolithische Systeme
Zuna¨chst sei die Ausgangssituation, der Zustand der IT-Landschaft vor der Durchfu¨hrung von Inte-
grationsmaßnahmen, beschrieben.
Aufgrund von funktionaler Spezialisierung und separater Entwicklung wurden die verschiedenen
Aufgaben einer Organisation in der Vergangenheit mit Hilfe einer Vielzahl von Applikationen, Daten-
banken und monolithischen Altsystemen (legacy systems) erledigt. Die meisten Informationsdienste
basierten auf vertikal ausgerichteten Architekturen (stovepipes oder Insello¨sungen), die der Erledi-
gung einer spezifischen Aufgabe in einem abgegrenzten Bereich dienten [Schorr und Stolfo 1997].
Der inhaltliche Zusammenhang der einzelnen Anwendungen fand nur wenig Beru¨cksichtigung.
Im Bereich der ra¨umlichen Datenverarbeitung ist die Entwicklungsstufe der Insello¨sungen zeitlich
dem Bereich der 70er-80er Jahre zuzuordnen. Die monolithischen Geoinformationssysteme dieser Ent-
wicklungsstufe waren gekapselte, unabha¨ngige Systeme, die zu der digitalen Erfassung, Speicherung,
Analyse und Anzeige raumbezogener Daten dienten. Die Nutzung der erfassten Daten erfolgte durch
entsprechende Funktionen und Benutzeroberfla¨chen des Monolithen. Ein Export der erfassten Daten
u¨ber offene Schnittstellen zu anderen Systemen war ebensowenig vorgesehen wie eine Integration von
Daten aus externen Datenquellen.
3.1.1 Mangelnde Interoperabilita¨t am Beispiel proprieta¨rer Dateiformate
Schrittweise entwickelten sich aus Insello¨sungen Systeme mit zuna¨chst proprieta¨ren, dateibasierten
Austauschschnittstellen, die den Austausch ra¨umlicher Daten zwischen Systemen unterschiedlicher
Hersteller ermo¨glichten. Es handelte sich bei diesen Formaten nicht um austauschorientierte Struk-
turen, vielmehr haben sich die systeminternen Dateiformate einiger marktbeherrschender Systemher-
steller zu de facto Schnittstellen entwickelt.
Der dateibasierte Austausch auf der Basis dieser Formate ist mit einigen Problemen behaftet. Oft-
mals wurden weit verbreitete, graphisch orientierte Formate aus dem Bereich der CAD Systeme (DXF,
DGN etc.) verwendet. Graphische Formate enthalten in der Regeln keine hinreichenden Ausdrucksmit-
tel fu¨r thematische Attribute und thematische oder topologische Relationen. Ein Transfer ra¨umlicher
Daten mittels graphischer Formate ist daher mit einer strukturellen und semantischen Simplifizierung
der Daten auf den kleinsten gemeinsamen Nenner der beteiligten Systeme verbunden [Sondheim et al.
1999].
Als Alternative zu dem verlustbehafteten Austausch u¨ber proprieta¨re graphische Formate haben
sich verlustfreie Datenformate fu¨r den Austausch der Inhalte spezifischer Datenmodelle etabliert. Ein
Beispiel ist die grundsa¨tzlich anwendungsneutrale Einheitliche Datenbankschnittstelle (EDBS), die
faktisch auf den Austausch von ALK und ATKIS Daten beschra¨nkt geblieben ist. Auf der Grundlage
dieser Schnittstellen ist ein strukturell vollsta¨ndiger Austausch der Inhalte des zugeho¨rigen Datenmo-
dells mo¨glich, der im Fall der EDBS bis zu der Mo¨glichkeit des differentiellen Updates durch Einfu¨ge-
und Lo¨schoperationen reicht. Jedoch wurde die Syntax und Struktur solcher Schnittstellen in der Re-
gel, mangels Verfu¨gbarkeit, nicht auf industrieweit anerkannte Standards abgestimmt. In Folge dessen
mussten fu¨r jedes aufnehmende Informationssystem zuna¨chst eine entsprechende Schnittstelle sowie
ein internes Datenmodell fu¨r die Aufnahme der Daten erstellt werden.
Die geschilderten Probleme des Datenaustausches zwischen monolithischen Geoinformationssyste-
men sind Beispiele fu¨r die Konsequenzen mangelnder Interoperabilita¨t auf der Ebene der Datenfor-
mate. Sie lassen sich verallgemeinern auf das grundsa¨tzliche Problem des Informationsaustausches
zwischen ra¨umlichen und nicht-ra¨umlichen Informationssystemen. Neben der Wiederverwendung be-
stehender Daten erscheint eine geteilte Nutzung der Funktionen einzelner Insello¨sungen sinnvoll, um
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mehrfache Implementierungen zu umgehen.
3.2 Integration und Interoperabilita¨t
Wie die genannten Beispiele monolithischer Systeme deutlich machen, ist eine offene Gestaltung von
Informationssystemen mit der Mo¨glichkeit zum Austausch von Daten und Funktionen erstrebenswert.
Bevor die Techniken zu der Verwirklichung dieses Ziels aufgezeigt werden, sei zuna¨chst die Bedeutung
der Begriffe Integration und Interoperabilita¨t erla¨utert.
In seiner wo¨rtlichen U¨bersetzung bedeutet der Begriff der Integration die ”(Wieder-) Herstellung
eines Ganzen“. Im Kontext der Verarbeitung ra¨umlicher Daten handelt es sich um verteilte Daten-
besta¨nde und Anwendungen. Auf der Ebene betrieblicher1 Informationssysteme subsumiert man die
konzeptuellen und technischen Maßnahmen zu der logischen Zusammenfu¨hrung des Ganzen unter dem
Begriff der Enterprise Application Integration (EAI) [Zahavi 2000; Linthicum 1999]. Kennzeich-
nend fu¨r sie, in Abgrenzung zu der physischen Integration, ist die Einschra¨nkung der Integration auf
die logische Ebene. Die bestehenden Systeme sollen in ihrer Autonomie erhalten, das heißt in lokaler
Sichtweise unvera¨ndert benutzbar bleiben. Die Autonomie der Systeme ist fu¨r die praktische Akzep-
tanz der Integration von Systemen zwingend erforderlich, da der Verlust u¨ber die lokale Kontrolle der
Systeme von deren Eigentu¨mern nicht akzeptiert wu¨rde.
Die Voraussetzung fu¨r die Integration verteilter Datenbanken und Applikationen aus einzelnen Kom-
ponenten bezeichnet man als Interoperabilita¨t. Interoperabilita¨t ist die Fa¨higkeit eines Systems oder
seiner Komponenten die Portabilita¨t von Informationen und eine applikationsu¨bergreifende koope-
rative Prozesskontrolle bereitzustellen. Zwei geographische Datenquellen X und Y sind zueinander
interoperabel, wenn X eine Anfrage nach einem Dienst R an Y senden kann, basierend auf einem ge-
meinsamen Versta¨ndnis von R durch X und Y, und Y dazu fa¨hig ist, eine Antwort S an X zu senden,
basierend auf einem gemeinsamen Versta¨ndnis von S als Antwort auf R durch X und Y [Brodie 1992;
Bishr 1998].
Die Definition der Interoperabilita¨t entha¨lt den Begriff des Dienstes, der einen Paradigmenwech-
sel in der (Geo-)Datenverarbeitung ausgelo¨st hat [OGC 2003; ISO/DIS 19119 2003]. Abweichend
von der Kommunikation u¨ber Dateien in proprieta¨ren Formaten und Kodierungen werden einheitliche
Schnittstellen in Form von Diensten definiert. Die Kommunikation u¨ber Dienste gehorcht einer zu-
vor einheitlich vereinbarten Schnittstellendefinition, aus der die Funktion eines Dienstes (das ’Was’)
hervorgeht. Somit werden zu der Nutzung eines Dienstes keine Kenntnisse u¨ber die interne Implemen-
tierung (das ’Wie’) der Strukturen und Prozesse eines Diensteanbieters beno¨tigt.
Interoperable Geoinformationssysteme bieten ihre Daten und Funktionen u¨ber Dienste in Netzwer-
ken mit anderen, komplementa¨ren Diensten zu der Bearbeitung raumbezogener Fragestellungen an.
Netze von kompatiblen, miteinander kombinierbaren Geoinformationsdiensten, die u¨ber die Grenzen
einzelner Organisationen hinausgehen, werden auch als Geodateninfrastrukturen (GDI) bezeichnet
[Bru¨ggemann 2001; Brox et al. 2002].
Die Bereitstellung von Geodiensten in frei verfu¨gbaren Geodateninfrastrukturen wird mittelfristig
eine breite Verfu¨gbarkeit ra¨umlicher Daten und Funktionen ermo¨glichen. Einfachere ra¨umliche Fra-
gestellungen lassen sich bereits heute ohne den Einsatz lokaler GI-Systeme durch Kopplung von GI-
Diensten beantworten. Als schwierige Aufgabe stellt sich in diesem Zusammenhang die richtige ad hoc
Selektion und Verkettung der, zu der Lo¨sung einer spezifischen Aufgabenstellung passenden, Dienste
aus dem verteilten Angebot dezentraler Geodateninfrastrukturen [Bernard et al. 2003].
1Der Begriff des Betriebes ist in diesem in diesem Zusammenhang als Oberbegriff fu¨r Personengesellschaften und
o¨ffentliche Verwaltungen jeglicher Art zu verstehen.
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3.2.1 Integrationsweite und Integrationsrichtung
Die Integrationsweite unterscheidet nach dem Ort und Ausmaß der Integration. Man unterscheidet drei
Stufen der Integration, die mit drei Generationen interoperabler Informationssysteme in Zusammen-
hang stehen [Sheth 1999]. Mit der Innerbetrieblichen Integration (engl. Intra-Enterprise Integration,
Intranet Integration) wird die Applikations-Integration im lokalen Netz eines Unternehmens bezeich-
net, die sich sowohl auf einzelne Fachbereiche als auch auf eine gesamte Organisation beziehen kann
[Linthicum 2000]. Die Zwischenbetriebliche Integration (engl. Inter-Enterprise Integration, Internet
Integration) stellt die Verbindung von Datenbanken und Informationssystemen verschiedener Unter-
nehmen und Organisationen her. Sie dient der Einbindung externer Partner und Kunden, beispielsweise
u¨ber das Internet [Zahavi 2000]. Die Abbildung 3-1 gibt einen U¨berblick u¨ber die Entwicklung der
Integrationsformen. Die dritte Generation der Integration von Informationssystemen, die hier als E-
Business bezeichnet ist, umfasst neben der zwischenbetrieblichen Integration im engeren Sinne auch
die Verbindung zum Bu¨rger als Konsumenten eines Dienstes [Scheer et al. 2003]. Geodateninfra-
strukturen bilden die technische wie auch verfahrensma¨ßige Grundlage fu¨r das E-Business im Bereich
raumbezogener Daten.
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Abb. 3-1: Organisationstrends in der Entwicklung betrieblicher Integration ( c©IDS Scheer AG
1999)
Durch die Integrationsrichtung erfolgt eine Differenzierung nach den an der Integration beteiligten
Hierarchiestufen eines Betriebes. Findet die Integration auf der gleichen hierarchischen Stufe eines
Betriebes statt, spricht man von horizontaler Integration. Sie stellt die Verbindung von Teilsyste-
men innerhalb betrieblicher Wertscho¨pfungsketten her [Mertens 1995]. Die integrierte Verarbeitung
von ALK und ALB ist ein Beispiel fu¨r die horizontale Integration im Bereich des Liegenschaftska-
tasters. Die vertikale Integration dient allgemein der U¨berbru¨ckung von Detaillierungsgraden durch
eine Verknu¨pfung u¨ber Hierarchiestufen hinweg. Auf diese Weise ko¨nnen Planungs-, Analyse- und
Kontrollfunktionen in die Gescha¨ftsprozesse eingebunden werden. Neben dieser betriebswirtschaftli-
chen Interpretation des Integrationsbegriffs stellt Informationsfluss zwischen Datenbesta¨nden unter-
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schiedlichen Maßstabs (Detaillierungsgrades) ein Beispiel fu¨r die vertikale Integration im Kontext der
Geodatenproduktion dar.
3.2.2 Abstraktionsebenen der Interoperabilita¨t
Bis zu diesem Punkt ist die Beschreibung der Interoperabilita¨t aus Anwendersicht nach Attributen
wie der Weite und Richtung der Integration erfolgt. Bei der Implementierung interoperabler Dienste
und Systeme ist eine logische Unterteilung von Diensten in unterschiedliche Abstraktionsniveaus vor-
teilhaft. Die Aufteilung in Ebenen unterschiedlich starker Abstraktion ermo¨glicht, komplexe Probleme
in getrennte, weniger komplexe Teilprobleme zu zerlegen und diese unabha¨ngig voneinander zu lo¨sen.
Der Zugriff eines Dienstes auf eine Funktion aus dem Bereich eines anderen Dienstes findet u¨ber zuvor
definierte und vero¨ffentlichte Schnittstellen statt.
Ein erfolgreiches und weit verbreitetes Beispiel fu¨r eine Zerlegung eines komplexen Problems in
ein mehrschichtiges System von Diensten ist das ISO/OSI Schichtenmodell fu¨r die Kommunikation
in Rechner-Netzwerken [Hennekeuser und Peter 1994; Hunt 1995]. Auf der untersten Ebene
des Modells erfolgt eine bitweise U¨bertragung der Daten, auf den mittleren Schichten die Vermittlung
(z.B. IP, Internet Protocol) und der verbindungsorientierte Transport (z.B. TCP, Transmission Control
Protocol) sowie die Aufteilung der Daten in Datenpakete. Auf der Basis dieser Protokolle lassen sich
komplexere Dienste wie FTP oder HTTP in den oberen Schichten der Kommunikationssteuerung,
Datendarstellung und Anwendung definieren und abwickeln. Die verschiedenen Dienste beno¨tigen
ausschließlich Kenntnisse u¨ber die Schnittstellen der ’unterhalb’ und ’oberhalb’ liegenden Dienste. Die
Interna der Verarbeitung sind gekapselt (Encapsulation) und nach außen nicht sichtbar (Information
Hiding).
Das Schichtenmodell fu¨r Netzwerkdienste kann auf das Problem der Abstraktion von Geoinfor-
mationsdiensten u¨bertragen werden. Die Anwendungsschicht des ISO/OSI Modells bildet in diesem
Zusammenhang die niedrigste Abstraktionsebene.
Die verschiedenen Abstraktionsebenen der Interoperabilita¨ts-Gegensta¨nde sind in Abbildung 3-2
aufgefu¨hrt. Die Gliederung ist angelehnt an eine Darstellung aus [OGC 2003]. Die breiten Pfeile sym-
bolisieren den tatsa¨chlichen Informationsfluss zwischen Systemen entlang des Stapels der verschiede-
nen Integrationsebenen; die du¨nneren horizontalen Pfeile zeigen den virtuellen Informationsaustausch
zwischen Diensten einer Ebene.
Die Metapher des Schichtenmodells fu¨r Geoinformationsdienste ist nicht in aller Strenge gu¨ltig. So
mu¨ssen zu der Abwicklung eines Dienstes nicht sa¨mtliche unterhalb liegende Schichten durchlaufen wer-
den. Die obersten drei Ebenen sind Dienste u¨ber Dienste (’Metadienste’), die ein Experten-Anwender
nicht zwangsla¨ufig beno¨tigt. Die Anwendungsschicht beginnt daher auf der Ebene des Geoinformati-
onsdienstes. Die virtuelle horizontale Verbindung der Schichten tritt beispielsweise dann ein, wenn ein
Web Map Service (WMS) Karten aus den Objekten eines entfernten Web Feature Service (WFS) oder
einer OGC SF (Simple Features) konformen Datenbankschnittstelle erzeugt. Ein Anwendungsszenario,
das eine vollsta¨ndige Ausscho¨pfung der Schichtenmodells erfordert, ist die automatische, dynamische
’on-the-fly’ Integration ra¨umlicher Daten [Riedemann und Timm 2003].
3.2.2.1 Heterogenita¨t auf unterschiedlichen Abstraktionsebenen
Ausgangspunkt einer Integrationsmaßnahme ist die Anwesenheit von Heterogenita¨t auf einer oder
mehreren Ebenen des Schichtenmodells, die eine Kommunikation zwischen Anwendungen verhindert.
Den verschiedenen Abstraktionsebenen der Interoperabilita¨t lassen sich unterschiedliche Arten der
Heterogenita¨t von Informationssystemen zuordnen.
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Abb. 3-2: Abstraktions- und Integrationsebenen interoperabler Geoinformationsdienste
• Syntaktische Heterogenita¨t Unter syntaktischer Heterogenita¨t versteht man Abweichungen
in der Repra¨sentation, Formatierung und Kodierung von Daten (vgl. Abschnitt 3.4.2).
• Schematische Heterogenita¨t Schematische Heterogenita¨t zeigt sich in der Struktur von Da-
ten, wenn beispielsweise Konstrukte mit unterschiedlicher Repra¨sentationskraft (Attribut/Ob-
jekt, Objekt/Assoziation) oder unterschiedlicher Aggregation (einfach/multipel) zu der Repra¨sen-
tation eines Sachverhaltes verwendet werden (vgl. Abschnitt 3.4.5).
• Semantische Heterogenita¨t Sie liegt vor, wenn die Kognition eines Sachverhaltes, das so ge-
nannte mentale Modell, zwischen zwei Disziplinen voneinander abweicht. In Abha¨ngigkeit vom
Kontext seiner Verwendung nimmt ein Objekt unterschiedliche Rollen ein, die aus einer Differenz
zwischen der Vorstellung und Bedeutung von identischen Dingen der realen Welt resultiert (Ab-
straktionsunterschiede, Klassifikationskonflikt). Ein weiterer semantischer Konflikt zeigt sich bei
der Verwendung unterschiedlicher Namen fu¨r identische Dinge (Synonyme) oder gleicher Namen
fu¨r unterschiedliche Dinge (Homonyme).
Wa¨hrend die genannten Konflikte durchweg auf der Modellebene definiert sind, ko¨nnen Konflikte
auch auf Ebene der Daten in Form von Widerspru¨chen zwischen den Attributwerten korrespondieren-
der Instanzen entstehen (Datenkonflikt, vgl. S. 50).
In den folgenden Abschnitten werden die verschiedenen Ebenen der Integration erla¨utert und ihr
Zusammenhang mit den existierenden technischen Ansa¨tzen und Standards zu der Integration von
Systemen auf den jeweiligen Ebenen aufgezeigt.
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3.3 System- und Netzwerkintegration
Voraussetzung fu¨r eine Kommunikation zwischen Anwendungen in verteilten, heterogenen Umgebun-
gen ist die physische Vernetzung der Teilkomponenten. Die Netzwerkintegration ermo¨glicht die Ver-
bindung, das heißt den kontrollierten Austausch von Datenpaketen, zwischen verschiedenen Hardware
Plattformen wie Windows-, UNIX- und Mainframe- Systemen. Das beschriebene TCP/IP ist der eta-
blierte Standard fu¨r die Netzwerkintegration. Sie kann daher zumindest vom prinzipiellen Standpunkt
als gelo¨st angesehen werden.
3.4 Datenintegration
Die Datenintegration dient der Zusammenfu¨hrung statischer, nicht funktionaler Inhalte aus verteil-
ten heterogenen Datenquellen. Die Datenintegration erstreckt sich u¨ber mehrere der in Abbildung
3-2 aufgefu¨hrten Abstraktionsebenen, die jeweils der U¨berwindung unterschiedlicher Heterogenita¨ten
dienen.
3.4.1 Datenrepra¨sentation und Kodierung
Die Repra¨sentation und Kodierung von Daten kann auf unterschiedliche Weise erfolgen. Die Benutzung
eines normierten Zeichensatzes wie ASCII erlaubt die eindeutige digitale Kodierung der Zeichen einer
Sprache. Konflikte entstehen bei der Verwendung unterschiedlicher Zeichensa¨tze, deren Codes nicht
aufeinander abgestimmt sind. Der Unicode Standard lo¨st das grundlegende Problem der heterogenen
Kodierung von Zeichen fu¨r nahezu alle geschriebenen Sprachen, indem sa¨mtlichen Zeichen einheitliche
Codes zugeordnet werden [The Unicode Consortium 2003]. Eine sta¨rkere Strukturierung der In-
formation ermo¨glicht die Verwendung formaler, erweiterbarer Beschreibungssprachen wie XML oder
ASN.1 [W3C 2001; Larmouth 1999].
Ein XML Dokument besteht aus einem hierarchischen Baum von Elementen, die u¨ber Attribute
und Kindelemente verfu¨gen. Die XML Sprache ist selbst-beschreibend. Die zula¨ssige Struktur und die
Datentypen eines XML Dokumentes werden durch ein spezielles XML Dokument, die XML Schema
Definition (XSD) festgelegt. XML Dokumente sind grundsa¨tzlich in Unicode kodiert; abweichende
Kodierungen lassen sich mit dem ’encoding Tag’ in einem XML Dokument explizit angeben.
3.4.2 Datenformat und logisches Datenmodell
Auf der Ebene der Datenformate und logischen Datenmodelle ist zuna¨chst zu trennen zwischen der
Repra¨sentation in dateibasierten Formaten und der Datenhaltung in Datenbankmanagementsystemen.
Wa¨hrend die Repra¨sentation in Dateien im Kontext ra¨umlicher Informationssysteme prima¨r den Aus-
tausch von Daten verfolgt, ist das logische Datenmodell eines DBMS auf eine dauerhafte, performante
und konsistente Speicherung von Daten ausgerichtet.
3.4.2.1 Repra¨sentation in dateibasierten Formaten
Im Unterschied zu den in Abschnitt 3.1 beschriebenen proprieta¨ren Austauschformaten lassen sich auf
der Basis von XML beliebige Schemadefinitionen fu¨r die Beschreibung und U¨bermittlung von Daten
aus unterschiedlichen Anwendungsbereichen erzeugen. So existiert fu¨r den Austausch rein graphi-
scher Vektordaten das SVG Schema (Scalable Vector Graphics). Fu¨r die Beschreibung raumbezogener
Objekte hat sich das GML Schema (Geography Markup Language) etabliert [OGC 2001]. Es gibt
unterschiedliche Versionen von GML. Die Version 2 umfasst die U¨bermittlung von Simple Features
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und wird daher auch als ’XML for Simple Features’ bezeichnet. Die Version 3 unterstu¨tzt daru¨berhin-
aus raumbezogene Objekte und geometrische Primitive die gema¨ß dem Raumbezugsschema der ISO
(ISO 19107) modelliert sind, und umfasst dreidimensionale Geometrie, nichtlineare Interpolation bei
geometrischen Primitiven, geometrische Komplexe und ebene Topologie. Das Problem der Integration
heterogener Dateiformate ist durch die konsequente Benutzung von XML-basierten Austauschforma-
ten prinzipiell gelo¨st.
3.4.2.2 Datenhaltung in Datenbankmanagementsystemen (DBMS)
Das logische Datenmodell eines DBMS beschreibt die konkrete Implementation der Realita¨t in einer
Datenbank. Es wird daher auch als Implementationsmodell bezeichnet. Das wichtigste logische Da-
tenmodell ist das relationale Modell, das bereits 1970 durch Codd eingefu¨hrt wurde [Kemper und
Eickler 1997]. Es repra¨sentiert die Welt durch eine Menge von mathematischen Relationen, die man
sich als Tabellen von Werten vorstellen kann.
Anfragen an ein relationales DBMS, die aus einer Verkettung relationaler Operationen bestehen,
werden durch den Abfragemanager des DBMS ausgewertet. Die deklarative Sprache SQL (Structured
Query Language) ist die Standard-Datenbanksprache fu¨r die Definition, Modifikation und Abfrage
relationaler DBMS. Das relationale Modell wurde zunehmend erga¨nzt um Elemente, die eine leich-
tere Abbildung objektorientierter Strukturen erlauben. So ermo¨glicht SQL3 die Definition abstrakter
Datentypen (ADT), mit denen auch komplexe Attribute, z.B. ra¨umliche Objekte, als Spalten in Re-
lationen benutzt werden ko¨nnen. DBMS mit derartigen Erweiterungen fu¨r objektorientierte Konzepte
bezeichnet man auch als objektrelationale DBMS (ORDBMS). Das ra¨umliche DBMS aus Abschnitt
2.3.6.1 ist ein Beispiel fu¨r objektrelationales DBMS mit abstrakten Datentypen fu¨r ra¨umliche Objekte.
Die Voraussetzung zu der Integration (objekt-)relationaler logischer Datenmodelle besteht in der
Konformita¨t von DBMS zu der Sprache SQL. Wie auch in XML bestehen unterschiedliche Mo¨glich-
keiten zu der Abbildung von Realwelt-Objekten und deren Attributen und Relationen in logische
Datenbankmodelle. Wa¨hrend im Falle von XML die Schemadefinition (XSD) und der Inhalt (XML)
zwei voneinander getrennte XML Dokumente sind, werden fu¨r relationale Modelle beide Ebenen ge-
meinsam durch SQL beschrieben. SQL ist somit zugleich Datendefinitionssprache (DDL) und auch
Datenmodifikationssprache (DML).
3.4.3 Schnittstellen fu¨r den Zugriff auf verteilte Datenquellen
Ziel der Datenintegration ist die Schaffung eines einheitlichen und mo¨glichst transparenten Zugriffs
auf heterogene Datenbesta¨nde, der auch neue, systemu¨bergreifende Anwendungen erlaubt [Conrad
1997]. Mit der standardisierten Sprache SQL ist zwar die prinzipielle Mo¨glichkeit zu der herstelle-
runabha¨ngigen Kommunikation mit relationalen DBMS geschaffen, jedoch keine standardisierte Pro-
grammierschnittstelle fu¨r die Einbindung relationaler Datenquellen in Anwendungsprogramme.
3.4.3.1 Schnittstellen fu¨r den Zugriff auf DBMS
Technisch la¨sst sich der Zugriff auf die Datenbesta¨nde durch die Verwendung von Middleware rea-
lisieren. Middleware ist eine generelle Bezeichnung fu¨r jegliche Art von Programmkomponenten fu¨r
die Verknu¨pfung von separaten, bereits existierenden Anwendungen. Sie wird zwischen bestehenden
Anwendungen als zusa¨tzliche Schicht eingefu¨hrt, um Interoperabilita¨t zu ermo¨glichen.
Open Database Connectivity (ODBC) Die am weitesten verbreitete Middleware fu¨r den Zugriff auf
relationale Datenbanksysteme ist die Open Data Base Connectivity (ODBC) [Geiger 1995]. ODBC
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stellt Anwendungen fu¨r den Zugriff auf relationale Datenquellen eine einheitliche Programmierschnitt-
stelle bereit. Anfragen werden von der Applikation an den ODBC Treiber Manager gerichtet (vergleiche
Abbildung 3-3). Der Treiber Manager ist eine dynamische Bibliothek und verwaltet die Kommunika-
tion zwischen den Applikationen und den ODBC Treibern.
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Netzwerk-Software
DBMS 1
Server B
Netzwerk-Software
DBMS 2
Anwendung A Anwendung B Anwendung C
ODBC Treiber Manager, ODBC-Interface (CLI)
ODBC-Treiber 1 ODBC-Treiber 2
Netzwerk-Software Netzwerk-Software
Client
Abb. 3-3: Zugriff auf heterogene Datenbanken
mit ODBC [Rahm 1994]
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Abb. 3-4: Integration raumbezogener Daten im
Intra- und Internet
Webservices fu¨r den Zugriff auf verteilte Daten Die ODBC Schnittstelle eignet sich fu¨r die dauer-
hafte Intranet-basierte Integration von relationalen Datenquellen. Fu¨r die betriebsu¨bergreifende Da-
tenintegration via Internet (HTTP) gewinnt die Datenbeschreibungssprache XML sowie deren Spe-
zialisierung fu¨r raumbezogene Objekte (GML) an Bedeutung. Die Datenhaltung findet unvera¨ndert
und redundanzfrei in den fu¨r diesen Zweck optimierten objektrelationalen DBMS statt. Lediglich der
Austausch und die Beschreibung der Datenquellen erfolgt u¨ber das XML Format. Im Vergleich zu
ODBC/SQL fehlt an dieser Stelle die Datenmodifikationssprache (DML) mit der die Abfrage und
Modifikation der Daten ermo¨glicht wird.
Die Abfrage und auch die Modifikation von Simple Features u¨ber das Internet, ko¨nnen nach den
Richtlinien der Web Feature Service Specification des OGC bereitgestellt werden [OGC 2002]. Als
Ergebnis einer parametrisierten Anfrage u¨ber HTTP werden die raumbezogenen Objekte des DBMS
’on-the-fly’ in GML konvertiert und u¨ber das Internet verfu¨gbar gemacht. Bei schreibenden Transak-
tionen geschieht die Konvertierung in umgekehrter Richtung, per ’HTTP post’ wird ein neues oder
gea¨ndertes Objekt in GML an den Server gesendet. Der WFS u¨bersetzt das GML beispielsweise in
SQL Aufrufe und u¨bertra¨gt den Inhalt der GML Datei in das DBMS.
Gegenu¨berstellung von ODBC und WFS Mit der ODBC und dem WFS sind zwei anwendungsneu-
trale Schnittstellen fu¨r die Integration entfernter ra¨umlicher Datenquellen definiert. Beide Techniken
sind zueinander komplementa¨r.
Die SQL Sprache basiert auf dem relationalen Datenbankmodell, sodass eine direkte Umsetzung
der SQL Befehle in das logische Datenmodell des DBMS ermo¨glicht wird. Die Anbindung u¨ber ODBC
stellt daher eine direkte Verbindung zum origina¨ren DBMS her. Sie ist optimiert fu¨r dauerhafte Ver-
bindungen mit hohen Performanz-Anspru¨chen. Die ODBC Verbindung findet idealerweise in lokalen
Netzen mit großer Bandbreite statt.
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Die Einbindung externer Datenquellen u¨ber XML und WFS auf der Basis von HTTP eignet sich
insbesondere fu¨r kurzzeitige Transaktionen mit geringem Datenvolumen. A¨nderungen am logischen
Datenmodell, wie das Hinzufu¨gen neuer Tabellen oder Spalten, sind auf diesem Weg nicht mo¨glich.
Die Kodierung der Daten und Metadaten in XML erfordert eine Konvertierung der internen Struk-
turen des logischen Datenbankmodells in ein durch XSD vorgegebenes XML Schema. Eine praktische
Implementierung von WFS auf der Basis von relationalen DBMS wird intern auf eine SQL-basierte
Schnittstelle wie ODBC oder JDBC zuru¨ckgreifen mu¨ssen. Dieser Konvertierungsaufwand verlang-
samt die Abwicklung von Transaktionen gebenu¨ber der direkten Umsetzung in SQL. Eine Alternative
bilden DBMS mit nativen XML Schnittstellen.
Fo¨derierte Datenbanken (FDBMS) Die offenen Schnittstellen zu DBMS ermo¨glichen es, die logi-
schen Modelle multipler DBMS miteinander zu koppeln und zu einem globalen, virtuellen, fo¨derierten
DBMS zu vereinen [Conrad 1997]. Fu¨r Anwendungen des FDBMS stellt sich dieses als ein konsisten-
tes Datenmodell dar. Die Anfragen und Modifikationsbefehle an das fo¨derierte Modell werden vom
FDBMS aufgeteilt und weitergeleitet an die beteiligten lokalen (physischen) DBMS. Die Ergebnisse
der lokalen Abfragen erreichen zuna¨chst das FDBMS und werden von diesem an seine Anwendungen
weitergeleitet.
Im klassischen Sinne versteht man unter einem FDMBS die SQL basierte Vernetzung multipler
DBMS. XML-basierte standardisierte Dienste wie der Web Feature Service ero¨ffnen neue Wege der
Fo¨deration heterogener Datenquellen u¨ber das Internet. Dabei ist zu beachten, dass das FDBMS
Vorkehrungen fu¨r eine koordinierte Abwicklung von geschachtelten Transaktionen (nested transacti-
ons) treffen muss, die intern an multiple DBMS gerichtet werden. Die grundsa¨tzlichen Forderungen
an Datenbank-Transaktionen (ACID-Eigenschaften) mu¨ssen auch fo¨derierte Transaktionen erfu¨llen.
Neben der rein physischen Kopplung der DBMS erfordert das FDBMS die logische Vereinigung der
lokalen Datenschemata zu einem globalen Datenmodell (vergleiche Kapitel 3.4.5).
3.4.4 Konzeptuelles Datenmodell und Anwendungsschema
Die im vorhergehenden Abschnitt beschriebenen logischen Datenmodelle und Datenformate sind an-
gelehnt an die interne Implementierung eines DBMS und die Struktur einer XML Datei. Die Aufgabe
eines Informationssystems liegt in der anwendungsspezifischen Repra¨sentation eines Pha¨nomens der
realen Welt. Der Modellierungs- und Abbildungsvorgang von der realen Welt auf die internen Konzep-
te (das logische Modell) sollte mo¨glichst wenig Detail-Kenntnis u¨ber die Syntax und Funktionsweise
des Implementationsmodells erfordern.
Ein Abstraktionsniveau, das na¨her an den Konzepten der realen Welt orientiert ist als an den inter-
nen Strukturen eines Informationssystems, ist daher wu¨nschenswert. Diese Lu¨cke zwischen den logi-
schen Modellen und den Konzepten der realen Welt wird verringert durch die Ebene der konzeptuellen
Datenmodelle, deren Definition vom logischen Modell des letztlich verwendeten DBMS unabha¨ngig
ist.
Konzeptuelle Modelle verfu¨gen in der Regel u¨ber eine graphische Auspra¨gung (Notation). Daru¨ber-
hinaus sind sie sta¨rker strukturiert als logische Modelle und verbergen Implementationsdetails bis auf
die fu¨r die Anwendungsmodellierung relevanten Konstrukte. Zwei weit verbreitete konzeptuelle Mo-
delle sind das Entity-Relationship Model (ER-Model) fu¨r den Entwurf von Anwendungsschema auf
der Basis relationaler DBMS und die statischen Klassendiagramme der Unified Modeling Language
(UML), die sich zum Entwurf objektorientierter Klassenmodelle eignen [Booch et al. 1999].
Da auf der Seite der Implementationsmodelle die rein objektorientierten DBMS weniger stark ver-
breitet sind als die relationalen Modelle, entsteht das Problem der Abbildung objektorientierter kon-
46
3.4 Datenintegration
zeptueller Modelle in das (objekt-) relationale logische Datenmodell der Datenhaltungskomponenten
(impedance mismatch, [Berzen 2000]). Die Konvertierung eines konzeptuellen Datenmodells in das
Implementationsmodell eines DBMS wird auch als logisches Design bezeichnet (vgl. Abbildung 3-5).
Die relationale Transformation objektorientierter Schemata in ein logisches Modell geho¨rt zu den
Standardfunktionen heutiger objektorientierter CASE-Tools, wie z.B. Rational Rose von IBM.
Reale Welt
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Physisches Design
Logisches Design
Anforderungsprofil
Konzeptuelles Schema
Logisches Schema
ER, EER, ECR,
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Relationales Modell,
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DBMS-unabhängig
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Physisches Schema
Index-Strukturen,
Clusterung
Relationale
Transformation
Abb. 3-5: Schritte des Datenbankdesign
3.4.5 Schematische und Semantische Integration
Fo¨derierte DBMS ermo¨glichen die Integration von Daten aus syntaktisch heterogenen, logischen Da-
tenmodellen in ein globales virtuelles DBMS. Auf der Ebene des globalen DBMS stellt sich damit die
Aufgabe der Definition eines globalen konzeptuellen Datenmodells, das die lokalen Schemata der be-
teiligten DBMS zu einem konsistenten, redundanzfreien Datenbankschema vereinheitlicht, und einen
Abbildungsmechanismus zwischen der globalen und lokalen Ebene bereitstellt [Parent und Spac-
capietra 1998].
Redundanzen und Inkonsistenzen zwischen Schema-Elementen entstehen dort, wo gleichartige Din-
ge der realen Welt in multiplen Datenbanken auf unterschiedliche Weise modelliert, repra¨sentiert und
erfasst werden. Der Ursprung schematischer und semantischer Heterogenita¨t steht in engem Zusam-
menhang zu den Forderungen nach Beibehaltung der Autonomie der lokalen Systeme bezu¨glich des
Designs, der Kommunikation, der Ausfu¨hrung und der Assoziation mit externen Systemen [Partridge
2002; Sheth 1999].
Eine offensichtlich notwendige Voraussetzung der Schemaintegration ist die Zuordnung a¨quivalenter
Konzepte aus den unterschiedlichen lokalen Datenmodellen. Die Integration lokaler Schemata in ein
globales fo¨deriertes Schema verla¨uft daher in den folgenden Schritten [Larson et al. 1989; Parent
und Spaccapietra 1998]:
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Abb. 3-6: Prozess der globalen Schemaintegration nach [Parent 1998]
1. Schema-Transformation In diesem Schritt der Vorverarbeitung werden die lokalen Schemata
in ein gemeinsames Datenmodell (common data model, CDM) konvertiert, das die anschließen-
de Integration erleichtern soll. Die Wahl eines objektorientierten CDM bietet sich an, da sich
objektorientierte und relationale Modelle ohne Verlust von Information darin abbilden lassen
[Leclercq et al. 1997]. Die U¨bersetzung von Klassen- und Attribut-Bezeichnungen in eine
gemeinsame Sprache geho¨rt ebenfalls der Schema-Transformation an. Fu¨r die strukturelle Auf-
teilung von Daten in Klassen und Attribute lassen sich Normalisierungs- Regeln angeben, die
zu einer Reduktion der syntaktischen und schematischen Diskrepanzen zwischen Datenmodellen
fu¨hren.
Neben der strukturellen Aufbereitung der Datenmodelle ist die semantische Anreicherung (se-
mantic enrichment) zu der Auflo¨sung semantischer Mehrdeutigkeiten (Heterogenita¨ten) bei der
Integration von Schema-Elementen erforderlich. Das kann auf informelle Weise durch eine lang-
schriftliche Beschreibung der Daten in einem informellen Metamodell erfolgen. Hierdurch wird
jedoch die Automation der Integration erschwert, da die Interpretation informeller Beschrei-
bungen in der Regel nicht eindeutig und damit (derzeit) auch nicht automatisierbar ist. Eine
Alternative besteht in einer formalen Beschreibung, aus der die Bedeutung der innerhalb des
Schemas verwandten Begriffe (Symbole) eindeutig hervorgeht.
Die Verwendung formaler Ontologien ermo¨glicht eine explizite und formale Definition der Se-
mantik eines Schemas [Hakimpour und Geppert 2002; Guarino 1997; Guarino 1998;
Partridge 2002]. Ontologien stellen eine explizite Spezifizierung einer Konzeptualisierung her,
so dass durch die Definitionen einer Ontologie ein gemeinsames Versta¨ndnis unter den Mitglie-
dern ihrer Nutzergemeinschaft (Information Community) erzielt wird.
Die Formalisierung von Ontologien kann auf unterschiedliche Weise erfolgen. Die beno¨tigte Aus-
druckskraft und der Grad der Formalisierung sind letztlich ausschlaggebend dafu¨r, ob ein ER-
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Diagramm, eine Beschreibung in UML mit erga¨nzenden Einschra¨nkungen in OCL, eine logische
oder funktionale Sprache wie Prolog oder HASKELL oder ein XML-basiertes Format fu¨r die Be-
schreibung von Online-Ressourcen wie das Ressource Description Framework (RDF) verwendet
werden [Cranefield und Purvis 1999; Bittner und Frank 1997; W3C 2003; Uitermark
et al. 1999 etc.]. Unter den genannten Sprachen nimmt das XML-basierte RDF eine gesonder-
te Stellung ein, da es ausschließlich zum Zwecke der Formulierung leichtgewichtiger Ontologien
u¨ber die Semantik von Internet-Diensten konzipiert wurde.
Beispiele fu¨r den Einsatz formaler Ontologien zu der Integration in Geoinformationssystemen
und der Herstellung von Interoperabilita¨t in Ketten von Geo-Diensten (GI-Service Chains) sind
beispielsweise in [Fonseca et al. 2002; Frank n.d.; Lutz et al. 2003] angegeben.
Das Ergebnis der Schematransformation ist eine Menge lokaler, homogenisierter Datenbanksche-
mata, deren Semantik durch eine formale Spezifikation der verwendeten Konzepte (Ontologie)
angereichert sein kann. Mangels Verfu¨gbarkeit aussagekra¨ftiger und formalisierter Metadaten
wird der Prozess der Schematransformation in vielen Fa¨llen einen erheblichen Aufwand an In-
teraktion und Analyse erfordern.
2. Korrespondenzanalyse und -Behauptungen Auf der Basis der transformierten und homo-
genisierten Datenbankschemata erfolgt die Identifikation korrespondierender Schema-Elemente.
Bei Vorliegen formal spezifizierter Ontologien geht der eigentlichen Schemaintegration eine Ver-
schmelzung und Vereinheitlichung der Ontologien voraus (top-down). Auf Ebene der Ontologien
la¨sst sich die semantische Korrespondenz der Modelle explizit herstellen. Die Komplexita¨t der
Schemazuordnung wird damit reduziert auf die Zuordnung von Elementen, die zu gleichen on-
tologischen Konzepten geho¨ren.
Ausschlaggebend fu¨r das Problem der Zuordnung von Instanzen korrespondierender Schema-
Elemente ist die Heterogenita¨t der Identifikatoren. Sind zwei Attribute A1, A2 semantisch zuein-
ander a¨quivalent, und besteht eine Abbildungsfunktion f mit deren Hilfe die Attribute in einen
gemeinsamen Wertebereich u¨berfu¨hrt werden ko¨nnen, so kann die Korrespondenz der Instan-
zen zweier Klassen mit Hilfe des identifizierenden Merkmals hergestellt werden [Frank 1999;
Neilling 1999; Bishr 1999].
3. Schema-Integration Im letzten Schritt des Integrationsprozesses werden die Schemau¨bergrei-
fenden Konflikte aufgelo¨st, und die korrespondierenden Elemente der lokalen Schemata werden
vereinheitlicht in das globale Schema abgebildet. In [Parent und Spaccapietra 1998] werden
fu¨nf verschiedene Konflikttypen unterschieden:
• Ein Klassifikationskonflikt liegt vor, wenn zwei korrespondierende Typen zwei unterschied-
liche Mengen von Realwelt-Objekten beschreiben. Ein Beispiel hierfu¨r wa¨re eine Klasse S1
die Land-, Kreis- und Bundesstraßen umfasst und eine Klasse S2, die daru¨berhinaus auch
Feldwege und Autobahnen entha¨lt. Eine Standardlo¨sung zu der Auflo¨sung von Klassifika-
tionskonflikten ist durch den Aufbau einer Generalisierungs-Hierachie gegeben.
• Strukturelle Konflikte treten auf, wenn korrespondierende Typen durch Konstrukte mit
unterschiedlich starker Repra¨sentationskraft dargestellt werden. Beispiele hierfu¨r sind die
Abbildung eines Realweltobjektes in eine Klasse oder ein Attribut und die Abbildung in
eine Entita¨t oder eine Relation. Durch die Zusammenfassung in einen globalen Typ darf
keine Information verloren gehen. Bei der Integration einer Relation mit einem korrespon-
dierenden Attribut wird daher die Relation im globalen Schema verwendet.
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• Deskriptive Konflikte entstehen, wenn Unterschiede in den Eigenschaften korrespondieren-
der Typen, Attribute oder Methoden auftreten.
Beispiele fu¨r deskriptive Konflikte in korrespondierenden Klassen sind Namen (Homonym,
Synonym), Schlu¨ssel, Attribute, Methoden, Integrita¨tsbedingungen und Zugriffsrechte.
Korrespondierende Attribute ko¨nnen sich im Namen, im Gu¨ltigkeitsbereich (lokal, global),
in der Struktur (einfach, komplex, Kardinalita¨t), im Datentypen (Maßsta¨be, Einheiten,
Standardwerte, Operationen) sowie den Integrita¨tsbedingungen und Zugriffsrechten unter-
scheiden.
Korrespondierende Methoden ko¨nnen ebenfalls Unterschiede im Namen und daru¨berhinaus
in der Signatur (U¨bergabeparameter, Ru¨ckgabewerte) aufweisen.
• Ein Metadaten-Konflikt liegt vor, wenn Metadaten (z.B. Klassen- oder Attributnamen) ei-
ner Datenbank mit den Daten (Instanzen) einer anderen Datenbank korrespondieren. Eine
Abbildung von Attribut oder Relationsnamen in Werte ist mit Hilfe relationaler Daten-
banksprachen (SQL) nicht mo¨glich.
• Datenkonflikte treten auf der Ebene einzelner Instanzen auf und erscheinen als wider-
spru¨chliche Werte fu¨r korrespondierende Attribute. Datenkonflikte entstehen durch Mess-
oder Eingabefehler, bei der Kombination unterschiedlicher Informationsquellen und Versio-
nen oder durch verzo¨gerte Aktualisierungen.
Es sei an dieser Stelle vorweggenommen, dass das Problem der geometrischen Integration im We-
sentlichen einer Bereinigung von Datenkonflikten zwischen korrespondierenden ra¨umlichen Objekten
entspricht. Der geschilderte Ablauf der Datenintegration macht deutlich, dass die geometrische Inte-
gration heterogener Daten die Integration auf syntaktischer, schematischer und semantischer Ebene
voraussetzt.
3.5 Funktionsintegration
Mit der Funktionsintegration ko¨nnen Dienste außerhalb der origina¨ren Anwendungen zuga¨nglich ge-
macht werden. Die Applikation stellt ihre Funktionen anderen Applikationen bereit. Dabei werden die
Anwendungen als Objekte oder Komponenten aufgefasst.
U¨ber eine zentrale Vermittlungsstelle (Broker) werden die Anfragen (Requests) zwischen Client und
Server Objekten vermittelt. Der Kommunikationskern einer Middleware fu¨r verteilte Objekte wird als
Object Request Broker (ORB) bezeichnet (vgl. Abbildung 3-7). Fu¨r die Client-Seite ist der Aufruf einer
Operation einer entfernten Komponente netzwerktransparent, so dass keine Kenntnis u¨ber Ort und
Sprache der Objektimplementation erforderlich ist. Der ORB dient der Registrierung der angebotenen
Komponenten und Dienste sowie der weiteren Vermittlung der registrierten Dienste zwischen den
Objekten.
Die bekanntesten Middleware-Konzepte fu¨r verteilte Objekte sind CORBA der Object Management
Group (OMG) und DCOM von Microsoft (vergleiche Abbildung 3-7). Detaillierte Beschreibungen und
Vergleiche der beiden Technologien sowie Mo¨glichkeiten zu deren Kopplung u¨ber Bridges findet man
unter anderem in [OMG 2001; Sessions 1998; Chung et al. 1998].
Mit den Techniken der Funktionsintegration lassen sich bestehende Systeme gezielt von außen um
Komponenten erga¨nzen. Dies ist insbesondere fu¨r die Produktion und Verarbeitung raumbezogener
Daten von Bedeutung [Timm et al. 1998]. Geoinformationssysteme verfu¨gen u¨ber eine ausgereifte
Basistechnologie fu¨r den Umgang mit raumbezogenen Daten. Fu¨r die Bearbeitung konkreter Anwen-
dungsfa¨lle bedarf es in der Regel einer Erweiterung dieser Basistechnologie, zum Beispiel um spezi-
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Abb. 3-7: Common Object Request Broker Architecture (CORBA) und Distributed Component
Object Model (DCOM)
elle numerische oder statistische Verfahren. Anstelle einer Erweiterung des GIS um diese Funktionen
besteht durch Funktionsintegration die Mo¨glichkeit, auf bestehende Komponenten zuru¨ckzugreifen,
soweit diese eine Architektur fu¨r die Funktionsintegration unterstu¨tzen. Um daru¨ber hinaus eine Aus-
tauschbarkeit von GIS-Komponenten nach dem Baukastenprinzip zu ermo¨glichen, muss die Definition
der Komponenten-Schnittstellen standardisiert sein. Eine Spezifikation standardisierter Schnittstellen
fu¨r interoperable GIS-Komponenten findet im Rahmen des OpenGIS Prozesses statt [Ladsta¨tter
1999].
3.6 Prozessintegration und Workflow-Management
Mit der Daten- und Funktionsintegration ist die technische Infrastruktur fu¨r eine integrierte Ab-
wicklung von Gescha¨ftsprozessen geschaffen. Ein Gescha¨ftsprozess beschreibt die mit der Bearbeitung
eines bestimmten Objektes verbundenen Funktionen, beteiligten Organisationseinheiten, beno¨tigten
Daten und die Ablaufsteuerung der Ausfu¨hrung [Scheer 1994]. Auf der Basis der Daten- und Funk-
tionsintegration kann die Bearbeitung eines Gescha¨ftsprozesses zwar stark vereinfacht werden; die
Aneinanderreihung der einzelnen Arbeitsschritte bleibt jedoch den Benutzern u¨berlassen. Ein weiterer
Schritt zu der automatisierten Abwicklung von Gescha¨ftsprozessen kann durch eine anwendungsu¨ber-
greifende Ereignissteuerung erreicht werden. Dabei werden die einzelnen Anwendungsbausteine u¨ber
Prozessmodelle miteinander gekoppelt.
Die technische Realisierung einer anwendungsu¨bergreifenden Ereignissteuerung wird durch Work-
flow Management Systeme (WfMS) erreicht. Die wesentlichen Komponenten eines WfMS sind im
Referenzmodell der Workflow Management Coalition (WfMC) (Abbildung 3-8) spezifiziert [WfMC
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Abb. 3-8: Workflow-Referenzmodell der WfMC
Ein U¨berblick u¨ber die Komponenten des WfMC Referenzmodells sowie eine Klassifikation der am
Markt vorhandenen Systeme finden sich in [Weiß und Krcmar 1996].
3.7 Integrationskonzepte der Smallworld CST
Die Smallworld CST entha¨lt verschiedene Mechanismen zu der Integration externer Daten und Funk-
tionen. Daneben besteht die Mo¨glichkeit, die nativen Daten und Funktionen der CST anderen An-
wendungen bereitzustellen. In beiden Fa¨llen ko¨nnen die in den vorhergehenden Kapiteln genannten
Standards wie SQL, OLE/COM, CORBA, WMS und GML zum Einsatz kommen.
Die im Folgenden beschriebenen Techniken gelten fu¨r das gesamte, native wie auch universelle
Objektmodell der CST.
3.7.1 Smallworld CST als Client-Anwendung
3.7.1.1 Integration externer Daten
Direkte Integration mittels Spatial Object Manager (SOM) Die Integration fremder Daten in die
CST erfolgt u¨ber den Spatial Object Manager (SOM) Mechanismus. Dabei wird fu¨r jede Datenquelle
ein SOM angelegt. Das SOM-Objekt kapselt die interne Struktur der Datenquelle und verfu¨gt u¨ber eine
einheitliche Schnittstelle gegenu¨ber dem Spatial Object Controller (SOC) der CST. Auf diese Weise
ko¨nnen multiple heterogene Datenquellen u¨ber jeweils einen SOM modular und syntaktisch homogen
in das universelle Objekt- und Geometriemodell der CST integriert werden. Abbildung 3-9 stellt die
generelle Vorgehensweise der Anbindung von SOMs fu¨r die Datenintegration in der CST dar. In
Abbildung 3-10 werden die verschiedenen Ebenen der Verarbeitung u¨ber das universelle Objektmodell
(Universal RWO) bis zum konkreten externen Datenformat (hier DGN) aufgezeigt. Zum Standard
Funktionsumfang der CST geho¨ren SOMs fu¨r den nativen Smallworld Datastore (VMDS), Oracle
Spatial, verschiedene CAD- und GIS Vektorformate (DGN, DXF, SHAPE, MID, IFF etc.) sowie
einige Rasterformate (TIF, PNG, JPEG, MrSID, ECW etc.). Neben Datenbank- und Dateiquellen
kann mit Hilfe der SOM Technik auch auf Internetbasierte Dienste wie WMS zugegriffen werden.
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Abb. 3-9: Spatial Object Manager fu¨r die Datenintegration in der Smallworld CST [General
Electric 2003]
Der SOM Mechanismus ist beliebig erweiterbar. Durch Vererbung ko¨nnen aus den Basisklassen
Spezialisierungen fu¨r die Integration neuer Formate hinzugefu¨gt werden. So ist es prinzipiell mo¨glich,
einen transaktionalen Web Feature Service (WFS) oder andere Online-Datenquellen u¨ber die SOM
Technik anzubinden.
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Abb. 3-10: Verarbeitungsschritte eines Spatial Object Managers am Beispiel einer DGN-
Datei [General Electric 2003]
In Abbildung 3-10 ist mit dem Data-Marshalling ein wichtiger Mechanismus fu¨r die effiziente Kom-
munikation der Magik-basierten CST mit externen Programmen in C oder JAVA aufgefu¨hrt. Der
Austausch von Daten zwischen der CST, die in der proprieta¨ren objektorientierten Sprache Magik
implementiert ist, und externen Programmen erfolgt u¨ber ein stream-basiertes Protokoll. Eine externe
Anwendung, die nach diesem Protokoll integriert ist, heißt Alien Co-Processor (ACP). Die Granula-
rita¨t des ACP Protokolls entspricht in Abha¨ngigkeit von der ACP Implementierung den Basistypen der
Programmiersprache C oder JAVA. Die Granularita¨t des ACP Mechanismus kann mittels Data Mars-
halling um komplexe raumbezogene Objekte erweitert werden. Auf diese Weise ko¨nnen beispielsweise
große Mengen von Flurstu¨cksobjekten eines Datenbestandes ohne zusa¨tzlichen Protokoll-overhead in
einer Operation u¨ber den ACP Mechanismus ausgetauscht werden.
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Neben der Anbindung u¨ber SOMs besteht die Mo¨glichkeit, relationale Datenquellen u¨ber den
ODBC/JDBC Standard mit Hilfe entsprechender ACPs in die Smallworld CST zu integrieren.
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Abb. 3-11: Architektur der Integration
relationaler Datenquellen [Ge-
neral Electric 2003]
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Abb. 3-12: Schema-Integration externer relationaler
Datenquellen mit dem Smallworld CASE
Tool [General Electric 2003]
Aufbauend auf der rein syntaktischen Integration externer Datenquellen in das Objektmodell der
CST, besteht die Mo¨glichkeit zu der strukturellen Integration in ein gemeinsames globales Schema.
Auf der Ebene des globalen Schemas ko¨nnen beispielsweise externe Namen von Klassen und Attri-
buten gea¨ndert (Homonyme, Synonyme) werden, es ko¨nnen Assoziationen zwischen den Klassen aus
unterschiedlichen Datenbanken definiert werden und Klassen mit externen Sachattributen ko¨nnen mit
Smallworld Geometrie-Attributen erga¨nzt werden. Hierdurch wird eine nahtlose Integration exter-
ner Datenbesta¨nde mit nativen Smallworld Daten ermo¨glicht. Der Prozess der Integration externer
Datenbankquellen in das globale Smallworld Datenbankschema ist in Abbildung 3-12 dargestellt.
Indirekte Integration externer Daten u¨ber Schnittstellen Bei der direkten Integration werden die
Daten aus externen Quellen unmittelbar (on-the-fly) in das universelle Objektmodell der Smallworld
CST integriert, und es wird keine redundante Kopie der Daten in einem Zwischenformat angelegt.
Alternativ ko¨nnen die Datensa¨tze aus externen Datenquellen in das native Objektmodell und den
Smallworld VMDS importiert werden. Hierbei ist zu beachten, dass fu¨r die Abbildung komplexer
Datenmodelle zuna¨chst ein entsprechendes Datenmodell auf der Seite des Smallworld VMDS aufgebaut
werden muss, in das die Daten abgebildet werden ko¨nnen. Es existieren einige Spezialschnittstellen
fu¨r die Befu¨llung spezieller Datenmodelle wie beispielsweise EDBS fu¨r das ALK Modell oder die NAS
Schnittstelle fu¨r die am Geoda¨tischen Institut der RWTH Aachen entwickelte ALKIS Fachschale.
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Daru¨berhinaus gibt es einige formatneutrale Datenkonverter mit Schnittstellen zu der Smallworld
CST, die u¨ber den Umweg eines generischen Zwischenformates die Konvertierung zwischen beliebigen
Datenformaten erlauben. Beispiele sind die Feature Manipulation Engine (FME) von Safe Software und
das Programm CITRA von CISS TDI. In der GIS-Industrie hat sich fu¨r entsprechende Programme die
Bezeichnung ETL (Extract, Transform, Load) etabliert. Der Austausch von Objekten zwischen dem
generischen ETL Kern und der Smallworld CST erfolgt dabei mir Hilfe eines entsprechenden ACP.
3.7.1.2 Integration externer Funktionen aus verteilten Objekten
Die Integration externer Prozeduren und Funktionen aus verteilten Objekten in die CST erfolgt eben-
falls u¨ber den ACP Mechanismus.
Bei der direkten Einbindung externer Programme als ACP werden auf der elementaren Ebene des
ACP-Stream Protokolls bestimmte Kodierungen fu¨r den Aufruf einzelner Funktionen vergeben.
In der Regel bildet das ACP Programm nur eine Zwischenschicht, die eine Kommunikation u¨ber
komplexere Protokolle auf ho¨herer Abstraktionsebene ermo¨glicht. Dies erlaubt beispielsweise den Auf-
ruf von Funktionen auf verteilten Objekten u¨ber Mechanismen wie OLE/COM, CORBA oder SOAP.
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4 Overview of the Smallworld Automation Client 
component
The Smallworld Automation Client component provides an ACP, which actually 
contain  the Automati n Client softwar . It is this element which is able to 
communicate with any Automation Server as shown ere:
Figure 1 Interaction with the Smallworld Automation Client
This structure offers a number of advantages:
  Upgrades to the Smallworld Automation Client component can, in principle, be 
provided independently of Core Spatial Technology releases.
  No reliance is placed on a specific Core Spatial Technology release.
No extra software is included in the image for those not using the Automation Client.
4.1 The Smallworld Automation Client ACP
The ACP file is oleclient_acp.exe.
The ACP runs as a separate process from Core Spatial Technology. Advanced 
developers might find the diagnostics it can provide helpful. If diagnostics are 
enabled, they will be written to the file oclient.log, which will be created in the 
system’s temporary directory (usually this is C:\temp). The name of this file is hard-
wired in the executable, so cannot be overridden. This diagnostic information is quite 
detailed; diagnostics are enabled from Magik using a mechanism explained below.
The ACP never displays alert boxes or error messages. It also has none of its own text 
messages. The Automation Server in question will have generated any textual 
information returned to Magik. This means that there are no language issues 
involved with using the same ACP executable in different countries.
Smallworld Core Automation ACP Controlled
application
Communication
via COM
Abb. 3-13: Zugriff auf externe Funktionen am Beispiel des OLE-Client [General Elec-
tric 2003]
Bei dem Zugriff auf ein externes Objekt wird in der Magik Umgebung der Smallworld CST ei-
ne Instanz eines OLE-Client oder CORBA-Link ACP erzeugt (vgl. Abbildung 3-13). Fu¨r die Ab-
bildung des OLE Objekts in Magik erzeugt der OLE-Client ACP ein OLE Controller Objekt, das
genau einer Instanz eines OLE Objektes entspricht. Die externen Methoden und Eigenschaften des
OLE Objektes ko¨nnen durch das ACP basierte Mapping von Attributen, Methoden, Argumenten und
Ru¨ckgabewerten transparent aus Magik aufgerufen werden, ohne dass eine weitere Anpassung oder
Re-Implementierung erfolgen muss.
Die CORBA Anbindung verla¨uft analog u¨ber einen CORBA-Link ACP, der die Lokalisierung der
Implementierung des CORBA Objektes und seine tatsa¨chliche Instantiierung an den Object Request
Broker delegiert (vgl. Kapitel 3.5).
3.7.2 Smallworld CST als Daten- und Applikations-Server
3.7.2.1 Integration von Smallworld Daten in externe Anwendungen
La¨uft die prima¨re Datenhaltung der Smallworld CST u¨ber einen entsprechenden SOM in einer Standard-
Datenbank wie Oracle ab, sind die Daten fu¨r fremde Anwendungen unmittelbar verfu¨gbar. Daneben
besteht bei prima¨rer Datenhaltung im Smallworld VMDS durch den InSync Mechanismus der Small-
world CST die Mo¨glichkeit zu der automatischen Spiegelung eines VMDS Datenbestandes einschließ-
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lich ra¨umlicher Datentypen in eine Oracle Datenbank. Der Abgleich der Datenbesta¨nde erfolgt bidi-
rektional, so dass indirekt u¨ber die Schnittstellen der Oracle Datenbank lesend und schreibend auf die
Daten des Smallworld VMDS zugegriffen wird.
Oracle users
update their
data
Operational data
in Oracle tables
top
alt1a alt1b
alt1
Smallworld users
update their own
alternatives of
planning data
alt1alt1
alt2
Planning data in
Smallworld alternatives
two-way
synchronisation of data
Abb. 3-14: Bidirektionale Synchronisation von Smallworld VMDS und Oracle [General
Electric 2003]
Bei der Integration von nativen Smallworld VMDS Daten in externe Anwendungen nimmt die
Smallworld CST die Rolle eines Datenservers ein. Prinzipiell ist die Architektur der Smallworld CST
in drei verschiedene Schichten (three-tier) aufgeteilt, die Datenhaltungsschicht, die Applikationsschicht
und die Schicht der Benutzerschnittstelle.
Auf Ebene der Datenhaltungsschicht erlaubt der native Smallworld Datenbankserver SWMFS den
konkurrierenden Zugriff auf bina¨re Datenbankdateien auf der Ebene einzelner Speicher-Blo¨cke. Im
Unterschied zu anderen client/server-DBMS liegt die Datenbank-Intelligenz des VMDS gro¨ßtenteils
auf der Client-Seite. So ist die Struktur von Tabellen, Objekten, Attributen und Relationen wie
auch die Verarbeitung von Abfragen und Transaktionen einschließlich Konsistenz- und Triggerme-
thoden vollsta¨ndiger Bestandteil der Applikationsschicht. Der SWMFS stellt den Clients lediglich die
Datenbank-Dateien fu¨r die geteilte Nutzung zur Verfu¨gung.
Die Verlagerung der Komplexita¨t auf die Client Seite ist vorteilhaft fu¨r die konkurrierende Verar-
beitung langer Transaktionen (Versionsverwaltung), da auf der Server-Seite wenig Rechenleistung zu
erbringen ist und entsprechend einfach skaliert werden kann.
Fu¨r die Datenintegration hat diese Vorgehensweise den Nachteil, dass das interne Speicherformat
und das Protokoll der nativen Smallworld Datenbank nicht offen und somit fu¨r externe Anwendungen
unzuga¨nglich ist. Der Zugriff auf die Daten des Smallworld VMDS kann fu¨r externe Anwendungen
daher nur indirekt u¨ber die Applikationsschicht der Smallworld CST geschehen, die als Datenserver
eine Aufbereitung und Konvertierung der Daten vornimmt.
Die Aufbereitung von VMDS Daten fu¨r externe Anwendungen erfolgt u¨ber spezielle Datenserver-
ACPs. Die Smallworld CST umfasst mit dem Transfer Independent Client/Server (TICS) ein gene-
risches, TCP/IP-basiertes Protokoll, u¨ber das die Smallworld CST native Daten bereitstellen kann
(vergleiche Abbildung 3-15).
Fu¨r die Kommunikation u¨ber andere Protokolle operiert ein TICS Client als Konverter und zugleich
als Server fu¨r ein anderes Protokoll. So ko¨nnen die nativen Daten des Smallworld VMDS in beliebigen
Formaten und Protokollen bereitgestellt werden.
Der Smallworld VMDS ist eine objektrelationale Datenbank, so dass sich ein Zugriff u¨ber SQL
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Abb. 3-15: Zugriff auf den Smallworld VMDS mittels Transfer Independent Client/Server
(TICS) [General Electric 2003]
anbietet. Eine entsprechende Schnittstelle existiert in Form eines ACP-basierten SQL-Servers. Der
Smallworld SQL-Server unterstu¨tzt derzeit keine der ra¨umlichen Erweiterungen des SQL Standards
und ist daher in der aktuellen Form zu der Integration raumbezogener Daten in fremde Geoinforma-
tionssysteme nicht geeignet.
Eine weitere Mo¨glichkeit der Distribution ra¨umlicher Daten des VMDS ist die TICS-basierte FME-
Anbindung der Smallworld CST, die speziell fu¨r den effizienten Austausch mittels Data Marshalling
von Spatial Business Systems, Inc. (Lakewood, Colorado) implementiert wurde. Hierdurch wird der
Zugriff auf Smallworld VMDS Daten fu¨r sa¨mtliche Systeme, die u¨ber ein FME Interoperabilita¨ts-
Plugin verfu¨gen, ermo¨glicht (beispielsweise ArcGIS 9 von ESRI).
Schließlich sei die Mo¨glichkeit der Distribution von nativen Smallworld Daten u¨ber Web-Dienste
mit Hilfe des Smallworld Internet Application Servers (SIAS) erwa¨hnt.
3.7.2.2 Integration von Smallworld Funktionen und Objekten in externe Anwendungen
Die Integration von Magik Objekten und deren Verhalten in externe Anwendungen kann ebenfalls
mittels ACP und TICS erfolgen. Fu¨r die Integration in die OLE/COM Welt stellt die Smallworld
CST einen entsprechenden TICS Client (Pool-Manager) bereit , der zugleich die Rolle eines OLE
Server Objektes einnimmt (vgl. Abbildung 3-16). Anwendungen mit Schnittstellen zu der OLE/COM
Welt ko¨nnen u¨ber diesen Weg mit Magik Objekten kommunizieren.
Fu¨r die Kommunikation CORBA-fa¨higer Clients mit der Magik Welt ist ein entsprechender JAVA
ACP in der Smallworld CST vorhanden. Auf der Basis von JAVA ACPs besteht daru¨berhinaus die
Mo¨glichkeit zu der Integration der CST mit proprieta¨ren EAI Middleware Systemen.
Mit dem Smallworld Internet Application Server ko¨nnen Magik Objekte und Methoden u¨ber XML-
basierte Web-Dienste, beispielsweise mit dem Simple Object Access Protocoll (SOAP) publiziert wer-
den.
3.7.3 Beru¨cksichtigung unterschiedlicher Koordinatenreferenzsysteme
Mit den beschriebenen Techniken ko¨nnen syntaktisch heterogene Datensa¨tze aus unterschiedlichen
Quellen in ein homogenes Objektmodell u¨berfu¨hrt werden. Um bei der Integration ra¨umlicher Objekte
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Smallworld Automation on Windows
Smallworld Core Spatial Technology version 4168
Note for users of Spatial Intelligence in a Citrix environment
Smallworld Spatial Intelligence can support multiple instances per user because the 
service definitions that are stored in the ACE have a parameter bind_free_port set to 
true, and when the Magik server starts it updates the registry overwriting the existing 
port numbers, in:
HKEY_CURRENT_USER/Software/Smallworld/Smallworld Spatial 
Intelligence/Active Services
The next Spatial Intelligence client to start then picks up the port numbers and 
makes the client end of the connection. However, if clients and servers are not 
initialised in the correct order (such as server1, server2, client1, client2) then this will 
result in both clients attempting to connect to server2 because this has overwritten 
the port information supplied by server1. Different users will have different registry 
views of HKEY_CURRENT_USER and are therefore unaffected by other users’ 
startup.
Note We recommend that you use the Automation server DLL (sw_pool.dll) under 
such circumstances. If you use the executable program (sw_pool.exe), we recommend 
that you register it as sw_pool /RegServer /RegSingleUse to prevent any future 
problems when migrating between versions of operating systems.
3 Overview of the Smallworld Automation module
The Smallworld Automation module consists of a Pool Manager program, which acts 
as the Automation server for Magik. The components interact as shown here:
Smallworld Core Pool Manager
Client application
Client application
Communication
via TICS
Communication
via COM
Abb. 3-16: Zugriff auf Smallworld CST Magik Objekte mittels OLE/COM [General
Electric 2003]
zu einer konsistenten Darstellung zu gelangen, ist auf der Ebene des Datenschemas die Festlegung des
ra¨umlichen Referenzsystems zu beru¨cksichtigen (vergleiche 2.5.3).
Innerhalb der Smallworld Datenbank kann fu¨r die Geometrien jeder Welt ein individuelles Koordi-
natenreferenzsystem definiert werden. Fu¨r externe Datenquellen gilt dies in gleicher Weise; so ko¨nnen
mittels SOM angebundene Dateien oder Datenquellen jeweils in unterschiedlichen Koordinatenrefe-
renzsystemen vorliegen.
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Abb. 3-17: Beipiel einer Koordinatentransformation in der Smallworld CST [General
Electric 2003]
Fu¨r die Integration dieser Datensa¨tze ist eine analytische Umrechnung zwischen den verschiede-
nen Referenzsystemen erforderlich. Die Smallworld CST umfasst entsprechende Funktionen fu¨r die
Konvertierung zwischen nahezu allen ga¨ngigen Typen von Koordinatenreferenzsystemen. Die Datums-
definition erfolgt fu¨r sa¨mtliche Referenzsysteme auf der Grundlage des dreidimensionalen, globalen,
(quasi-)geozentrischen Systems WGS 84 (World Geodetic System 1984). Es wird daher die Lage-
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rung des jeweiligen Datumssystems in Bezug auf das WGS 84 beno¨tigt [Heck 1995, S.348]. Durch
Festlegung der Parameter eines Referenzellipsoids ko¨nnen auf der Basis der dreidimensionalen lokalen
Datumssysteme geographische Koordinatensysteme definiert werden. Die geographischen Koordinaten
lassen sich u¨ber analytische Beziehungen in andere Fla¨chenkoordinaten (Gaußsche Isotherme Koordi-
naten, Geoda¨tische Parallelkoordinaten) transformieren, die in praktischen Anwendungen aufgrund ih-
rer vergleichsweise kleinen Strecken- und Winkelverzerrung stark verbreitet sind (Gauß-Kru¨ger, UTM,
Soldner).
Die Umrechnung zwischen den Koordinaten unterschiedlicher Systeme erfolgt jeweils durch stu¨ck-
weise Inversion des Abbildungsweges bis zu einer gemeinsamen Basis, die beispielsweise in einem
gemeinsamen Ellipsoid oder Datumssystem liegen kann. Im worst case wird der Umweg u¨ber das
global-geozentrische WGS 84 fu¨r die Konvertierung zwischen zwei Systemen gegangen, wobei Unge-
nauigkeiten in den Datumssdefinitionen Auswirkungen auf das Transformationsergebnis haben. In der
Abbildung 3-17 wird der Rechenweg fu¨r das Beispiel der Transformation von Koordinatenwerten aus
dem British National Grid in geographische Koordinaten des OSGB36 aufgezeigt.
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Abb. 3-18: Koordinatensysteme im drei-Schichten Modell der Smallworld CST [General
Electric 2003]
In der Applikationsschicht der CST ist ein eindeutiges Applikations-Koordinatensystem definiert.
Die ra¨umlichen Objekte aller Datensa¨tze werden beim Transfer aus der Datenschicht in die Applika-
tionsschicht on-the-fly in das einheitliche Applikations-Koordinatensystem umgerechnet, das in sa¨mt-
lichen Prozessen der Applikation verwendet wird. Beim weiteren Transfer ra¨umlicher Objekte an die
einzelnen Clients der Benutzerschnittstellen-Schicht kann ein individuelles Referenzsystem fu¨r jeden
Client angefordert werden; die Konvertierung der Daten erfolgt wiederum on-the-fly mit den entspre-
chenden Funktionen der CST. Die Zuordnung der verschiedenen Systeme zu den Schichten der CST
ist in Abbildung 3-18 dargestellt.
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4 Anwendungsfa¨lle und Prozessmodelle der
geometrischen Integration
Dieses Kapitel befasst sich mit den Anwendungsfa¨llen und Prozessen der geometrischen Integration
raumbezogener Objekte auf der Grundlage allgemeiner Techniken zur Modellierung und Integration
raumbezogener Daten.
Die Spezifikation der einzelnen Prozesschritte bleibt zuna¨chst beschra¨nkt auf die Beschreibung der
Eingangsdaten und Ergebnisse (das ’Was’). Formale Modelle und Algorithmen zu einer effizienten
Lo¨sung der einzelnen Aufgaben (das ’Wie’) folgen in den Kapiteln 5-8.
4.1 Geometrische Integration im Kontext allgemeiner
Integrationstechniken
Die beschriebenen allgemeinen Integrationstechniken lo¨sen das syntaktische Problem des verteilungs-
transparenten Zugriffs auf heterogene Geodatenbesta¨nde. Bestehende Geodatenbesta¨nde ko¨nnen mit-
tels dieser Techniken um beliebige externe Datenbesta¨nde erga¨nzt und erweitert werden. Daru¨ber-
hinaus wurden Lo¨sungsansa¨tze zu der U¨berwindung struktureller und semantischer Heterogenita¨t
aufgezeigt. Vollsta¨ndige Automatismen zu der Identifikation korrespondierender Elemente der Daten-
modelle (Anwendungsschemata) sind gegenwa¨rtig nicht bekannt, jedoch kann zumindest mit Hilfe von
Metadatenkatalogen, Ontologien und unter Einsatz des gesunden Menschenverstandes eine Abbildung
und Integration heterogener Objektmodelle erreicht werden [Abel et al. 1998; Devogele et al. 1998;
Uitermark et al. 1999].
Die gemeinsame Nutzung integrierter Datenbesta¨nde erfordert neben der syntaktischen Interopera-
bilita¨t die U¨berwindung geometrischer Heterogenita¨t [Gro¨ger und Kolbe 2003].
4.1.1 Auspra¨gung geometrischer Heterogenita¨t
Auf der Ebene einzelner Punkte zeigt sich die Heterogenita¨t der Geometrien aus unterschiedlichen
Quellen darin, dass die Koordinaten homologer Punkte aus unterschiedlichen Datensa¨tzen voneinander
abweichen. Ein Beispiel hierfu¨r entha¨lt Abbildung 4-1.
Des weiteren ko¨nnen Inkonsistenzen hinsichtlich der geometrischen und topologischen Relationen
der Geometrien unterschiedlicher Systeme auftreten. Man unterscheidet dabei zwischen formalen In-
konsistenzen, die durch eine U¨berpru¨fung der inneren logischen Struktur der Daten aufgedeckt werden
ko¨nnen (beispielsweise geometrisch-topologische Inkonsistenzen, vergleiche [Gro¨ger 2000]), und Ab-
bildungsfehlern, bei denen zwar eine formal korrekte Instantiierung des Datenmodells vorliegt, die
jedoch den erfassten Zustand der realen Welt nicht korrekt wiedergibt. Eine formale Inkonsistenz der
Landkarten-Eigenschaft (vergleiche Kapitel 2.3.5.1) liegt beispielsweise fu¨r die Maschen des Graphen
der Flurstu¨cksgrenzen aus Abbildung 4-1 vor, da die Flurstu¨ckskanten sich schneiden. Ein Beispiel fu¨r
eine formal korrekte, jedoch fehlerhafte Abbildung der realen Welt zeigt die Abbildung 4-2. Bema-
ßungsobjekte sind oft als Spaghetti Geometrien modelliert. Die Situation aus der Abbildung 4-2 ist
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Abb. 4-1: Abweichende Koordinaten homologer
Grenzpunkte aus benachbarten Da-
tensa¨tzen
Gebäude
Bemaßung
Betriebsmittel
2,0m
3,0m
Abb. 4-2: Geometrische Heterogenita¨t zwischen
Geobasis- und Netzdaten
aus Nutzersicht fehlerhaft; formal handelt es sich um eine korrekte Instantiierung von Bemaßungen
im Spaghetti-Modell.
Da es sich bei der geometrischen Integration um ein rein geometrisches Problem handelt, spielen Ab-
weichungen in der Granularita¨t des Objektmodells und der Objektbildung eine untergeordnete Rolle,
so weit die Geometrien der Datenbesta¨nde strukturelle A¨hnlichkeiten aufweisen. Ob also beispielsweise
eine Gruppe fla¨chenhafter Objekte zu einem Geba¨udeobjekt zusammengefasst oder als jeweils einzelnes
Geba¨ude modelliert wird, ist fu¨r die geometrische Integration von untergeordneter Bedeutung.
Maßstabsunterschiede, die zu unterschiedlichen Detaillierungsgraden der ra¨umlichen Objekte fu¨hren,
sind hingegen problematisch fu¨r die geometrische Integration. Bei kleineren Unterschieden kann eine
Anpassung mit einfachen Generalisierungsalgorithmen, und anschließend eine Integration der Objekte
auf gleicher Detaillierungsstufe erfolgen. In dem Beispiel aus Abbildung 4-3 ist eine Vereinfachung
Startsystem Zielsystem Zielsystemgeneralisiert
Zielsystem
homogenisiert
Abb. 4-3: Geometrische Integration bei heterogenem Detaillierungsgrad ohne (links) und
mit (rechts) Generalisierung
des Geba¨udeumrings im Zielsystem erforderlich, um eine konsistente Anpassung der Benutzerdaten
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(hier: Topographie/Zaun) an die Objekte des Zielsystems zu gewa¨hrleisten. Zuna¨chst existieren zu
den Geba¨udeeckpunkten des Startsystems keine homologen Objekte im Zielsystem. Aufgrund falscher
Zuordnungen wird die Topographie fehlerhaft homogenisiert (linke Seite der Abbildung 4-3). Der
Geba¨udeumring im Zielsystem kann durch Generalisierung angepasst werden. Dann wird die Topogra-
phie korrekt homogenisiert (rechte Seite der Abbildung 4-3). Das generalisierte Geba¨ude wird hierbei
nur tempora¨r fu¨r den Prozess der geometrischen Integration erzeugt.
Bei starken Maßstabsdifferenzen, die beispielsweise zu einem Wechsel des Geometrietyps homologer
Objekte fu¨hren ko¨nnen, kommt eine Anpassung mittels Homogenisierung nicht in Betracht.
4.1.2 Ursache geometrischer Heterogenita¨t: Fragmentierung von Geodaten
Die Ursache geometrischer Heterogenita¨t liegt in der organisatorisch und physisch getrennten Erfas-
sung, Fortfu¨hrung und Haltung von Geodaten, die zu einer Zersplitterung der Information gefu¨hrt
hat. Grundsa¨tzlich unterscheidet man zwei Auspra¨gungen der Zersplitterung, die Layer-Fragmentie-
rung und die zonale Fragmentierung [Laurini 1998; Gro¨ger und Kolbe 2003]:
• Layer-Fragmentierung tritt zwischen Objekten unterschiedlicher Klassen aus Datenbesta¨nden
mit kongruenter oder stark u¨berlappender ra¨umlicher Ausdehnung auf, beispielsweise bei der
Kombination von Gas- und Wasserdaten, die auf der Grundlage unterschiedlicher Geobasisdaten
referenziert wurden.
Aktualisierungen der Geometrie von Geobasisdaten fu¨hren auf der Seite der Datennutzer zu ei-
ner Layer-Fragmentierung. Integrierte Nutzerdatenbesta¨nde enthalten neben den Geobasisdaten
weitere Layer von Objekten. So zieht die Aktualisierung der Geobasisdaten in Netzinformati-
onssystemen eine Layer-Fragmentierung zwischen den aktualisierten Geobasis-Objekten und den
Objekten der Netzsparten nach sich [Scheu et al. 2000; Stockwald 2000].
Die Layer-Fragmentierung wird auch thematische Partitionierung und im Kontext relationaler
DBMS vertikale Fragmentierung genannt [Worboys und Duckham 2004, S.276].
• Als zonale Fragmentierung bezeichnet man die Aufteilung der Objekte einer Klasse in Daten-
besta¨nde, die ra¨umlich benachbarte weitestgehend disjunkte Gebiete umfassen. Ein klassisches
Beispiel zonaler Fragmentierung stellen die geometrischen Abweichungen benachbarter Insel-
karten dar, die beim Aufbau digitaler Geodatenbesta¨nde zusammengeschlossen werden mu¨ssen.
Eine a¨hnliche Aufgabe stellt sich bei der Kombination von Geobasisdaten verschiedener admini-
strativer Gebietseinheiten (Kreise, Bundesla¨nder oder Staaten) [Illert 1995]. Sie ko¨nnen zonal
fragmentierte Informationen enthalten, deren Widerspru¨che durch geometrische Integration be-
seitigt werden mu¨ssen. Das Beispiel in Abbildung 4-1 entha¨lt ebenfalls horizontal fragmentierte
Datensa¨tze.
Die zonale Fragmentierung nennt man auch ra¨umliche Partitionierung und im Kontext relatio-
naler DBMS horizontale Fragmentierung.
4.1.3 Abstraktionsebenen der geometrischen Heterogenita¨t
Semantische, schematische und syntaktische Heterogenita¨t, wie sie in Bishr definiert werden, sind
struktureller Art und betreffen die Ebene des konzeptuellen Modells [Gro¨ger und Kolbe 2003;
Bishr 1998]. Die Auspra¨gungen geometrischer Heterogenita¨t hingegen ko¨nnen unterteilt werden in
global-systematische, lokal-systematische und zufa¨llige Effekte.
Die geometrische Heterogenita¨t mit global-systematischer Natur betrifft sa¨mtliche Instanzen einer
Datenquelle in gleicher systematischer Weise. Sie kann somit der Modellebene zugeordnet werden. Ein
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Beispiel ist die systematische Abweichung, die aus der fehlerhaften Einpassung gescannter Karten in
das Landessystem resultiert. Ra¨umliche Objekte, die aus dieser Datenquelle gebildet werden, sind in
gleicher Weise systematisch verfa¨lscht.
Neben den global systematischen Abweichungen existieren lokal systematische und zufa¨llige Abwei-
chungen auf der Ebene einzelner Instanzen (Geometrien). Ein Beispiel ist die lokal begrenzte Verzer-
rung eines Datenbestandes, die beispielsweise durch den Anschluss einer lokalen Vermessung an einen
fehlerhaft koordinierten Aufnahmepunkt oder durch einen lokalen Papierverzug bei der Digitalisierung
analoger Karten verursacht sein kann.
Im Ergebnis ist festzuhalten, dass geometrische Heterogenita¨t ra¨umlicher Objekte sowohl auf der
lokalen Ebene einzelner Instanzen oder Cliquen benachbarter Instanzen, als auch auf der globalen
Modellebene auftritt.
4.2 Anwendungsfa¨lle und Prozessmodelle der geometrischen Integration
Eine umfassende Typisierung der verschiedenen Anwendungsfa¨lle der geometrischen Integration ent-
stammt einer Arbeit von Laurini zu der Aktualisierung aus multiplen Quellen und Fusion ra¨umlicher
Datenbanken [Laurini 1994]. Dort werden fu¨nf verschiedene Fa¨lle der Aktualisierung ra¨umlicher
Datenbanken unterschieden. Die Ursache einer Aktualisierung kann in der A¨nderung der realen Welt
(evolution of real objects) oder des bekannten Wissens u¨ber die reale Welt liegen (evolution of knowled-
ge). Laurini verwendet bis zu drei verschiedene Bezeichnungen je Anwendungsfall. Dies verdeutlicht
zum Einen die Komplexita¨t der Problemstellung und zeigt zum Zweiten die Unterschiede in der Wahr-
nehmung der Anwendungsfa¨lle aus Anwender- und Systemsicht.
• Lokale Fortfu¨hrung mit geometrischer Verbesserung (local cartographic updates, local
update by geometric refinement, zone or object modification) Darunter versteht man die In-
tegration der Ergebnisse lokal begrenzter, neuer Messungen in eine Datenbank, die auf alten
Messungen basiert. Bei dieser Operation werden bestehende ra¨umliche Objekte ra¨umlich ver-
schoben, wenn beispielsweise neues Wissen (exaktere Messungen) u¨ber bestehende Objekte oder
eine Deformation oder Setzung bestehender Objekte vorliegt. Bei existentiellen A¨nderungen wie
dem Untergang alter und der Entstehung neuer Objekte ist eine lokal begrenzte Menge ra¨umli-
cher Objekte zu ersetzen durch eine Menge neuer Objekte, die einen aktuell(er)en Zustand der
realen Welt repra¨sentieren.
• Globale Aktualisierung (global updates, global refinement) Diese liegt beispielsweise vor, wenn
ein gesamter ra¨umlicher Datenbestand mit Lagefehlern verfa¨lscht ist und sa¨mtliche Daten auf-
grund externer Quellen verbessert werden. Laurini nennt das Beispiel der Lageverbesserung
anhand von Luftbildaufnahmen mittels Kontrollpunkten. Die globale Umstellung des Lagebe-
zugssystems (Netztransformation) ist ein weiteres Beispiel der globalen Aktualisierung.
• Erweiterung des Erfassungsgebietes (database coverage extension) Ist der ra¨umliche Um-
fang einer Datenbank unvollsta¨ndig, so wird das Erfassungsgebiet um zusa¨tzliche Bereiche er-
weitert. Die geometrische Fusion bestehender Daten mit benachbarten heterogenen Daten neuer
Erfassungsgebiete ist das Hauptproblem dieses Typs von Aktualisierung.
• Multi-Layer Integration (multi-layer integration) Wenn multiple Ebenen von ra¨umlichen Da-
ten unterschiedlicher Herkunft in eine Datenbank integriert werden, ist eine fla¨chenhafte Anpas-
sung der Objekte zu der Ableitung eines ra¨umlich konsistenten Datenbestandes erforderlich.
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• Globale Korrekturen (global corrections) Die Ursache dieser Art von Aktualisierung liegt in
fehlerhaften Messungen oder topologischen Fehlern, die ohne externe Datenquellen durch interne
Pru¨fungen aufgedeckt und korrigiert werden.
Laurini zeigt anhand einiger Beispiele, dass eine visuelle Kontrolle zu der Durchfu¨hrung der verschie-
denen geometrischen Aktualisierungen hilfreich ist. Insbesondere weist er auf die Notwendigkeit einer
elastischen Transformation (elastic transform) bei der Integration ra¨umlicher Daten hin, wenn diese
geometrisch von den existierenden ra¨umlichen Objekten abweichen. Fu¨r sa¨mtliche Anwendungsfa¨lle
wird daru¨berhinaus die mo¨gliche Existenz datenimmanenter geometrischer Bedingungen (force-fit,
geometrical constraints) aufgezeigt, so dass sich die Aufgabe einer elastischen Transformation unter
geometrischen Bedingungen (elastic transform with constaints) stellt. Eine genauere Spezifizierung des
Integrationsprozesses und eines mathematische Modells der Transformation erfolgt nicht.
Eine weitere Kategorie der Aktualisierung ra¨umlicher Daten tritt in Multi-Layer Datenbesta¨nden
auf, die aus einer Ebene von externen Geobasisdaten und weiteren Ebenen von Nutzerdaten bestehen
[Hebblethwaite 1989; Hesse und Williamson 1993; Wan und Williamson 1994a; Wan und
Williamson 1994b; Spe´ry 1998].
• Aktualisierung von Sekunda¨rdatenbesta¨nden, Assoziativita¨tsproblem (maintaining as-
sociativity) Aktualisierungen eines Prima¨rdatenbestandes der Geobasisdaten werden im Rahmen
der Synchronisation zwischen Prima¨r- und Sekunda¨rdaten in nutzerseitige Multi-Layer Daten-
besta¨nde u¨bernommen. Dabei mu¨ssen die ebenenu¨bergreifenden ra¨umlichen Beziehungen zwi-
schen Geobasis- und Nutzerebene beachtet werden. Diese Abha¨ngigkeit wird auch als Assoziati-
vita¨t bezeichnet. Die Beibehaltung der Assoziativita¨t durch Fortpflanzung ra¨umlicher Aktuali-
sierungen der Geobasisdaten in die Ebenen der Nutzerdaten ist Gegenstand des Assoziativita¨ts-
problems.
Fasst man den Multi-Layer Datenbestand auf der Nutzerseite als einen konsistenten Datenbestand auf,
so stellt die Aktualisierung der Sekunda¨rdaten eine gewo¨hnliche lokale oder globale Fortfu¨hrung dar.
Die Besonderheit dieser Fortfu¨hrung, die eine Betrachtung als eigensta¨ndigen Anwendungsfall recht-
fertigt, liegt in den umfangreichen impliziten geometrischen und topologischen Beziehungen zwischen
den Objekten unterschiedlicher Ebenen.
Im Folgenden werden die Prozesse der einzelnen Anwendungsfa¨lle betrachtet.
4.2.1 Multi-Layer Integration und Conflation
Der Anwendungsfall der Multi-Layer Integration, der auch als Verschmelzung (conflation) raumbezoge-
ner Objekte bezeichnet wird, ist Gegenstand zahlreicher Untersuchungen [Saalfeld 1985; Gillman
1986; Lupien und Moreland 1987; Saalfeld 1988; Saalfeld 1993; Cobb et al. 1998; Filin
und Doytsher 1998; Yuan und Tao 1999; Doytsher 2000; Rahimi et al. 2002; Go¨sseln und
Sester 2003b]. Die genannten Ansa¨tze arbeiten durchweg auf der Grundlage von Vektordaten. Bei
der Integration von Vektor- und Rasterdaten kann ein Vektorisierungsschritt vorgeschaltet werden, so
dass letztlich eine Vektor-Vektor Integration vorliegt [Knecht et al. 2001; Chen et al. 2003; Yuan
und Tao 1999].
Eine Klassifikation des Integrationsproblems in Stufen zunehmender Heterogenita¨t wird in [Walter
1997, S. 17] vorgenommen.
1. Die schwa¨chste Form der Heterogenita¨t (Stufe 1) liegt vor zwischen zwei Datensa¨tzen, die von
einem identischen Datenbestand abstammen, aber unabha¨ngig voneinander fortgefu¨hrt werden.
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2. Die Stufe 2 besteht in der Integration zweier Datensa¨tze mit identischem Datenmodell, die von
unterschiedlichen Operateuren gegebenfalls nach unterschiedlichen Anweisungen erfasst wurden.
3. Die Stufe 3 der Integration ist erreicht, wenn zwei Datensa¨tze in unterschiedlichen, jedoch zu-
einander a¨hnlichen Datenmodellen vorliegen.
4. Die sta¨rkste Heterogenita¨t tritt zwischen Datensa¨tzen mit zwei stark unterschiedlichen Daten-
modellen auf, die beispielsweise korrespondierende ra¨umliche Objekte in unterschiedlichen Geo-
metrietypen und Aggregationen modellieren.
Eines der ersten conflation Projekte wurde ab 1984 am US-amerikanischen Census Bureau durch-
gefu¨hrt [Saalfeld 1985]. Ziel dieses Experiments waren der Vergleich und die Kombination der
aus dem Maßstab 1:100.000 ermittelten Liniendaten des US Geological Survey (USGS) mit den
GBF/DIME Daten des Census Bureau. Es handelt sich um ein Integrationsproblem der Stufe 3. Hier-
bei sollten die GBF/DIME Geometrien den USGS Daten angepasst, explizite Verknu¨pfungen zwischen
homologen Objekten aus beiden Datensa¨tzen abgeleitet und ein Transfer von Attributen (Namen und
Adressen) von den GBF/DIME Daten auf korrespondierende USGS Objekte durchgefu¨hrt werden.
Fu¨r den Gesamtprozess der conflation ergibt sich damit folgender Ablauf [Saalfeld 1985; Lupien
und Moreland 1987; Saalfeld 1988; Saalfeld 1993]:
1. Zuordnung korrespondierender Objekte (feature matching) aus den beteiligten Datensa¨tzen auf
der Grundlage einer Menge von Zuordnungskriterien.
2. Geometrische Anpassung der Datensa¨tze (feature alignment) mit Hilfe einer elastischen Transfor-
mation auf der Grundlage der zugeordneten Objekte und gegebenenfalls iterative Wiederholung
des Zuordnungsschrittes.
3. Integration und U¨bertragung von Sachinformationen (feature integration) zwischen korrespon-
dierenden Klassen und Attributen.
In neueren Abhandlungen zum conflation-Problem ist diese Abfolge prinzipiell unvera¨ndert geblie-
ben. Eine Erweiterung des Ansatzes um die Beru¨cksichtigung von Abstraktions- und Aggregations-
unterschieden fu¨r das Beispiel der niederla¨ndischen GBKN und TOP10vector Datensa¨tze durch einen
regelbasierten Ansatz findet sich in [Wijngaarden et al. 1997].
Die Detektion und Integration von Aktualisierungen aus Geobasisdaten (ATKIS) in geowissen-
schaftliche Datensa¨tze wird in [Go¨sseln und Sester 2003a] untersucht. Sie setzt die Integration
der Datensa¨tze voraus, so dass es sich zuna¨chst um ein conflation Problem handelt. In einem ersten
Schritt werden die Unterschiede in der Aggregation der Objekte in einzelne Segmente beru¨cksichtigt.
Im Anschluss erfolgt eine punktbasierte Zuordnung und geometrische Anpassung innerhalb korrespon-
dierender Polygone mit einem iterativen Algorithmus [Besl und McKay 1992]. Der ICP Algorithmus
(iterated closest pointset ] besteht aus einer Iteration von Nearest-Neighbour Zuordnung und geome-
trischer Anpassung durch Transformation. Er ist somit vergleichbar mit dem Conflation Ansatz nach
[Saalfeld 1985; Lupien und Moreland 1987].
Eine weitere Verallgemeinerung la¨sst sich durch Einbeziehung von nicht-geometrischen Attributen in
den Zuordnungsprozess erreichen. Ein entsprechendes fuzzy-logic basiertes System, das die Kontrolle
und Anpassung der Maßsta¨be durch Generalisierung umfasst und sowohl eine geometrische wie auch
semantische Integration der Daten zula¨sst, wurde am US-amerikanischen Naval Research Laboratory
erstellt [Cobb et al. 1998]. Die wesentlichen Verarbeitungsschritte dieses Ansatzes sind in Abbildung
4-4 dargestellt. Im Unterschied zu der klassischen Vorgehensweise entha¨lt sie Mechanismen zu der
Bestimmung korrespondierender Schemaelemente, so dass diese Form der Integration eine direkte
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Erweiterung der Schematransformation und Korrespondenzanalyse aus Kapitel 3.4.5 um ra¨umliche
Objekte darstellt.
Karte 1 Karte 2
Generalisierung der
großmaßstäbigeren Karte
Geometrische Zuordnung
und Anpassung (elastische
Transformation)
Analyse von
Maßstabsdifferenzen
Regelbasis für geometrisches
Zuordnungsproblem
(fuzzy logic)
Angepasste
Karte
Liste
zugeordneter
Objekte
Integration der Objekt-
Attribute
Regelbasis Zuordnung der
Objekt-Attribute
(fuzzy logic)
Zwischen-
ergebnis mit
Konflikten
Berechnung der
Topologie
Integrierter
Datenbestand
Abb. 4-4: Prozesskette der regelbasierten Integration nach [Cobb et.al. 1998]
Eine Modularisierung des Prozesses in einzelne Conflation Komponenten auf der Basis des Microsoft
ActiveX Frameworks wird in [Yuan und Tao 1999] vorgeschlagen. Der dort beschriebene conflation
Workflow stimmt weitgehend mit der Prozesskette aus Abbildung 4-4 u¨berein.
Eine weitere Flexibilisierung des Prozesses kann durch den Einsatz wissensbasierter Multi-Agenten
Systeme erreicht werden [Rahimi et al. 2002]. Bei den Agenten handelt es sich um statische oder
mobile intelligente Komponenten, die aktiv logische Schlussfolgerungen auf der Grundlage fachspezifi-
schen Wissens in Form deklarativer Regeln treffen. Das Design der Agenten ist modular, so dass sie fu¨r
die einzelnen Aufgaben des Integrationsprozesses in fo¨derierten Systemen eingesetzt werden ko¨nnen.
Eine umfassende Analyse der Integration verteilter ra¨umlicher Datenquellen in eine fo¨derierte Geo-
datenbank ist in [Laurini 1998] enthalten. Die Fo¨deration ra¨umlicher Datenbesta¨nde wird konsequent
als Spezialisierung der allgemeinen Datenbankfo¨deration betrachtet, unter besonderer Beru¨cksichti-
gung der semantischen, topologischen und geometrischen Kontinuita¨t fragmentierter Objekte. Den
Gesamtablauf der Schemaintegration in fo¨derierten Geodatenbanken zeigt Abbildung 4-5. Der Schritt
der Randanpassung dient der Beseitigung von geometrischen Heterogenita¨ten bei zonalen Fragmen-
tierungen und ist daher dem Anwendungsfall der Erweiterung des Erfassungsgebietes zuzuordnen.
Die in diesem Abschnitt betrachtete Multi-Layer Integration entspricht der Beseitigung von Layer-
Fragmentierungen in fo¨derierten Datenbanken.
4.2.2 Lokale und globale Fortfu¨hrung von Prima¨rdaten und Aktualisierung von
Sekunda¨rdaten
Im Vergleich zu der Multi-Layer Integration ra¨umlicher Datensa¨tze besteht bei der Fortfu¨hrung von
Prima¨rdaten und der Aktualisierung von Sekunda¨rdaten eine sta¨rkere schematische U¨bereinstimmung
zwischen den Aktualisierungsdaten und den Bestandsdaten (Stufe 1-2 in der Klassifikation nach [Wal-
ter 1997]). Im Regelfall ist das Datenmodell der Aktualisierungsdaten harmonisch zu dem der Be-
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Abb. 4-5: Prozesskette der Schemaintegration fu¨r Geodatenbanken nach [Laurini 1998]
standsdaten, so dass eine Schemaintegration entfallen kann.
Eine geometriebasierte Korrespondenzanalyse zwischen Aktualisierungs- und Bestandsobjekten ist
nur dann erforderlich, wenn keine anderen Identifikatoren oder identifizierenden Merkmale vorhanden
sind. Weiter ist bei einer U¨bereinstimmung der Datenmodelle keine Abbildung und U¨bertragung neuer
semantischer Typen (Klassen oder Attribute) auf die Bestandsdaten erforderlich.
Abweichungen von diesen Annahmen entstehen beispielsweise dann, wenn Ersatzgeobasisdaten durch
einen Sekunda¨rdatenbestand abgelo¨st werden. Es weiteres Beispiel sind sta¨rkere strukturelle A¨nderun-
gen aufgrund eines abweichenden Detaillierungsgrades, so dass in der Folge Abstraktions- und Aggre-
gationsunterschiede aufgrund unterschiedlicher Erfassungsmaßsta¨be auftreten. In solchen Fa¨llen ist
die Prozesskette um entsprechende Schritte gema¨ß Abbildung 4-4 zu erweitern.
Insgesamt ergibt sich fu¨r die genannten Anwendungsfa¨lle eine vereinfachte Prozesskette, die aus den
Schritten der Zuordnung homologer ra¨umlicher Objekte und der geometrischen Anpassung der Be-
standsdaten an die Aktualisierungsdaten besteht. Ein entsprechender Verfahrensablauf zu der nachbar-
schaftstreuen Fortfu¨hrung und geometrischen Anpassung digitaler Bestandsdaten wird in [Benning
1996b] aufgezeigt. Im Unterschied zu der Prozesskette aus Abbildung 4-4 ist in dem Ablauf aus Abbil-
dung 4-6 ein Schritt zu der Generierung geometrischer Bedingungen enthalten. Im deutschsprachigen
Raum hat sich fu¨r die Aufgabe der geometrischen Integration der Begriff der Homogenisierung eta-
bliert. Die Prozesskette in Abbildung 4-6 dient der Fortfu¨hrungshomogenisierung der Automatisierten
Liegenschaftskarte.
Die globale Aktualisierung eines Prima¨rdatenbestandes, die beispielsweise bei der A¨nderung des
Lagebezugssystems auftritt, wird in gro¨ßeren Bearbeitungsgebieten als die lokale Fortfu¨hrung durch-
gefu¨hrt. Abgesehen von einigen organisatorischen Aspekten, die in Kapitel 9.4 behandelt werden, ist
die Prozessfolge identisch mit der lokalen Fortfu¨hrung.
Die U¨bertragung von A¨nderungen an Prima¨rdaten auf Multi-Layer Nutzerdatenbesta¨nde mit exter-
nen Sekunda¨rdatenbesta¨nden kann ebenfalls nach dem Ablauf der Abbildung 4-6 erfolgen. Die Beru¨ck-
sichtigung multipler Datenbesta¨nde (Layer) anstelle der zentralen ALK-DB1 muss dabei beachtet wer-
1Das Prozessmodell der Abbildung beschreibt eine Implementierung der Homogenisierung im Graphisch Interaktiven
Arbeitsplatz des Landes NRW fu¨r die Bearbeitung der Automatisierten Liegenschaftskarte (ALK-GIAP).
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Abb. 4-6: Prozesskette zu der Fortfu¨hrung und nachbarschaftstreuen Anpassung nach
[Benning 1996]
den. Moderne GIS-Umgebungen wie die Smallworld CST verfu¨gen u¨ber entsprechende Mechanismen
fu¨r die Verwaltung multipler Datenbesta¨nde.
Ein besonderes Problem dieses Anwendungsfalls stellt die Detektion und Beibehaltung der Layer-
u¨bergreifenden geometrischen Relationen dar. In Geobasisdatenbesta¨nden erfolgt die Suche nach geo-
metrischen Relationen wie Geradheiten und rechten Winkeln entlang fla¨chenhafter, topologisch ver-
knu¨pfter ra¨umlicher Objekte. In Nutzerdatenbesta¨nden wie Netzinformationssystemen existieren geo-
metrische Relationen zwischen Netzobjekten und fla¨chenhaften Objekten unterschiedlicher Daten-
besta¨nde (Layer), die untereinander topologisch nicht verknu¨pft sind. Bevor mit der eigentlichen Er-
schnu¨fflung geometrischer Bedingungen begonnen werden kann, mu¨ssen die ra¨umlichen Objekte der
verschiedenen Datenbesta¨nde in ein gemeinsames topologisches Thema abgebildet werden. Eine wei-
tergehende Diskussion dieser Vorgehensweise befindet sich in Kapitel 7.
4.2.3 Erweiterung des Erfassungsgebietes und zonale Fragmentierung
Die Erweiterung des Erfassungsgebietes durch neue Datensa¨tze und die Integration zonal fragmentier-
ter Daten sind sich a¨hnelnde Aufgaben. Probleme entstehen an den Ra¨ndern der Datensa¨tze, wenn die
Ra¨nder homologer ra¨umlicher Objekte nicht koinzidieren. Bei der Erweiterung des Erfassungsgebietes
handelt es sich um ein Integrationsproblem der Stufe 2, denn Aktualisierungs- und Bestandsdaten
liegen zwar in einem Datenmodell vor, wurden jedoch unabha¨ngig voneinander erfasst. Bei der Inte-
gration horizontal fragmentierter Daten ko¨nnen daru¨berhinaus strukturelle und semantische Konflikte
auftreten (Stufe 2-3).
Im Unterschied zu der Prozesskette der Fortfu¨hrungshomogenisierung mu¨ssen hierbei multiple Da-
tensa¨tze fu¨r die verschiedenen neuen Gebiete beru¨cksichtigt werden (vergleiche Abbildung 4-7). Im
Initialisierungsschritt wird fu¨r jede Zone ein Modellumring definiert. Die Korrespondenzanalyse sollte
neben der Zuordnung von Sollpunkten auch die Korrespondenz von Objekten an den Ra¨ndern der Da-
tensa¨tze beru¨cksichtigen (Randpunktzuordnung). Bei der Suche nach geometrischen Relationen stellt
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Abb. 4-7: Prozesskette zu der Integration zonal fragmentierter Daten nach [Benning
1996]
sich die Aufgabe der Identifikation modellu¨bergreifender geometrischer Bedingungen (vgl. Kapitel 7).
Die geometrische Anpassung und elastische Transformation der einzelnen Datenbesta¨nde muss zum
Einen individuell fu¨r jeden Datenbestand erfolgen, damit Sto¨rungen in der Nachbarschaft von Rand-
punkten keine Auswirkungen auf benachbarte Gebiete haben. Auf der anderen Seite wird durch die
homologen Randpunkte und geometrische Bedingungen an den Ra¨ndern der U¨bergang zwischen den
Datenbesta¨nden verbessert, so dass eine gleichzeitige Beru¨cksichtigung aller Informationen sinnvoll
erscheint. Eine weitergehende Diskussion der mathematischen Modellbildung erfolgt in Kapitel 5.
4.2.4 Zusammenfassung der Anwendungsfa¨lle
Die verschiedenen Anwendungsfa¨lle der geometrischen Integration sind in Abbildung 4-8 in Form eines
UML Anwendungsfalldiagramms zusammengefasst. In konkreten Anwendungen ko¨nnen weitere Fa¨lle
auftreten, die sich durch Spezialisierung aus den genannten Anwendungsfa¨llen ableiten lassen.
Sa¨mtliche Anwendungsfa¨lle der geometrischen Integration ko¨nnen auf die zwei elementaren, ab-
strakten Problemstellungen der Integration bei Layer-Fragmentierung und der Integration bei zonaler
Fragmentierung zuru¨ckgefu¨hrt werden. Man unterscheidet drei unterschiedliche Nutzergruppen (ver-
gleiche Kapitel 1.
• Die Nutzergruppe Produzent von Prima¨rdaten (katasterfu¨hrende Stelle oder anderer Geo-
basisdaten-Produzent) ist mit den Anwendungsfa¨llen lokale Fortfu¨hrung, globale Aktualisierung
und Integration neuer Gebiete konfrontiert. Die lokale Fortfu¨hrung tritt ha¨ufig auf, ist in ih-
rem Umfang aber auf kleinere Datenmengen beschra¨nkt. Globale Aktualisierungen treten bei
Maßnahmen der fla¨chendeckenden Genauigkeitsverbesserung (positional accuracy improvement,
PAI ) und A¨nderung des Lagebezugssystems, die sich nicht analytisch auf demWege der Umrech-
nung bewa¨ltigen lassen, auf. Das vorliegende Integrationsproblem entspricht der Stufe 2 nach
der Klassifikation von Walter, wobei mit zunehmender Einfu¨hrung und Beru¨cksichtigung glo-
bal eindeutiger Identifikatoren (amtliche Punktkennzeichen) das Korrespondenzproblem entfa¨llt
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Abb. 4-8: Anwendungsfa¨lle der geometrischen Integration
(triviale Lo¨sung, vergleiche Kapitel 3.4.5). Bei der Erweiterung des Erfassungsgebietes durch
Integration neuer Gebiete wird prima¨r auf den Anwendungsfall der Integration bei zonaler Frag-
mentierung zuru¨ckgegriffen. Sind zudem fla¨chenhaft Sollpunkte des Festpunktfeldes auch fu¨r die
neu erfassten Gebiete vorhanden, liegt eine Kombination aus zonaler und Layer-Fragmentierung
vor.
• Bei den Nutzern mit eigenen Datenlayern handelt es sich beispielsweise um kommunale
Anwender, die auf der Grundlage externer Geobasisdaten-Layer (Sekunda¨rdaten) eigene Fach-
daten in zusa¨tzlichen Layern erfasst haben. Diese Situation entspricht hinsichtlich der geome-
trischen Integration der eines Energieversorgers oder anderen Netzbetreibers, der einen Multi-
Layer Datenbestand mit einer Mischung aus externen und internen Daten vorha¨lt. Als prima¨rer
Anwendungsfall dieser Nutzergruppe tritt daher die Sekunda¨rdatenaktualisierung mit Integrati-
onsproblemen der Stufen 1-3 auf.
Im Kontext der Geodaten-Infrastrukturen wird zuku¨nftig vermehrt ein Direktzugriff auf externe
Datenbesta¨nde im Online-Verfahren stattfinden. Auf die Verwendung persistenter Zwischenko-
pien (Sekunda¨rdatenbestand) der Geobasisdaten ko¨nnte dann unter der Voraussetzung einer
performanten, breitbandigen und zuverla¨ssigen Anbindung an den Prima¨rdatenbestand verzich-
tet werden. Im Unterschied zu dem Sekunda¨rdatenbestand werden A¨nderungen am Prima¨rda-
tenbestand in diesem Fall unmittelbar auf der Nutzerseite sichtbar. Um eine Anpassung der
Nutzerdaten zu ermo¨glichen, muss ein Zugriff auf die alte und neue Version der Daten gewa¨hr-
leistet sein. Dies la¨sst sich beispielsweise durch eine Versionierung des Prima¨rdatenbestandes
(Vollhistorie) erreichen, die dem Nutzer den Zugriff auf den Zustand des Datenbestandes zu
einem beliebigen Zeitpunkt ermo¨glicht. Alternativ ko¨nnte der Produzent der Prima¨rdaten sei-
nen Nutzern die ra¨umlichen A¨nderungen an den Daten zwischen zwei Zeitpunkten in Form von
Verschiebungsvektoren bereitstellen. Beispiele hierfu¨r sind die EDBS Satzart vom Typ FGEO
und die link-Files der Ordnance Survey Master Map [Ro¨nsdorf 2004].
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Bei der Erfassung neuer Fachdaten kann das Problem auftreten, dass deren Geometrie nicht
konsistent zu den Geobasisdaten des Sekunda¨rdatenbestandes ist. In diesem Fall sollte eine An-
passung der Fachdaten an die Geobasisdaten auch dann erfolgen, wenn die Fachdaten nachweis-
lich mit einer ho¨heren Lagegenauigkeit erfasst wurden. Andernfalls entstu¨nde durch Anpassung
der Geobasisdaten ein Integrationsproblem der Stufe 1, das zu einer Sto¨rung des Sekunda¨rda-
tenabgleichs (BZSN/NBA Verfahren) fu¨hrte. Die Anpassung neu erfasster Fachdaten an die
Geobasisdaten entspricht dem Anwendungsfall der lokalen Fortfu¨hrung, wobei der Bezug zwi-
schen Bestands- und Fortfu¨hrungsdaten prima¨r durch geometrische Bedingungen (Assoziativita¨t)
hergestellt wird.
• Die dritte Gruppe von Anwendern verfu¨gt u¨ber keine eigenen Datenquellen und tritt ausschließ-
lich als Nutzer bestehender Datenquellen in Erscheinung. Aufgrund der zu erwartenden
Vielfalt des Datenangebotes in Geodaten-Infrastrukturen bezu¨glich der Maßstabsbereiche aber
auch des Inhaltes der Daten ist hier mit Integrationsproblemen der Stufe 2-4 zu rechnen. Dabei
kann es sowohl zu Layer-Fragmentierungen und zu zonalen Fragmentierungen der Datenbesta¨nde
kommen. Als Anwender einer Integrationslo¨sung ist dabei der einfache Nutzer einer GDI vor-
stellbar. Aufgrund der technischen und organisatorischen Komplexita¨t des Problems ist jedoch
anzunehmen, dass sich Spezialanbieter von Diensten fu¨r die Veredelung und geometrische Inte-
gration bestehender Datenquellen in GDI etablieren.
4.2.5 Geometrische Integration und Homogenisierung
Der klassische Einsatzbereich der Homogenisierung liegt in der Datenaufbereitung der Erfassung groß-
maßsta¨biger digitaler Datenbesta¨nde aus analogem Kartenmaterial [Benning und Scholz 1990;
Gielsdorf et al. 2003; Hake et al. 2002; Hampp 1992; Morgenstern et al. 1988; Rose 1988;
Wiens 1984]. Das Ziel besteht in der Einpassung und verketteten Transformation digitalisierter Kar-
ten (Startsysteme) in das u¨bergeordnete Landessystem (Zielsystem). Dabei entstehen Startsysteme
von der Gro¨ße etwa eines Blattschnitts oder einer Inselkarte. Die Homogenisierung dieser Informatio-
nen lo¨st die geometrischen Integration zu der Erweiterung des Erfassungsgebietes.
In der Fortfu¨hrungspraxis digitaler Geodatenbesta¨nde ermo¨glicht die Fortfu¨hrungshomogenisie-
rung die permanente nachbarschaftstreue Anpassung bestehender ra¨umlicher Objekte an verbesser-
te Anschlusskoordinaten [Benning 1996b; Liesen 1998]. Sie lo¨st den Anwendungsfall der lokalen
Fortfu¨hrung mit geometrischer Verbesserung.
Die Umstellung des Lagebezugssystems in großen Geobasisdatenbesta¨nden (Netztransformation
bzw. Lagestatuswechsel) stellt eine globale Aktualisierung dar. Hierbei entstehen besonders hohe An-
forderungen an die Skalierbarkeit der Homogenisierung [Kampshoff und Benning 2002].
Dem Wechsel des Lagebezugssystems in Prima¨rdatenbesta¨nden folgt die Aktualisierung von Se-
kunda¨rdatenbesta¨nden auf der Seite der Nutzer von Geobasisdaten (z.B. Energieversorger, Kommu-
nen). Das betrifft insbesondere solche Nutzer amtlicher Geobasisdaten, die u¨ber eine Dokumentation
ihrer Vermo¨genswerte und Betriebsmittel auf der Grundlage amtlicher Geobasisdaten verfu¨gen [Giels-
dorf et al. 2004; Kampshoff und Benning 2005; Liesen 1998; Scheu et al. 2000; Stockwald
2000]. Die Aufgabe der Netz- oder Leitungsnetzhomogenisierung besteht darin, die Konsistenz zwi-
schen Geobasisdaten und Benutzerdaten wiederherzustellen.
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Das Ziel dieses Kapitels ist die Ableitung eines formalen Modells der geometrischen Integration, das
eine qualitativ wie auch quantitativ vollsta¨ndige Beschreibung der Ausgangssituation fu¨r ein mo¨glichst
breites Spektrum von Anwendungsfa¨llen umfasst. Anwendungsneutrale deterministische und stocha-
stische Modelle erlauben eine quantitative Beschreibung der Ausgangssituation, auf deren Basis Algo-
rithmen zur Lo¨sung der geometrischen Integration entwickelt und spezifiziert werden. Schließlich wird
ein Konzept zur Umsetzung der geometrischen Integration in Form eines objektorientierten Datenmo-
dells abgeleitet.
Mit der Spezifikation der Anwendungsfa¨lle und Prozessmodelle ist der Ablauf der geometrischen
Integration vorgegeben. Neben der Korrespondenzanalyse und der Identifikation geometrischer Rela-
tionen besteht der zentrale Schritt der geometrischen Integration in der geometrischen Anpassung der
Daten. Diese beseitigt die Widerspru¨che (Restklaffen) in korrespondierenden Geometrien unterschied-
licher Datenbesta¨nde (Passpunkte oder identische Punkte).
Die Beseitigung der geometrischen Heterogenita¨t fragmentierter Datenbesta¨nde kann grundsa¨tzlich
nach drei verschiedenen Verfahren erfolgen [Heck 1995] :
1. Neumessung und Neuberechnung,
2. Neuberechnung auf der Grundlage der urspru¨nglichen Messungen,
3. Transformationsverfahren.
Das unaufwa¨ndigste Verfahren ist die Transformation der beteiligten Datensa¨tze u¨ber homologe Punk-
te in ein konsistentes Zielsystem. Es ist daru¨berhinaus das einzige Verfahren, das ohne Zusatzinfor-
mationen wie alte oder neue Messungen auskommt, die nur dem Produzenten eines Datenbestandes
zuga¨nglich sind1. Die Wahl zwischen den drei Alternativen stellt sich daher nur fu¨r den Produzenten ei-
nes Geodatenbestandes, dessen Entscheidung durch die zu erreichende Zielgenauigkeit bestimmt wird.
Fu¨r die Nutzer heterogener Datenbesta¨nde bietet sich aus wirtschaftlichen Gru¨nden ausschließlich das
Transformationsverfahren an.
Die mathematische und statistische Modellierung des Ist-Zustandes kann zur Ableitung eines ana-
lytischen Modells der geometrischen Integration benutzt werden, das ohne weitere Hypothesen oder
willku¨rliche Festlegungen auskommt. Unabha¨ngig von dieser Idealisierung haben sich Verfahren seit
Jahrzehnten erfolgreich in der Praxis etabliert, die zumindest teilweise aus pragmatischen oder er-
gebnisorientierten U¨berlegungen entstanden sind [Demirkesen und Schaffrin 1996; Doytsher
2000; Fagan und Soehngen 1987; Gillman 1985; Gillman 1986; Hettwer und Benning
2003; Merkel 1932; Saalfeld 1985; Scholz 1992; White und Griffen 1985]. Damit stellt
sich die Frage, welche Hypothesen und Modellannahmen die Verfahren implizit voraussetzen. Als
Ziel der analytischen Modellierung ist die verbesserte Interpretierbarkeit bestehender Ansa¨tze durch
Identifikation impliziter Hypothesen zu nennen.
1Die Geometriemodelle in GIS basieren durchweg auf Koordinaten (Randdarstellung), in denen die origina¨ren Messun-
gen nur implizit enthalten sind.
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Eine harte Aussage u¨ber die Qualita¨t eines Transformationsansatzes wird sich jedoch nur schwer
treffen lassen, da
“. . . eine Mehrdeutigkeit — in gewissen Grenzen — bereits in der Natur der Aufgabenstel-
lung liegt; obwohl verschiedene Transformationsverfahren in der Regel auf unterschiedliche
Koordinatenwerte der umzuformenden Punkte fu¨hren, ko¨nnen diese praktisch durchaus
gleichwertig sein.”, [Heck 1995, S.290].
5.1 Das Modell der Karte
Zur Modellierung des Ausgangszustandes wird zuna¨chst das Modell der Karte K definiert.
Eine Karte K beschreibt einen ra¨umlichen Ausschnitt eines festen Zustandes der realen Welt mit
Hilfe von Punkten und zusammenha¨ngenden Mengen von Punkten eines mathematischen Raumes.
Als einbettender Raum wird im Folgenden die euklidische Ebene <2 verwendet. Die Karte K besteht
aus den drei Mengen K = (P,L, F ) der Punkte
P ⊂ <2, (5.1-1)
die eine Teilmenge des <2 bilden, der Linien
L := {l ⊂ P} mit l := {x ∈ P : x = φ(t), t ∈ I<}, (5.1-2)
die sich aus einer stetigen Parameterfunktion φ : < → <2, t 7→ φ(t) ergeben, und der Fla¨chen
F := {f ⊂ P} mit f := {x ∈ P : x = ψ(t, u), t, u ∈ I<2}, (5.1-3)
mit der stetigen Parameterfunktion ψ : <2 → <2, (t, u) 7→ ψ(t, u).
Ein Beispiel fu¨r eine Parameterfunktion ist die Parameterdarstellung der geraden Linie l zwischen
zwei Punkten x1,x2 durch (hier einschließlich Anfangs- und Endpunkt)
l := {x ∈ <2 : x = φ(t) = x1 + t x2 − x1||x2 − x1|| , t ∈ [0, 1]<}. (5.1-4)
Auf analoge Weise lassen sich die Punktmengen fu¨r nichtgerade Linien und fu¨r Fla¨chen, die eindeutig
durch Linien begrenzt sind, definieren (vergleiche Randdarstellung in Kapitel 2.3.3).
Die Menge der Punkte P entha¨lt sa¨mtliche Punkte der Karte und ist nicht beschra¨nkt auf die
zur Parameterdarstellung beno¨tigten Punkte von Linien und Fla¨chen. Abgesehen von der Stetigkeit
der Parameterfunktion, die den topologischen Zusammenhang (Stetigkeit) der Linien und Fla¨chen
sicherstellt, existieren keine weiteren Restriktionen bezu¨glich der Geometrien (Spaghetti-Modell). Die
Zugeho¨rigkeit eines Punktes x zu der Menge der Punkte einer Karte K(P,L, F ) wird im Folgenden
abgeku¨rzt mit x ∈ K.
Es wird unterschieden zwischen der eindeutigen wahren Karte Kw, deren Punkte einen festen Zu-
stand der realen Welt exakt repra¨sentieren, und Realisierungen k einer Karte, die durch Messungen
entstanden sind.
Die Punkte einer wahren Karte Kw
{xw ∈ <2} (5.1-5)
bilden die reale Welt fehlerfrei ab und entsprechen damit einer Idealisierung. In praktischen Anwen-
dungen sind wahre Werte, die auch als harte Daten (hard data) bezeichnet werden, nicht verfu¨gbar,
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so dass auf die besten verfu¨gbaren Werte zuru¨ckgegriffen wird. Der Aufwand zur Beschaffung (quasi-)
wahrer Werte ist hoch, so dass diese nur fu¨r eine kleine Teilmenge der Punkte von K vorliegen.
Aufgrund von Messungen existiere eine Realisierung k der Karte K mit Punkten
{xk ∈ <2}, (5.1-6)
die man sich entweder als unmittelbare Messwerte oder als Scha¨tzwerte einer Parameterscha¨tzung
vorstellen kann. Die Punkte der Realisierung der Karte sind von limitierter Genauigkeit und werden
daher auch als weiche Daten (soft data) bezeichnet.
Der Prozess der Realisierung ordnet jedem Punkt der wahren Karte x ∈ Kw ⊂ <2 genau einen
Punkt der Realisierung xk ∈ k zu und erfu¨llt damit die formalen Voraussetzungen einer Abbildung
[Fischer 1989, S.28]. Fu¨r die Abbildung T der Realisierung gilt
T : Kw → k, xw 7→ T (xw). (5.1-7)
Weitere Einschra¨nkungen von T werden vorerst nicht getroffen (vergleiche Kapitel 5.3.1).
5.1.1 Geometrische Integration im Modell der Karte
Zu der Darstellung der Anwendungsfa¨lle der geometrischen Integration fasst man die vera¨nderlichen
Datensa¨tze des Integrationsproblems als jeweils eine Realisierung k der Karte K auf. Bei der zona-
len Fragmentierung liegen entsprechend zueinander benachbarte Realisierungen k1, . . . , kl mit einigen
homologen Verknu¨pfungspunkten vor, wa¨hrend sich bei der Layer-Fragmentierung die Realisierungen
u¨berlappen und fla¨chenhaft homologe Punkte auftreten.
Die Koordinaten verschiedener Realisierungen k1, . . . , kl ko¨nnen sich auf unterschiedliche nationale,
regionale oder lokale Referenzsysteme beziehen. Ha¨ufig werden Fla¨chenparameter verwendet, die durch
Transformation aus geographischen Koordinaten hervorgegangen sind, und die man lokal wie ebene
rechtwinklige Koordinaten behandeln kann (siehe dazu Kapitel 3.7.3) [Illert 1995]. Im Folgenden
wird davon ausgegangen, dass die Koordinaten verschiedener Realisierungen a priori bereits in ein
Bezugssystem u¨berfu¨hrt wurden und die euklidische Ebene als einbettender Raum benutzt werden
kann.
Das Problem der geometrischen Integration besteht nun darin, dass die Koordinaten von Reali-
sierungen verschiedener Datensa¨tze auf unterschiedlichen Messungen und Ausgleichungsverfahren be-
ruhen. Die Koordinatenwerte sind um unbekannte Fehlereinflu¨sse verfa¨lscht, wodurch geometrische
Widerspru¨che zwischen homologen Objekten fragmentierter Datenbesta¨nde entstehen. Mengen von
Koordinaten, zwischen denen aufgrund unregelma¨ßiger Fehlereinflu¨sse ein stochastischer Zusammen-
hang besteht, bezeichnet man als ungleichartige Koordinaten [Heck 1995].
Das zentrale Problem der geometrischen Integration im Modell der Karte K ist die Modellierung
und Bestimmung der Abbildung T : Kw → k aus unvollsta¨ndigen Daten. In der Praxis liegen multiple
Realisierungen k1, . . . , kl und eine unvollsta¨ndige wahre Karte Kw vor. Das formale Ziel der geome-
trischen Integration ist die Inversion des Realisierungsprozesses und schließlich die Ermittlung von
Scha¨tzwerten fu¨r unbekannte wahre Werte von K.
Im Folgenden werden verschiedene stochastische und deterministische Ansa¨tze zur Modellierung von
T untersucht.
5.2 Stochastische Modellierung der geometrischen Integration
Im stochastischen Modell werden die Koordinaten {xki } der Realisierung k einer Karte K als ungleich-
artige Koordinaten mit stochastischen Eigenschaften aufgefasst.
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Nachfolgend wird ein stochastisches Modell der geometrischen Integration vorgestellt, das eine Karte
als ra¨umlichen vektoriellen Zufallsprozess auffasst. Weitere Anwendungen von Zufallsprozessen zur
Integration heterogener raumbezogener Daten findet man in [Kyriakidis et al. 1999; Croitoru
und Doytsher 2002; Croitoru und Doytsher 2003].
5.2.1 Karte als ra¨umlicher vektorieller Zufallsprozess
Ein Ausschnitt der realen Welt sei repra¨sentiert durch eine Menge von Punkten der euklidischen Ebene,
die als Definitionsbereich
{x : x ∈ D ⊂ <2} (5.2-8)
bezeichnet wird. An einer Stelle x0 ∈ D liegt jeweils ein m-dimensionaler Vektor von Beobachtungen
vor, dessen Elemente beispielsweise Messwerte der m = 2 Koordinaten der Stelle x0 sein ko¨nnen.
Im geostatistischen Modell der Zufallsvariablen und regionalisierten, d.h. ortsabha¨ngigen, Variablen
werden die beobachteten Koordinaten als Werte eines (zwei-dimensionalen) Vektors regionalisierter
Variablen (regionalized variable, ReV) modelliert [Wackernagel 1998]. Allgemein seien m skalare
regionalisierte Variablen an einer Stelle x beobachtet worden, die fu¨r die Menge aller Stellen aus D
zusammengefasst werden zur Menge der Werte-Vektoren
{|z1(x), . . . , zm(x)|′ = z(x),x ∈ D}. (5.2-9)
Die Menge der Vektoren regionalisierter Variablen wird als Stichprobe eines vektoriellen Feldes von
Zufallsvariablen aufgefasst. Dabei wird je ein Zufallsvektor mit m (im Falle von k ist m = 2) Zufalls-
variablen (Z1(x0), . . . , Zm(x0)) an einer Stelle x0 des Definitionsbereichs definiert. Die regionalisierte
Variable ist somit eine Realisierung einer vektoriellen Zufallsfunktion (random function, RaF)
{|Z1(x), . . . , Zm(x)|′ = Z(x),x ∈ D}, (5.2-10)
die jeder Stelle aus D einen Zufallsvektor zuordnet. Die mehrdimensionale, ortsabha¨ngige Zufallsfunk-
tion wird auch als vektorieller Zufallsprozess bezeichnet [Koch 1997, S.273].
Den U¨bergang vom vektoriellen Zufallsprozess zu dem Modell der Karte erha¨lt man, indem die
Punkte der Realisierung einer Karte k als Realisierung des Zufallsprozesses (regionalisierte Variable)
aufgefasst werden. Die regionalisierte Variable der Realisierung einer Karte k ist durch entsprechende
Indizierung zk(x) gekennzeichnet.
Der Definitionsbereich D des Zufallsprozesses stimmt dann konzeptionell mit den Punkten der
wahren Karte Kw u¨berein. Jede Stelle x ∈ D ist zugleich ein Punkt x := xw der wahren Karte Kw.
Der Vorgang der Realisierung des vektoriellen Zufallsprozesses entspricht somit der Definition einer
Abbildung T zwischen der wahren Karte und einer ihrer Realisierungen, denn durch
Z(x)
Realisierung−→ zk(x) := xk (5.2-11)
erha¨lt man fu¨r jede Stelle x ∈ D einen Vektor von Messwerten xk ∈ k der Realisierung einer Kar-
te. Im stochastischen Modell einer Karte liegen somit direkte Beobachtungen (Stichproben) fu¨r die
Koordinaten des Definitionsbereichs D vor.
5.2.1.1 Verteilungsfunktion und Dichte ra¨umlicher Zufallsprozesse
Das Zufallsverhalten der Funktion Z(x0) an der Stelle x0 ist durch die Verteilungsfunktion
Fx0(z) = P (Z(x0) ≤ z) (5.2-12)
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der Zufallsvariablen modelliert, worin P die Wahrscheinlichkeit einer Realisierung z von Z(x0) mit
einem Wert kleiner z bedeutet. In verallgemeinerter Form la¨sst sich eine multivariate Verteilungsfunk-
tion fu¨r n Zufallsvektoren an n verschiedenen Stellen aus D definieren mit
Fx1,...,xn(z1, . . . ,zn) = P (Z(x1) ≤ z1, . . . ,Z(xn) ≤ zn). (5.2-13)
Fu¨r eine formale Definition der n-dimensionalen (stetigen) Zufallsvariable sei auf [Koch 1997, S.96]
verwiesen. Sie setzt die Existenz einer nichtnegativen integrierbaren Funktion fx0(z) voraus, aus der
sich durch m-fache Integration u¨ber das Intervall (−∞,z) die Verteilungsfunktion ergibt zu
Fx0(z) =
∫ z1
−∞
. . .
∫ zm
−∞
fx0(t1, . . . , tm)dt1 . . . dtm =
∫ z
−∞
fx0(t)dt. (5.2-14)
Die Funktion fx0(z) wird auch als Dichte des Zufallsvektors Z(x0) an der Stelle x0 bezeichnet.
Analog zur Verallgemeinerung der Verteilungsfunktion la¨sst sich auch die Dichte fu¨r n Punkte im
Raum verallgemeinern zur Funktion fx1,...,xn(z1, . . . ,zn) mit
Fx1,...,xn(z1, . . . ,zn) =
∫ z1
−∞
. . .
∫ zn
−∞
fx1,...,xn(t1, . . . , tn)dt1 . . . dtn. (5.2-15)
5.2.1.2 Erwartungswert und (Kreuz-)Kovarianzfunktion ra¨umlicher Zufallsprozesse
Anhand der Dichte einer Zufallsvariablen lassen sich deren Momente definieren [Koch 1997, S.104].
Das erste multivariate Moment eines Zufallsvektors Z(x0) ist der Erwartungswert E[Z(x0)] = µ0, der
sich als Durchschnitt aller mo¨glichen Werte der Variablen unter Beru¨cksichtigung ihrer Wahrschein-
lichkeitsdichten ergibt zu
µ(x0) = (µi(x0)) = (E[Zi(x0)]) =
(∫ z1
−∞
. . .
∫ zm
−∞
tif(t1, . . . , tm)dt1 . . . dtm
)
. (5.2-16)
Zentrale Momente an einer Stelle x0 Momente, die in Bezug auf Erwartungswerte definiert sind,
heißen zentrale Momente. Das zweite zentrale Moment zweier Zufallsvariablen (Zi(x0), Zj(x0)) des
Zufallsvektors Z(x0) bezeichnet man als Kovarianz σij(x0) oder C[Zi(x0), Zj(x0)] mit
σij(x0,x0) = C[Zi(x0), Zj(x0)] = E[(Zi(x0)− µi(x0))(Zj(x0)− µj(x0))]. (5.2-17)
Die Varianz einer Zufallsvariablen σ2i (x0) oder V [Zi(x0)] ergibt sich als zweites zentrales Moment zu
σ2i (x0) = C[Zi(x0), Zi(x0)] = E[(Zi(x0)− µi(x0)2]. (5.2-18)
Wa¨hrend die Varianz ein Maß fu¨r die Streuung der Werte einer Zufallsvariablen darstellt, gibt die
Kovarianz den Zusammenhang zweier Zufallsvariablen wieder. Fu¨r zwei voneinander unabha¨ngige Zu-
fallsvariablen verschwindet die Kovarianz zu σij(x0,x0) = 0. Ein normiertes Maß fu¨r die Abha¨ngigkeit
zweier Zufallsvariablen mit von Null verschiedener Standardabweichung σi(x0) > 0 und σj(x0) > 0
ist der Korrelationskoeffizient
ρij(x0,x0) = σij(x0,x0)/(σi(x0)σj(x0)) mit − 1 < ρij(x0,x0) < 1, (5.2-19)
der genau dann den Betrag Eins annimmt, wenn zwischen den Zufallsvariablen mit der Wahrschein-
lichkeit Eins eine lineare Abha¨ngigkeit besteht.
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Zentrale Momente zweier Stellen xi und xj Die Kovarianz wurde bisher an einer Stelle x0 ∈ D
zwischen zwei Zufallsvariablen des vektoriellen Zufallsprozesses Z(x0) betrachtet. U¨bertragen auf die
Modellierung des Zufallsprozesses einer Karte K, entspricht dies der Kovarianz der Koordinaten eines
Punktes. Wie sich zeigen wird, ist fu¨r die geometrische Integration die ra¨umliche Korrelation einer
Zufallsfunktion (Zl(xi), Zl(xj)) von besonderem Interesse, da durch sie die ra¨umliche Abha¨ngigkeit
der Zufallsfunktion modelliert werden kann. Die ortsabha¨ngige Kovarianzfunktion einer univariaten
Zufallsfunktion Zl ergibt sich zu
σll(xi,xj) = C[Zl(xi), Zl(xj)] = E[(Zl(xi)− µl(xi))(Zl(xj)− µl(xj))], (5.2-20)
die im Beispiel der geometrischen Integration die ra¨umliche Abha¨ngigkeit der l-ten Koordinate (z.B.
Rechtswert) zweier Punkte einer Karte beschreibt. Analog erha¨lt man die ortsabha¨ngige Korrelati-
onsfunktion ρll(xi,xj). Als weitere Verallgemeinerung fu¨r vektorielle Zufallsprozesse definiert man die
Kreuzkovarianzfunktion zweier Zufallsfunktionen
σij(xk,xl) = C[Zi(xk), Zj(xl)] = E[(Zi(xk)− µi(xk))(Zj(xl)− µj(xl))], (5.2-21)
mit der die ra¨umliche Abha¨ngigkeit zweier Zufallsfunktionen beschrieben wird. U¨bertragen auf die
geometrische Integration ist durch die Kreuzkovarianzfunktion die ra¨umliche Abha¨ngigkeit der i-ten
und j-ten Koordinate (z.B. Rechtswert und Hochwert) zweier Punkte einer Karte beschrieben. Die
Kreuzkovarianzfunktion ist im Allgemeinen weder eine gerade noch eine ungerade Funktion.
5.2.1.3 Stationa¨re ra¨umliche Zufallsprozesse
Die multivariate Verteilungsfunktion ist ein sehr generelles stochastisches Modell zur Beschreibung der
Eigenschaften von Zufallsprozessen, das fu¨r viele praktische Anwendungen vereinfacht werden kann.
Ist eine Verteilungsfunktion translationsinvariant und damit unabha¨ngig von der absoluten Lage im
Raum, heißt sie stationa¨r2. Fu¨r zwei beliebige Mengen von n Punkten aus D, die sich durch einen
Translationsvektor h ineinander u¨berfu¨hren lassen, gilt daher im Falle der Stationarita¨t von F mit
Fx1,...,xn(z1, . . . ,zn) = Fx1+h,...,xn+h(z1, . . . ,zn). (5.2-22)
Die Translationsinvarianz der Verteilungsfunktion ist die strengste Form der Stationarita¨t, die daher
auch als strikte Stationarita¨t bezeichnet wird. Zur besseren Anpassung an die realen Verha¨ltnisse
einer Problemstellung werden in der geostatistischen Modellbildung verschiedene Zwischenstufen der
Stationarita¨t definiert. Anstelle der multivariaten Verteilungsfunktion aller Punkte Fx1,...,xn kann die
Stationarita¨t beschra¨nkt werden auf die ersten beiden Momente der Zufallsfunktion, den Erwartungs-
wert E[Z(x)] und die (Kreuz-)Kovarianzfunktion C[Zi(x),Zj(x + h)]. Stationarita¨t der Momente
zweiter Ordnung eines vektoriellen Zufallsprozesses (kurz: Stationarita¨t zweiter Ordnung) liegt vor,
wenn fu¨r den Erwartungswert und die Kovarianzfunktion gilt
E[Z(x)] = µ ∀x ∈ D (5.2-23)
C[Zi(x), Zj(x+ h)] = σij(h) ∀x,x+ h ∈ D; i, j = 1, . . . ,m , (5.2-24)
so dass der Erwartungswert und die Kovarianzfunktion translationsinvariant sind und die Kovarianz
nur von der Differenz der Ortsvektoren abha¨ngt. Die Kovarianzfunktion ist daru¨berhinaus isotrop,
wenn sie unabha¨ngig von der Richtung des Differenzvektors nur von ||h|| abha¨ngt.
2In der Geoda¨sie werden translationsinvariante, ra¨umliche Verteilungsfunktionen auch als homogen bezeichnet [Koch
1997, S.273].
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5.2.1.4 Intrinsische Stationarita¨t und Variogramm
Anstelle der Stationarita¨t zweiter Ordnung wird in der Geostatistik oft die schwa¨chere Hypothese der
intrinsischen Stationarita¨t der Differenz der Zufallsfunktionen zweier Punkte
Z(x+ h)−Z(x) (5.2-25)
verwendet, die auch Inkremente genannt werden. Dabei wird die Stationarita¨t zweiter Ordnung fu¨r
die Inkremente aller Paare von Zufallsfunktionen Zi, Zj mit i, j = 1, . . . ,m und beliebige Stellen
x,x+ h ∈ D gefordert mit
E [Zi(x+ h)− Zi(x)] = m(h) = 0 (5.2-26)
C[Zi(x+ h)− Zi(x), Zj(x+ h)− Zj(x)] = 2γij(h). (5.2-27)
Der Mittelwert des Inkrements, der auch alsDrift bezeichnet wird, ist translationsinvariant und hat den
Wert Null fu¨r sa¨mtliche Stellen des Definitionsbereichs. Die Kovarianz der Inkremente hat einen finiten
Wert 2γij(h). Die Funktion γij(h) heißt Kreuzvariogramm und steht in dem folgenden Zusammenhang
mit der ebenfalls als stationa¨r angenommenen Kreuzkovarianzfunktion [Wackernagel 1998]
γij(h) = σij(0)− 12(σij(−h) + σij(+h)). (5.2-28)
Das Kreuzvariogramm verschwindet im Ursprung zu γij(0) = 0, seine Werte sind positiv mit γij(h) >
0, und es ist eine gerade Funktion γij(h) = γij(−h). Das Variogramm einer Zufallsfunktion Zi(x)
erha¨lt man mit γi(h) := γii(h) zu
γi(h) =
1
2
E[(Zi(x+ h)− Zi(x))2]. (5.2-29)
Eine weitere vereinfachende Annahme der multivariaten Korrelationsfunktion ist das intrinsische Kor-
relationsmodell, bei dem die Kreuzkorrelation der Zufallsfunktionen unabha¨ngig von der ra¨umlichen
Korrelation ist. Die Kovarianz der m Zufallsvariablen geht fu¨r alle Variablen aus dem Produkt einer
Varianz-Kovarianzmatrix V und einer ra¨umlichen skalaren Korrelationsfunktion ρ(h) hervor mit
{σij(h)} = V ρ(h). (5.2-30)
Die Kreuzkorrelation zweier Zufallsfunktionen eines Zufallsprozesses mit intrinsischem Korrelations-
modell ist ortsunabha¨ngig, da sich die skalare ortsabha¨ngige Korrelationsfunktion ρ(h) aus dem Kor-
relationskoeffizienten ku¨rzen la¨sst, so dass man ρij(h) = ρij erha¨lt.
U¨bertragen auf das Modell der Karte bedeutet dies, dass zwischen den Zufallsvariablen der x- und
y-Koordinaten benachbarter Punkte zwar eine entfernungsabha¨ngige Kovarianz besteht, die jedoch
proportional zur Kovarianz innerhalb der Zufallsvariablen der x-Koordinaten und y-Koordinaten ist.
5.2.1.5 Stationarita¨t im Modell der Karte
Wie bereits erla¨utert wurde, wird im stochastischen Modell einer Karte die Realisierung k als Reali-
sierung eines zwei-dimensionalen vektoriellen Zufallsprozesses aufgefasst.
Es wird weiter angenommen, dass die multivariate Wahrscheinlichkeitsdichte des Zufallsvektors
symmetrisch und eingipfelig ist. Ein Beispiel einer entsprechenden Wahrscheinlichkeitsdichte ist die
multivariate Normalverteilung, von der in praktischen Anwendungen aufgrund des zentralen Grenz-
wertsatzes und des Elementarfehlermodells nach Hagen ha¨ufig Gebrauch gemacht wird [Koch 1997,
S.118, 121].
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Erwartungswert einer Karte bei direkten Beobachtungen Fu¨r den Zufallsprozess einer Karte ist es
unter den genannten Voraussetzungen plausibel anzunehmen, dass der Durchschnittswert aller mo¨gli-
chen Realisierungen der Variablen unter Beru¨cksichtigung der Wahrscheinlichkeitsdichte den wahren
Wert der Karte ergibt. Fu¨r den Erwartungswert (des Zufallsprozesses) einer Karte gilt somit unter
Beru¨cksichtigung der U¨bereinstimmung von Kw und D der Zusammenhang
E[Z(x)] = µ(x) = xw = x. (5.2-31)
Der Erwartungswert der Zufallsfunktion ist offenbar weder stationa¨r noch intrinsisch stationa¨r.
Erwartungswert einer Karte bei indirekten Beobachtungen Es ist vorstellbar, dass eine Realisierung
eines vektoriellen Zufallsprozesses Z∗ vorliegt, dessen Erwartungswerte durch bijektive, differenzier-
bare Funktionen der Punkte der wahren Karte gegeben sind mit
E[Z∗i (x)] = hi(x
w,βh). (5.2-32)
Die Parameter der Funktionen seien im Parametervektor βh zusammengefasst. Sie ko¨nnen mittels einer
Parameterscha¨tzung im Gauß-Markoff-Modell gescha¨tzt werden, wobei die wahren Werte der Punkte
als bekannte Konstanten eingehen. Mit Hilfe der Umkehrfunktion der gescha¨tzten Funktionen hˆ−1i
ko¨nnen die Scha¨tzwerte der Erwartungswerte der Zufallsfunktionen Z∗i in solche des Zufallsprozesses
Zi der Karte K u¨berfu¨hrt werden. Na¨herungsweise ko¨nnen damit Systematiken in der Realisierung
einer Zufallsfunktion eliminiert werden, sofern fu¨r diese entsprechende funktionale Ansa¨tze hi bekannt
sind. Dabei wird die Korrektur hˆ−1i (µˆi(x)) bestimmt und an der korrespondierenden Realisierung
zi(x) angebracht.
Anstelle dieses theoretisch unsauberen Vorgehens kann die funktionale Abha¨ngigkeit direkt in das
stochastische Modell der Karte integriert werden, was spa¨ter in diesem Kapitel diskutiert wird. Im
Folgenden wird zuna¨chst weiter davon ausgegangen, dass Realisierungen als direkte Beobachtungen
mit E[Z(x)] = xw vorliegen.
Residuenfunktion einer Karte Um eine intrinsisch stationa¨re Zufallsfunktion einer Karte zu errei-
chen, wird anstelle der Zufallsfunktion der Koordinaten deren Differenz von ihren Erwartungswerten
betrachtet. Die Residuenfunktion des Zufallsprozesses einer Karte ist somit definiert als
R(x) := E[Z(x)]−Z(x) = xw −Z(x). (5.2-33)
Der Erwartungswert der Residuenfunktion r(x) ist stationa¨r, denn es gilt
E[R(x)] = E[xw −Z(x)] = xw − xw = 0. (5.2-34)
Die zentralen Momente der Residuenfunktion stimmen aufgrund des Bezuges zum Erwartungswert
u¨berein mit denen der Zufallsfunktion Z(x).
5.2.2 Absolute und relative Lagegenauigkeit im stochastischen Modell
5.2.2.1 Absolute Lagegenauigkeit
Die absolute Lagegenauigkeit (positional accuracy) eines Punktes xkj einer Realisierung k ist definiert
als Abstand des Punktes von seinem wahren Wert mit [Croitoru und Doytsher 2003]
δ(xkj ) = x
k
j − xwj . (5.2-35)
Sie entspricht den Realisierungen der negativen Residuenfunktion, die im Kontext der geometrischen
Integration auch als Restklaff(ung)en bezeichnet werden.
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Ein empirisches Maß fu¨r die mittlere Absolutgenauigkeit einer Menge von n Punkten erha¨lt man
mit der mittleren quadratischen Abweichung der Koordinaten gegenu¨ber ihren wahren Werten
∆absi =
∑n
j=1 δ
2
i (x
k
j )
n
. (5.2-36)
Die quadratische Norm der Absolutgenauigkeiten der Koordinaten eines Punktes ergibt eine mittlere
Absolutgenauigkeit des Punktes.
Die Absolutgenauigkeit la¨sst den relativen Zusammenhang zwischen den Punkten unberu¨cksichtigt
und bewertet allein die absolute U¨bereinstimmung einer Realisierung mit den zugeho¨rigen wahren Wer-
ten. Da im Modell der Karte die wahren Werte mit den Erwartungswerten der Punkte u¨bereinstimmen,
la¨sst sich die mittlere absolute Lagegenauigkeit nach (5.2-36) als Scha¨tzwert der Varianz der Zufalls-
funktion V [Zi(x)] = E[(Zi(x)−xwi )2] einer Karte mit bekanntem Erwartungswert E[Zi(x)] = xwi und
ortsunabha¨ngiger Varianz aus einer Menge unkorrelierter Beobachtungen interpretieren (vergleiche
[Koch 1997, S.177]).
Liegen Scha¨tzwerte der Residuen als Ergebnis einer Parameterscha¨tzung nach (5.2-32) vor, sind dies
Scha¨tzwerte der absoluten Lagegenauigkeit gegenu¨ber der mit hˆi transformierten wahren Karte, und
die Varianz der Gewichtseinheit entspricht im Falle unkorrelierter, gleichgenauer Beobachtungen der
mittleren Absolutgenauigkeit (5.2-36).
5.2.2.2 Nachbarschaft und relative Lagegenauigkeit
Fu¨r die geometrische Integration ist insbesondere die lokale Abha¨ngigkeit der Punkte einer Karte von
Bedeutung. Der Begriff der Nachbarschaft beschreibt diese lokale Abha¨ngigkeit, die letztlich aus der
Anwendung des Nachbarschaftsprinzips bei der Bestimmung der Koordinaten resultiert. Die Abha¨ngig-
keit zeigt sich durch eine erho¨hte relative Lagegenauigkeit (Nachbarschaftsgenauigkeit) benachbarter
Punkte. Innerhalb einer Menge von Punkten liegt eine lokal erho¨hte relative Lagegenauigkeit vor, wenn
die Standardabweichung des Abstandes zweier Punkte ansteigt mit der Entfernung der Punkte.
5.2.2.3 Empirische Bestimmung der relativen Lagegenauigkeit
Ein Maß fu¨r die relative Lagegenauigkeit zweier Punkte xki und x
k
j der Realisierung k la¨sst sich ableiten
aus der Abweichung des Abstandsvektors
d(xki ,x
k
j ) = x
k
j − xki (5.2-37)
von seinem wahren Wert mit
δ(xki ,x
k
j ) = d(x
k
i ,x
k
j )− d(xwi ,xwj ). (5.2-38)
Ein mittlerer Wert der relativen Lagegenauigkeit kann, analog zur absoluten Lagegenauigkeit, durch
die mittlere quadratische Abweichung u¨ber sa¨mtliche Absta¨nde einer Punktmenge angegeben werden
mit
∆reli = 2
∑n
j=1
∑n
l=i δ
2
i (x
k
j ,x
k
l )
n(n− 1) . (5.2-39)
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Empirische Bestimmung der relativen Lagegenauigkeit mittels Variogramm Die Analyse der Ent-
fernungsabha¨ngigkeit der relativen Lagegenauigkeit in Punktmengen mit bekannten wahren Koordina-
ten erfolgt mit Hilfe eines experimentellen Variogramms [Wackernagel 1998, S.43]. Bei dem expe-
rimentellen Variogramm γ∗i wird die Abweichung γ∗i (djl) = δ2i (xkj ,xkl )/2 als Funktion der Entfernung
d aufgetragen. Der entstehende Punkthaufen wird Variogrammwolke genannt (vergleiche Abbildung
5-5 auf Seite 107 und Abbildung 9-11 auf Seite 180). Die Abweichungen werden in Klassen nicht u¨ber-
lappender Abstandsintervalle Dk mit konstanter Breite zusammengefasst und gemittelt, so dass man
eine nicht stetige, stu¨ckweise konstante Funktion (Treppenfunktion) gemittelter Abweichungen erha¨lt.
Eine lokal erho¨hte relative Lagegenauigkeit schla¨gt sich in einer entfernungsabha¨ngigen Zunahme der
Differenzen, d.h. einer steigenden Treppenfunktion, nieder. Fu¨r den Fall, dass die Werte der Treppen-
funktion fu¨r sa¨mtliche Entfernungsklassen nahezu konstant sind, liegt keine Entfernungsabha¨ngigkeit
der relativen Lagegenauigkeit vor.
Eine empirische Vorgehensweise zur Bestimmung der relativen Lagegenauigkeit fu¨r Punkte ohne
bekannte wahre Werte (Pra¨diktion) liegt darin, den Wert γ∗Dk aus der entsprechenden Stufe der
Treppenfunktion zu verwenden. Relative Genauigkeitswerte ko¨nnen dann als Funktion der Distanz
ermittelt werden, wenn man Translationsinvarianz (Stationarita¨t) und Isotropie des experimentellen
Variogramms voraussetzt. Um dies zu erreichen, sollte vorab eine Elimination systematischer Anteile
(Rotation, Maßsta¨be) beispielsweise gema¨ß (5.2-32) erfolgen.
5.2.2.4 Statistische Bestimmung der relativen Lagegenauigkeit
Die statistische Bestimmung der relativen Lagegenauigkeit im Modell der Karte kann durch Betrach-
tung des Inkrements erfolgen. Mit den Ortsvektoren xi,xj ∈ D und dem Abstandsvektor hij = xj−xi
erha¨lt man die Abstandsdifferenz zweier Punkte als Differenz der Zufallsfunktion
H(xi,xj) = Z(xj)−Z(xi) = Z(xi + hij)−Z(xi). (5.2-40)
Die Realisierung eines Inkrements ist somit eine Realisierung der vektoriellen Zufallsfunktion des
Abstandsvektors H(xi,xj), fu¨r dessen Erwartungswert gilt
E[H(xi,xj)] = E[Z(xj)−Z(xi)] = xj − xi = hij . (5.2-41)
Betrachtet man das Inkrement der Zufallsfunktion der Residuen, erha¨lt man aufgrund der Definition
des Residuums
R(xj)−R(xi) = Z(xj)− E[Z(xj)]− (Z(xi)− E[Z(xi)]) (5.2-42)
= (Z(xj)−Z(xi))− (E[Z(xj)]− E[Z(xi)]) (5.2-43)
= (Z(xj)−Z(xi))− hij . (5.2-44)
Fu¨r den Erwartungswert des Inkrements der Residuenfunktion folgt weiter
E[R(xj)−R(xi)] = E[(Z(xj)−Z(xi))− hij ] = 0. (5.2-45)
Das Inkrement der Residuenfunktion la¨sst sich interpretieren als Abweichung des gemessenen Ab-
standes zweier Punkte vom wahren Abstand der Punkte. Fu¨r die Zufallsfunktion des Residuums der
Karte wird nun die Hypothese der intrinsischen Stationarita¨t zweiter Ordnung gefordert, so dass das
(theoretische) Variogramm der Residuenfunktion der Karte angegeben werden kann mit
γi(h) =
1
2
E[(Zi(x+ h)− Zi(x)− hi)2]. (5.2-46)
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Das theoretische Variogramm γ(h)i der Residuenfunktion kann interpretiert werden als die Varianz
der i-ten Koordinate der Zufallsfunktion des Abstandsvektors zweier Punkte. Sie gibt damit ein Maß
fu¨r die relative Lagegenauigkeit zweier Punkte an, denn es gilt
γi(h) =
1
2
E[(Zi(x+ h)− Zi(x)− hi)2] (5.2-47)
=
1
2
E[(Hi(x+ h,x)− E[Hi(x+ h,x)])2] (5.2-48)
=
1
2
σ2Hi . (5.2-49)
Ermittelt man einen Scha¨tzwert eines theoretischen Variogramms γˆi(h), beispielsweise als ausgleichen-
de Funktion des experimentellen Variogramms γ∗i , so erha¨lt man pra¨dizierte Werte σˆ2i (h) = 2γˆi(h) als
Maß fu¨r die relative Lagegenauigkeit der Punkte eines Datenbestandes. Bei der Wahl eines Funktions-
ansatzes fu¨r γ sind die allgemeinen Eigenschaften des Variogramms zu beachten. Insbesondere wa¨chst
das Variogramm langsamer als ||h||2.
Setzt man weiter die Stationarita¨t zweiter Ordnung des Zufallsprozesses voraus, so erha¨lt man
die allein vom Abstandsvektor h abha¨ngige Kovarianzfunktion Ci(h) := C[Ri(x + h), Ri(x)]. Die
Kovarianzfunktion ist beschra¨nkt und besitzt das Supremum der Varianz an der Stelle h = 0 mit
|Ci(h)| ≤ Ci(0) = V [Ri(x)]. (5.2-50)
Der Zusammenhang zwischen dem (theoretischen) Variogramm der Zufallsfunktion Ri(h) und deren
Kovarianzfunktion folgt nach (5.2-28) zu
γi(h) = Ci(0)− Ci(h) = V [Ri(x)]− Ci(h). (5.2-51)
Aufgrund der Beschra¨nktheit von Ci gema¨ß (5.2-50) la¨sst sich offenbar nur zu beschra¨nkten Vario-
grammen eine Kovarianzfunktion angeben. Existiert eine finite obere Schranke γi(∞), so erha¨lt man
die Kovarianzfunktion aus dem Variogramm mit
γi(∞)− γi(h) = Ci(h). (5.2-52)
Die obere Schranke des Variogramms wird auch als sill (Schwelle) bezeichnet. Entha¨lt das experi-
mentelle Variogramm eine Schwelle bi = Ci(0), so ergibt sich mit dem Zusammenhang (5.2-51) das
theoretische Variogramm aus der Kovarianzfunktion zu [Wackernagel 1998, S.54]
γi(h) = bi − Ci(h). (5.2-53)
U¨bertra¨gt man die Zusammenha¨nge von Kovarianzfunktion und Variogramm auf das Ausgangspro-
blem der relativen Lagegenauigkeit des Zufallsprozesses einer Karte, lassen sich folgende Aussagen
u¨ber die Kovarianzfunktion der Abweichungen der Punktabsta¨nde von ihrem wahren Wert sowie u¨ber
die relative Lagegenauigkeit der Punkte treffen:
• Sind die ra¨umlichen Zufallsvariablen der (Koordinaten der) Punkte nicht ra¨umlich korreliert, ist
die relative Lagegenauigkeit innerhalb einer Punktmenge entfernungsunabha¨ngig konstant gleich
der Varianz der Abweichungen vom wahren Wert.
Im Falle unkorrelierter Punkte gilt
Ci(h) = 0 ∀h 6= 0 und Ci(0) = V [Ri(x)], (5.2-54)
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so dass nach (5.2-51) fu¨r das Variogramm und damit die Standardabweichung des Abstandsvek-
tors zweier Punkte gilt
γi(h) = Ci(0) ∀h 6= 0. (5.2-55)
• Im Umkehrschluss folgt aus der letzten Behauptung, dass eine entfernungsabha¨ngige relative
Lagegenauigkeit im vorliegenden Modell nur durch ra¨umliche Korrelationen der Punkte erkla¨rt
werden kann.
• Sind die Punkte ra¨umlich unkorreliert und liegen direkte Beobachtungen ohne systematische
Abweichungen nach (5.2-32) vor, gilt also E[Ri(x)] = E[Zi(x) − xw] = E[Zi(x)] − xw = 0,
so ist die relative Lagegenauigkeit konstant gleich der mittleren absoluten Lagegenauigkeit der
Punkte.
Die relative Lagegenauigkeit unkorrelierter Punkte ist gegeben mit γi(h) = Ci(0) = E[(Ri(x)−
E[Ri(x)])2]. Aufgrund der Abwesenheit systematischer Effekte stimmt der wahre Wert der Ko-
ordinaten mit dem Erwartungswert u¨berein, und es gilt weiter E[Ri(x)] = mi = 0, so dass man
γi(h) = E[Ri(x)2] = E[(Zi(x) − xwi )2] = V [Zi(x)] erha¨lt. Das empirische Maß der mittleren
absoluten Lagegenauigkeit nach (5.2-36) entspricht im Falle unkorrelierter Beobachtungen dem
Scha¨tzwert der Varianz V [Zi(x)], so dass sich die Aussage ergibt.
• Verringert sich die Korrelation der Punkte mit zunehmenden Abstand, na¨hert sich die relative
Lagegenauigkeit γi(h) zweier Punkte mit zunehmendem Abstand h asymptotisch der Varianz
Ci(0) = V [Zi(x)] der Punkte.
Die Aussage folgt unmittelbar aus (5.2-51).
5.2.2.5 Ableitung der relativen Lagegenauigkeit mit dem Varianzfortpflanzungsgesetz
Ist die Kovarianzmatrix des Zufallsvektors der Koordinaten einer Menge von Punkten a priori bekannt,
la¨sst sich als Maß fu¨r die relative Lagegenauigkeit der Punkte die Standardabweichung der Distanz
zweier Punkte mit dem Varianzfortpflanzungsgesetz bestimmen.
Gegeben sei eine Realisierung des Zufallsvektors der Koordinaten einer Menge von Punkten sowie
dessen Kovarianzmatrix. Zur Untersuchung der relativen Lagegenauigkeit zweier Punkte pq und pr
betrachten wir die Varianz σ2d der Distanz dqr = ||pq − pr|| der Punkte. Fasst man die Zufallsva-
riablen der Koordinaten zweier Punkte im Zufallsvektor z = |xq, yq, xr, yr|′ zusammen, gilt mit der
Kovarianzmatrix Σzz des Koordinatenvektors das Varianzfortpflanzungsgesetz
σ2d = AΣzzA
′, A = (a1j) =
∂d
∂zj
, j ∈ 1, . . . , 4. (5.2-56)
Vereinfachend seien die Zufallsvariablen der Koordinaten unterschiedlicher Achsen voneinander un-
abha¨ngig, so dass nur die Zufallsvariablen der Koordinaten (xq, xr) bzw. (yq, yr) eine von Null ver-
schiedene Kovarianz σqr aufweisen; die Varianzen der Zufallsvariablen der Koordinaten seien identisch
mit σ2 = σjj . Die symmetrische Kovarianzmatrix des Koordinatenvektors z ergibt sich dann zu
Σzz =

σ2 0 σqr 0
... σ2 0 σqr
... σ2 0
. . . . . . σ2
 . (5.2-57)
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Schließlich folgt mit dem Varianzfortpflanzungsgesetz die Varianz der Distanz dqr zweier Punkte zu
σ2d = 2(σ
2 − σqr) = σ2p(1− ρqr) mit ρqr =
σqr
σqσr
=
σqr
σ2
, (5.2-58)
worin σp =
√
σ2x + σ2y =
√
2σ den mittleren Punktfehler nach Helmert und ρqr den Korrelationsko-
effizienten der Koordinaten (xq, xr) bzw. (yq, yr) zweier Punkte pq und pr bedeutet.
Aus Gleichung (5.2-58) folgt in Analogie zu (5.2-51), dass innerhalb einer Menge von Punkten
P = {p1, . . . ,pn} mit identischer Standardabweichung eine variable, entfernungsabha¨ngige relative
Lagegenauigkeit nur durch eine entfernungsabha¨ngige Korrelation der Koordinaten verursacht sein
kann. Im Fall unkorrelierter Koordinaten ist, zumindest im Modell der Wahrscheinlichkeitstheorie,
eine entfernungsabha¨ngige relative Lagegenauigkeit nicht erkla¨rbar.
5.2.3 Bestimmung der Abbildung T im stochastischen Modell
Auf der Grundlage des statistischen Modells der Karte als vektorieller Zufallsprozess der euklidischen
Ebene sollen nun die Mo¨glichkeiten zur Bestimmung der Realisierungs-Abbildung T aus (5.1-7) un-
tersucht werden.
Dazu wird der Zufallsprozess der Residuenfunktion R(x) aus (5.2-33) betrachtet. Ziel der Bestim-
mung von T ist die Pra¨diktion von Residuen r∗(x0) an Stellen x0 ∈ D, fu¨r die eine Realisierung
xk0 = zk(x0) ∈ k, jedoch keine korrespondierenden wahren Koordinaten xw0 = E[Z(x0)] ∈ Kw be-
kannt sind (vergleiche Abbildung 5-1).
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Residuum prädiziertes Residuum
)(* γxr
Abb. 5-1: Pra¨diktion von Residuen im stochastischen Modell
5.2.3.1 Gewo¨hnliches Kriging mit Variogramm
Die Scha¨tzung von Werten der Zufallsfunktion Ri an einer Stelle x0 auf der Grundlage der Daten von
n benachbarten Punkten xα erfolgt durch Linearkombination mit den Gewichten wα [Wackernagel
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1998]
R∗i (x0) =
n∑
α=1
wαRi(xα). (5.2-59)
Fu¨r die Summe der Gewichte wird
∑n
α=1wα = 1 vorausgesetzt, damit im trivialen Fall konstanter Wer-
te die Scha¨tzung ebenfalls die Konstante ergibt. Wie sich zeigen la¨sst, ist diese Forderung a¨quivalent
zur Forderung nach Unverzerrtheit (Erwartungstreue) E[R∗i (x0)−Ri(x0)] = 0 des Scha¨tzers. Es wird
weiter vorausgesetzt, dass die Daten eine Realisierung einer intrinsischen Zufallsfunktion (intrinsische
Stationarita¨t zweiter Ordnung) mit Variogramm γi(h) sind.
Die Varianz des Fehlers der Scha¨tzung σ2E = E[(R
∗
i (x0)−Ri(x0))2] ist die Varianz der Linearkom-
bination
R∗i (x0)−Ri(x0) =
n∑
α=1
wαRi(xα)−Ri(x0) =
n∑
α=0
wαRi(xα) (5.2-60)
mit w0 = −1 und damit
n∑
α=0
wα = 0. (5.2-61)
Die Bedingung (5.2-61) stellt sicher, dass das Variogramm zur Berechnung der Varianz des Scha¨tzfeh-
lers benutzt werden darf [Wackernagel 1998, S.52]. Man erha¨lt
σ2E = −γi(x0 − x0)−
n∑
α=1
n∑
β=1
wαwβγi(xα − xβ) + 2
n∑
α=1
wαγi(xα − x0), (5.2-62)
und durch Minimierung der Varianz unter Beru¨cksichtigung der Ewartungstreue (erwartungstreue
beste Scha¨tzung) ergibt sich das gewo¨hnliche Kriging System
n∑
β=1
wβγi(xα − xβ) + µ = γi(xα − x0) fu¨rα = 1, . . . , n (5.2-63)
n∑
β=0
wβ = 1, (5.2-64)
worin µ den Lagrange Parameter fu¨r die Nebenbedingung der Gewichte bedeutet. In Matrix-Notation
erha¨lt man entsprechend

C[x1,x1]+ . . . C[x1,xn] 1
...
. . .
...
...
C[xn,x1] . . . C[xn,xn] 1
1 . . . 1 0


w1
...
wn
−µ
 =

C[x1,x0]
...
C[xn,x0]
1
 . (5.2-65)
Die Varianz der Scha¨tzung ergibt sich durch Einsetzen von (5.2-63) in (5.2-62) zu
σ2 = µ+
n∑
α=1
wαγi(xα − x0). (5.2-66)
86
5.2 Stochastische Modellierung der geometrischen Integration
Interpolationseigenschaften des gewo¨hnlichen Kriging Mit dem gewo¨hnlichen Kriging erha¨lt man
eine exakte Interpolationsfunktion fu¨r intrinsische skalare Zufallsfunktionen. Die Wahl des Vario-
gramms oder der Kovarianzfunktion entscheidet dabei u¨ber die ra¨umliche Abha¨ngigkeit der Zufalls-
funktion. Fu¨r den Fall einer ra¨umlich unkorrelierten Zufallsvariablen ergeben sich sa¨mtliche Kriging
Gewichte zu 1/n und der Scha¨tzer liefert den arithmetischen Mittelwert fu¨r sa¨mtliche Stellen. Fu¨r eine
weitergehende Diskussion der Kriging Gewichte bei verschiedenen Kovarianzfunktionen und geometri-
schen Konfigurationen sei auf [Wackernagel 1998, S.93] verwiesen. Zwei wesentliche Eigenschaften
der Kriging Interpolation sind die
• Unabha¨ngigkeit des Verfahrens von lokalen Ha¨ufungen von Stu¨tzpunkten sowie
• der als Screening bezeichnete Effekt, durch den der Wert einer Stu¨tzstelle die Werte von Stu¨tz-
stellen, die in Bezug auf den Interpolationspunkt hinter der Stu¨tzstelle liegen, abschirmt.
Kriging kreuzkorrelierter Zufallsfelder Gegenu¨ber dem stochastischen Modell einer Karte stellt das
Modell des gewo¨hnlichen Kriging eine Vereinfachung dar, weil nur eine Koordinate des vektoriellen
Zufallsprozesses betrachtet wird. Dadurch bleiben die ra¨umlichen Kreuzkovarianzen (5.2-28) zwischen
den Koordinaten unberu¨cksichtigt.
Eine Erweiterung des gewo¨hnlichen Kriging, bei dem auch die ra¨umlichen Kreuzkorrelationen beru¨ck-
sichtigt werden, ist das Cokriging. Wie sich zeigen la¨sst, ist das Cokriging eines vektoriellen Zufallspro-
zesses a¨quivalent zum gewo¨hnlichen Kriging einer einzelnen Zufallsfunktion des Prozesses, wenn die
Zufallsfunktionen intrinsisch korreliert sind (vergleiche (5.2-30)). Die Zufallsfunktionen heißen dann
autokrigeable. Testverfahren fu¨r den Nachweis der Autokrigeabilita¨t findet man in [Wackernagel
1998, S.169].
Im Folgenden wird fu¨r den Zufallsprozess einer Karte im Kontext der geometrischen Integration stets
von einer intrinsischen Korrelation ausgegangen. Das gewo¨hnliche Kriging ist daher zur Scha¨tzung
der Komponenten der Residuenfunktion zula¨ssig. Die Annahme ist plausibel, da die Koordinaten der
Realisierungen einer Karte simultan erfasst sind, so dass eine gleichma¨ßige Kreuzkorrelation unterstellt
werden kann.
5.2.3.2 Gewo¨hnliches Kriging mit bekannter Varianz des Messfehlers
Bisher wurde die Residuenfunktion als vollsta¨ndig ra¨umliche Zufallsvariable betrachtet. Die Realisie-
rungen des Zufallsprozesses seien nun zusa¨tzlich um einen Messfehler verunreinigt, der die Pra¨zision
des verwendeten Messverfahrens wiedergibt. Es ergibt sich das Modell
Ri(xα) = Si(xα) + α, (5.2-67)
worin α den Messfehler mit bekannter Varianz σ2α darstellt. Si(xα) repra¨sentiert den ra¨umlich korre-
lierten Anteil der Residuenfunktion, fu¨r den Stationarita¨t zweiter Ordnung gelte und dessen Kovari-
anzfunktion C(h) bekannt sei.
Der Messfehler ist nicht ra¨umlicher Natur und kann beispielsweise als Wiederholgenauigkeit eines
Messverfahrens interpretiert werden.
C[S(xα), α)] = 0 (5.2-68)
Weiter seien die Messfehler nicht zueinander korreliert mit
C[α, β)] = 0. (5.2-69)
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Das entsprechende Kovarianzmodell, das frei von ra¨umlicher Korrelation ist, wird in der Geostatistik
auch als Nugget-Effekt bezeichnet.
Durch Kriging soll nun der Messfehler gefiltert werden mit der Scha¨tzung
S∗i (x0) =
n∑
α=1
wαRi(xα). (5.2-70)
Dies fu¨hrt auf das Kriging System

C[x1,x1] + σ21 . . . C[x1,xn] 1
...
. . .
...
...
C[xn,x1] . . . C[xn,xn] + σ2n 1
1 . . . 1 0


w1
...
wn
−µ
 =

C[x1,x0]
...
C[xn,x0]
1
 , (5.2-71)
in dem die Varianzen der Messfehler σ2α nur auf der Diagonalen der linken Seite des Gleichungssystems
auftauchen.
Im Gegensatz zu dem gewo¨hnlichen Kriging ohne Messfehler handelt es sich bei diesem Ansatz
um keine exakte Interpolation der Daten. Betrachtet man das Kriging System fu¨r einen Interpo-
lationspunkt xi, der zugleich Datenpunkt ist, so ist durch die Interpolation mit den Gewichten
wi = 1, wj = 0∀j 6= i, anders als beim gewo¨hnlichen Kriging, keine Lo¨sung des Systems gegeben.
Das ist auch nicht erwu¨nscht, da die Daten mit Fehlern behaftet sind.
Der Messfehler  kann im Modell der Karte interpretiert werden als eine lokaler Punktfehler, der
an den Stellen mit Datenmessungen vorliegt, jedoch in keinem Zusammenhang mit den Messfehlern
an benachbarten Punkten steht. Der Messfehler la¨sst sich mangels ra¨umlicher Abha¨ngigkeit nicht auf
andere Stellen der Realisierung u¨bertragen und sollte daher bei der Interpolation gefiltert werden.
5.2.3.3 Intrinsisches Kriging mit generalisierter Kovarianzfunktion
Das gewo¨hnliche Kriging setzt die intrinsische Stationarita¨t zweiter Ordnung fu¨r den Zufallsprozess
der Residuenfunktion einer Karte voraus. Ist diese Voraussetzung nicht gegeben, weil beispielsweise
ein Drift m(x) in den Daten vorliegt mit3
Z(x) = m(x) +R(x), (5.2-72)
so kann das gewo¨hnliche Kriging nicht angewendet werden. Die Zufallsfunktion der beobachteten Werte
setzt sich dann zusammen aus dem Drift und einer stationa¨ren Zufallsfunktion der Residuen R(x).
Es wird angenommen, dass der Drift als eine Linearkombination deterministischer Funktionen fl
mit von Null verschiedenen Koeffizienten al dargestellt werden kann
m(x) =
L∑
l=0
alfl(x). (5.2-73)
Es sei eine Menge von Gewichten wα gegeben, durch die eine exakte Interpolation einer Basisfunktion
fl(x) vorliegt
n∑
α=1
wαfl(xα) = fl(x0) fu¨r l = 0, . . . , L. (5.2-74)
3Zur besseren U¨bersicht entfa¨llt der Index i der i-ten Zufallsfunktion in diesem Abschnitt.
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Dieser Ausdruck la¨sst sich mit einem Gewicht w0 = −1 umschreiben in eine autorisierte Linearkom-
bination
n∑
α=1
wαfl(xα) = 0 fu¨r l = 0, . . . , L. (5.2-75)
Fu¨r die autorisierte Linearkombination wird Translationsinvarianz fu¨r alle l gefordert mit
n∑
α=1
wαfl(xα) = 0⇒
n∑
α=1
wαfl(xα + h) = 0 fu¨r l = 0, . . . , L. (5.2-76)
Um diese Bedingung zu erfu¨llen, mu¨ssen die Funktionen fl einen translationsinvarianten Vektorraum
bilden. Eine entsprechende Menge von Funktionen auf dem <2 ist gegeben durch die Monome vom
Grad k ≤ 2
f0(x) = 1, f1(x) = x1, f2(x) = x2 (5.2-77)
f3(x) = x21, f1(x) = x1x2, f2(x) = x
2
2. (5.2-78)
Eine nicht-stationa¨re Zufallsfunktion Z(x) heißt intrinsische Funktion der Ordnung k, wenn fu¨r jede
Menge von Gewichten wα zu den Punkten xα, die eine autorisierte Linearkombination fu¨r alle l bilden,
der Ausdruck
n∑
α=1
wαZ(xα + h) (5.2-79)
den Mittelwert Null besitzt und Stationarita¨t zweiter Ordnung fu¨r jeden Vektor h aufweist.
Eine symmetrische Funktion K(h) = K(−h) ist eine generalisierte Kovarianzfunktion einer intrin-
sischen Funktion der Ordnung k, wenn fu¨r die Varianz der intrinsischen Funktion
V [
n∑
α=0
wαZ(xα)] =
n∑
α=1
n∑
β=1
wαwβK(xα − xβ) (5.2-80)
gilt, und zwar fu¨r jede Menge von Gewichten wα, wβ zu den Punkten xα,xβ , die eine autorisierte
Linearkombination fu¨r alle l bilden.
Die Wahl der Ordnung eines Drift-Polynoms und die Auswahl einer korrespondierenden genera-
lisierten Kovarianzfunktion kann mittels automatischer Verfahren erfolgen, auf die hier nicht na¨her
eingegangen wird [Wackernagel 1998, S.219].
Auf der Basis der generalisierten Kovarianzfunktion kann nun das intrinsische Kriging System auf-
gebaut werden, das gebildet wird durch die Gleichungen(
K F
F ′ 0
)(
w
−µ
)
=
(
k
−f
)
(5.2-81)
mitK = (Kij) = (K(xi−xj)), F = (Fij) = (fj(xi)), k = (ki) = (K(xi−x0)) und f = (fi) = (fi(x0)).
Die Kriging Gleichungen sind abha¨ngig von der Interpolationsstelle x0 und mu¨ssen daher fu¨r jede
Stelle neu aufgelo¨st werden. Alternativ hierzu kann das duale Kriging System mit dem Vektor der
Daten z abgeleitet werden, das keine Abha¨ngigkeit zu den Interpolationsstellen entha¨lt(
K F
F ′ 0
)(
b
d
)
=
(
z
0
)
. (5.2-82)
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Als Lo¨sung des Systems folgt durch Auflo¨sung der ersten Gleichung nach b und Einsetzen in die zweite
Gleichung
d = (F ′K−1F )−1F ′K−1z (5.2-83)
b = K−1(z − Fd). (5.2-84)
Die Interpolation eines Wertes an der Stelle x erfolgt schließlich mit
z∗(x) = b′kx + d′fx. (5.2-85)
Dabei entha¨lt der erste Term den Anteil fu¨r die stationa¨re Zufallsfunktion Y (x) und der zweite Term
den Anteil des deterministischen Drift m(x). Das intrinsische Kriging ist ein exaktes Interpolations-
verfahren.
Analog zu dem gewo¨hnlichen Kriging mit Messfehlern kann auch das intrinsische Kriging um
Messfehler erweitert werden zu dem Modell
Z(x) = m(x) +R(x) = m(x) + S(x) + , (5.2-86)
mit C[R(x+ h), R(x)] =K(h), Σ = diag(σ21, . . . , σ
2
n). (5.2-87)
Das entsprechende Kriging System erha¨lt man aus (5.2-82) durch Addition der Varianzen Σ der
Messfehler zu der ra¨umlichen (generalisierten) KovarianzmatrixK, so dass sich schließlich das System
des intrinsischen Kriging mit Messfehlern mit bekannter Varianz ergibt.
Damit ist ein stochastisches Modell zur Interpolation von Werten der Zufallsfunktion einer Karte
gegeben, deren Erwartungswerte E[Z(x)] = m(x) = m(xw) sich als Funktion der wahren Werten der
Karte darstellen. In diesem Modell ist es nicht erforderlich, den systematischen Anteil nach (5.2-32)
vorab zu eliminieren.
5.2.3.4 Kollokation und Interpolation nach kleinsten Quadraten
Die Methode der Kollokation wurde bereits in [Moritz 1973] zur Abbildung zwischen ungleichartigen
Koordinaten (Karten) vorgeschlagen. Das Kollokationsmodell sieht einen Zufallsvektor von Beobach-
tungen y vor, der erkla¨rt wird aus einer linearen Abbildung unbekannter fester Parameter Xβ, einem
Zufallsvektor s, der als Signal bezeichnet wird und einem Zufallsvektor von Messfehlern n
y =Xβ + s+ n. (5.2-88)
Fu¨r die Erwartungswerte des Signals und der Messfehler gelte E[s] = 0 und E[n] = 0. Signal und
Messfehler seien nicht miteinander korreliert Σsn = 0 und die Kovarianzmatrizen seien gegeben mit
C[s, s] = Σss und C[n,n] = Σnn. Als Lo¨sung des Systems erha¨lt man fu¨r den Parametervektor β
und das Signal s [Moritz 1973; Koch 1997, S.243]
βˆ = (X ′(Σss +Σnn)−1X)−1X ′(Σss +Σnn)−1y (5.2-89)
sˆ = Σss(Σss +Σnn)−1(y −Xβˆ). (5.2-90)
Der Vergleich der Lo¨sung des Kollokations-Problems mit der Lo¨sung (5.2-83) und (5.2-84) zeigt die
Dualita¨t mit dem intrinsischen Kriging mit Messfehlern. Diese formale U¨bereinstimmung ist aufgrund
der identischen Aufgabenstellungen (5.2-88) und (5.2-86) plausibel. Die Kovarianzmatrizen der Pra¨dik-
tion mittels Kollokation ko¨nnen [Koch 1997] entnommen werden.
Die Pra¨diktion von Beobachtungen y∗ an einer Stelle x0 gelingt analog zum Kriging mit der ent-
sprechenden Koeffizientenmatrix X∗x0 und der Kovarianzmatrix zwischen dem pra¨dizierten Signal s
∗
an der Stelle x0 und dem Signal an den beobachteten Stellen s mit C[s∗, s] = Σs∗s zu
yˆ∗ = sˆ∗ +X∗βˆ = Σs∗sb+X∗βˆ mit b = (Σss +Σnn)−1(y −Xβˆ). (5.2-91)
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Es sei noch auf den Spezialfall der Kollokation der Interpolation nach kleinsten Quadraten hinge-
wiesen, der sich bei trendfreien Beobachtungen ergibt. Als Lo¨sung erha¨lt man
sˆ = Σss(Σss +Σnn)−1y. (5.2-92)
Diese Problemstellung entspricht dem (trendfreien) gewo¨hnlichen Kriging mit Messfehlern. Sind daru¨ber-
hinaus keine Messfehler in den Daten vorhanden, so erha¨lt man eine exakte Interpolation der Daten
(Reproduktion der Messwerte in den Stu¨tzstellen), die auch als “reine” Pra¨diktion oder optimale
Vorhersage bezeichnet wird.
Zur Anwendung der Kollokation auf das Transformationsproblem ungleichartiger Koordinaten fu¨hrt
Moritz aus, dass
“. . . die nach der Ausgleichung auftretenden Verbesserungen, d.h. die Restklaffen, oft viel
gro¨ßer sind als die zu erwartenden Messfehler und u¨berdies in benachbarten Punkten stark
korreliert sind. Andererseits sind diese Restklaffen wieder zu unregelma¨ßig, als dass man
sie etwa durch einen Polynomansatz hinreichend erfassen ko¨nnte.”, [Moritz 1973].
Die Einfu¨hrung des Signals s dient also der Modellierung der unbekannten lokalen Systematiken in den
ungleichartigen Koordinaten. Das Signal ist in seiner Natur deterministischer Bestandteil der Realisie-
rung einer Karte. Bei einer Wiederholung von Messungen a¨ndert es sich nicht. Es wird nur deshalb als
stochastische Zufallsvariable mit bekanntem Erwartungswert modelliert, weil keine genauere Kenntnis
u¨ber seine Natur vorliegt.
Ein Problem in der praktischen Anwendung der Kollokation stellt die Wahl der Kovarianzfunktion
des Signals dar. Hierbei kann die Analogie zum intrinsischen Kriging ausgenutzt werden.
Abschließend sei untersucht, ob eine sukzessive Bestimmung des Trends mit einer gewo¨hnlichen
Ausgleichung ohne Beru¨cksichtigung des Signals und anschließende Interpolation nach kleinsten Qua-
draten zu identischen Ergebnissen mit der Kollokation fu¨hrt. Diese Frage kann bei Betrachtung des
Zusammenhangs (5.2-89) verneint werden. Die gewo¨hnliche Ausgleichung la¨sst die Kovarianzmatrix
des Signals unberu¨cksichtigt, so dass sich im Allgemeinen abweichende Scha¨tzwerte und Residuen
ergeben.
5.3 Deterministische Modellierung der geometrischen Integration
Durch das Modell der Karte ist bereits ein deterministisches Modell der geometrischen Integration
gegeben worden. In diesem Abschnitt geht es daher prima¨r um eine deterministische Modellierung der
Abbildung T zwischen den Punkten einer wahren Karte und ihren Realisierungen. Bisher wurde fu¨r
diese Abbildung lediglich gefordert, dass sie jedem Punkt der wahren Karte genau einen Punkt der
Realisierung zuordnet (Abbildungseigenschaft, vergleiche (5.1-7)).
Zur weiteren Formalisierung des Abbildungsvorgangs werden zuna¨chst die formalen Eigenschaften
des einbettenden Raumes der Karte untersucht.
5.3.1 Definitionsbereich ra¨umlicher Objekte: Topologischer Raum
Die Topologie ermo¨glicht die Untersuchung und Spezifizierung von Eigenschaften geometrischer Pri-
mitive, die sich bei einer elastischen Verformung des einbettenden Raumes nicht a¨ndern. Die folgende,
formal vereinfachte, Definition des topologischen Raums entstammt [Worboys und Duckham 2004].
Definition 5.3.1 (Topologischer Raum) Es sei S eine Menge von Punkten. Ein topologischer
Raum ist eine Menge von Teilmengen N(s) aus S, genannt Nachbarschaften, die folgende Bedin-
gungen erfu¨llen:
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1. Jeder Punkt s ∈ S liegt innerhalb einer Nachbarschaft N(s).
2. Die Schnittmenge zweier beliebiger Nachbarschaften eines jeden Punktes,
N1(s) ∩N2(s), s ∈ S, (5.3-93)
ist eine Nachbarschaft von s.
In dem Kontext der geometrischen Integration ist das wichtigste Beispiel eines topologischen Raumes
die gewo¨hnliche Topologie der euklidischen Ebene <2, auf der ein Skalarprodukt φ : <2 × <2 → <
definiert ist. Aus der Existenz des Skalarproduktes folgt unmittelbar die Definition der euklidischen
Norm, δ(a, b) = ||a − b|| = √φ(a− b, a− b). Alle weiteren Ausfu¨hrungen beziehen sich ausschließlich
auf die euklidische Ebene.
Ein Beispiel fu¨r Nachbarschaften ist die Menge der kreisfo¨rmigen Nachbarschaften eines Punktes
s ∈ <2 mit Radius , die so genannte -Umgebung des Punktes s. Es sei also s ein Punkt des R2 und
 ∈ <,  > 0. Dann heißt die Menge
N(s) = {t|t ∈ <2 ∧ ||s− t|| < } (5.3-94)
-Umgebung um s. Die -Umgebung um einen Punkt der euklidischen Ebene ist folglich die Menge
aller Punkte, die bezu¨glich der euklidischen Metrik einen Abstand von weniger als  zu dem Punkt s
haben.
Ist ein Punkt s und eine Menge von Punkten S ⊆ R2 gegeben, lassen sich topologisch drei Relativ-
lagen von s bzgl. S unterscheiden:
• Ein Innerer Punkt von S liegt vor, wenn ein  > 0 existiert, so dass
N(s) ⊆M. (5.3-95)
Zu jedem inneren Punkt aus S la¨sst sich folglich eine Nachbarschaft angeben, die ausschließlich
aus Punkten von S besteht.
• Ein Punkt s aus S heißt Randpunkt der Menge S, wenn fu¨r alle  > 0 gilt, dass
N(s) ∩ S 6= ∅ ∧ N(s) \ S 6= ∅. (5.3-96)
Jede -Umgebung eines Randpunktes von S entha¨lt also sowohl Punkte aus S als auch Punkte,
die nicht Elemente von S sind. Der Randpunkt selbst ist nicht notwendiger Weise Element der
Menge S, eine Teilmenge jeder -Umgebung liegt jedoch immer innerhalb von S.
• Ein Punkt heißt a¨ußerer Punkt einer Menge S, wenn ein  > 0 existiert, so dass
N(s) ∩ S = ∅. (5.3-97)
Ein a¨ußerer Punkt einer Menge S besitzt eine Nachbarschaft, die keine Punkte aus S entha¨lt.
Definition 5.3.2 (Topologische Transformation, Homo¨omorphismus) Eine topologische Trans-
formation G : <2 → <2 ist eine bijektive stetige Abbildung mit stetiger Umkehrfunktion (der euklidi-
schen Ebene), die jede Nachbarschaft des Definitionsbereichs in eine Nachbarschaft des Wertebereichs
transformiert. Weiter geht jede Nachbarschaft des Wertebereichs der Abbildung aus der Transforma-
tion einer Nachbarschaft des Definitionsbereichs hervor.
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Demzufolge entspricht eine topologische Transformation einer elastischen Verformung der Ebene,
bei der in beiden Richtungen keine Unstetigkeiten zugelassen sind. Aus der Definition der topologi-
schen Transformation geht unmittelbar hervor, dass Nachbarschaftsbeziehungen zwischen Punkten der
euklidischen Ebene erhalten bleiben. Eigenschaften geometrischer Primitive, die unter topologischen
Transformationen gewahrt bleiben, bezeichnet man als topologische Invarianten.
Geht eine Punktmenge X durch topologische Transformation aus einer Punktmenge Y hervor, so
bezeichnet man sie als topologisch a¨quivalent.
Die beschriebenen Eigenschaften von Mengen aus topologischen Ra¨umen, wie der innere Punkt,
der Randpunkt und der a¨ußere Punkt, wie auch offene und geschlossene Mengen sind topologische
Invarianten.
Satz 5.3.1 (Lineare topologische Transformation) Eine lineare Transformation L mit
L : <2 → <2 x 7→ L(x) = Ax, (5.3-98)
ist topologisch, wenn mit rgA = 2 die Matrix A dem Raum der regula¨ren 2 × 2 Matrizen angeho¨rt.
Die lineare topologische Transformation wird auch als Affintransformation bezeichnet.
Die Gruppe der linearen Transformationen ist stetig. Aufgrund der Regularita¨t der Abbildungsmatrix
A ist L invertierbar, so dass sich mit der Stetigkeit der Umkehrabbildung y 7→ L−1(y) = A−1y die
Aussage des Satzes ergibt.
Die Affintransformationen sind eine Untermenge der topologischen Transformationen, die sich durch
Spezialisierung ergeben. Weitere Untermengen sind die (bijektive) gebrochen lineare Projektivita¨t, die
lineare A¨hnlichkeitstransformation (Helmerttransformation) und die lineare orthogonale Transforma-
tion. Die Verschiedenen Abbildungen unterscheiden sich durch ihre spezifischen Invarianten [Fischer
1992], wobei die jeweils speziellere Abbildung die Invarianten der allgemeineren Abbildung erbt (ver-
gleiche Abbildung 2-3 auf Seite 12).
• Zu den Invarianten der Projektivita¨t geho¨ren die Doppelverha¨ltnisse, Geraden und Quadriken.
• Unter einer Affintransformation bleiben Teilverha¨ltnisse und Parallelita¨ten erhalten.
• Im euklidischen Raum bleiben im Falle von A¨hnlichkeiten (Helmerttransformation) Winkel er-
halten, fu¨r Kongruenzen (orthogonale Transformation) sind auch Absta¨nde und Fla¨cheninhalte
invariant.
5.3.2 Definition der Homogenisierung als Transformationsproblem
Anhand der zuvor definierten Mo¨glichkeiten zur Abbildung zwischen topologischen Ra¨umen und ih-
ren Spezialisierungen (die euklidische Ebene der Karte K ist eine solche) werden nun verschiedene
deterministische Ansa¨tze zur Modellierung der Realisierungsabbildung T diskutiert.
Gegeben sei zuna¨chst eine Realisierung einer Karte k mit Punkten xk ∈ <2 und eine Teilmenge
Pw ⊂ Kw der Punkte der wahren Karte Kw. Das Problem der Homogenisierung der Karten stellt sich
dann wie folgt:
Definition 5.3.3 (Homogenisierung (ohne geometrische Bedingungen)) Es seien k eine Rea-
lisierung einer Karte, Kw die zugeho¨rige wahre Karte und P k ⊆ k und Pw ⊆ Kw zwei Mengen von
Punkten aus k und Kw. Weiter sei eine Bijektion b : Pw → P k gegeben, so dass jedem Punkt aus Pw
genau ein Punkt in P k zugeordnet ist. Die Konstruktion eines Homo¨omorphismus h : k → Kw, der in
allen Punkten aus P k die Bijektion b erfu¨llt, bezeichnen wir als Homogenisierung der Realisierung k
und ihrer wahren Karte Kw.
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Diese Definition der Homogenisierung ist angelehnt an eine Definition der elastischen Transfor-
mation von Karten (rubber-sheeting ] aus [Alt et al. 1988]. Eine Erweiterung der Aufgabenstellung
ergibt sich, wenn man fordert, dass die Geometrien der Karte K, also die Geraden und Fla¨chen der
Punkte, erhalten bleiben sollen. Durch die Einschra¨nkung der Transformation auf einen Homo¨omor-
phismus ist zwar sichergestellt, dass die Geometrien in ihrem topologischen Zusammenhang erhalten
bleiben. Allerdings ist bereits die geometrische Eigenschaft der Geradheit nur fu¨r die Spezialisierung
der Projektivita¨t invariant. Allgemeinen wird eine Lo¨sung der Aufgabe der Homogenisierung ohne
Beru¨cksichtigung geometrischer Bedingungen zu einer nichtlinearen Deformation der Geometrien aus
K fu¨hren.
Es sei nun eine Menge geometrischer Bedingungen C fu¨r die Punkte der Karte in Bezug auf die
Punkte oder eine Untermenge von Punkten wie Linien und Fla¨chen gegeben. Einen formalen Kalku¨l
zur Formulierung geometrischer Bedingungen in Bezug auf Punkte, Linien und Fla¨chen findet man in
[Kuhn 1989]. Beispiele fu¨r entsprechende geometrische Bedingungen sind
• Abstand zweier Elemente (Punkt, Linie, Fla¨che),
• Winkel zweier Linien in einem Punkt (freier Winkel, rechter Winkel, Geradheit),
• Parallelita¨t zweier Linien,
• Fla¨cheninhalt einer Fla¨che.
Es sei also eine Menge geometrischer Bedingungen C = {c1, . . . , cn} u¨ber den Punkten der Karte
definiert, die durch den Homo¨omorphismus erhalten bleiben sollen (in einigen Fa¨llen kann sogar die
Herstellung/Konstruktion einer geometrischen Bedingung erwu¨nscht sein). Geometrische Bedingungen
lassen sich fu¨r Punkte der euklidischen Ebene als implizite skalare Gleichungen der Form ci(x, t) = 0
formulieren, wobei x die Menge der Punkte, u¨ber der die Bedingung definiert ist, umfasst und t einen
Parametervektor darstellt. Fu¨r das Homogenisierungsproblem ist daher eine Anzahl nichtlinearer Glei-
chungen in den Koordinaten der Punkte als weitere Nebenbedingung gebeben, die zu einer erweiterten
Definition der Homogenisierung fu¨hrt:
Definition 5.3.4 (Homogenisierung mit geometrischen Bedingungen) Es seien k eine Reali-
sierung einer Karte, Kw die zugeho¨rige wahre Karte und P k ⊆ k und Pw ⊆ Kw zwei Mengen von
Punkten aus k und Kw. Weiter sei eine Bijektion b : Pw → P k gegeben, so dass jedem Punkt aus Pw
genau ein Punkt in P k zugeordnet ist und eine Menge geometrischer Bedingungen C = {c1, . . . , cn}
mit ci : <2 → < auf der Menge der Punkte. Die Konstruktion eines Homo¨omorphismus h : k → Kw,
der in allen Punkten aus P k die Bijektion b und daru¨berhinaus die geometrischen Bedingungen fu¨r die
transformierten Punkte erfu¨llt, bezeichnen wir als Homogenisierung mit geometrischen Bedingungen
der Realisierung k und ihrer wahren Karte Kw.
Die Definitionen der Homogenisierung sind fu¨r den Fall, dass multiple Realisierungen einer Karte
vorliegen, analog zu erweitern. Neben der Bijektion zwischen den Realisierungen und der wahren Karte
ko¨nnen in diesen Fa¨llen Verknu¨pfungen zwischen benachbarten Realisierungen in Form zusa¨tzlicher
Bijektionen auftreten. Dabei handelt es sich um homologe Punkte unterschiedlicher Realisierungen, zu
denen kein korrespondierender Punkt der wahren Karte bekannt ist (Verknu¨pfungspunkte). Daneben
sind realisierungsu¨bergreifende geometrische Bedingungen zu beru¨cksichtigen.
Zusammenfassend kann die Aufgabe der Homogenisierung definiert werden als die Verkettung nicht-
linearer topologischer Transformationen (auch: Gummituch oder rubber-sheet Transformation), mittels
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derer heterogene Mengen von Punkten, Linien und Fla¨chen4 aus unterschiedlichen Quellen nachbar-
schaftstreu und unter Beibehaltung datenimmanenter geometrischer Beziehungen in ein gemeinsames
homogenes Zielsystem transformiert werden [Kampshoff und Benning 2005].
Die Homogenisierung mit geometrischen Bedingungen ist nicht immer lo¨sbar. Es ist mo¨glich, dass die
Einhaltung der geometrischen Bedingungen der Forderung nach dem Homo¨omorphismus widerspricht.
Weiterhin sind widerspru¨chliche geometrische Bedingungen denkbar.
Im Folgenden werden verschiedene Ansa¨tze zur Lo¨sung des Homogenisierungsproblems ohne geo-
metrische Bedingungen untersucht. Im Anschluss wird die Homogenisierung unter Beru¨cksichtigung
geometrischer Bedingungen dargestellt, wobei eine gemeinsame Diskussion deterministischer und sto-
chastischer Verfahren erfolgt.
5.3.3 Bestimmung der Abbildung T im deterministischen Modell
Das Homogenisierungsproblem des deterministischen Modells ist ein exaktes Interpolationsproblem.
Zu den exakten Interpolationsverfahren za¨hlen die abstandsgewichtete Interpolation [Shepard 1964;
Hettwer 2003], die stu¨ckweise lineare Transformation in Dreiecken [Merkel 1932; White und
Griffen 1985; Fagan und Soehngen 1987; Gillman 1985; Saalfeld 1985], die Natural Neigh-
bour Interpolation [Roschlaub 1999; Hettwer und Benning 2003], die multiquadratische Metho-
de [Hardy 1972; Go¨pfert 1977; Wolf 1981] und die Thin Plate Spline Interpolation [Bookstein
1989; Wahba 1990].
Eine vergleichende Darstellung der verschiedenen Verfahren im allgemeinen Kontext der Interpola-
tion ra¨umlicher Daten findet man in [Mitas und Mitasova 1999].
Die Transformationsaufgabe wird aufgeteilt in eine globale lineare Transformation, die zur Beru¨ck-
sichtigung eines systematischen globalen Trends zwischen den Daten dient und eine nichtlineare Trans-
formation zur Beru¨cksichtigung lokaler systematischer Anteile. Der lineare Anteil sei vorab mit einer
u¨berbestimmten Affintransformation bestimmt worden. Die verbleibenden Restklaffen zwischen den
Karten seien im Mittelwert Null. Die Transformationsaufgabe besteht in einer exakten Interpolation
der Restklaffen zwischen den Karten.
Gegeben seien somit zwei Mengen von Punkten der euklidischen Ebene X = {x1, . . . ,xn} und
Y = {y1, . . . ,yn}. Im Modell der Karte seien X die Punkte der wahren Karte und Y die Punkte ei-
ner Realisierung. Die Aufgabe der Homogenisierung besteht nun in der Bestimmung einer Abbildung
f : <2 → <2 der Menge der Punkte X auf die Menge der Punkte Y . Die Abbildung f ist unbekannt
und besteht aus zwei skalaren Komponenten f = |f1, f2|′ fu¨r jeweils eine der Koordinaten des <2.
Die Bestimmung der Abbildung f : <2 → <2 wird daher zerlegt in zwei skalare Interpolationspro-
bleme fu¨r f1 und f2. Diese Vorgehensweise entspricht der getrennten Interpolation von Restklaffen
fu¨r beide Koordinatenrichtungen; der Einfachheit halber wird daher im Folgenden von einer skalaren
Abbildungsfunktion f : <2 → < ausgegangen.
5.3.3.1 Abstandsgewichtete Interpolation
Die abstandsgewichtete Interpolation, die auch als Shepard Interpolation bezeichnet wird [Ahmed
n.d.; Shepard 1964], ist das einfachste der genannten Verfahren. Die an einer Stelle x zu interpolie-
renden Restklaffe wird als gewichtetes Mittel der Restklaffen in den Stu¨tzstellen berechnet, wobei die
Bestimmung der Gewichte mit einem entfernungsabha¨ngigen Ansatz erfolgt.
Als Gewichtsfunktion wird der reziproke Wert des Punktabstandes pi = 1/s, dessen Quadrat 1/s2
oder eine a¨hnliche Funktion verwendet. Weiter kann das Interpolationsverfahren beschra¨nkt werden
4fu¨r den dreidimensionalen Fall ist die Definition um Volumen zu erweitern.
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auf Stu¨tzstellen, die innerhalb eines bestimmten Interpolationsradius liegen. Die explizite Darstellung
der Interpolationsfunktion an einer Stelle x erha¨lt man mit
f(x) =

∑n
i=1
zipi∑n
i=1
pi
x 6= xi
zi x = xi
, mit pi = ||x− xi||k, k ∈ {−1,−3/2,−2, . . .}, (5.3-99)
worin zi die zu interpolierenden Werte an den Stu¨tzstellen, also beispielsweise die Restklaffen in Pas-
spunkten bedeuten. Bei der abstandsgewichteten Interpolation besteht eine deutliche Abha¨ngigkeit
des Interpolationsergebnisses von der Verteilung der Stu¨tzpunkte. Sie weist keine Maskierungseffekte
auf, so dass Werte von Punkten u¨ber andere, na¨her liegende Punkte hinweg Einfluss auf das Interpola-
tionsergebnis haben [Hettwer 2003; Hettwer und Benning 2003]. Aus diesen Gru¨nden verliert
die abstandsgewichtete Interpolation zunehmend an Bedeutung fu¨r Interpolationsaufgaben.
Als Transformationsverfahren ist die abstandsgewichtete Interpolation geeignet, da sie exakt inter-
poliert und keine Unstetigkeitstellen besitzt. Die abstandsgewichtete Interpolation ist ein nichtlineares
Interpolationsverfahren, das keine Invarianz bezu¨glich der genannten geometrischen Bedingungen auf-
weist.
5.3.3.2 Stu¨ckweise lineare Transformation
Die ebene Affintransformation ist eine exakte Transformation fu¨r n = 3 Punkte. Der Kern der stu¨ck-
weise linearen Transformation ist, das Transformationsgebiet in eine Tesselation von Dreiecken zu
zerlegen und innerhalb der Dreiecke jeweils einen linearen Transformationsansatz zu verwenden. Zur
Konstruktion der Dreiecksvermaschung wird aufgrund ihrer gu¨nstigen geometrischen Eigenschaften
(vergleiche Kapitel 2.2) die Delaunay Triangulation verwendet [Gillman 1985].
Eine Mo¨glichkeit zur Berechnung der Restklaffen eines Interpolationspunktes besteht in der Verwen-
dung simplizialer (baryzentrischer) Koordinaten [Saalfeld 1985]. Es sei P = xP ein Punkt innerhalb
des Dreiecks x1,x2,x3 mit Fla¨cheninhalt F , dann teilt P das bestehende Dreieck in drei neue Dreiecke
auf, die jeweils den Fla¨cheninhalt F1, F2, F3 besitzen. Die Interpolation der Restklaffe yP des Punktes
P erha¨lt man dann zu
yP = f(xP ) = s1(xP )y1 + s2(xP )y2 + s3(xP )y3, mit si(xP ) = Fi(xP )/F, (5.3-100)
wobei Fi jeweils den Fla¨cheninhalt des Dreiecks gegenu¨ber des Punktes xi bezeichnet. Falls der
Punkt exakt im Schwerpunkt der Dreiecks liegt, erha¨lt man den Mittelwert der drei Punkte, die
Interpolation auf den Kanten des Dreiecks ist nur von den Endpunkten der Kante abha¨ngig.
Die stu¨ckweise lineare Interpolation in Dreiecken ist ein lokales Verfahren, außerhalb des Dreiecks lie-
gende Punkte haben keinen Einfluss auf das Interpolationsergebnis. Insbesondere bei lang gestreckten
Dreiecken am Rand eines Transformationsgebietes kann dies zu unerwu¨nschten Ergebnissen fu¨hren.
Das Verfahren ist performant, da neben der Delaunay Triangulation, die fu¨r gleichverteilte Punkte
in linearer Zeit erfolgen kann [Tsai 1993], nur eine Lokalisierung des passenden Dreiecks erfolgen
muss. Sie kann bei Verwendung einer Index-Struktur in konstanter Zeit erfolgen, so dass sich bei der
Interpolation von m Punkten in einer Triangulation mit n Punkten eine Komplexita¨t von O(m + n)
ergibt.
Ein erheblicher Vorteil gegenu¨ber anderen, vollsta¨ndig nichtlinearen Verfahren ist die zumindest par-
tielle Affinita¨t der Abbildung. So bleiben Teilverha¨ltnisse und Geradheiten von Punkten in einer Linie
erhalten, wenn diese innerhalb einer Dreiecksmasche transformiert werden. Eine Abweichung zwischen
der Interpolationsvorschrift einer Geometrie (Randdarstellung) und der tatsa¨chlichen Transformation
der Punkte tritt daher nur bei dreiecksu¨bergreifenden Geraden auf (vergleiche Kapitel 5.4.4).
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Ein Problem der stu¨ckweise linearen Transformation ist die verfahrensimmanente Annahme, dass
die Triangulation der Punkte im Startsystem auch im Zielsystem gilt. Eine solche Triangulation heißt
verbunden. Es wird also vorausgesetzt, dass die Kanten der Triangulation Invarianten der Transfor-
mation sind. Nur unter der Annahme, dass die Triangulation eine verbundene Triangulation fu¨r Start-
und Zielsystem bildet, ist die stu¨ckweise lineare Transformation ein Homo¨omorphismus. Gillman gibt
einen linearen Algorithmus zur Aufdeckung solcher Probleme an [Gillman 1986] und diskutiert ver-
schiedene Modifikationen der Triangulation, die einen Homo¨omorphismus zwischen den Punktmengen
der Triangulation herstellen (Lo¨schen von Punkten, Einfu¨gen neuer Punkte, Tauschen von Seiten).
In [Saalfeld 1993] wird gezeigt, dass durch Hinzufu¨gen von Hilfspunkten fu¨r beliebige Mengen von
Punkten eine verbundene Triangulation erzeugt werden kann, die einen Homo¨omorphismus zwischen
den Systemen angibt.
Falls gerade Linien als Invarianten der Karten a priori bekannt sind, ko¨nnen diese als Zwangsseiten
(Constraints) in eine Constraint Delaunay Triangulation eingefu¨hrt werden. Die Invarianz der Gera-
den ist dann durch das Interpolationsverfahren sichergestellt [Saalfeld 1993]. Es la¨sst sich jedoch
nicht zu jeder Menge von Punkten und Linien ein Homo¨omorphismus nach dieser Methode erzeugen;
beispielsweise dann nicht, wenn die Graden transformierter Punkte einander schneiden.
5.3.3.3 Natural Neighbour Interpolation
Die Natural Neighbour Interpolation basiert auf dem Voronoi Diagramm der Stu¨tzpunkte. Das Voronoi
Diagramm ist die duale Struktur der Delaunay Triangulation. Sie entsteht durch Verschneidung der
Mittelsenkrechten der Delaunay Dreiecke (vergleiche Abbildung 2-1 Seite 9). Anstelle der simplizialen
Koordinaten der Dreiecke werden bei der Natural Neighbour Interpolation die Sibson Koordinaten
berechnet, die ebenfalls aus dem Verha¨ltnis verschiedener Fla¨cheninhalte hervorgehen.
Im Unterschied zur linearen Transformation in Dreiecken werden bei dem Natural Neighbour Ver-
fahren auch solche Punkte herangezogen, die nicht zum Dreieck des Interpolationspunktes geho¨ren.
Zur Interpolation an einem Punkt x werden die Eckpunkte aller Dreiecke beru¨cksichtigt, in deren
Umkreis x liegt. Im Ergebnis hat das Natural Neighbour Verfahren einen weniger lokalen Charakter
als die lineare Interpolation in Dreiecken.
Die Komplexita¨t der Natural Neighbour Interpolation ist vergleichbar mit der linearen Interpolation
in Dreiecken. Zu jedem Interpolationspunkt mu¨ssen sa¨mtliche Natural Neighbours lokalisiert und die
Voronoi Zellen zweiter Ordnung konstruiert werden. Bei diesen Operationen handelt es sich um lokale,
von der Gesamtzahl der Punkte unabha¨ngige Operationen, die einen konstanten Aufwand erfordern.
So ergibt sich erneut im Falle (nahezu) gleichverteilter n Stu¨tzpunkte und m Interpolationspunkten
mit dem Grid Index aus [Tsai 1993] eine Gesamtkomplexita¨t von O(n+m).
Die Anwendung der Natural Neighbour Interpolation auf das Problem der Interpolation von Rest-
klaffen wurde erstmals in [Roschlaub 1999] beschrieben. Eine detaillierte Beschreibung eines Al-
gorithmus zur Berechnung des Natural Neighbour Interpolanten und ein Vergleich der Interpolati-
onseigenschaften mit denen der abstandsgewichteten Interpolation befindet sich in [Hettwer und
Benning 2003].
5.3.3.4 Multiquadratische Methode
Die multiquadratische Methode beru¨cksichtigt im Gegensatz zu den vorhergehenden Methoden Werte
aus allen Stu¨tzpunkten des Interpolationsgebietes. Es wird eine Interpolationsgleichung bestimmt, die
fu¨r das gesamte Gebiet verwendet werden kann.
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Die multiquadratische Methode ist eine Interpolationsfunktion, die sich aus einer Summe radialer
Basisfunktionen zusammensetzt. Sie ist daher grundsa¨tzlich von der Form
f(x) =
n∑
i=1
biq(x,xi), (5.3-101)
wobei {q(x,xi)|i = 1, . . . , n} eine Menge radialer Basisfunktionen darstellt. Durch Einsetzen der n
Passpunkte in die Gleichung erha¨lt man unmittelbar ein System von n linearen Gleichungen zur
Bestimmung der Gewichte b = {bi} mit der Matrix Q = {q(xi,xj)} und dem Vektor der Werte in den
Stu¨tzstellen y
Qb = y. (5.3-102)
Als radiale Basisfunktionen werden quadratische Fla¨chen verwendet, beispielsweise
Q = (qij) = (s2ij + z
2) oder (qij) = (
√
s2ij + z2) oder (qij) = (1/
√
s2ij + z2), (5.3-103)
worin z einen konstanten Gla¨ttungsfaktor darstellt. Die Interpolation eines Wertes an einer Stelle xP
erfolgt dann durch Berechnung der Basisfunktionen QP = {q(xP ,xi)} mit der Lo¨sung b aus (5.3-102)
zu
yP = QPb = QPQ
−1y. (5.3-104)
In der erweiterten Form der multiquadratischen Interpolation mit linearem Trend gilt anstelle von
(5.3-101) das Modell
y =Xβ +Qb. (5.3-105)
Nach Abspaltung des Trends, der mit einer Ausgleichung im Gauß-Markoff-Modell ermittelt wird
X ′Σ−1yyXβˆ =X
′Σ−1yy y, (5.3-106)
erha¨lt man die Interpolationsgleichungen nach [Wolf 1981] zu
b = Q−1(y −Xβˆ), (5.3-107)
(yP −XP βˆ) = QPb = QPQ−1(y −Xβˆ). (5.3-108)
Die Interpolation eines Wertes erha¨lt man schließlich zu
yP = QPb+XP βˆ. (5.3-109)
Die multiquadratische Methode interpoliert exakt. Stimmt die Menge P mit den Stu¨tzstellen u¨berein,
so erha¨lt man yP = y. Die Bestimmung des Trends erfolgt allein mit der Kovarianzfunktion der
Messfehler der Beobachtungen Σyy, und es werden keine zusa¨tzlichen Kovarianzen beru¨cksichtigt.
Liegt kein Trend in den Daten vor, kann das Modell der multiquadratischen Interpolation verein-
facht werden und stimmt formal mit dem Modell der optimalen Vorhersage u¨berein. Eine Ableitung
von Varianzen fu¨r die interpolierten Werte kann durch Ru¨ckfu¨hrung des Interpolanten yP auf den
Beobachtungsvektor y und Anwendung des Varianzfortpflanzungsgesetzes erfolgen [Wolf 1981].
Die strukturelle A¨hnlichkeit zur Kollokation ist in Gleichung (5.3-108) unmittelbar erkennbar, jedoch
handelt es sich im Fall der multiquadratischen Methode bei Q und QP nicht um Kovarianzmatrizen,
sondern um die Werte der als Kernfunktion bezeichneten radialen Basisfunktion. Allerdings lassen
sich diese als generalisierte Kovarianzen interpretieren, so lange die Kernfunktion eine konditional
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positiv definite Funktion ist. Beispielsweise ist die zweite Funktion in (5.3-103) fu¨r z = 0 ein Son-
derfall der polynomialen generalisierten Kovarianzfunktion der Ordnung Null [Wackernagel 1998,
S.220]. Jedoch lassen sich die Nebendiagonalelemente von Q nicht als Kovarianzen im klassischen
Sinne interpretieren, da mit der Integraldarstellung der Schwarzschen Ungleichung fu¨r Varianzen und
Kovarianzen zweier Zufallsvariablen gilt σ2ij ≤ σ2i σ2j , wonach Q = 0 gelten mu¨sste [Koch 1997].
Das intrinsische Kriging mit der polynomialen generalisierten Kovarianzfunktion der Ordnung Null
liefert identische Ergebnisse wie die entsprechende multiquadratische Interpolation. Die Trendfunktion
der entsprechenden Interpolation ist eine Konstante, die dem Mittelwert der Stu¨tzstellen entspricht.
Jedoch kann im intrinsischen Kriging der Messfehler in der Interpolation beru¨cksichtigt werden (Fil-
terung), so dass sich zur Kollokation a¨quivalente Zusammenha¨nge ergeben.
Die Interpolationseigenschaften der multiquadratischen Interpolation sind vielfach untersucht wor-
den [Ahmed n.d.; Hettwer und Benning 2003; Wiens 1984]. Aufgrund der Robustheit bezu¨glich
der Stu¨tzpunktverteilung und der Glattheit der Interpolationsfla¨che bei regelma¨ßigem Stu¨tzpunkt-
verlauf wird das Verfahren ha¨ufig zur Interpolation von Restklaffen eingesetzt [Wiens 1984]. Ein
Nachteil gegenu¨ber den zuvor genannten Verfahren ist die rechnerische Komplexita¨t des Ansatzes,
die sich aus der Lo¨sung des voll besetzten Gleichungssystems (5.3-107) zu O(n3) bei n Stu¨tzstellen
ergibt. Weiter sind das ungu¨nstige Extrapolationsverhalten der Methode und die gelegentlich auftre-
tenden U¨berschwing-Effekte zu nennen, die sich vor allem bei scharfkantigen A¨nderungen in den Daten
ergeben ko¨nnen.
5.3.3.5 Thin Plate Spline
Der Thin Plate Spline ist nach Wissen des Autors bisher in der Geoda¨sie nicht zur Transformation
ungleichartiger Koordinaten benutzt worden. Er wird daher im Folgenden genauer betrachtet.
Der Definition des Thin Plate Spline liegt ein physikalisches Modell zugrunde. Die Werte an den
Stu¨tzstellen der Ebene seien als Ho¨henwerte aufgetragen. Die Interpolationsaufgabe kann dann als Ver-
formung der Ebene gedeutet werden, wobei die z Werte der Stu¨tzstellen Fixpunkte der Verformung
bilden. Der Thin Plate Spline gibt diejenige Form wieder, die eine infinitesimal du¨nne Metallschei-
be (thin plate) bei einer Verformung auf die Fixpunkte unter minimalem Energieeinsatz annimmt
(Minimierung der Verformungsenergie).
Konzeptionell handelt es sich beim Thin Plate Spline ebenfalls um eine Summe radialer Basis-
funktionen. Die Herleitung der Basisfunktionen kann jedoch eleganter als bei der multiquadratischen
Methode begru¨ndet werden.
Es gelte das Datenmodell
yi = f(xi) + i, i = 1, 2, . . . , n, (5.3-110)
worin mit  = (1, . . . , n)′ ∼ N(0, σ2P−1) der normalverteilte Residuenvektor der Realisierungen
Y = {yi} an den Stellen X = {xi} mit Erwartungswert E[] = 0 und Varianz V [] = σ2P−1 gegeben
ist.
Das stochastische Modell entspricht zuna¨chst nicht demModell der Homogenisierung, denn dort wird
ein exakter Homo¨omorphismus zwischen den Datenpunkten gesucht. Jedoch kann mit σ2P−1 = 0 der
Messfehler beseitigt werden, so dass sich das rein deterministische Interpolationsmodell als Spezialfall
ergibt.
Es wird angenommen, dass f dem Sobolev-Hilbert Raum Xm mit
Xm : Xm = {f : f, f ′, . . . , fm−1stetig, fm ∈ L∈} (5.3-111)
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entstammt; L∈ bedeutet hierin den Hilbert Raum der quadratisch integrierbaren Funktionen. Xm sei
mit der Sobolev Seminorm Jm(f) versehen, fu¨r m = 2 lautet diese
J2(f) =
∫ ∞
−∞
∫ ∞
−∞
(f2x1,x1 + 2f
2
x1,x2 + f
2
x2,x2)dx1dx2. (5.3-112)
Die Norm J2 ist das Integral u¨ber die zweiten partiellen Ableitungen von f und damit ein Maß
fu¨r die integrale Kru¨mmung von f . Der Ausdruck f2x1,x1 + 2f
2
x1,x2 + f
2
x2,x2 ist proportional zu der
Verformungsenergie, die zu der Deformation eines du¨nnen ebenen Metallpla¨ttchens um den Betrag
yi = f(xi) orthogonal zur (x1, x2)-Ebene beno¨tigt wird.
Zu der Bestimmung der Funktion f wird nun eine Zielfunktion angesetzt, welche die bekannte
Methode der kleinsten Quadrate
Ω(f) = ′P = ||(y − f(x)||2P → min. (5.3-113)
fu¨r den zufa¨lligen Anteil des Modells kombiniert mit der Forderung nach minimaler integraler Kru¨mmung,
respektive maximaler Glattheit von f , gemessen mit J2.
Fu¨r die gegenseitige Gewichtung von Ω(f) und J2(f) wird der skalare Parameter λ eingefu¨hrt, so
dass sich die Zielfunktion ZΩ,J fu¨r den Thin Plate Spline mit Messfehlern f ergibt zu
ZΩ,J(f, λ) = Ω(f) + λJdm(f)
= ||y − f(x)||2P + λ
∫ ∞
−∞
∫ ∞
−∞
(f2x1,x1 + 2f
2
x1,x2 + f
2
x2,x2)dx1dx2 → min. (5.3-114)
Der kleinste Quadrate Term Ω ist ein Maß fu¨r die Anpassung der Funktionswerte f(xi) an die be-
obachteten Werte yi, der genau dann minimal (Ω = 0) wird, wenn die Funktion f an den Stellen
xi exakt die Werte yi annimmt (f(xi) = yi). Eine Funktion f mit dieser Eigenschaft ist eine exakte
Interpolation der Realisierungen Y und ergibt sich als Extremfall der Lo¨sung fλ der Zielfunktion ZΩ,J
fu¨r λ→ 0.
Fu¨r Werte von λ > 0 gewinnt der Term J zunehmend an Bedeutung fu¨r den Verlauf der Funktion
f . Je gro¨ßer λ ist, umso sta¨rker wirken sich Kru¨mmungen im Verlauf von f auf die Zielfunktion ZΩ,λ
aus, so dass mit ansteigendem λ ein zunehmend glatter Verlauf von f erzielt wird. Aus diesem Grund
wird λ auch als Gla¨ttungsparameter (smoothing-parameter) der Funktion f bezeichnet.
Das Maß J2 entha¨lt ausschließlich partielle Ableitungen zweiter Ordnung von f . Lineare Anteile in
f haben daher keinen Einfluss auf das Maß J2, und fu¨r eine lineare Funktion flin gilt
J2(flin(x)) = J2(a′x+ b) = 0 (5.3-115)
Die Teilmenge flin ⊂ X2 der linearen Funktionen in Xm bilden den Nullraum von X2 bezu¨glich der
Kostenfunktion J2.
N(X2) = {f |J2(f) = 0} = flin (5.3-116)
Eine Basis des Nullraums von X2 ist gegeben durch die Menge der Monome
Φ1 = 1,Φ2 = x1,Φ3 = x2, (5.3-117)
denn jede andere lineare Funktion f la¨sst sich als Linearkombination dieser Basis darstellen. Aus der
Beschaffenheit des Nullraums von X2 lassen sich zwei wesentliche Schlu¨sse fu¨r die Funktion f ziehen:
• Das Kru¨mmungsmaß J2 ist genau dann minimal (J2 = 0), wenn f eine lineare Abbildung ist. Fu¨r
große Werte λ na¨hert sich die Zielfunktion ZΩ,λ(f, λ→∞) asymptotisch der kleinsten-Quadrate
Scha¨tzung der linearen Transformation f : <2 → <,x 7→ f(x) = a′x+ b.
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(a) (b)
(c) (d)
Abb. 5-2: Auswirkung des Gla¨ttungsparameters auf das Interpolationsverhalten des Thin Plate Spline:
(a) λ = 10 (b) λ = 1 (c) λ = 0.1 (d) λ = 0.01
• Jede Funktion f ∈ Xm la¨sst sich unterteilen in einen linearen Anteil f1 ∈ N(X2) und einen
nicht-linearen Anteil f2, so dass f = f1 + f2 gilt.
Die Lo¨sung fλ der Zielfunktion Z(Ω, J) fu¨r 0 < λ < ∞ ist ein Kompromiss zwischen den wider-
spru¨chlichen Forderungen nach optimaler Anpassung von f an Y in Ω und optimaler Glattheit von f
in J . Die optimale Bestimmung von λ ist ein schwieriges Problem und kann beispielsweise mit dem
Verfahren der generalisierten Kreuzvalidierung GCV gelo¨st werden [Wahba 1990]. Ziel der Scha¨tzung
ist eine Anpassung des Thin Plate Spline an das Signal, ohne den Funktionsverlauf zu sehr an den
Messfehler anzupassen (kein Overfitting).
In Abbildung 5-2 sind die Auswirkungen verschiedener Gla¨ttungsparameter auf die Abbildungs-
funktion zu erkennen.
Die allgemeine Lo¨sung der Gleichung (5.3-114) fu¨r einen gegebenen Wert λ ist von der Form
[Duchon 1977]
fλ(x) =
M∑
ν=1
dνΦν(x) +
n∑
i=1
ciEm(x,xi), (5.3-118)
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worin Em die Green’sche Funktion fu¨r die Laplace-Gleichung m-ter Ordnung darstellt. Fu¨r m = 2
erha¨lt man
E2(x,xi) = E2(||x− xi||) = 18pi ||x− xi||
2 ln(||x− xi||), (5.3-119)
und fλ ist eine Lo¨sung der harmonischen Laplace Gleichung mit
42fλ(x) = 0 ∀ x 6= xi, i = 1, . . . , n. (5.3-120)
Die Koeffizienten der Greenschen Funktion werden zusammengefasst in der n× n Matrix K mit
K = {E2(xi,xj)}. (5.3-121)
Fasst man weiter die Polynomkoeffizienten Φν(xi) zusammen in der n×M Matrix T mit
T = {Φν(xi)}, (5.3-122)
so erha¨lt man den Modellansatz aus (5.3-118) in der kompakten Matrix-Notation
fλ(x) = Td+Kc. (5.3-123)
Bei gegebenem Gla¨ttungsparameter λ stellt sich die Aufgabe der Ableitung eines Scha¨tzwertes fu¨r die
unbekannten, festen Parameter c und d bei gegebenen Beobachtungen yi an den festen Stellen xi.
Durch Einsetzen von (5.3-123) in (5.3-114) und Beru¨cksichtigung von J2(fλ) = c′Kc (vergleiche
Wahba 1990, S.32) erha¨lt man mit y = {yi} die Zielfunktion
ZΩ,J(c,d) =
1
n
||y − Td−Kc||2P + λc′Kc
=
1
n
{
y′Py − 2y′PTd− 2y′PKc+
2d′T ′PKc+ d′T ′PTd+ c′KPKc
}
+ λc′Kc. (5.3-124)
Zur Bestimmung der Extrema von Z erfolgt eine Differentiation nach c und d, wobei die Regeln der
Differentiation von Vektoren zu beachten sind [Koch 1997, S.72].
∂ZΩ,J(c,d)
∂c
=
1
n
{−2KPy + 2KPTd+ 2KPKc}+ 2Kc (5.3-125)
=
1
n
2KP {Td− y + (K + nλP−1)c} (5.3-126)
(5.3-127)
Zur Vereinfachung setzt manM =K + nλP−1. Mit Hilfe der notwendigen Bedingung fu¨r ein lokales
Extremum ∂Z∂c = 0 erha¨lt man die Gleichung
c =M−1(y − Td). (5.3-128)
Durch Einsetzen von (5.3-128) in die partielle Ableitung von Z nach d folgt weiter
∂ZΩ,J(c,d)
∂d
=
1
n
{−2T ′Py + 2T ′PKc+ 2T ′PTd}
=
1
n
2{T ′PTd− T ′Py + T ′PKM−1(y − Td)} (5.3-129)
=
1
n
2{(T ′PT − T ′PKM−1T )d+ (T ′PKM−1 − T ′P )y} (5.3-130)
=
1
n
2{T ′(PM − PK)M−1Td+ T ′(PK − PM)M−1y}. (5.3-131)
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Unter Beru¨cksichtigung von PK − PM = nλI sowie der notwendigen Bedingung fu¨r ein Extremum
von ∂Z
∂d = 0 folgt schließlich
dˆ = (T ′M−1T )−1T ′M−1y. (5.3-132)
Durch Einsetzen von (5.3-132) in (5.3-128) ergibt sich der kleinste Quadrate Scha¨tzer fu¨r c zu
cˆ =M−1(y − T dˆ) =M−1(I − T (T ′M−1T )−1T ′M−1)y. (5.3-133)
Die Gleichungen (5.3-132) und (5.3-133) und lassen sich weiter umformen durch Multiplikation von
(5.3-133) mit M und Einsetzen in (5.3-132) und Multiplikation von (5.3-133) mit T ′ erha¨lt man die
beiden Gleichungen
Mc+ Td = y (5.3-134)
T ′c = 0. (5.3-135)
Rechentechnisch gu¨nstigere Zusammenha¨nge fu¨r c und d findet man mit der QR-Zerlegung (siehe
[Bjo¨rck 1996]) der Matrix Matrix T mit
T = (Q1,Q2)
(
R
0
)
(5.3-136)
cˆ = Q2(Q
′
2MQ2)
−1Q′2y (5.3-137)
dˆ = R−1Q′1(y −Mc). (5.3-138)
Die Lo¨sung des Thin Plate Spline Problems stimmt formal u¨berein mit den Lo¨sungen des intrinsi-
schen Kriging, der Kollokation und der multiquadratischen Methode. Obwohl die Definition des Thin
Plate Spline als deterministisches Interpolationsproblem erfolgte, lassen sich die Werte der MatrizenK
als generalisierte Kovarianzen interpretieren. Die ra¨umliche generalisierte Kovarianzfunktion des Thin
Plate Spline, die durch die Green’sche Funktion gegeben ist, wird in der Geostatistik auch als Spline
Kovarianzfunktion bezeichnet [Wackernagel 1998, S.225; Nychka 2000]. Durch Vergleich vonM
mit den entsprechenden Termen der Kollokation und des intrinsischen Kriging erha¨lt man λ = σ2/n,
so dass ein direkter Zusammenhang zwischen dem Regularisierungsparameter und der priori Varianz
der Gewichtseinheit des Messfehlers besteht.
Eliminiert man den Fehlerterm  aus dem Ansatz mit P−1 = 0, so erha¨lt man eine exakte Interpo-
lation, denn es gilt M =K und weiter
yˆ = T dˆ+Kcˆ = T dˆ+KK−1(y − T dˆ) = y. (5.3-139)
Bemerkenswert ist die Festlegung des Trendfunktionals, das keineswegs beliebig ist, sondern unmit-
telbar aus dem Nullraum bezu¨glich der Sobolev Seminorm folgt. Nur die Kombination des linearen
Trends mit der Spline Kovarianzfunktion fu¨hrt zu der kombinierten Minimierung der Sobolev Semi-
norm und des kleinste Quadrate Problems nach (5.3-114). Die verfahrensimmanente Trennung linearer
und nichtlinearer Anteile wird in [Bookstein 1989] zur Analyse von Deformationen in der biologi-
schen Verformungsanalyse benutzt (Morphometrics).
Als Abscha¨tzung der Standardabweichungen der Beobachtungen y bei einem vorgegeben Wert λˆ,
der beispielsweise mittels Kreuzvalidierung bestimmt wurde, kann der Scha¨tzer
σˆ2 =
Ωλˆ
sp(I −A(λˆ)) (5.3-140)
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benutzt werden [Wahba 1990, S.68]. Darin ist Ωλˆ die gewo¨hnliche Quadratsumme der Residuen und
A(λ) das als Einflussmatrix bezeichnete Analogon der Hat-Matrix der Parameterscha¨tzung im Gauß-
Markoff-Modell mit yˆ = A(λ)y. Die Hauptdiagonalelemente von A(λ) interpretiert man analog als
Teilredundanzen und ihre Summe sp(I −A(λ)) als Redundanz des Thin Plate Spline. Die effiziente
Berechnung der Redundanz des Splines auf Basis der QR-Zerlegung erfolgt mit
I −A(λ) = nλQ2(Q′2MQ2)−1Q′2. (5.3-141)
(a) (b) (a) (b)
(c) (d) (c) (d)
Abb. 5-3: Interpolationsverhalten verschiedener Ansa¨tze: (a) Originalfla¨che (b) abstandsgewichtete
Interpolation (c) Thin Plate Spline (d) multiquadratische Methode [Ahmed et.al.]
Vergleich des Thin Plate Spline mit anderen Interpolationsverfahren Die Qualita¨t und Performanz
des Thin Plate Spline a¨hnelt aufgrund der formalen U¨bereinstimmung der multiquadratischen Methode
und der Kollokation. Bei glattem Verlauf der Stu¨tzpunktwerte liefert der (exakte) Thin Plate Spline
nahezu gleiche Werte wie die multiquadratische Methode. Bei ungleichma¨ßigem Verlauf und starken
Kru¨mmungen sind die Ergebnisse geringfu¨gig schlechter.
Die Abbildung 5-3 stellt zwei Beispiele zum Vergleich von abstandsgewichteter Interpolation, multi-
quadratischer Methode und Thin Plate Spline aus [Ahmed n.d.] vor. Es zeigt sich die U¨berlegenheit
der auf radialen Basisfunktionen basierenden Verfahren bei stark gekru¨mmten Fla¨chen (linke Seite
der Abbildung) gegenu¨ber der abstandsgewichteten Interpolation. Im rechten Teil der Abbildung wer-
den die als U¨berschwing-Effekte bezeichneten Extrapolationen bei extrem scharfkantigem Verlauf der
Stu¨tzpunkte sichtbar. Fu¨r die Verteilung von Restklaffen bei Transformationsaufgaben ist von einem
glatteren Verlauf der Fla¨chen auszugehen. Weitere vergleichende Beispiele zu den deterministischen
Interpolationsfunktionen befinden sich in [Hettwer 2003; Hettwer und Benning 2003].
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5.4 Vergleich und Integration stochastischer und deterministischer
Modelle
Der formale Vergleich von intrinsischem Kriging, Kollokation multiquadratischer Methode und Thin
Plate Spline zeigt, dass man in beiden Modellen aus unterschiedlicher Motivation und Modellbe-
gru¨ndung zu identischen Ergebnissen gelangen kann. Die Auswahl der ra¨umlichen generalisierten Ko-
varianzfunktion im stochastischen Modell, durch die die relative Lagegenauigkeit der Punkte begru¨ndet
wird, entspricht im deterministischen Modell der Auswahl einer radialen Basisfunktion. Insoweit er-
scheint es willku¨rlich, ob man ein deterministisches oder stochastisches Verfahren zur Transformation
wa¨hlt.
Der Einsatz einer nichtlinearen Interpolationsfunktion entspricht de facto dem Einfu¨hren von Kor-
relationen zwischen dem in den Restklaffen enthaltenen Signal. Entscheidend fu¨r das Interpolations-
verhalten ist die Wahl der Kovarianz- oder Kernfunktion, die zu unterschiedlichen Interpolationser-
gebnissen fu¨hrt.
Der Unterschied der deterministischen und stochastischen Verfahren ist in der Beru¨cksichtigung eines
nicht-ra¨umlichen Messfehlers zu sehen. Die auf radialen Basisfunktionen gru¨ndendenden deterministi-
schen Ansa¨tze lassen sich unter den genannten Voraussetzungen als generalisierte Kovarianzfunktionen
in das stochastische Modell u¨bertragen. Dort ko¨nnen sie mit einem Messfehler kombiniert werden. Fu¨r
die anderen deterministischen Verfahren ist dies nicht mo¨glich (vergleiche Kapitel 5.4.1).
Sa¨mtliche der auf radialen Basisfunktionen und Kovarianzfunktionen beruhenden Verfahren haben
den Nachteil einer hohen rechnerischen Komplexita¨t, da jeweils ein voll besetztes lineares Gleichungs-
system von der Dimension der Anzahl der Stu¨tzstellen gelo¨st werden muss.
Ist daher ein großes Transformationsproblem zu lo¨sen, bei dem u¨berdies auf die Modellierung eines
Messfehlers verzichtet werden kann, ist eines der weniger aufwa¨ndigen deterministischen Verfahren
zu verwenden. Dabei ist die Natural Neighbour Interpolation zu bevorzugen, da ihre Interpolati-
onseigenschaften denen der Interpolationen mit radialen Basisfunktionen am na¨chsten kommen, und
andererseits ein Algorithmus mit linearer Komplexita¨t vorliegt. Die stu¨ckweise lineare Interpolation
in Dreiecken kann beispielsweise zur massenhaften Interpolation graphischer Objekte bei niedrigeren
Genauigkeitsanspru¨chen verwendet werden. Ein Vorteil dieses Verfahrens gegenu¨ber allen anderen ist
die nachweisliche Eigenschaft des Homo¨omorphismus, die auf Geraden erweitert werden kann. Ist also
die Geometrie der ra¨umlichen Objekte von untergeordneter Bedeutung im Vergleich zur garantier-
ten topologischen Konsistenz des Verfahrens, so sollte auf die stu¨ckweise lineare Transformation mit
Restriktionen nach [Saalfeld 1993] zuru¨ckgegriffen werden.
Alternativ kann das Transformationsgebiet in kleinere Blo¨cke unterteilt werden, die dann getrennt
voneinander mit den komplexeren Methoden bearbeitet werden. Ein entsprechendes Verfahren wird
in Kapitel 8 vorgestellt.
5.4.1 Exakte Interpolation und Interpolation mit Messfehler
In Bezug auf die geometrische Integration und die prinzipiell deterministische Aufgabe der Bestimmung
eines Homo¨omorphismus zur Homogenisierung ist die Beru¨cksichtigung eines Messfehlers problema-
tisch.
Bei der Scha¨tzung des Signals wird der Messfehler gefiltert, so dass bei einer Pra¨diktion in den
Stu¨tzstellen nicht die angegebenen Werte reproduziert werden. U¨bertragen auf die Homogenisierung
bedeutet das, dass durch die inverse Transformation zwischen den Systemen die Punkte der Reali-
sierung einer Karte k nicht exakt auf die Punkte der wahren Karte abgebildet werden. Diese in der
Praxis oft gebrauchte Argumentation ist jedoch insofern irrefu¨hrend, als dass die deterministische
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Abbildung T beziehungsweise die Realisierungsfunktion des stochastischen Modells den umgekehrten
Zusammenhang von der Zufallsvariable zur Realisierung beschreibt.
Im stochastischen Modell mit Messfehler wird angenommen, dass die Abweichungen zwischen der
wahren Karte und einer Realisierung sich aus einem stetigen systematischen und einem zufa¨lligen An-
teil zusammensetzen. Der systematische Anteil ist in Wiederholungsmessungen reproduzierbar. Hin-
gegen variiert der zufa¨llige Anteil ohne Zusammenhang und fu¨hrt zu Unstetigkeiten in den Restklaffen
benachbarter Punkte. Insbesondere kann aus demWert eines zufa¨lligen Messfehlers an einer Stu¨tzstelle
keine Aussage u¨ber den an benachbarten Stellen getroffen werden. Eine U¨bertragung eines zufa¨lligen
Fehlers auf benachbarte Punkte fu¨hrt daher im Mittel zu einer Verschlechterung der Karte.
wK
k
Punkt in
Realisierung k
Punkt in wahrer
Karte Kw
Messfehler
(zufällig)
Signal
(systematisch)Restklaffe
Signal in
Realisierung
Abb. 5-4: Restklaffe mit den Anteilen des zufa¨lligen Messfehlers und dem systematischen
Signal
Dieser Zusammenhang ist in der Abbildung (5-4) dargestellt. Wa¨hrend das Signal relativ gleichma¨ßig
verla¨uft und insbesondere zwischen benachbarten Punkten u¨bertragbar (interpolierbar) ist, sind die
Messfehler in Betrag und Richtung inhomogen. Man erkennt, dass bei einer Interpolation der gesamten
Restklaffe einschließlich des zufa¨lligen Fehlers ein schlechteres Ergebnis erzielt wird als bei der reinen
Interpolation des Signals.
Aus stochastischer Argumentation sollte daher bei der Transformation ungleichartiger Koordinaten
immer auch ein zufa¨lliger, nicht ra¨umlicher Messfehler beru¨cksichtigt werden, um zu verhindern, dass
die zufa¨lligen Fehler aus den Messwerten an den Passpunkten nicht in die Nachbarschaft der Punkte
verschmiert werden.
Das setzt jedoch die a priori Kenntnis der Gro¨ßenordnung des Messfehlers voraus. Zudem wird ein
passendes Modell fu¨r das Signal beno¨tigt, damit dieses interpoliert werden kann. Beide Gro¨ßen sind
nicht direkt verfu¨gbar. Mit dem Variogramm wurde indes ein Werkzeug zu ihrer Bestimmung und
Verifikation vorgestellt.
Ein Messfehler in den Daten la¨sst sich beispielsweise daran erkennen, dass das Variogramm fu¨r
kleine Absta¨nde (h→ 0) gegen einen konstanten Wert
lim
h→0
γ(h) = b > 0 (5.4-142)
konvergiert (Nugget Effekt). Der Wert b entspricht der Varianz des Messfehlers.
106
5.4 Vergleich und Integration stochastischer und deterministischer Modelle
Eine passende Kovarianzfunktion kann durch eine Anpassung des zugeho¨rigen theoretischen Vario-
gramms an das empirisch bestimmte Variogramm oder eine Variogrammwolke bestimmt werden.
In Abbildung 5-5 ist die Variogrammwolke eines Transformationsproblems ungleichartiger Koor-
dinaten abgebildet. Der lineare Trend ist durch eine Affintransformation beseitigt worden. Es zeigt
sich die entfernungsabha¨ngige Variabilita¨t der Restklaffen (Einheit: m2), die auf die Existenz einer
ra¨umlichen Korrelation der Daten hinweist. Neben der Beru¨cksichtigung des linearen Trends muss
eine Modellierung des nichtlinearen Signals erfolgen.
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Abb. 5-5: Variogrammwolke der Restklaffen einer Transformation ungleichartiger, ebener
Koordinaten
Das Beispiel zeigt die praktischen Schwierigkeiten bei der Bestimmung der Gro¨ßenordnung des
zufa¨lligen Messfehlers und der Kovarianzfunktion. In vielen Fa¨llen ist das nichtlineare Signal der Rest-
klaffen deutlich gro¨ßer als der stochastische Messfehler. Dann kann eine exakte Interpolation erfolgen.
Geringe Interpolationsfehler (zweiter Ordnung) aufgrund des Messfehlers werden in Kauf genommen.
Umgekehrt fu¨hrt die Annahme eines zu großen Messfehlers zu einer unzureichenden Modellierung und
Interpolation des Signals, so dass die systematische Charakteristik der Realisierung einer Karte nicht
beru¨cksichtigt wird.
Beide Fehler ko¨nnen zu einer fehlerhaften Anpassung der Karten fu¨hren.
Das deterministische Modell der Homogenisierung, das die Bestimmung eines exakten Homo¨omor-
phismus zwischen einer wahren Karte und ihrer Realisierung vorsieht, ist daher bei zufa¨lligen Messfeh-
lern in den Werten der Realisierung nicht zutreffend. Der zufa¨llige Anteil erzeugt Unstetigkeiten. An-
schaulich werden die  Umgebungen der Punkte durch den zufa¨lligen Anteil unzusammenha¨ngend
verstreut, so dass kein Homo¨omorphismus mehr vorliegt. Der zufa¨llige Messfehler sollte aus den Daten
eliminiert werden (Filterung), was nur mit einem stochastischen Ansatz erfolgen kann. Dann kann
der Homo¨omorphismus zwischen dem stetigen Signal der Realisierung und der wahren Karte ermittelt
werden. In praktischen Anwendungen wird bei kleinen zufa¨lligen Messfehlern der Homo¨omorphismus
direkt zwischen dem geringfu¨gig verrauschten Signal der Realisierung und der wahren Karte mit einem
(effizienten) deterministischen Ansatz ermittelt.
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Die deterministischen und stochastischen Ansa¨tze modellieren die Realierungstransformation T :
Kw → k von den Punkten der wahren Karten auf die Punkte der Realisierung. Fu¨r die deterministi-
schen Verfahren ohne Messfehler ist die Transformationsrichtung unerheblich. Das gilt nicht fu¨r die
stochastischen Verfahren, da der Messfehler nur in der Realisierung auftritt.
Die Pra¨diktionsfunktion r∗(x) im stochastischen Modell, beispielsweise nach Gleichung (5.2-59),
(5.2-70), (5.2-85) oder (5.2-91), ist abha¨ngig vom Definitionsbereich mit x ∈ D. Der entspricht den
unbekannten wahren Werten x = xw ∈ Kw, nicht den Realisierungen z(x) (siehe auch Abbildung
5-1 auf Seite 85). An den (unbekannten) Interpolationsstellen xγ sind die Realisierungen z(xγ) der
Zufallsvariablen bekannt. In der Praxis werden daher die Restklaffen an den Werten der Realisierung
pra¨diziert
r∗(xγ) ≈ r∗(z(xγ)). (5.4-143)
Das fu¨hrt nur bei glattem Verlauf der Interpolationsfunktion und guter U¨bereinstimmung z(xγ) ≈ xγ
zu identischen Ergebnissen.
Das Problem la¨sst sich durch eine simultane Bestimmung der unbekannten wahren Werte der Ko-
ordinaten gemeinsam mit den Parametern der Interpolationsfunktion (des Signals) umgehen. Diese
simultane Interpolation und Parameterscha¨tzung wird im folgenden Kapitel durch eine Erweiterung
des Kollokationsmodells aus [Moritz 1973] vollzogen.
5.4.2 Simultane Homogenisierung im erweiterten Kollokationsmodell
Das Modell der Kollokation sieht zwischen den wahren Koordinaten xw und den Realisierungen den
Zusammenhang
f(xwh ,βt) =Xtβt + sh = yh + eh (5.4-144)
vor, wobei βt den Vektor der Transformationsparameter des linearen Trends, sh das nichtlineare Signal,
yh den Vektor der Punkte der Realisierung der Karte und eh den Residuenvektor aufgrund zufa¨lliger
Messfehler bedeutet. Der Index h steht fu¨r die Menge der homologen Punkte, deren Koordinaten
in beiden Systemen gegeben sind. Die Koordinaten xw sind nach Voraussetzung bekannt und werden
nicht als unbekannte Parameter modelliert. Das Modell la¨sst sich nach [Koch 1997, S.244] u¨berfu¨hren
in ein a¨quivalentes Gauß-Markoff-Modell5 mit
(
Xt I
0 I
)(
βt
sh
)
= E[
(
yh
0
)
]mitD[
(
yh
0
)
] = σ2
(
Σyhyh 0
0 Σshsh
)
. (5.4-145)
Zusa¨tzlich zu den unbekannten Transformationsparametern werden nun die unbekannten Koordinaten
der Punkte der wahren Karte, die auch als Neupunkte bezeichnet werden, im Vektor der unbekannten
Parameter βn zusammengefasst. Es handelt sich um diejenigen Punkte, die zwar in einer Realisierung
k, nicht jedoch in der wahren Karte Kw vorliegen. Man erha¨lt dann die zusa¨tzlichen Beobachtungs-
gleichungen
f(xwn ,βt) =X
n
t βt +Xnβn + sn = yn + en. (5.4-146)
Darin ist Xnβn die Linearisierung des Trends nach den Koordinatenunbekannten, sn ist das Signal
der Realisierung in den Neupunkten und yn + en die Beobachtung und der zufa¨llige Messfehler. Die
5Die Darstellung wird verwendet, um den U¨bergang zu den bestehenden Modellen der Homogenisierung zu erleichtern.
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Koeffizientenmatrix Xnt entha¨lt die Werte der wahren Koordinaten x
w
n , es werden daher Na¨herungs-
werte fu¨r die unbekannten Punkte der wahren Karte βn beno¨tigt. Insgesamt erha¨lt man schließlich
das erweiterte Kollokationsmodell der Homogenisierung im Gauß-Markoff-Modell zu

Xt I 0 0
0 I 0 0
Xnt 0 Xn I
0 0 0 I


βt
sh
βn
sn
 = E[

yh
0
yn
0
] (5.4-147)
mitD[

yh
0
yn
0
] =

Σyhyh 0 0 0
0 Σshsh 0 Σshsn
0 0 Σynyn 0
0 Σsnsh 0 Σsnsn
 .
Dabei ist zu beachten, dass die Messfehler unkorreliert, das Signal fu¨r den gesamten Beobachtungsvek-
tor einschließlich der Beobachtungen in den Passpunkten jedoch korreliert ist. Rein formal weichen die
Scha¨tzer der Modelle (5.4-145) und (5.4-147) voneinander ab, allerdings wird in (5.4-147) fu¨r jede neue
Beobachtung auch ein neuer Parameter eingefu¨hrt. Es entsteht keine zusa¨tzliche Redundanz, so dass
die zusa¨tzlichen Beobachtungen in (5.4-147) keine Auswirkungen auf die Transformationsparameter
und das Signal in den Passpunkten haben.
5.4.2.1 Geometrische Bedingungen im erweiterten Kollokationsmodell
Das Modell (5.4-147) la¨sst sich nun problemlos um Gleichungen fu¨r geometrische Bedingungen erwei-
tern, die als zusa¨tzliche Beobachtungen einzufu¨hren sind.
b(βn) =Xbβn = yb + eb (5.4-148)
Dabei ist Xb die Jakobimatrix der Bedingungsgleichungen, bei impliziter Formulierung der Bedin-
gungsgleichung gilt weiter yb = 0 und mit D(yb) = Σybyb ist die Kovarianzmatrix der geometrischen
Bedingungen gegeben. Die Bedingungen sind untereinander nicht korreliert und besitzen auch keine
Korrelationen zu den restlichen Beobachtungen.

Xt I 0 0
0 I 0 0
Xnt 0 Xn I
0 0 Xb 0
0 0 0 I


βt
sh
βn
sn
 = E[

yh
0
yn
yb
0
] (5.4-149)
mitD[

yh
0
yn
yb
0
] =

Σyhyh 0 0 0 0
0 Σshsh 0 0 Σshsn
0 0 Σynyn 0 0
0 0 0 Σybyb 0
0 Σsnsh 0 0 Σsnsn
 .
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5.4.2.2 Behandlung multipler Karten im erweiterten Kollokationsmodell
Das Modell (5.4-149) kann zudem erweitert werden fu¨r den Fall, dass Punktbeobachtungen aus
k1, . . . , kn Realisierungen von Karten vorliegen. Fu¨r jede der Realisierungen ki wird dabei das Modell
f i(xwh ,β
i
t) =X
i
tβ
i
t +X
n
pβn + s
i
n = y
i
h + e
i
h, (5.4-150)
in Ansatz gebracht. Dabei ist zu beachten, dass fu¨r jede Realisierung ki ein separater Trend βit und
separates Signal si angesetzt werden muss, da es sonst zu Verschmierungen der systematischen Anteile
der Restklaffungen zwischen unterschiedlichen Karten kommt. Fu¨r zwei Signale si und sj unterschiedli-
cher Realisierungen gilt somit C[si, si] = 0. Der Zusammenhang zwischen den gemeinsamen Punkten
unterschiedlicher Realisierungen ergibt sich durch die redundanzfreie Modellierung der Koordinate-
nunbekannten im Parametervektor der Neupunkte βn.
5.4.3 Integration deterministischer und stochastischer Verfahren im hybriden Ansatz
nach Benning
Das erweiterte Kollokationsmodell erlaubt die vollsta¨ndig simultane Scha¨tzung unbekannter Koordi-
naten der wahren Karte aus den beobachteten Koordinaten multipler Realisierungen der Karte. Dabei
erfolgt die Scha¨tzung des Trends und Signals, die Filterung der Messfehler und die Beru¨cksichtigung
der Beobachtungen fu¨r geometrische Bedingungen in einem einzigen Schritt.
Diese theoretisch elegante Modellierung hat einige praktische Nachteile. Zum einen ist die Normal-
gleichungsmatrix des Problems aufgrund der voll besetzten Kovarianzmatrix des Signals stark besetzt,
so dass ein kubischer Aufwand zur Lo¨sung der Normalgleichungen entsteht. Weiter la¨sst sich das Ver-
fahren nicht mit einem der effizienteren deterministischen Interpolationsverfahren kombinieren, da
diese nicht durch Kovarianzmatrizen repra¨sentierbar sind.
In der Praxis werden aus diesen Gru¨nden einfachere hybride Modelle eingesetzt, die eine Kom-
bination der Ausgleichung mit beliebigen, auch deterministischen, Interpolationsverfahren erlauben.
Dabei wird in einer ersten Ausgleichung ohne geometrische Bedingungen der Trend ermittelt. Die
Residuen der Ausgleichung werden dann mit einem beliebigen Interpolationsverfahren, ohne Filterung
eines Messfehlers, auf die Neupunkte der Karten verteilt. Das Ergebnis dieser Interpolation, das eine
Na¨herung des Signals darstellt, wird im Folgenden mit s∗ bezeichnet.
Zuna¨chst wird das Gauß-Markoff-Modell zur Bestimmung der unbekannten Parameter betrachtet,
das sich durch Vernachla¨ssigung des Signals und der Beru¨cksichtigung geometrischer Bedingungen aus
(5.4-149) ergibt zu
Xt 0Xnt Xn
0 Xb
( βt
βn
)
= E[
 yhyn
yb
]mitD[
 yhyn
yb
] =
Σyhyh 0 00 Σynyn 0
0 0 Σybyb
 . (5.4-151)
Die Scha¨tzwerte der Parameter βn der Neupunkte werden in diesem Modell ohne Beru¨cksichtigung
des Signals ausschließlich durch das lineare Modell des Trends (Helmert oder Affintransformation)
und ohne Interpolation von Restklaffungen bestimmt. Es mu¨ssen daher zusa¨tzliche Beobachtungen
eingefu¨hrt werden, die eine Beru¨cksichtigung des deterministisch interpolierten Signals s∗ erlauben.
Die einfachste Mo¨glichkeit zur Beru¨cksichtigung dieser Werte ist es, sie als direkte Beobachtungen
fu¨r jeden einzelnen Punkt einzufu¨hren. Das interpolierte Signal entspricht der Restklaffe r∗i = s∗i . Fu¨r
die Restklaffe ri gilt im Modell (5.4-151)
ri =Xitβt − yi = yti − yi (5.4-152)
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in Stu¨tzpunkten (Passpunkten) mit bekannter wahrer Koordinate und
ri =Xitβt +X
i
nβn − yi = yti − yi (5.4-153)
fu¨r unbekannte Koordinaten im Zielsystem, worin Xit eine (1×ut)-Matrix mit den Elementen der i-te
Zeile der entsprechenden Koeffizientenmatrix der Transformationsparameter (Xt oder Xnt ) bedeutet
und Xin die i-te Zeile der Koeffizientenmatrix der unbekannten Koordinaten entha¨lt.
Zu der Einfu¨hrung der interpolierten Restklaffe r∗i in das Gauß-Markoff-Modell (5.4-151) kann daher
die Beobachtungsgleichung
r∗i − ri = r∗i − (Xitβt +Xinβn − yi) = 0 + ei (5.4-154)
benutzt werden.
Diese Einfu¨hrung der Restklaffen hat jedoch den Nachteil, dass A¨nderungen an der gegenseitigen
Lage der Punkte, die sich beispielsweise aufgrund von geometrischen Bedingungen ergeben ko¨nnen,
keine Auswirkung auf die Punktnachbarschaft haben. Es wird daher eine Modellierung der Restklaffen
fu¨r das Modell (5.4-151) beno¨tigt, die auch die Nachbarschaftsverha¨ltnisse und relative Lagegenauigkeit
innerhalb der Ausgleichung beru¨cksichtigt.
Benning schla¨gt die Einfu¨hrung von Differenzbeobachtungen vor, die sich auf die Restklaffen der
linearen inversen Transformation T−1l : k → Kw vom System der Realisierung in das System der
wahren Karte beziehen [Benning 1995; Benning 1996b; Hettwer und Benning 2000]. Es sei
∆xi = xwi − T−1l (xki ) = xwi − x′i (5.4-155)
die Differenz zwischen dem transformierten Punkt x′i der Realisierung k und der (unbekannten) wahren
Koordinate xwi aus K
w. Die Koordinaten der Punkte xwi sind im Falle eines Neupunktes im Vektor der
unbekannten Parameter der Neupunkte βn enthalten. Fu¨r die Differenzen ∆xi an benachbarten Punk-
ten wird dann gefordert, dass sie mit der Differenz der interpolierten Restklaffen bezu¨glich T−1l in den
Punkten u¨bereinstimmen, womit man die Beobachtungsgleichungen zur Einfu¨hrung der Restklaffen
zwischen zwei Punkten xi und xj erha¨lt zu
∆xj −∆xi − (r∗j − r∗i ) = 0+ e. (5.4-156)
Die Differenzbeobachtungen erzeugen eine paarweise Verknu¨pfung zwischen den Koordinaten der be-
teiligten Punkte, und fu¨hren so zu einer Korrelation der zugeho¨rigen Unbekannten des Gauß-Markoff-
Modells. Wird die Beobachtung zwischen einem Sollpunkt und einem Neupunkt aufgebaut, so heben
sich die Anteile fu¨r den Sollpunkt auf, und eine direkte Beobachtung fu¨r die Restklaffe entsteht.
Zu einer intuitiven Interpretation der Gleichung (5.4-156) gelangt man, wenn man die interpolierten
Restklaffen als Scha¨tzwerte der Differenz der transformierten Koordinaten von den wahren Koordina-
ten auffasst
r∗i = x
∗w
i − T−1l (xki ) = x∗wi − x′i. (5.4-157)
In der Gleichung (5.4-156) heben sich dann die Anteile der transformierten Koordinaten auf, und man
erha¨lt mit dem Abstandsvektor hij = xwj − xwi den Zusammenhang
∆xj −∆xi − (r∗j − r∗i ) = xwj − xwi − [(r∗j + x′j)− (r∗i + x′i)]
= xwj − xwi − (x∗wj − x∗wi ) (5.4-158)
= hij − h∗ij .
Die aus der Restklaffenverteilung resultierenden Abstandsvektoren h∗ij werden somit durch (5.4-156)
als Beobachtungen in die Ausgleichung eingefu¨hrt.
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Die Formulierung der Restklaffen im Zielsystem mit der Transformation T−1 hat den Vorteil, dass
zwischen den Koordinaten eines Punktes keine Korrelationen (Nebendiagonalelemente) entstehen. In
dem Ansatz (5.4-156) wird die Abha¨ngigkeit der Restklaffen von den Transformationsparametern
nicht beru¨cksichtigt, sie werden konstant angenommen. Wie aus (5.4-158) ersichtlich ist, verschwin-
den die Anteile der transformierten Koordinaten, wenn man anstelle der Restklaffen r∗i direkt die
Punktabsta¨nde h∗ij als Beobachtungen in die Ausgleichung einfu¨hrt.
Die Beobachtungen aus (5.4-156) sollten nur zwischen solchen Punkten aufgebaut werden, fu¨r die
auch eine ra¨umliche Abha¨ngigkeit besteht. Als Tra¨ger der Nachbarschaft wird daher die Delaunay
Triangulation verwendet, und fu¨r jede Delaunay Seite werden zwei Differenzbeobachtungen (eine je
Koordinate) erzeugt.
Bezeichnet man mit X∆ die Koeffizientenmatrix der Beobachtungsgleichungen (5.4-156), erha¨lt
man schließlich das Gauß-Markoff-Modell des hybriden Homogenisierungsansatzes ohne stochastisches
Signal 
Xt 0
Xnt Xn
0 Xb
0 X∆

(
βt
βn
)
= E[

yh
yn
yb
0
]mitD[

yh
yn
yb
y∆
] =

Σyhyh 0 0 0
0 Σynyn 0 0
0 0 Σybyb 0
0 0 0 Σ∆∆
 . (5.4-159)
Ein diffiziles Problem bei der Verwendung des Modells (5.4-159) ist die Bestimmung der Gewichts-
verha¨ltnisse zwischen den einzelnen Beobachtungsgruppen. Dabei darf einerseits die Nachbarschaft
nicht zu hoch gewichtet werden, damit die Punktbeobachtungen (z.B. Digitalisierungen) und insbe-
sondere die geometrischen Bedingungen noch realisiert werden. Andererseits darf die Realisierung
geometrischer Bedingungen insbesondere zwischen Geometrien mit kleinem Abstand nicht zu einer
Verletzung der Nachbarschaftsverha¨ltnisse fu¨hren. In praktischen Untersuchungen wurde ein stufen-
weise lineares entfernungsabha¨ngiges Gewichtsmodell fu¨r Σ−1∆∆ entwickelt, das im Nahbereich (< 1m)
Gewichte in der Gro¨ßenordnung der geometrischen Bedingungen verwendet und mit zunehmender
Distanz rasch abfa¨llt auf das Gewicht der Punktbeobachtungen.
Gegenu¨ber dem erweiterten Kollokationsmodell sind die Normalgleichungssysteme dieses Modells
sehr du¨nn besetzt, so dass effiziente Sparse-Matrix-Techniken zum Einsatz kommen ko¨nnen. Die Er-
fahrungen in praktischen Anwendungen zeigen, dass mit dem Modell (5.4-159) in Kombination mit der
Natural Neighbour Interpolation vorzu¨gliche Ergebnisse in kurzen Laufzeiten erzielt werden ko¨nnen
(vergleiche Kapitel 8, [Kampshoff und Benning 2005]).
Naturgema¨ß ist im Modell (5.4-159) nur eine unzureichende stochastische Modellierung des Signals
vorhanden. Diese fu¨hrt zwar aufgrund der genannten Maßnahmen (hybrider Ansatz) nicht zu fehler-
haften Scha¨tzwerten, jedoch ist die Quadratsumme der Residuen der Punktbeobachtungen
Ωyn = (yn − (Xnt βˆt +Xnβˆn))′P (yn − (Xnt βˆt +Xnβˆn)) (5.4-160)
verunreinigt um den nicht beru¨cksichtigten Anteil des Signals. Die Varianzen im Modell (5.4-159)
werden daher systematisch zu groß gescha¨tzt, wenn man sie als Varianzen des Messfehlers interpretiert.
Tatsa¨chlich enthalten die Abweichungen in (5.4-160) sowohl das Signal als auch den zufa¨lligen Anteil
des Messfehlers, so dass die berechneten Varianzen ein Maß fu¨r die Absolutgenauigkeit des Datensatzes
vor der nachbarschaftstreuen Anpassung repra¨sentieren (Ergebnis der linearen Transformation). Die
Varianz der nachbarschaftstreu angepassten (homogenisierten) Koordinaten wird, bei Vorliegen eines
Signals, niedriger sein als der aus (5.4-160) berechnete Wert.
Um eine bessere Abscha¨tzung der Genauigkeit zu erreichen, mu¨sste der Messfehler in einem Modell
mit stochastischem Signal gefiltert werden. Alternativ stehen die genannten empirischen Methoden
der Geostatistik, wie das Variogramm, zur Verfu¨gung.
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Analog zu dem erweiterten Kollokationsmodell la¨sst sich das Modell (5.4-159) auch fu¨r Anwen-
dungsfa¨lle mit multiplen Karten (zonale Fragmentierung) verwenden.
5.4.4 U¨berfu¨hrung der Randdarstellung in das funktionale Modell der geometrischen
Integration
U¨blicherweise wird zur Repra¨sentation der Geometrie in GIS die Randdarstellung verwendet. Anstelle
der unendlich vielen Punkte einer Linie werden die Endpunkte und falls erforderlich einige Zwischen-
oder Hilfspunkte gespeichert. Bei einer Transformation der Geometrien einer Karte werden nur die
Punkte der Randdarstellung beachtet und die Interpolationsvorschrift ungeachtet der Eigenschaften
der Transformation in das Zielsystem u¨bernommen.
Der U¨bergang vom Bedingungskalku¨l in das Ausgleichungsmodell mit den u¨blichen Beobachtungs-
gleichungen fu¨r geometrische Bedingungen (z.B. [Hettwer 2003]) ist ebenfalls unvollsta¨ndig, denn
die in Kapitel 5.3.2 genannten Bedingungen erscheinen in der Ausgleichung als
• Abstand zweier Punkte,
• Winkel von drei Punkten,
• Parallelita¨t von vier Punkten und
• Fla¨cheninhalt eines Polygons mit n Punkten.
Diese Vorgehensweise hat den Nachteil, dass die Punkte in der Nachbarschaft einer Linie (-Umgebung
links und rechts von ihr) mit dem globalen Homo¨omorphismus transformiert werden, wa¨hrend die
Punkte der Linie mit der Interpolationsvorschrift der Randdarstellung in das Zielsystem u¨bernom-
men werden. Das fu¨hrt zu Unstetigkeiten in der Abbildung zwischen den Karten, die Ursache von
geometrisch-topologischen Inkonsistenzen in den transformierten Daten sein ko¨nnen.
Bei Transformationsproblemen mit ra¨umlichen Objekten, die in der Randdarstellung vorliegen, sollte
daher die Interpolationsvorschrift zwischen den Endpunkten einer Linie beru¨cksichtigt werden. Das
ist an dem Beispiel der Abbildung 5-6 verdeutlicht. Wa¨hrend die Endpunkte der Geraden nach oben
verschoben werden, ergibt sich fu¨r die Punkte des Geba¨udes aufgrund der benachbarten Sollpunkte
eine Verschiebung nach unten. Es kommt zu einer Vera¨nderung der Topologie der Karte, was nach der
Definition der Homogenisierung als Homo¨omorphismus nicht zula¨ssig ist.
Die fehlerhafte Transformation der Karte liegt daran, dass die Menge der Zwischenpunkte der Ge-
raden nicht beru¨cksichtigt wird. Ihre vollsta¨ndige Beru¨cksichtigung ist offensichtlich nicht mo¨glich.
Allerdings kann die Randdarstellung der Geraden vorab diskretisiert werden. Durch die Diskretisie-
rung werden Zwischenpunkte auf der Geraden eingefu¨gt und als Neupunkte (der Realisierung) in
der Homogenisierung beru¨cksichtigt (vergleiche 5-7). U¨ber die Menge von Neupunkten kann schließ-
lich eine geometrische Bedingung gebildet und in die Ausgleichung eingefu¨hrt werden. Dadurch wird
die Gerade zwischen den Punkten der Linie zu einer Invarianten der Transformation (zumindest im
Rahmen der Standardabweichungen der Geraden und der Diskretisierungsgenauigkeit). In der Um-
gebung der Geraden kommt es schließlich aufgrund der Nachbarschaftsbeobachtungen nicht mehr zu
topologischen Konflikten.
Die beschriebene Vorgehensweise fu¨hrt zu einer drastischen Zunahme der Neupunkte und geome-
trischen Bedingungen der Karte. Allerdings kann sich der Aufwand bei Anwendungen mit hohen
Anforderungen an die Qualita¨t der Transformation (Invarianz von Geometrien, topologische Kon-
flikte) rechtfertigen. Verletzungen der Topologie ko¨nnen als widerspru¨chliche Beobachtungen in der
Ausgleichung identifiziert werden.
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Verschiebung
an Sollpunkt
Verschiebung
an Neupunkt
Abb. 5-6: Topologische Inkonsistenz durch ungu¨nstige Verteilung der Passpunkte und
unberu¨cksichtigte Linie
Verschiebung
an Sollpunkt
Verschiebung
an Neupunkt
Geradheitsbedingung
Abb. 5-7: Modellierung der Linie der Randdarstellung durch Diskretisierung und
Einfu¨hrung einer Geradheitsbedingung
5.5 Objektorientierte Modellierung der geometrischen Integration
In diesem Kapitel wird ein objektorientiertes Modell der geometrischen Integration vorgestellt, auf
dessen Basis die weitere Implementierung der einzelne Prozessschritte des Integrationsvorgangs (Zu-
ordnungsproblem, Bedingungssuche, Transformation) erfolgen kann. Das Modell ist anwendungsneu-
tral und kann durch benutzerdefinierbare Regeln an unterschiedliche Datenmodelle angepasst werden.
Das vorgestellte Modell wurde in der Softwarekomponente KATHOM als Bestandteil der Smallworld
CST umgesetzt. Es wird daher im Folgenden als KATHOM Datenmodell bezeichnet. Es ist prinzipiell
auch auf andere Systeme neben der Smallworld CST u¨bertragbar.
5.5.1 Die Basisklassen der Homogenisierung
In der Homogenisierung werden die Geometrien der einzelnen Datenbesta¨nde jeweils einem Koordina-
tensystem zugeordnet. Dabei ko¨nnen multiple Startsysteme auftreten, denen die Geometrien fragmen-
tierter Datenquellen entstammen. Im Modell der Karte entspricht ein Startsystem dem System einer
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Realisierung k. Daneben existiert ein ausgezeichnetes Zielsystem, das im Modell der Karte als wahre
Karte Kw eingefu¨hrt wurde.
Fu¨r Anschlusspunkte (auch: Passpunkte) liegen Koordinaten zugleich im Start- und Zielsystem vor.
Durch die Menge der Passpunkte ist die Bijektion b zwischen der Realisierung und der wahren Karte
gema¨ß Definition 5.3.3 gegeben. Punkte, deren Koordinaten in mehreren benachbarten Startsystemen
vorliegen, werden als Rand- oder Verknu¨pfungspunkte bezeichnet. Die dritte Gruppe von Punkten
bilden die Neupunkte, deren Koordinaten in ausschließlich einem der Startsysteme vorliegen. Daru¨ber
hinaus ko¨nnen sich aus geometrischen Beziehungen implizite Zusammenha¨nge zwischen den Syste-
men ergeben, beispielsweise in Form von Geradheits- oder Abstandsrelationen, an denen Punkte mit
Koordinaten aus unterschiedlichen Systemen beteiligt sind.
Verfahren System
Datenbestand-Referenz
1 *
Startsystem Zielsystem
1
1..* 1
Startkoordinaten Zielkoordinaten
1
*
1
0..*
Punkt
1
0..1
Geometrische Bedingung
2..*
0..*
Koordinaten
Geradheit
Rechter Winkel
Parallelität
...
Geometrie-Referenz
1..*
1..*
spatial
1
*
1
*
Abb. 5-8: Statisches Modell der Homogenisierung
Die beschriebenen Zusammenha¨nge lassen sich in ein objektorientiertes Datenmodell umsetzen,
das in Abbildung 5-8 als statische UML Struktur dargestellt ist. Jedem Datenbestand ist ein Startsy-
stem (auch:Modell) zugeordnet. Dabei ko¨nnen multiple Datenbesta¨nde einem Startsystem angeho¨ren,
wenn sie geometrisch zueinander konsistent sind (beispielsweise geometrisch konsistente Sparten eines
Netzinformationssystems). Ein Punkt kann aus einer Startkoordinate (Neupunkt), multiplen Startko-
ordinaten (Verknu¨pfungspunkt) oder einer Zielkoordinate und beliebig vielen Startkoordinaten (An-
schlusspunkt) bestehen. Es gibt Nebenbedingungen (constraints), die die Darstellung nicht entha¨lt.
Beispielsweise sind die Instanzen der Koordinaten-Klassen innerhalb eines Systems durch ihre Koordi-
natenwerte eindeutig identifiziert und Punkte mit multiplen Startkoordinaten aus einem Startsystem
unzula¨ssig.
Punkte ko¨nnen geometrischen Bedingungen angeho¨ren, die aus einer geordneten Menge von zwei
(Abstandsbedingung) oder mehr Punkten bestehen.
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Um eine schnelle Verarbeitung in den Folgeschritten zu ermo¨glichen, werden innerhalb des KA-
THOM Datenmodells explizite Geometrie-Referenzen auf die zu integrierenden ra¨umlichen Objekte
angelegt.
Das Verfahren bildet die administrative Klammer um sa¨mtliche Klassen.
Das zentrale Ziel der Homogenisierung ist die Integration fragmentierter ra¨umlicher Datenbesta¨nde
durch Beseitigung der geometrischen Heterogenita¨t zwischen den Geometrien unterschiedlicher Syste-
me. U¨bertragen auf das Datenmodell der Abbildung 5-8 liegt die Aufgabe der Homogenisierung darin,
Zielkoordinaten fu¨r sa¨mtliche Instanzen der Klasse Punkt zu ermitteln.
5.5.2 Administrative Objektklassen
Die administrativen Klassen der Homogenisierung umfassen die allgemeinen Parameter und Regeln
zur Konfiguration von Verfahren. Eine Zusammenfassung der administrativen Klassen gibt Abbildung
5-9.
In dem Verfahren ist der Name des Projektes, das Erstellungsdatum und der aktuelle Status der
Bearbeitung abgelegt. Daru¨berhinaus umfasst das Verfahren etwa 40 weitere Attribute, die zur Steue-
rung der Ausgleichung oder der Bedingungsgenerierung dienen. Das wichtigste Attribut des Verfahrens
ist der Anwendungsfall. In Abha¨ngigkeit von dem gewa¨hlten Anwendungsfall durchla¨uft das Pro-
gramm unterschiedliche Prozessketten. Außerdem besteht die Mo¨glichkeit zur Definition von Vorlage-
Verfahren, auf deren Basis neue Verfahren erstellt werden. Dabei werden sa¨mtliche Eigenschaften der
administrativen Objektklassen aus der Vorlage auf den konkreten Bearbeitungsfall u¨bertragen (ver-
gleiche Kapitel 9.1).
Eine weitere administrative Klasse ist das System. Die verschiedenen Systeme besitzen jeweils einen
Umring (auch: Modellrand), durch den das Bearbeitungsgebiet der Homogenisierung festgelegt ist.
Weiter ist das System u¨ber eine Assoziation mit einer Datenbestand-Referenz verknu¨pft, u¨ber die eine
Auswahl der an der Homogenisierung teilnehmenden Datensa¨tze getroffen werden kann.
Die administrativen Regel-Klassen ermo¨glichen die spezifische Anpassung der Homogenisierung an
unterschiedliche Datenmodelle. Beispielsweise kann anhand der Statusregeln die Rolle (Startkoordina-
te oder Zielkoordinate) der verschiedenen Objektklassen eines Datenbestandes in der Homogenisierung
festgelegt werden. Die Bedeutung der weiteren Regelklassen wird im Zusammenhang mit den Algo-
rithmen zur Bearbeitung der Prozessschritte erla¨utert.
Name
Use Case
Standard Deviations
Project
Standard Deviation
Accuracy-Rule
Matching Layer
Matching Rule
Constraint Type
Constraint Rule
Number
Standard Deviation
Default Object State
Seam (Width)
Border (Area)
Triangulation
Start System
Name
Alternative
Dataset
Object State
Object State Rule
1
1..*
*
* **
1
1..*
*
Constraint Type
Constraint Manifold
Create Constraint?
Manifold Rule
**
*
Administration Rules
*
2
Class
Predicate
Rule
Abb. 5-9: Administratives Datenmodell
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5.5.3 Objektklassen fu¨r Punkte und Koordinaten
Das Punkt-Modell ha¨lt die Koordinateninformation der ra¨umlichen Objekte so aufbereitet vor, dass
diese auf einfache Weise geometrisch integriert werden ko¨nnen. Die Startkoordinaten sind innerhalb
ihres Systems eindeutig durch ihre Koordinatenwerte gekennzeichnet. Dadurch werden sa¨mtliche Geo-
metrien des Systems mit gleichen Koordinaten einheitlich transformiert. Das Punktobjekt bildet die
Klammer um die verschiedenen Koordinaten aus unterschiedlichen Systemen.
Die Geometrie-Referenzen bilden schließlich den Zusammenhang zwischen den internen Objekten
KATHOM des Datenmodells und der Außenwelt in den verschiedenen Fachdatenbesta¨nden.
Zum Zweck der effizienten Verarbeitung der geometrischen Daten wurden die Klassen mit jeweils
einem ra¨umlichen Quadtree Index versehen. Die Geometrie-Referenzen wurden ebenfalls ra¨umlich in-
diziert, so dass unabha¨ngig von der Indizierung in den Quelldatenbesta¨nden, bei denen es sich aufgrund
der SOM Technologie (vergleiche Kapitel 3.7.1.1 Seite 52) um beliebige entfernte Datenquellen handeln
kann, ein effizienter ra¨umlicher Zugriff auf die Daten gewa¨hrleistet ist (vergleiche Kapitel 7.2.2).
Name
Use Case
Standard Deviations
Project
Number
Standard Deviation
Default Object State
Seam (Width)
Border (Area)
Triangulation
Start System
Name
Alternative
Dataset
Coordinate
Residuals
Weight Factor
Matching Layer
QuadtreeIndex
Start Coordinate
Geom Type
Geom ID
Constraint Manifolds
QuadtreeIndex
Primitve Geometry Pointer Identifier
a posteriori Coordinate
a posteriori Standard Deviation
Geometry (Point)
Point
Coordinate
Matching Layer
Target Coordinate
1
1..*
1
1..*
1
0..*
1
0..*
0..*
1 1
0..1
Administration
Geometry
Spatial Join
Abb. 5-10: Punkt-Datenmodell
5.5.3.1 Herstellung Layer-u¨bergreifender Topologie fu¨r ra¨umliche Analysen
Im Ablauf der geometrischen Integration werden geha¨uft geometrische Anfragen gestellt, die die ge-
genseitige Lage von Geometrien aus unterschiedlichen topologischen Ebenen oder Datenbesta¨nden
betreffen. Daru¨berhinaus nehmen Geometrien an der Homogenisierung teil, die im Spaghetti-Modell
vorliegen. Typische ra¨umliche Anfragen beziehen sich auf die Inzidenz von Linien und Punkten, bei-
spielsweise darauf, ob der Endpunkt einer Bemaßungslinie (Spaghetti-Modell, Nutzerlayer) inzident
zu einer Linie oder einen Punkt der Basiskarte (topologisches Modell, Geobasis-Layer) ist.
Eine Mo¨glichkeit zur Reduktion des Rechenaufwands besteht darin, unabha¨ngig von der Geometrie-
modellierung in den Quelldatenbesta¨nden fu¨r die Aufgabe der geometrischen Integration neue topolo-
gische Geometrien in einer gemeinsamen topologischen Ebene zu erzeugen. Das kann durch Hinzufu¨gen
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ra¨umlicher Attribute (Punkt, Fla¨che, Linie) zur Klasse Geometriereferenz erfolgen. Zu Beginn einer
geometrischen Integration werden dann zuna¨chst sa¨mtliche Geometrien aus den Quelldatenbesta¨nden
in dieses topologische Referenzmodell u¨bertragen. Die geometrischen Anfragen bezu¨glich der Inzidenz
von Objekten werden zu topologischen Anfragen, die kombinatorisch beantwortet werden ko¨nnen.
Ein Nachteil der skizzierten Vorgehensweise ist, dass durch die Verschneidung der Geometrien in
der topologischen Ebene Schnittpunkte entstehen, die unter Umsta¨nden fu¨r die geometrische Integra-
tion nicht von Belang sind. Weiter treten im Verlauf der Integration unterschiedliche Anfragen an
die ra¨umlichen Objekte auf, die jeweils eine unterschiedliche topologische Strukturierung der Objekte
erfordern. Das heißt, nach einem Verarbeitungsschritt (z.B. Generierung von Geradheitsbedingun-
gen) mu¨ssten gegebenfalls die Topologieregeln des topologischen Referenzmodells gea¨ndert, und der
Verschneidungsprozess (topology engine) erneut angestoßen werden.
In praktischen Untersuchungen mit der Smallworld CST hat sich gezeigt, das die Erzeugung eines
expliziten topologischen Referenzmodells unter dem Aspekt der Performanz des Verfahrens unbefriedi-
gende Ergebnisse liefert. Zwar sind die Anfragen an das Modell schnell bearbeitet; die Eintragung und
Verschneidung der neuen Objekte kommt jedoch der Erzeugung eines Replikats des Datenbesta¨nde
mit neuer topologischer Struktur gleich und hat sich insgesamt als zu aufwa¨ndig erwiesen. Das mag
jedoch fu¨r andere Referenzmodelle, die nicht in der Smallworld CST erzeugt werden, anders sein.
Insgesamt hat sich als effizienter erwiesen, die Referenzen auf die Geometrien mit einem leichtge-
wichtigen ra¨umlichen Index (Bounding Box und Quadtree) zu versehen und bei Bedarf die Geometrien
aus den origina¨ren Datenquellen anzufragen. Diese Vorgehensweise ist flexibler, und mit geeigneten
Caching Verfahren kann vermieden werden, dass geometrische Anfragen ha¨ufiger als no¨tig berechnet
werden mu¨ssen (vergleiche Kapitel 7).
5.5.4 Objektklassen fu¨r geometrische Bedingungen
Die Objektklassen fu¨r geometrische Bedingungen fassen die Punktmengen und gegebenenfalls skala-
re Gro¨ßen, die zur Definition geometrischer Bedingungen im Ausgleichungsmodell beno¨tigt werden,
zusammen.
Der Punkt bildet die Schnittstelle zu den geometrischen Bedingungen, die zwar in den Startsystemen
gesucht werden, sich jedoch auf die unbekannten Parameter der Koordinaten im Zielsystem (wahre
Karte) beziehen. Folgerichtig beziehen sich geometrische Bedingungen immer auf Punkte und nicht
etwa auf Startkoordinaten.
Die Klassen fu¨r geometrische Bedingungen sind Interpolationsbedingung, Parallelita¨t, Abstand
Punkt-Punkt, Abstand Punkt Gerade und die Winkelbedingung.
Bei der Interpolationsbedingung liegt eine geordnete Menge von Punkten vor, denen durch einen
enumerierten Datentyp eine Interpolationsvorschrift zugeordnet wird. Beispiele sind Geradheitsbedin-
gung, Rechtwinkelbedingung, Kreisbogen und Splines.
Die weiteren Bedingungen sind indirekt mit den Punkten u¨ber eine Kante verbunden. Die Kante
hat dabei keine topologische Bedeutung und dient ausschließlich der besseren Ordnung und Konsi-
stenzsicherung der Klassen.
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Identifier
a posteriori Coordinate
a posteriori Standard Deviation
Geometry (Point)
Point
Type
Interpolation
Distance
Parallelism
Distance
Distance Point-Point
Distance
Distance Point-Line
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*
2..*
0..*
1
0..1 0..*
Angle
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0..*0..* 0..*0..*
2
0..*
Geometry
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Constraints
Weight Factor
Geometry (Line)
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Abb. 5-11: Modell fu¨r geometrische Bedingungen
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6 Zuordnung korrespondierender ra¨umlicher
Objekte
Gema¨ß der Definition der Homogenisierung (5.3.4) wird eine Bijektion zwischen Punkten der wahren
Karte und ihren Realisierungen beno¨tigt. Dazu mu¨ssen die Instanzen unterschiedlicher Repra¨senta-
tionen identischer Realweltobjekte in den beteiligten Datensa¨tzen identifiziert werden. Automatische
Zuordnungsverfahren, die eine Bijektion homologer ra¨umlicher Objekte angeben, sind Gegenstand
dieses Kapitels.
Zu Beginn des Integrationsprozesses sind keine oder nur wenige korrespondierende ra¨umliche Objek-
te explizit, das heißt aufgrund identifizierender thematischer Attribute der zugeho¨rigen raumbezogenen
Objekte bekannt. Gegenu¨ber der Integration rein thematischer Daten besteht bei der Integration raum-
bezogener Objekte die Mo¨glichkeit der Identifikation von Korrespondenzen anhand der geometrisch-
topologischen Merkmale.
Die interaktive Bestimmung von Korrespondenzen durch einen visuellen Vergleich ra¨umlicher Ob-
jekte ist mo¨glich, scheidet jedoch bei großen Zuordnungsproblemen aufgrund des hohen Zeitaufwands
als alleiniges Zuordnungsverfahren aus. Um einen wirtschaftlichen Nutzen mit der geometrischen In-
tegration – insbesondere im Verha¨ltnis zu der Neuerfassung und Neuberechnung auf der Grundlage
alter Messungen – erzielen zu ko¨nnen, wird ein automatisiertes Verfahren fu¨r die Identifikation korre-
spondierender ra¨umlicher Objekte beno¨tigt.
6.1 Zuordnungsprobleme der geometrischen Integration
Die verschiedenen Anwendungsfa¨lle der geometrischen Integration resultieren in unterschiedlichen Zu-
ordnungsproblemen. Maßgeblich fu¨r die Art des Zuordnungsproblems ist Grad der Heterogenita¨t der
Datenbesta¨nde (vergleiche Kapitel 4.2.1).
Die prima¨re Eingangsgro¨ße bei der Bestimmung von Transformationen sind die Koordinaten iden-
tischer Punkte. Idealerweise sollte ein Zuordnungsverfahren daher eine Bijektion bp zwischen den
Punkten zweier Karten erzeugen.
Neben Punkten findet man in Karten weitere Geometrietypen. Die Zuordnung dieser Geometrien ist
oft leichter zu lo¨sen als das Zuordnungsproblem auf Ebene der Punkte. Besteht eine Bijektion zwischen
Linien bl oder Fla¨chen bf , kann diese fu¨r die Einschra¨nkung des Suchraums des Punktzuordnungspro-
blems verwendet werden, da homologe Punkte bei struktureller U¨bereinstimmung der Geometrien nur
zwischen homologen Linien und Fla¨chen auftreten.
Allerdings ist insbesondere bei der Multi-Layer Integration zu beachten, dass zwar homologe Punk-
te in den Datenbesta¨nden vorliegen ko¨nnen, diese jedoch zu unterschiedlichen Geometrien geho¨ren
(Eckpunkt einer Geba¨udefla¨che – Endpunkt einer topographischen Linie). Bei der Erweiterung des
Erfassungsgebietes (zonale Fragmentierung) tritt ein a¨quivalentes Problem auf, wenn an den Ra¨ndern
der Gebiete homologe Punkte vorliegen (vergleiche Abbildung 4-1 auf Seite 62).
Die Zuordnung von Linien und Fla¨chen ist offensichtlich nur dann mo¨glich, wenn diese in beiden
Datenbesta¨nden (Start- und Zielsystem) vorliegen. Bei der Fortfu¨hrung von Prima¨rdatenbesta¨nden
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und der Ersterfassung mittels Digitalisierung aus analoger Vorlage liegen im Startsystem (Digitalisier-
system) vollsta¨ndige Geometrien vor, jedoch entha¨lt das Zielsystem nur Punktgeometrien.
Eine triviale Lo¨sung des Zuordnungsproblems erha¨lt man fu¨r den Fall, dass die Identifikatoren der
Punktgeometrien in beiden Karten dem gleichen Namensraum entstammen oder aber identifizierende
Attribute abgeleitet werden ko¨nnen [Bishr 1999; Frank 1999; Neilling 1999].
Man muss jedoch davon ausgehen, dass keine Zuordnung u¨ber Identifikatoren mo¨glich ist, und
u¨ber thematische Attribute lediglich eine Einschra¨nkung des exponentiell anwachsenden Suchraums
ermo¨glicht wird.
Fu¨r die Lo¨sung des Zuordnungsproblems verbleibt als letzte Mo¨glichkeit die rein geometrische In-
formation in Form der Koordinaten der Punkte.
6.2 Zuordnungsstrategie fu¨r die geometrische Integration
Als Gesamtstrategie der Zuordnung wird ein top-down Ansatz von der semantischen Ebene u¨ber kom-
plexe geometrische und topologische Eigenschaften bis auf die Ebene der Punktkoordinaten verwendet.
• Semantische Aufteilung in Zuordnungsebenen
Zuna¨chst erfolgt eine Abbildung der Geometrien in unterschiedliche Zuordnungsebenen nach se-
mantischen Gesichtspunkten. Der Abbildungsmechanismus wird gesteuert durch eine Menge von
Zuordnungsregeln (vergleiche Kapitel 5.5.2). Der weitere Zuordnungsprozess findet jeweils zwi-
schen den Objekten gleicher Zuordnungsebenen statt, so dass eine Einschra¨nkung des Suchraums
eintritt. Die Aufteilung der Geometrien in Zuordnungsebenen dient der Vermeidung von Zuord-
nungen zwischen semantisch heterogenen Objekten. Aufgrund des Mangels an formalisierten
Metadaten muss die Abbildung einzelner Klassen in die Zuordnungsebenen interaktiv erfolgen.
Eine Automation ist beispielsweise auf der Grundlage formaler Ontologien der beteiligten Daten-
modelle denkbar, wobei Klassen, die zu einem gemeinsamen Konzept der Top-Level-Ontologie
geho¨ren, in einer Zuordnungsebene behandelt werden (vergleiche Kapitel 3.4.5) [Fonseca et al.
2002]. Eine instanzabha¨ngige Aufteilung in Zuordnungsebenen aufgrund von Attributen und
Relationen kann mit den Pra¨dikaten der Zuordnungsregeln erfolgen.
heterogene
Datenbestände
Zuordnungsebene
„Grenzen“
Zuordnungsebene
„Gebäude“
Abb. 6-1: Zuordnungsebenen zu der Einschra¨nkung des Suchraums
• Maßstabsanpassung
Im Anschluss an die semantische Aufteilung in Zuordnungsebenen erfolgt die Beru¨cksichtigung
von Multiskaleneffekten durch eine Generalisierung, um die Zuordnung zwischen Objekten mit
unterschiedlichem Detaillierungsgrad zu ermo¨glichen. Dabei werden Algorithmen zur Vereinfa-
chung von Linien (z.B. Geba¨udeumringen) eingesetzt. Ein Beispiel hierfu¨r ist in Abbildung 4-3
auf Seite 62 gegeben.
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• Zuordnung von Linien und Fla¨chen
Nach der Anpassung der Geometrien kann die Zuordnung von Fla¨chen und Linien erfolgen, soweit
diese in beiden Datenbesta¨nden vorliegen. Bei Fla¨chen, die nicht einer Tesselation angeho¨ren,
kann der weitere Zuordnungsprozess auf die Punkte korrespondierender Fla¨chen eingeschra¨nkt
werden. Bei der Layer-Integration kann der Fall auftreten, dass keine zusammenha¨ngenden Ob-
jekte (nur Liniensegmente) gebildet wurden, so dass in einem Vorverarbeitungsschritt zuna¨chst
die Aggregation der Segmente zu zusammenha¨ngenden Linien und Fla¨chen (connected com-
ponents) durchgefu¨hrt werden muss [Go¨sseln und Sester 2003a].
• Extraktion punktbezogener Merkmale
Auf der Ebene der Punkte ko¨nnen topologische und geometrische Informationen zur weiteren
Einschra¨nkung des Suchraums benutzt werden. Beispielsweise sollte die Anzahl der abgehen-
den Linien (Kanten) eines Knotens zwischen den korrespondierenden Punkten zweier topolo-
gisch homo¨omorpher Karten u¨bereinstimmen. Als geometrisches Merkmal kann beispielsweise
die Richtung der abgehenden Linien betrachtet werden (Spider Funktion). Es ist jedoch zu be-
achten, dass bei vielen Integrationsproblemen keine exakte U¨bereinstimmung der Topologie der
Karten vorzufinden ist, so dass die genannten Merkmale nicht in aller Strenge zur Einschra¨nkung
der Zuordnung benutzt werden du¨rfen.
• Geometrische Punktzuordnung
Nach den semantischen, topologischen und geometrischen Einschra¨nkungen bleibt das Problem
der Zuordnung homologer Punkte der Karten. Die Zuordnung erfolgt allein auf der Grundlage
der Koordinaten der Punkte.
Semantische Aufteilung in
Zuordnungsebenen
Linienvereinfachung bei
Multiskaleneffekten
Aggregation und Zuordnung
von Flächen und Linien
Punktbezogene topologische
und geometrische Merkmale
Geometrische Zuordnung
der Punkte
Abb. 6-2: Top-down Zuordnungsverfahren fu¨r die geometrische Integration
In der Abbildung 6-2 ist das beschriebene top-down Zuordnungsverfahren zusammengefasst. Der
Ablauf kann fu¨r sa¨mtliche der beschriebenen Zuordnungsprobleme angewendet werden. Es ist jedoch
zu beachten, dass fu¨r eine Reihe von Anwendungsfa¨llen keine Einschra¨nkung u¨ber die Zuordnung
korrespondierender Fla¨chen und Linien vorgenommen werden kann. Der genannte Fall der Prima¨rda-
tenaktualisierung mit einer Punktwolke im Zielsystem ist ein Beispiel dafu¨r.
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Allen Integrationsproblemen gemein ist der letzte Schritt in der Prozesskette des Zuordnungspro-
blems: die geometrische Zuordnung der Punktmengen. In diesem Kapitel richtet sich der Blick daher
prima¨r auf die Verfahren zur Zuordnung von Punkten.
6.3 Zuordnung von Punktmengen
Im Anschluss an eine formale Definition des Zuordnungsproblems werden in diesem Abschnitt ver-
schiedene Algorithmen zur Zuordnung von Punktmengen vorgestellt.
6.3.1 Definition des Zuordnungsproblems fu¨r Punkte
Gegeben seien zwei finite Mengen von Punkten A und B in der euklidischen Ebene <2,
A = {a1, . . . ,an} B = {b1, . . . , bm} (6.3-1)
mit jeweils |A| = n und |B| = m Elementen (|.| gibt die Kardinalita¨t der Mengen an). Das Zuord-
nungsproblem la¨sst sich mit Hilfe eines bipartiten Graphen darstellen [Lawler 1976]:
Definition 6.3.1 (Bipartiter Graph) Ein bipartiter Graph ist ein Graph G, dessen Knotenmenge
V in zwei disjunkte Teilmengen A und B aufgeteilt ist und dessen Kanten E jeweils einen Knoten aus
A mit einem aus B verbinden.
G = (V,E) = (A ∪B,E) E = {(ai, bj)|ai ∈ A, bj ∈ B} (6.3-2)
Die Kanten des bipartiten Graphen verlaufen ausschließlich zwischen Knoten aus unterschiedlichen
Punktmengen. Kanten zwischen den Knoten einer Punktmenge sind nicht erlaubt. In dem Modell des
bipartiten Graphen ist es mo¨glich, dass ein Knoten (Punkt) aus A mit multiplen Knoten (Punkten)
aus B durch Kanten verbunden ist. Solche Abbildungen zwischen den Punktmengen sind in der geome-
trischen Integration von Karten nicht zula¨ssig, da durch sie keine Bijektion erkla¨rt ist. Es bedarf daher
zu der Definition des Zuordnungsproblems auf der Grundlage des bipartiten Graphen einer weiteren
Einschra¨nkung [Efrat et al. 2001].
Definition 6.3.2 (Zuordnung) Eine Zuordnung ist eine Teilmenge der Kanten M ⊆ E eines bipar-
titen Graphen G = (A ∪B,E), so dass jeder Knoten v ∈ A ∪B in ho¨chstens einer Kante vorkommt.
Eine Zuordnung M ist maximal, wenn es keine Zuordnung M ′ gibt mit |M | < |M ′|. Eine perfekte
bipartite Zuordnung liegt vor, wenn jeder Knoten v zu genau einer Kante aus M geho¨rt.
Das Problem der Zuordnung bipartiter Graphen (bipartite graph matching) ist grundsa¨tzlich nicht
geometrisch. Im Folgenden wird angenommen, dass die Knoten des bipartiten Graphen durch die
Koordinaten der zugeho¨rigen Punkte in die euklidische Ebene eingebettet sind.
Eine perfekte bipartite Zuordnung kann im Falle der geometrischen Integration nur zwischen zwei
Karten mit exakt gleicher Anzahl von Punkten auftreten. In der Praxis wird man zum einen eine
unterschiedliche Anzahl von Punkten n 6= m antreffen. Daru¨berhinaus sind Punkte in den Karten
enthalten, die keine Entsprechung in der jeweils anderen Karte besitzen.
Zu der Konstruktion eines Zuordnungsalgorithmus muss ein bestimmtes Kriterium in Form einer
Zielfunktion gegeben sein. Fu¨r die Definition der Zielfunktion wird eine Kostenfunktion beno¨tigt, die
einer Kante e ∈ E einen Kostenwert zuordnet.
Gegeben sei eine bijektive ZuordnungM der Punktmengen A und B. Die Gesamtheit aller mo¨glichen
Zuordnungen sei gegeben durch die Menge Z.
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Definition 6.3.3 (Flaschenhals Distanz, bottleneck distance) Die maximale euklidische Distanz δ
innerhalb der Menge der zugeordneten Paare von Punkten sei gegeben durch max(M).
max(M) = max
(ai,bj)∈M
(δ(ai, bj)) (6.3-3)
Die Flaschenhals Distanz ist das Minimum der maximalen Distanz minmax(M) u¨ber alle mo¨glichen
Zuordnungen Z.
 = minmax(M) = min
M∈Z
max
(ai,bj)∈M
(δ(ai, bj)) (6.3-4)
Die Flaschenhals Distanz definiert somit ein Optimierungsproblem fu¨r die Suche nach einer Zu-
ordnung mit minimaler Maximaldistanz  der zugeordneten Punkte. Umgekehrt kann man mit der
Flaschenhals Metrik ein Entscheidungsproblem definieren, bei dem fu¨r einen vorgegebenen Wert fu¨r
 nach einer maximalen Zuordnung gesucht wird. Der Wert  kann dabei als Zuordnungsradius inter-
pretiert werden, der nicht u¨berschritten werden soll.
Bei den Zuordnungsproblemen der geometrischen Integration ist davon auszugehen, dass eine (zu-
mindest) lineare Transformation zwischen den Punktmengen A und B vorliegt. Die Messung der
Abweichung einer Zuordnung zwischen A und B sollte dann unter Beru¨cksichtigung der Transforma-
tion erfolgen [Alt und Guibas 2000; Ambu¨hl et al. 2000; Akutsu et al. 1998; Efrat et al.
2001]. Diese Forderung fu¨hrt zu der Definition der -Kongruenz unter einer bestimmten Gruppe von
Transformationen.
Definition 6.3.4 (-Kongruenz) Eine Menge von Punkten A ist -kongruent zu einer Punktmenge
B unter der Flaschenhals-Metrik minmax(M) und einer Transformationsgruppe G : R2 7→ R2, wenn
eine Transformation g ∈ G und eine bijektive Zuordnung b : A→ B existiert, so dass fu¨r jeden Punkt
ai ∈ A, δ(g(ai), b(ai)) < .
Das Ziel eines Zuordnungsverfahrens kann nun definiert werden als Ableitung der gro¨ßten gemein-
samen Punktmenge unter -Kongruenz (largest common point set, (LCP)).
Definition 6.3.5 (Gro¨ßte gemeinsame Punktmenge unter -Kongruenz) Die gro¨ßte gemein-
same Punktmenge zwischen A und B unter -Kongruenz ist die Teilmenge A′ ⊂ A mit maximaler
Kardinalita¨t welche -kongruent zu einer Teilmenge aus B ist.
Der LCP unter -Kongruenz ist eine exakte Beschreibung des Ziels Korrespondenzanalyse der geo-
metrischen Integration. Der Wert  sollte so groß gewa¨hlt werden, dass die bei Annahme einer linearen
Transformation zu erwartenden Restklaffen die Punktzuordnung nicht verhindern. Die Restklaffen set-
zen sich, wie bereits in Kapitel 5.2.3.4 erwa¨hnt wurde, zusammen aus dem Signal und dem zufa¨lligen
Fehler der Realisierung einer Karte.
Die Komplexita¨t der Suche nach einer Lo¨sung fu¨r das LCP Problem ha¨ngt von der Zahl der Frei-
heitsgrade der verwendeten Transformationen ab. Es existieren Algorithmen, die das LCP Problem
unter verschiedenen Transformationsguppen (orthogonale und Affintransformation) in polynomieller
Zeit mit O(n8) exakt lo¨sen [Alt und Guibas 2000; Ambu¨hl et al. 2000], die jedoch sehr aufwendig
zu implementieren sind. In der geometrischen Integration treten neben den linearen Transformationen
zusa¨tzliche nichtlineare Effekte auf, so dass eine weitere Steigerung der Komplexita¨t eintritt.
Im Folgenden werden daher einige heuristische Algorithmen vorgestellt, die zwar keine exakte Lo¨sung
im Sinne des LCP Problems garantieren, jedoch leichter zu implementieren sind, und auf einfache Weise
fu¨r nichtlineare Transformationsmodelle erweitert werden ko¨nnen.
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Es ist denkbar, dass beim LCP bezu¨glich der Bottleneck Distanz  multiple Zuordnungen zu einer
gleichwertigen Lo¨sung fu¨hren. Dann kann als weitere Zielfunktion zu der Optimierung der Zuordnung
die Summe der Abstandsquadrate zwischen den Punktmengen benutzt werden.
Definition 6.3.6 (Minimale quadratische Distanz) Die Quadratsumme der euklidischen Distan-
zen δ zwischen allen zugeordneten Paaren von Punkten einer Zuordnung M sei gegeben durch
∑
M2.∑
M2 =
∑
(ai,bj)∈M
δ(ai, bj) (6.3-5)
Die minimale quadratische Distanz ist das Minimum min
∑
M2 u¨ber die Menge aller mo¨glichen Zu-
ordnungen.
min
∑
M2 = min
M∈Z
∑
(ai,bj)∈M
δ2(ai, bj). (6.3-6)
6.3.2 Iterative Zuordnungsverfahren fu¨r Punkte
Die iterativen Verfahren zur Zuordnung von Punktmengen bestimmen abwechselnd eine Zuordnung
der Punkte und darauf folgend eine Transformation zwischen den Punktmengen auf der Grundlage
der Zuordnung.
Die Zuordnung der Punkte erfolgt nach einem lokalen Kriterium, indem beispielsweise der na¨chst
liegende Punkt zugeordnet wird. Die Zuordnung kann durch einen geometrischen Fangkreis  (Maxi-
malabstand) eingeschra¨nkt werden.
Das iterative Zuordnungsverfahren ist in den bekannten Verfahren der geometrischen Integrati-
on weit verbreitet. Sowohl in den Conflation Ansa¨tzen des Bureau of the Census [Saalfeld 1993,
S.28] als auch in den klassischen Homogenisierungsverfahren [Morgenstern et al. 1988; Landes-
vermessungsamt NRW 1994] sind entsprechende Verfahren enthalten. Unabha¨ngig davon ist ein
a¨quivalenter Algorithmus fu¨r die Zuordnung von dreidimensionalen Punkthaufen zur Scha¨tzung von
Transformationsparametern entwickelt worden [Besl und McKay 1992], der auch fu¨r die Zuordnung
von Punktdaten aus Karten verwendet werden kann [Go¨sseln und Sester 2003a; Go¨sseln und
Sester 2003b].
Unterschiede zwischen den Verfahren bestehen bezu¨glich der Definition des lokalen Zuordnungs-
kriteriums, das zur Bestimmung der Zuordnungen verwendet wird, und bezu¨glich des unterstellten
Transformationsmodells.
6.3.2.1 Iterative Zuordnung mit linearer Transformation
Die iterative Zuordnung mit linearer Transformation entspricht dem als iterated closest point set (ICP)
in [Besl und McKay 1992] vorgeschlagenen Verfahren.
Fu¨r die Zuordnung der Punkte wird eine Distanz-Metrik d zwischen einem Punkt ai ∈ A und den
Punkten der Menge B benutzt mit
dN (ai, B) = min
b∈B
δ(ai, b). (6.3-7)
Durch diese Metrik wird jedem Punkt ai aus A der na¨chste Nachbar bj aus B zugeordnet, fu¨r den
δ(ai, bj) = dN (ai, B) gilt. Die Suche nach dem Punkt mit dem ku¨rzesten Abstand erfordert im worst
case O(m) Operationen, wodurch sich bei einer Anzahl von n Punkten in A ein Gesamtaufwand von
O(mn) ergibt. Durch einen ra¨umlichen Index la¨sst sich dieser Aufwand allgemein auf O(n log(m))
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und bei gleichverteilten Punkten auf O(n) reduzieren. Auf der Grundlage der Metrik (6.3-7) wird der
Korrespondenz-Operator C(A,B) definiert, der den Mengen A und B die Menge der Kanten M des
bipartiten Graphen Gd(Ad ∪ Bd,M) zwischen den Punkten mit den ku¨rzesten Absta¨nden zuordnet
mit
M = C(A,B). (6.3-8)
Bei der Bestimmung von M ist zu beru¨cksichtigen, dass das closest point Kriterium nicht eindeutig
ist. So kann ein Punkt aus B zugleich na¨chster Nachbar von multiplen Punkten aus A sein. Um
einen bipartiten Graphen zu erhalten, wird nur das Punktpaar mit dem ku¨rzesten Abstand in M
aufgenommen.
Aus der gegebenen Zuordnung M kann nun eine Transformation TM
TM : Ad → Bd (6.3-9)
mittels Ausgleichung bestimmt werden. Durch die Ausgleichung erha¨lt man neben den sechs Trans-
formationsparametern t der ebenen Affintransformation durch den mittleren Punktfehler σ ein Maß
fu¨r die Gu¨te der U¨bereinstimmung der Punktmengen. Es wird ein Transformationsoperator definiert,
der aus der Zuordnung M die Transformationsparameter und die Standardabweichung ermittelt mit
(t, σ) = Tr(M) = Tr(Ad, Bd) (6.3-10)
Der ICP Algorithmus arbeitet in den folgenden Schritten [Besl und McKay 1992]:
• Initialisierung der Iteration durch Festlegung der Punktmenge A0 = A, der Transformationspa-
rameter t0 mit einer Einheitstransformation und dem Iterationsindex k = 0. Die folgenden vier
Schritte werden iterativ wiederholt, bis die Konvergenz innerhalb eines vorgegebenen Schwell-
wertes τ erreicht wird:
1. Berechnung der Menge der ku¨rzesten Punkte: Mk = C(Ak, B).
2. Berechnung der Transformation: (tk, σk) = Tr(M)
Die Transformation wird immer in Bezug auf die origina¨ren Koordinaten A0 bestimmt.
3. Anwendung der Transformation auf die Punktmenge: Ak+1 = Tk(A0)
4. Terminierung der Iteration, wenn die A¨nderung des mittleren Punktfehlers unterhalb des
Schwellwertes τ liegt: σk − σk+1 < τ
Es kann gezeigt werden, dass der ICP Algorithmus monoton gegen ein lokales Minimum in Bezug
auf die kleinste Quadrate Zielfunktion der Punktabsta¨nde konvergiert.
Die Begru¨ndung liegt darin, dass die Ausgleichung fu¨r eine gegebene Zuordnung M eine Trans-
formation ermittelt, die einem Minimum der kleinste Quadrate Funktion entspricht und damit den
mittleren Abstand der Punkte minimiert. Die Zuordnung nach dem closest point Kriterium reduziert
wiederum den Abstand fu¨r jeden einzelnen Punkt, was in der Summe auch zu einer Minimierung des
mittleren Abstandes fu¨hrt.
Die lokale Konvergenz des Verfahrens ist darin begru¨ndet, dass in den ersten Iterationen schlechte
Na¨herungswerte fu¨r die Transformationsparameter vorliegen ko¨nnen. Dann kommt es zu groben Fehl-
zuordnungen. Das Verfahren konvergiert global nur dann, wenn die richtigen Zuordnungen u¨berwiegen
und auch einen sta¨rkeren Einfluss auf die Transformationsparameter haben als die Fehlzuordnungen.
Liegen zu Beginn des Zuordnungsverfahrens bereits einige zugeordnete Punkte vor, kann vorab eine
Transformation mit diesen Punkten bestimmt werden. Das ICP Verfahren beginnt dann mit dem
zweiten Schritt der Iteration (Transformation).
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Das ICP Verfahren kann mit Schwellwerten fu¨r den Punktabstand bei Zuordnungen erweitert wer-
den, so dass beispielsweise Zuordnungen, die das dreifache der a priori erwarteten Standardabwei-
chung u¨bertreffen nicht erlaubt werden. Die Vermeidung von Fehlzuordnungen bei Mehrdeutigkeiten
an Punktha¨ufungen gelingt, indem fu¨r eine neue Zuordnung gefordert wird, dass sie um einen (Ein-
deutigkeits-)Faktor besser (na¨her) sein muss als ihre zweitbeste Alternative.
Die genannten Techniken werden im Kontext der Homogenisierung als Doppelte Fangkreise oder
auch Zuordnungs- und Abstandstoleranzen bezeichnet [Morgenstern et al. 1988; Landesvermes-
sungsamt NRW 1994]. Der restriktive Gebrauch von Fangradien setzt voraus, dass hinreichend gute
Na¨herungswerte fu¨r die Transformation vorliegen. Andernfalls verhindern die Abstands- und Zuord-
nungstoleranzen die Suche nach der global optimalen Zuordnung.
In diesem Zusammenhang hat es sich bei Zuordnungsproblemen mit schlechten Startwerten als
vorteilhaft erwiesen, die Fang- und Abstandsradien weniger restriktiv zu wa¨hlen, und eine anschlie-
ßende U¨berpru¨fung der Zuordnung anhand eines Ausreißertests fu¨r Beobachtungspaare durchzufu¨hren
[Koch 1985].
6.3.2.2 Iterative Zuordnung mit robustem Scha¨tzer
Es ist eine bekannte Eigenschaft der Methode der kleinsten Quadrate, dass bereits einzelne (ein) Aus-
reißer in Beobachtungen zu einer groben Verfa¨lschung der Transformationsparameter fu¨hren ko¨nnen
(Verschmierungseffekte). Um die Konvergenz des ICP Verfahrens zu verbessern bietet sich an, es mit
den Verfahren der robusten Parameterscha¨tzung zu kombinieren. Der Einsatz eines robusten Scha¨tzers
zur Bestimmung der Affintransformation zwischen den Punktmengen a¨ndert den Ablauf des ICP Al-
gorithmus nicht.
Die robusten Verfahren der Parameterscha¨tzung zeichnen sich dadurch aus, dass sie gegenu¨ber
Fehlern in den Beobachtungen unempfindlich sind. Dabei wird die Zielfunktion der Quadratsumme
der Residuen, die zu den Verschmierungseffekten der Ausreißer fu¨hrt, durch eine unempfindlichere
Funktion ersetzt. Insbesondere soll erreicht werden, dass der Einfluss einer einzelnen Beobachtung auf
die Scha¨tzung beschra¨nkt bleibt.
Die Berechnung von robusten Scha¨tzern kann mittels iterativer Re-Gewichtung im Gauß-Markoff-
Modell erfolgen mit [Koch 1996; Koch 1997, S.280]
βˆ
(0)
= (X ′X)−1X ′y (6.3-11)
βˆ
(k+1)
= (X ′W kX)−1X ′W ky, (6.3-12)
worin W k eine diagonale Gewichtsmatrix bedeutet mit
W k = diag(wk1 , . . . , w
k
n), w
(k)
i = ψ
(
eˆ
(k)
i
σ
)
/
(
eˆ
(k)
i
σ
)
(6.3-13)
und
eˆ(k) =Xβˆ
(k) − y. (6.3-14)
Fu¨r die Berechnung der Scha¨tzwerte wird anstelle von (6.3-12) aus numerischen Gru¨nden besser der
folgende Zusammenhang fu¨r die Differenz der Parameter zweier Iterationen verwendet
βˆ
(k+1) − βˆ(k) = (X ′W kX)−1X ′W keˆ(k). (6.3-15)
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Die Funktion ψ(yi,β) ist die Ableitung der Zielfunktion der Maximum Likelihood Scha¨tzung nach
den unbekannten Parametern. Man erha¨lt genau dann eine robuste Scha¨tzung, wenn ψ(yi,β) eine
beschra¨nkte Funktion ist. Im Falle der Methode der kleinsten Quadrate gilt ψ(x) = x, so dass erwar-
tungsgema¨ß keine robuste Scha¨tzung vorliegt.
Eine robuste Scha¨tzung kann erreicht werden, wenn eine zusammengesetzte Wahrscheinlichkeits-
dichte fu¨r die Beobachtungen gewa¨hlt wird, die im Zentrum bis zu einer Grenze c aus einer Normal-
verteilung und an den Ra¨ndern aus einer Laplaceverteilung besteht. Beobachtungen, die im Intervall
[−c, c] liegen, werden daher wie bei der gewo¨hnlichen Parameterscha¨tzung behandelt. Außerhalb des
Intervalls befindet sich zusa¨tzliche Wahrscheinlichkeitsmasse zur Beru¨cksichtigung von Ausreißern. Die
Annahme der beschriebenen Wahrscheinlichkeitsdichte fu¨hrt auf den M-Scha¨tzer nach Huber mit den
Gewichten
wi = 1 fu¨r |eˆ(k)i ≤ cσ (6.3-16)
w
(k)
i =
cσ
|eˆ(k)|i
fu¨r |eˆ(k)i | > cσ. (6.3-17)
Weitere robuste Gewichtsansa¨tze, die auch eine Beru¨cksichtigung von Ausreißern in Hebelpunkten
zulassen, sind in [Koch 1996] angegeben.
In das Programm KATHOM wurde die robuste Parameterscha¨tzung mittels Re-Gewichtung nach
den Ansa¨tzen M-Scha¨tzerHuber, da¨nische Methode nachKarup und dem Gewichtsansatz nach Ben-
ning integriert [Benning 1996a]. Mit den Verfahren konnte in einigen Fa¨llen eine Verbesserung der
Zuordnung bei schlechten Na¨herungswerten fu¨r die Transformationsparameter erzielt werden, wobei
die Ansa¨tze nach Karup und Benning in einigen Beispielen robuster erschienen als der M-Scha¨tzer
nach Huber.
Zur robusten Scha¨tzung der Varianz innerhalb des Zuordnungsprozesses wird der MAD Scha¨tzer
Median Absolute Deviation verwendet, der sich aus dem Median der Residuen berechnen la¨sst mit
[Huber 1981, S.107]
σMAD =
MAD
1.483
=
mediani(|ei −medianj(ej)|)
1.483
(6.3-18)
und a¨ußerst robust gegenu¨ber Ausreißern in den Beobachtungen ist.
Die Auswirkung der Scha¨tzer auf die Parameter einer Affintransformation sind in Abbildung 6-3 am
Beispiel eines Datensatzes mit einem fest vorgegebenen Ausreißer dargestellt. Der Effekt des robusten
Scha¨tzers auf das Ergebnis des ICP Algorithmus ist in Abbildung 6-4 enthalten. Wa¨hrend die Zuord-
nung mit der gewo¨hnlichen Ausgleichung in dem lokalen Minimum der ersten Iteration verbleibt, kann
sich das Verfahren mit robustem Scha¨tzer aus dem lokalen Minimum befreien und findet das globale
Minimum.
6.3.2.3 Iterative Zuordnung mit nichtlinearer Transformation
Durch die lineare Transformation bleibt das gegebenenfalls vorhandene nichtlineare Signal der Karten
unberu¨cksichtigt. Insbesondere bei gro¨ßeren Zuordnungsproblemen mit deutlichen lokalen Unterschie-
den in der Systematik der Restklaffungen kann das zu fehlerhaften Zuordnungen fu¨hren. So neigt das
ICP Verfahren dazu, die Transformation exakt an einen Haupttrend in den Daten anzupassen, der fu¨r
die Mehrheit der Punkte gu¨ltig ist. Fu¨r die restlichen Punkte, die einer anderen Systematik folgen, ist
diese Transformation nicht zutreffend, so dass in diesen Gebieten keine Zuordnungen gefunden werden.
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(a) (b)
(c) (d)
Abb. 6-3: Effekt der robusten Scha¨tzung auf die Transformation mit Passpunkten (gru¨ne Kreise)
und einem Ausreißer (roter Kreis) (a) L2-Scha¨tzer, (b), M-Scha¨tzer nach Huber, (c)
Scha¨tzer nach Karup, (d) Scha¨tzer nach Benning
Abb. 6-4: Ergebnis des ICP-Algorithmus fu¨r den Datensatz aus Abbildung 6-3 mit L2-Scha¨tzer
(fu¨nf Fehlzuordnungen=rote Symbole) und robustem Scha¨tzer nach Karup/Benning
(vollsta¨ndige Zuordnung).
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Restklaffenverteilung im ICP Verfahren Eine Mo¨glichkeit zur Beru¨cksichtigung des Signals der Rest-
klaffungen ist die Integration einer Restklaffenverteilung in das ICP Verfahren. Das wird beispielsweise
in [Landesvermessungsamt NRW 1994] fu¨r das Problem der automatisierten Sollpunktzuordnung
mit dem Interpolationsverfahren nach Overhoff durchgefu¨hrt. In [Saalfeld 1993] erfolgt von der
ersten Iteration an eine exakte Anpassung mit der stu¨ckweise linearen Interpolation in Dreiecken.
Ebensogut ko¨nnte eines der in Kapitel 5 dieser Arbeit beschriebenen Verfahren zum Einsatz kommen.
Problematisch an dieser Vorgehensweise ist, dass eine einmal getroffene Zuordnung aufgrund der ex-
akten Transformation in allen Folge-Iterationen erhalten bleibt (das closest point Kriterium ist immer
erfu¨llt). Ein Zuordnungsverfahren, das von der ersten Iteration an mit einer vollsta¨ndigen Verteilung
der Restklaffungen arbeitet, muss daher besondere Vorkehrungen zur Vermeidung von Fehlzuordnun-
gen enthalten. Eine Zuordnung von Datensa¨tzen mit schlechter initialer Kongruenz (starke Abweichung
von der Einheitstransformation) ist nach diesem Verfahren nicht mo¨glich.
Zweistufiger U¨bergang zur nicht-linearen exakten Transformation Eine Alternative zu der vollen
Restklaffenverteilung von der ersten Iteration an ist eine stufenweise Einfu¨hrung des Interpolationsver-
fahrens. Dabei wird zuna¨chst das ICP Verfahren mit dem linearen Ansatz zur Konvergenz gebracht. Im
Anschluss daran erfolgt ein erneuter Zyklus mit Restklaffenverteilung. Diese Vorgehensweise fu¨hrt in
praktischen Anwendungen ha¨ufig zu einer Verbesserung des Zuordnungsergebnisses (vergleiche Abbil-
dung 6-5)). Allerdings ist der U¨bergang zwischen den beiden Ansa¨tzen sehr sprunghaft. Insbesondere
falls sich das lineare ICP Verfahren an einen Haupttrend in den Restklaffungen angepasst hat, kann
durch die Verteilungen der Restklaffungen keine Verbesserung mehr erzielt werden.
Abb. 6-5: Zuordnungsergebnis mit linearer Transformation (links, 312 von 395 Zuordnungen), und
stufenweiser Transformation (linear und multiquadratisch, 332 von 395 Zuordnungen
Stetiger U¨bergang zu der nichtlinearen Transformation Ein stetiger U¨bergang zwischen der linea-
ren Affintransformation in den ersten Iterationen und einer exakten nichtlinearen Transformation der
Punkte kann durch die Verwendung eines Thin Plate Spline erzielt werden (vergleiche Abbildung 5-2
auf Seite 101). Durch einen großen Wert fu¨r den Gla¨ttungsparameter λ der Zielfunktion (5.3-114) des
Thin Plate Spline kann in den ersten Iterationen mit einer nahezu linearen Transformation gearbei-
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tet werden. Durch sukzessive Absenkung des Parameters gewinnt der kleinste Quadrate Anteil der
Zielfunktion an Gewicht, so dass eine zunehmende nichtlineare Anpassung der Transformation an die
vorgegebenen Passpunkte erfolgt. So la¨sst sich eine fehlertolerante Zuordnung in den ersten Iterationen
und eine Verteilung von Restklaffen in den spa¨teren Iterationen mit einem stetigen U¨bergang erzielen.
Abb. 6-6: Ergebnis der stufenlosen Anpassung mit dem Thin Plate Spline: 331/395 Zuordnungen
bei konstantem und 343/395 bei adaptivem Zuordnungsradius
Bei der Zuordnung mit dem Thin Plate Spline Spline kann ein adaptive Anpassung des Zuord-
nungsradius mit der (Ab-)Scha¨tzung der Varianz des Messfehlers nach (5.3-140) durchgefu¨hrt werden.
Aufgrund der zunehmenden U¨bereinstimmung der Daten fu¨r kleine Werte von λ ko¨nnen die Fangradi-
en sukzessive gesenkt werden, ohne dass Zuordnungen vorhergehender Iterationen verloren gehen. Der
Vorteil dieser Vorgehensweise liegt darin, dass parallel zum Zuordnungsradius auch der Abstandsradius
zur Vermeidung von Mehrdeutigkeiten gesenkt werden kann, so dass sich insgesamt mehr Zuordnungen
ergeben.
6.3.3 Weiche Zuordnung von Punktmengen: Softassign
Die Zuordnung von Punkten ist ein bina¨res Problem. Entweder zwei Punkte sind einander zugeordnet
oder sie sind es nicht. Insbesondere in den ersten Iterationen des ICP Verfahrens ko¨nnen sich geha¨uft
Zuordnungen ergeben, die nur mit geringem Abstand zu einer anderen alternativen Zuordnung getrof-
fen wurden. Durch die bina¨re Zuordnung wird diese Unsicherheit einer Zuordnung nicht beru¨cksichtigt.
Die Knappheit einer Zuordnungsentscheidung, und insbesondere die mo¨gliche Auswirkung der Alter-
nativzuordnung werden nicht beru¨cksichtigt. Ist eine Zuordnung erfolgt, geht sie unabha¨ngig von der
Knappheit der Entscheidung voll in die Bestimmung der Transformation ein.
Der Softassign Ansatz beseitigt das Problem der bina¨ren Zuordnung, indem multiple weiche Zuord-
nungen zwischen Punkten erlaubt werden [Gold et al. 1995; Rangarajan et al. 1997; Rangarajan
et al. 1999; Chui und Rangarajan 2000; Chui 2001]. Den multiplen Zuordnungen werden Gewich-
te zugeordnet, die in der Summe mit dem Gewicht eines Ausreißers den Wert Eins ergeben mu¨ssen.
Die Lo¨sung des Softassign Problems fu¨hrt auf die Minimierung eines Energiefunktionals, das von der
Zuordnung und den Transformationsparametern abha¨ngig ist.
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6.3.3.1 Energiefunktion des bina¨ren Zuordnungsproblems
Die Zuordnung zwischen den Punktmengen A und B la¨sst sich durch eine Korrespondenzmatrix Z
ausdru¨cken. Fu¨r jede Kante des bipartiten Graphen der Zuordnung M wird eine Eins eingetragen, die
restlichen Werte der Zuordnungsmatrix sind Null.
zij =
{
1 wenn (ai, bj) ∈M
0 andernfalls
(6.3-19)
Bei gleichgroßen Punktmengen und einer perfekten Zuordnung ist die Matrix Z eine quadratische
Permutationsmatrix, deren Zeilen- und Spaltensummen den Wert Eins ergeben. Um im Falle unter-
schiedlich großer Mengen von Punkten die Bedingung fu¨r die Zeilen und Spaltensummen zu erhalten,
wird Z jeweils um eine Zeile und Spalte erga¨nzt. Es gilt somit fu¨r die Zeilen- und Spaltensummen
n+1∑
i=1
zji = 1 fu¨r j ∈ 1, . . . ,m (6.3-20)
m+1∑
j=1
zji = 1 fu¨r i ∈ 1, . . . , n. (6.3-21)
Mit Hilfe der Zuordnungsmatrix kann eine Energiefunktion fu¨r die Bewertung von Zuordnungen defi-
niert werden mit
E(Z, f) =
n∑
i=1
m∑
j=1
zji||ai − f(bj)||2 + λ||Lf ||2 − ξ
n∑
i=1
m∑
j=1
zji. (6.3-22)
Die Funktion f : <2 → <2 definiert eine Abbildung von der Punktmenge B auf die Punktmenge A. Der
erste Term des Energiefunktionals entspricht der kleinste Quadrate Distanz der zugeordneten Punkte.
Der Term λ||Lf ||2 gibt ein Glattheitsmaß fu¨r die nichtlineare Abbildung f an. Der dritte Ausdruck
dient der Robustheitskontrolle, um zu verhindern, dass zu viele Ausreißer deklariert werden.
Durch die bina¨ren Werte aus Z treten Spru¨nge in der Energiefunktion auf, die eine Minimierung
der Energie als Optimierungsproblem erschweren.
6.3.3.2 Energiefunktion des Softassign Zuordnungsproblems
Der Softassign-Ansatz lockert die bina¨ren Korrespondenzvariablen der Matrix Z, so dass sie belie-
bige Werte aus dem Intervall [0, 1] annehmen ko¨nnen, wobei die Summenbedingungen (6.3-20) und
(6.3-21) fu¨r die Zeilen und Spalten erhalten bleibt. Dadurch werden partielle weiche Zuordnungen
zwischen den Punkten erlaubt und die Suche nach einer optimalen Lo¨sung kann ohne Spru¨nge in
einem stetigen Optimierungsprozess erfolgen. Aufgrund der Summenbedingungen handelt es sich bei
der Matrix Z um eine doppelt stochastische Matrix. Fu¨r die Einhaltung der Summenbedingungen des
Zuordnungsprozesses kann der Sinkhorn Algorithmus verwendet werden, der eine beliebige positive
Matrix durch alternierende Normierung der Zeilen und Spalten in eine doppelt stochastische Matrix
u¨berfu¨hrt [Sinkhorn 1964].
Im Laufe des Zuordnungsprozesses sollte eine Steuerung des Grades an Zufa¨lligkeit der Zuordnungen
erfolgen. Zu Beginn der Zuordnung sollten mo¨glichst viele Punkte als Kandidaten betrachtet werden,
was einem hohen Grad an Zufa¨lligkeit entspricht. Geometrisch kann das als großer Zuordnungsradius
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(Suchraum) interpretiert werden, so dass keine Lo¨sungen unberu¨cksichtigt bleiben. Mit zunehmen-
dem Fortschritt der Zuordnung sollte die Zufa¨lligkeit reduziert werden und schließlich in eine bina¨re
Zuordnung gema¨ß (6.3.2) u¨bergehen.
Die skizzierte Anpassung der Zufa¨lligkeit an den Zuordnungsprozess kann mit Hilfe des Deterministic
Annealing erfolgen. Dabei wird ein Entropie Term
T
n∑
i=1
m∑
j=1
zji log(zji) (6.3-23)
zu der urspru¨nglichen Energiefunktion hinzugefu¨gt. Die Werte der Zuordnungsmatrix sind sa¨mtlich
kleiner als Eins. Der Entropie Term ist genau dann minimal, wenn alle zji gleich groß sind. Bei hohen
Temperaturen T wird damit die Zuordnung zu erho¨hter Zufa¨lligkeit (Entropie) gezwungen (Werte
kleiner 1), was zu einer Konvexifizierung der Zielfunktion fu¨hrt. Lokale Minima werden durch den
Entropie Term gegla¨ttet. Der Begriff des Deterministic Annealing wird in Analogie zum physikalischen
Abku¨hlen verwendet, bei dem mit abnehmender Temperatur eine zunehmende Festigkeit eintritt.
Die erweiterte kleinste Quadrate Energie Funktion ergibt sich damit zu
E(Z, f) =
n∑
i=1
m∑
j=1
zji||ai − f(bj)||2 + Tλ||Lf ||2 + T
n∑
i=1
m∑
j=1
zji log(zji)− ξ
n∑
i=1
m∑
j=1
zji. (6.3-24)
Die Scha¨tzung des Robustheitsparameters ξ zur Kontrolle der Ausreißer ist nur schwer mo¨glich, da
die Zielfunktion (6.3-24) kein direktes Modell fu¨r Ausreißer entha¨lt [Chui 2001, S.29]. Es wird daher
ein expliziter Ausreißer-Cluster eingefu¨hrt, dem multiple Punkte zugeordnet werden ko¨nnen. Als ein-
faches Modell des Ausreißer-Clusters kann der Schwerpunkt der Punktwolke verwendet werden. Die
exakte Lage des Punktes ist unerheblich, weil die Temperatur und Unbestimmtheit des Ausreißerterms
wa¨hrend der gesamten Zuordnung konstant gehalten wird. Er soll als garbage collector der Punkte
dienen, die keinen besseren Partner im Laufe der Zuordnung finden. Definiert man an+1 und bn+1
als Ausreißer-Cluster und T0 als ihren initialen konstanten Temperaturwert, erha¨lt man die Softassign
Energiefunktion mit explizitem Ausreißermodell zu [Chui 2001]
E(Z, f) =
n+1∑
i=1
m+1∑
j=1
zji||ai − f(bj)||2 + Tλ||Lf ||2 (6.3-25)
+T
n∑
i=1
m∑
j=1
zji log(zji)
+T0
n∑
i=1
zm+1,i log(zm+1,i) + T0
m∑
j=1
zj,n+1 log(zj,n+1) mit
an+1 =
∑
i=1
n
ai
n
und bm+1 =
∑
j=1
m
ai
m
.
6.3.3.3 Softassign Zuordnungsalgorithmus
Auf der Basis des Energiefunktionals 6.3-25 kann der Softassign Zuordnungsalgorithmus angegeben
werden. Es handelt sich wie bei dem ICP um ein Zweischritt-Verfahren, das alternierend das Korre-
spondenzproblem und das Transformationsproblem lo¨st.
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Die folgenden Beziehungen fu¨r die Unbekannten des Zuordnungsproblems lassen sich durch Diffe-
rentiation der Energiefunktion 6.3-25 nach den gesuchten Gro¨ßen ableiten.
1. Aktualisierung der Korrespondenzmatrix
Der zweite und dritte Term dient der Aktualisierung der Zeile und Spalte der Ausreißer.
zji =
1
T
e−
||aj − f(bi)||2
2T
fu¨r i = 1, . . . , n j = 1, . . . ,m (6.3-26)
zj+1,i =
1
T0
e−
||ai − bj+1||2
2T0
fu¨r i = 1, . . . , n j = 1, . . . ,m (6.3-27)
zj,i+1 =
1
T
e−
||ai+1 − f(bj)||2
2T0
fu¨r i = 1, . . . , n j = 1, . . . ,m (6.3-28)
Es folgt die Normalisierung der Matrix Z mit dem Sinkhorn Algorithmus, so dass die Summen-
bedingung fu¨r die Zeilen und Spalten eingehalten ist.
zji =
zji∑m+1
b=1 zbi
, i = 1, . . . , n (6.3-29)
zji =
zji∑n+1
b=1 zjb
, j = 1, . . . ,m (6.3-30)
2. Aktualisierung der Transformation
Nach einer Vereinfachung der Zielfunktion zur Vernachla¨ssigung der Ausreißer-Terme fu¨r A in
Z, die der Annahme des Template Matching entspricht (jeder Punkt aus A hat einen korrespon-
dierenden Punkt in B), erha¨lt man die Zielfunktion des Transformationsproblems zu
min
f
E(f) = min
f
m∑
j=1
zji||yj − f(bj)||2 + Tλ||Lf ||2mit yj =
∑n
i=1 zjiai∑n
i=1 zji
. (6.3-31)
Deterministic Annealing Die alternierenden Aktualisierungsschritte werden kontrolliert durch ein
Annealing-Schema, bei dem die Temperatur von einem Startwert Tinit = T0 sukzessive um einen
Faktor r, der auch als Abku¨hlungsrate (annealing rate) bezeichnet wird, verringert wird mit T k+1 =
T kr. Dadurch wird die Unbestimmtheit des Systems stu¨ckweise reduziert, wobei die Ausreißer auf
der initialen Temperatur verharren. Bei jeder Temperaturstufe wird das Korrespondenzproblem zur
Lo¨sung gebracht bis die vorgegebene finale Temperatur erreicht wird.
Analogie zum EM-Algorithmus Der hier deterministisch motivierte Softassign Ansatz la¨sst sich sto-
chastisch als modifizierter EM-Algorithmus begru¨nden [Cross und Hancock 1998; Chui 2001,
S.125] (allgemein zum EM-Algorithmus siehe [Roschlaub 1999; Luxen und Brunn 2003]). Dabei
entspricht der E-Schritt der Bestimmung der Korrespondenz zji. ImM -Schritt werden die Transforma-
tionsparameter ermittelt. Der Temperaturparameter kann in diesem Kontext als Varianz der Punkte
aus A interpretiert werden, wobei ein isotropes Kovarianzmodell mit (Σaa = TI) unterstellt wird.
Chui weist zudem auf die Analogie des Softassign zum Graph Matching Problem hin. Prinzipiell
stellt die Funktion (6.3-25) eine Erweiterung der Kleinste Quadrate Distanz 6.3.6 des gewichteten
Graph-Matching dar, wobei die Eintra¨ge der Korrespondenzmatrix den Kanten des bipartiten Graphen
entsprechen.
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Wahl der Funktion f und des Glattheitsmaßes ||Lf || Benutzt man als Maß fu¨r die Glattheit ||Lf ||
der Funktion f die Sobolev Seminorm (5.3-112), so ergibt sich als Lo¨sung des Transformationsproblems
der Thin Plate Spline. Die Einbeziehung der Temperatur in den Glattheitsterm bewirkt eine starre
Transformation zu Beginn der Zuordnung und fu¨hrt zu einer steigenden nichtlinearen Anpassung bei
zunehmender Abku¨hlung von T . Durch den Term ||Lf || wird im Falle der Sobolev Seminorm nur die
Kru¨mmung der Funktion bestraft, die linearen Anteile geho¨ren zum Nullraum. Es hat sich daher bei
der geometrischen Integration, in der na¨herungsweise Einheitstransformationen vorliegen, als sinnvoll
erwiesen, die Abweichung des linearen Anteils des Thin Plate Splines von der Einheitstransformation
in das Kostenfunktional aufzunehmen.
Erweiterung zu der Beru¨cksichtigung von Vorinformationen Im Rahmen dieser Arbeit wurde der
Softassign Robust Point Matching Algorithmus (RPM) erweitert um die Beru¨cksichtigung von Vorin-
formationen u¨ber die Punktzuordnung. Einzelne Zuordnungsvariablen fu¨r die vorab richtige Zuordnun-
gen bekannt sind, werden in jeder Iteration mit dem Wert Eins belegt. Die alternativen Zuordnungen
der betreffenden Zeile und Spalte werden zu Null gesetzt. Damit die a priori bekannten Zuordnungen
einen sta¨rkeren Einfluss auf die Bestimmung der Transformation ausu¨ben, gehen diese mit einem um
den Faktor 100 ho¨heren Gewicht in das Gleichungssystem des Thin Plate Spline ein.
6.3.3.4 Softassign im Vergleich zu den ICP-basierten Verfahren
Der aufgezeigte Algorithmus liefert im Ergebnis eine Korrespondenzmatrix mit Elementen zij , die
als Gewicht oder Plausibilita¨t einer Zuordnung interpretiert werden ko¨nnen. In mehrdeutigen Zu-
ordnungsfa¨llen kommt das Verfahren in der Tat nicht zu eindeutigen Lo¨sungen, sondern vergibt die
Gewichte an die verschiedenen Zuordnungsalternativen (vergleiche Abbildung 6-7). Die Ha¨rte des Ver-
fahrens kann durch die Ho¨he der finalen Temperatur festgelegt werden. In den Testrechnungen wurde
mit der Start-Temperatur T0 = ∆x2+∆y2 begonnen und mit einem Abku¨hlungsfaktor von 0.93 bis auf
Tf = 1 iteriert. Der finale Gla¨ttungsparameter des Thin Plate Spline wurde mit λf = 1 vorgegeben,
und gemeinsam mit der Temperatur vom Startwert T0λf abgeku¨hlt.
Im Vergleich zu den harten Verfahren, die auf dem ICP Algorithmus basieren, liefert das Softas-
sign besonders bei schlechten Na¨herungswerten und bei stark nichtlinearen Deformationen bessere
Ergebnisse. Das Beispiel der Abbildung 6-8 ist durch starke Deformation (Translation, Rotation und
Maßstab) aus den urspru¨nglichen Daten abgeleitet worden. Es wurde zudem ein Rauschen von σ = 1m
zu den Koordinaten addiert. Das Verfahren hat ohne interaktiven Eingriff und ohne Angabe von Na¨he-
rungswerten zu 100% die richtigen Zuordnungen identifiziert. Es sei noch darauf hingewiesen, dass die
Linieninformationen nur zur besseren Interpretierbarkeit in der Abbildung enthalten sind. Das Ver-
fahren hat die Zuordnung allein auf Grundlage der Punktkoordinaten gefunden.
Ein Nachteil des Verfahrens ist die vergleichsweise hohe rechnerische Komplexita¨t, die bei k An-
nealing Schritten und l Iterationen pro Temperaturstufe allein aufgrund des Thin Plate Spline bei q
zugeordneten Punkten O(klq3) betra¨gt. Hinzu kommt der Aufwand fu¨r den Sinkhorn Algorithmus,
der in den durchgefu¨hrten Experimenten zu Beginn des Annealing 20–30 Iterationen beno¨tigte.
Weiter zeigte sich, dass bei starker Rotation und U¨berlappung der Punktwolken mitunter keine
Konvergenz gegen das globale Minimum erzielt wurde. In diesen Fa¨llen kann dem Verfahren durch
Einfu¨hrung von Vorinformation eine Hilfestellung gegeben werden, so dass semi-automatisch nach einer
interaktiven Zuordnung die restlichen Zuordnungen gefunden werden (vergleiche Abbildung 6-9).
Bei Anwendungsfa¨llen der geometrischen Integration, fu¨r die gute Na¨herungswerte der Transfor-
mationsparameter vorliegen und keine zu starken Nichtlinearita¨ten zu erwarten sind, kann daher auf
die iterativen Zuordnungsverfahren nach dem ICP , gegebenfalls mit robustem Scha¨tzer und Restklaf-
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Abb. 6-7: Multiple Zuordnungsalternativen im Ergebnis des Softassign (Prima¨re Lo¨sung in rot,
Alternative in gru¨n)
Abb. 6-8: Automatische Zuordnung stark ver-
zerrter Objekte mit dem Softassign
Ansatz
Abb. 6-9: Semi-automatische Zuordnung stark
verzerrter Objekte mit dem Softassign
Ansatz (eine Zuordnung a priori vor-
gegeben)
fenverteilung, zuru¨ckgegriffen werden. Bei stark abweichenden Startwerten erha¨lt man mit dem ICP
Algorithmus jedoch schlechtere Ergebnisse als mit dem Softassign RPM Verfahren, was abschließend
mit dem Beispiel als Abbildung 6-10 dokumentiert sei.
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Abb. 6-10: Fehlerhafte Zuordnung stark verzerrter Objekte mit dem ICP Ansatz
6.3.4 Beru¨cksichtigung topologischer und geometrischer Eigenschaften
Liegen in den beiden Datensa¨tzen der Punktmengen A und B zusa¨tzliche linien- und fla¨chenhafte Ob-
jekte vor, ko¨nnen die Beziehungen zwischen den Punkten und diesen Objekten als Zuordnungsmerkmal
verwendet werden. Bei struktureller Identita¨t der Datensa¨tze stimmt die Anzahl der abgehenden Kan-
ten eines Knotens (Grad des Knotens) in beiden Datensa¨tzen u¨berein. Zuordnungen sollten dann nur
zwischen Punkten mit identischem Knotengrad erfolgen.
Eine sta¨rkere Geometrisierung der Punkt-Linien Merkmale wird durch die Spider-Funktion zum
Ausdruck gebracht [Saalfeld 1987; Saalfeld 1993]. Fu¨r die Berechnung der Spider Funktion wird
eine Unterteilung des 2pi Vollkreises um jeden Punkt in n Sektoren der Gro¨ße 2pi/n vorgenommen. Die n
Sektoren werden eindeutig, beispielsweise gegen den Uhrzeigersinn, nummeriert. Durch die abgehenden
Linien eines Punktes, die nicht exakt auf der Grenze zweier Sektoren liegt, ergibt sich ein eindeutiges
Belegungsmuster der Sektoren. Das Belegungsmuster kann in ein Bitmuster konvertiert werden, indem
jeder Zelle ein Bit zugeordnet wird. Bei Verwendung von 32-bit Datentypen zur Speicherung der Spider-
Funktion erha¨lt man maximal n = 32 Sektoren der Gro¨ße 2pi/32.
Durch den Vergleich der Spider Funktionen ist ein Kriterium fu¨r die U¨bereinstimmung der Punk-
te gegeben, dass effizient u¨berpru¨ft und in einer Datenbank gespeichert werden kann. Dabei ist zu
beachten, dass aufgrund der diskreten Struktur der Spider Funktion kleinste A¨nderungen in den Lini-
enverla¨ufen zu einem neuen Belegungsmuster fu¨hren ko¨nnen. Es wurde daher ein gelockerter Vergleich
der Spider Funktionen implementiert, der neben der Zelle einer Linie auch die Nachbarzellen u¨berpru¨ft.
Bei einer Aufteilung mit 32 Sektoren entspricht jeder Sektor einem Winkel von 12,5gon. Die gelockerte
Spider Funktion u¨berpru¨ft nun jeweils drei Sektoren, was einem Winkel von 37,5gon entspricht.
Dieses einfache Verfahren hat in der praktischen Anwendung der Zuordnungsalgorithmen zu einer
erheblichen Verbesserung der Ergebnisse gefu¨hrt. Das Kriterium ist angepasst worden fu¨r den Fall,
dass einer der beiden Datensa¨tze um zusa¨tzliche ra¨umliche Objekte erweitert wurde. Dabei ist das
Kriterium nur in einer Richtung gu¨ltig, da fehlende Linien in einem Datensatz zu erwarten sind.
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Abb. 6-11: Definition der Spider Funktion anhand der ausgehenden Linien eines Punktes
6.4 Zuordnung linearer und fla¨chenhafter Objekte
Im Unterschied zu den zuvor beschriebenen Verfahren ist die Zuordnung linearer und fla¨chenhafter Ob-
jekte nicht im Rahmen dieser Arbeit implementiert worden, weil insbesondere mit der Spider Funktion
gute Ergebnisse durch punktbasierte Verfahren erzielt wurden.
Trotzdem sei auf einige Ansa¨tze fu¨r die Zuordnung von Linien und Fla¨chen hingewiesen, die insbe-
sondere dann zum Einsatz kommen ko¨nnen, wenn zwischen den Datensa¨tzen keine Korrespondenzen
auf der Ebene von Punkten vorliegen. Das kann beispielsweise bei der Integration von Objekten wie
Seen und Wa¨ldern auftreten, die in ihrer Natur nur unscharf begrenzt sind.
6.4.1 Zuordnung linearer Objekte
Fu¨r die Zuordnung linearer Objekte wurden unterschiedliche Distanzmaße vorgeschlagen. In [Saal-
feld 1993] wird die Hausdorff Distanz, die Fre´chet Distanz und ein Verfahren auf der Basis einer
Metrik auf Funktionsra¨umen genannt.
Zuordnung mit der Hausdorff Distanz Die Hausdorff Distanz ist das Maximum des minimalen
Abstandes zweier linearer Geometrien mit (unendlich vielen) Punkten A und B mit [Veltkamp und
Hagedoorn 2001; Badard 1999; Lemarie und Raynal 1996]
dh(A,B) = maxa∈A
min
b∈B
δ(a, b). (6.4-32)
Durch die Hausdorff Metrik werden die Geometrien als Ganzes miteinander verglichen. Sie definiert
ein Abstandsmaß zwischen linearen Objekten, das keine Bijektion (1:1 Korrespondenz zwischen den
Punkten der Linien) voraussetzt. In [Lemarie und Raynal 1996] wird ein Algorithmus fu¨r die
Berechnung der Hausdorff Distanz angegeben, der auf einem gleitenden Kreis mit variablem Radius
entlang einer diskretisierten Kette von Punkten der Linien erfolgt. Alternativ kann ein Algorithmus
eingesetzt werden, der auf dem Voronoi Diagramm der Punkte der Linie B basiert, das in O(n log(n))
berechnet werden kann.
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Die Hausdorff Distanz ist unzureichend fu¨r die Zuordnung linearer Objekte, da sie diese nur als
Punktmengen betrachtet. Zwei Beispiele fu¨r niedrige Hausdorff Distanzen bei schlecht u¨bereinstim-
menden Linien zeigt Abbildung 6-12.
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Abb. 6-12: Hausdorff Distanz bei schlechter U¨bereinstimmung linearer Geometrien
Zuordnung mit der Fre´chet Distanz Eine Metrik, die empfindlicher auf solche Abweichungen rea-
giert, ist die Fre´chet Distanz [Alt et al. 2003; Devogele 2002; Veltkamp und Hagedoorn 2001].
Sie entsteht, indem man die Pfade der beiden Kurven simultan entlang geht (ru¨ckwa¨rts gehen ist nicht
erlaubt) und jeweils den Abstand zwischen den korrespondierenden Punkten misst. Das Maximum des
Abstandes ist die Fre´chet Distanz.
Devogele verweist auf das Bild eines Hundebesitzers, der auf der einen Kurve la¨uft, und seines
Hundes, der an den Verlauf der anderen Kurve gebunden ist. Die maximale no¨tige La¨nge der Hunde-
leine, die zum simultanen Abgehen der Wege beno¨tigt wird, entspricht der Fre´chet Distanz.
Zu einer formalen Definition der Fre´chet Distanz gelangt man durch Einfu¨hrung der Parameter-
darstellung zweier Linien A = A(α(t)) und B = B(β(t)) (vergleiche Kapitel 5.1) mit t ∈ [0, 1]. Die
Fre´chet Distanz ist das Minimum u¨ber allen monoton wachsenden Parametrisierungen α(t) und β(t)
der maximalen Distanz δ(A(α(t)), B(β(t)), t ∈ [0, 1]. In kompakter Schreibweise erha¨lt man
df (A,B) = min
α(t),β(t)
max
t∈[0,1]
δ(A(α(t)), B(β(t))). (6.4-33)
Der Vorteil der Fre´chet Distanz bei der Bewertung der Korrespondenz von Linien ergibt sich in den
Beispielen aus Abbildung 6-13. Der Vergleich zu der Hausdorff Distanz in Abbildung 6-12 zeigt, dass
die Fre´chet Distanz als Maß fu¨r die Korrespondenz besser geeignet ist. Allerdings ist die rechnerische
Komplexita¨t der Fre´chet Distanz fu¨r Polygone mit O(mn log(mn)) verha¨ltnisma¨ßig hoch, so dass in
der Praxis Approximationen eingesetzt werden [Devogele 2002].
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Abb. 6-13: Fre´chet Distanz bei schlechter U¨bereinstimmung linearer Geometrien
6.4.2 Zuordnung fla¨chenhafter Objekte
Fu¨r konvexe Fla¨chen stimmt die Hausdorff Distanz zwischen den Ra¨ndern zweier Fla¨chen mit der
Fre´chet Distanz u¨berein [Veltkamp und Hagedoorn 2001]. Daher ist die Hausdorff Distanz ein
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vielversprechender Ansatz fu¨r die Bestimmung der Korrespondenz von Fla¨chen.
Ein sehr einfaches Maß fu¨r die U¨bereinstimmung von Fla¨chen ist die euklidische Distanz des Schwer-
punktes der Fla¨chen [Lemarie und Raynal 1996]. Der Schwerpunkt nichtkonvexer Fla¨chen liegt
nicht immer im Inneren der Fla¨che. Stattdessen sollte ein geeigneterer Fla¨chenmittelpunkt benutzt
werden [Levenhagen und Spata 1998].
Eine weiteres Maß der Korrespondenz von Fla¨chen ist durch den Fla¨cheninhalt der Schnittmenge
F (A ∩B) und die symmetrische Differenz der Fla¨chen F ((A\B) ∪ (B\A)) gegeben [Veltkamp und
Hagedoorn 2001]. Die Berechnung der Fla¨cheninhalte setzt die Verschneidung der Fla¨chen voraus.
Fu¨r stark u¨berlappende Fla¨chen erha¨lt man eine große Schnittmenge; das Verha¨ltnis der Schnittmenge
zum Minimum der beiden Teilfla¨chen
I(A,B) =
F (A ∩B)
min(F (A), F (B))
(6.4-34)
wird als Inklusionsfunktion bezeichnet. Es gilt 0 ≤ I(A,B) ≤ 1, da die Schnittmenge zweier Fla¨chen
niemals gro¨ßer ist als die kleinere der Teilfla¨chen. Das Maximum I(A,B) = 1 erreicht die Inklusions-
funktion, wenn eine der Fla¨chen vollsta¨ndig innerhalb der anderen liegt (Inklusion).
Als Erga¨nzung zu der Inklusionsfunktion wird die Fla¨chen-Distanzfunktion definiert mit
d(A,B) = 1− F (A ∩B)
F (A ∪B) , (6.4-35)
wobei durch die Normierung mit dem Fla¨cheninhalt der Schnittmenge 0 ≤ d(A,B) ≤ 1 gilt. Die
Distanzfunktion ist genau dann minimal mit d(A,B) = 0, wenn A und B identisch sind.
Es kann daher fu¨r die Untersuchung der Korrespondenz zweier Mengen von Fla¨chen zuna¨chst die
Inklusionsfunktion berechnet werden, mit der man sowohl identische als auch vollsta¨ndig enthaltene
Teilfla¨chen (Inklusionen) erha¨lt. Mit der Distanzfunktion ko¨nnen schließlich die Inklusionen von den
identischen Fla¨chen separiert werden.
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Relationen
Die Erhaltung und Verbesserung der geometrischen und topologischen Qualita¨t der Datenbesta¨nde
erfordert, neben den Passpunktinformationen auch geometrische Bedingungen bei der Transformation
der Datenbesta¨nde zu beru¨cksichtigen. In Kapitel 5.4.2.1 wurden entsprechende Transformationsver-
fahren vorgestellt.
Die geometrischen Relationen, die als geometrische Bedingungsgleichungen in die Transformation
eingehen, sind nicht explizit in den Datenbesta¨nden gespeichert. Sie sind vielmehr implizit in den
Koordinaten der ra¨umlichen Objekte enthalten. Um also die Relationen als Bedingungsgleichungen
in entsprechenden Transformationsverfahren beru¨cksichtigen zu ko¨nnen, mu¨ssen sie zuna¨chst expli-
zit gemacht werden. Entsprechende Suchverfahren zur Erschnu¨fflung impliziter, objektimmanenter
geometrischer Relationen sind zentraler Gegenstand dieses Kapitels.
7.1 Geometrische Relationen in Geodatenbesta¨nden
Die in ra¨umlichen Datenbanken u¨bliche Modellierung von Geometrie basiert auf (ebenen) Koordinaten.
Beispielsweise werden zur Speicherung der viereckigen Fla¨che eines Geba¨udes die Koordinaten der
Eckpunkte gespeichert mit der Zusatzinformation, dass sie durch gerade Linien miteinander verbunden
sind (vergleiche Kapitel 2.3.3). Die Information, dass es sich bei einem Viereck um ein Rechteck mit
parallelen Seiten und rechten Winkeln in den Eckpunkten handelt, kann nur aus den Koordinaten
abgeleitet werden.
Elementare und komplexe Relationen Fu¨r den beschriebenen Fall der Geba¨udefla¨che ist diese Aufga-
be einfach zu lo¨sen. Die Eckpunkte der Geba¨ude sind durch die Randdarstellung explizit miteinander
verknu¨pft, so dass jeweils Tripel benachbarter Punkte auf eine Rechtwinkligkeit u¨berpru¨ft werden
ko¨nnen. Die verschiedenen Typen geometrischer Relationen ko¨nnen jeweils als Hypothese u¨ber die be-
teiligten Punkte aufgefasst werden. Zu jedem Relationstyp wird ein Testkriterium formuliert, mit dem
die elementare Hypothese einer geometrischen Relation fu¨r eine minimale Menge von Punkten u¨ber-
pru¨ft wird. Elementare Hypothesen bestehen bei Geradheiten und rechten Winkeln aus drei Punkten,
bei Absta¨nden aus zwei Punkten und bei Parallelita¨ten aus vier Punkten. So ko¨nnen sa¨mtliche ra¨um-
liche Objekte eines Datenbestandes auf elementare geometrische Relationen hin untersucht werden.
Dabei ist zu beachten, dass durch die Verkettung benachbarter elementarer Relationen komplexe Rela-
tionen fu¨r gro¨ßere Mengen von Punkten entstehen. Es ist daher eine Vereinigung und Validierung der
lokal erzeugten Hypothesen erforderlich, um deren Richtigkeit auch auf globaler Ebene sicherzustellen.
Intra- und Inter-Objekt Relationen Das Beispiel des Geba¨udes ist auch insofern ein einfacher Fall,
als dass die geometrischen Relationen nur innerhalb eines Objektes betrachtet werden. Es handelt
sich somit um eine Intra-Objekt Relation. Fu¨r den klassischen Anwendungsfall der Fortfu¨hrung von
Prima¨rdatenbesta¨nden des Liegenschaftskatasters ist diese Vorgehensweise hinreichend, wenn man
die Suche auf topologisch verbundene Tesselationen (Komplexe) ausweitet. Der planare Graph der
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Abb. 7-1: Geometrische Relationen innerhalb (links) und zwischen (rechts) ra¨umlichen Objek-
ten
Flurstu¨ckgrenzen eines Datenbestandes ist in diesem Sinn ein einziges verbundenes Objekt (vergleiche
Abbildung 7-1).
Schwieriger gestaltet sich die Suche nach geometrischen Relationen, wenn diese objektu¨bergreifend
(Inter-Objekt) gesucht werden sollen. Dabei ist zu unterscheiden zwischen Relationen, die topologische
Konnektivita¨t erfordern und solchen, die zwischen entfernten unverbundenen Objekten vorliegen.
• Inter-Objekt Relation mit topologischer Konnektivita¨t Ein Beispiel fu¨r Inter-Objekt
Relationen mit topologischer Konnektivita¨t ist die Gruppe der Interpolationsbedingungen (ver-
gleiche Kapitel 5.5.4), die einer geordneten Menge von Punkten eine Interpolationsvorschrift
zuweist. Zwischen den einzelnen Tripeln von Punkten bestehen Geradheits-, Rechtwinkligkeits-
oder Kreisbogenbedingungen. Die Suche nach Relationen diesen Typs erfordert eine topologische
Verbindung zwischen den beteiligten Objekten. Die ist nur dann vorhanden, wenn die Objek-
te in einem gemeinsamen topologischen Thema modelliert sind (vergleiche Abbildung 2-9 auf
Seite 20). Ist das nicht der Fall, weil beispielsweise Relationen zwischen Objekten aus unter-
schiedlichen Datenbanken gesucht werden, muss die topologische Konnektivita¨t im Rahmen der
Bedingungssuche zuna¨chst hergestellt werden.
• Inter-Objekt Relation ohne topologische Konnektivita¨t Der zweite Typ geometrischer
Relationen liegt beispielsweise bei Parallelita¨ten oder Absta¨nden zwischen entfernten Objekten
vor. Bei der Suche nach diesen Relationen kann naturgema¨ß nicht auf topologische Verknu¨pfun-
gen der Daten zuru¨ckgegriffen werden. Es erfolgt entweder eine Suche in einem vorgegebenen
Abstand um einen Punkt oder eine Linie (-Band), oder es wird eine Hilfsstruktur benutzt,
aus deren Topologie die ra¨umlichen Relationen gesucht werden ko¨nnen. Ein Beispiel einer ent-
sprechenden Struktur ist die Constrained Delaunay Triangulation (CDT), bei der Linien der
ra¨umlichen Objekte als Zwangsseiten eingefu¨hrt werden. Parallele benachbarte Kanten geho¨ren
dann mit hoher Wahrscheinlichkeit zu einem gemeinsamen Dreieck der CDT, so dass die To-
pologie der CDT bei der Suche nach parallelen Objekten benutzt werden kann [Ware et al.
1995].
Fu¨r ein Verfahren der Erschnu¨fflung (Suche) und Generierung geometrischer Bedingungen ergibt
sich damit der Gesamtablauf gema¨ß Abbildung 7-2.
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Abb. 7-2: Verfahrensschritte der Bedingungsgenerierung
7.2 Herstellung topologischer Konnektivita¨t fu¨r die Bedingungssuche
Wie in Kapitel 2.3.3 und 2.3.6.3 ausgefu¨hrt, ist in integrierten Datenbesta¨nden zwischen den Objekten
vieler Klassen keine explizite topologische Verknu¨pfung vorhanden. Damit zwischen den ra¨umlichen
Objekten dieser Klassen nach geometrischen Bedingungen gesucht werden kann, ist zuna¨chst die to-
pologische Konnektivita¨t der Objekte herzustellen.
7.2.1 Referenzmodelle zur Herstellung topologischer Konnektivita¨t
In Kapitel 5.5.3 wurden zwei Varianten zu der Herstellung der topologischen Konnektivita¨t, na¨mlich
die Erzeugung eines persistenten topologischen Referenzmodells mit neuen topologischen Objekten und
die Beschra¨nkung auf ein Referenzmodell mit ra¨umlicher Indizierung der Objektreferenzen, diskutiert.
Die beiden Alternativen sind in der Abbildung 7-3 gegenu¨bergestellt.
Topologisches Referenzmodell Bei dem topologischen Referenzmodell werden die impliziten topo-
logischen Beziehungen der Daten durch Verschneidung (neue Knoten in der rechten Abbildung) ermit-
telt und in ein persistentes Topologiemodell u¨berfu¨hrt. De facto bedeutet das eine Kopie sa¨mtlicher
Geometrien des Multi-Layer Quelldatenbestandes in ein gemeinsames topologisches Thema. Die Be-
dingungssuche erfolgt direkt auf dem topologischen Referenzmodell, das die relevanten Informationen
explizit entha¨lt.
Referenzmodell mit ra¨umlicher Indizierung Hingegen wird bei dem Referenzmodell mit ra¨umlicher
Indizierung lediglich eine optimierte Indexstruktur fu¨r die Daten erzeugt. Die topologischen Bezie-
hungen eines Punktes zu den benachbarten Geometrien werden on-demand durch ra¨umliche Abfragen
und Verschneidung der Geometrien ermittelt. Die effiziente Bestimmung potentieller Nachbarn eines
Punktes erfolgt u¨ber indizierte Geometrie-Referenzen des Referenzmodells aus Abbildung 5-10 auf
Seite 117. Dabei wird ein Quadtree Index in Kombination mit einer Bounding Box Suche verwendet.
Aus der Ergebnismenge dieser ra¨umlichen Suche wird mittels Verschneidungsoperationen die Menge
benachbarter Punkte ermittelt und voru¨bergehend in einem transienten Cache (hash table) vorge-
halten. Die Algorithmen der Bedingungsgenerierung arbeiten entlang einer vertikalen Linie, die das
Gesamtgebiet von links nach rechts u¨berstreift. Da geometrische Bedingungen lokal begrenzt sind,
ist ein limitierter Cache von etwa 1/100 der Gesamtpunktzahl fu¨r die Zwischenspeicherung der to-
pologischen Verbindungen hinreichend (bei Verfahren mit > 105 Punkten). Bei erneuter Anfrage der
Nachbarn eines Punktes ko¨nnen direkt die Daten des Cache benutzt werden.
Vergleich der Verfahren Bei dem Vergleich der Verfahren ist zuna¨chst festzustellen, dass algorith-
misch in beiden Fa¨llen eine Verschneidung der Daten berechnet werden muss.
Das Verfahren mit topologischem Referenzmodell greift auf die Standardwerkzeuge des GIS (to-
pology engine, vergleiche Kapitel 2.5.3.2) zuru¨ck. Die Steuerung der topologischen Verknu¨pfungen
zwischen den Klassen erfolgt mit gewo¨hnlichen Themenregeln des GIS (vergleiche Tabelle 2.5.3-1 auf
Seite 33).
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8 Effiziente Bestimmung der integrierenden Transformation
Abb. 8-2: Nichtnullelemente der Normalgleichungsmatrix des Beispiels aus Abbildung (8-3)
In der Abbildung 8-2 ist die Struktur der Normalgleichungsmatrix fu¨r ein praktisches Homogeni-
sierungsproblem mit ca. 800 Punkten und 160 geometrischen Bedingungen dargestellt. Gut erkennbar
sind die dicht besetzten Spalten der Transformationsparameter und die unregelma¨ßige Verteilung der
Nebendiagonalelemente aufgrund der Nachbarschaftsbeobachtungen und der geometrischen Bedingun-
gen.
8.3 Effiziente Lo¨sung und Inversion des Normalgleichungssystems
Verschiedene Verfahren fu¨r die direkte und iterative Lo¨sung und Inversion sparser Normalgleichungs-
systeme sind seit Jahrzehnten bekannt [Bjo¨rck 1996; Duff et al. 1986; George und Liu 1981;
Schwarz et al. 1968] und kommen seit la¨ngerem in vielen geoda¨tischen Anwendungen zum Einsatz
[z.B.Ackermann et al. 1970; Benning 1986; Gru¨ndig 1976; Stark 1984]. Es existieren zahlrei-
che, zum Teil frei verfu¨gbare Software-Bibliotheken, auf die bei der Implementierung zuru¨ckgegriffen
werden kann [z.B. Arantes 2004].
Trotz der langja¨hrigen Forschung auf diesem Gebiet ergeben sich fortlaufend neue Erkenntnisse, die
zu weiteren Verbesserungen der Verfahren fu¨hren. Ein Beispiel hierfu¨r ist das System METIS, das
auf einem Multilevel Algorithmus zur Partitionierung unregelma¨ßiger Graphen basiert [Karypis und
Kumar 1998a; Karypis und Kumar 1998b]. METIS la¨sst sich vorzu¨glich zur Fill-In reduzierenden
Sortierung der Normalgleichungsmatrix verwenden. METIS liefert in vielen Fa¨llen, so auch in der
Homogenisierung, bessere Ergebnisse als der Generalised Multiple Minimum Degree Algorithmus, der
Mitte der 80er Jahre von Liu entwickelt wurde und aufgrund seiner sehr schnellen Laufzeit weit
verbreitet ist [Liu 1985].
Da bereits umfangreiche Literatur zu den klassischen Sparse-Matrix Techniken existiert, ist deren
Darstellung hier auf das Wesentliche beschra¨nkt; eine umfangreichere Einfu¨hrung in die Thematik
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Abb. 7-3: Herstellung topologischer Konnektivita¨t durch Referenzmodelle
Bei der Verwendung des ra¨umlich indizierten Referenzmodells werden neue Algorithmen und Struk-
turen beno¨tigt, die sowohl die effiziente Verschneidung der Geometrien leisten als auch eine Konfigu-
rierbarkeit der Verschneidung im Sinne von Topologieregeln zulassen. Entsprechende Verfahren werden
in den folgenden zwei Abschnitten vorgestellt.
7.2.2 Ra¨umliche Indizierung topologischer Primitive
Die Bounding Box basierte Quadtree Indizierung der ra¨umlichen Objekte im Smallworld GIS ist auf
die Top-Level-Geometrien beschra¨nkt (vergleiche Abbildung 2-19 auf Seite 29).
Fu¨r die bei der Bedingungssuche auftretenden Abfragen der Inzidenz von Punkten, Linien und Li-
nienenden ist diese Indizierung ungu¨nstig, da insbesondere bei komplexen fla¨chenhaften Objekten zu
viele Geometrien gefunden werden. Die große Ergebnismenge der ra¨umlichen Suche wirkt sich negativ
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Abb. 7-4: Vergleich ra¨umlicher Indizierung auf der Ebene ra¨umlicher Objekte und topologischer
Primitive
auf die Performanz der Verschneidung aus, da sa¨mtliche Linien des Suchergebnisses betrachtet werden
mu¨ssen. Eine Verbesserung erreicht man durch Indizierung der linearen topologischen Primitive, also
der Kanten des Datenbestandes. Genau das bewirken die Geometrie-Referenzen des ra¨umlich indizier-
ten Referenzmodells. Die Verkleinerung der Ergebnismengen ra¨umlicher Suchen bei der Verwendung
eines Index auf Ebene der topologischen Primitive ist in Abbildung 7-4 dargestellt.
7.2.3 Topologieregeln der Bedingungsgenerierung
Fu¨r jeden Bedingungstyp ist aus der Menge aller Objektklassen eine Auswahl von Klassen zu treffen,
in denen nach geometrischen Bedingungen gesucht werden soll. Die Gesamtmenge der Objekte, in
denen nach einem Bedingungstyp gesucht wird, heißt Bedingungsthema.
Innerhalb des Bedingungsthemas muss fu¨r die Bedingungssuche topologische Konnektivita¨t herge-
stellt werden, was durch die Verwendung der virtuellen Topologie des ra¨umlich indizierten Referenz-
modells ermo¨glicht wird (vergleiche Abbildung 7-3). Innerhalb der Bedingungsthemen sind weitere
Einschra¨nkungen erforderlich, da nicht zwischen den Objekten aller Klassen nach geometrischen Be-
dingungen gesucht werden soll.
Im Beispiel der Netzinformationssysteme soll prima¨r nach objektu¨bergreifenden Bedingungen ge-
sucht werden, eine Erzeugung von Bedingungen innerhalb der Objekte ist gro¨ßtenteils unerwu¨nscht.
So ist zur Beibehaltung der Inzidenz einer Bemaßungslinie mit einer Grenzlinie eine Geradheitsbedin-
gung u¨ber die Grenze zu definieren; innerhalb der Bemaßungen und Grenzen sollen keine Bedingungen
erzeugt werden (vergleiche Abbildung 7-5).
Der analoge Fall tritt bei der Aktualisierung von Stadtgrundkarten auf, wenn die Geobasisdaten des
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Abb. 7-5: Geometrische Bedingungen zwischen Bemaßungen und Basiskarte in einem NIS
Liegenschaftskatasters aktualisiert werden und beispielsweise die Inzidenz zwischen einem Zaun und
einer Grenze oder einem Geba¨ude erhalten bleiben sollen. Auch in diesem Fall ist eine Bedingungs-
generierung nur zwischen den Objekten unterschiedlicher Klassen erwu¨nscht (vergleiche Abbildung
7-6).
Gebäude
Topographie (Zaun)
Geometrische
Bedingung (Geradheit)
Neue Basiskarte
Grenze
Abb. 7-6: Geometrische Bedingungen zwischen Topographie und Basiskarte in einer Stadtgrund-
karte
7.2.3.1 Semantische Steuerung durch Beziehungsmatrix
Die genannten Einschra¨nkungen fu¨hren zu der Definition einer Beziehungsmatrix, mit der die virtu-
elle Topologie der Bedingungsthemen gesteuert wird. Ein entsprechender Editor zur Definition der
Beziehungsmatrix fu¨r verschiedene Bedingungsthemen ist in Abbildung 7-7 dargestellt.
Die Zeilen und Spalten der Beziehungsmatrix entsprechen den fu¨r das Bedingungsthema gewa¨hlten
Objektklassen. Die Eintra¨ge der Matrix (connect/do nothing) bestimmen, ob eine Bedingungssuche fu¨r
das jeweilige Paar von Objektklassen erfolgen soll, so dass sich eine symmetrische Beziehungsmatrix
ergibt.
In dem Beispiel der Abbildung 7-7 sind die Klassen Geba¨udefla¨che, Flurstu¨cksfla¨che und eine Aus-
wahl der Klasse Definitionslinie (Topographie) Bestandteil des Bedingungsthemas Rechtwinkelpoly-
gon. Die Zuweisung der Klassen zu einem Bedingungsthema erfolgt, wie schon die Aufteilung von
Objekten in Zuordnungsebenen (siehe Kapitel 6.2), mit Hilfe von pra¨dikatbasierten Regeln, die hier
Bedingungsregeln heißen (siehe auch Abbildung 5-9 auf Seite 116).
In dem obigen Beispiel wurde die Klasse Definitionslinie durch ein Pra¨dikat eingeschra¨nkt auf Ob-
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Abb. 7-7: Editor fu¨r die Beziehungsmatrix eines Bedingungsthemas
jekte der topographischen Folien1. Dieses Konfigurationskonzept ist vollkommen generisch. Ebenso
ko¨nnte es sich an dieser Stelle um die Klassen eines ALKIS oder ATKIS Modells handeln. Durch die
getroffenen Festlegungen wird die Suche nach rechten Winkeln nur innerhalb von Definitionslinien und
objektu¨bergreifend zwischen Definitionslinien und Geba¨uden bzw. Flurstu¨cken ausgefu¨hrt. Innerhalb
der Geba¨ude und Flurstu¨cke sowie zwischen diesen Klassen erfolgt keine Bedingungssuche.
Das vorgestellte Konzept fu¨r die Steuerung der Bedingungsgenerierung in Bedingungsthemen ist
eng verwandt mit dem allgemeinen Konzept der Konfiguration topologischer Themen anhand von
Themenregeln im Smallworld GIS (vergleiche Tabelle 2.5.3-1 auf Seite 33).
Fu¨r die Bedingungsgenerierung werden multiple Themen fu¨r die unterschiedlichen Bedingungstypen
beno¨tigt. Die Abbildung sa¨mtlicher Klassen in ein statisches topologisches Referenzmodell ist daher
unzureichend. Bei der Implementierung des statischen topologischen Referenzmodells nach Abbildung
7-3 mu¨ssten daher fu¨r n verschiedene Bedingungstypen n Kopien der beteiligten Geometrien erzeugt
werden, wenn die Konnektivita¨t in den unterschiedlichen Themen voneinander abweicht.
An dieser Stelle zeigt sich ein weiterer Vorteil der dynamisch erzeugten Topologie bei der Ver-
wendung des ra¨umlich indizierten Referenzmodells. Fu¨r die Anpassung des Modells, das heißt der
topologischen Konnektivita¨t, an eine neue Beziehungsmatrix sind keine A¨nderungen an persistenten
Objekten erforderlich. Durch Parametrisierung der Verschneidungsalgorithmen mit den Themenregeln
des zutreffenden Bedingungsthemas erha¨lt man dynamisch die topologischen Beziehungen nach dem
aktuellen Stand des Regelwerks.
7.3 Suchverfahren fu¨r geometrische Relationen
Auf der Basis der virtuellen Geometrie des indizierten Referenzmodells kann die eigentliche Suche der
geometrischen Relationen erfolgen.
1Das Objektmodell der Smallworld CST entha¨lt kein Folienkonzept. Zur Abbildung des Folienmodells der ALK hat
man daher die Folien als gewo¨hnliche Attribute von Klassen modelliert.
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Das Referenzmodell wurde so implementiert, dass fu¨r jedes Bedingungsthema Ti ∈ {T1, . . . , Tn} die
benachbarten Punkte Np eines Punktes p ermittelt werden ko¨nnen mit Np = N(p, Ti), worin N(., .) den
Nachbarschaftsoperator bedeutet. Dieser ist im Punkt-Datenmodell aus Abbildung 5-10 als Methode
punkt.neighbourhood(bedingungsthema Ti) der Klasse Punkt implementiert worden.
7.3.1 Testkriterien fu¨r elementare geometrische Relationen
Eine automatische Suche von geometrischen Bedingungen ist nur dann sinnvoll, wenn Wissen u¨ber die
Sollmaße der Relationen vorliegt.
Testkriterien fu¨r geometrische Relationen werden daher prima¨r fu¨r Winkelgro¨ßen beno¨tigt, da rechte
Winkel, Geradheiten und Parallelita¨ten als Sollgro¨ßen in vielen Geodatenbesta¨nden vorhanden sind.
Eine automatische Suche von Abstandsrelationen tritt hingegen selten auf, da keine regelma¨ßigen
Sollmaße u¨ber Geba¨ude, Grenzla¨ngen oder andere Objekte vorliegen.
Die Abweichung eines Winkels von seinem Sollmaß ha¨ngt neben dem mittleren Punktfehler von der
gegenseitigen Lage der Punkte ab. Anstelle eines festen Schwellwertes fu¨r Winkelmaße vorzugeben, ist
es sinnvoll, einen Toleranzwert bezu¨glich des mittleren Lagefehlers der Punkte zu verwenden und diesen
mittels Varianzfortpflanzung fu¨r die einzelnen geometrischen Punktkonstellationen umzurechnen.
Fu¨r die Standardabweichung bei Abstandsbedingungen gilt Gleichung (5.2-58).
Fu¨r den Winkel α(p0, p1, p2) dreier Punkte mit Scheitelpunkt p0 gilt allgemein
α = t1 − t2 = arctan
(
∆x1
∆y1
)
− arctan
(
∆x2
∆y2
)
. (7.3-1)
Mit dem Varianzfortpflanzungsgesetz fu¨r unkorrelierte Beobachtungen erha¨lt man
σ2α =
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s21
)2
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σ2y1 + (7.3-2)
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Mit σ2xi = σ
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2
x/y, den Azimuten t1 und t2 und den Additionstheoremen fu¨r trigonometrische
Funktionen ergibt sich weiter
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2
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Zur weiteren Vereinfachung von (7.3-5) wird die geometrische Konfiguration der Geradheit und
Rechtwinkligkeit getrennt betrachtet.
α
2p
1p 1
s
2s
0p
2y∆
1y∆ 2x∆
1x∆ 12 γγ ≈
1γ
Abb. 7-8: Winkelbeziehungen bei Geradheit
Bilden die Punkte na¨herungsweise eine Gerade, so gilt γ1 ≈ γ2 (vergleiche Abbildung 7-8) und damit
t2 − t1 ≈ pi, und fu¨r die Standardabweichung des Winkels folgt
σ2αG = 2
s22 + s
2
1 + s1s2
s21s
2
2
σ2x/y. (7.3-6)
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Abb. 7-9: Winkelbeziehungen bei Rechtwinkligkeit
Fu¨r den Fall der Rechtwinkligkeit gilt γ1 ≈ pi2 −γ2 (vergleiche Abbildung 7-9) und somit t2− t1 = pi2 .
Damit erha¨lt man aus (7.3-5)
σ2αR = 2
s22 + s
2
1
s21s
2
2
σ2x/y. (7.3-7)
Mit den beschriebenen Zusammenha¨ngen kann nun aus einem statistisch motivierten Schwellwert
fu¨r den mittleren Punktfehler (beispielsweise 3σ-Intervall) ein Kriterium zur U¨berpru¨fung elementarer
geometrischer Relationen abgeleitet werden.
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Die Formeln beru¨cksichtigen die erho¨hte relative Lagegenauigkeit der Punkte nicht. Streng genom-
men mu¨ssten bei der Varianzfortpflanzung analog zu (5.2-58) die ra¨umlichen Korrelationen beru¨ck-
sichtigt werden. Mit einer entfernungsabha¨ngigen positiven Korrelationsfunktion ergeben sich dann
fu¨r nahe gelegene Punkte kleinere Varianzen fu¨r die Winkelwerte. Stattdessen wird in praktischen
Anwendungen ein entfernungsunabha¨ngiger Maximalwert fu¨r die Winkelabweichung vorgegeben, der
insbesondere bei sehr kurzen Schenkella¨ngen zum Tragen kommt.
7.3.2 Verifizierung komplexer geometrischer Relationen
Ketten benachbarter elementarer Relationen fu¨hren implizit zu geometrischen Bedingungen fu¨r eine
gro¨ßere Menge von Punkten. Beispiele dafu¨r sind in den Abbildungen 7-10 und 7-11 gegeben.
Abb. 7-10: Fehlerhafte komplexe Geradheitsbedingungen durch Verkettung elementarer Gerad-
heiten
In dem Fall der Abbildung 7-10 werden elementare Geradheiten zu einer komplexen Geradheitsbe-
dingung verknu¨pft, die in der Form nicht gu¨ltig ist. Das Pru¨fkriterium (7.3-6) ist fu¨r die elementaren
Bedingungen immer erfu¨llt, da die Abweichung von der Geradheit aufgrund der niedrigen Kru¨mmung
der Kurve klein ist. Die jeweils vorhandenen geringen Systematiken ko¨nnen durch einen lokalen Test
nicht aufgedeckt werden.
Abb. 7-11: Fehlerhafte implizite Geradheitsbedingung durch Verkettung elementarer Recht-
winkligkeiten
In dem Beispiel der Abbildung 7-11 ergibt sich durch zwei t-fo¨rmig angeordnete Rechtwinkligkeiten
jeweils eine Geradheit. Erneut wird die Systematik in den Abweichungen der rechten Winkel nicht
erkannt.
Zur Verifizierung der lokal generierten elementaren Bedingungen ist daher eine U¨berpru¨fung der
Bedingungen auf Ebene der zusammenha¨ngenden komplexen Bedingungen erforderlich.
Die elementaren Rechtwinkligkeiten mu¨ssen dabei vorab nach t-fo¨rmigen Konstellationen durch-
sucht, die resultierenden Geradheiten aus den t-Stu¨cken abgeleitet werden.
Bei der U¨berpru¨fung von Geradheiten sind zwei Fa¨lle zu unterscheiden. Einerseits ist denkbar, dass
wie in dem unteren Beispiel aus Abbildung 7-10 Geradensegmente in einem Polygonzug mit schwacher
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konstanter Kru¨mmung gefunden wurden. Andererseits ist eine Aneinanderreihung multipler stu¨ckweise
gerader Polygonzu¨ge denkbar, die jedoch insgesamt keine Gerade bilden (oberer Fall aus Abbildung
7-10).
Fu¨r die Aufdeckung der beiden Fa¨lle werden zwei unterschiedliche Kriterien beno¨tigt.
Testkriterium fu¨r stu¨ckweise gerade Polygonzu¨ge Zu der Aufdeckung der Knickpunkte in stu¨ck-
weise geraden Polygonzu¨gen bietet sich an, den Abstand der Zwischenpunkte zu der direkten Verbin-
dungslinie von Anfangs- und Endpunkt zu bestimmen. U¨berschreitet der Abstand einen Maximalwert,
der sich wiederum aus dem mittleren Punktfehler ableiten la¨sst, ist eine Zerschlagung der Bedingung
an dem Punkt mit dem maximalen Abstand vorzunehmen. Nach der Zerschlagung der komplexen
Bedingung wird das Verfahren rekursiv fortgesetzt, bis ausschließlich gerade Teilstu¨cke enthalten sind
(vergleiche Abbildung 7-12). Diese Vorgehensweise entspricht dem Douglas Peucker Algorithmus fu¨r
die Generalisierung von Polygonzu¨gen [Worboys und Duckham 2004].
Abb. 7-12: Zerschlagung komplexer Geradheiten mit dem Douglas Peucker Algorithmus
Testkriterium fu¨r schwach gekru¨mmte Polygonzu¨ge Bei schwach konstant gekru¨mmten Polygonzu¨gen
wie im unteren Beispiel aus Abbildung 7-10 ist das Verfahren fu¨r stu¨ckweise gerade Polygonzu¨ge nicht
anwendbar. Zwar wird die komplexe Geradheit als fehlerhaft erkannt, wenn man erneut den Punktab-
stand von der Verbindungslinie zwischen Anfangs- und Endpunkt betrachtet. Allerdings wa¨re eine
weitere Zerstu¨ckelung des konstant in eine Richtung gekru¨mmten Polygonzuges fehlerhaft.
Eine Alternative besteht darin, die Kru¨mmung des Polygonzuges vom Anfangspunkt ausgehend
sukzessive in jedem Punkt zu betrachten. Das Vorzeichen der Kru¨mmung sollte bei einer geraden
Linie, die durch Messungen erfasst wurde, zufa¨llig positiv oder negativ sein. Treten in geha¨ufter Folge
Kru¨mmungen mit gleichem Vorzeichen auf, so liegt eine konstante Rechts- oder Linkskru¨mmung der
Kurve vor. Die Bedingung ist in diesem Fall vollsta¨ndig zu verwerfen.
Bei der Anwendung des Kriteriums ist zu beachten, dass minimale Abweichungen von der Geradheit
bereits durch die Repra¨sentation der Geometrien in einer diskreten Zahlenebene (endliche Auflo¨sung
in Rechnern) begru¨ndet sind.
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8 Effiziente Bestimmung der integrierenden
Transformation
Die integrierende Transformation ist die Kernkomponente der Homogenisierung. Obgleich die zuvor
genannten Schritte der Zuordnung und Bedingungsgenerierung fu¨r die Nutzbarkeit und Anwendbarkeit
eines Homogenisierungsverfahrens unerla¨sslich sind, bilden sie nur eine Beschreibung des Ist-Zustandes.
Die eigentliche geometrische Integration der Daten in den Soll-Zustand eines homogenen Zielsystems
wird erst durch die integrierende Transformation vollzogen. Die Bestimmung der Transformation wird
auch als numerische Komponente der Homogenisierung bezeichnet, da sie im Gegensatz zu den anderen
Schritten weniger ein GIS-Problem, sondern prima¨r ein Problem der numerischen linearen Algebra
darstellt [Benning et al. 2000; Kampshoff und Benning 2005].
Die prima¨re Zielsetzung bei der Bestimmung einer integrierenden Transformation ist die Erhaltung
und Verbesserung der geometrischen Qualita¨t bei gleichzeitiger Erho¨hung der absoluten Lagegenauig-
keit. Mathematische Modelle, die eine solche Transformation leisten, wurden in Kapitel 5.4.2.1 vorge-
stellt. Bei der numerischen Bestimmung der Transformation stehen praktische Erwa¨gungen in Bezug
auf die Rechenzeit und den Speicherbedarf der Verfahren im Vordergrund. Dieses Kapitel befasst sich
mit verschiedenen Mo¨glichkeiten der Steigerung der Effizienz des Transformationsproblems.
8.1 Ansa¨tze zur Effizienzsteigerung der Homogenisierung
Es ko¨nnen drei verschiedene Ansa¨tze zu einer effizienten Bestimmung der integrierenden Transforma-
tion unterschieden werden.
• Verbesserung der numerischen Verfahren unter Beibehaltung des strengen Ausgleichungsansat-
zes, der zugleich Nachbarschaft und geometrische Bedingungen beru¨cksichtigt.
Die simultane Homogenisierung im Gauß-Markoff-Modell ohne stochastisches Signal aus Kapitel
5.4.3 ist ein in diesem Sinne strenger Ausgleichungsansatz. Ziel dieser Maßnahmen zur Effizienz-
steigerung ist eine geschlossene Vorgehensweise, die ohne vereinfachende Annahmen das Problem
in aller Strenge und ohne zusa¨tzlichen Aufwand fu¨r den Anwender lo¨st.
• Segmentierung des Problems in kleinere Teilbereiche (Zonen) und unabha¨ngige Bearbeitung der
Bereiche unter besonderer Beru¨cksichtigung der Ra¨nder benachbarter Gebiete.
Diese Vorgehensweise entspricht einer zonalen Fragmentierung der Daten zum Zwecke der schnel-
leren Bearbeitung. Durch die getrennte Bearbeitung der Datensa¨tze ko¨nnen Unstetigkeiten an
den Ra¨ndern der Gebiete auftreten, die schlimmstenfalls in einer weiteren Homogenisierung
bereinigt werden mu¨ssen. Eine Mo¨glichkeit zur Umgehung dieses Problems besteht darin, die
Ra¨nder der Homogenisierungsgebiete vorab festzulegen und als Zwangspunkte bei der weite-
ren Bearbeitung festzuhalten. Eine geeignete Festlegung der Bearbeitungsgebiete ist jedoch mit
erheblichem interaktiven Aufwand verbunden.
Es sei auf einen Ansatz hingewiesen, der zumindest theoretisch eine vollkommen automatische,
konsistente Homogenisierung der Daten in kleineren Teilgebieten ermo¨glicht. Das Verfahren wird
155
8 Effiziente Bestimmung der integrierenden Transformation
beispielsweise in geowissenschaftlichen Anwendungen zur Interpolation mit dem Thin Plate Spli-
ne eingesetzt [Mitas und Mitasova 1999].
Das Homogenisierungsgebiet wird in ein gleichma¨ßiges Raster (Schachbrett) zerlegt. Jedes Raste-
relement muss so groß gewa¨hlt sein, dass genu¨gend Passpunkte vorliegen und keine geometrischen
Bedingungen existieren, die gro¨ßer als eine Rasterzelle sind. Entscheidend ist dabei nicht, dass
die geometrischen Bedingungen exakt innerhalb der einzelnen Rasterzellen liegen.
Abb. 8-1: Aufteilung des Homogenisierungsgebietes in ein gleichma¨ßiges Raster, parallele Be-
arbeitung mit zwei 8-er Nachbarschaften
Fu¨r die Homogenisierung jeder Zelle des Rasters wird die vollsta¨ndige 8-er Nachbarschaft der
Zelle mit einbezogen. Die Ergebnisse der Transformation werden nur fu¨r die Objekte der mittle-
ren Zelle u¨bernommen. Mit der 8-er Maske wird das gesamte Raster stu¨ckweise homogenisiert.
Das Verfahren arbeitet symmetrisch und ist daher leicht zu parallelisieren.
Unstetigkeiten sind dann zu erwarten, wenn einzelne Punkte oder Bedingungen einen u¨ber die
Rasterweite hinausgehenden Einfluss auf die Geometrien der Karte haben. Bei Datenbesta¨nden
mit heterogener Objektdichte ist daher eine adaptive Anpassung der Rasterweite, beispielsweise
mit einer Baum-Struktur, erforderlich.
• Aufteilung des Problems in zwei Transformations-Ebenen, wobei eine Ebene nach dem strengen
Ausgleichungsansatz und die verbleibende Ebene mit einem lokalen Transformationsansatz ohne
Beru¨cksichtigung geometrischer Bedingungen nachbearbeitet wird.
Diese Vorgehensweise entspricht einer Layer-Fragmentierung der Daten, wobei eine prima¨re Ebe-
ne von Daten mit hohen Genauigkeitsanspru¨chen streng behandelt und eine sekunda¨re Datene-
bene mit niedrigeren Genauigkeitsanspru¨chen mit einer effizienten Na¨herungslo¨sung bearbeitet
wird.
Das Verfahren ist Bestandteil des Programms KATHOM in der Smallworld CST. Es eignet
sich besonders fu¨r die Transformation von Massenpunkten wie freistehenden topographischen
Punkten, weil diese nicht an geometrischen Bedingungen beteiligt sind. Weiter ko¨nnen mit dem
zweistufigen Ansatz Daten in Rasterrepra¨sentation, wie gescannte Karten oder Luftbilder, effi-
zient in dem Integrationsprozess beru¨cksichtigt werden.
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Bei der Interpolation der Daten wird nun in einem ersten Schritt die Prima¨rdatenebene mit
geometrischen Bedingungen nach dem strengen Homogenisierungsansatz transformiert. Mit den
Verschiebungen des strengen Transformationsansatzes wird sodann eine Transformation fu¨r die
sekunda¨re Ebene bestimmt. Hierzu eignet sich besonders die stu¨ckweise lineare Transformation
in Dreiecken. Sie ist zum einen sehr performant und erfu¨llt daru¨berhinaus bei einer verbundenen
Triangulation die Eigenschaft des Homo¨omorphismus (vergleiche Kapitel 5.3.3.2), so dass keine
Inkonsistenzen zwischen den Daten der prima¨ren und sekunda¨ren Ebene entstehen.
Fu¨r den Anwender ist die zweistufige Bearbeitung transparent, sie wird als ein geschlossener
Bearbeitungsschritt durchgefu¨hrt.
Den beiden letztgenannten Na¨herungsverfahren ist gemein, dass sie nur unter eingeschra¨nkten Vor-
aussetzungen befriedigende Ergebnisse liefern. Das gilt insbesondere fu¨r die zonale Zerlegung und
separate Bearbeitung des Homogenisierungsgebietes, die immer mit einigen Hypothesen behaftet ist
und gegebenenfalls zu Inkonsistenzen in den Daten fu¨hrt, die eine erneute Homogenisierung erfordern.
Prima¨re Zielsetzung ist daher, exakt (streng) arbeitende Algorithmen zur Homogenisierung zu ent-
wickeln, die in ihrer Performanz und Skalierbarkeit den Forderungen der Praxis gerecht werden. Die
weiteren Untersuchungen dieses Kapitels bescha¨ftigen sich ausschließlich mit den numerischen Metho-
den zur strengen Lo¨sung des Ausgleichungsproblems.
In der Arbeit von Hettwer werden einige Ansa¨tze zur effizienten Homogenisierung großer Geo-
datenbesta¨nde aufgezeigt [Hettwer 2003]. Als wesentlicher Meilenstein ist die Verwendung der Na-
tural Neighbour Interpolation fu¨r die Verteilung der Restklaffungen zu nennen, die hinsichtlich der
Rechenzeit und Qualita¨t der Ergebnisse bei Problemen mit großer Anzahl von Passpunkten einen
guten Kompromiss zwischen der multiquadratischen Methode und der abstandsgewichteten Interpola-
tion darstellt. Daru¨berhinaus hat Hettwer bei der Lo¨sung des nichtlinearen Ausgleichungsproblems
durch die Verwendung eines geda¨mpften Gauß-Newton-Verfahrens Fortschritte erzielt und die Effi-
zienz der Lo¨sung des Normalgleichungssystems der Homogenisierung durch Einbindung der Compaq
CXML-Bibliothek verbessert.
Daran anknu¨pfend werden im Folgenden Mo¨glichkeiten zur einer weiteren Verbesserung der Lo¨sung
der Normalgleichungen hinsichtlich des Speicherbedarfs und der Performanz aufgezeigt. Bei der Imple-
mentierung von Hettwer liegt der Hauptaufwand bezu¨glich der Rechenzeiten bei gro¨ßeren Ausglei-
chungsproblemen (> 105 Neupunkte) in der Sortierung der Unbekannten zur Minimierung des Fill-Ins
der Cholesky Faktorisierung. Gegenstand der Untersuchungen sind daher effiziente Alternativen zu
der Unbekanntensortierung der Compaq CXML Bibliothek.
8.2 Analyse des Ausgleichungs-Modells der Homogenisierung
Das funktionale Modell der Homogenisierung, wie es in dem Programmsystem KATHOM implemen-
tiert ist, wurde in Kapitel 5.4.3 vorgestellt. An dieser Stelle erfolgt eine Betrachtung vor dem Hinter-
grund der effizienten Lo¨sung der Normalgleichungen.
8.2.1 Beobachtungsgleichungen der Homogenisierung
Die Homogenisierung wird als Parameterscha¨tzung im Gauß-Markoff-Modell gema¨ß (5.4-159) formu-
liert, dessen u unbekannte feste Parameter β sich zusammensetzen aus
• βn, den k unbekannten Zielsystem-Koordinaten der Neupunkte und
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• βt, den l unbekannten Transformationsparametern einer oder mehrerer (o.B.d.A.) 5-Parameter
Transformationen der Startsysteme in das Zielsystem.
Die n Beobachtungen des Gauß-Markoff-Modells der Homogenisierung entstammen drei verschiedenen
Gruppen, die hier zusammengefasst sind in den Vektoren
• yn, der m Koordinaten der Punkte in einem oder mehreren Startsystemen [Hettwer 2003, S.
40],
• yb, der o Beobachtungen zum Zwecke der Realisierung geometrischer Bedingungen [Hettwer
2003, S. 45] und
• y∆, der q fingierten Beobachtungen zwischen benachbarten Punkten nach dem hybriden Ansatz
aus Gleichung (5.4-156), die eine nachbarschaftstreue Transformation der Punkte gewa¨hrleisten
[Benning 1995; Hettwer 2003, S. 55].
Die zugeho¨rigen Beobachtungsgleichungen yi+ei = hi(β) sind zu großen Teilen nicht-linear, so dass fu¨r
den U¨bergang in das lineare Gauß-Markoff-Modell eine Linearisierung der Beobachtungsgleichungen
mit geeigneten Na¨herungswerten β(0) der unbekannten Parameter erfolgt.
Das Ausgleichungsmodell der Homogenisierung (5.4-159) la¨sst sich durch Transformation mit der
Matrix G = diag(
√
p1, . . . ,
√
pn) in ein Modell mit Einheits-Gewichtsmatrix u¨berfu¨hren. Dabei ent-
stehen aufgrund der diagonalen Struktur von G keine zusa¨tzlichen von Null verschiedenen Eintra¨ge
in der transformierten Koeffizientenmatrix G′X. Nachfolgend wird von einem transformierten Modell
mit D(y) = σ2I ausgegangen.
8.2.2 Scha¨tzung der unbekannten Parameter
Die Bestimmung der unbekannten Parameter erfolgt durch ein geda¨mpftes Gauß-Newton-Verfahren
[Hettwer und Benning 2001]. In jeder Iteration des Verfahrens wird eine Lo¨sung der Normalglei-
chungen des linearen Gauß-Markoff-Modells vorgenommen, wobei die mit einem Da¨mpfungsfaktor λ(k)
(0 < λ(k) < 1) multiplizierten Unbekannten-Zuschla¨ge λ(k)β(k) der k-ten Iteration als Na¨herungswerte
fu¨r die (k + 1)-te Newton-Iteration benutzt werden.
X ′(k)X(k)∆β(k) = X ′(k)∆y(k) (8.2-1)
β(k+1) = β(k) + λ(k)∆β(k) (8.2-2)
X(k+1) =
 ∂hi(β)
∂βj
∣∣∣∣∣
β(k+1)
 (8.2-3)
∆y(k+1) =
(
yi − hi(β(k+1))
)
(8.2-4)
Mit den direkten und den iterativen Gleichungslo¨sern existieren zwei grundlegend verschiedene Ansa¨tze
zur Lo¨sung des linearen Normalgleichungssystems (8.2-1) [Opfer 1993].
Direkte Verfahren basieren fu¨r allgemeine Matrizen auf einer Gauß-Faktorisierung. Im Falle positiv-
definiter, symmetrischer Matrizen kann das Cholesky-Verfahren zum Einsatz kommen. Liegt eine Fak-
torisierung der Normalgleichungsmatrix vor, kann mittels Vorwa¨rts- Ru¨ckwa¨rtseinsetzen der Lo¨sungs-
vektor bestimmt werden.
Bei der Verwendung voll besetzter Matrizen wa¨chst der Aufwand zur Lo¨sung des Normalgleichungs-
systems bei dem direkten Verfahren mit O(u3), d.h. kubisch mit der Anzahl der unbekannten Para-
meter. Dabei dominiert die rechnerische Komplexita¨t der Cholesky-Faktorisierung mit u3/6 wesent-
lichen Operationen (Multiplikationen und Divisionen), wohingegen das Vorwa¨rts-Ru¨ckwa¨rtseinsetzen
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u2 wesentliche Operationen erfordert [Opfer 1993]. Der Speicherplatzbedarf wa¨chst im Allgemeinen
quadratisch mit der Anzahl der Unbekannten.
Bei der Homogenisierung von Massendaten entstehen Normalgleichungen mit mehr als 106 Un-
bekannten, die jedoch nur schwach miteinander verknu¨pft sind. Eine Lo¨sung kann nach heutigen
Maßsta¨ben allein aufgrund des Speicherbedarfs nicht mit den Standardverfahren fu¨r voll besetzte
Matrizen durchgefu¨hrt werden.
Spezielle Verfahren fu¨r die Lo¨sung und Inversion linearer Gleichungssysteme, deren Koeffizien-
tenmatrix nur zu einem geringen Anteil mit von Null verschiedenen Elementen besetzt ist, heißen
Sparse-Matrix Techniken. Wie gezeigt wird, ha¨ngt die rechnerische Komplexita¨t der verschiedenen
Sparse-Matrix Techniken wesentlich von der Anzahl und der Verteilung der von Null verschiedenen
Nebendiagonalelemente der Normalgleichungsmatrix ab. Bevor die Sparse-Matrix Techniken genauer
erla¨utert werden, erfolgt eine Analyse der Struktur der Normalgleichungsmatrix der Homogenisierung.
8.2.3 Struktur der Normalgleichungsmatrix des hybriden Ansatzes
Die Dimension des Normalgleichungssystems ist identisch mit der Anzahl der unbekannten Parameter
u = k+ l, deren Gro¨ßenordnung im wesentlichen durch die Anzahl der Koordinaten der Neupunkte k
bestimmt ist.
In dem vorliegenden Fall unkorrelierter Beobachtungen setzt sich die Normalgleichungsmatrix ad-
ditiv aus den Beitra¨gen der einzelnen Beobachtungsgleichungen x′i mit X = |x1, . . . ,xn|′ zusammen
zu
X ′X = |x1x′1 + . . .+ xnx′n|. (8.2-5)
Aus (8.2-5) ist ersichtlich, dass von Null verschiedene Nebendiagonalelemente nur dort entstehen, wo
mehrere unbekannte Parameter an einer Beobachtungsgleichung beteiligt sind.
• Die Beobachtungsgleichungen der Startsystem-Koordinaten der Neupunkte fu¨hren zu Verknu¨pfun-
gen zwischen den unbekannten Koordinaten des Neupunktes und den fu¨nf Transformationspara-
metern des Systems (14 Eintra¨ge je Neupunkt, 10 je Anschlusspunkt in X). Die Parameter der
Transformation eines Systems sind daher mit sa¨mtlichen Koordinaten-Unbekannten der Punkte
des Systems verknu¨pft.
• Die Beobachtungsgleichungen fu¨r die verschiedenen Typen geometrischer Bedingungen werden
auf elementare Bedingungen fu¨r zwei bis vier Punkte zuru¨ckgefu¨hrt, und fu¨hren daher zu Ver-
knu¨pfungen zwischen den Unbekannten von maximal zwei bis vier Punkten (vier bis acht Eintra¨ge
in X).
• Die Beobachtungen zum Erhalt der Nachbarschaft werden bei dem hybriden Ansatz als Differenz-
Beobachtungen zwischen den x- und y-Koordinaten benachbarter Punkte aufgebaut. Die Defi-
nition der Nachbarschaft erfolgt mit dem Natural Neighbour Kriterium. Die Nachbarschafts-
Beobachtungen fu¨hren zu Verknu¨pfungen der Koordinaten-Unbekannten solcher Punkte, die in-
nerhalb der Delaunay-Triangulation der Punkte eines Startsystems durch eine Kante verbunden
sind (vier Eintra¨ge in X je Kante zwischen zwei Neupunkten).
Die Delaunay-Triangulation ist ein planarer Graph mit n Knoten und besitzt folglich maxi-
mal 3n − 6 Kanten. Durch die Nachbarschafts-Beobachtungen werden die Unbekannten eines
Neupunktes mit durchschnittlich 2(3n−6)/n ≈ 6 Unbekannten benachbarter Punkte verknu¨pft.
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Abb. 8-2: Nichtnullelemente der Normalgleichungsmatrix des Beispiels aus Abbildung (8-3)
In der Abbildung 8-2 ist die Struktur der Normalgleichungsmatrix fu¨r ein praktisches Homogeni-
sierungsproblem mit ca. 800 Punkten und 160 geometrischen Bedingungen dargestellt. Gut erkennbar
sind die dicht besetzten Spalten der Transformationsparameter und die unregelma¨ßige Verteilung der
Nebendiagonalelemente aufgrund der Nachbarschaftsbeobachtungen und der geometrischen Bedingun-
gen.
8.3 Effiziente Lo¨sung und Inversion des Normalgleichungssystems
Verschiedene Verfahren fu¨r die direkte und iterative Lo¨sung und Inversion sparser Normalgleichungs-
systeme sind seit Jahrzehnten bekannt [Bjo¨rck 1996; Duff et al. 1986; George und Liu 1981;
Schwarz et al. 1968] und kommen seit la¨ngerem in vielen geoda¨tischen Anwendungen zum Einsatz
[z.B.Ackermann et al. 1970; Benning 1986; Gru¨ndig 1976; Stark 1984]. Es existieren zahlrei-
che, zum Teil frei verfu¨gbare Software-Bibliotheken, auf die bei der Implementierung zuru¨ckgegriffen
werden kann [z.B. Arantes 2004].
Trotz der langja¨hrigen Forschung auf diesem Gebiet ergeben sich fortlaufend neue Erkenntnisse, die
zu weiteren Verbesserungen der Verfahren fu¨hren. Ein Beispiel hierfu¨r ist das System METIS, das
auf einem Multilevel Algorithmus zur Partitionierung unregelma¨ßiger Graphen basiert [Karypis und
Kumar 1998a; Karypis und Kumar 1998b]. METIS la¨sst sich vorzu¨glich zur Fill-In reduzierenden
Sortierung der Normalgleichungsmatrix verwenden. METIS liefert in vielen Fa¨llen, so auch in der
Homogenisierung, bessere Ergebnisse als der Generalised Multiple Minimum Degree Algorithmus, der
Mitte der 80er Jahre von Liu entwickelt wurde und aufgrund seiner sehr schnellen Laufzeit weit
verbreitet ist [Liu 1985].
Da bereits umfangreiche Literatur zu den klassischen Sparse-Matrix Techniken existiert, ist deren
Darstellung hier auf das Wesentliche beschra¨nkt; eine umfangreichere Einfu¨hrung in die Thematik
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Abb. 8-3: Homogenisierungsverfahren fu¨r die Bestandsdatenaktualisierung eines Netzinforma-
tionssystems (hier: Sparte Wasser)
bieten [Schenk und van der Vorst 2004].
8.3.1 Speicherstrukturen fu¨r Sparse-Matrizen
Die speziellen Speicherstrukturen fu¨r Sparse-Matrizen sind dahingehend optimiert, dass mo¨glichst
wenige Nullelemente gespeichert werden mu¨ssen. Die interne Indizierung sparser Strukturen weicht
in der Regel ab von der externen Indizierung (Zeile/Spalte) der Matrix; zusa¨tzliche Felder fu¨r die
Lokalisierung der Elemente mu¨ssen vorgehalten werden.
Die Koordinatenspeichertechnik und die Profilspeichertechnik sind die am meisten verbreiteten
Klassen von Speicherstrukturen fu¨r Sparse-Matrizen. Bei der Koordinatenspeichertechnik werden aus-
schließlich von Null verschiedene Elemente und deren Koordinaten (Indices) gespeichert, wohingegen
bei der Profilspeichertechnik jeweils die Vektoren von der Diagonale bis zum letzten von Null verschie-
denen Element, die auch als Profil oder Envelope der Matrix bezeichnet werden, vorgehalten werden.
Die Profilspeichertechnik kommt im Vergleich zur Koordinatenspeichertechnik mit einfacheren Lokali-
sierungsstrukturen aus. Dafu¨r kann das Profil einer Matrix eine erhebliche Anzahl von Nullelementen
enthalten, so dass sich ein erho¨hter Speicherbedarf der Koordinatenspeichertechnik ergeben kann.
8.3.2 Direkte Lo¨sungsverfahren
Die Koeffizientenmatrix der Homogenisierung besitzt vollen Spaltenrang. Die Normalgleichungsmatrix
X ′X der Homogenisierung ist somit positiv-definit. Im folgenden werden direkte Lo¨sungsverfahren
fu¨r symmetrische, positiv-definite sparse Systeme linearer Gleichungen betrachtet, die prinzipiell in
den drei Phasen Analyse, Faktorisierung und Lo¨sung ablaufen [Duff et al. 1986].
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1. Analyse der Normalgleichungsmatrix mit dem Ergebnis einer Fill-In reduzierenden Sortierung
der Unbekannten und anschließende symbolische Faktorisierung.
2. Numerische Faktorisierung der Normalgleichungsmatrix X ′X = GG′ in eine obere und untere
Dreiecksmatrix mit Hilfe des Cholesky-Algorithmus fu¨r positiv-definite Matrizen.
3. Vorwa¨rts- Ru¨ckwa¨rtseinsetzen zur Lo¨sung des Unbekannten-Vektors β.
8.3.3 Sortierung der Unbekannten zur Reduzierung der Fill-In Elemente
Die Cholesky-Faktorisierung einer Sparse-Matrix X ′X fu¨hrt in der Regel zur Entstehung zusa¨tzlicher
Nichtnullelemente in der Faktormatrix G, deren Gesamtheit als Fill-In der Matrix bezeichnet wird.
Die Gro¨ße des Fill-Ins ist abha¨ngig von der Reihenfolge der Unbekannten, so dass durch eine Umsortie-
rung der Unbekannten das Fill-In reduziert werden kann (vgl. Abbildung 8-4). Eine Reduzierung des
Fill-Ins fu¨hrt schließlich zu einer Verringerung des Speicherbedarfs und der Anzahl der notwendigen
wesentlichen Operationen.
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Abb. 8-4: Effekt der Unbekannten-Sortierung auf die Faktormatrix [Duff et.al. 1986]
Das Problem der Fill-In reduzierenden Sortierung der Diagonalelemente einer Sparse-Matrix ist NP-
vollsta¨ndig. Nach heutigem Kenntnisstand existiert kein in polynomieller Zeit ablaufender Algorith-
mus zur Ermittlung einer optimalen Sortierung [Yannakakis 1981]. Es gibt eine Reihe heuristischer
Verfahren zur Fill-In Reduktion, die jedenfalls fu¨r die Praxis brauchbare Ergebnisse in ku¨rzerer Zeit
liefern.
Im Rahmen dieser Untersuchung wurden drei verschiedene Gruppen von Sortieralgorithmen mit-
einander verglichen.
Banker-Sortierung Die Banker-Sortierung wird im Zusammenhang mit der Profilspeichertechnik
eingesetzt. Sie fu¨hrt zu einer Verku¨rzung der Profilvektoren und somit zu einer Reduktion des beno¨tig-
ten Speicherplatzes [Snay 1976], da Fill-In Elemente ausschließlich innerhalb des Profils entstehen
[Bjo¨rck 1996, S. 218]. Das Verfahren ist in geoda¨tischen Anwendungen weit verbreitet und wird
beispielsweise in den Programmsystemen KAFKA und FLASH des Geoda¨tischen Instituts der RWTH
Aachen verwendet.
Minimum Degree Algorithmus Der Minimum Degree Algorithmus verfolgt einen intuitiven Ansatz
zur Minimierung des Fill-Ins. Aus dem Beispiel in Abbildung 8-4 wird ersichtlich, dass Unbekannte
mit einer hohen Zahl von Verknu¨pfungen zu anderen Unbekannten (man spricht auch vom Grad
(degree) einer Unbekannten) tendenziell weniger Fill-In Elemente erzeugen, wenn sie an das Ende des
Unbekanntenvektors sortiert werden.
Die Elimination einer Unbekannten βi fu¨hrt zu einer paarweisen Verknu¨pfung aller mit βi verknu¨pf-
ten Unbekannten durch Fill-In Elemente, soweit diese nicht schon vor der Elimination von βi verknu¨pft
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waren. Der Minimum Degree Algorithmus wa¨hlt nun in jedem Eliminationsschritt die Unbekannte mit
minimalem Grad zur folgenden Elimination aus.
Der Hauptaufwand des Minimum Degree Algorithmus liegt in der Aktualisierung des Grades der
Nachbarn eliminierter Unbekannter. Weiterentwicklungen setzen an dieser Schwachstelle an. Zu nen-
nen sind Lius Generalised Multiple Minimum Degree Algorithmus (MMD), der jeweils eine Menge
von Unbekannten in einem Schritt eliminiert, sowie der Approximate Minimum Degree Algorithmus
(AMD), bei dem eine rechnerisch gu¨nstige Na¨herung des Grades der Unbekannten ermittelt wird [Liu
1985; Davis et al. 1996].
Besondere Schwierigkeiten bereiten Unbekannte mit sehr hohem Verknu¨pfungsgrad, wie z.B. die
Transformationsparameter βt, die mit sa¨mtlichen anderen Unbekannten eines Systems verknu¨pft sind.
Sie verursachen bei den Minimum Degree Ansa¨tzen hohen Rechenaufwand, da der Grad dieser Unbe-
kannten bei jedem Eliminationsschritt neu bestimmt werden muss. Unbekannte mit u¨berdurchschnitt-
lich hohem Verknu¨pfungsgrad sollte man daher vorab von der Sortierung ausschließen und an das
Ende der Diagonalen der Normalgleichungsmatrix positionieren. Eine entsprechende Modifikation des
AMD Algorithmus ist der AMDpre Algorithmus nach [Carmen 1997], der a priori eine Unterteilung
des Normalgleichungssystems (8.2-1) in ein sparses Teilsystem fu¨r βz und ein dicht besetztes System
fu¨r βt vornimmt.∣∣∣∣∣X ′1X1 X ′1X2X ′2X1 X ′2X2
∣∣∣∣∣
∣∣∣∣∣βzβt
∣∣∣∣∣ =
∣∣∣∣∣X ′1yX ′2y
∣∣∣∣∣ (8.3-6)
Im Rahmen dieser Arbeit wurde Carmens Pra¨prozessor zur Beru¨cksichtigung dicht besetzter Spal-
ten kombiniert mit Lius MMD Algorithmus, das Resultat nennen wir MMDpre.
Unabha¨ngig von der Sortierung kann die Aufteilung des Systems (8.3-6) auch fu¨r den gesamten
Lo¨sungsprozess vollzogen werden. Mit N ij =X ′iXj erha¨lt man durch Elimination von βz aus (8.3-6)
die Gleichungen
(N22 −N21N−111N12)βt = (X ′2 −N21N−111X ′1)y (8.3-7)
N11βz = X
′
1y −N12βt (8.3-8)
Anstelle der Inversen der (k × k) Sparse-Matrix N11 in (8.3-7) ermittelt man das Produkt B =
N−111N12 als Lo¨sung des Gleichungssystems
N11B =N12 (8.3-9)
mit l rechten Seiten. Die Faktorisierung von N11 wird auch zur Lo¨sung von (8.3-8) beno¨tigt, so
dass der zusa¨tzliche Aufwand zur Lo¨sung von (8.3-9) in dem l-fachen Vorwa¨rts-Ru¨ckwa¨rtseinsetzen
mit jeweils k2 wesentlichen Operationen besteht.
Nested Dissection Algorithmus Die Nested Dissection Algorithmen basieren auf der Separierung
der Unbekannten durch Auswahl einer kleinen Teilmenge von Unbekannten βs (Separator), die den
Unbekannten-Vektor β in zwei unverknu¨pfte Komponenten β1 und β2 partitioniert. Die Partitionie-
rung wird innerhalb der Komponenten rekursiv fortgesetzt, bis eine vorgegebene Mindestgro¨ße erreicht
wird.
Die Anwendung des Nested Dissection Verfahrens auf die Ausgleichung geoda¨tischer Punktnetze
entspricht der Helmertschen Blockmethode [Helmert 1880, S. 556, Bjo¨rck 1996, S. 240, Wolf
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1975, S. 99]. Die Unbekannten βs des Separators werden in dem Zusammenhang Verbindungsunbe-
kannte genannt, die verbleibenden Unbekannten heißen Innenunbekannte.
Das Nested Dissection Verfahren fu¨hrt auf eine Normalgleichungsmatrix mit Block-Diagonal-Struktur,
wobei die Gro¨ße des Randes (Puffersystem) abha¨ngig ist von der Gro¨ße der Separatoren. Die Block-
Diagonal-Struktur ist invariant unter der Cholesky-Faktorisierung [Bjo¨rck 1996, S. 225]; somit ha¨ngt
die Fill-In Reduktion des Nested Dissection Verfahrens direkt von der Gro¨ße der Separatoren ab.
Das Problem der Separierung einer Menge von Unbekannten in zwei unverknu¨pfte Komponenten
kann auch als Partitionierung des Adjazenzgraphen der Matrix interpretiert werden [Friedrich 1930].
Die Knotenmenge V mit |V | = n des Adjazenzgraphen G = (V,E) ist gegeben durch die Elemente
des Unbekanntenvektors β; die Kanten E von G sind definiert durch die von Null verschiedenen
Nebendiagonalelemente (Verknu¨pfungselemente) der Normalgleichungsmatrix X ′X.
Das Problem der Graphenpartitionierung besteht darin, zwei Teilmengen V1 und V2 gleicher Gro¨ße
|V1| = |V2| = n/2 mit leerer Schnittmenge V1 ∩ V2 = ∅ und vollsta¨ndiger Vereinigung V1 ∪ V2 = V zu
finden, so dass die Menge der Kanten aus E, deren Knoten zugleich V1 und V2 angeho¨ren, minimiert
wird. Die Graphenpartitionierung ist offenbar a¨quivalent zur Suche eines guten Separators fu¨r das
Nested Dissection Verfahren.
Eine effiziente Heuristik zur Lo¨sung des Graph-Partitionierungs Problems im Kontext der Matrix-
Sortierung ist durch den Kernighan-Lin Algorithmus gegeben [Kernighan und Lin 1970]. Ausgehend
von initialen Partitionierungen des Adjazenzgraphen sucht man Teilmengen von Knoten, deren Ver-
tauschung zwischen den Partitionen zu einer Verkleinerung des Separators fu¨hrt. Das Verfahren wird
iterativ fortgesetzt bis ein lokales Minimum erreicht und keine entsprechenden Teilmengen von Knoten
mehr gefunden werden.
2 What is METIS
METIS is a software package for partitioning large irregular graphs, partitioning large meshes, and computing fill-
reducing orderings of sparse matrices. The algorithms in METIS are based on multilevel graph partitioning described
in [8, 7, 6]. Traditional graph partitioning algorithms compute a partition of a graph by operating directly on the
original graph as illustrated in Figure 1(a). These algorithms are often too slow and/or produce poor quality partitions.
Multilevel partitioning algorithms, on the other hand, take a completely different approach [5, 8, 7]. These algo-
rithms, as illustrated in Figure 1(b), reduce the size of the graph by collapsing vertices and edges, partition the smaller
graph, and then uncoarsen it to construct a partition for the original graph. METIS uses novel approaches to succes-
sively reduce the size of the graph as well as to further refine the partition during the uncoarsening phase. During
coarsening, METIS employs algorithms that make it easier to find a high-quality partition at the coarsest graph. During
refinement, METIS focuses primarily on the portion of the graph that is close to the partition boundary. These highly
tuned algorithms allow METIS to quickly produce high-quality partitions for a large variety of graphs.
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Figure 1: (a) Traditional partitioning algorithms. (b) Multilevel partitioning algorithms.
The advantages of METIS compared to other similar packages are the following:
+ Provides high quality partitions!
Experiments on a large number of graphs arising in various domains including finite element methods, linear
programming, VLSI, and transportation show that METIS produces partitions that are consistently better than
those produced by other widely used algorithms. The partitions produced by METIS are consistently 10% to
50% better than those produced by spectral partitioning algorithms [1, 4].
+ It is extremely fast!
Experiments on a wide range of graphs has shown that METIS is one to two orders of magnitude faster than other
widely used partitioning algorithms. Figure 2 shows the amount of time required to partition a variety of graphs
in 256 parts for two different architectures, an R10000-based SGI Challenge and a Pentium Pro-based personal
computer. Graphs containing up to four million vertices can be partitioned in 256 parts in well under a minute
on today’s scientific workstations. The run time of METIS is comparable to (or even smaller than) the run time
of some geometric partitioning algorithms that often produce much worse partitions.
+ Provides low fill orderings!
The fill-reducing orderings produced by METIS are substantially better than those produced by other widely
used algorithms including multiple minimum degree. For many classes of problems arising in scientific compu-
tations and linear programming, METIS is able to reduce the storage and computational requirements of sparse
matrix factorization methods by up to an order of magnitude. Moreover, unlike multiple minimum degree, the
elimination trees produced by METIS are suited for parallel direct factorization. Furthermore, as Figure 2 illus-
trates, METIS is able to compute these ordering very fast. Matrices with over two hundred thousand rows can be
reordered in just a few seconds on current generation workstations and PCs.
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Abb. 8-5: Vorgehensweise bei traditioneller (a) und Multilevel Partitionierung (b) [Karypis und
Kumar 1998b]
Eine weitere Beschleunigung der Graphenpartitionierung gewa¨hrleistet die Multilevel Technik, die
auf den Multilevel Nested Dissection (MLND) Algorithmus fu¨hrt. Der MLND Algorithmus verla¨uft
in drei Phasen, der Zusammenf ssungsphase (coarsening phase), der Partitionierungs-Phase und der
Verfeinerungsphase (uncoarsening phase) (vgl. Abbildung 8-5). Wie bei Multilevel Algorithmen u¨blich,
wird zuna¨chst eine stufenweise Vereinfachung der Problemstellung, hier durch Reduktion der Dimen-
sion des Graphen G0 durch eine Zusammenfassung von Knoten zu Hyperknoten in mehreren Stufen
G1, . . . , Gm durchgefu¨hrt. Es folgt eine Partitionierung Pm des maximal vereinfachten Graphen Gm
und schließlich wird die Partitionierung Pm von Gm zuru¨ck projiziert bis zum Graphen G0. Dabei wer-
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den die zwischenliegenden Partitionen Pm−1, ..., P0 sukzessive durchschritten, und es erfolgt jeweils eine
lokale Verbesserung der projizierten Partitionen mit dem Kernighan-Lin Algorithmus [Karypis und
Kumar 1998a].
Die Unbekannten mit hohem Verknu¨pfungsgrad sollten beim MLND Algorithmus getrennt behan-
delt werden, um eine optimale Performanz zu erzielen.
Implementierung im Programm KATHOM Sa¨mtliche der beschriebenen Verfahren sind in das Pro-
grammsystem KATHOM integriert worden. Die Banker Sortierung wurde aus dem Vorga¨nger Pro-
gramm FLASH u¨bernommen [Benning und Scholz 1990]. Der Sortieralgorithmus DSS REORDER
aus der Compaq Extended Math Library, dessen theoretischer Hintergrund nicht publiziert ist, wurde
von Hettwer integriert [Compaq Computer Corporation 2001; Hettwer 2003].
Im Rahmen dieser Arbeit wurden der Generalised Multiple Minimum Degree Algorithmus, der Ap-
proximate Minimum Degree Algorithmus und das Multilevel Nested Dissection Verfahren aus METIS
in KATHOM integriert. Dabei wurden jeweils Algorithmen zur Beru¨cksichtigung der Unbekannten
mit hohem Verknu¨pfungsgrad vorgeschaltet.
8.3.4 Faktorisierung und Lo¨sung sparser Normalgleichungssysteme
Die Fill-In reduzierende Sortierung der Unbekannten, die allein aufgrund der Verknu¨pfungsinformation
der Normalgleichungsmatrix durchgefu¨hrt wird, liefert einen Permutationsvektor, der eine neue Sortie-
rung der Unbekannten vorgibt. Auf der Grundlage dieser Information erfolgt im na¨chsten Schritt die
Faktorisierung der Matrix, wobei zuna¨chst eine symbolische Faktorisierung der permutierten Matrix
durchgefu¨hrt wird. Auf deren Grundlage werden die Positionen der Fill-In Elemente berechnet und
die Felder der Koordinatenspeichertechnik aufgebaut. Im Anschluss daran erfolgt die numerische Fak-
torisierung, fu¨r die sich der left-looking Algorithmus und die multifrontal Methode anbieten [Schenk
und van der Vorst 2004]. Weiterhin existieren einige Ansa¨tze zur Optimierung der numerischen
Faktorisierungsverfahren, die der hierarchischen Speicherstruktur moderner Rechner angepasst sind.
Die Anwendung des Nested Dissection Verfahrens fu¨hrt offenbar auf ein Normalgleichungssystem
mit Block-Diagonal-Struktur, fu¨r dessen parallelisierte Lo¨sung sich die gruppenweise Ausgleichung
nach dem Zusammenschließungstyp unter Anwendung vonHelmerts Additionstheorem fu¨r reduzierte
Normalgleichungen anbietet [Wolf 1975, S. 100, 114].
Implementierung im Programm KATHOM Im Programm KATHOM werden die Algorithmen aus
[George und Liu 1981] zur symbolischen und numerischen Faktorisierung und fu¨r das Vorwa¨rts-
Ru¨ckwa¨rtseinsetzen verwendet, die den left-looking Ansatz verwenden und keine numerischen Pivot-
Strategien enthalten. Die Normalgleichungsmatrix der Homogenisierung ist stets positiv-definit, so dass
keine singula¨ren fu¨hrenden Hauptuntermatrizen auftreten. Eine Pivotisierung oder dazu alternative
Vorgehensweise ist nicht erforderlich [Koch 1997, S. 28, 66, 202]. Eine Parallelisierung der Lo¨sung
wurde testweise vorgenommen.
8.3.5 Partielle Berechnung der Kovarianzmatrix der unbekannten Parameter
Zur Berechnung des Parametervektors β aus den Normalgleichungen (8.2-1) ist eine Inversion der
Normalgleichungsmatrix nicht erforderlich. Allerdings werden die Elemente der Inversen (X ′X)−1 zur
Berechnung der Kovarianzmatrix Dˆ(βˆ) = σˆ2(X ′X)−1 beno¨tigt, deren Ermittlung beispielsweise zur
Durchfu¨hrung von Hypothesentests erforderlich ist.
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Die Inverse einer Sparse-Matrix ist allgemein voll besetzt, so dass eine vollsta¨ndige Berechnung aller
Elemente der Inversen bei der vorliegenden Problemstellung nicht in Frage kommt. Allerdings werden
zur Angabe der a posteriori Varianz einzelner Parameter sowie zur Durchfu¨hrung von Hypothesentests
nur ausgewa¨hlte Elemente der Inversen Matrix beno¨tigt.
Ein effizienter Algorithmus zur partiellen Inversion von Sparse-Matrizen wurde Anfang der 70er
Jahre von Takahashi angegeben [Takahashi et al. 1973; Erisman und Tinney 1975]. Das Ver-
fahren basiert auf der Gauß-Zerlegung einer hier symmetrischen n× n Matrix A = LDL′, fu¨r deren
Inverse Z = A−1 die folgende Beziehung gilt:
Z = L′−1D−1L−1 (8.3-10)
= L′−1D−1L−1 +
0︷ ︸︸ ︷
(D−1L−1 −D−1L−1) (8.3-11)
= D−1L−1 + (I −L′)Z (8.3-12)
Aus der Beziehung (8.3-12) la¨sst sich eine Rekursionsvorschrift fu¨r die Elemente der Inversen Z = (zij)
ableiten. Ausgehend von dem Element znn = d−1nn erha¨lt man die weiteren Elemente von Z aus den
Zusammenha¨ngen
zij = −
n∑
k=i+1
lkizkj (8.3-13)
zii = d−1ii −
n∑
k=i+1
lkizki (8.3-14)
mit i = n− 1, . . . , 1 und j > i.
Eine fu¨r die Inversion von Sparse-Matrizen besonders gu¨nstige Eigenschaft des Algorithmus besteht
darin, dass die Berechnung der Elemente zij mit lij 6= 0 ohne vorherige Berechnung der Elemente zij
mit lij = 0 erfolgen kann. Werden ausschließlich solche Elemente der Inversen beno¨tigt, die bereits
in A von Null verschieden oder als Fill-In Elemente in der Faktorisierung hinzugekommen sind, kann
die Berechnung der Inversen A−1 ohne zusa¨tzlichen Speicherbedarf geschlossen innerhalb der Sparse-
Matrix Struktur der Faktormatrix G′ =
√
DL′ erfolgen.
Implementierung im Programm KATHOM Der Takahashi Algorithmus zur Berechnung der par-
tiellen Inversen ist in das Programm KATHOM integriert worden, wobei nur die in der Struktur
der Cholesky-Faktorisierung enthaltenen Elemente berechnet werden. Weitere Elemente der Inversen
werden nicht beno¨tigt, denn die im weiteren Verlauf zur Durchfu¨hrung der Ausreißertests beno¨tigten
Elemente sind bereits in den Normalgleichungen von Null verschieden.
8.3.6 Vergleich der Verfahren anhand realer Daten
In den Abbildungen 8-6 und 8-7 sind die Ergebnisse der verschiedenen Sortierverfahren fu¨r das Test-
beispiel aus Abbildung 8-3 dargestellt, die Ergebnisse des AMD sind aufgrund der A¨hnlichkeit zum
MMD nicht dargestellt.
Bei dem Multi Level Nested Dissection Ansatz ist die Partitionierung des Problems in jeweils
(200×200)/2 Elemente großen Blo¨cke erkennbar, die abgesehen von den Separatoren und deren Fill-In
auch in der Faktormatrix erhalten bleibt. Diese Struktur macht sich bei Verwendung des left-looking
Algorithmus zur numerischen Faktorisierung der Matrix positiv bemerkbar, da innerhalb eines lokal
zusammenha¨ngenden Abschnitts des Element-Vektors gearbeitet werden kann, der vollsta¨ndig in den
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Abb. 8-6: Ergebnisse des MLND Algorithmus
(METIS)
Abb. 8-7: Ergebnisse des MMD Algorithmus
Cache-Speicher der CPU passt. So ist zu erkla¨ren, dass die Faktorisierung und Lo¨sung der mit MLND
sortierten Matrizen schneller abla¨uft als die Faktorisierung der MMD und AMD Matrizen, obwohl
diese zum Teil ein kleineres Fill-In besitzen.
Neup. Sollp. Geom. Bed. Nebendiag. (%)
1 18002 14284 20780 430663 (0,069)
2 143392 14863 27715 2517627 (0,006)
3 493088 115413 80057 8562485 (0,002)
4 578727 115286 199335 10779796 (0,002)
Tabelle 8.3.6-1: Testdatensa¨tze mit bis zu 1,16 Millionen Unbekannten
Die Laufzeiten und die Gro¨ße des Fill-Ins der verschiedenen Sortieralgorithmen sind fu¨r einige
Datensa¨tze aus realen Homogenisierungsproblemen (vgl. Tabelle 8.3.6-1) in den Abbildungen 8-8 und
8-9 dargestellt. Die Rechenzeiten wurden auf einem AMD Athlon 2800+ mit 1 Gb RAM ermittelt.
Der MLND Algorithmus ist geringfu¨gig langsamer als der MMDpre Algorithmus. Die vergleichsweise
hohen Laufzeiten der DSS-CXML Unbekannten-Sortierung sind auf eine Unzula¨nglichkeit bei der
Behandlung von Unbekannten mit hohem Verknu¨pfungsgrad zuru¨ckzufu¨hren, die man beispielsweise
mit der Vorgehensweise nach Gleichung (8.3-7) - (8.3-9) umgehen kann.
Misst man die Qualita¨t eines Sortierverfahrens anhand der Laufzeit der anschließenden numerischen
Faktorisierung, so ist aus Abbildung 8-10 erkennbar, dass MLND (METIS) den anderen Verfahren
aufgrund des schnelleren Speicherzugriffs auch dann u¨berlegen ist, wenn bei gro¨ßerem Fill-In eine
gro¨ßere Zahl von wesentlichen Operationen beno¨tigt wird. Fu¨r einige Datensa¨tze fehlen Angaben
zur Laufzeit der numerischen Faktorisierung nach Banker-Sortierung und DSS-CXML, da die 2Gb
Schranke fu¨r Benutzerprozesse in 32-bit Windows Systemen u¨berschritten wurde.
In Kombination mit MLND ist eine Steigerung der Rechenleistung durch den Einsatz parallelisier-
ter Faktorisierungs- und Lo¨sungsverfahren auf Multi-Prozessor Rechnern erzielbar (vgl. 8.3.4) [Gupta
et al. 1997; Karypis und Kumar 1998a; Schenk 2000]. Vielversprechende Testla¨ufe mit den Da-
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Abb. 8-8: Rechenzeiten der Unbekannten-Sortierung
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Abb. 8-9: Anzahl der Fill-In Elemente (ohne DSS-CXML)
tensa¨tzen aus Tabelle 8.3.6-1 wurden mit dem parallelen direkten Gleichungslo¨ser PARDISO (Version
1.2.2) auf einem IBM Power 4 mit vier 1.3 GHz CPUs der Uni Basel durchgefu¨hrt. Die Parallelisie-
rung auf vier Prozessoren bewirkt eine weitere Beschleunigung der numerischen Faktorisierung um
den Faktor 3,5 von 15,5s auf 4,4s.
Die partielle Inversion der Normalgleichungsmatrix erfordert in den Datenbeispielen na¨herungsweise
doppelt so viele wesentliche Operationen wie die numerische Faktorisierung und Lo¨sung der Normal-
gleichungen. Die Inverse wird nur einmal am Ende der Gauß-Newton-Iterationen berechnet, so das sie
nur unwesentlich zur Gesamtrechenzeit der Homogenisierung beitra¨gt. Zur Qualita¨tsbeurteilung und
Durchfu¨hrung statistischer Tests sollte die partielle Inverse (Kovarianzmatrix) daher immer berechnet
werden.
In der Abbildung 8-11 sind die Gesamtlaufzeiten der Programme KATHOM 1.10 (Banker Algorith-
mus), KATHOM 1.18 (DSS-CXML) und KATHOM 2.0 (MLND) aufgefu¨hrt. Der Performancegewinn
zwischen der Version 1.18 und 2.0 entspricht den im Rahmen dieser Arbeit durchgefu¨hrten Verbesse-
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Abb. 8-10: Rechenzeiten der numerischen Faktorisierung und Lo¨sung
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Abb. 8-11: Gegenu¨berstellung der Gesamtlaufzeiten
rungen. Fu¨r den Datensatz 3 mit knapp 500.000 Neupunkten erha¨lt man eine Verbesserung der Laufzeit
um den Faktor 86 und fu¨r den Datensatz 2 mit ca. 140.000 Neupunkten eine Verbesserung um den
Faktor 22. Der Datensatz 4 konnte aufgrund des erho¨hten Speicherbedarfs der anderen Verfahren nur
mit der Version 2 des Programms vollsta¨ndig berechnet werden.
Bei der Bewertung der Laufzeiten ist zu beru¨cksichtigen, dass die in Version 1 verwendeten Al-
gorithmen zur Delaunay-Triangulation und Natural Neighbour Interpolation eine Punkt-in-Umkreis
Suche mit linearem Aufwand verwenden, wodurch ein insgesamt quadratisches Laufzeitverhalten vor-
liegt [Hettwer 2003, S. 95]. In der Version 2 wird ein ra¨umlicher Index benutzt, der zumindest fu¨r
zufa¨llig gleichverteilte Punktmengen eine Lokalisierung in konstanter Zeit zula¨sst [Tsai 1993]. Der
Vergleich mit den Laufzeiten der Unbekannten-Sortierung aus Abbildung 8-8 macht deutlich, dass die
weitere Leistungssteigerung auf die Verwendung neuer Sortierverfahren zuru¨ckzufu¨hren ist. So ergibt
sich fu¨r den MLND Algorithmus im Testdatensatz 4 eine Verbesserung der Rechenzeit um den Faktor
350 gegenu¨ber der zuvor verwendeten DSS Reorder Routine der CXML Bibliothek.
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9 Geometrische Integration in einer
objektorientierten GIS-Umgebung
Mit den beschriebenen Algorithmen sind die funktionalen Voraussetzungen fu¨r die Lo¨sung der geome-
trischen Integration in dem Ausgleichungsmodell der Homogenisierung geschaffen.
Die Bearbeitung der in Kapitel 4.2 beschriebenen Anwendungsfa¨lle erfordert daru¨berhinaus die
Anbindung der Techniken in eine GIS Umgebung. Sie ist im Rahmen dieser Arbeit auf der Basis des
objektorientierten Smallworld GIS erfolgt.
Die beschriebene Algorithmen zur geometrischen Integration sind generisch, denn bezu¨glich des Da-
tenmodells der zu integrierenden Datenbesta¨nde wurden keine einschra¨nkenden Annahmen gemacht.
Um den Algorithmen keine Anwendungsbereiche zu verschließen, muss ihre Integration in eine GIS
Umgebung einen hohen Grad an Konfigurierbarkeit aufweisen. Ein entsprechendes Konzept wird in
dem ersten Teil dieses Kapitels vorgestellt.
Neben den funktionalen Aspekten ist fu¨r die Akzeptanz dieses technisch komplexen Verfahrens die
Gestaltung der Mensch-Maschine-Schnittstelle von Bedeutung. Ihr kommt die Aufgabe zu, die komple-
xen Strukturen des Datenmodells (vergleiche Kapitel 5.5) in eine fu¨r den Nutzer leicht versta¨ndliche,
mo¨glichst intuitive Metapher zu u¨berfu¨hren [Kuhn 1996]. An dieser Stelle entsteht ein Konflikt zwi-
schen der mo¨glichst breiten Nutzbarkeit der Software einerseits und der maximalen Einschra¨nkung der
Komplexita¨t der Benutzerschnittstelle zur Ermo¨glichung einer einfachen Handhabung des Programms
andererseits. Zur Unterstu¨tzung von Prozessketten wie denen aus Abbildung 4-6 und 4-7 auf Seite 69
ist eine dynamische Implementierung des Workflows der geometrischen Integration no¨tigt, die dem
Anwender einen engen Weg zur Bearbeitung der Problemstellung vorgibt.
Der Bewertung der Ergebnisse der geometrischen Integration kommt eine besondere Bedeutung zu.
Die Homogenisierung ist ein ma¨chtiges Werkzeug, mit dem effizient große Mengen ra¨umlicher Daten
vera¨ndert werden ko¨nnen. Bevor eine U¨bernahme von Homogenisierungsergebnissen in den Haupt-
datenbestand erfolgt, ist eine U¨berpru¨fung der Daten vorzunehmen. Zu diesem Zweck werden effizi-
ente Analyse-Werkzeuge beno¨tigt, mit denen die Ergebnisse der Homogenisierung fu¨r den Anwender
sichtbar gemacht werden. Visualisierungstechniken fu¨r die Pra¨sentation von Ausgleichungsergebnissen
werden nachfolgend vorgestellt.
Eine formale U¨berpru¨fung der Konsistenz der vera¨nderten Daten, beispielsweise auf die Eigenschaf-
ten einer Landkarte hin (vergleiche Kapitel 2.3.5.1), fa¨llt in Aufgabenbereich der Transaktionsverarbei-
tung eines ra¨umlichen Datenbanksystems. Effiziente Transaktionsregeln, die speziell auf den Fall einer
Topologie erhaltenden Transformation (Homo¨omorphismus) der Daten abgestimmt sind, befinden sich
in [Gro¨ger 2000, S.80].
Abschließend wird der Prozess des Lagebezugssystemwechsels (Netztransformation) in Prima¨rda-
tenbesta¨nden am Beispiel einer integrierten ALK/ALB Anwendung auf der Basis der Smallworld CST
vorgestellt.
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9.1 Konfiguration und regelbasierte Steuerung der geometrischen
Integration
Eine Konfiguration umfasst die Menge aller Eigenschaften und logischen Zusammenha¨nge der geome-
trischen Integration, die unabha¨ngig vom Einzelfall fu¨r alle Verfahren eines Anwendungsfalls Gu¨ltigkeit
besitzen. Die Konfiguration ist somit eine Invariante der Verfahren eines Anwendungsfalls und muss
in einem Produktionsablauf nicht vera¨ndert werden.
Das Problem der Konfiguration liegt darin, die invarianten Eigenschaften und logischen Zusam-
menha¨nge eines Anwendungsfalls zu identifizieren und geeignete Sprachmittel und Oberfla¨chen zu
ihrer expliziten Repra¨sentation und Definition bereitzustellen.
Ist eine explizite Repra¨sentation einer Konfiguration vorhanden, kann bei der Bearbeitung von
Verfahren des korrespondierenden Anwendungsfalls auf sie zuru¨ckgegriffen werden. Dadurch wird der
Anwender entlastet, der sich bei der Bearbeitung lediglich um die verfahrenspezifischen, datenabha¨ngi-
gen Aufgaben ku¨mmern muss. Ein weiterer Vorteil liegt in der Standardisierung der Vorgehensweise,
die insbesondere dann sichergestellt ist, wenn dem Produktiv-Anwender die Mo¨glichkeit der A¨nderung
von Konfigurationsdaten genommen wird.
9.1.1 Regelbasierte Konfiguration
In den Kapiteln 6.2 und 7.2.3.1 wurden regelbasierte Ansa¨tze fu¨r die Steuerung der Sollpunktzuordnung
und Bedingungsgenerierung vorgestellt. In beiden Fa¨llen wurde anhand von Pra¨dikaten eine Selektion
aus dem Objektmodell der Fachdatenbesta¨nde getroffen und auf die interne Struktur des Datenmodells
der Homogenisierung abgebildet. Die Regelinformationen werden in einfache Regelklassen kodiert, in
denen das Selektionskriterium (Pra¨misse) und die Bedeutung fu¨r die Homogenisierung (Conclusio)
enthalten. Die Pra¨dikate werden in einer maschinenlesbaren Form repra¨sentiert, die an die Syntax
der SQL angelehnt ist und Erweiterungen fu¨r ra¨umliche Abfragen entha¨lt. Eine Zusammenfassung der
Regelklassen ist in Abbildung 9-1 enthalten.
Name
Use Case
Standard Deviations
Project
Standard Deviation
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Matching Rule
Constraint Type
Constraint Rule
Number
Standard Deviation
Default Object State
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*
2
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Abb. 9-1: Objektklassen fu¨r die Konfiguration der Homogenisierung in einem GIS
9.1.1.1 Anwendungsfallanalyse fu¨r die Erstellung von Regeln
Mit den Regelklassen des Konfigurationsmechanismus geschieht eine Anpassung des Homogenisie-
rungsverfahrens an die spezifische Problemstellung des Anwenders. Ihr geht eine Analyse der Anwen-
dungsfa¨lle voraus, die im Ergebnis die Rollen der Objekte im Homogenisierungsprozess festgelegt.
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In praktischen Anwendungen hat sich gezeigt, dass bei Anwendern ohne Erfahrung mit Homogeni-
sierungsprozessen kein vollsta¨ndiges explizites Wissen u¨ber die sinnvolle Rolle der Objekte im Rahmen
der Homogenisierung vorliegt. Die Anwendungsfallanalyse und Konfiguration gestaltet sich dann als
iterativer Prozess, bei dem auf der Grundlage der erzielten Ergebnisse Vera¨nderungen an der Konfi-
guration vorgenommen werden, bis eine suffiziente Konfiguration erreicht ist.
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Abb. 9-2: Anwendungsfallanalyse und Erstellung einer Konfiguration im Gesamtzusammenhang
des Homogenisierungsprozesses in dem Programm KATHOM
Idealerweise sollte ein konfigurierbares Programm mit einer fertigen Palette von Standardkonfigura-
tionen ausgeliefert werden. Ein Anwender mit einem bestimmten Homogenisierungsproblem kann dann
auf die passende Konfiguration zuru¨ckgreifen, ohne selbst in die internen Strukturen der Konfiguration
(Regelklassen) eingreifen zu mu¨ssen.
Diese Idealvorstellung der Standardisierung, die auch in dem Programm KATHOM umgesetzt wur-
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de, setzt jedoch voraus, dass die bei den Anwendern vorliegenden Datenmodelle dem Standard entspre-
chen, der bei der Erstellung der Konfiguration vorausgesetzt wurde. In der Praxis werden kundenspe-
zifische Anpassungen (Customisation), teilweise in Form von harten A¨nderungen des Datenmodells,
an den standardisierten Fachschalen vorgenommen, um den individuellen Wu¨nschen der Anwender
gerecht zu werden. Diese Anpassungen verhindern einen direkten Einsatz standardisierter Konfigura-
tionen bei der Homogenisierung, denn die A¨nderungen gegenu¨ber dem Standard mu¨ssen nachvollzogen
werden. Der Prozess wird weiter erschwert, wenn keine explizite Kenntnis u¨ber die Abweichungen vom
Standard auf der Ebene des Datenmodells vorliegt.
Weiter hat sich in praktischen Anwendungen gezeigt, dass die Homogenisierung gerade dann zum
Einsatz kommt, wenn nutzereigene Datenbesta¨nde- und Modelle wie zum Beispiel Ersatzgeobasisdaten
in Netzinformationssystemen durch standardisierte Produkte der o¨ffentlichen Geodatenproduzenten
abgelo¨st werden. Dabei muss zuna¨chst eine Anpassung der Konfiguration an das individuelle Daten-
modell der Ersatzgeobasisdaten erfolgen.
Die Integration einer Softwarelo¨sung fu¨r die Homogenisierung kann daher, auch im Falle des Pro-
gramms KATHOM, nur in Ausnahmefa¨llen nach dem ’plug-and-play’ Prinzip erfolgen ko¨nnen. Eine
Verbesserung der Situation kann nur durch konsequente Verwendung standardisierter Datenmodelle
erreicht werden.
9.2 Benutzerschnittstelle fu¨r die geometrische Integration
Im Rahmen dieser Arbeit wurde eine Benutzerschnittstelle zu dem Programm KATHOM entwickelt,
die eine Bearbeitung von Homogenisierungsproblemen in dem Stil einer Office-Software erlaubt. Die
bekannten Elemente wie “Dokumentvorlagen”, “Neue Datei”, “Datei o¨ffnen” und “Undo/Redo” wur-
den dabei fu¨r die entsprechenden Aktionen und Elemente der Homogenisierung angepasst.
9.2.1 Adaptive Reduktion der Komplexita¨t bei der Abbildung des Workflows
Bei dem Design der Oberfla¨che wurde das Ziel verfolgt, die Komplexita¨t der Algorithmen fu¨r den
Anwender mo¨glichst zu verbergen und zugleich die zwingend erforderlichen Funktionalita¨ten kompakt
bereitzustellen. Weiter sollte die Benutzerschnittstelle den Anwender durch die Prozesskette aktiv
begleiten und zu jedem Zwischenstand der Bearbeitung die aktuell relevanten Funktionen sichtbar und
auswa¨hlbar erscheinen lassen. Diese Vorgaben wurden in einer dreistufigen Strategie implementiert.
1. Bei Anwendungsfa¨llen ohne Zuordnungsproblem entfa¨llt die prima¨re Fehlerquelle der Homoge-
nisierung. Das Verfahren kann vollkommen automatisch ablaufen. Der Benutzer wird erst vor
der U¨bernahme der Homogenisierungsergebnisse in den Hauptdatenbestand zu der Kontrolle der
Daten aufgefordert. In der Benutzeroberfla¨che wurde hierzu eine Funktion “vollsta¨ndige Homo-
genisierung” angelegt.
2. Bei unproblematischen Zuordnungsproblemen wird auf einen begrenzten Umfang von Funktionen
zuru¨ckgegriffen. Insbesondere sind bei einer vorhandenen Konfiguration keine A¨nderungen an
der Parametrisierung der Algorithmen erforderlich. Die Homogenisierung erfolgt dann in einer
linearen Prozesskette, gegebenenfalls mit Iterationszyklen, mit einem fest vorgegebenen Ablauf.
Es wurde daher fu¨r die Abbildung einer Sequenz von Funktionen als zentrales Bedienelement
ein Multifunktions-Item eingefu¨hrt, das in Abha¨ngigkeit vom Fortschritt der Bearbeitung un-
terschiedliche Funktionen anbietet. In der Statusleiste der Benutzeroberfla¨che erfolgt jeweils ein
Hinweis auf die na¨chste sinnvolle Aktion. Das Menu¨ zur Homogenisierung ist in Abbildung 9-3
in seiner kompakten Form dargestellt.
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Abb. 9-3: Kompakte Version der zentralen Benutzerschnittstelle fu¨r den Homogenisierungspro-
zess
3. Fu¨r komplexere Anwendungsfa¨lle, die ein ho¨heres Maß an Interaktion erfordern, existiert eine
erweiterte Form der Benutzeroberfla¨che, in der einige ausgewa¨hlte Parameter editiert werden
ko¨nnen. Durch Auswahl der “erweitert” Funktion vergro¨ßert sich die Oberfla¨che um drei Seiten
mit den wichtigsten Parametern zu den einzelnen Prozessen (vergleiche Abbildung 9-4). Mit
dieser Variante der Benutzeroberfla¨che ko¨nnen die meisten Homogenisierungsprobleme gelo¨st
werden.
Abb. 9-4: Erweiterte Version der zentralen Benutzerschnittstelle fu¨r den Homogenisierungspro-
zess
Sind daru¨berhinaus A¨nderungen an weiteren Parametern vorzunehmen, so erfolgen diese u¨ber
die Standard-Editoren fu¨r die Bearbeitung von Objekten. In der Abbildung 9-5 ist der Objek-
teditor zu dem Verfahren-Objekt und einige der insgesamt u¨ber 50 Parameter des Homogenisie-
rungsprozesses abgebildet. Bei der Anlage eines neuen Verfahrens kann eine Dokumentvorlage
ausgewa¨hlt werden, aus der die Parameter und daru¨berhinaus die assoziierten Regeln in das
neue entstandene Verfahren u¨bernommen werden.
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Abb. 9-5: Objekteditor zur Klasse Verfahren des KATHOM Datenmodells
9.2.2 Interaktive Zuordnung, Bedingungsgenerierung und Konfliktbearbeitung
In vielen praktischen Fa¨llen leisten die beschriebenen Algorithmen eine vollsta¨ndige Punktzuordnung
und Generierung geometrischer Bedingungen. Ausnahmsweise kann es zu Mehrdeutigkeiten innerhalb
der Verfahren kommen, die interaktiv gelo¨st werden mu¨ssen. Dabei bietet die Benutzerschnittstelle
Unterstu¨tzung, indem eine Konfliktgeometrie in der Graphik angezeigt wird. Weiter gibt ein spezi-
ell angepasster Editor fu¨r Konfliktobjekte eine Beschreibung des vorliegenden Problems (vergleiche
Abbildung 9-6).
Die Auflo¨sung eines Konflikts erfordert einen interaktiven Eingriff in die Objekte des KATHOM
Datenmodells. Referenzen zwischen Objekten mu¨ssen gelo¨scht werden, wenn beispielsweise eine Zu-
ordnung aufgehoben werden, oder ein Punkt nicht mehr an einer Bedingung teilnehmen soll. Hierzu
ko¨nnen grundsa¨tzlich die generischen Objekteditoren benutzt werden. Allerdings ist diese Vorgehens-
weise nicht ergonomisch, weil die zugrundeliegende graphische Struktur des Problems nicht ausgenutzt
wird.
Zur interaktiven Definition und Auflo¨sung von Zuordnungen wurden daher zwei Funktionen in
die Benutzerschnittstelle der Homogenisierung integriert. Nach einer Selektion der entsprechenden
Punkt-Objekte in der Graphik erfolgt die (Auflo¨sung der) Zuordnung auf Knopfdruck. Die A¨nderung
an den Objekten und Referenzen ist damit, fu¨r den Benutzer in die ra¨umliche Metapher der Karte
u¨bertragen, nur durch ein neues Zuordnungssymbol in der Graphik ersichtlich. Die Objekteditoren der
Koordinaten- und Punkt-Objekte werden bei dieser Vorgehensweise nicht beno¨tigt.
Auf analoge Weise erfolgt die Definition geometrischer Bedingungen mit einer entsprechenden Benut-
zeroberfla¨che (siehe Abbildung 9-8). In der Graphik wird eine Auswahl u¨ber eine Menge von Punkten
getroffen. Nach Knopfdruck erscheint das graphische Symbol des neu erzeugten Bedingungsobjekts.
Die Objekteditoren der verschiedenen Bedingungsklassen werden dabei nicht beno¨tigt.
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Abb. 9-6: Editor zur Bearbeitung von Konfliktobjekten
Abb. 9-7: Interaktive Zuordnung von Punkten in der Graphik
9.3 Visuelle Analyse von Homogenisierungsergebnissen
Aus der Sicht des Anwenders ist die numerische Komponente der Homogenisierung eine Black-Box, die
umfangreiche Vera¨nderungen an seinen Daten vornimmt. Die Ergebnisse der Ausgleichung in Form aus-
geglichener Koordinaten, a posteriori Standardabweichungen und weiteren statistischen Kenngro¨ßen
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Abb. 9-8: Interaktive Erzeugung geometrischer Bedingungen in der Graphik
sind abstrakt. Ihre fachgerechte Interpretation erfordert erhebliche Vorkenntnisse aus dem Bereich der
Ausgleichungsrechnung. Die Bearbeitung des graphischen Homogenisierungsproblems soll jedoch auch
Anwendern ohne entsprechende Vorkenntnisse ermo¨glicht werden.
Mit der Benutzeroberfla¨che zur Konfliktbereinigung aus Abbildung 9-6 ist ein entsprechendes Werk-
zeug vorhanden, das dem Anwender beispielsweise die Ergebnisse statistischer Ausreißertests graphisch
pra¨sentiert.
9.3.1 Analyse mit Verschiebungs- und Verbesserungsvektoren
Die klassische Repra¨sentationsform fu¨r Homogenisierungsergebnisse ist eine u¨berho¨hte, das heißt ska-
lierte, Darstellung der Verschiebungs- und Verbesserungsvektoren (siehe Abbildung 9-9).
Ein Verschiebungsvektor zeigt von der alten auf die neue homogenisierte Lage eines Punktes und
repra¨sentiert damit das Ergebnis der Parameterscha¨tzung.
Benutzt man die Verschiebungsvektoren fu¨r die Transformation der Bestandsdaten in das Zielsy-
stem, erha¨lt man eine Vorschau der transformierten Geometrien. Die Vorschau-Geometrie besitzt mehr
Aussagekraft als das Vektorfeld der Verschiebungen, da auch die Liniendaten in homogenisierter La-
ge enthalten sind (vergleiche Abbildung 9-10). Sie eignet sich daher zur Qualita¨tskontrolle vor einer
U¨bernahme des Homogenisierungsergebnisses.
Die Verbesserungen der Homogenisierung nach dem hybriden Ansatz (5.4-159) enthalten den Messfeh-
ler und die nichtlinearen Anteile des Signals. Der Anteil des Messfehlers ist grundsa¨tzlich zufa¨llig;
u¨berdurchschnittlich große Restklaffungen (Verbesserungsvektoren) ko¨nnen daher auf einen Daten-
fehler hinweisen.
Aufgrund des Signal-Anteils ko¨nnen die Restklaffungen des Modells (5.4-159) zur Validierung des
Ansatzes der Restklaffenverteilung benutzt werden. Ist eine ra¨umliche Korrelation in den Daten vor-
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Abb. 9-9: Visualisierung von Verschiebungs- und Verbesserungsvektoren der Homogenisierung
Abb. 9-10: Simultane Visualisierung von Alt- und Neuzustand zur Qualita¨tskontrolle
handen, sollte sich ein gleichma¨ßiger Verlauf in den Restklaffen benachbarter Sollpunkte zeigen. Liegt
ein zufa¨lliges Streuen in den Restklaffungsvektoren der Sollpunkte vor, ist aus statistischer Sicht frag-
lich, ob die bei der exakten Verteilung der Restklaffungen getroffene Annahme eines dominanten
Signals zutrifft.
Aus praktischer Sicht ist diese U¨berlegung von untergeordneter Bedeutung, denn die Homogenisie-
rung dient insbesondere bei der Aktualisierung von Sekunda¨rdatenbesta¨nden der exakten Anpassung
der Bestandsdaten an einen neuen Sollzustand, bei der eine mo¨glichst exakte Realisierung geometri-
scher Bedingungen im Vordergrund steht.
9.3.2 Analyse des Variogramms der Restklaffungen
Die Variogrammwolke der Residuen kann nach Kapitel 5.2.2.3 zu der Ableitung des experimentellen Va-
riogramms verwendet werden. Basierend auf dem experimentellen Variogramm kann eine Abscha¨tzung
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der relativen Lagegenauigkeit erfolgen und die Annahme der ra¨umlichen Korrelation der Daten vali-
diert werden.
In Abbildung 9-11 sind die Variogramme der Restklaffen fu¨r das Transformationsbeispiel aus Ab-
bildung 6-6 auf Seite 132 dargestellt. Deutlich erkennbar ist die lokale Abha¨ngigkeit der Restklaffen
im Fall der linearen Transformation. Das ist ein Indiz fu¨r ein entfernungsabha¨ngiges nichtlineares Si-
gnal in den Restklaffen, das die Annahme einer ra¨umlichen Korrelation der Daten und damit eine
Verteilung der Restklaffen statistisch rechtfertigt.
Abb. 9-11: Variogramm der Restklaffen bei linearer Transformation (l.o.) und Thin Plate Spline mit
λ1 = 1 (r.o.), λ2 = 0.1 (l.u.) und λ3 = 0.01 (r.u.)
Der Effekt einer Restklaffenverteilung ist in den weiteren Variogrammen ersichtlich. Mit zunehmen-
der Modellierung des Signals durch den nichtlinearen Teil des Thin Plate Spline reduziert sich die
Entfernungsabha¨ngigkeit der Restklaffungen, bis schließlich ein entfernungsunabha¨ngiger zufa¨lliger
Messfehler verbleibt. Interessant ist in diesem Zusammenhang die Entwicklung des mittleren Punkt-
fehlers der Scha¨tzung (vergleiche Kapitel 5.2.2.3 und 5.4.3). In dem Modell der linearen Transfor-
mation ergibt sich σAffin = 0.36[m]. Mit dem Scha¨tzwert der Varianz nach (5.3-140) erha¨lt man
σTPS,λ=1 = 0.25[m], σTPS,λ=0.1 = 0.19[m] und σTPS,λ=0.01 = 0.14[m]. Die Abnahme der Standardab-
weichung entspricht dem Unterschied zwischen der absoluten Lagegenauigkeit des Datensatzes nach
der Affintransformation (zufa¨lliger Messfehler und Signal) und der relativen Lagegenauigkeit unter
Beru¨cksichtigung des Signals (nur zufa¨lliger Messfehler). Wie in Kapitel 5.4.3 theoretisch dargelegt
wurde beschreiben die Standardabweichungen im Modell (5.4-159) den mittleren Punktfehler vor der
Restklaffenverteilung und lassen die mit ihr verbundene Genauigkeitssteigerung unberu¨cksichtigt.
Es bestehen weitere Mo¨glichkeiten zur statistischen Analyse der Daten anhand des Variogramms.
So la¨sst sich ein globales Maß fu¨r die ra¨umliche Abha¨ngigkeit der Restklaffungen mit dem Indikator
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nach Moran angeben zu [Croitoru und Doytsher 2003]
I =
n∑
i,j
wij
∑
i
∑
j wijz(xi)z(xi)∑
i z(xi)2
. (9.3-1)
Auf der Basis von Moran’s I definiert der LISA Indikator (Local Indication of Spatial Association)
ein lokales Maß fu¨r den ra¨umlichen Zusammenhang einer Zufallsvariablen mit ihrer Nachbarschaft an
der Stelle xi zu [Anselin 1995]
Ii =
n∑n
j=1 z(xj)2
z(xi)
n∑
j=1
wijz(xj), (9.3-2)
worin wij Gewichte fu¨r den ra¨umlichen Zusammenhang der Zufallvariable an den Stellen xi und xj
darstellen, die beispielsweise aus einer Scha¨tzung des Variogramms der Residuen abgeleitet werden
ko¨nnen.
Aufgrund der Definition des LISA erha¨lt man hohe Werte fu¨r Bereiche nicht-stationa¨rer Daten und
niedrige Werte fu¨r homogene Bereiche mit stationa¨ren Daten. Das LISA Kriterium wird daher zur
Detektion von Diskontinuita¨ten in Kataster-Daten vorgeschlagen [Croitoru und Doytsher 2003].
Die auf Variogrammen basierenden Kenngro¨ßen fu¨r die Nachbarschaft wurden bisher nicht in das
Programm KATHOM integriert. Eine Visualisierung der LISA Werte mit einer stetigen fla¨chenhaften
Signatur ko¨nnte sich beispielsweise zur Modellbildung bei Massentransformationen eignen, bei der
keine Kenntnis u¨ber homogene Bereiche und Diskontinuita¨ten (Modellgrenzen) in den systematischen
Anteilen der Residuen besteht.
9.3.3 Kontinuierliche Darstellung von Verschiebungen und Verbesserungen
Die Verschiebungs- und Verbesserungsvektoren geben punktuell die Eigenschaften der integrierenden
Transformation wieder. Zur Beschreibung des nichtlinearen Gesamtverlaufs der Transformation sind
sie nur bedingt geeignet. Die Vorschau Geometrien taugen hierzu ebensowenig, da die Randdarstellung
der Geometrien u¨bernommen wird, so dass die Geraden erhalten bleiben.
Ausdruckssta¨rkere Repra¨sentationen des nichtlinearen Anteils der Transformation erha¨lt man durch
kontinuierliche Gitternetzlinien. Dabei wird ein quadratisches Gitternetz des Startsystems hinreichend
stark diskretisiert (Nyquist-Frequenz), so dass der nichtlineare Funktionsverlauf durch eine geradlini-
ge Verbindung der transformierten Punkte im Zielsystem dargestellt werden kann. Die Abbildungen
5-2, 6-5 und 6-6 sind auf diesem Wege erstellt worden. Fu¨r den Fall der Homogenisierung mit einem
Ausgleichungsansatz ist es nicht sinnvoll, die Gitterpunkte durch Ausgleichung zu ermitteln. Stattdes-
sen werden sie dynamisch bei jedem Bildschirmaufbau aus einer stu¨ckweise linearen Transformation
analog zur Vorgehensweise bei der zweistufigen Homogenisierung (vergleiche Kapitel 8.1) berechnet.
Eine weitere Mo¨glichkeit der kontinuierlichen Repra¨sentation der Homogenisierungsergebnisse be-
steht in der fla¨chenhaften Interpolation der punktuell gegebenen Verschiebungen oder Restklaffen
auf ein fein aufgelo¨stes Raster. Dabei wird eine skalare Gro¨ße, beispielsweise den Absolutbetrag des
Residuenvektors, interpoliert und in eine stetige Signatur (Farbskala) u¨bersetzt. Die Abbildung 9-13
entha¨lt ein Beispiel dieser Visualisierungsform.
9.4 Homogenisierung als Komponente einer integrierten ALK-Lo¨sung
Mit der fortschreitenden Einfu¨hrung des ALKIS Standards werden die Automatisierte Liegenschafts-
karte (ALK), das Automatisierte Liegenschaftsbuch (ALB) und die Datenbanken zur Fu¨hrung und
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Abb. 9-12: Kontinuierliche Visualisierung nichtlinearer Effekte mit einem Gitternetz
Residuals
Value
High : 2,35
Low : 0,00
0 200 400100
Meters
Abb. 9-13: Residuenbetra¨ge der Homogenisierung in stetiger fla¨chenhafter Signatur
Haltung des Punktnachweises obsolet. Trotzdem soll an dieser Stelle eine integrierte Verfahrenslo¨sung
auf der Basis dieses in die Jahre gekommenen Standards vorgestellt werden, denn viele Anwender
haben sich die Transformation ihrer Daten in das Bezugssystem ETRS 89 noch vor Beginn der ALKIS
Migration zum Ziel gesetzt. Diese Transformationsaufgabe ist ein typischer Anwendungsfall der Homo-
genisierung von Massendaten (vergleiche Kapitel 4.2), der mit den vorgestellten und implementierten
Techniken des Programms KATHOM in der Smallworld CST gelo¨st werden kann.
Ein weiterer Aspekt, der fu¨r die Darstellung der integrierten ALK-Lo¨sung in diesem Zusammenhang
spricht, ist die technische Heterogenita¨t der bestehenden Einzelkomponenten. Wa¨hrend der ALKIS
Standard bereits auf der Ebene des Datenmodells fu¨r Einheitlichkeit sorgt, stellt die Integration beste-
hender ALK/ALB/Punktdatei Lo¨sungen eine anspruchsvolle Integrationsaufgabe im Sinne der Enter-
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prise Application Integration dar (vergleiche Kapitel 3.2). Die Techniken lassen sich auf die Integration
beliebiger anderer Anwendungen in einer GIS Landschaft u¨bertragen.
9.4.1 Bestandteile der integrierten ALK-Lo¨sung
Die Integrierte ALK-Lo¨sung setzt die Prinzipien der Enterprise Application Integration auf der Basis
des ALK/ALB Modells um.
Die verwendeten Systeme zur Datenhaltung sind
• das relationale DBMS von Informix fu¨r die Daten des ALB und der Punktdatei,
• das objektrelationale versionsverwaltete DBMS (VMDS) von GE Smallworld fu¨r die raumbezo-
genen Daten der ALK und
• die relationale Microsoft Access Datenbank als Datenhaltungskomponenten fu¨r die Metadaten
eines Dokumentenmanagementsystems (DMS).
Die Datenbanken verfu¨gen u¨ber eine SQL-Schnittstelle, so dass ein Zugriff fu¨r JDBC/ODBC-fa¨hige
Applikationen mo¨glich ist.
Integrationsplattform zur Verknu¨pfung der Datenbanken und Anwendungen ist die Core Spatial
Technology von GE Smallworld; sie dient zugleich als GIS-Basismodul fu¨r die Fachschale Kataster
ALK NRW und die Homogenisierungskomponente KATHOM des Geoda¨tischen Instituts der RWTH
Aachen. Zur Verarbeitung des ALB wird die Komponente ALB Relational der KDZ Siegen Witt-
genstein verwendet. Die Fu¨hrung des Punktnachweises geschieht mit der Java-basierten Applikation
GEOi[2000] von DCS-Systeme. Schließlich ist neuerdings das DMS Linkbase von Rosenberger durch
das Geoda¨tische Institut integriert worden, das eine digitale Verwaltung des Katasterzahlenwerks
(Rissarchiv) erlaubt.
SMALLWORLD-GIS 
Basismodul / Fachschalenbasis
BZSN-Modul
ALK-Grundriß
ALB Relational
GEOi [2000]
ALB / Punktdatei
SQL-Datenbank
LinkbaseDaten-integration
Geo-DMS
ALB-Auskunft
Fachschale Kataster ALK NRW
Daten-
integration
ODBC ODBC
Reports entspr.
EinrErl.I u. FortfErl.I,
Punktdatei-Erlass
Unterlagenerstellung
SMALLWORLD GIS
Bearbeitung
SmallworldSIAS
WMS Auskunft
Prozessinte-
gration
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Differenzdaten Differenzdaten
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KATHOM
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Abb. 9-14: Komponenten der integrierten ALK-Lo¨sung und deren Kopplung
Abbildung 9-14 veranschaulicht, wie die Komponenten der integrierten ALK-Lo¨sung u¨ber Middle-
ware miteinander verzahnt sind. Die Datenintegration zwischen GIS, ALB, Punktdatei und Rissarchiv
erfolgt mittels ODBC. Dabei werden Teile der lokalen Datenbankschemata aus Punktdatei, ALB und
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DMS mit dem Datenbankschema der ALK zu einem globalen fo¨derierten Datenbankschema integriert
(vgl. Abbildung 9-15 und 9-16). Diese Schemaintegration erlaubt, auf globaler Ebene Integrita¨tsbedin-
gungen zu u¨berpru¨fen, datenbanku¨bergreifende Relationen zu definieren und die Erscheinungsweise
der Objekte verteilungstransparent fu¨r den GIS-Benutzer zu gestalten (vergleiche Abbildung 3-12 auf
Seite 54). Zu der Integration der Funktionen von ALB, Punktdatei und Rissarchiv in das GIS wird
die OLE/COM Technologie verwendet.
9.4.2 Daten- und Funktionsintegration von ALK, ALB, Punktnachweis und
Dokumentenmanagement
9.4.2.1 Integration von ALK und Punktnachweis
Die Datenintegration zwischen ALK und Punktdatei ermo¨glicht einen kontinuierlichen Abgleich zwi-
schen den redundant gefu¨hrten Objekten der beiden Datenbesta¨nde. Wie in der Abbildung 9-15 dar-
gestellt, existiert im konsistenten Zustand zu jedem nummerierten Punktobjekt der ALK ein Objekt
im Punktnachweis. Die Zuordnung zwischen den Objekten kann eindeutig u¨ber das Punktkennzeichen
vorgenommen werden.
ALK Punkt
+NB : integer
+Punktart : integer
+Nummer : integer
+Lagestatus : character
+Punkt : Punkt (topologisch)
Punktdatei Punkt
+Punktkennzeichen : integer
0..1
0..1
Punktlage
+Rechts : double
+Hoch : double
+Lagestatus : character
-index : integer
1..1
0..n
Datenbankübergreifende
Assoziation (ODBC)
Punkthöhe
+Status : integer
+Höhenangabe : float
1..1
0..n
Abb. 9-15: Statisches UML Diagramm zur Datenintegration zwischen ALK und Punktdatei
Aus der Modellierung des Objektes ”Punktdatei Lage“ und dessen Assoziation zum ”Punktdatei
Punkt“geht hervor, dass zu jedem Punktobjekt multiple Punktlagen existieren ko¨nnen. Mit Hilfe einer
zentral verwalteten Priorita¨tenliste wird aus der Menge der zu einem Punkt vorhandenen Punktlagen
ein Element zur Darstellung in der Liegenschaftskarte ausgezeichnet. Ist der Zustand von ALK und
Punktdatei konsistent, stimmen Lagestatus und Objektkoordinate in beiden Datenbesta¨nden u¨berein.
Der Zugriff auf Objekte des Punktnachweises gestaltet sich fu¨r den GIS-Benutzer transparent
bezu¨glich des physischen Speicherortes der Objekte; ob die Objekte in der nativen Datenbank des
GIS oder in fremden, u¨ber ODBC angebundenen Datenbanken gespeichert sind, ist nicht erkennbar.
Bei der Funktionsintegration zwischen ALK und Punktdatei fungiert die Punktdatei-Applikation als
OLE-Server und stellt ihre Funktionen fu¨r die Erstellung von Druckprotokollen der GIS-Applikation
zur Verfu¨gung. Auf der Basis der bestehenden Implementationen ko¨nnen auf diese Weise die ra¨umlichen
Analyse- und Auswahlmo¨glichkeiten des GIS mit den fachspezifischen Algorithmen der Punktdatei
integriert werden.
Die Datenintegration ermo¨glicht die Identifikation inkonsistenter Zusta¨nde zwischen den Objekten
der Datenbesta¨nde und macht sie fu¨r den Benutzer graphisch sichtbar. Inkonsistenzen bezu¨glich nicht
raumbezogener Attribute kann das System automatisch auflo¨sen.
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Bedeutung der Homogenisierung fu¨r die Integration von ALK und Punktnachweis Bei A¨nderun-
gen an Attributen mit Raumbezug wie der Objektkoordinate eines nummerierten Punktes der ALK ist
zu u¨berpru¨fen, ob die Beseitigung des Konfliktes zu einer Verletzung des Prinzips der Nachbarschaft
fu¨hrt. In diesem Fall muss der Abgleich zwischen ALK und Punktdatei um einen nachbarschaftstreuen
Ansatz zur Anpassung der Kartengeometrien erweitert werden. Daher ist der Prozess des Abgleichs
zwischen ALK und Punktdatei mit der Homogenisierungskomponente KATHOM gekoppelt worden
(vgl. Abschnitt 9.4.4).
9.4.2.2 Integration von ALK und ALB
Die Integration von ALK und ALB erfolgt analog zur Integration von ALK und Punktdatei. Die
integrierten Objekte der beiden Datenbesta¨nde sind aus Abbildung 9-16 ersichtlich. Automatisiert
ko¨nnen beispielsweise Nutzungsobjekte aus dem ALB in die ALK u¨bertragen, Objektkoordinaten
des ALB mit Werten aus der ALK aktualisiert oder Eigentu¨mer zu einem ALK Flurstu¨ck abgefragt
werden.
ALK Flurstück
+Folie / OS : integer
+Nummer Zähler : integer
+Nummer Nenner : integer
+Zusatz : character
+graphische Fläche : integer
+Fläche : Fläche (topologisch)
ALB Flurstücksdatei
+Flurstückskennzeichen : integer
+Gemarkung : character
+Flur : integer
+Flurstücksnummer : integer
+Buchfläche : integer
+Flurkarte : integer
Grundstücksinweis
+Buchungskennzeichen : integer
+Buchungsart : integer
1..1
0..1
Klassifizierung
+Kennung : character
+Klassifizierung : character
+Abschnittsfläche : integer
+Bodenarten : character
+Ertragszahl : integer
+Wertzahlen : integer
1..1
0..1
Tatsächliche Nutzung
+Satznummer : integer
+lfd. Nummer : integer
+Nutzung : integer
+Abschnittsfläche : integer
1..1
0..n
Datenbankübergreifende
Assoziation (ODBC)
0..1
0..1
Abb. 9-16: Statisches UML Diagramm zur Datenintegration zwischen ALK und ALB
9.4.2.3 Integration von ALK und Rissarchiv (DMS)
Die Integration des Dokumentenmanagements in das GIS erfolgt prinzipiell nach dem gleichen Sche-
ma (ODBC/OLE) wie in den zuvor genannten Fa¨llen. Sie bildet jedoch insofern einen Spezialfall,
als dass die rein attributiven Informationen u¨ber die Dokumente des GIS um eine indizierte Text-
Geometrie erga¨nzt werden (vergleiche Abbildung 3-12 auf Seite 54). Das erlaubt die skalierbare Suche
nach Dokumenten mit den u¨blichen ra¨umlichen Abfragemechanismen des GIS. Anfragen nach den
Sachdaten des DMS werden an die Access Datenbank durchgereicht. Die Integration von GIS und
DMS ist somit auf der Ebene der Sachdaten redundanzfrei und wurde nur auf Ebene der Geometrie
zur skalierbaren Pra¨sentation der Dokumente um eine redundante Geometrie im GIS erweitert. Das
ermo¨glicht beispielsweise den Einsatz eines Echtzeit-Freistellungsalgorithmus bei der Pra¨sentation der
Risskennzeichen.
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9.4.3 Prozessintegration: Das Konzept der kontrollierten Fortfu¨hrung
Das Konzept der kontrollierten Fortfu¨hrung verbindet die Applikationen der integrierten ALK-Lo¨sung
mit der Versionsverwaltung der GE Smallworld Datenbank (VMDS). Das Verfahren der Versionierung
ermo¨glicht multiple Langzeittransaktionen innerhalb der Datenbank [Easterfield et al. 1990]. Die
Versionierung von Datenbanken kann folgendermaßen zusammengefasst werden [Worboys 1995]:
• Jeder Benutzer kann u¨ber seine eigenen Versionen der Datenbank verfu¨gen.
• Jede Version wird vollsta¨ndig in der Datenbank gehalten (keine physisch separaten Extraktda-
teien).
• Bei A¨nderungen innerhalb einer Version wird eine Kopie des origina¨ren Objektes angelegt. Die
gea¨nderte Kopie wird Bestandteil der Benutzerversion.
• Unterschiedliche Versionen teilen sich die meisten Daten, nur gea¨nderte Objekte werden separat
gehalten.
• Am Ende einer Transaktion wird die gea¨nderte Version in das Original integriert, wobei Konflikte
innerhalb der Datenbank bereinigt werden.
ALK-Grundriss
GE Smallworld VMDS Hauptversion
(Aktueller Stand der
ALK für Auskünfte...)
Version
Fortführung 1
Benutzer: A
z.B. Gebäudeeinm.
Version
Fortführung 2
Benutzer B
z.B. Netzänderung
Version
Fortführung n
Benutzer A
z.B. Teilung
. . .
Ggf. weitere Versionen / Teilgebiete
Abb. 9-17: Kontrollierte Fortfu¨hrung mit der Versionsverwaltung des VMDS
In Abbildung 9-17 ist eine typische hierarchische Anordnung von Versionen in der Struktur eines
Baumes dargestellt. Die Hauptversion (Wurzel des Baumes) entha¨lt den aktuellen Stand der ALK. Vor
der Bearbeitung eines bestimmten Gebietes wird durch die kontrollierte Fortfu¨hrung eine neue Version
im ALK Datenbestand angelegt. Sa¨mtliche A¨nderungen, die der Anwender im Rahmen einer konkreten
kontrollierten Fortfu¨hrung vornimmt, wirken sich zuna¨chst nur auf die zugeho¨rige Datenbankversion
aus. Im Anschluss an die Bearbeitung eines bestimmten Gebietes werden die A¨nderungen an den
Objekten der ALK auf Konsistenz und Integrita¨t untersucht. Dabei wird sowohl die innere Konsistenz
der Objekte der ALK, als auch die a¨ußere Konsistenz zwischen den redundant gefu¨hrten Objekten aus
ALK, ALB und Punktdatei u¨berpru¨ft.
Erst nach erfolgreicher Konsistenz- und Integrita¨tspru¨fung der Fortfu¨hrungsversion erfolgt die ei-
gentliche Aktualisierung der ALK, indem die A¨nderungen in die Hauptversion eingearbeitet werden
(post up).
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9.4.4 Anwendungsbeispiel: Netztransformation mit KATHOM
Der folgende Abschnitt soll verdeutlichen, wie die Aufgabe des Lagebezugssystemwechsels (Netztrans-
formation) mit der integrierten ALK-Lo¨sung bearbeitet werden kann. Neben dem numerischen Pro-
blem der Umformung zwischen ungleichartigen Koordinaten ist die Homogenisierung von Katasterda-
ten mit einem hohen organisatorischen Aufwand verbunden. Unter Verwendung der Integration zur
Punktdatei findet eine automatische Aktualisierung der ALK mit den Koordinaten des Zielsystems
(Ziellagestatus) und ein Ru¨ckfluss transformierter Koordinaten in die Punktdatei statt.
Bei einem Wechsel des Lagebezugssystems zwischen Koordinaten unterschiedlicher Abbildungen
und Datumsdefinitionen (z.B. Gauß-Kru¨ger/Bessel und UTM/ETRS89) ist vorab eine Umrechnung
der Werte in ein System zu vollziehen. In einer GIS-Umgebung wie der Smallworld CST geschieht das
automatisch durch Auswahl eines einheitlichen Applikations-Koordinatensystems (vergleiche Kapitel
3.7.3).
9.4.5 Ablauf der Applikations-Integration am Beispiel der Netztransformation
Die integrierte Bearbeitung des Lagebezugssystemwechsels wird in Abbildung 9-18 durch ein Sequenz-
diagramm veranschaulicht. Ein Sequenzdiagramm visualisiert den zeitlichen Verlauf der Kommuni-
kation zwischen Objekten. Diese, dargestellt durch gestrichelte Linien, sind in dem vorliegenden Fall
die Punktdatei-Anwendung, das GIS (ALK) und die Homogenisierung KATHOM. Nachrichten, die
zwischen den Objekten ausgetauscht werden, sind durch Pfeile repra¨sentiert. Der Steuerungsfokus ist
durch breite, nicht ausgefu¨llte senkrechte Balken dargestellt und symbolisiert, welches Objekt gerade
aktiv ist [Oestereich 1997].
Der Wechsel des Lagebezugssystems beginnt in der Punktdatei mit der Neuberechnung ausgewa¨hlter
Punkte im Zielsystem und der anschließenden Plausibilisierung und U¨bernahme der neuen Koordina-
ten in die Punktdatei-Datenbank.
In dem GIS wird eine Instanz einer kontrollierten Fortfu¨hrung angelegt, in der wiederum ein neues
Verfahren der Homogenisierung mit dem Anwendungsfall ”Netztransformation“ erzeugt wird. U¨ber
das Regelwerk der Homogenisierung (vgl. Abbildung 9-2) kann fu¨r jeden Anwendungsfall ein speziel-
ler Umgang mit den Objekten aus ALK und Punktdatei definiert werden. Nach der Festlegung des
Bearbeitungsgebietes (Modell) ermittelt die Homogenisierung die Differenzen zwischen Punktdatei
und ALK durch zwei ra¨umliche Abfragen in beiden Datenbesta¨nden. In der Punktdatei wird dabei
ausschließlich nach Elementen mit dem Lagestatus des Zielsystems gesucht. Sie bilden die Sollpunkte
der Transformation; die Elemente der ALK gehen in der Regel als Beobachtungen in die Ausgleichung
ein.
Nach erfolgreicher Ausgleichung und Analyse werden die Scha¨tzwerte der Koordinaten in die ALK
u¨bertragen. Die A¨nderungen an den Objekten der ALK wirken sich zuna¨chst nur auf die Version der
aktuellen kontrollierten Fortfu¨hrung aus (vgl. Abschnitt 9.4.3). Fu¨r einige Objekte des Punktnach-
weises werden durch die Homogenisierung erstmals Koordinaten in dem Zielsystem ermittelt. Diese
”transformierten Punkte“ werden vor dem Abschluss der kontrollierten Fortfu¨hrung in die Punktdatei
u¨bernommen.
Mit dem Abschluss der kontrollierten Fortfu¨hrung endet die lange Transaktion in der ALK-Datenbank.
Die Ergebnisse der Homogenisierung werden in die Hauptversion der ALK-Datenbank u¨bernommen.
Am Ende der Netztransformation mit den Mitteln der integrierten ALK-Lo¨sung steht eine aktuelle,
nachbarschaftstreu fortgefu¨hrte Liegenschaftskarte, deren Inhalt unmittelbar nach Abschluss der kon-
trollierten Fortfu¨hrung innerhalb des Bearbeitungsgebietes vollsta¨ndig konsistent mit den Daten aus
dem Punktnachweis ist.
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ALK KATHOM Punktdatei
Berechnungen (Zielsystem)
Plausibilisierung (lokal)
Starte lange Transaktion
Neues Verfahren
Suche Koordinaten (Zielsystem)
Koordinaten
Suche ALK-Geometrien (Startsystem)
ALK-Geometrien
Bedingungsgenerierung
Ausgleichung
Analyse (u. Korrektur)Transformation ALK-Geometrie
Neue Koordinaten (Zielsystem)
Plausibilisierung (lokal)
Beende lange Transaktion
Integritätsprüfung (global: ALK+Punktdatei+ALB)
Historie
Starte Homogenisierung
Postprozesse
Kurze Transaktion
Kurze Transaktion
Sollpunktzuordnung
*[bis Ergebnis korrekt]
Abb. 9-18: UML-Sequenzdiagramm zur integrierten Bearbeitung des Lagebezugssystemwechsels
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Die Aufgabenstellung der geometrischen Integration heterogener raumbezogener Objekte, die in zahl-
reichen Varianten in der Praxis anzutreffen ist, wird in dieser Arbeit systematisch analysiert und
einer Lo¨sung zugefu¨hrt. Prima¨re Ursache der geometrischen Heterogenita¨t ist die Fragmentierung
von Datenbesta¨nden. Die verschiedenen in der Praxis auftretenden Heterogenita¨ten lassen sich durch
die zwei elementaren Typen der zonalen Fragmentierung und der Layer Fragmentierung oder einer
Kombination aus beiden erkla¨ren.
Ausgehend von einer Analyse der Anwendungsfa¨lle der geometrischen Integration, die fu¨nf praktisch
auftretende Fa¨lle der geometrischen Integration identifiziert, werden verschiedene Prozessmodelle fu¨r
die Lo¨sung des Integrationsproblems aufgezeigt. Abgesehen von einigen Unterschieden in der Vor-
und Nachverarbeitung sind die wesentlichen Schritte der geometrischen Integration das Zuordnungs-
problem homologer ra¨umlicher Objekte, die Suche geometrischer Bedingungen und die Bestimmung
und Durchfu¨hrung einer integrierenden Transformation, die sa¨mtliche Quell-Datenbesta¨nde in einen
homogenen Ziel-Datenbestand u¨berfu¨hrt.
Zu der Modellierung dieser Aufgabe wird ein Modell einer Karte definiert, das bewusst auf geome-
trische oder topologische Einschra¨nkungen in Form von Konsistenzbedingungen verzichtet, um einem
mo¨glichst breiten Spektrum praktischer Anwendungsfa¨lle gerecht zu werden. Auf der Basis dieses ein-
fachen Modells wird die geometrische Integration definiert als Transformationsproblem zwischen der
idealisierten wahren Karte, die in der Praxis nur partiell gegeben ist, und multiplen Realisierungen
von Karten, die durch zufa¨llige und unbekannte systematische Fehler verfa¨lscht sind. Die Koordinaten
der wahren Karte und der Realisierungen der Karte sind ungleichartig, und damit analytisch nicht
ineinander u¨berfu¨hrbar.
Der Zusammenhang zwischen der wahren Karte und ihren Realisierungen wird daher zuna¨chst als
vektorieller ra¨umlicher Zufallsprozesses aufgefasst und mit den Methoden der Geostatistik und der
Parameterscha¨tzung untersucht. Ein wesentliches Ergebnis dieser theoretisch fundierten Modellierung
ist eine statistische Begru¨ndung und Modellierung der entfernungsabha¨ngigen relativen Lagegenauig-
keit (Nachbarschaftsgenauigkeit) in raumbezogenen Datenbesta¨nden. Auf der Basis dieser statistisch
interpretierbaren Hypothese werden mit dem intrinsischen Kriging und der Kollokation zwei Modelle
der Transformation zwischen der wahren Karte und ihren Realisierungen vorgeschlagen, die starke
formale A¨hnlichkeiten aufweisen. Die Unterschiede zwischen den Realisierungen einer Karte und ihren
wahren Werten werden aufgespalten in einen linearen Trend, ein unbekanntes ra¨umlich korreliertes
Signal und einen zufa¨lligen Messfehler.
Als Alternative zu der stochastischen Modellierung wird das deterministische Modell der Topologie
der euklidischen Ebene betrachtet. In diesem Zusammenhang wird die Transformation als Homo¨omor-
phismus aufgefasst (stetige, bijektive Abbildung mit stetiger Umkehrfunktion). Die Annahme des
Homo¨omorphismus ist plausibel, da topologische A¨quivalenz zwischen der wahren Karte und ihren
Realisierungen unterstellt werden kann. Die Beru¨cksichtigung von Zwangsbedingungen in Form einer
Bijektion fu¨r homologe Punkte und Funktionen fu¨r geometrische Bedingungen fu¨hrt zu der forma-
len Definition des Homogenisierungsproblems fu¨r heterogene Realisierungen von Karten. Es werden
verschiedene deterministische Interpolationsverfahren zu der Modellierung des Homo¨omorphismus vor-
gestellt. Ein in diesem (Anwendungs-)Zusammenhang neues Verfahren ist der Thin Plate Spline, der
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aus einer physikalischen Begru¨ndung folgt.
Ein Vergleich der deterministischen und stochastischen Modelle zeigt die formale U¨bereinstimmung
zwischen Kriging, multiquadratischer Interpolation und Thin Plate Spline als Interpolanten mit gene-
ralisierter Kovarianzfunktion, die im deterministischen Sinne dem Ansatz einer radialen Basisfunktion
entspricht. Eine wesentliche Schlussfolgerung aus dieser U¨bereinstimmung ist, dass die Anwendung
eines deterministischen Interpolationsverfahrens fu¨r die Verteilung von Restklaffen (Abweichungen
zwischen wahrer Karte und ihrer Realisierung) aus statistischer Sicht der Annahme eines ra¨umlich
korrelierten Signals in den Residuen entspricht, wobei der zufa¨llige Messfehler in den Beobachtungen
keine Beru¨cksichtigung findet.
Das zentrale Ergebnis der Modellbildung ist ein auf dem Kollokationsmodell beruhendes geschlos-
senes Modell fu¨r die Scha¨tzung der unbekannten Parameter in dem System der wahren Karte, das zu-
gleich eine Beru¨cksichtigung des linearen Trends, des nichtlinearen Signals und der zufa¨lligen Messfeh-
ler erlaubt. Die Koordinaten der Realisierungen der Karten gehen wie die Gleichungen fu¨r geometrische
Bedingungen als Beobachtungen in dieses Modell ein. Dieses stochastische Modell der Homogenisie-
rung besitzt ein Alleinstellungsmerkmal der strengen Lo¨sung der geometrischen Integration, denn es
trifft bis auf die Annahme einer intrinsischen Kovarianzfunktion fu¨r die ra¨umliche Zufallsvariable des
Signals keine vereinfachenden Annahmen.
Fu¨r praktische Anwendungen der geometrischen Integration von Massendaten ist das Modell auf-
grund der stark besetzten Normalgleichungsmatrix ungeeignet. Es sind Vereinfachungen erforderlich,
die eine effiziente Scha¨tzung der unbekannten Koordinaten zulassen, ohne dabei die nichtlinearen
Anteile des Signals zu vernachla¨ssigen. Hierbei zeigt sich der hybride Homogenisierungsansatz nach
Benning als optimaler Kompromiss zwischen der strengen Lo¨sung und anderen Alternativen zu der
Vereinfachung. Das in dem Modell nach Benning vernachla¨ssigte Signal der Restklaffen wird durch
einen deterministischen Interpolationsansatz extern bestimmt und u¨ber fingierte Differenzbeobachtun-
gen in die Parameterscha¨tzung eingefu¨hrt. Als einziger Nachteil gegenu¨ber dem Kollokationsmodell
ergibt sich eine zu pessimistische Berechnung der Standardabweichungen, die mit den Residuen der li-
nearen Transformation erfolgt und den Genauigkeitsgewinn durch die Verteilung der Restklaffen außer
Acht la¨sst. Die Vorteile des Modells liegen in der Mo¨glichkeit zu der Kombination der Ausgleichung
mit beliebigen (effizienten) Interpolationsverfahren und in der du¨nn besetzten Normalgleichungsma-
trix, die den Einsatz effizienter Sparse-Matrix Techniken zula¨sst.
Das gesetzte Ziel der theoretischen Fundierung der Ausgleichungsmodelle der Homogenisierung kann
damit als gelo¨st angesehen werden.
Das gro¨ßte Hindernis fu¨r die Automation der geometrischen Integration liegt in der Lo¨sung des
Zuordnungsproblems fu¨r die Geometrien der beteiligten Datenbesta¨nde. Der state-of-the-art Ansatz
des ICP Verfahrens (iterated closest pointset), der mit der klassischen geoda¨tischen Vorgehensweise der
“iterativen Sollpunktzuordnung unter Transformation” u¨bereinstimmt, wird diskutiert und um eine
robuste Parameterscha¨tzung erweitert. Verschiedene Ansa¨tze zu der Beru¨cksichtigung nichtlinearer
Transformationsansa¨tze im ICP Verfahren werden aufgezeigt. Es zeigt sich, dass das ICP Verfahren
nur bei guten Na¨herungswerten zu der Lo¨sung des Zuordnungsproblems der geometrischen Integration
taugt.
Als grundlegende Alternative zu dem ICP Verfahren wird ein Deterministic Annealing Softas-
sign Ansatz (RPM-TPS Verfahren) fu¨r die Zuordnung von stark deformierten und verrauschten Da-
tensa¨tzen vorgestellt. Das Verfahren wurde erweitert um einen Ansatz fu¨r die Beru¨cksichtigung von
Vorinformationen. Aufgrund seiner hohen rechnerischen Komplexita¨t ist das Verfahren derzeit noch
ungeeignet fu¨r die automatische Zuordnung von Massendaten, so dass die verbesserten Varianten des
ICP mit robustem Scha¨tzer und nichtlinearer Transformation fu¨r den Praxiseinsatz vorgeschlagen
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werden.
Die Generierung geometrischer Bedingungen ist prinzipiell seit einigen Jahren gelo¨st und in vielen
kommerziellen Programmen enthalten. Besondere Probleme treten bei der Suche geometrischer Bedin-
gungen in Multi-Layer Datenbesta¨nden auf, deren Objekte topologisch nicht miteinander verknu¨pft
sind. Die Suche nach geometrischen Bedingungen setzt topologische Konnektivita¨t der Geometrien vor-
aus. Es wird daher ein effizientes Verfahren fu¨r die Erzeugung einer virtuellen Topologie zum Zwecke
der Bedingungsgenerierung vorgeschlagen, das ohne ein redundantes topologisches Referenzmodell fu¨r
die Bedingungssuche auskommt und u¨berdies mit einer Beziehungsmatrix fu¨r unterschiedliche Be-
dingungstypen frei konfiguriert werden kann. Der Ansatz hat sich in der Praxis bereits als a¨ußerst
skalierbares Verfahren bewa¨hrt.
Fehlerhafte geometrische Bedingungen fu¨hren zu schlechten Integrationsergebnissen und sind zwin-
gend zu vermeiden. Zu diesem Zweck werden einige Testsverfahren zu der Validierung komplexer
geometrischer Bedingungen abgeleitet, die eine Generierung fehlerhafter geometrischer Bedingungen
weitgehend verhindern.
Fu¨r die Bestimmung der unbekannten Koordinaten im hybriden Ausgleichungsmodell nachBenning
wird durch den Einsatz neuer Sortieralgorithmen nach dem Multi-Level Nested Dissection Ansatz eine
massive Reduktion der Laufzeiten erzielt.
Schließlich werden verschiedene Aspekte der geometrischen Integration in einer GIS Umgebung
diskutiert. Dabei werden bekannte und neuartige Techniken der Visualisierung und Interpretation von
Ausgleichungsergebnissen vorgestellt.
Die vorgestellten Modelle und Algorithmen sind gro¨ßtenteils bereits in die Praxis eingefu¨hrt, und
haben sich dort als zuverla¨ssige und performante Lo¨sungen bewa¨hrt. Insbesondere bezu¨glich der Ver-
arbeitung von Massendaten konnten deutliche Fortschritte erzielt werden, die mit den Verbesserungen
an den Zuordnungsalgorithmen und der verbesserten Benutzerschnittstelle zu der Erschließung neuer
Anwendungsfelder außerhalb der Geodatenproduktion beigetragen haben.
10.1 Ausblick auf zuku¨nftige Arbeiten
Im Folgenden sollen einige Ansa¨tze zur Verbesserung des beschriebenen Verfahrens der geometrischen
Integration aufgezeigt werden, die fu¨r zuku¨nftige Forschungen von Bedeutung sein sollten.
Bezu¨glich der Algorithmen sind weitere Verbesserungen vor allem im Bereich der Zuordnungsverfah-
ren denkbar. Das betrifft in dem Fall des ICP Verfahrens die Robustheit und Unabha¨ngigkeit gegenu¨ber
schlechten Na¨herungswerten. Im Falle des Softassign Deterministic Annealing Ansatzes ist vor allem
eine Steigerung der Performanz und eine weitere Analyse der Parameter des Algorithmus erforderlich.
Ein erheblicher Vorteil des Softassign Ansatzes liegt in der Mo¨glichkeit zu der Identifikation unsiche-
rer Zuordnungen und mo¨glicher Alternativen. Es wa¨re denkbar, einen automatischen Mechanismus
fu¨r die Auflo¨sung von Konflikten zu konzipieren, der anhand vordefinierter Konfliktlo¨sungsstrategien
die manuelle Nacharbeit minimiert (vergleiche [Walter 1997]).
Als prima¨rer Aufwand bei der Einfu¨hrung einer Lo¨sung der geometrischen Integration in einem
neuen Umfeld erweist sich bisher die Erstellung der Konfiguration. Mit ihr werden die individuel-
len Besonderheiten der Datensa¨tze beru¨cksichtigt, indem die Rollen der beteiligten Objektklassen
festgelegt werden. Um zu einer Verbesserung zu gelangen, bedarf es eines Verfahrens fu¨r die automa-
tische Identifikation korrespondierender Schema-Elemente. Ein derartiger Ansatz setzt eine formale,
maschinenlesbare Beschreibung der Datenmodelle voraus. Insbesonderen vor dem Hintergrund einer
ad-hoc Integration ra¨umlicher Datenbesta¨nde, wie sie beispielsweise in Geodaten-Infrastrukturen auf-
tritt, wird daher eine automatische Lo¨sung des Konfigurationsproblems auf der Basis einer formalen
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Beschreibung der Semantik der Datenbesta¨nde beno¨tigt.
Die entwickelten Komponenten fu¨r die Lo¨sung des Zuordnungsproblems, der Bedingungsgenerierung
und der Ausgleichung sind bisher durch proprieta¨re Schnittstellen miteinander gekoppelt. Insbeson-
dere fu¨r die Ausgleichungskomponente, die mit der hohen Qualita¨t der erzielten Ergebnisse und der
deutlich verbesserten Skalierbarkeit der Lo¨sung zwei Alleinstellungsmerkmale besitzt, bietet sich ei-
ne Integration in andere Systeme an. Um die problemlose Wiederverwendung dieser hochoptimierten
und bewa¨hrten Komponenten zu ermo¨glichen, sollte daher an einer Spezifikation und Einfu¨hrung ei-
ner standardisierten Dienste-Schnittstelle fu¨r das Problem der geometrischen Integration gearbeitet
werden.
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