Single-cell RNA sequencing (scRNA-seq) has become an important tool to unravel cellular heterogeneity, discover new cell types, and understand cell development at single-cell resolution.
including high non-zero values, while the others, including scImpute (Li and Li, 2018) , DrImpute (Gong et al., 2018) and LSImpute (Moussa and Mandoiu, 2018) , only impute drop-out events (zeros or near zero counts), and non-drop-out values are not corrected. Based on the idea of heat diffusion via Markov transition matrix, MAGIC imputes drop-out events by sharing information across (or among?) similar cells. SAVER recovers drop-out values via borrowing information from similar cells based on the assumption that the count of each gene in each cell follows a Poisson-Gamma mixture distribution. Altering all expression measurements, like both MAGIC and SAVER, could potentially alter the expression not affected by drop-out, introducing bias.
DrImpute imputes drop-out values via averaging over multiple imputations based on several runs of k-means clustering (with different initials) on different similarity matrices (e.g., Spearman and Pearson correlations) (Gong et al., 2018) . scImpute first detects cell subpopulations using principal component analysis (PCA) and the k-means clustering algorithm, then identifies the drop-outs for each gene in each cell by a Gamma-Normal mixture model, and finally imputes identified drop-out events by borrowing information from similar cells via a non-negative least squares regression (Li and Li, 2018) . LSImpute also imputes drop-out values by borrowing information from highly similar cells recognized, but based on Jaccard similarity and Local Sensitive Hashing (Moussa and Mandoiu, 2018) . It is advantageous to impute drop-out values by adopting information from similar cells, but none of these methods yet take the drop-outs into account for finding highly similar cells. Furthermore, to impute drop-out events based on the cell-to-cell similarities could be controversial, as these similarities can be distorted by the drop-out itself. In this paper, we present a new method, scDoc, which contains three steps: (1) identifies drop-out events based on the drop-out probability computed from a novel mixture model, (2) incorporates drop-out probability into cell-to-cell similarity calculation, and (3) imputes drop-out events by borrowing information from highly similar cells.
scDoc utilizes a novel Poisson-Negative Binomial (PNB) mixture model allowing us to detect dropout events, which could be the values dropped from a relatively low expression value to zero or near zero count. In addition, we propose a new similarity metric, Weighted Cosine Similarity (WCS), which corrects the distortion of the cell-to-cell similarity calculation due to the ignorance of drop-out events. Moreover, scDoc imputes drop-out values via weighted averaging expression measurements from highly similar cells, where the cellular similarity is used as weight. This ensures that scDoc can impute drop-out values robustly, maintaining the stochastic nature of gene expression in scRNA-seq scDoc 4 data. The details of the workflow is summarized in Figure 1 . Through simulation studies and real data analyses, scDoc is compared with two existing and peer-reviewed imputation methods (DrImpute and scImpute) in terms of data visualization, cell subpopulation clustering, and gene differential expression (DE) analysis. The results suggest that our procedure, scDoc, is precise and robust in a wide range of data scenarios.
Figure 1. Overview of drop-outs imputation with scDoc workflow. PNB is an abbreviation for
Poisson-Negative Binomial mixture distribution; WCS is an abbreviation for Weighted Cosine Similarity.
Results

scDoc improves the performance of visualization for scRNA-seq data
Dimensionality reduction techniques such as Principal Component Analysis (PCA) and t-Distributed
Stochastic Neighbor Embedding (t-SNE) (ref) are often employed to explore and visualize highdimensional datasets, e.g. microarray and RNA-seq data. They are naturally applied to scRNA-seq studies when scRNA-seq has emerged. However, neither of these techniques takes drop-outs into account and they were reported to lose efficiency on zero-inflated data such as scRNA-seq (Pierson and Yau, 2015; Lin et al., 2017) . Recently, new statistical tools of dimensionality reduction that can address drop-out issues have been developed. For instance, ZIFA (Pierson and Yau, 2015) uses zeroinflated factor analysis to handle zero-inflated expression data, and ZINB-WaVE employs zero-inflated negative binomial model to deal with both drop-out and over-dispersion.
Though the performance of dimensionality reduction is improved with these methods, they only treat zeros as drop-out events and are sometimes computationally intensive. scDoc can account for dropout event from both zero and near zero counts.
Results of simulation study
We simulated a series of scRNA-seq datasets. In this simulation study, decay parameter of 0.1, 0.2, and 0.3 can respectively generate around 62%, 43%, and 32% zeros into the complete data (i.e., all non-zeros) that contains three cell types. The visualization results of the first two principal components from PCA are compared for five different datasets: the complete and raw datasets, and three imputed ones via three imputation methods, scDoc, DrImpute, and scImpute. All default settings were used when applying these methods, except that the true number of cell types was given to scImpute as a prior (in order to achieve its best performance). After introducing excessive zeros, the three cell types clearly discernible in the complete dataset become ambiguous in the raw datasets and gradually indistinct with the increasing of excessive zeros ( Figure. 2 second column). It was not possible to distinguish the three cell types on the 2D scatterplot when over 40% of entries were zeros in the raw datasets. All three imputation methods showed the capability to recover the distinct cell types in visualization, given about 30% excessive zeros, and scDoc outperformed the other two methods in terms of both correctness of cell type clustering and tightness of point cloud of each cell type. Though it used the true number of cell types as a prior, scImpute produced a mix of two cell types, blue and orange groups in Figure 2 (first row and fourth column). It could be because the assessment of cellular similarity in scImpute heavily depends on PCA, which is affected by even a relatively small proportion of zeros. scDoc still surpassed other methods and assisted PCA to distinguish three cell types clearly ( Figure. 2, second row), though the performance deteriorated given moderate to high proportions of excessive zeros. Note that the cell types cannot be differentiated using the data imputed by scImpute when the excessive zeros were moderate. Given over 60% proportion of zeros, scDoc is the only one that can somewhat recover PCA's ability to discriminate cell subpopulations. Data imputed with DrImpute gave no improvement compared to the raw dataset. Although there are three distinguishable clusters for the data imputed by scImpute, it was obvious that each cluster was filled with a mixture of three types of cells (Figure 2 , third row). In scDoc 6 other words, given a high proportion of excessive zeros, scImpute not only lost the power to recover true signals but also introduced bias by forcing cells into groups according to its pre-specified number of clusters. As the accuracy and efficacy of visualization deteriorate as more excessive zeros are introduced scDoc can outperform other methods due to its unique characteristics, accounting for drop-out events and eliminating their influence on cell-to-cell similarity evaluation.
Figure 2
. scDoc significantly improved the performance of PCA in visualizing simulated scRNAseq count data. Plots of the first two PCs calculated from the simulated complete and raw, and three corrected datasets imputed with DrImpute, scImpute (C=3), and scDoc respectively (from left to right). Excessive zeros were introduced to the raw dataset using the double exponential function with decay parameter . (first row) = 0.3. The zero prevalence is ~32%. (second row) = 0.2. The zero prevalence is ~43%. (third row) = 0.1. The zero prevalence is ~62%.
Additionally, we plotted the expression profiles of these 180 genes in heatmaps for the complete and raw, and three imputed datasets with scDoc, DrImpute, and scImpute. Affirming the findings via previous 2D scatterplots, we observed that PCA's performance of visualization worsened as more excessive zeros were introduced into the complete datasets (Appendix: Figure S1 . A, B, and C).
Under any scenario with different prevalence of excessive zeros, scDoc showed the capability to recover the efficacy of PCA method and dominated the performance in terms of signal recovery.
Real dataset 1: zebrafish data
We also used the zebrafish dataset, containing 246 single-cell transcriptomic profiling from six distinct cell types, to demonstrate scDoc's capacity for improving performance of visualization on scRNA-seq data. The zebrafish dataset (Tang et al., 2017) contains six cells groups, among them HSPCs and HSPCs/thrombocytes come from one defined cell type but expected heterogeneity. This provides us an opportunity to separate a heterogeneous cell type into subpopulations, a common concern in real life scRNA-seq data analysis. Extremely lowly expressed genes were filtered out and 11,307 genes with least 5 counts in at least 5 cells were kept. Even though we have removed plenty of lowly expressed genes, the zebrafish dataset is still sparse with zeros composing over 87% of the total count. Figure 3A shows the comparison of visualization performance via t-SNE on the original and three imputed datasets (we only provide t-SNE plots for this real data analysis because the main pattern cannot be visualized well in 2D PCA plots). As expected, t-SNE visualization on the log2 transformed original dataset without imputation only roughly identified clusters for neutrophils, T cells, NK cells, and B cells, whereas cells from HSCs and HSCs/thrombocytes failed to either cluster into a single defined group or separate into two distinct groups ( Figure 3A ). After imputation with scDoc, four undoubtedly distinct clusters can be visualized for neutrophils, T, NK, and B cells, where the group members were much more compact compared to those of the original dataset. scDoc outperformed DrImpute and scImpute in terms of cluster purity and homogeneity. For instance, t-SNE with the scDoc imputed dataset identified a pure neutrophils cluster (points in green, Figure   2B ). In contrast, a few HSPCs/thrombocytes cells were blended into the neutrophils cluster when applying t-SNE to datasets imputed with DrImpute or scImpute. Though T, NK, and B cells are hypothetically similar, scImpute failed to split them clearly, while scDoc and Drimpute could differentiate them into distinct clusters. We should note that, however, DrImpute found some subpopulations for both T and NK cells, which might not be expected based on the plot of original data. The "so-called" two groups of HSPCs and HSPCs/thrombocytes cells, in the t-SNE with the scDoc imputed dataset, are loosely bundled into one single cluster. Nonetheless, they showed some heterogeneity and the data points in different groups were generally grouped towards different directions and relatively distinguishable. Contrasted with scDoc, the cell groups were scattered into several small clusters when applying t-SNE on the datasets imputed with DrImpute or scImpute. In scDoc 8 addition, a proportion of the cells in HSPCs and HSPCs/thrombocytes types were grouped by scImpute with other cell types in a big cluster. replicates of PCA or t-SNE followed by AP clustering with the true number of subpopulations specified (C=6) or unspecified (C not specified) on the raw and three corrected datasets imputed with DrImpute, scImpute, and scDoc respectively (from left to right).
Real dataset 2: lung data
We further demonstrated the capability for scDoc of improving clustering performance in scRNA-seq studies using the lung adenocarcinoma and lung epithelium datasets ( Figure 4 ). Note that the expression profiling of both datasets was given in TPM measurement and the drop-out events were identified using Gamma-Normal mixture model. Same as the previous finding, scDoc improved the performance of visualization using both PCA and t-SNE methods and outperformed other two methods in these two real scRNA-seq studies. In the lung adenocarcinoma study, all three imputation methods improved the performance of visualization for three main different cell types ( Figure 4A ), "LC.PT.45" (blue and green), "LC.MBT.15" (black), and "H358" (red). But, only t-SNE plot with data imputed by scDoc can group the two batches of "LC.PT.45" together and distinguished these two batches in relatively purer clusters. scDoc was also the only imputation method that can improve the performance of visualization for the two IPSCs cell lines ( Figure 4B ), BU3 (blue) and ips17 (orange). DrImpute could not help PCA to separate two cell line cells into two groups; while scImpute made more cells go into the opposite cell subpopulation, even though two distinguished groups were observed. In summary, we found that imputing drop-out events in scRNA-seq data with scDoc can significantly improve the performance of visualization for generic dimensionality reduction techniques, such as scDoc 10 PCA and t-SNE. In both synthetic and real data analyses, scDoc outperformed two existing imputation methods, DrImpute and scImpute.
scDoc enhances the performance of identification of cell subpopulations
scRNA-seq is widely used to highlight cellular heterogeneity, decompose tissues into cell types, and identify cell subpopulations (Jaitin et al., 2014; Patel et al., 2014; Buettner et al., 2015; Bjorklund et al., 2016) . Generic dimensionality reduction techniques (PCA and t-SNE) on selected features followed by clustering methods, e.g. k-means, hierarchical clustering, density-based clustering, and graph clustering, are often applied to scRNA-seq data as a standard protocol (Andrews and Hemberg, 2018) . Several R packages including Seurat , PAGODA (Fan et al., 2016) , and SC3 (Kiselev et al., 2017) have been implemented with different combinations of feature selection, dimensionality reduction, and clustering algorithms. In fact, these methods still heavily depend on generic dimensionality reduction techniques that have been proved to be less efficient when dropouts are present.
To illustrate scDoc's capacity for improving the performance of identification of cell subpopulations, we used a down-sampling analysis based on the zebrafish dataset. For each of 50 replicates, 80% of 246 cells were randomly picked from the original dataset. We applied dimensionality reduction techniques (PCA and t-SNE) on the raw down-sampled dataset, and down-sampled datasets imputed with scDoc, DrImpute, and scImpute, to extract lower dimensional representatives of datasets. We then ran clustering algorithms on these lower dimensional representatives to partition cells into subpopulations. For the sake of computational intensity, only the first four principal components (PCs) or dimensions (Dims) were taken from PCA or t-SNE and applied to clustering algorithms. We believed the first four PCs or Dims were appropriate choices, because 47% to 63% of the cellular variation can be explained by the first 4 PCs in the down-sampled datasets and cell subpopulations were already distinguishable even in the 2D scatterplot with the first two Dims ( Figure 3A ). To mimic possible difficulties in real life, we assumed there are two scenarios. In the first one, we know the true number of cell subpopulations as a prior. This assumption is often valid in well-designed experiments where cell types can be identified via marker genes or proteins. In the other scenario, the true number of cell subpopulations is hidden/unknown and shall have to be identified by the clustering algorithm itself. It is common situation for researchers to not have or merely have prior information about the cellular heterogeneity and number of cell subpopulations. To accomplish the comparison under our assumptions, we employed affinity propagation (AP) clustering, which is a clustering algorithm based on the concept of messages passing between data points (Frey and Dueck, 2007) . Unlike other clustering algorithms such as k-means, AP clustering does not require us to determine the number of clusters before running the algorithm (Frey and Dueck, 2007) . The R version implementation is available in the apcluster package (Bodenhofer et al., 2011) . We used negative squared Euclidean distance to calculate the similarity matrix, the same as Frey and Dueck demonstrated in the original paper of the AP clustering algorithm. Adjusted Rand Index (ARI) (Hubert and Arabie, 1985) was calculated based on the identified subpopulation labels and their original ones. Higher ARI indicates better agreement between two sets of labels. Figure 3B shows that scDoc dominated performance of identification of cell subpopulations in terms of ARI in all combinations of dimensionality reduction technique and clustering strategies. Further, we note that all three imputation methods improved the performance of PCA followed by AP clustering whenever the true number of subpopulations was given beforehand. However, only scDoc provided significant amelioration of clustering results when applying t-SNE for dimensionality reduction, regardless of whether the number of true subpopulations was specified or not. When using t-SNE plus the AP clustering algorithm, DrImpute showed a minimal improvement when the true number of subpopulations was known, whereas it worsened the performance when it was unspecified. For the data imputed with scImpute, t-SNE followed by AP clustering presented significantly decreased clustering performance compared to that of using the raw down-sampled data. The underperformances of DrImpute and scImpute when using t-SNE as dimensionality reduction, especially when the optimal number of subpopulations was unspecified, were consistent with what we have observed in Figure 2A ; DrImpute and scImpute tended to group HSPCs and HSPCs/thrombocytes cells into several small distinct groups. These results suggest that scDoc, accounting drop-outs for cell-to-cell similarity estimation, can be advantageous for generic dimensionality reduction techniques followed by clustering algorithms to identify cell subpopulations in scRNA-seq data.
scDoc boosts the performance of differential expression analysis in scRNA-seq
Differential expression (DE) analysis is one of the most popular tools used in bulk cell RNA-seq data. Though the stochastic expression nature and intra-tissue heterogeneity bring challenges when performing DE analysis in scRNA-seq, they can be compensated at least to some extent because the number of subjects is typically considerably higher in scRNA-seq than in bulk cell RNA-seq (Stegle et al., 2015) . Many statistical tools, including the state-of-the-art edgeR and DESeq2, have been developed and widely applied in bulk cell RNA-seq (Anders and Huber, 2010; Robinson et al., 2010) . However, these standard RNA-seq DE tools, based on a negative binomial model, suffer in performance due to the presence of drop-out events in scRNA-seq data. Novel methods were recently introduced by using the zero-inflated (SCDE) or hurdle model (MAST).
scDoc was compared with two other scRNA-seq imputation methods (DrImpute and scImpute) for DE analysis, coupling two different standard tools including edgeR and DESeq2, on simulated scRNA-seq datasets. In addition, two scRNA-seq specific DE tools (SCDE and MAST) were applied on the unimputed dataset because these methods include their specific procedures to handle excessive zeros. All these DE tools are implemented and available in Bioconductor packages. Default options were used for all DE tools. Note that the normalization processes were turned off for three standard tools since it was not necessary to adjust the library sizes in synthetic data where true DE effects are known and theoretically would not be affected by the library size. We simulated scRNA-seq datasets for DE analysis (see details in Methods section). Two standard DE tools were applied to both the raw and three imputed datasets. Note that SCDE and MAST were performed on the raw dataset only.
Power and family-wise error rate (FWER) of false discovery rate (FDR) adjusted p-values with the Benjamini-Hochberg (BH) procedure (Benjamini and Hochberg, 1995) at a 0.05 significance level were reported to assess the performance of DE analysis. Figure 5A shows that all three scRNA-seq drop-out imputation methods remarkably boosted the performance of all standard DE tools in terms of power compared to the performance in the raw dataset. Further, scDoc significantly outperformed both DrImpute and scImpute for both edgeR and DESeq2. Unsurprisingly, SCDE and MAST, which are designed for zero-inflated datasets, achieved good power for the raw data. However, we also noticed that all three standard DE tools for the data imputed with scDoc resulted in significantly greater power than that of SCDE for the raw dataset. In addition, edgeR and DESeq2 had better DE detection power only for the scDoc imputed dataset than that of MAST for the raw dataset. All standard tools and scRNA-seq specific tools effectively controlled family-wise error rate at a significance level of 0.05. Moreover, we also note that imputation accompanied with standard DE tools was usually less computationally intensive than the scRNA-seq specific DE tools, which need to introduce extra components to model excessive zeros (data not shown). These simulation results suggest that preprocessing scRNA-seq data by imputing drop-outs with scDoc could boost the performance of standard DE tools which are designed for bulk cell RNA-seq. In summary, scDoc outperformed two other imputation methods when working with standard tools. Moreover, scDoc boosted the performance of edgeR and DESeq2 and achieved a better performance than that of using scRNA-seq specific tools in the raw data.
We also demonstrated applications of scDoc to DE detections conducted in the brain data for 62 astrocytes and 32 oligodendrocytes from postnatal cells. After removing lowly expressed genes, 9,317 genes that expressed least 5 counts in least 5 cells were kept in the following DE. Among them, 21 and 23 cell-specific genes were used to validate the DE results for astrocytes and oligodendrocytes, respectively. Before DE analysis, we used visualization methods (PCA and t-SNE)
to explore the performance of clustering between astrocytes and oligodendrocytes. Figure S2 (in Appendix) showed that datasets imputed with scDoc presented the most distinct separation between these two cell types. Afterward, two standard DE tools (edgeR and DESeq2) along with their own default normalization methods were applied to the raw and three imputed datasets with scDoc, DrImpute and scImpute respectively. As a result, both edgeR and DESeq2 found the greatest number of DE genes in the dataset imputed with scDoc rather than in the raw or datasets imputed with two other methods (Table 1) . Particularly, DESeq2 identified significantly more DE genes in the dataset imputed by scDoc. This is because DESeq2 is designed by default to detect extreme count outliers via Cook's distance and set the p-value and adjusted p-value of genes with outliers to NA. Due to the advantages of homogeneity within clusters ( Figure S2 , see Appendix), DESeq2 in the dataset imputed with scDoc detected fewer outliers and gave more robust results. Furthermore, edgeR and DESeq2 in the dataset imputed with scDoc found significantly more DE genes that were not found in the raw or two other imputed datasets ( Figure 5B ).
Gene ontology (GO) enrichment analysis showed these additional DE genes are biologically meaningful ( Figure 5C ). For example, the GO term "positive regulation of exocytosis" is enriched in astrocytes-upregulated genes, which is in agreement with its functions in regulating neurotransmitters and amino acid levels, and releasing neuropeptides and nerontrophins. Additionally, the GO term "regulation of protein targeting" is enriched in oligodendrocytes, which matches its major role as myelination (Ben Haim and Rowitch, 2017; Jana and Pahan, 2017). Moreover, Table 2 showed that edgeR and DESeq2 always found the most cell-specific marker genes for both astrocytes and oligodendrocytes with the data imputed by scDoc. These results from real scRNA-seq data analysis confirmed that scDoc, by imputing drop-out events based on novel cellular similarity assessment metric, could boost the performance of DE analysis for the standard tools originally designed for bulk cell RNA-seq data. 
Methods and Data
The flowchart of the proposed method is presented in Figure 1 . First, we estimate the drop-out probability for each gene in each individual cell from the input data (raw count) using the PNB mixture model. Second, both input counts and drop-out probability, based on the weighted Cosine similarity metric, are used to estimate cell-to-cell similarity. Third, the detected drop-outs are further evaluated for imputation, which is performed by weighted average from highly similar cells.
Identification of drop-out events scDoc
Identification of drop-out events is essential to make the entire imputation accurate and robust. Let !" be the read count for gene in cell . For the purpose of notation simplicity, we use ! to represent the read count for a given gene throughout this subsection. In bulk cell RNA-seq studies, the read count is often assumed to follow a negative binomial (NB) distribution (Anders and Huber, 2010; Robinson et al., 2010) ,
where ! is the expected count in sample and is NB dispersion parameter for this gene throughout all available samples. Significantly different from bulk cell RNA-seq, scRNA-seq has many zeros and near zero counts, known as "drop-outs", which cannot be handled merely by the previous NB model. Thus, spectacular tools are required to effectively model gene expression while accounting for drop-outs. Due to its flexibility, the mixture model becomes a potential solution for zero-inflated data sets. Recently, several methods have been proposed based on mixture models such as the Zeroinflated Negative Binomial model (Ran and Daye, 2017; Van den Berge et al., 2018) , the Gamma-Normal mixture model (Li and Li, 2018) , and a three-component mixture model (Kharchenko et al., 2014) . Here, we propose a Poisson-Negative binomial (PNB) model in which the first component, Poisson distribution, is used to account for the "drop-outs", and the second component, negative binomial distribution, is used to represent the "actual expression" (it could be zero or a non-zero value). The PNB formulation has the density function,
where ! is the probability that an observed count belongs to a drop-out event for that gene in cell , ! is the mean parameter of Poisson distribution, and ! and are the mean and dispersion parameters of NB distribution as described previously.
All these parameters can be estimated via maximum likelihood (ML) estimations with an expectation maximization (EM) algorithm (Dempster et al., 1977) . The posterior probability !" (or ! for simplicity) is then calculated as:
where ! , ! , , and ! were the estimates from the above EM algorithm. This probability measures how likely an observed count of gene in cell belongs to drop-outs. Throughout both the 'Methods and Data' and 'Results' sections, any observed count with drop-out probability greater than 0.5 will be considered a drop-out event to be imputed. The drop-out rate for a gene is defined as the proportion of detected drop-out events across all cells.
Begin with raw counts brings lots of flexibility and accuracy, however, TPM (Transcripts Per kilobase Million) which normalizes not only gene length but also sequencing depth, is now becoming popular and the default output formatting in several popular RNA-seq alignment software. TPM, as continuous measurements, cannot work with the introduced Poisson-NB mixture model and requires other solution in this drop-out identification step. Thus, we adopted the Gamma-Normal mixture model, which was introduced in the scImpute (Li and Li, 2018) , as an alternative to deal with logarithm transformed TPM measurements. Note that normalizing expression matrix by the library size of each sample is skipped, because TPM measurements have been normalized. Like the Poisson-NB mixture model, the Gamma-Normal mixture uses the two components (Gamma and Normal) to take account for "drop-out" and "actual expression", respectively. However, we noticed that the "Gamma" component could not always fit the drop-out part well in real scRNA-seq data, especially the proportion of zeros is high. Here, as a solution on such extreme occasion, we modified the method and substituted Exponential distribution for the "Gamma" component. After all parameters were estimated from EM algorithm, the posterior can be obtained to represent the drop-out probability of gene in cell . Using the predefined threshold, any observed expression value with greater drop-out probability will be considered as a drop-out event to be imputed in the following steps.
Calculation of cell-to-cell similarity
scDoc is designed to impute the identified drop-out events by borrowing information from highly similar cells. Taking advantage of including drop-outs in the cell-to-cell similarity assessment, we introduce a new similarity metric, Weighted Cosine similarity (WCS), which is based on both the drop-out probability and Cosine similarity. The Cosine similarity is a measure of similarity between two non-zero vectors of an inner product space that measures the cosine of the angle between them and is widely used in text mining for sparse vectors (Singhal, 2001) . Given two -dimensional nonzero vectors, A and B, the Cosine similarity, cos(θ), is defined as
where ! and ! are features in vector and , respectively.
The weighted cosine similarity between cell and across all genes is defined as
where ! = 1 when both of !" and !" are non-drop-out values or drop-out events; otherwise, we call this pair of data a "questionable" pair and let ! equal the drop-out rate for this gene as the genespecific weight. In other words, WCS assigns weights with respect to how "confident" we are with each pair of observed counts (between two cells) contributing to the cell similarity. For instance, a "questionable" pair from a gene with low drop-out rate will be assigned a small weight (which results in a greater ), whereas a large weight (i.e., a smaller ) will be assigned when drop-out rate is high.
The intuition behind the choice is that drop-out events are more likely to have greater influences on those genes that have high expressions and few drop-out events when assessing cell-to-cell similarities. To understand how WCS works, assume two observed counts from cell and for gene are measured. Hypothetically, there could be three different situations in terms of their drop-out probabilities; (1) neither of the counts are drop-out events, i.e., ! ≤ 0.5 and ! ≤ 0.5, (2) both counts are drop-out events, ! > 0.5 and ! > 0.5, (3) only one of the counts is drop-out event, either ! > 0.5 or ! > 0.5. For the first two situations, there is no need to put a smaller weight on that pair when calculating similarity, because either we are confident with both measurements or that pair of drop-out values has minimal contributions to the calculation. In the last scenario, however, that pair of observations would incorrectly exaggerate the difference between two cells when they in fact belong to the same cell subpopulation, thus a bias would be introduced, and cell-to-cell similarities be distorted. Therefore, we give less weight for the "questionable" pair of data in the similarity calculation. Theoretically, can be any value between 0 and 1, where 0 and 1 are two extreme cases; 0 means that we totally remove that "questionable" pair of data from calculation, 1 means that we completely ignore the drop-out nature and use the original Cosine similarity. Any value between 0 and 1 indicates that we keep that pair of data but understate them in similarity estimation. After calculating the similarity between any pair of cells, we can obtain a similarity matrix that is used to represent the cell-to-cell similarity. Note that, before we compute the WCS, the expression count matrix is logarithm transformed along with adding one pseudo count.
Different from all existing imputation methods in scRNA-seq data, scDoc will be the first imputation method taking the detected drop-outs into account when evaluating cell-to-cell similarities. In doing this, it can identify highly similar cells accurately as a result of eliminating the unignorable influence of drop-outs, which has been indicated to distort the true cell-to-cell relationship (Lin et al., 2017) .
Imputation of drop-out values
For each identified drop-out event, scDoc imputes the drop-out values by borrowing information, the expression values in the same gene, from other highly similar cells. The general imputation strategy for each gene is described as follows:
1. Find highly similar cells to a target cell (i.e., in which gene has (a) drop-out events detected) according to the calculated cell-to-cell similarity between all other cells and the target one. The default number for is 6.
2. Compare the similarity between the most similar one among these candidate cells and the target cell to a pre-defined threshold.
• If the most similar candidate fails to pass the threshold, this cell will be detected and reported as a potential outlier and drop-out values will not be imputed (this detection is off as default in scDoc package).
• Otherwise, the drop-out value will be considered further in next step.
3. If the target cell is not detected as an outlier, scDoc makes another judgement based on cellto-cell similarities to decide whether it would impute the drop-out value for gene in cell .
The final imputation procedure can be described as:
• If there are two or more candidate cells having non-drop-out values, the drop-out value will be replaced by the weighted average,
• where !" is the weighted Cosine similarity between the target cell and candidate cell , and is a set of indexes for all candidate cells.
• If there is only one candidate cell having a non-drop-out value for that gene, the dropout value will be imputed based upon the WCS measure. For instance, if the candidate cell has a non-drop-out value and its WCS similarity is greater than 90 th percentile of the overall cell-to-cell similarities, the drop-out value will be replaced by the expression value in that candidate cell. If the 90 th percentile criterion is not met, the drop-out event will not be imputed.
• If all expression values of the candidate cells are drop-out events, no imputation is needed for that gene in the target cell.
Steps 1-3 will be applied to each gene. Note that, based on the above strategy, scDoc will only replace some zeros with a nonzero value when the drop-out probability is above 0.5; and it will correct some low expression as well. In other words, this imputation strategy not only protects the scRNA-seq data from being over-imputed for zero counts but also could correct some low count values.
Real scRNA-seq Datasets and data preprocessing
To evaluate the performance of the new method, we consider the datasets from real scRNA-seq studies. One dataset (referred to as 'Zebrafish' dataset) (Tang et al., 2017) can be obtained from Gene Expression Omnibus (GEO) with accession number GSE100911. It established the transcriptional profiles of 246 single cells of whole kidney marrow and thymic T cells isolated from adult, transgenic zebrafish using FACS. The cells were sorted and labeled into six groups including HSPCs (n=39), HSPCs/thrombocytes (n=43), neutrophils (n=47), T cells (n=38), NK cells (n=31), and B cells (n=48). Note that HSPCs and HSPCs/thrombocytes, though labeled by different markers, were from one defined cell group with expected heterogeneity. In this study we treated them as two distinct groups, though they are difficult to separate clearly.
The human brain dataset (Darmanis et al., 2015) can be obtained from GEO with accession number GSE67835. This scRNA-seq study sequenced 466 cells from human cortical tissue including cell types: oligodendrocytes (n=38), astrocytes (n=62), microglia (n=16), neurons (n=131), endothelial (n=20), fetal quiescent (n=110), and fetal replicating cells (n=25). This dataset also provided a list of cell-specific marker genes that are identified from bulk sequencing of purified cell types in the mouse brain (Zhang et al., 2014) .
The expression matrix of TPM measurements for the lung adenocarcinoma dataset and the lung epithelium dataset were obtained from GEO accessions GSE69405 and GSE96106, respectively. The lung adenocarcinoma dataset (Kim et al., 2015) Filtering out lowly expressed genes and low-quality cells is optional; however, it could help reduce noise and improve imputation accuracy. We applied a general gene filtering process on all the datasets used throughout analyses. Particularly, only genes expressing at least 5 counts in 5 or more cells were kept for further steps. We also notice that the filtering threshold on the number of cells should be chosen to accommodate the potential group size (i.e., number of cells in the group) in the smallest subpopulation. Low quality cells with extremely low total counts (library size) are also suggested to be removed according to the distribution of total counts in each study. However, we did not apply the cell quality filtering for the two datasets used in the analyses since they have been well checked and documented.
Discussion
In this paper, we have demonstrated that scDoc offers a robust and accurate imputation method for correcting drop-out events in scRNA-seq data. scDoc utilizes a novel Poisson-Negative Binomial mixture where the drop-outs and actual expression values are modeled via two different components separately. The model also takes the cell library sizes into account, and then computes the drop-out probability for a gene in each cell. Trying to avoid over-imputing the expression measurements (which might not be affected by drop-out events) and changing the stochastic nature of gene expression, scDoc only imputes the identified drop-out events, the observed zero or near zero counts having high probability for being dropped. scDoc is the first imputation method that accounts for scDoc 22 drop-outs when assessing cell-to-cell similarity, which is the crucial step before imputation. As dropout events have non-neglectful influences on the generic dimensionality reduction techniques, cellular similarity estimates based on these techniques are distorted. Drop-out events imputation that uses the biased cell-to-cell relationship would misrepresent the true signal of biological interests. To overcome the challenge of investigating the inter-cell similarity present in drop-outs, scDoc develops a novel approach in which the cell-to-cell similarity is estimated by weighted Cosine similarity, which modifies the traditional Cosine similarity in order to incorporate gene-specific weight according to the drop-out rate of that gene. Finally, the robust imputation procedure based on both drop-out probability and cellular similarity is proposed for replacing drop-out values. Through comprehensive simulation studies, scDoc has been shown advantageous for the analysis of data visualization, cell subpopulation clustering, and differential expression analysis in scRNA-seq data.
Furthermore, scDoc can improve the performance of generic dimensionality reduction techniques and standard DE tools. Applications of scDoc to the analyses of the zebrafish dataset illustrate that preprocessing the scRNA-seq dataset by imputing drop-out events with scDoc would help not only identify the most clearly distinct subpopulations but also correctly discover the heterogeneity within a cell subpopulation.
Our proposed weighted Cosine similarity in scDoc is related to the soft Cosine similarity, which considers the features in the non-zero vectors as dependent, while the traditional Cosine similarity treats them as independent. In soft Cosine similarity, the concept of cosine is generalized by considering the similarity/correlation of features, which are used in the calculation as weight (Sidorov et al., 2012) . In this paper, we used the weight-based drop-out probabilities of a pair of observations. We noted that this weight can be analogously derived from the relationship between two expression values in terms of the property of drop-outs. In the three types of relationships for an observed pair of counts in a cell, the similarity of the two observations in this pair is 1 in terms of drop-out probability when both or neither of them are identified as drop-out events, while the similarity is equal to the drop-out rate of this cell when only one of them is a drop-out event. Note that this soft Cosine similarity, explained by relationship in terms of drop-out, is equivalent to our proposed weighted Cosine similarity, though derived from distinct thought processes in relation to the drop-out nature in scRNA-seq data.
scDoc identifies potential drop-out events with a PNB mixture model, rather than merely considering all zero expressions as drop-outs and all non-zero measurements as actual expression values. It brings the advantages of an efficient elimination of influence from drop-out events and a prevention of overimputing on the true non-expression values. Estimates in the PNB model are obtained by employing the E-M algorithm, though this brings a trade-off between accuracy and complexity. To make sure scDoc is acceptable in terms of computational intensity, we provide gradients to the 'BFGS' optimization algorithm and make parallel processing available for both Windows and Unix users.
Drop-out detection in the visualization simulation studies for 15,000 genes in 150 cells took about 3 minutes using a single process on a Windows laptop with 2.60 GHz Intel i5-7300U CPUs and 16GB RAM, and R (version 3.4.3, 64-bit). In real data analysis using the same computation platform, it took ~8 mins for 11,307 genes and 246 cells in the zebrafish dataset and ~18 mins for 9,317 genes and 94 cells in the brain dataset. Though we believe it is worth the accuracy for the price of a slight increase in computational intensity, the efficacy may be improved by using a more efficient optimization method to estimate drop-out probabilities.
Appendix: Figure S1 . scDoc corrected drop-out events and improved the visualization of simulated scRNA-seq data. Heatmaps of the expression profiles of 180 DE genes in the complete and raw, and three corrected datasets imputed with DrImpute, scImpute (C=3), and scDoc respectively (from left to right). Excessive zeros were introduced to the raw dataset using the double exponential function with decay parameter . (A) = 0.3. The zero prevalence is ~32%. (B) = 0.2. The zero prevalence is ~43%. (C) = 0.1. The zero prevalence is ~62%. Figure S2 . scDoc improved the performance of visualizing the brain scRNA-seq data. (A) 2D plots of the first two PCs calculated from the raw dataset (astrocytes and oligodendrocytes only), and three corrected datasets imputed with DrImpute, scImpute (C=2), and scDoc respectively (from left to right). (B) 2D visualizations using t-SNE on the same four datasets in (A) (from left to right).
