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МОДЕЛИ ВЫЧИСЛИТЕЛЬНЫХ ПРОЦЕССОВ В КЛАСТЕРНЫХ СИСТЕМАХ   
C МНОГОЯДЕРНОЮ АРХИТЕКТУРОЮ  
 
В работе рассматриваются  подходы к разработке математических моделей, описывающих поведение 
кластерной системы c многоядерною архитектурою. Проанализированы особенности организации вычи-
слений в таких системах, связанных с двухуровневой параллельной обработкой. Представлена матема-
тическая модель кластерной системы, основанная на теории последовательных взаимодействующих 
процессов. 
 
In paper a problem of creation a model of cluster systems with multicore architecture is considered. An 
analyze of computing in such systems related with two level of parallelisms is presented. Mathematical model 
of cluster system based on theory of sequential communicating processes is presented.  
 
1. Введение  
Развитие высокопроизводительных компь-
ютерных систем в настоящее время связано с 
распределенными (кластерными) системам. 
Последняя редакция рейтинга суперкомпью-
теров ТОР500 (31-я редакция, июнь 2008 года) 
включает 61 кластерную систем в первых ста 
позициях. Количество процессоров в этих 
кластерных системах варьируется в диапазоне 
от  1992 до 122400, максимальная производи-
тельность – в диапазоне от 18,81 до 1026 
Tflop/s, пиковая производительность – в диа-
пазоне от 24,58  до 1375,78 Tflop/s. На сегодня 
наиболее мощной является кластерная систе-
ма Roadrunner компании IBM, установленная 
в Лос-Аламосской национальной лаборатории  
(США). 
Современная кластерная система (КС) 
включает набор вычислительных узлов, сое-
диненных специальной быстродействующей 
системой связей, основанной на сетевых тех-
нологиях. Узел КС обеспечивает обработку и 
хранение данных, система связей – передачу 
данных  между узлами КС.  
Система связи узлов (ССУ) является важ-
нейшей составляющей КС, так как эффектив-
ность КС в значительной мере определяется  
скоростью обмена данными между узлами 
системы. Основу всех реализаций систем свя-
зей составляют принципы, заимствованные их 
сетевых технологий, поэтому в КС широко ис-
пользуются технологии типа Ethernet (Giga-
bitEthernet), которые на сегодня обеспечивают 
пропускную способность сети до 10Gbit/sec. 
Наряду с Ethernet технологией в современных 
КС используются специализированные систе-
мы связей типа Myrinet, Infiniband, cLan, SCI, 
Quadrics. Анализ кластерных систем, предста-
вленных в первых 100 позициях 31-го рейтин-
га ТОР500 показал, что наиболее используе-
мой коммуникационной технологией является 
InfiniBand (42 позиция). За ней следует техно-
логия GigEthernet (10). В списке представлены 
также технологии Myrinet (7) и QsNet (2). 
Рост производительности КС традиционно 
связывался с увеличением количества узлов 
системы. Однако наращивание числа узлов 
ограничено из-за повышенного требования к 
ССУ при увеличении узлов и нагрузке на сис-
тему связей. Имеется второй путь повышения 
производительности КС, основанный на уве-
личении вычислительной мощности  непос-
редственно самого узла. Такой подход обес-
печивается использованием в узлах мощных 
процессоров, также реализацией в узлах КС 
принципов параллельной обработки за счет 
применения многопроцессорных систем. Ис-
пользование в узлах многопроцессорных сис-
тем позволяет перейти в КС к двухуровневой 
параллельной обработке. Первый уровень 
обеспечивается параллельной обработкой на 
множестве узлов КС, второй – на множестве 
процессоров внутри узла.  
Появление многоядерных процессоров отк-
рывает перспективы увеличения мощности 
узлов за счет более эффективной реализации 
второго уровня параллельной обработки в КС. 
Простая замена в узле обычного процессора 
на двухядерный процессор позволяет удвоить 
вычислительную мощность КС без изменения 
ее структуры. Появление на рынке четырехя-
дерных процессоров и анонсированное в бли-
жайшем будущем появления процессоров с 
восьмью и более ядрами, открывает возмож-
ности резкого увеличения производительнос-
ти КС при построении систем на основе мно-
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гоядерных процессоров. В этой связи следует 
отметить, что 31-я редакция ТОР500 характе-
ризуется широким использованием в компью-
терных системах четырехядерных процессо-
ров нового поколения (258 систем).  
Целью настоящей работы является анализ 
особенностей организации вычислительных 
процессов в кластерных системах с многояде-
рною архитектурою (КСМА) и построение ма-
тематических моделей, позволяющих форма-
лизовать эти особенности, которые позволят в 
полной мере реализовать все преимущества 
структурной организации КСМА.  
 
2. Модели вычислительных процессов  
в КСМА   
Рассмотрим КСМА как систему, поведение 
которой можно описать с помощью алгебры 
процессов, предложенной в теории взаимо-
действующих последовательных процессов 
(CSP) Ч.Хоара [1]. Выбор теории Ч.Хоара об-
ъясняется тем, что она позволяет описать лю-
бой объект с помощью процессов. Модель, 
основанная на понятии процесс, в свою оче-
редь может быть эффективно реализована с 
помощью современных языков параллельного 
программирования, базирующихся на механи-
зме потоков (легких процессов). 
При разработке модели будем исходить из 
того, что  КСМА  является сложной системой 
и имеет два уровня. Первый уровень – система 
узлов, второй уровень –  система ядер внутри 
узла. Тогда модель КСМА имеет вид иерархи-
ческой структуры, состоящей из моделей двух 
уровней (КМСА1 и КСМА2). Модель  первого 
уровня описывает поведение системы, связан-
ные с  узлами, а модель второго уровня – с 
поведением  системы внутри узла. 
2.1 Модель КСМА1. Для модели первого 
уровня КСМА1 используем модель клиент-
сервер, которая включает объект – сервер и 
множество объектов – клиентов. 
В теории Т.Хоара процесс определяет по-
ведение объекта и может быть описан с по-
мощью ограниченного набора событий, выб-
ранного в качестве его алфавита.  
Набор событий, связанных с объектом сер-
вер (алфавит сервера) С можно представить в 
виде 
αС={ вводС,выводС, принятьСКi, 
передатьСКi    счетС } 
где  события: вводС – ввод данных на сервере, 
выводС – вывод результат на сервере, при-
нятьСКi – прием сервером данных от клиента, 
передатьСКi  – передача данных от сервера 
клиенту Кi , счетС – счет на сервере. 
Набор событий, связанных с i-м объектом 
клиентом (Кi) можно представить в виде 
αКi={принятьКiС, передатьКiС, счетКi ,                                                                       
принятьКiКj , передатьКiКj  } 
где события: принятьКiС – прием данных от 
сервера, передатьКiС – передача данных сер-
веру, счетКi – счет на клиенте, принятьКiКj – 
прием данных от клиента Кj , передатьКiКj  – 
передача данных клиенту Кj .                                                    
Поведение объекта сервера используя ал-
фавит αС, можно описать как процесс  
С=(вводС→передатьСКi →счетС→  при-
нятьСКi  →  выводС ) 
Для множества объектов клиентов Кi их 
поведение (клиентский процесс) описывается 
следующим образом 
Кi =( принятьКiС →  передатьКiКj →  счетКi  
→принятьКiКj →  передатьКiС ) 
Поведение КСМА1 можно описать как па-
раллельную комбинацию поведения процес-
сов С и Кi : 
КЛИЕНТЫ=(К1||К2|| . . .||КР),  СЕРВЕР=(С) 
КСМА1 = (СЕВЕР || КЛИЕНТЫ ) 
Взаимодействие  процессов в  модели 
КСМА1 
Взаимодействие узлов в КСМА1 осуществ-
ляется с помощью посылки сообщений. Будем 
рассматривать взаимодействие как событие. 
Взаимодействие состоит в передаче сообще-
ния и является событием, требующим участия 
двух процессов. 
Для описания взаимодействия процессов 
введем понятие объекта  коммуникации (ОК). 
Алфавит  ОК включает следующие события: 
αОК = { записьОК,  чтениеОК } 
Процесс, описывающий поведение  объекта 
ОК: 
ОК =(( записьОК →  чтениеОК | чтениеОК →  
записьОК ) →  ОК ) 
Составляющей ОК является спецификация 
С, который определяет тип и объем передава-
емых данных (ОК.С) .                                                      
В модели КСМА1 взаимодействие объек-
тов связано с событиями принять и передать. 
При этом взаимодействие должно быть связа-
но с ОК, куда один объект передаст данные, а 
другой объект произведет считывание дан-
ных. Дополним события принять и передать 
параметром, определяющим используемый 
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объект коммуникации: передатьСК(ОК), при-
нятьСК(ОК). Процесс ОК можно рассматри-
вать как сопроцесс [ 1]. 
2.2 Модель КСМА2. Узел будем рассмат-
ривать как систему, включающую набор объе-
ктов,  связанных с действиями, выполняемы-
ми в многоядерном процессоре. При органи-
зации процессов внутри узла используем мо-
дель взаимодействия хост-рабочий [2]. Хост 
объект отвечает за связь с остальными узлами 
КСМА, и, в частности, – с серверным узлом 
КСМА. Хост объект (Х) принимает исходные 
данные от сервера КСМА, распределяет их в 
узле по объектам – рабочим, собирает резуль-
таты счета в узле и отсылает результат в сер-
верный узел КСМА. Объект рабочий (Р) при-
нимает данные от хост объекта, выполняет 
счет и возвращает результат хосту. 
Набор событий, связанных  с объектом хост 
i-го узла (Хi),  можно представить в виде 
αХi = { принятьХi,  передать ХiPij,  счетХi, 
принятьХiPij,  передать Хi } 
где события: принятьХi – прием данных от 
другого узла, передатьХiPij, – передать дан-
ные в узле объекта рабочий PiPij, счетХi, – 
счет, принятьХiPij  – принять данные в узле от 
объекта рабочий Pij, передатьХi – передать 
данные в другой узел.  
Набор событий, связанных с объектом j-ий 
рабочий i-го узла (Pij) можно представить в 
виде  
αPij = {принятьPijХi , передатьPijХi ,счетPij, 
принятьPiPiк, передатьPijPiк} 
где события: принятьPijХi – прием данных от 
хост объекта, передатьPijХi – передача данных 
хост объекту, счетPij  – счет в хост объекте, 
принятьPiPiк  – прием данных от объекта ра-
бочего  Piк , передатьPijPiк – передача данных 
объекту рабочему Piк.. 
Описание поведения объектов хост и рабо-
чий будет зависеть от системы связей ядер в 
многоядерном процессоре, которая будет оп-
ределять форму взаимодействия объектов 
хост и рабочий. Увеличение количества ядер 
ставит  проблему организации связей между 
ядрами. Используемая в 2-4 ядрах шинная 
архитектура станет тормозом для эффектив-
ной связи ядер  и неизбежным будет переход 
на распределенную архитектуру. Так, напри-
мер, связывание ядер с помощью топологии 
типа решетка позволит отказаться централи-
зованных ресурсов, а также решить проблему 
надежности при выходе из строя ядер или свя-
зей. 
Если связь ядер в многоядерном процессо-
ре реализована через распределенную архите-
ктуру с помощью, например, топологии звез-
да, где все ядра связаны через хост ядро, то 
поведение объектов внутри узла можно опи-
сать следующим образом. 
Поведение хост объекта Хi (процесс хоста) 
используя алфавит αХi ,  можно описать как   
Хi ={ принятьХi →передатьХiPij  →  счетХi →                                                     
принятьХiPij  →  передатьХi  } 
Поведение объекта рабочий Pij : 
Pij=(принятьPijХi →счетPij,→передатьPijХi  )       
Модель второго уровня дляi-го клиентского 
узла можно описать как параллельную комби-
нацию поведения процессов Хi и Pij : 
ХОСТi = (Хi), РАБОЧИЕi = (Pi ) 
УЗЕЛi = ( Хi || РАБОЧИЕi ) 
Взаимодcействие процессов в модели 
КСМА2. 
Организация взаимодействия процессов 
внутри узла зависит от выбранной системы 
связей ядер. При прямой связи ядер (распре-
деленная архитектура) используется модель, 
основанная на посылке сообщений, для связи 
через память (шинная архитектура) – модель, 
основанная на общих переменных.  
При использовании посылки сообщений 
справедлива схема взаимодействия через объ-
екты коммуникации (ОК), рассмотренная для 
модели первого уровня КСМА1.  
Рассмотрим подробнее организацию взаи-
модействия процессов при использовании мо-
дели, основанной на общих переменных. Дан-
ная модель связана с решением двух задач: 
задачи взаимного исключения и задачи синх-
ронизации [4]. Введем понятие объекта синх-
ронизации (ОС), который будет использовать-
ся процессами при взаимодействии через об-
щую память. Выделим три вида объектов син-
хронизации. Первый вид ОС(А) связан с неде-
лимыми (атомик) операциями на переменны-
ми. Второй вид ОС(S) реализует концепцию 
низкоуровневых средств синхронизации, ис-
пользуемых в примитивах типа семафор, мю-
текс, событие. Третий вид ОС(M) реализует 
концепцию мониторов. 
Объект синхронизации типа А 
αА = { чтениеА, записьА, счетА  } 
где чтениеА –  чтение неделимой переменной, 
записьА – запись в неделимую переменную, 
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счетА – счет с использованием неделимой 
переменной. 
Объект синхронизации типа S 
αS ={ установитьS,  проверитьS,  сигналS  } 
где установитьS – установка начального не-
сигнального состояния S, проверитьS – про-
верка состояния S; блокирование процесса при 
занятом (несигнальном)  состоянии – S, сиг-
налS – установка S в сигнальное состояние 
(при создании ОC принимает сигнальное сос-
тояние). 
Объект синхронизации типа M 
Набор событий, связанных с объектом-
монитором М можно представить в виде 
αМ ={ записьМ,  чтениеМ,  счетМ,  
ждатьМ,  сигналМ  } 
где события: записьМ  – запись данных  в мо-
нитор, чтениеМ – чтение (копирование) дан-
ных из монитора, счетМ  – счет в мониторе, 
ждатьМ – ожидание сигнала, сигналМ – сиг-
нал. 
Использование объектов синхронизации в 
задачах взаимного исключения и синхрониза-
ции. 
Объект А. Обращение процессов к общему 
ресурсу связано со следующими событиями в 
объектах Х и Р: 
    Х:    (записьА),      Р:    (чтениеА) 
Объект S. Обращение процессов к общему 
ресурсу связано со следующими событиями в 
объектах Х и Р: 
    Х:    (проверитьS →  счетХ →  сигналS) 
    Р:    (проверитьS →  счетP →  сигналS) 
Синхронизация связано со следующими 
событиями (хост посылает сигнал рабочему): 
    Х:    (сигналS),        Р: (проверитьS)                                   
Взаимное исключение. Объект M.  Обра-
щение процессов к общему ресурсу связано со 
следующими событиями в описании  объектов 
Х и Р: 
Х:(записьМ,чтениеМ,счетМ, вводМ, выводМ ) 
Р:  (чтениеМ, записьМ, счетМ) 
Синхронизация связано со следующими 
событиями в описании объектов Х и Р: 
Х:(ждатьМ,сигналМ),Р:( сигналМ,  ждатьМ )   
 
 3. Применение моделей 
Предложенные модели позволяют приме-
нить математический аппарат теории алгебры 
процессов Ч.Хоара для анализа вычислитель-
ных процессов в КСМА.  
Рассмотрим анализ взаимодействия про-
цессов на возможность возникновения тупи-
ковой ситуации при синхронизации двух про-
цессов через объект синхронизации типа ОC. 
Пусть Р и Q – процессы, D – объект синхро-
низации типа ОС(S). Процессы синхронизи-
руются по событию (ввод данных)  в процессе 
Р (процесс Q ждет сигнала от процесса Р), 
после чего процессы начинают счет. 
Алфавиты процессов будут иметь следую-
щий вид: 
αP = { ввод, счет, установитьD, сигналD}       
αQ = { счет, проверитьD, установитьD }    
αD = { проверитьD, установитьD, сигналD }   
      Поведение процессов:                                                         
P = ( установитьD→ввод→сигналD →  счет)                                                                
Q = ( проверитьD →  счет )     
Процесс D следует рассматривать как под-
чиненный процесс по отношению к процессам 
Р и Q. При этом αD ⊆  (αP U αQ). В комбина-
ции (Р || Q || D)  каждое действие D может 
произойти, если это позволяют процессы Р и 
Q.                                                      
  Тупиковая ситуация при синхронизации 
процессов Р и Q может возникнуть в двух 
случаях: а)объект D не установлен изначально 
в несигнальное состояние; б)процесс Р не по-
сылает сигнал о событии, которое ожидает 
процесс Q. Эти действия в процессах связаны 
с  событиями  проверитьD, сигналD, устано-
витьD. Для борьбы с тупиком необходимо 
выполнить анализ алфавитов процессов и по-
ведения процессов. Необходимое условие от-
сутствия тупика – наличие этих событий в 
алфавитах процессов: 
{проверитьD, сигналD, установитьD } ⊆  
 ( αP  U  αQ ) 
Достаточные условия – наличие события 
сигналD в алфавите процесса Р и события 
проверитьD в алфавите процесса Q:  
{ сигналD} ⊆  (αP), { проверитьD} ⊆  ( αQ ) 
Для процессов – необходимо присутствие 
события сигналD, события проверитьD  и 
установитьD при описании поведения про-
цессов P, Q и  D соответственно: 
(проверитьD→Q) || (сигналD →  P) || (устано-
витьD →  D) 
 
Выводы 
Предложены математические модели, ос-
нованные на теории взаимодействующих про-
цессов Ч.Хоара, позволяющие описать орга-
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низацию вычислений в кластерных системах с 
многоядерною архитектурою. Модели  отоб-
ражают двухуровневую организацию парал-
лельных процессов в КСМА, а также систему 
взаимодействия процессов на основе посылки 
сообщений или общих переменных. Модель 
может быть использована для анализа парал-
лельных процессов в КСМА, оптимизации 
взаимодействия процессов,  связанной с пере-
дачей данных, а также выявления тупиковых 
ситуаций, возникающих при взаимодействии 
процессов в КСМА.  
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