Abstract. In this paper we investigate jump-diffusion processes in random environments which are given as the weak solutions to SDE's. We formulate conditions ensuring existence and uniqueness in law of solutions. We investigate Markov property. To prove uniqueness we solve a general martingale problem for càdlàg processes. This result is of independent interest. Application of our results to a generalized exponential Levy model and a semi-Markovian regime switching model are presented in the last section.
Introduction
In this paper we investigate properties of stochastic differential equation (SDE) which describes a behavior of some system in a random environment in the time interval [[0, T ]], T < ∞. We model this behavior by a process Y being jump-diffusion which is a solution to some SDE. As an example of SDE considering in this paper, an SDE driven by a Lévy process Z and some counting processes can be taken. This SDE has a nice interpretation so we describe it in detail. Let Z be an n-dimensional Lévy process with the Lévy measure ν satisfying (1.1)
R n x 2 ∧ 1 ν(dx) < ∞.
By K = {1, . . . , K} we denote the set of indices of environments in which our system can stay. The set K can describe states of hybrid model, states of economy, rating classes in modeling credit risk etc. A stochastic process C with values in K pointing out a type of environment in which our system lives. We assume that C is a càdlàg process. Every change of C results in change of drift and volatility of an SDE. Moreover, every jump of C from i to j results in a jump of size ρ i,j of a system. Jumps of C are described by SDE driven by counting processes. Therefore, the evolution of (Y, C) can be described as a solution of the following SDE in R d × K:
For fixed i, j ∈ K, the process N i,j is a counting point process with intensity λ i,j (t, Y t− ), and
bounded continuous function in (t, y).
It means that, for the fixed (i, j), the process and for all (i 1 , j 1 ) = (i 2 , j 2 ) we have (1.5) ∆N i1,j1 t ∆N i2,j2 t = 0 P − a.s.
The coefficients in SDE (1.2) are measurable functions µ(·, ·, ·) :
This SDE is a non-standard one since driving noise depends on the solution itself, similarly as in Jacod and Protter [10] or in Becherer and Schweizer [2] . That is, the noise (N i,j ) i,j∈K:j =i is not given apriori and is also constructed, so the solution is not a pair (Y, C) but a quadruple (Y, C, (N i,j ) i,j∈K:j =i , Z).
Therefore it is interesting to find a weak solution to (1.2) and to formulate conditions ensuring uniqueness in law of solutions. In our paper we investigate more general jump-diffusion processes than SDE (1.2). We construct a weak solution to this general SDE (2.1) (Thm. 2.2) and show Markov property of components (Y, C) of this solution (Thm. 2.3). In Section 3, we show finiteness of 2m-moments of sup t∈[[0,T ]] |Y t | for Y being component of any weak solution to (2.1). Our goal is to prove uniqueness in law of solutions to SDE (2.1). To do this we use the notion of martingale problem. So, in Section 4, we consider and solve a general martingale problem for càdlàg processes. Results of this section are of independent interest. In Section 5, using the notion of martingale problem we solve the problem of uniqueness in law of solutions to (2.1) under some natural condition imposed on coefficients of SDE and intensity. Knowing that the components (Y, C) of solution solve local martingale problem (Prop. 2.5) and that for any solution of local martingale problem holds E sup t≤T |Y t | 2m < ∞ (Thm. 3.2), we prove in Theorem 5.1 that a solution of local martingale problem is a solution of martingale problem. Next, we prove that a martingale problem is wellposed (Thm. 5.3) which implies uniqueness in law of solution to (2.1). Application of our results is presented in the last section on an example of semi-Markovian regime switching model and on an example of generalized exponential Levy model. This model is very useful in finance, see Cont and Voltchkova [4] or Jakubowski and Niewęgłowski [11] . The model considered in our paper is related to the regime switching diffusion models with state-dependent switching which were considered in Becherer and Schweizer [2] , Yin and Zhu [21] , [22] , Yin, Mao, Yuan and Cao [27] amongst others. Our model generalize jump-diffusions with state dependent switching introduced by Xi and Yin [25] , [26] and studied further by Yang and Yin [24] . Our main contribution is the presence of functions ρ i,j in SDE (1.2), which allows to model the fact that the process Y jumps at the time of switching the regime C. This is very important from the point of view of applications, because it adds extra flexibility to the model. For example, it gives us a possibility of introducing the dependence of intensity of jumps C at time t on the trajectory of process C up to time t−. This is the case of semi-Markov processes, where λ i,j at time t depends on time that process C spends in current state after the last jump. The process (say Y 1 ) corresponding to this semi-Markovian dependence can be introduced in our framework by setting
Hence, allowing λ i,j to be a (non-constant) function of Y 1 we obtain a semi-Markov model.
Solutions to SDE's defining jump-diffusions in random environments
2.1. Formulation of problem. Fix T < ∞. We investigate a weak solution to a SDE on a time interval [[r, T ]], r < T , given by (2.1)
where W is a standard p-dimensional Wiener process, a > 0 is fixed,
with the intensity measure ν(dx)dt, ν is a Levy measure, and N i,j are counting point processes with intensities determined by λ i,j , bounded nonnegative continuous functions in (t, y), such that processes defined by (1.3) are martingales. By Π we denote the compensated measure of Π, i.e., Π(dx, dt) := Π(dx, dt) − ν(dx)dt. The coefficients in SDE (2.1) are measurable, locally bounded, deterministic functions µ(·, ·, ·) :
is locally bounded. Moreover, we require that the Poisson random measure Π and the processes N i,j , i, j ∈ K, i = j, have no common jumps, i.e., for every t > r > 0 and every b > 0,
and for all (i 1 , j 1 ) = (i 2 , j 2 ),
SDE (2.1) is a generalization of SDE (1.2), but has no such simple interpretation as (1.2). However (1.2) allows to describe the more complex systems. If
then SDE (2.1) takes the form (1.2). The following processes play an important role in our considerations:
for i, j ∈ K, i = j. The random variable H i t indicates a state in which C is at the moment t, and H i,j t counts a number of jumps of C from i to j up to time t. 2.2. Existence of weak solutions to SDE's in random environments. We prove the existence of a weak solution to SDE (2.1) using an argument of a suitable change of measure (cf. [2] or Kusuoka [14] ). For a matrix A ∈ R d×d , by A we denote the matrix norm given by
and for simplicity of notation we use N for (N i,j ) i,j∈K:j =i .
Theorem 2.2. Assume that coefficients µ, σ, F satisfy conditions: a) the linear growth condition: there exists a constant K 1 > 0 such that
b) the Lipschitz condition: there exists a constant K 2 > 0 such that
c) for every c ∈ K and every k ∈ K \ {c} (Cont) (t, y) → F (t, y, c, x) for x > a, and (t, y) → ρ c,k (t, y) are continuous.
Then there exists a weak solution
, which is adapted, càdlàg, and moreover (2.3) and (2.4) are satisfied.
Proof. In the first step we consider a filtered probability space (Ω, F , F, P) on which there exist independent processes: a standard Brownian motion W , a Poisson random measure Π(dx, dt) with intensity measure ν(dx)dt and the Poisson processes (N i,j ) i,j∈K:i =j with intensities equal to one. Let us consider, on this stochastic basis, a SDE for [[r, T ]]: 
where E denotes the Doleans-Dade exponential. The assumption that λ i,j are non-negative bounded measurable functions for i, j ∈ K, i = j implies that P λ,r is a probability measure (see Brémaud [3, 
Independence of N i,j and Π under P yields that P(A i,j b ) = 0 for each b > 0. Absolute continuity of P λ,r with respect to P implies that P λ,r (A i,j b ) = 0, so N i,j and Π have no common jumps. In an analogous way we see that the processes N i,j and N k,l have no common jumps for (i, j) = (k, l). 
Fix t ≥ r, and let X be an arbitrary bounded random variable measurable with respect to σ((Y u , C u ) : T ≥ u ≥ t). To prove Markovianity it is sufficient to check that there exists a measurable function f such that
The density process defined by the Doleans-Dade exponential (2.8) can be written explicitly (see Protter [17, Thm. II.8.37]) as
For convenience we introduce the following notation
which allows to write the density in the shorter way
Using similar arguments as in the proof of abstract Bayes formula we get
where the last equality follows from the fact that the random variable XL t,T is P integrable and measurable with respect to σ(
Theorem 2.3 suggests that for any arbitrary solution to SDE (2.1) the process (Y, C) is a time inhomogenous Markov process. We prove further, that this suggestion is true.
In the sequel we will use frequently the following technical result giving the canonical decomposition of a special semimartingale
, which plays a crucial role in what follows. This result is a consequence of Itô's lemma for general semimartingales (see [17, Thm. II.7 .32]). Let us denote by
with compact support.
and v ∈ C 1,2 be a function such that the mapping
is locally bounded (i.e., bounded on compact sets), where ∇v denotes the vector of partial derivatives of v with respect to components of s. Then the process (v(t, Y t , C t )) t≥r is a special semimartingale with the following (unique) canonical decomposition
where H i t = 1 {i} (C t ) and A t is defined by
Here a(t, y, c) := σ(t, y, c)(σ(t, y, c))
⊤
, and by T r we denote the trace operator, and ∇ 2 v is the matrix of second derivatives of v with respect to the components of s.
The proof of this technical result is given in the appendix. From the above theorem we obtain a nice martingale property:
the process
Proof. Local boundedness of function (2.2) implies (2.11) for f ∈ C 2 c , so (2.12) holds. Therefore the process M f is a local martingale.
Since M f is F Y,C -adapted, we obtain immediately Corollary 2.6. Under assumptions of Proposition 2.5 the process M f is an F Y,C -local martingale for any f ∈ C 2 c .
Moment estimates
In this section we prove finiteness of 2m-moments of sup t∈[[0,T ]] |Y t |, which is the crucial fact in the proof of uniqueness in law of solutions to SDE (2.1). We stress that in this section we do not assume that (Y, C) solves SDE but only that (Y, C) solves a local martingale problem corresponding to the generator of (2.1). Throughout this section we make the following additional mild assumption: (LB) The mapping
In what follows we use the notation z ⊤ = (z ⊤ 1 , z 2 ), where z 1 ∈ R d corresponds to coordinates of Y and z 2 ∈ R corresponds to C. Let us introduce the following functions
and measure ν(t, y, c,
where ν F (t, y, c, ·) is a measure defined for A ∈ B(R d ) by setting
t,y,c )(A) = ν({x : F (t, y, c, x) ∈ A}), δ a denotes Dirac measure at a. 
ii) The process (Y, C) has the following decomposition
where Y c is the martingale continuous part of Y , µ(dt, dz) is the measure associated with jumps of (Y, C), and µ(dt, dz) := µ(dt, dz) − ν(dz)dt is the compensated measure of jumps.
Proof. By our assumption, for v ∈ C 2 c , the function
is bounded on compact sets. We can rewrite the generator A t in the form
where b is given by (3.2) . Note that b is also bounded on compact sets. Note that any function
where ν is given by (3.3) and for
Indeed, this formula gives the extension since by simple calculation we can see that for every c ∈ K,
for any extension v of v. Hence, by our assumption, we have that the process 
Therefore, by Theorem II.2.34 [12] , the process (Y, C) has the canonical representation of the form
where Y c is the martingale continuous part of Y , µ(dt, dz) is the measure of jumps of (Y, C), and
is the compensated measure of jumps. We use, as before, the notation z
corresponds to jumps of Y and z 2 ∈ R corresponds to jumps of C. 
Proof. We present a proof for r = 0, the proof of general case is analogous. In the first step we recall that, by Theorem 3.1, any solution (Y, C) to the martingale problem for
is well defined. Therefore the semimartingale Y is special and has the following canonical decomposition
where
Note that the function b has also linear growth in s, since µ has linear growth in s, by assumption. Thus, by the Cauchy-Schwartz inequality and (3.5) we have
It is enough to show that there exists a constant K such that
for each n. Indeed, (3.10) and the Gronwall lemma imply
where K ′′ (t) does not depend on n, so using Fatou lemma we obtain (3.7), i.e.,
Now we prove (3.10). Using (3.8) and applying the Itô lemma to the function |y| 2m and to the process Y we obtain-
and a(t, y, c) = σ(t, y, c)σ
We treat each of the components of |Y t∧τn | 2m separately. We start with A 1 . The following inequalities follow from the successive use of the Cauchy-Schwartz inequality, Young inequality, (3.9), and (LG) condition
and yields that
u∧τn du.
To estimate A 2 we note that matrices yy ⊤ and a(u, y, c) are positive semi-definite, and hence the condition (LG) implies T r yy ⊤ a(u, y, c) ≤ T r yy ⊤ T r (a(u, y, c)) ≤ K|y| 2 (1 + |y| 2 ).
Therefore 2m|y| 2m−2 T r(a(u, y, c)) + 2m(2m − 2)|y| 2m−4 T r(yy ⊤ a(u, y, c))
for some positive L. This gives
To estimate M c we use the Burkholder-Davies-Gundy inequality (see, e.g., [17, Thm. IV. 4 .48]), the Young inequality with ε (|ab| < εa 2 + 1 4ε b 2 ) and obtain
v∧τn dv.
Hence, taking ε = 1 8Cm , we have
u∧τn )du.
To estimate M d we use again the Burkholder-Davies-Gundy and Young inequalities, which give
where the fourth inequality follows from (LG) and (3.5). Therefore, taking again ε = 1 8Cm , we obtain
To estimate D 1 we use Taylor expansion for f (y) = y 2m and we get
The function U is nonnegative, ν(u, Y u− , C u− , dz)du is the predictable projection of µ(du, dz) (see [12, 
By (3.6) and (3.5)
Hence, and by (3.12) and (3.13), we have
Taking into account (3.11) and estimates of all summands of |Y t | 2m we obtain (3.10) with K = 2(L 1 + . . . + L 5 ). The proof is now complete. 
and the following order of linear growth of F |F (t, y, c, x)| ≤ K(x)(1 + |y|) (3.15)
for some function K. Then the conditions
for some natural m, imply (3.7) for that m. Corollary 3.6. If the measure ν has a bounded support, (3.14) holds, and (3.15) is satisfied with K being continuous, then (3.7) holds for every natural number m.
Corollary 3.7. If the measure ν has all moments, (3.14) holds, and (3.15) is satisfied with K having polynomial growth, then (3.7) holds for every natural number m. 
General martingale problem for càdlàg processes

In this section we consider a martingale problem connected with the law of components (Y, C) of solution to (2.1). The law of (Y, C) is a measure on an appropriate Skorochod space, since (Y, C) is a càdlàg process as a solution to (2.1). So we consider the canonical space
Ω = D [[0,T ]] (R d × K), i.
Let us denote by
for every k ∈ K, and let C 2 c be a set of functions f ∈ C 2 with compact support. Definition 4.1. We say that a law P on the space (Ω, F r ) solves a time-dependent (local) martingale problem started at time r with initial distribution η for a family of operators
(1) the measure η is a distribution of (y r , c r ), (2) for every function v ∈ C 2 c the process the function A t v is bounded and continuous, which implies that the local martingale M v is a true martingale. However, for processes with jumps this is not the case, unless you make quite restrictive assumption on coefficients that ensure boundedness of A t v for v ∈ C In the next proposition we formulate result which generalize the well known fact for diffusions (see, e.g. Kallenberg [13, Thm. 18.10] ) which states that the well-posedness of the martingale problem for A implies the existence of solutions to the martingale problem with an arbitrary initial distributions. Results of such type for Lèvy type operators, under different assumptions, can be found e.g. in Stroock [20] or Ethier and Kurtz [7, Chapter 4] . Proof. We start from the proof that the right hand side of (4.1) is well defined. Let
First, we prove that P M is a measurable subset of P -the set of all probability measure on Skorochod space Ω. Let D be a countable subset of C ∞ c which is dense in C ∞ c , and
Note that for P ∈ Q the required martingale property is equivalent to the following countable many relations:
To show measurability of Q it is sufficient to notice that Y s,t,v,A is a measurable mapping. Indeed, measurability of Y s,t,v,A yields that Q is measurable since Q can be represented as the following countable intersection Q = Thus, it remains to show measurability of Y s,t,v,A . For N > 0 consider a mapping
. We note that the mapping Z N is measurable. Since on the set on which lim N Z N exists and is finite we have
which implies measurability of Y s,t,v,A . Let
so R is measurable (see Kallenberg [13, Lem. 1.36]). We note that
thus P M is measurable.
In order to prove that P η r is well defined, we need to prove that the mapping f :
be defined by g(P r,y,c ) = (y, c). The well-possedness of martingale problem, and measurability of P M imply that g is a measurable bijection, and therefore by theorem of Kuratowski (see e.g. Kallenberg [13, Theorem A1.7] ) g has measurable inverse which is equal to f .
To end the proof of theorem we need to show that P η r defined by (4.1), is the unique solution of the martingale problem for A for initial distribution η started at r. This follows from the fact that the required martingale property is equivalent to the following countably many relations: for v ∈ D,
which, by definition of P η r , can be written in the form
This equality holds by the well-possedness of martingale problem. Therefore P η r solves the required martingale problem. Now we consider the issue of uniqueness. Let Q η r be a solution to martingale problem started at r from η. c r ) is a solution to martingale problem started at r from distribution δ (yr,cr) . This yields (by well possedness) that Q η r (·|y r , c r ) = P r,yr,cr (·) -Q η r a.s., and thus
where Q η r (·|y r = y, c r = c) is a regular version of conditional probability Q η r (·|y r , c r ).
We can also prove that the family {P r,y,c } is a Markov family. 
Proof. We have to prove that for arbitrary t ≥ r and A ∈ F
we have P r,y,c (A|F r t ) = P t,yt,ct (A), where by P r,y,c ( · |F r t ) we denote the regular conditional probability of P r,y,c with respect to
. For every ω ∈ F r t the probability measure P r,y,c ( · |F r t )(ω) solves the martingale problem for A started at t from δ (yt(ω),ct(ω)) (see e.g. Rogers and Williams [18, Thm.
21.1])
. By uniqueness, we obtain P r,y,c (A|F r t ) = P t,yt,ct (A) for every A ∈ F t T , P r,y,c a.s. which implies corresponding Markov family property.
Uniqueness in law of weak solutions
In this section we prove uniqueness of finite-dimensional distributions of jump-diffusion under some assumptions on coefficients of SDE, and assumption on intensities. To prove this fact we use the martingale problem and prove that it is well-posed. As a consequence of Corollary 2. 
c it follows from (3.5) and (LG) that
This implies that the local martingale M f has an integrable supremum and therefore is a martingale.
Remark 5.2. The set of conditions (LG) and (5.1) comparing to (LG) and (3.5) is on the one hand more restrictive and on the other hand less restrictive because there is not assumptions on ρ.
Theorem 5.3. Let continuous functions λ i,j , i = j, i, j ∈ K, satisfy (Λ) and
Moreover assume (Lip), (LG), (Cont) , (LB) and (3.5). Then the martingale problem for
t be an operator defined by 
where M v is given by (5.4), so M v is an F-martingale under P b r,y,c . Therefore, by integration by parts formula, we have
is a local martingale to obtain that M v Z is a P b r,y,c local martingale it is enough to show that
Let us denote by µ the measure of jumps of (y, c). By the Theorem 3.1 we find that the process (y, c) is a semimartingale under P b , with the compensator of measure of jumps of (y, c), denoted by ν, given by (3.3). Note that we have
Since, for j = i, ∆H
we have
Now we will show that
Using formulae (3.4) and (3.3) defining the compensator ν and its intensity ν we see that we have to compute two integrals. The first integral is equal to
and the second integral is equal to
and, by (5.7),
using (5.11), (5.10) and (5.5) we get from (5.8) that
Hence M v is a P This implies that the martingale problem for A is well-posed. Contrary, let P 
Examples
Now, we present two examples illustrating how our results work: a generalized exponential Levy model and a semi-Markovian regime switching model. Example 1 (Generalized exponential Lévy models). This model generalize exponential Levy model described, e.g., in [5] . Consider the following SDE
where σ(i) ≥ 0, ρ i,j ∈ R, N i,j are independent Poisson processes with constant intensities λ i,j > 0, Π(dx, dt) is a Poisson random measure with intensity measure ν(dx)dt satisfying |x|>1 e 2σ(i)x ν(dx) < ∞ ∀i ∈ K.
Note that the coefficients of this SDE satisfy assumptions of Theorem 5.3, so there exists a solution unique in law. Moreover, by using the Ito lemma one can show that this unique solution is of the form: where Z is a Lévy process with the Levy-Ito decomposition:
x Π(dx, du) + Moreover, the coordinate C of the solution (Y, C) is a Markov chain with the state space K.
Example 2 (Semi-Markovian regime switching models). In this example we will illustrate how a feed-back mechanism in jumps of Y and intensity of jumps of C give in our framework extra flexibility in modelling. We present how semi-Markov switching processes can be embedded in our framework. Let us recall that semi-Markov nature of C is reflected in the fact that the compensator of jumps from i to j, λ i,j depends on time that process C spends in current state after the last jump. We recall basic facts from theory of semi-Markov processes. The semi-Markov process C is related with a pair (X, T ) = (X n , T n : n ≥ 1) which is a homogenous Markov renewal process, i.e.
P(X n+1 = j, T n+1 − T n ≤ t|X 0 , . . . , X n ; T 0 , . . . , T n ) = P(X n+1 , T n+1 − T n ≤ t|X n ) = Q Xn,j (t)
for every t ≥ 0, j ∈ K. Q is called a semi-Markov kernel. Let P i,j := lim t→∞ Q i,j (t).
It can be shown that (X n ) is a homogenous Markov chain with one-step transition matrix P = (P i,j ).
A semi-Markov process C is defined by C t := X Nt , where N t := sup {n : T n ≤ t}. In general, a semi-Markov process does not have Markov property, the Markov property holds only at times (T n ). If we assume that the distribution of holding times, i.e. has a density f i,j , then the related semi-Markov process considered as an MPP has intensity. It was shown in [9] that for semi-Markov processes the intensity of jumps from i to j depends on time that process C spends after the last jump in a current state, and has the form λ i,j (ω, t) = λ i,j (R t− (ω)) = P i,j f i,j (R t− (ω)) 1 − m Q i,m (R t− (ω)) , counts the number of jumps of C, it is easy to see that the component (R t ) represents process given by (6.1). Moreover, using the Itô lemma one can see that the process S is of the form:
where Z is a Lévy process with the Lévy-Itô decomposition:
x Π(dx, du) + 
+
The jump ∆v i (t, Y t ) is equal to
which is precisely (2.12).
