Abstract. In the present paper we consider compound Poisson approximation by Stein's method for dissociated random variables. We present some applications to problems in system reliability such as k-runs, counting isolated vertices in the rectangle lattice on the torus as well as consecutive 2-systems, coloured graphs, birthday problems, connected s-systems and two dimensional consecutive-k-out-of-n systems. In particular our examples have the structure of an incomplete U-statistics. For nonnegative integer valued complete U-statistics improvements of the Poisson approximation results can not be expected in general. We mainly apply techniques from Barbour and Utev, who gave new bounds for the solutions of the Stein equation in compound Poisson approximation in two recent papers.
Introduction
Let ? denote an arbitrary nite collection of indices, usually denoted by , and so on. Let X be 0-1-valued, possibly dependent, random variables and let W = P 2? X . If the X are weakly dependent and the value 1 occurs with small probability, Poisson approximation in total variation distance between the law of W, denoted by L(W), and the Poisson distribution with parameter E W, denoted by Po(EW), can be successfully established via the Stein-Chen method, which at the same time gives estimates of the approximation error (see the book of Barbour, Holst and Janson 7] ). If the random variables X can take other positive integer values or if the dependence is stronger (clumps of 1's tend to occur), the compound Poisson approximation should provide better approximation. The importance of developing a compound Poisson approach has been discussed in Aldous 1] . In 3] Barbour, Chen and Loh introduced a Stein equation for compound Poisson approximation. Roos developed the local version of the basic method in 16] and in 15] the coupling approach. The theoretical results were successfully applied to many examples in reliability theory (see 4] and 5]) and to the problem of uniform m-spacings on the unit circle (see 13] and 14]). The solutions of the corresponding Stein equation may in general grow exponentially with the mean of clumps. For a special class of distributions in 3, Theorem 5] a better bound was given which is comparable in sharpness to the corresponding bound in the Poisson Stein-Chen method (apart from a logarithmic term in the numerator of the bound). Recently, Barbour and Utev 9] proved bounds for the solutions of the Stein equation with respect to the Kolmogorov distance which enabled them to carry out compound Poisson approximation in this distance with the same e ciency as in the Poisson case. They assumed that the compound Poisson limit distribution has a fourth moment and that it satis es an aperiodicity condition. In 8] the same authors proved the counterparts in total variation distance under the assumption that the compound Poisson limit distribution is aperiodic of nite exponential moment, which is hardly restrictive. The contribution of 9] and 8] is fundamental. Barbour and Utev applied the local approach in the way developed by Roos 16] in a more general setting. Consequently, the results derived for indicator random variables in 15] and 16] became a special case of the more general results in 8].
The aim of the present paper is to improve some results stated in 4, 5, 16] by using the new bounds from 9] and 8]. We observe that the random variables in the examples considered up to now are actually dissociated ones. Moreover, we present Stein's method for compound Poisson approximation both in Kolmogorov distance and in total variation distance for this special class of random variables. In view of the theoretical work by Barbour and Utev we provide the following examples and applications: k-runs, isolated vertices in the rectangular lattice on the torus, consecutive 2-systems, coloured graphs, connected-s systems, and the two dimensional consecutive-k-out-of-n system. In 9, Section 5] the k-run example was already discussed brie y. In particular all the examples have the structure of an incomplete U-statistics. After having calculated the bound for compound Poisson approximation for U-statistics, we see that improvements of the Poisson approximation results on U-statistics (see 6]) cannot be expected in general. In the examples we are able to obtain estimates with the right behaviour when the mean of the clump tends to in nity. As a consequence of the good bounds in 9] and 8] no unwanted logarithmic factor and no unwanted e , where is the mean of the clumps, come into play. Most of our examples deal with models from reliability theory. In this theory evaluation is an important and integral feature of planing, designing and operating engineering systems. In these models the independent items constitute the system. In the de nition of the system there are special critical combinations consisting of underlying independent items. A critical combination is said to fail if all items in it are failed. A failure of a critical combination is dangerous for the system. Let W be the random variable which counts the number of failed critical combinations in the system. The system is said to fail if there are at least m occurrences of failed critical combinations, where m 1 is a xed integer. The reliability of the system is P(W m ? 1). Thus estimates of P(W m ? 1) are estimates of the reliability of the system. Since it is not always possible to compute the reliability of a system exactly, it is reasonable to look instead for good approximations. Because the critical combinations may overlap, the indicators of their failure can be dependent, in spite of the independence of individual underlying items. Frequently, the indicators of the failure of critical combinations are dissociated or locally dependent random variables. It is a setting where a compound Poisson approximation is promising. In our paper we denote 0-1-valued random variables X by I . In Section 2, we state known theoretical results about Stein's method and give the theorem for dissociated random variables as well as locally dependent ones. In Section 3 examples are presented. It is easily seen that (2.8) takes the form (2.14) whenever the random variables with indices in ? 0 are independent of X (X is independent of U ). when the mean number of runs n p k satis es the condition n p k 1. The bound in total variation is only available in the case 2, which roughly means that n p k 2. Of course, the assumption R( ) > 1 is ful lled. We have to check the in uence on the order of the constants C l ( ) for l = 0; 1. We see that this order is dependent only on the order of the moments and therefore in our example H (a) 0 ( ; ) is of order O(1=(n p k ) 1=2 ) and H (a) 1 ( ; ) of order O(1=(n p k )). The main signi cance is that the constants C l ( ) exist. They are not optimal. We use the fact that C 2 ( ) < 1 to choose c 1 suitably and therefore, we can apply (2.4) and bound P ? W 1 2 (1 + c 1 ) m 1 again by Janson's inequality and obtain the same order (3.2) of the bound in total variation distance, possibly with less favorable constants, and under the condition that n p k 2. Note that apart from this one, there is no other restriction on the value p. We see that this bound is quite applicable when E W = np k ! 1 which is not the case for the bounds in 2] and 14]. The importance of k-runs for the reliability theory called there consecutive-k-out-of-n systems has been discussed in 4].
3.2. Isolated vertices in the rectangular lattice on the torus. Consider a rectangular lattice on the torus with n vertices and N = 2n edges (see 16, Section 3] ). Note that it is a 4-regular graph without triangles. Assume that the edges can be deleted independently of each other with a constant probability 1 ? p = q. De ne a family (Q( ); 2 ?) of subsets of the vertex set f1; 2; : : : ; ng consisting of a vertex and its four neighbours. These are the critical combinations of the system. We identify each index set consisting of 5 vertices with the center. Thus j?j = n and we de ne I = I v is isolated ] and W = P 2? I . With the above de nitions P(v is isolated ) = q 4 and E W = nq 4 . The random variable W counts the number of isolated vertices in the graph. The idea is to give a bound for reliability in the system. By construction and the choice of ? vs the random variables (I ; 2 ?) are dissociated. Choose ? vs = f 6 = : v and v are neighboursg and ? 0 and ? w as in the dissociated partition. Applying Corollary 2.13 we obtain " 1 = 21nq 8 (log + 2 n q 4 ) q 4 . Our condition n q 4 2 is hardly restrictive. Moreover, our bound (3.3) becomes rapidly smaller than the earlier estimate when n q 4 increases. Note that for Poisson approximation, when n q 4 ! const., the approximation is only accurate to order O(n ?3=4 ). Similarly to 16, Section 3] our result allows us to approximate the reliability of the system by the distributions CP( ; ) or CP( ; 0 ) if q 4 is small. 1 + log + (Nq 2 ) q 2 (5d 2 ? 5d ? 1) , so for constant E W = Nq 2 the order of approximation is O(q 2 ). Again we get this order even in the case when E W ! 1. Provided Nq 2 1 we obtain the same order of the bound in Kolmogorov's distance. The consecutive 2-system has another interpretation: colour the vertices of the xed graph G(V; E) at random, independently of each other and with the same probability distribution over the colours. Let X i denote the colour of vertex v i and set p r = P(X i = r) and take I = I(X i = X j ) with = fi; jg. Then W = P 2? I is the number of edges connecting two vertices of the same colour. Else, the vertices of the graph denote people, the colours their birthdays, and the edges pairs of people who are acquainted. Now W counts the number of pairs of people who are dependence, one has to decide how large R has to be (see (3.5) 3.6. U-statistics. In our last example we study incomplete and complete U-statistics. We observe that for general nonnegative integer valued complete U-statistics the bound in total variation between the law of the statistic and an appropriate compound Poisson distribution introduced in Section 1 has the same order as the one in the Poisson case, provided we choose the neighbourhood of dependence 14 P. EICHELSBACHER AND M. ROOS similar to (3.5) . This is obvious, since the neighbourhoods are indeed not local.
Suppose that ? is a collection of k-subsets = f 1 ; : : : ; k g of f1; Thus, ? 0 = f : j \ j 1 for some 2 f g ? vs (R)g n ff g ? vs (R)g:
Here R denotes the minimum of the number of items in common for and when 2 ? vs (R). There are two extreme cases of the above formulae. If one takes R = k, then ? vs = ; and one considers the Poisson case. The other extreme, R = 1, indicates that ? vs is the set of all 2 ? n f g which overlap with . The choice of R a ects the order of the term E (X U ) which is frequently that of the largest order. Now let us calculate " 1 for W depending on R. Denote E (X ) = . For 1 < R < k the terms of (2.9) are of the following form: In the language of reliability theory a similar formula was obtained in 14, Section 3.5]. In fact, the class considered there was a special class of incomplete U-statistics.
Let us consider the case j?j = ? n k . We obtain jf : j \ j = rgj = ? k r ? n?k k?r , which is of order O(n k?r ). The size of the strong dependence region is of order O(n k?R ).
Moreover, it is obvious that j? 0 r n k?r (see 7, Section 2.3, (3.2)]). Since in the compound Poisson case the order is in uenced by n k , the result is not an improvement in general. Consider the following example: k = 2 and (x; y) = (x; y) = x y and Y 1 is an indicator with P(Y 1 = 1) = p. Then the order of Poisson approximation is p 2 n + p n, whereas the order of compound Poisson approximation is p n. In the incomplete case our result is applicable, provided the quantities n r ( ) and m( ; R) are uniformly bounded as ? grows. The smaller R is the better is the order of approximation. Examples 3.1 to 3.5 above are incomplete U-statistics. The choice of ?, the collection of k-subsets, represents the local character shared by all our examples. In the k-run example the k-subsets are k consecutive indices, thus j?j = n and the local clump has size k. In the connected s-system we have a xed set of all critical combinations. These observations lead to a natural question: \how incomplete" should a U-statistics be to get better results when approximating by a compound Poisson distribution rather than a Poisson one.
