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Abstract
In recent years, the wind power industry has focused its efforts on solving the
Wind Farm Layout Optimization (WFLO) problem. Wind resource assessment is a
pivotal step in optimizing the wind-farm design and siting and, in determining whether a
project is economically feasible or not.

In the present work, three (3) different

optimization methods are proposed for the solution of the WFLO: (i) A modified Viral
System Algorithm applied to the optimization of the proper location of the components in
a wind-farm to maximize the energy output given a stated wind environment of the site.
The optimization problem is formulated as the minimization of energy cost per unit
produced and applies a penalization for the lack of system reliability. The viral system
algorithm utilized in this research solves three (3) well-known problems in the windenergy literature; (ii) a new multiple objective evolutionary algorithm to obtain optimal
placement of wind turbines while considering the power output, cost, and reliability of
the system. The algorithm presented is based on evolutionary computation and the
objective functions considered are the maximization of power output, the minimization of
wind farm cost and the maximization of system reliability. The final solution to this
multiple objective problem is presented as a set of Pareto solutions and, (iii) A hybrid
viral-based optimization algorithm adapted to find the proper component configuration
for a wind farm with the introduction of the universal generating function (UGF)
analytical approach to discretize the different operating or mechanical levels of the wind
turbines in addition to the various wind speed states. The proposed methodology
considers the specific probability functions of the wind resource to describe their proper
behaviors to account for the stochastic comportment of the renewable energy
components, aiming to increase their power output and the reliability of these systems.
The developed heuristic considers a variable number of system components and wind
turbines with different operating characteristics and sizes, to have a more
vi

heterogeneous model that can deal with changes in the layout and in the power
generation requirements over the time. Moreover, the approach evaluates the impact of
the wind-wake effect of the wind turbines upon one another to describe and evaluate
the power production capacity reduction of the system depending on the layout
distribution of the wind turbines.
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Chapter 1: Introduction
The United States relies on several sources of energy both for domestic and
industrial use. Some of these sources are in the form of nuclear power, fossil fuels, and
renewables. An example of a renewable source of energy used in the United States of
America is the wind energy. Wind energy has emerged as the fastest-growing source of
electrical power in the US. According to Kaiser and Snyder [1], over 5,200 MW of wind
power were installed in the US in the year 2007 and 4,854 MW in 2014. Experts and
technologists enhanced research on better and more affordable means of generating
wind energy, a move that resulted in the installation of more wind energy plants in the
US in 2015. The cumulative capacity of the power tapped from wind power in the US
had risen to as much as 65,879 MW as of 4th quarter, 2014 [2].
The rate of the production of wind energy in the US has continued to grow
annually at a rate of 20% to 30% during the just-concluded decade. However, this
amount accounts for only 4% of the total electrical power consumed in the United
States. The rest obtained from fossil fuels, hydro and alternative sources such as the
use of solar panels.
The United States boasts of an abundance of potential sources of wind energy.
There are two primary sources that are capable of supplying the states with wind energy
for a couple of years if utilized adequately [3]. An example of a region in the wind rich
area is the Midwest that stretches from Texas to North Dakota. Wind energy in the area
is tapped using modern wind turbines. A typical turbine is made up of a rotor that have
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three blades whose diameters range between 70 and 80 meters. Every turbine
produces an average of 1.5 MW of power in the form of electricity [4].
The US has wind resources that are capable of generating over 37 petawatthours (PW·h) annually [5] that can be used to produce electricity that is affordable and
reliable. However, the government must establish ways and methods of ensuring that
the transmission is effected efficiently. A limited transfer would lead to the utilization of
part of the available resources. The generation of wind energy is expected to rise by
over 20% by the year 2030.
Ackermann [6] argues that the use of wind energy has a significant importance to
the United States. One of the benefits is that it reduces environmental pollution. Unlike
other sources such as coal, wind power leads to low emission of pollutants such as
smoke and chemicals in the air. For this reason, it does not contribute to the effects of
global warming. Secondly, it is an affordable, renewable energy source. Once a suitable
place is identified and turbines installed, users are protected from inflations in the cost
of power. Turbines are also easy and fast to install and produce adequate power for the
neighboring communities. Other importance includes saving other resources such as
water and creation of employment opportunities. In this case, production of wind energy
does not require water.
The power of the wind is mostly harnessed through wind farms; these can be
onshore or offshore on floating structures. A wind farm is a collection of wind turbines in
an area for generating electricity. The timeline for the installation of a wind farm varies
by site, but typically starts with the wind resource assessment. Unlike fossil fuel or
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nuclear power plants, the fuel cannot be transported to the desirable location, but rather
we have to go where the “fuel” is.
Wind resource assessment refers to the technique that developers of wind power
parks use to estimate the feasibility and capacity of production of energy in a farm or an
area. It promotes success and development of wind energy production when done
accurately. As a result, it is an essential element in planning and installing wind turbines
as part of a project. The project developers use it to estimate the initial feasibility of the
project, as well as cash flow projections. It is also critical in acquiring financial
resources.
According to Brower and Bailey [7], wind resource assessment involves four
stages. These are the Initial Assessment, Detailed site characterization, Long-term
validation of data, and Detailed Cash Flow projection and acquiring financing. Each of
these phases has critical roles that it plays during the installation of turbines for the
generation of wind energy.
Initial Assessment uses data and information that is available on maps on the
site, as well as information on the wind resource. Fanchi and Fanchi [8] claim that it also
obtains data collected from other sources of wind energy. The stage is critical because
it involves the analysis of the collected data. The analysis enables the developers and
planners to make financial projections of the process. They also use this step to justify
the need for any more funds and resources to use in the project. One of the
justifications that most planners draw during this stage is the need for extra capital to
hire additional and skilled workers. Additionally, they cite the need for advanced and
modern equipment as the reason for more funds. This equipment is installed to enhance
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production and harnessing of the wind energy. Further adjustments can also be made to
the projects if the projections suggest the need for a restructuring.
The second stage is the detailed site characterization. It is usually done by
experts over a duration of a minimum of one year. The experts conduct the assessment
at the site where the turbines will be installed, and power harnessing purported to take
place. They use instruments used to measure different parameters of the wind such as
its speed, direction, and strength. Some of the essential components involved in this
assessment stage are anemometers and wind vanes. They are used to measure the
speed and direction of the wind respectively. The other two components are a data
logger and a meteorological mast or tower. Measurement of parameters such as
pressure and temperature are conducted within the tower. That is done to convince the
investors and developers of the feasibility of the design project. The assessment is
usually carried out through modeling the wind resource using a computer and computer
techniques and software [8].
The third stage is the long-term validation of the collected and available data [4].
The data gathered on the site is compared against that of the weather with a long
duration, say twenty years. The data also enables the developers to determine what
time of the year the site experiences small, medium, or high winds. The estimates made
on the production of wind energy can then be adjusted accordingly using this data and
comparison. As a result, the estimates made are accurate and reliable since
abnormities in wind flow are accounted for during the various seasons and times of the
year.
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According to [4], the final stage involves detailed production estimates and
projections of the cash flows. The stage is fundamental because it enables the
developers to estimate the cost of energy production. They also determine the amount
of money expected from the sale of the electricity produced after the completion of the
project. Additionally, it assists in the marketing of the project to potential investors and
lenders. It shows and convinces them that the installation of the turbines is a viable and
potentially profitable business. Finally, it enables the developers to estimate the
maximum and minimum amount of power that can be generated on the farm.
Consequently, distribution rates to various areas can be decided based on these
estimates. As part of the final wind resource assessment stage, the number and type of
the turbines to be installed and the exact location of the turbines within the terrain need
are determined.

The process of positioning the wind farms within a wind park is

normally called Wind farm layout optimization.
According to Wang [9], Wind Farm Layout Optimization (WFLO) refers to the
design of the positioning and location of turbines in an area or site to optimize the
available space. WLFO is performed to cut unnecessary costs and achieve particular
objectives in engineering and design. It helps to minimize the average costs incurred in
the production of wind energy. As a result, it can be said to be a technique that is used
to improve the siting of a wind farm. It is a critical element in the future of the production
and transmission of wind energy. That is because it aids in the optimization of the
available space to ensure that maximal power is generated [10].
One of the primary importances of WFLO is that it enables the developers and
landowners to estimate and determine the success of the project. It allows the investors
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to expect the costs of energy production and expected profits. Additionally, it helps them
in the identification of a property that is worth the investment [11].
Wang, Singh and Kusiak [9] add that another importance of Wind Farm Layout
Optimization (WFLO) is that it assists landowners in the mitigation of risks. The
technique grants the landowners full and free access to the whole farm where the
installation takes place. It also equips them with valuable information on the potential
dangers of the turbine in their compound. It is from this technique that they learn the
principle behind the particular positioning of turbines.
Additionally, WFLO assists landowners to estimate uncertain parameters. The
developers also use the model developed in the identification of the owners with the
best deals for negotiations. Iteration is used to estimate unknown parameters. After that,
the final layout is determined by updating the estimated parameters [9].
WFLO also assists in the determination of the condition of the winds in the
potential farm. That assists in estimating the amount of wind energy to be expected at a
particular time of the year. For these reasons, WFLO forms the basis of the future of the
generation and use of wind energy.
This research focuses in the solution of the WFLO problem applying three (3)
different optimization methods:
i.

A modified Viral System Algorithm applied to the optimization of the proper
location of the components in a wind-farm in order to maximize the energy
output given a stated wind environment of the site while considering wake
impact.
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ii.

A new multiple objective evolutionary algorithm to obtain optimal
placement of wind turbines while considering the power output, cost and
reliability of the system. The algorithm presented is based on evolutionary
computation and the objective functions considered are the maximization
of power output, the minimization of wind farm cost and the maximization
of system reliability.

iii.

A hybrid viral-based optimization algorithm adapted to find the proper
component configuration for a wind farm with the introduction of the
universal generating function methodology to discretize the different
mechanical levels of the wind turbines as well as the various wind speed
states. Moreover, the approach evaluates the impact of the wind-wake
effect of the wind turbines upon one another to describe and evaluate the
power production capacity reduction of the system depending on the
layout distribution of the wind turbines.

To assist the reader in the review of this document, the following list provides the
individual chapter summary of the dissertation:


Chapter 2 provides a brief literature review/annotated bibliography section of the
different assumptions and techniques applied in previous efforts to the solution of
the WFLO problem.



Chapter 3 presents an introduction to the WFLO problem, discussions of the
different Wake Impact models, the wind resource assessment process, and the
modified Jensen Model.
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Chapter 4 describes the different single and multiple objective techniques
employed in the solution of complex combinatorial problems, in specific Multiple
Objective Evolutionary Algorithms and the novel Viral System Algorithm.



Chapter 5 presents the development of a Viral based algorithm established to
find the optimal number and position of wind turbines in large wind farms with the
main objective of minimizing the cost per unit power produced from the wind
park. A modification of this approach is also included in chapter 5. This second
attempt includes the consideration of reliability of the system as a third
component of the minimization of the cost per unit produced. The developed
algorithm is applied to three well known problems in literature, and comparisons
with other researches are presented.



Chapter 6 is dedicated to the third approach used to solve the WFLO problem –
Multiple Objective Optimization Algorithm.

The algorithm presented in this

chapter is based on evolutionary computation and the objective functions
considered are the maximization of power output, the minimization of wind farm
cost and the maximization of system reliability. The final solution to this multiple
objective problem is presented as a set of Pareto solutions.


Chapter 7 of this dissertation describes the use of the Universal Generating
Function in the estimation of the expected power production, and the optimization
of the siting of the wind farm.



Chapter 8 presents general conclusions of each of the different WFLO problem
approaches employed in this research, and discusses research opportunities that
can be considered in the future.
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Chapter 2: Background and Previous Work
Wind farm layout optimization involves locating the optimal positions of Wind
turbines in a Wind Farm, while satisfying certain constraints. WFLO has been an
application field for optimization algorithms testing due to the complexity inherent to its
nature, and due to discontinuities in the exploration space generated by the wake
impacts that make it difficult to optimize analytically. With an aim to increase the
renewable energy usage, terrain coverage, decrease cost per energy produced,
maximize power output or the reliability of the proposed systems, the WFLOP has been
experimented with a mixture of different methodologies.
Current models are being developed to assess designs, and newer restrictions
emerge necessitating refinement from the algorithms. New techniques are being
established to evaluate the different layout strategies, in order to refine the simulation
and its assumptions, to better represent the real life conditions around this phenomenon
and to majorly reduce the computation cost. Some examples of these efforts are listed
below:
Samorani [12] explains that the amount of energy produced in any wind farm is
lower than optimal due to wake effects in the wind farm. In large wind farms, the wake
effect causes a considerable loss of energy thus making it necessary to minimize them
in order to maximize energy production. This problem can be solved by finding an
accurate turbine layout that maximizes the expected power production. She explains
that recent research has shown that an irregular arrangement maximizes the amount of
power produced.

9

Zhang et al. [13] conceptualize the wind farm layout optimization problem as
caused by the optimal placement of turbines within a fixed geographical location. The
loss of energy on a farm with only two turbines occurs because the turbine downstream
is within the wake region of the upstream turbine reducing the wind speed while
increasing the turbulence. The setting of each wind farm is different depending on the
objectives, the constraints and the sites of each farm. The paper proposes two
mathematical solutions to the wind farm layout optimization problem in the form of
optimization models. It suggests a sum of squares optimization model that gives three
ways of reducing the waste of energy by accounting for the multiple wakes. The linear
superposition optimization model is an extension of a previous mixed integer
programming (MIP).
Elkinton, Manwell, and McGowan [14] have written about the optimization of an
offshore wind farm. While the conventional wind farm combines the turbine model, a
wake model, and an optimization routine to produce energy, an offshore farm is affected
by other factors such as operation and maintenance and availability which influence the
design of the offshore wind farm. The paper summarizes the results of an optimization
project launched 2004. The project aimed at minimizing the cost of energy by combining
the energy models, cost models, and an optimization algorithm. The optimization project
being implemented had been designed to perform two functions that are layout analysis
and layout optimization. Implementation of the optimization routine produces an
optimum layout while the analysis routine reflects the energy lost once the optimum
layout is adjusted for aesthetic, practical or other reasons.

10

The paper by Rasuo and Bengin [15] presents a method of determining the
optimum positioning of single wind turbines in a farm for the achievement of maximum
production effectiveness. The optimization technique recommended uses a genetic
algorithm. Distribution of wind turbines on a wind farm is should take into account of
wind direction, wind energy distribution, the availability of land for construction and the
wake interaction between the turbines. There is a potential for improving the existing
solution to the wind farm layout optimization problem. The paper suggests the
application of a genetic algorithm to wind farm design. Genetic algorithms are generalpurpose search algorithms that produce solutions to problems by utilizing principles of
nature. This approach would result in the free adjustment of the wind turbines with the
effect that the wake effect would be reduced and more energy produced as opposed to
the turbines being placed in the center of the cells.
Song and Kusiak [16] in their paper provide a solution to the wind farm layout
optimization problem by suggesting a model for the placement of the wind turbines
based on the current distribution of the wind in the farm. The paper suggest a wake loss
model on the principle that a wind farm design that produces the maximum energy must
minimize the wake effect among the turbines. Unlike the normal placement of turbines
in a wind farm, whereby turbines are placed in such a way that they are perpendicular to
the wind direction. The paper suggests the placement of the turbines at a particular
angle that can be calculated and this will have the effect of reducing the wake effect.
Fagerfjall [17] wrote a paper in which he developed mixed integer linear
programming models for optimization of many common layout problems. He developed
two optimization models, the wind farm production optimization model, and the wind
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farm infrastructure optimization model to deal with the problem. The production model
suggests the placement of the turbines with a minimum distance separating them to
reduce the wake effect. This model has the effect of not only maximizing production but
also increases the profits. The infrastructure model suggests the connection of the
turbines by roads and cables and has the effect of optimizing the positioning of the
transformer station.
Xu et al. [18] paper suggests the use of SAS/OR program to solve the layout
optimization problem. The turbine layout should take into consideration all factors
affecting the production of energy in a way that minimizes their effects. The solution
presented in the paper requires the identification of the sites on the grid recording the
highest power loss, determining the maximum number of turbines that can be installed
using the MIL problem solver, selecting 100 sites that generate the highest net power,
and using OPTLSO algorithm to improve the production at these locations. SAS/OR
software has the advantage of being able to simultaneously apply multiple instances of
global and local algorithm search in parallel allowing the initializing of a local algorithm
without first applying a global one.
Hebert-Acero et al. [19] sees the problem of turbine layout as one with no
analytical solution. He suggests the application of computational techniques to solve the
wind farm layout optimization problem. It analyzes the optimal placement of the turbines
on a straight line, on a flat terrain and evaluates the wake effects using both simulated
annealing and genetic algorithms. The number of turbines, the distance between them
and the turbine hub height was regulated accordingly with the varying wind speed,
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direction, and intensity. The paper presents what the author considers as the relevant
placement of the turbines in the wind farm suitable for the various situations tested.
Zhong and Feng [20] have suggested the use of random algorithms to solve the
wind farm layout optimization problem. The paper presents a random search algorithm
based on continuous formulation starting from an initial feasible layout and improving
the layout iteratively to a feasible solution space. The random search algorithm is meant
to improve an initial design developed either through expert guesses or by use of other
optimization tools. The algorithm finds the optimal layout of the wind farm with a certain
number of wind turbines. The method proposed saves on computation costs. The paper
states that the application of this random search algorithm will produce better results
than those resulting from the use of a genetic algorithm and the old version of random
search algorithms. The results obtained from the application of this algorithm show that
for optimal production of energy up to 360 or more sectors of wind direction should be
used.
Du Pont and Cagan [21] in their paper present an extended pattern search
approach as the solution to the wind farm layout optimization problem. They define the
optimal layout as one which increases the production of energy while minimizing the
cost of a wind farm. The algorithm suggested develops a two-dimensional layout using
the number of turbines present to perform local turbine movement while applying global
evaluation. The paper shows that the inclusion of extensions to the extended pattern
search algorithm informs the search better than any other algorithm that has been
suggested. The document states that layout generated from the application of this
algorithm has produced more energy compared to previously explored algorithms using
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the same evaluation models and objective functions. The algorithm has also been said
to result in layouts that motivate the manual development of best layouts found to date.
The paper shows that the lay performance of any wind farm layout can be improved by
using problem specific extensions that help in the development of better results than
those generated by use of previous algorithms.
Archer [22] in a paper suggests the development of a wind intensity interference
coefficient that captures the interference caused by the wake effect. The coefficient
suggested should use the Weibull distribution to deal with the variation in wind velocity
and also account for the geothermal relationship between the turbines and the
boundaries of the wind sector. This interference coefficient should form part of the
mixed integer linear program that will be used to optimize the placement of the wind
turbines in the wind farm.
In the search for a method and a solution to solve the wind farm layout
optimization problem, Feng and Shen [20] explain of a method of solving the method
through the use of random search algorithm. The authors seek to optimize the wind
farm layout through the application of real wind scenarios. They explain that is been
found out that up to 360 directions of the wind must be used in order to achieve
consistent and reliable results. The solution proposed by these authors has been made
to be robust against changes in the direction of the wind or the changes of the speed of
the wind in significant amplitudes.
Over the years, a large number of researches have been conducted in pursuit of
maximizing energy production through wind turbines and in the solution of WFLOP, for
example Marmidis et al. [23] used Monte Carlo simulation to locate the optimal layout
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considering all points in a cluster of possible considering unidirectional wind at constant
speed. Monte Carlo simulation considers that all points in a cluster of possible locations
can be optimal, unlike the analytical methodology, which only considers critical cases
based on criteria specified at the beginning of the system.
Some researchers in the past have used evolutionary algorithms to solve the
Wind Farm Layout Optimization Problem. For instance Grady et al. [24] developed an
evolutionary approach based on genetic algorithms to locate the optimum layout of
turbines on a wind farm. Grady et al. [24] defined as objective the maximization of
power production while constraining the number of possible turbines installed on a fixed
area. Similarly, Huang et al. [25] used genetic algorithms to optimize wind farm profit
comparing a Genetic Algorithm (GA) against Distributed Genetic Algorithm (DGA), and
a hybrid distributed genetic algorithm (HDGA). Where the HDGA used by Huang is a
modification of GA that uses reproduction, crossover and mutation operators to obtain
solutions and to avoid falling into a local minimum.
Celli et al. [26] proposed a Multiple Objective Evolutionary Algorithm (MOEA) to
determine the best locations for new generators and their size in order to minimize the
cost of energy losses, the cost of service interruptions, the cost of network upgrading,
and the cost of energy purchased. Such objectives are constrained by network power
flow equations as well as to the limits on the bus voltages, steady state current and
short circuit currents.
Sisbot et al. [27], addressed the WFLOP on Islands by developing a Multiobjective Genetic Algorithm approach applied to obtain optimal placement of wind
turbines by maximizing the power production capacity constrained by a budget of
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installed turbines. This study models the wake deficit model exploiting its simplicity,
accuracy and fast calculation time. Their solutions are presented in a Pareto front and
are evaluated with respect to various criteria.
Ozturk and Norman [28], developed a greedy heuristic method to solve the wind
turbine placement problem. They proposed the maximization of the profit, instead of the
power output, defined by the estimated selling price for a kWh of electricity. The wake
model used is very simple and does not take into account wake interference in the
middle of the wind farm. The optimization method employed to solve the WFLOP
consisted in trying different operations recursively in order to maximize the profit.
Mossetti et al. [29], employed a genetic algorithm to solve the optimization
problem, defining an objective function which considered two different objectives, the
maximization of the energy production, and the minimization of the total cost; these
objectives were combined in an evaluation function defined as the minimization of the
weighted cost per unit power. Their proposed model considers the wind farm as a
square divided into cells in which turbines can be installed, to test the proposed model
they used three different scenarios, (i) Constant wind speed and unidirectional wind, (ii)
constant wind speed and variable wind direction and (iii) variable wind direction and
variable wind speed.

Even as the industry progresses to find solutions to Wind Farm Layout problem
new models constraints and situation arises. This problem has been well studied before
by some researchers in the past, they have used different algorithms, mathematical
models, and optimization methods to solve this problem and some progress has been
made. However, much needs to be checked concerning this issue.
16

Chapter 3: Wind Farm Layout Optimization Problem and Wake Impact
Modeling
Wind power has proved to be very efficient for large-scale energy production, so
much so that Denmark depends on it for 100% of its energy needs with 40% extra as
surplus production. The power of the wind is mostly harnessed through wind farms;
these can be onshore or offshore on floating structures. A wind farm is a collection of
wind turbines in an area for generating electricity; the farms can be as large as
hundreds of square miles [30] . Use of wind power can be traced back as far as 200 BC
in the form of windmills in Persia. However, the modern day wind farm can trace its
history to Crotched Mountain in southern New Hampshire; this was the site for the first
onshore wind farm installation in 1980. The site produced a capacity of 0.6 MW as it
consisted of 20 turbines each with a rated power of 30 kW. In 1991, of the North coast
of the Danish island Lolland, Vindeby, the first offshore wind farm was erected [20].
However, before implementing a wind farm project, there are a few challenges that the
developers have to meet to determine the number of wind turbines and their
distributions, such as the wind resource and the terrain characteristics.
Wind power production and use are very environmentally friendly. A report by the
U.S. Energy Department suggests that the U.S. has a potential of avoiding the emission
of 12.3 gigatonnes of greenhouse gasses and 260 billion gallons of water by 2050. This
can be achieved by increasing the reliance on wind energy to power schools,
businesses, and homes. However, reliance on wind power is dependent upon the
viability of the productions methods [30]. Hence, to reap from economies of scale the
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wind farms have grown larger, the turbines have also become larger with smarter
controls and capabilities that are more advanced. However, as efforts are made to
reduce costs another problem arises, and that is the wake effects produced by grouped
turbines that reduce the power produced. Therefore, becomes necessary to find
methods to reduce the wake effect and hence maximize power production; the Wind
Farm Layout Optimization Problem (WFLOP) does just that. It involves positioning the
turbines in such a way as to minimize wake effects and hence maximize power
production [20].
Grouping turbines not only jeopardize the operation of rotors and affect the life
expectancy of turbines; it also leads to a decrease in the power produced due to the
presence of wake effects within the wind farm [31]. When a turbine is running, it
generates a ‘‘wake’’ of turbulence that propagates downwind. This wake causes the
wind speed and, therefore, the power extracted by the turbines to reduce. Levels of
wake interference can differ depending on the relative locations of the wind turbines and
wind direction. Effects of wakes are more considerable in large wind farms. The energy
deficit due to mutual shading effects is determined using wake models that give a
measure of both the growth of the wake, and the velocity deficit in the wake with respect
to the distance downstream from the wind turbine. Some of the most common wake
models are explained in detail in following sections.
Currently, the WFLO problem is solved by employing simple rules that point to a
rectilinear layout; it involves organizing the turbines in straight rows giving a
conveniently large distance between each turbine [30]. However, recent research has
shown that an irregular arrangement has a higher expected production compared to the

18

rectilinear layout. On this regard, mathematical optimization algorithms have been
developed to calculate the most suitable wind farm layout [20]. The problem has been
receiving a lot of attention in recent times (as demonstrated in chapter 2); however,
there is still more to be done to guarantee minimal costs and maximum energy
production.

3.1 Wind resource assessment - Modeling
Wind Resource Assessment refers to the process that developers of wind power
use to estimate the maximum amount of energy that could be tapped from a wind farm.
The process is conducted prior to the establishment of the wind production in the farm.
It aims at estimating the potential power that the power plant will produce in the future
once it has been established. The assessment procedure must be accurate if the wind
farm established is to be successful [7].
There are several methods that wind power developers use to estimate the
potential quantity of power that could be generated on a particular farm. However, there
are three primary methods that are common to most of the developers. These methods
are accepted at the international level because they meet the international standards of
measurement. These include wind flow modeling, wind farm modeling, and medium
scale wind farm modeling.
Wind flow modeling is used to give a prediction of the most critical features of the
wind resource. It is applicable in areas where conducting other forms of measurements
is impossible or difficult. The developers make use of various types of software to
perform this kind of measurement and analysis of the results obtained from the process.
An example of such software is WasP [32].
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According to Jing [33] wind farm modeling is used to simulate how an existing or
proposed farm behaves. The simulation assists the developers in the calculation of the
potential energy production of the farm. It takes in several information and input to
conduct the analysis. For instance, the developer could input the specifications of the
wind turbines, background maps, wind data, environmental restrictions, and the
roughness and height contour lines. The information assists in designing a wind farm
that produces the maximum possible energy. Software used for this purpose include
WAsP, OpenWind, WindPro, Windfarmer, and meteodyn WT.
Medium Scale Wind Farm Modeling is used when high energy production is
required. It makes use of the local features within the wind farm site to establish factors
that could affect efficient energy production [34].
There are various activities carried out in the wind energy assessment process.
Firstly, the developer is required to collect data on the speed of the wind and analyze it.
Secondly, they obtain resource maps and analyze them to get a prediction of the
available resources to aid in energy production [35]. The geographic features are then
observed to identify the potential areas of setting the farm. An aerial view could also be
conducted. Additionally, the developer also interviews the residents to gather
information on the patterns of the weather and wind of the area. Finally, they study the
topographic maps to establish the best areas of setting the farms. Computer modeling
could also be done to determine a further analysis of the potential energy that could be
generated from the area [34].
These activities and methods could be used to establish a large-scale or smallscale wind farm. The choice of the method relies on the complexity of the terrain of the
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region. However, the activities are common to any assessment that the developer could
decide to use in an area.

3.2 Deriving the Power Function
This part explains the process of deriving a wind farm power function as the
standard function of optimization problems of a wind farm layout.

It is aimed at

establishing a power function that is reliable and uses minimal costs. The process of
deriving the wind farm power function is understood as follows: The power
representation of one wind turbine, with uninterrupted wind flow state, is explained by
reference to the actuator disc model in aerodynamics. A discussion of continuous wake
models that represents the wind speed status behind a turbine is undertaken. The
speed of wind is a vital factor in determining the amount of power produced and hence
must be properly considered. Momentum Conservation Theory is applied for
determining the impact and effect of power of a wake created by an upstream turbine on
the power derived from a downstream wind turbine. The power of a downstream wind
turbine which is subject to of several wakes created by upstream wind turbines is
determined by accumulating the energy deficiencies caused by the wakes. To
determine the total wind farm power function, summation of powers of all wind turbines
must be performed.

3.3 Wake and cost modeling
As stated above, most researchers have confronted placement problems of
turbines by a consideration of the impact on wakes in its functioning. The position and
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number of turbines has an effect on the resultant speed of a wake. A wake means the
wind that is produced at the rear of the rotor from the upstream turbine, which is usually
developed after the passage of the wind through a turbine. The speed of the wind is
then reduced and turns turbulent. The process leads to loss of energy in the wind
turbine because part of the total energy is left by the wind turbine which subsequently
transformed into kinetic energy in the turbine’s rotor. Just as ripples and other
interferences are developed in water, wakes cause disturbance which has the effect of
reducing the power produced by downstream turbines and may cause damage to the
turbines if they are not properly cushioned and checked. The mixture of the wake and
wind flow around it causes expansion of the center and edges of the wake leading to its
increased speed. If the wake lacks speed, it will be consumed and spread more with
little effect. When the wind flow recovers its speed downstream, the speed of a wake
increases. Wind turbines that are installed in an area of another turbine’s wake or at
point of a wind farm that is affected by many wakes, then less power will be produced
by such a turbine as compared to those that are influenced directly by the natural flow of
wind. To maximize the production and enhance efficiency and effectiveness of a wind
farm, it is plausible to locate wind turbines in regions that minimal disturbance from the
wake effect is observed.

3.3.1 Wake models
Far wake models are commonly applied to the study of the flow of wind through
wind turbines and to estimate the energy deficits experienced by the wind speed
downstream of the turbine.

Wake models can be divided in two main categories:

Kinematic models and Field models.
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3.3.1.1 Kinematic models

Analytic or kinematic models are the simplest wake models. An analytical wake
model computes the velocity in a wake by a set of analytical expressions. The pioneers
of analytical models are Lanchester and Betz [37]. The two scientists successfully
derived the laws of conservation of mass and momentum of wind flow via a
standardized actuator disk which extracts energy from the wind as it flows, based on a
control volume approach.
In 1979, Lissaman [36] developed the first scientific work on kinematic models,
which are based on deficit profiles of wind velocity that was derived from an
examination of co-flowing jets with regard to momentum equation.
Subsequently, Jensen and Katic [38] sought to simplify the problem and
accredited themselves as having developed the analytical model used in this research.
The Jensen model is appreciated due to its simplicity.

Jensen’s model makes an

assumption that the reduced speed of wind is directly proportional to the distance that
separates the turbines. The wake is, thus derived by the conservation of the momentum
downstream of the wind turbine. Summation of the squares of velocity deficits is the
basis of determining the speed of wind in cases where a multiple wakes exists. Larsen
proposed another model known as EWTS II. The model is a derivative of Prandtl’s
rotational symmetric turbulent boundary layer equation which assumes that the flow of
wind is incompressible and stationary while neglecting the wind shears making the flow
to be axisymmetric. Frandsen [39] used Betz [40] model to present a nonlinear wake
expansion which uses the effect of several arrangements in the calculation of the wake.
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3.3.1.2 Field/Implicit Models
With regard to Field models, they apply the principles of Reynolds average
Navieer-Stokes in trying to reproduce the behavior of a wake. The simplified form of
Reynolds averaged Navier-Stokes flow equations are used in Field models. Unlike
kinematic models, field models compute the flow of the wake at every position in a wake
field. The first proponent of Field model was Sforza [41]. He explained a wake using the
linear conservation momentum equation as the direction of free flow of the stream. A
wake is presumed to have consistent advective velocity, eddy diffusivity and shape
explained through parabolic approximates.
Eddy Viscosity Model is a representation of a field model that was developed by
Ainslie [42]. He presents a solution to an axisymmetric boundary layer approximation of
the time Navier-Stokes fluid dynamics equation. The model makes an assumption of
incomprehensible fluid and cylindrical coordinated which are considered in the
computation of the wind speed reduction and the wake impact. To determine Eddy
Viscosity, an ambient turbulent part is added to the shear part of the wake. UPMWAKE
model was presented by Crespo. He assumed that the wind turbine is immersed in a
non-linear basic flow which is equivalent to the surface layer of the atmospheric
boundary layer. Recently, a simplified version of the Reynold average Navier-Stokes
flow equation was presented by Magnusson [43]. Employing Eddy Viscosity model, he
sought to establish a model that mixes the contribution to the shear layer and ambient
free stream turbulence.

3.3.1.3 Jensen Model
For purposes of this work, the wake model that is similar to Jensen’s model of
1983 shall be employed. The principle of conservation of momentum underlies Jensen’s
24

model. For expected results to be obtained, Jensen assumed linearity of the wake. This
wake models assumes the turbulence of the wake and neglects the contributions to tip
vortices. The applicability of this wake model is restricted to the remote wake region. A
single wake is analyzed by neglecting the near field behind the generator and treating
such a wake as a jet or turbulent wake. This method leads to the linear increase of the
wake [24]. This implies that the rotor’s radius is equal to the radius of the wake at the
turbine rotor rr. There will be a lineal increase in the radius of wake with increase of the
downstream distance and hence the downstream distance x, is proportional to the
radius of the wake [24].
If the momentum balance is implemented and Betz theory for the speed of wind
directly behind the turbine rotor applied, a relation to downstream wind speed shall be
as follows:

u = u0 [

]

(1)

Where u0 represents the mean of wind speed, a is the axial inductor factor, x is
the downstream distance of the turbine, r1 represents the rotor radius and the
entertainment constant is α.
While relating the downstream radius rr and the rotor radius rr, the following
expression shall be adopted:

r1 = rr√

(2)

To relate the axial induction factor to turbine thrust coefficient, CT, the relation
used is:
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CT =

(3)

α which is the entertainment constant is given; where z represents the height of
the turbine rotor and Z0 roughness of its surface
α=

(4)

To integrate several wakes that affect a wind turbine, manipulation of the relation
of downstream wind speed can be made. If an assumption is made that he kinetic wake
is equal to the sum total of kinetic energy deficits, the following relation can be
developed:

ui = u0 [

√∑

(

) ]

Figure 1. Schematic of wake model showing linear growth.
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(5)

Chapter 4: Single and Multiple Objective Optimization
An optimization problem is defined as a problem which aims at finding a solution,
within a set of various candidate solutions, which meets one or more goals in the best
possible way. Alternatively, an optimization problem is a problem which seeks to find a
set of values that suits the decision variables which satisfy the objective function better
and meets the system constraints.
Generally, an optimization problem has a solution space ‘S’ which can either be
discrete or continuous and has an objective function ‘f’ to minimize or maximize. An
optimization problem is represented as (S, f) which finds an optimal solution x*∈S that
provides satisfaction to the test for any x∈S formula.
An array of mathematical or heuristic methods can be used to provide solutions
to optimization problems. However, in this paper, we shall focus mainly on the methods
of combinatorial optimization.

4.1. Combinatorial optimization problems
Combinatorial optimization is a branch of optimization whose field consists of
optimization problems which have either a discrete set of possible solutions or solutions
which can be reduced to a discrete set. For complex problems, there exist techniques to
provide a solution to them. These include Branch and Cut, Branch and Bound methods
and so on. The cost of implementing these algorithms keeps increasing exponentially as
the complexity of the search space increases, making the resolution difficult. Another
possible method of managing such problems is by finding a suboptimal solution. These

27

techniques can be divided into two; first is the Mathematical programming methods and
secondly, Meta-heuristics.

4.1.1 Mathematical Methods
These methods transform the problems provided into one objective problem. In
most cases, linear programming is used in providing a solution to the problem.

4.1.1.1 Goal Programming
The Goal Programming (GP) method was initially used by Charnes, Cooper and
Ferguson [44]. This method, being among the first developed to solve the Multiple
Objective Optimization Problems (MOOP), uses the linear programming basics in
operation. It was first designed to provide a solution to the Multi-Objective Linear
Problems (MOLP). In addition, GP, also known by the term contribution coefficients, has
aspiration levels which are assigned to each objective function that has to be optimized
and the deviations from these aspiration levels are minimized later on. In a similar
perspective, the GP model’s objective function is the summation of all the aspiration
levels, and the objectives are the constraints of that problem [45]. The following
equation presents the mathematical formula for a GP model.
=∑

GP model is subject to the following constraints:
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(6)

∑

=
=

Where the decision variables are x1, x2,…, xn and the contribution coefficients c1,
c2,…, cn represent the contribution to Z for every objective function. The coefficients ai,j
represent the usage per unit by xi of the right-hand side coefficient of bj.
The following are the assumptions in this Linear Programming (LP) model:
 For each decision variable xi, each unit contributes ci units to the objective
function and aij in the constraint.
 The contribution coefficient to the constraint and the objective function do not
depend on the values of xi.
 All inclusive parameters such as aij, bj, and ci need to be known.
This method is a representation of one of the frequently used methods to solve
the MOOP because of its simple implementation. The downside of the method is that it
fails to optimize all the objective functions at the same time and cannot provide a
feasible solution to some complex problems. This has led to the development of
proposals with an aim of modification for the GP method, such as the weighted sum
approach explained in the next section.

4.1.1.2. Weighted Sum method
This method roots from the GP method with the important difference being that
every objective function has been assigned different weights of importance by the
decision maker (DM). The following equation presents the general model for the
weighted sum approach.
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=∑

(

)

(7)

Where the weight assigned to each objective is wi , and is subject to:
∑

=
=

For any problem that can be modeled in the form of GP, this method is easy to
implement. The main advantage of this method is that for each objective, some weights
of importance. This method is applied where one objective has more importance than
others. The weighted sum method, however, shares the same disadvantage with the
GP, and there is ambiguity in defining the weights for each of the objectives [45].

4.1.1.3 Lexicographic Method
In this method, importance is assigned to each objective that is being optimized.
However, according to Fishburn [46], the objective that has more importance is infinitely
more important than the less important ones. First, the DM assigns importance to the
objectives f1(x), f2(x),…, fn(x) and the most important objective gets optimized without
considering alternative objectives [45].
Then, the second objective function is optimized as subject to both the original
and new constraint which guarantees the first objective function’s optimality. This
continues until the final objective function is optimized. However easy the
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implementation of the method may be, choosing the order of importance of the
objectives still remains an problem.
Moreover, the stopping of the process before less important objective functions
get optimized and the roughness involved is another disadvantage of the method. This
makes the problem become infeasible before finishing optimization of the remaining
objectives.
Some modifications have been proposed in order to make the lexicographic
method more versatile and suitable for practical problems. Some of the setbacks in the
lexicographic method have been overcome by the δ- lexicographic method by allowing
small increments of the first objective to be traded off with the second objective’s
decrement [45].
Although this method contains various drawbacks and fails to optimize all
objective at the same time, any lexicographic solution is acceptable and proves to be
Pareto-optimal.

4.1.2. Metaheuristics Methods
Metaheuristics are problem-independent techniques that are used to guide the
search of feasible solutions for hard problems. These techniques do not take advantage
of the problem situation and in fact, accommodates any deterioration of a situation
where an alternative algorithm is required. Metaheuristics engage heuristics in reaching
its quest for applying a specific way of providing a set of guidelines in the development
of optimization algorithms [47]. The heuristics are means and ways that ought to
develop solutions to a problem that will help as an element or form a foundation for
problem-solving. Metaheuristics use heuristics to develop the algorithms but inherently

31

redefine themselves without seeking for different alternative solutions. The first arrived
solution to the problem is arrived at and is always mutated according to a problem’s
needs.
There are four types of metaheuristics. Namely, they are population based
metaheuristics, local search metaheuristics, hybrid metaheuristics and constructive
metaheuristics [48]. Population-based metaheuristics use a set of solutions in
developing the best possible algorithm. The set from which the algorithm is derived from
is called a population. Evolutionary algorithms are an example of members of the
population based metaheuristics where the populations or sets have been developing
over time.
Local search metaheuristics have iterative changes made to a reigning solution.
Developments around the incumbent solution are made and the changes made are
called moves. The moves are often small, and form the neighborhood to the incumbent
solution in an attempt to find the best fitting solution. Hybrid metaheuristics engage all
the concepts of the other types of metaheuristics to develop ideas for tackling a task.
Constructive metaheuristics take great consideration of the existing elements in a
solution. The elements are built systematically rather than generally. The specific build
up that is construction helps come up with a versatile algorithm.

4.1.2.1. Ant Colony Optimization
This is a metaheuristic that is included in the bio-inspired algorithms or the
artificial life and intelligence category which was proposed by Marco Dorigo [49]. The
Ant Colony Optimization (ACO) gets its inspiration from how the ants get food.
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Among the various communication systems, ants use the chemical system which
involves small receptors in the antenna as the preferred method of communication
between them and the colony. This communication is triggered by smells which cause
ants to retreat, attack or follow a track in pairs or groups. The chemicals are secreted in
glands in their abdomen.
The pheromone is useful when it comes to asking for food, making the group to
continue or move the entire colony. With the allocated role of finding food supplies up to
approximately 35 kilometers away are the scout ants. They lead their peers to sites
where food is present in plenty, and they travel through a chemical path.
Ants have the ability to use the shortest path on their way toward the food and
back to their colony. Each ant leaves a chemical (pheromone) on their path which acts
as a method of communication among them. Ants begin their search for food in
darkness without using any traces of pheromone to guide them on the path to be
followed, but the ants which come afterwards usually follow the trail left behind as they
prioritize the one with the highest quantity of pheromone.
Ants choose from a number of available paths which begin randomly. Those who
choose a shorter route reach their food faster compared to those using a different path.
The shortest route usually has the highest concentration of pheromone deposits thus
attracting more ants. As time collapses, pheromone evaporates on the route less
travelled which creates less desirable paths.
Therefore, the two significant parameters used by ACO are the visibility η and the
pheromone trail τ, where the former represents the states with desirable solution, and
the latter represents the most-visited states by ants. Generally, the ACO commences
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with a random solution and arches, each assigned by an amount of pheromone.
According to Dorigo [49], the probability that the ant ‘k’ in the node ‘i’ moves to the node
‘j’ is calculated by the amount of pheromone.

={ ∑

(8)

The parameter α defines the reflection of the relative importance of pheromone.
Nik is the ant’s neighborhood when in the node i. The ant then evaluates the solution,
modifying the pheromone trails in an array of pheromone components keeping
knowledge of the already explored areas. [50]
Analysis of the pheromone updates and evaporation is done according to the
following equation:
=

(9)

While ρ represents pheromone evaporation, Δ τ is calculated as follows;
=

⃗⃗⃗⃗

(10)

Information provided to the ant from each of the parameters promotes intuitive
communication between the ants/solutions, providing a quality overview of each of the
paths that will attract ants in iterations in the future. An iteration is a full cycle which
involves ants’ movement, pheromone deposits, and pheromone evaporation [49].
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4.1.2.2 Simulated Annealing
In the past, Simulated Annealing (SA) has been extensively used in providing
solutions to combinatorial optimization problems. SA’s logic is on the basis of
Metropolis’ work in the statistical thermodynamics field [51]. Basically, Metropolis
modelled this process to examine changes of energy in a system of particles with
respect to decrease in temperature until it remains steady. Its name originates from its
analogy with physical processes of annealing of solids, whereby:
 Temperature of a solid is increased while at high temperature
 The temperature of the solid decreases slowly reaching a state of minimum
energy ground with a crystalline structure that is regular.
SA develops a link between the search for a global minimum and this type of
thermodynamic process. The Metropolis algorithm is constituted at the core of the SA. It
generates a neighbor and calculates its energy and afterward accepts the neighbor if it
has much less energy or temperature (by probability). The neighbor acceptance is given
by:
={

(

(11)

)

Where the change in energy is represented by Δƒ, and the control parameter T is
the temperature.
Application of the algorithm requires specification of three components:
 The problem representation
 The transition mechanism
 The cooling mechanism
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SA has proven to have many advantages as time goes by, such as being easy to
implement or how well it works in non-linear models with noisy and chaotic data or with
a high number of constraints. However, being a meta-heuristic, it does not guarantee a
global optimum and the computation of time will always determine the quality of the
solutions.

4.1.2.3. Particle Swarm Optimization
This algorithm has been in application in various research fields for solving
complex optimization problems. Particle Swarm Optimization (PSO) is a meta-heuristic
method basing on the social behavior of flock of birds in flight and fish stocks in
movement.
This technique was initially described by James Kennedy, an American
sociologist and Russ C. Eberhart, an engineer in the year 1995 [52], while working with
algorithms with intentions to develop a description of the birds’ behavior in flight or fish
movement. The behavior, according to a hypothesis, shares information among
members of the same species thus providing an evolutionary advantage.
It all begins with a population of particles (these particles represent probable
solutions). These particles possess a specific value representing their position and
speed value in an n-dimensional theoretical grid.
These particles or solutions each pass through a process whereby their fitness
values are calculated and stored in memory together with other unknown values that will
be compared among them and acquire the best value achieved so far and the position
of which the value was acquired.

36

After a number of iterations, updates on the particles’ velocities are made
according to the best average value acquired so far leading to a group of solutions
which approach better results. These particles are viewed as the solutions moving
through the search space, store and probably reflect the best solution found. The
particles’ movements are guided by the particles which have the best solution at that
moment.
There are five basic principles that govern the PSO, and they are defined as
follows:
 Proximity principle: the population should have the ability to carry out simple
time and space computations.
 Quality principle: the population should be responsive to quality factors in the
environment
 Diverse response principle: the population should not commit activities in
excessively long and narrow channels
 Stability principle: the population should be able to maintain its mode of
behavior despite environmental changes.
 Adaptability principle: when it is worth the computational cost, the population
must have the ability to change its conduct mode.
The main steps to solving a problem using the PSO are:
 Initialize the population having a defined number of particles assigned with
position and velocity.
 Evaluate the particles according to their objective function.
 For each particle, remember both its position in space and target value (pBest).
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 According to the best result found, update the particle velocity.
 Every agent knows the best global position that one flock member had found
and its value (gBest).
 Iterations are performed until maximum a number of iterations are reached, or a
minimum error criterion is acquired.

4.1.2.4. Tabu Search
The concept was initiated by Glover in 1986 with an aim to contribute to local
search algorithms intelligence [53]. The word Tabu came from the Polynesian meaning,
‘everything that is forbidden to say or do, whether religious, social covenants or
psychological.’ Therefore, Tabu search is a searching process that is limited by certain
risks or prohibitions. There have been unified articles written in the book by Glover and
Laguna [54] during the 80’s and 90’s regarding the Tabu search. This is all due to the
fact that Tabu has succeeded in solving optimization problems that emerged in the real
world basis.
The search uses the memory concept in order to direct the search basing on
previously occurred events, using iteration information that has been acquired before to
act on this information accordingly. Using memory systems, it looks for the optimal
solution exploiting history thus leading to good solutions [55]. The most important
attribute to this search system is the memory system as it is the largest difference
compared to other methods. Various meta-heuristics operate, keeping the best
objective values so far round whereas Tabu keeps the latest solutions to have ever
been visited. This allows identification of elements that appear commonly on the best
paths or solutions leading to these solutions.
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Tabu search allows movement from one solution to another although the latter
may not be as good as the former. This is in order to avoid getting trapped in an
optimum that is local hence allowing you to continue the process of exploring solutions
which may be better. Generally, Tabu search is a combination of short-term memory
mechanism and a local search.
Key elements to Tabu search are:
 Tabu restrictions: certain moves are restricted and classified as forbidden
(Tabu) so as to avoid falling into previously generated solutions.
 Aspiration criteria: the search function is opened using a short-term memory
(strategic oblivion).
This search began the same way as any other ordinary neighborhood or local
search that proceeded iteratively from one point of solution to another up to when a
chosen criteria of termination is satisfied. Every solution xєX contains an associated
local N(x)⊂X, and every solution x’ є N(x) is reached by an operation called a move
from x (Glover, 1997) [54].

4.2 Viral System Algorithm

The physiology of a virus generally consists of a nucleic acid, which is covered
by a protein called capsid, nucleic acid binding and capsid forms a nucleus-capsid.
Viruses are known to control the chemistry inside the cell, so that when a virus is
introduced into a host cell, establish a control on their own. These parasites are very
skilled in controlling the chemistry of the cell to serve their own purposes, putting all the
cellular apparatus at the service of the formation of new viruses. Viruses need a host to
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survive and can only multiply inside living cells, they are not independent as bacteria,
therefore their designation as parasitic organisms. In most cases, the infected host dies
in the reproduction process.
Two reproduction cycles for viruses exist (bacteriophages), the lytic cycle and
lysogenic cycle. The analogy presented in this research is referred to the virus
reproduction cycles occurring in bacteriophages.

4.2.1 Lytic Reproduction
The lytic reproduction cycle takes its name due to the fact that the infected host
dies due to rupture of the cellular wall by the release of the new virus’ copies. This cycle
begins with the absorption phase in which the virus binds itself to the host cell, followed
by the injection of the nucleic acid from the virus, the injection phase occurs when the
genetic information enters the cell through a hole in the bacterial wall. When the virus
enters the bacteria wall, then a phase known as the eclipse period starts and produces
copies of the virus nucleus-capsid proteins together with the synthesis of RNA. As soon
as the production of the capsid and the RNA is completed, the assembly of the new
viruses begins. After producing a certain number of virus cells, the bacterium cell (wall)
can no longer hold any more viruses.

Immediately after this point is reached, the

bacterium wall tends to burst, and newly created viruses are released. The viruses
leave the cell by enzymatic breakdown of the bacterial wall. The now released viruses
can infect surrounding bacterium cells.

4.2.2 Lysogenic Reproduction
The lysogenic cycle is one of several types of reproduction cycles in which the
host cell is not destroyed. In this process a chromosome inside of the host cell is
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engaged by the virus and used for the internal replication of the viral apparatus. The
first two phases of this cycle are the same as those described for the lytic reproduction
cycle, the virus attaches itself onto a bacterium cell, and the virus infects the host with
its RNA.
In the lysogenic phase viral nucleic acid recombines with the bacterial RNA,
introducing its own information into this cell as any other gene in the chromosome. This
viral form resulting of this recombination is called prophage, or attenuated virus. In this
state, the prophage remains dormant for an indefinite period of time (may even
reproduce with the host), producing new lysogenic offspring cells. The prophage will
remain dormant while waiting for a change in the cellular environment that causes a
cellular alteration, for example, sudden changes in temperature or desiccation, or
decreased oxygen concentration activates it. This stimulus leads to the liberation of the
prophage (now an active virus), initializing the infection cycle resulting in the death of
the host and the release of the new viruses.

4.2.3 Viral system algorithm methodology
The viral systems algorithm and their analogy with the way that some viruses
such as the bacteriophages reproduce and the corresponding host cells use their ability
to defend themselves against the infection (antigenic response) was initially presented
in the work of Cortes et al. [56].
Viral system algorithm is a process that evolved from virus genetic algorithms;
Kubota [57], uses the theory of evolution (E-VEGA) and applies it to a traveling
salesman problem. He also discusses the coevolution of host and virus populations
through the numerical simulation. Kubota assumes that the main process of a virus
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infection is the horizontal propagation of a substring among hosts’ individuals. If a virus
infection is successful, the virus infection rate becomes high. As a result, the ratio of
local search to global search becomes high. Therefore, the VEGA can self-adaptively
change the searching ratio between the local and global searches. Yoshikawa [58],
uses the Dijkstra algorithm (DA) as path selection and compares it with using of Virus
Genetic Algorithm (VGA).

With this, he proposed architecture for high-speed car

navigation system based on VGA. The DA inspects the shortest path on the road map.
In another study, Kubota [57], applies VEGA to a traveling salesman problem, whose
objective is to minimize the length of a round tour, a knapsack problem, whose objective
is to select items in order to maximize their total value, and function optimization
problems, whose objective is to minimize the objective function given. It also presents
the efficiency of the virus infection through the numerical simulation. A uniform
crossover and a bit mutation are used as genetic operators for the knapsack problem,
where the larger the virus population size is, the slower the convergence. Binary code
is used as the representation of genotype for function optimization problems. The VEGA
obtains the best solution when the host population size and maximal infection rate are
about 10% and about 0.1, respectively.

Kubota [59], applies the fuzzy theory to

characterize lacking information of modules.

Its modules self-organize successfully

according to additional modules. A module selects its outputs through the interaction
with other modules, but the module does not share all information of other modules.
Then to be able to solve it, they apply a virus-evolutionary genetic algorithm (VEGA) to
a fuzzy flow shop scheduling problem with unsure transportation time. The simulation
results indicate that the fuzzy field information is effective when a module has
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incomplete information in the self-organizing manufacturing system (SOMS).

Saito,

[60], uses the virus evolutionary theory (VGA) to apply it into the vehicle routing problem
and job-shop problems. The important process of VGA is the mutation of viruses and
effective improvements of the individual. In the job-shop problems, the effect of the
immunologic mechanism and the simulated annealing are investigated in addition to the
allowance rate.
Cortés in 2007 [56] suggests the use of a viral system algorithm (VSA) to solve
combinatorial problems. This methodology is a selective process; the virus seeks out
the weakest cells and infects them. The viral system algorithm pursues the optimum
solution by seeking the best solutions in a group that correspond to weak cells, and
cells may defend against the attack using antibodies. The type of virus used by viral
system algorithm is a bacteriophage that use and infects bacteria.
As mentioned earlier, this type of viruses use two reproduction processes (i) Lytic
and (ii) lysogenic. During the first process, the virus infects a host’s cell within which it
creates duplicates of himself (nucleus capsids) until a point where the host is not able to
support (contain) more copies of the virus (it reaches the maximum limit of replicas) and
lets them out, making these new viruses able to infect new cells within the host. While in
the lysogenic reproduction process, the virus infects a cell and remains dormant until a
predetermined number of iterations have passed, causing an alteration of the contents
inside the cell via a process very similar to mutation.
One component of VS is known as the clinical picture, which is the current status
of each of the cells that have been infected by viruses. Its main elements are the
encoding of each solution and the number of nucleus capsids (NR), for those solutions
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suffering the lytic process, or the number of generations that a solution has been asleep
(IT), for the lysogenic process.
Each solution will suffer a breeding strategy based on its objective value, either
lytic for those that have better results, and the remaining undergoes lysogenic
reproduction. The probability of lysogenic reproduction (plg) and probability of lytic
reproduction (plt) must add to 1 (plt + plg = 1) meaning it will occur one or the other.
During the lytic process, the first step begins with calculating the number of
copies or replicas of virus NRx which is deducted as a function of the binomial variable
commonly known as Z, which is normally added to the current value of NR, this process
is repeated every iteration. The limit (Z) is usually calculated using the maximum
nucleus-capsids cell that the cell can hold LNR, which is the point at which the edge of
the cell is broken, and the probability of replication pr applied to the binomial distribution
Z = BIN (LNR, pr). LNR is calculated based on the performance of the virus, in other
words, depends on the value of the objective function for this solution. For example in
the case of minimizing, those cells with high objective function value are less likely to be
infected by the virus causing that the corresponding value of LNR is greater.
The virus released from the cell that explodes will have certain probability of
infecting other nearby cells (pi). Based on this, the number of cells to be infected is
calculated by Bin(|V(x)|,pi), where |V (x)| represents the cardinality of the neighborhood
of x.
Those neighboring cells may fend off infection by generating antibodies. The
individual probability of the solution or cell x of generating antibodies is represented by
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Pan. These antibodies are generated based on the Bernoulli probability distribution A
(x) = Ber (Pan).
However, in the case of lysogenic reproduction, the value of the objective
function should be calculated first in order to obtain the upper limit for iterations that
have passed LIT. For example in the case of a function that is minimized, a high value
of objective function has a low probability of infection, so the value LIT will be higher.
The algorithm starts with random generation of individuals who are said to be
infected, which tries to infect individuals who are nearby. Once this population has been
created, its objective is evaluated and based on this value the individuals are divided
into two kinds of reproduction, lytic and lysogenic. An individual who follows the lytic
process, undergo the process of generation of viruses or neighbors, then these
neighbors are evaluated and selected based on their objective value. After this has
occurred, a value called the probability of generating antibodies is compared with the
value calculated from the number of antibodies generated by the solution, if the
probability of generating antibodies is lower than the antibodies generated these
solutions are placed in the lytic process again, otherwise these solutions become part of
the lysogenic process.
Those solutions that suffer lysogenic reproduction, remain dormant for a number
of iterations calculated, once this number is reached, the solutions are mutated at
random and generate new solutions to be evaluated. In the developed algorithm, there
are two stopping criteria, the first is a specific number of iterations which is defined by
the user, the second is reached when all the solutions evaluated by the lytic process
have a number of antibodies greater than the limit established.
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4.3 Evolutionary Algorithms
In the real computing world, many different types of problems are encountered.
Some of which may appear to be very difficult to solve. An example of such a problem is
the traveling salesperson problem. To solve these problems, the solutions are neither
specialized nor generalized. In the objective of developing solutions to this kind of
problems, scientists have developed a special class of algorithms called the
evolutionary algorithms. Evolutionary algorithms are a class of algorithms which mimic
the metaphor of biologic evolution. The algorithms operate under the idea that given a
population of individuals, the environmental pressure causes a natural type of selection
in which causes an increase or enhancement in the fitness of the population under
consideration. They operate on a population of the possible solutions to the problem
and apply the principle of survival of the fittest to result in a better or an approximate
solution to the problem at hand [61]. Their foundation of problem solving is that only
those solutions, which meet a specified selection criterion, and the other solutions that
do not meet the criteria are eliminated, the population of the solutions will converge to
those solutions that meet the set selection criteria.
Fogel [62] argues that in a comparison to the other different types of algorithms,
evolutionary algorithms have unique and much many advantages that the others.
Among the advantages that he explains include their broad applicability, conceptual
simplicity, their ability to outperform the classic algorithms in the real world problems
and situations, their potential and ability to embed knowledge and thus easily hybridize
with other problem solving methods, parallelism, ability to easily adapt to dynamic
changes in the environment, their ability and capability to self-optimize and most
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importantly and significantly, their ability to solve problems that have no known
solutions.
These types of algorithms are described by numerous characteristics. First, the
evolutionary algorithms can be represented by the function x [t + 1] = s (v (x [t])) in
which x(t) represents the population at the specified time t under the representation of x,
v represents the variation operator and s represents the selection operator. Secondly,
the algorithms exhibit adaptive behavior that allows the algorithms to efficiently handle
non-linear problems and high dimensional problems without the need for the application
of differentiation or the explicit understanding and knowledge of the problem. Finally, the
evolutionary algorithms are very robust to behavior that varies with time.

4.3.1 Genetic Algorithms.
Genetic algorithms (GAs) are techniques that can be applied in the solution of
optimization problems that are centered on combinatorial search. Natural populations
develop in accordance with the principle of “natural selection and survival of the fittest”,
in light of the hereditary process of living creatures. For imitation of the procedure of
development of living creatures, genetic algorithms are suited for working with a vast
kind of combinatorial problems.
Ordinarily, in nature, there is competition between individuals who belong to a
particular population, as a rule, is always triggered by the shortage of resources,
females, domain, hierarchy and so forth. The creatures likewise compete for different
reasons: one is sustenance. At the point when the resource is rare or when there is an
upsurge in the number of individuals in a particular population, the battle for sustenance
is more important. This will eradicate the weakest or less attuned individuals. This
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competition normally has an effect on the quest of finding a partner for reproduction
purposes, individuals who are more fruitful in this quest are those that are more prone to
breed. As the best-fitted individuals perpetuate their offspring, driving thus to better
individuals, and to consolidate their qualities, enhancing the species; on the other hand,
those individuals without success in this survival quest, will create fewer offspring.
Genetic Algorithms utilize an immediate equivalence with this natural process;
they work with a population of individuals, each of which represents a viable solution for
a given problem. Every individual is assigned a worth or score, identified with the
arrangement's fitness. This fitness value represents in nature the measure of the
success of an individual to obtain or compete for the scarce resources.
The fitness value shows the suitability of an individual. This has the implication
that the higher the value, the greater the probability of selection. The selection is for the
purposes of reproduction. The selected individual will reproduce with another individual
who has been selected for reproduction using the same process. By pairing these two
individuals, new individuals arise. The new individuals normally have share
characteristics with the parents.
Due to the fact that this is an iterative or repetitive process, the population
consisting of the offspring replaces the population of the parent solutions. Therefore, the
good characteristics from the parents are spread across future generations and coming
populations. As time goes by and with iterations, genetic algorithms are inclined or tend
to the optimum solution. This happens after conducting numerous searches of the
search spaces.
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Even though there is no guarantee in getting an optimal solution when genetic
algorithms are applied, have demonstrated by way of empirical evidence an acceptable
quality of solutions in a competitive and reasonable time contrasted with other
combinatorial optimization methods. In GAs, to begin with the process a random
solution is created as a mean to initialize the method, and after that the solution fitness
is figured regarding the present population [63]. The finest solutions are recombined
with one another. The so-called new solutions supplant the solutions with worst fitness
value, and the procedure repeats until a stopping criteria is arrived.
The notation utilized by genetic algorithms to encrypt a solution is in light of the
fundamental units of hereditary qualities. A collection of solution is referred to as
population, while every solution comprises of a solution vector, which is known as
chromosome [64]. A set of genes makes up each chromosome. The genes are a block
or a bit representing a component in a solution. The encoding of a solution must be
such that every single conceivable solutions for a problem has a representation. Since if
not, those solutions do not have a representation, they do not belong, that is, they are
not part of the search space of the problem at hand.
The performance of genetic algorithms is in light of what is known as the
“building blocks hypothesis” [65]. Building blocks hypothesis obliges that chromosomes
are organized in blocks that encrypt the qualities of the solutions as autonomously as
could be expected under the circumstances. Genetic algorithms likewise utilize the
notation as those of genotype and phenotype. Phenotype may be distinguished as the
arrangement of parameters that represent a specific chromosome, the phenotype is the
structure that has the data that is necessary for the construction of a living being, and
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this life form is known as genotype. So the fitness of a particular individual relies on
upon the genotype assessment.
The purpose of adaptation ought to be designed for every problem particularly.
Given a specific chromosome, the adaptive function allocates a number, which should
mirror the level of adaptation to the problem of the individual that is represented by the
chromosome. Reproduction is then framed by a selection framework to construct the
population that will mate and generate new individuals or posterity; is that in the wake of
experiencing a final mutation stage will turn into the new generation of individuals.

4.3.2 Multiple-Objective Evolutionary Algorithms
All present day MOEAs employ and assessment,

determination, and

reproduction stages to determine another generation. The distinctions are the means by
which they evaluate fitness assessment and reproduction. Nonetheless, some of the
MOEAs utilized mutation as a procreation technique; others aggregate elitism and
crossover to create another population and different selection mechanisms to choose
the best offspring for the new population. Each of those algorithms has pros and cons.
A brief depiction of each algorithm is introduced in the following bulleted text. Probably
the most widely recognized MOEAs are reviewed below:


Strength Pareto Evolutionary Algorithm (SPEA): It was created by Thiele
and Zitzler [66]. This algorithm keeps up an external population at each
generation putting away all non-dominated solutions acquired in this way.
At every generation, both populations, present and external are mixed
together. The set of non-dominated solutions in the blended population is
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assigned a value in light of the total number of solutions they dominate.
This scoring system is based on the premises that better or higher values
should be assigned to those solutions that dominate more solutions. As a
final stage, a deterministic grouping (clustering) technique is utilized to
guarantee diversity qualities among non-dominated solutions [45].


Strength Pareto Evolutionary Algorithm (SPEA 2): As proposed by Zitzler,
Laumanns and Thiele [67], SPEA2 (a variation of SPEA) consists of
including every non-dominated solution from the current population and
the external population into the following population. In the event that the
number of these solutions is not exactly the population estimate (expected
population size) then the following population is loaded with dominated
individuals from previous populations. The fundamental distinction
between SPEA and its variant, SPEA2 is the way fitness functions are
ascertained. SPEA2 utilizes a fine-grained fitness assignment that
encompasses density data that recognize individual with same fitness
value [45].



Pareto Archived Evolution Strategy (PAES): Proposed by Corne and
Knowles in (1999) [68]. In this algorithm, the used crossover operator is
different. A parent reproduces one child by mutation. In the event that the
child is dominated by the parent, the offspring is discarded. If the child
dominates its parent, the child is deemed as the next parent and the cycle
proceeds. On the off chance that the child and the parent do not dominate
one another, an examination set of already non-dominated individuals is
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utilized. For keeping up diversity along Pareto front, an archive of nondominated solutions is created. The newly created child is contrasted with
the solutions listed in the archive. If this child dominates an archived nondominated solution, then the offspring enters the archive and is
acknowledged as a parent. After this, the now dominated solutions are
wiped out from the archive file [45]. On the off chance that the child does
not dominate any individuals from the list, both parent and offspring are
checked for their proximity with the solutions archived. In the case that the
child dwells at the least crowded region locale in the parameter space
among the individuals from the archive, it is acknowledged as a parent,
and it becomes part of the non-dominated solutions list.


Non-ruled Sorting Genetic Algorithm (NSGA): At first a random population,
which is sorted in light of the no domination paradigm, is created. Every
solution is allocated fitness equivalent to its no domination level. Parallel
recombination, mutation, and competition selection are utilized to make an
offspring population. A consolidated population is framed from the parent
and children population utilizing elitism criteria. The population is sorted by
no domination connection. The new parent population is shaped by
including the solutions from the first front and the followings until it
surpasses the established population size. Crowding examination system
is utilized amid the population diminishment stage and in the selection
process for choosing a “winner” solution. NSGA was originally developed
by Deb, Pratap and Agarwal (2002) [69].
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Adaptive Pareto Algorithm (APA): This algorithm utilizes another
procedure known as…. Adaptive Representation Evolutionary Algorithm
(AREA). Similar to Evolution Strategy technique, AREA employs a
population of individuals which is modified by a mutation stage [70]. The
fundamental thought of this strategy is to permit every solution to be
encoded over an alternate letters in order. Besides, the representation of a
specific solution is not fixed while Evolution strategy is normally
represented by a fixed binary encoding. Representation is versatile and
may be changed amid the selection process as impact of transformation
operator. The algorithm utilizes a solitary population of individuals.
Introductory population is randomly created. Every individual is chosen for
mutation, which is the only change operator in this methodology [45] [70].
This newly created offspring and its parent are compared and selected
based on the principal of non-dominance.

All the heuristic systems illustrated in this section, concentrate on getting a set of
non-dominated solutions. Nonetheless, after the Pareto set is obtained the selection
decision making is to choose one solution among the Pareto set of solutions that
satisfies the requirements of the decision makers and that is feasible for application in
the real world. This is not an inconsequential undertaking because of the substantial
number of solutions that can be acquired by these heuristic methods; a post-Pareto
optimality evaluation is normally utilized in the selection of a single solution or in the
reduction of the number of alternative solutions.
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Chapter 5: A Viral approach to solve the WFLO problem
Of the several aims of this research, the first and foremost objective is
developing a new viral system. The viral system is in the form of an optimization
algorithm to solve the WFLO problem. The optimum number and positioning of wind
turbines in huge farms is discussed. The essence of the discussion as mentioned earlier
is to minimize objectively cost per unit production in the wind park. There are three wellknown problems in literature where the developed algorithm is applied. The three areas
namely are (a) unidirectional wind with constant wind speed, (b) unanimous wind
direction with constant speed, and (c) unanimous wind speed with unanimous wind
direction.
Regarding previous assertions in this context, wind farms significantly are bound
to register losses. That is regarding the capability of taking advantage of the wind
available to the specific farm wholly. That is caused by inducements of wind-wakes that
are caused by downstream wind turbines. As such, the overall power generation is
reduced, and maintenance costs increase due to wind turbulence. The layout of the
wind farm, therefore, stands to be significant as it affects the safety, economic aspects
and reliability of the system’s evaluation. To achieve an efficient layout of wind turbines
in wind farms, there are several factors that need to be considered and implemented.
The factors include noise related problems, aesthetics, installed capacity and site
constraints.
As the primary attempt herein connotes, minimizing cost per unit product of
power is the main objective. Taking into account the impact of the wake effects an
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assumption of the Jensen’s modified model is considered [29]. It applies a viral system’s
optimization algorithm that is new, obtaining a layout strategy that exemplifies the most
minimal cost production per unit. In an attempt to ascertain the optimal solution in which
costs are minimized, and production maximized, the problem formulation was as
follows:
min(costtot )= N (

)

max(Ptot )= ∑

(12)
(13)

Subject to:
∈[

=∑

√∑ (

=

]

)

[

]

Where:
costtot – total purchase cost of the system
Ptot – total power output for the system
N – total number of installed wind turbines
– the average windspeed incident on the wind turbine i
– the number of available spaces for wind turbine installation in the wind farm-Grid
– the binary encoding for the existence of wind turbine in space T

Modeling the investment cost, only the number of turbines (N) have to be
considered similar to the work showcased by Mosetti et al. [29]. It is assumed that the
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cost per year of a turbine is non-dimensionally one whereby there is a maximum cost
reduction of 1/3 for any additionally installed wind turbine. The equation below shows
the cost of a wind farm per annum.
costtot = N (

).

(14)

Power production by a single wind turbine is dependent on several factors. The
factors include turbine hub height, thrust coefficient, and rotor diameter. In accessory to
that, local wind speed affects production of power. The gross power output is then
dependent on the wind velocity that reaches the turbine:
Ptot = ∑

(15)

.

Also, there is an equation for calculating the power output of the turbine. As such,
the cost unit per power product as by Mosetti et al., [29] is calculated as follows:
=
=

∑

=

(16)

(17)

Additionally, there will be an assumption that at least one turbine be installed at
the wind farm.

5.1 Viral System algorithm
As seen in the previous chapter, the algorithm of the viral system is a
methodology mimicking bacteriophage viruses’ reproductive behavior. In the following
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sections the viral system algorithm process is described. A pseudocode is presented
below:

Figure 2. Replication methods that infected cell may undergo.

•

Generate original viruses’ number n (original solutions or populations).

•

Feasibility checks for each of the identified solutions.

•

Sorting of solutions on priority list starting from the best solution based on

objectives.
•

Solution based on rank divide alongside replication types.
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•

In the event of Lytic replication
1.

Calculate the replication of nucleus-capsids (LNRx)

 f ( x)  f ( x) 


LNRx  LNR0 

f
(
x
)



(18)

Where ̂ denotes the best-known solution and LNR0 the initial value for
LNR
2.

Calculate the replicated number of the nucleus (NRx).

NRx  LNRx

3.

(19)

Comparison of the nucleus’ total number against the limit.
n

 NR
i 1

4.

pr

i

 LNRx

(20)

The local optima are searched by the active viruses in their

neighborhood.
5.

Analysis of the neighborhoods in a bid to evidence the antigenic

response to the identified infection.
6.

Probability calculation of antibodies of each seen neighbor (panx),

considering worst individual’s probability (q).

pan( x)  q (1  q)i
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(21)

7.

If creating antibodies probability is more or equivalent to antibodies

probability then the cell follows lysogenic replication.
•

In the event of Lysogenic replication:
1.

Limit number of iterations calculation (LITx) for every cell following the

lysogenic cycle.
 f ( x)  f ˆ( x) 


LITx  LIT0 


f
(
x
)



2.

A cell goes through the mutation process when it becomes active

3.

The reinvention of the new mutated cell to the first process.

4.

At the time that N interactions had occurs, stop.

(22)

The process just outlined is well represented by the following flowchart:
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Create an Initial
population of n viruses

Evaluate each solutions x
and compute f(x)

Sort x
according to f(x)

Lysogenic

Lytic
If x is ranked
after n*p lt

No

Yes
ITx = 0

Calculate the limit
number of nucleuscapsids replication LNRx

Calculate the limit
number of interaction
LITx

Calculate the number of
nucleus replicated NRx

ITx <LITx

NRx <LNRx

No

Yes
Yes
Itx +1

Viruses search in their
neighborhood (Vx ) for local
optima

Mutation process

Rank each neighbor i
according to f(x)

Calculate the probability of
creating antibodies of each
neighbor (panx )

Yes

Panx>an

No
New Population

Is the
stopping
criterion
reached?

No

Yes
STOP

Figure 3. VS algorithm Flowchart
60

No

5.1.1 Numerical Examples – No Reliability
In order to have the performance of the viral system algorithm tested in the
WFLO problem solution, the following three distinct cases showcasing three different
regimes of wind were considered:


Case 1 – constant wind speed and wind direction (unidirectional and uniform):
The wind speed stands at 12m/s while the wind direction is unidirectional.



Case 2 – constant wind speed with variable direction: Wind speed standing at
12m/s while the wind direction is variable. Same probability that the wind blows
from any direction, 36 wind direction segments, each one taking or rather
occupying 10 degrees.



Case 3 – Variable wind direction and wind velocity. Both the speed and direction
are variable. The wind speed is also non-uniform. There are three wind speeds
considered for this example numerical case. There are 8, 12 and 17 m/s possible
wind velocities. Figure 4 shows the wind distribution.

Figure 4. Case 3- Probability of variable wind speeds and directions
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The grid size used in this example is the same as those in other attempts. The
square grid here is segmented into a 100 possible locations for turbines. Each of the
locations is defined by an square of five rotor diameter lengths an equivalent of 200
meters. A rotor diameter of 40 meters is considered in this example. A square of 50
diameters by 50 diameters ( 2km x 2 km) explains the size of the area. That array
permits any placement of a turbine at the center or rather middle of each 200 meters
compartment. Important to note, is that a flat area has been used for the illustration
herein. The surface roughness height applied is 0.3 meters.

Figure 5.Terrain grid
Table 1 presents several important features for turbine suppliers such as the
rotor radius, the ground roughness, the hub height and the thrust coefficient.

Table 1. Wind turbine properties
Hub height (z)
Rotor radius (rr)

60 m
40 m

Thrust coefficient (Ct)

0.88

Ground roughness (Z0)

0.3m
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The coding of the Viral System Algorithm (VSA) was entirely coded in Matlab®.
Intel® CoreTM provided the platform where the algorithm was run with the following
specification; 2 Duo CPU E7400 @ 2.80GHz computer. Values used in the VSA:


Population size (n): 100



Number of iterations: 1000



Probability of infection (pi): 30%



Probability of Lytic replication (plt): 60%



Probability of Lysogenic (plg): 40%



LNR0: 5



LIT0:1

5.1.1.1. Case 1
The results obtained for the case 1 after running the program are shown in the
table 2 below. Presented, are the cost, the total output of power, placed turbines
number, efficiency, and the cost per power unit produced that regards the best found
layout as per the viral systems algorithm. A set of thirty turbines is used in this case.
The turbines were assigned to groups of 10 placed in rows 1, 6 and 10. A graphical
presentation is displayed in the figure 6 below where there is the best configuration
found by the algorithm. There is also the illustration of the solution configured in Mosetti
et al.’s work [29].
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Figure 6. Optimal configuration – Case 1 (i) present study, (ii) Mosetti et al.’s
Table 2. Comparison of Solutions – Case 1 (i) present study, (ii) Mosetti et al.’s.
i
30
14814
22.08
0.953
0.0015

Number of turbines
Total Power (kW)
Cost
Efficiency
Objective function value

ii
26
12352
19.99
0.916
0.00161

The results obtained by the viral systems algorithm are compared to the ones
presented by Mosetti et al.’s work [29]. It is notable that there is an increase in efficiency
and a decrease in the cost per unit production. It is, therefore, possible to affirm that for
the particular case number 1, a better solution was obtained through effecting the VSA.

5.1.1.2. Case 2
The layout here is presented in the figure 7 below. This second case has
unanimous or rather multidirectional wind and uniform speed of wind tested and at a
constant of 12m/s. This particular wind farm will have 33 turbines at an estimated cost
of 23.65. The efficiency of the wind turbines is at 77%, and cost per power unit stood at
0.001776 as presented in the table 3 below. Through the algorithm, the combination is
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described as any variance denotes quality degradation in the cost per unit produced in
terms of value.

Figure 7. Optimal configuration – Case 2 (i) present study, (ii) Mosetti et al.’s
Table 3. Comparison of Solutions – Case 2, (i) present study, (ii) Mosetti et al.’s
i
33
13319.2
23.65
0.7785
0.001776

Number of turbines
Total Power (kW)
Cost
Efficiency
Objective function value

ii
19
9244
16.05
0.93851
0.0017371

Through this example, it can be observed that the number of turbines found by
the viral system is greater than that presented by Mosetti et al [29]. Notable, is that
energy production is increased as efficiency reduced. As such, there is an increase in
the value of the objective function herein.

5.1.1.3. Case 3
The figure 8 shows case number 3 having an occurrence of higher wind speeds
in directions found in betwixt 270 and 350 degrees with more probability to occur. The
response to the happening shows a particular pattern of the positions and directions.

65

Figure 8. Optimal configuration – Case 3, (i) present study, (ii) Mosetti et al.’s
Table 4. Comparison of solutions – Case 3, (i) present study, (ii) Mosetti e al.’s
i
28
23729
21.052
0.79
0.0008872

Number of turbines
Total Power (kW)
Cost
Efficiency
Objective function value

ii
15
13460
13.38
0.9462
0.00099405

The solution presented by VS when compared to that presented in the work of
Mosetti et al [29]. shows an exemplary development in the objective function value.
There is a decrease in the cost per unit produced, a clear indication that this solution
can, therefore, be deemed better. The outstanding fact, in this case, is that the positivity
of the aforementioned solution as pertains to cost can be determined even without
going into the reduction of efficiency account as regards energy production in the
prevalent configuration herein.

5.2. Viral Systems Algorithm Considering Reliability
Preceding sections of this thesis have established the capability of the viral
systems algorithm (VSA) of providing good solutions to the WFLO problem. Yet again,
the objective of this second approach is to solve the WFLO problem with aid of a viral
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base algorithm to optimize the cost per unit of output, however in this specific instance,
power production maximization and minimization of the cost is joined up to the
maximization of the wind farm reliability. The choice of this third objective was greatly
based on the desirability to maximize reliability as this ultimately will assist in reducing
costs related to maintenance and consequently ensuring that project’s life utility is
improved.
As mentioned earlier, the viral system algorithm approach was utilized as the
optimization vehicle for this method as it (i.e. VSA) have in the past delivered
reasonably adequate solutions to combinatorial optimization problems.
Note that this second approach has been done based on a study by one intellect,
Grady et al. [24], which has been utilized as its foundation. Nevertheless, to determine
the wind speed downstream of a turbine, the methodology utilizes equations based on
an interpretation by Mosseti of Jensen’s wake model analysis.
Note that this approach as illustrated by Grady et al. [24] has major weaknesses,
and these are its ignorance to contemplate reliability. In addition, it only reflects on one
sort of turbine model. Moreover, this approach by Grady makes use of 200 meters long
square cells and allows for the turbine to be placed at the center of every cell. In finding
the turbines’ optimal position, this work utilizes a similar approach to the presented in
previous sections. In addition, this research will address the reliability of the turbines,
as well as other topics besides those covered by Grady [24], for instance cost and
power production calculations. Moreover, consideration of diverse wind turbine models
having different reliabilities and costs will be included.
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Reaching the objective requires the conversion of multiple objective problems
into a single objective problem which was accomplished by obtaining the unit cost of
power produced through combination of two elements: the power output and aggregate
cost. Nevertheless, the reliability is integrated by allocation of values to the various
categories of turbines under consideration. These reliabilities are then transformed to
penalization values. Upon this conversion, the reliabilities of the different possible
arrangements (layouts) are matched and compared to the best solution obtained. The
difference between this reliability values is then considered as the cost of reliability or
penalization for the lack of it, and then is added to the estimated cost per power
produced.
In order to be able of accomplishing the study while observing the provided set of
constrains, the grid size utilized must be similar to that used by other attempts. Note
that Grady et al. [24], did use a 100 divisions square representing the possible locations
of the turbine. The diameter length of each cell was five rotors, a 200 meters
equivalence. The square domain size of 50 diameters by 50 diameters was used, in
simple terms a four square kilometers was used an arrangement permits room for the
wind turbine to be placed at the center of each 200 meter cell.

For instance,

consideration of a fixed area, wherein a ten rows by ten columns grid is utilized.
Basing on the methodology supposition that every wind turbines is linked or
connected to the other in a parallel array, the following relationship is used to evaluate
the reliability of the system.
=

∏

=
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(23)

Subject to:
∈[

=∑

]

=
={

=

Where:





– total reliability for the system
– the binary encoding for the existence of wind turbine in space T
N – total number of installed wind turbines
– the reliability of wind turbine i from vendor j



– the number of available vendors



– the number of available spaces for wind turbine installation in the wind
farm-Grid.

In order to make simpler the model, some assumptions where made and they
are:
1) For the particular wind farm, a minimum limit of five turbine diameter was taken
as the distance between any two turbines.
2) The study will assume a fixed area under concern. That is to say, finding the
optimum extent of coverage and combination of turbine isn’t the objective.
However, finding the optimal wind turbine assignment inside a fixed extent of
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coverage that has the capacity to increase the output and reliability of power
while reducing cost is the objective.
3) The assumption that at least one or more turbines will be installed in the wind
farm array.
4) Finally, the study assumes that connection of turbines is in a parallel array.

5.2.1 Reliability of the system
As opposed to previous studies, a consideration of turbines of various kinds will
make up this paper. Furthermore, the study will incorporate turbines having dissimilar
reliabilities and costs. In growing the complexity of prior attempts that failed to engage
various kinds of turbines as well as their reliabilities, the former assumptions are
utilized.
The manner in which a solution was codified is by allocating the cells that denote
an appropriate solution in a position and the selected wind turbine provider. And as
such, an answer will consist of multiple turbines, with no less than one turbine in the
solution. Any given square in the grid will have a supplier number that will identify the
selected type of turbine or a zero that represents that no turbine was elected to be
installed in this specific terrain sector. The solution; therefore, will be presented as
shown in Table 5:
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Table 5. Solution codification
Turbine number

x

y

Supplier

1

x1

y1

Si,1

2

x2

y2

Si,2

3
…
N

x3
…

y3
…

Si,3
…

xn

yn

Si,n

i (supplier) = {1,2,3,…6}

Note that Figure 9 presents an instance of the VA process, in which four layouts
(solutions) were randomly generated. And as such, they are formulated in nine squares,
whereby the color of the square denotes the type of supplier, and absence of wind
turbine is denoted by a blank in a square. Upon creating the primary random population,
evaluation of solutions as per the objective function (minimization of unit cost of unit
produced, including the reliability penalization) is carried out. The below stepwise
illustration of the Viral System Algorithm is aimed at ranking the solutions in agreement
to the objective function and, these solutions, are selected to undergo either the
lysogenic or the lytic reproduction process as explained in previous chapters.
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Figure 9. Viral system illustration.
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5.2.2 Numerical Example
Testing the performance of this algorithm requires the three similar cases utilized
by Mosseti in his work [29]. The first case is represented by a assuming unidirectional
and unvarying wind speed of magnitude of 12 m/s. For the subsequent case (case 2), a
flexible direction wind bearing an average wind speed of 12 m/s is considered. This
variable direction wind has the capacity of blowing from any measure of a degree from 0
to 360 with augmentations of ten degrees, and with every direction having the equal
likelihood of happening. Finally, the third case is allotted with both variable speed and
wind directions, following the same probabilistic distribution showed previously in this
document.
Now consider Table 6 which displays information pertaining the suppliers, cost,
reliability of the turbine, and turbine coefficient of respective kinds of turbine. Note that
a rotor diameter of 40 m was taken as criteria for selection of turbines to be used.

Table 6. Supplier Data
Supplier
1
2
3
4
5
6

Reliability
0.7
0.9
0.65
0.79
0.75
0.85

Cost
1.15
1.5
1
1.3
1.25
1.4

Turbine Coefficient (CT)
0.87
0.91
0.86
0.9
0.88
0.9

The following list then expands on the limits utilized in the viral system algorithm:


Population size: 100



Number of Iterations: 1000



Probability of infection: 30%
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Probability of generating antigens: 0.6%



Probability of Lytic replication: 60%



Probability of Lysogenic: 40%



LNR0: 50



LIT0: 10

However, besides the above limits, penalization values utilized in calculating the
value of 1 Reliability is yet another parameter utilized in the algorithm.

This very

specific value utilized yields for lower reliabilities a larger penalization.

Take for

instance, for those values of 1 Reliability in the range of 10E-15 and 1, a 0.002 is
consigned as a penalization. But for values not less than 10E-25 and not greater than
10E-15, a 0.0015 is allocated as penalization. Next for values ranging between 10E-50
and 10E-25, a 0.001 is given as penalization. And lastly, for values less than 10E-50, a
0.0005 is allotted as penalization.

Having in mind that determination of the

penalizations was based on trial and error and values were selected only for
demonstration purposes.
The solutions for cases 1 all the way to 3 as acquired by the software are
presented in Table 7. From the outcomes, it is witnessed that Case 1 displays 38 as the
turbines’ number required to create a sense of balance of costs of approximately 31.67
associated to preliminary investment or outlay and long term costs linked to low
reliability of 6.88E-26. Note that power output for this case is 13,900.67 with efficiency
level of 70.56 percent. The results for Case 2 display alike values with decreased
values for most features such as turbine number that is at 36 with a reliability of 4.87E27. Nevertheless, cost is maintained at approximately 31.55 and output at 11,804.29
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yielding an efficiency of 63.25 percent. Note that the cost feature; however didn’t display
a dramatic reduction. And finally, for Case 3 the outcomes displayed more desirable
values. For instance, higher power yield and efficiency, and slightly inferior cost were
recorded by this case. As such, comparing the three instances reveals a very close
range in number of turbines for the three outcomes.

Furthermore, the comparison

reveals that Case 3 would yield the most power, which is almost doubling the aggregate
of the much of both Case 1 and Case 2 combined. And as displayed by the outcome is
23851.36 yielding the highest possible efficiency for this study at 77.97 percent.

Table 7. Solutions for Cases 1-3
Case 1
Number of turbines

Case 2

Case 3

38

36

38

Power Produced

13900.7

11804.3

23851.4

Cost
Efficiency (%)

31.6688
70.56

31.5452
63.25

32.0101
77.97

Objective function

0.00328

0.00367

0.00234

6.88E-26

4.87E-27

6.66E-26

1-Reliability

Moreover, Case 3 has the lowest objective function. Nevertheless, Case 3
affords a suitable reliability than any other case of the three cases. These desirable
qualities are achieved at the expense of taking a slight upsurge in cost. Generally,
Case 3 delivers desirable features with almost twice power yield for only a to some
extent higher cost when matched to Cases 1 and 2.
Figure 10 indications the layout and kind of turbines signifying the best
layout/supplier blend for all three scenarios.
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Supplier Type

Case 1

Case 2

Case 3

Figure 10. Final Wind Farm Design for the various cases

Upon analysis, of the figures in Figure 10, a link between the deliberated case
and supplier’s is observable. For instance, Case 1 displays that the highest turbines’
number chosen were from Supplier 3, with turbine selected number being ten, which
were the most economical turbines. In divergence, Case 2 displays that the majority of
chosen turbines belonged to Supplier 2, which appeared to be the most expensive
turbines. Case 3; however shows majority of chosen turbines were from Supplier 5,
with a cost very close to the average cost of all of the turbines used. A detailed
supplier’s outcome for these three cases is shown in Table 8.

Table 8. Number of turbines attributed to one supplier and case
Supplier
1
2
3
4
5
6

Turbine
Cost
1.15
1.5
1
1.3
1.25
1.4

Case 1
8
8
10
7
2
3
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No. Turbines
Case 2
5
10
6
5
3
7

Case 3
7
6
7
5
8
5

This current line of attack displays the application of a viral system algorithm in
determining the optimum arrangement capable of providing high levels of power output
and reliability while at the same time maintaining a relatively lower cost. Through the
development of a virus system algorithm that will be able to aid in determining the
situation of wind turbines in a fixed coverage wind farm, determination of outcomes that
yield reasonable power production using turbines of various kinds and costs. And as
such, in view of the wakes produced by the turbines, establishing a model that
endeavors to place on the wind farm turbines in a manner that reduces interference
amid the turbines is possible. Reasonable solutions were acquired through utilization of
1000 iteration. The third case of the three used, yielded approximately double the
capacity of power as the first two instances did at only to some extent higher cost.
Inclusive, the viral system algorithm offers outcomes that stipulate turbine position and
type, to optimize the looked-for objectives.
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Chapter 6: Multiple Objective Evolutionary Algorithms to solve the
WFLO problem
Evolutionary computation and objective functions form the basis of the algorithm
herein presented. Power output maximization, wind farm cost minimization and system
reliability maximization are examples of the objective functions. Pareto solutions in a set
form guarantee a final solution to the multiple objective problems in this context.

6.1 Formulation of Problem
For this approach a similar formulation of the problem in the former attempt is
assumed. As such, the optimal solution will have to maximize power production and
reliability as well as minimizing cost and the problem formulation was assumed as
follows:
min(costtot )= N (

)

max(Ptot )= ∑
=

∏

(25)
=

(26)

Subject to:
∈[

=∑

√∑ (

=
[

]

)
]
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(24)

=
={

=

Where:


costtot – total purchase cost of the system



Ptot – total power output for the system



– total reliability for the system





N – total number of installed wind turbines
– the average windspeed incident on the wind turbine i
– the reliability of wind turbine i from vendor j



– the number of available vendors



– the number of available spaces for wind turbine installation in the wind

farm-Grid


– the binary encoding for the existence of wind turbine in space T

6.2 Single Objective Optimization versus Multiple Objective Optimization
Many problems are prevalent in the practical or rather real world applications.
There, optimization has to consider more than one dimension as the problem solved
herein exemplifies. Different objectives denote the platform for evaluation when
particular combinations or rather configurations are being sought. The objectives should
be further agreeable to the user and viable as crucial elements in real life practicality.
Three objectives are found to be relevant as per the decision in this case as
pertains to the problem in focus:


Overall system cost minimization
79



Overall system reliability maximization



System power output maximization considering the available constraints

of space.
When a single objective is optimized, it becomes easier finding problem
behaviors as well as mathematical models for the same problem. It becomes a less and
lesser case of desire for the other objectives. As such, a trade-off is implied. That
means if the decision to optimize particular objectives is reached, poor results for the
remaining objectives will be evoked, hence a non-desirable and an insurmountable
result. Simply, decision making is vital at a particular point when it comes to
simultaneous optimization of multiple objectives. The goal is to have the available
choices optimized to the best level possible. On the contrary, conflict is always with the
objectives being optimized. Engaging the best decision can prove to be elusive and
almost unrealizable but more often they are achieved on the basis of common scene,
intuition, experience and a summation of all the three. Several areas, however, need
methodology implementation for decision making. Such areas include engineering.
Multi-objective optimization has been studied extensively and intensively in
literature. A characteristic of the problems in multi-optimization objectives is that there is
no independent or outstanding solution. By utilizing specific algorithms, good solutions
in the form of a mathematical set can be obtained. The mathematical equal solutions to
each other across the different inherent objectives are known as Pareto-optimal
solutions or non-dominated solutions found in Pareto optimality.
In a popular definition, the multiple objectives problem scope as pertains to
problem solving, states that finding a Pareto optimal solution set is involved in the
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simultaneous optimization of several objectives that are conflicting [71]. In the case of
optimizing, one can understand the process as the selection of the available best
element from the provided alternatives for all the considered objectives.
A mathematical model is presented below as regards a multi-objective
optimization problem.

∈

(27)

=

=
=

Where:


n≥2



D feasible region of solutions



X decision variable space

number of objectives



, represent the objectives functions that we want to
optimize.

The generic algorithm is used in this research since it is adaptable and has the
potential to be merged with other algorithms. That helps this specific case to modify the
unique genetic algorithm (GA) version to have a Pareto Optimality procedure.
Therefore, a set of solutions is converged where they are not dominated by others. The
interpretation of that is an approximation of the true Pareto Front.
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6.3 A Methodology on Genetic Algorithm Modification
A modified evaluation step to include a Monte Carlo Simulation, as well as a
Pareto Analysis, had a genetic algorithm developed. The simulation and analysis were
used to ensure the accounting of the simultaneous optimization of the various
objectives. Explained next, are generalities of the algorithm that was developed:
The first step has the generation of a random chromosome population. The type
of encoding utilized denoted that a single chromosome is interpreted as a certain WindFarm configuration. Each gene is then considered a space for the installation of a wind
turbine, for which the value imprinted, is the amount of components that will occupy the
predetermined space. As such, 1 or 0 is the possible outcome of each chromosome.
That is because 1 signifies the maximal wind turbine number put in the specific cell
while 0 is a null presentation of placement of wind turbines in the location (no
placement).The codification is hence a binary chromosome implementation.
Gene index is considered in the geographical component location. The meaning
of that is a specific geographical area is represented by each gene in the wind farm. A
single chromosome is also titled as “individual”. In simple connotation, this first step is
an initializing one since the creation of the first random population. A group herein, is
the collection of chromosome sets or individuals in a matrix form, and can be read and
interpreted as the location and type of each wind turbine in each respective possible
solution (Chromosome).
The second step runs all the stochastic models pertinent to the current time-step,
in order to find the proper environment wind parameter values for the state. The Monte
Carlo simulation does the finding of all the values for the environment: Wind-speed is
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the first found parameter and done through a Raleigh Probability Distribution (RPD).
The RPD is calibrated in accordance to annul obtained data by the National Climatic
Data Center (see in the numerical example). Wind direction is the second parameter
found in the simulation: data provided by previous models actualized the making of this
model. The previous models were available in literature where radial coordinates are
expressed better in the section of numerical examples. There, such values have a
percentage of noise given a fashion that is memory-less. The ‘seed’ version was the
only value taken as the mean to calculate the value for the direction that followed. The
case here has a theoretical noise of hourly directional random variability. It was
employed in the modeling of a ‘realistic’ location of a wind farm. The example section
shows the seed values.
Gathering of comprehensive information is the next step where the time-step is
considered, and the equation of energy balance is evaluated. A simulation of the electric
output of individual wind turbines is incorporated in this step. Wear and tear of the
components are also showcased due to the turbine and blade usage in agreement with
the reliability formula. The section on problems formulation explains that.
The step that follows seeks to aggregate all time-step related costs in a timeline
structure. The meaning realized is that all capital costs are considered in the first timestep. The costs include component buying and installation. Then there is a division of
the total cost of the system relating to the current state by the energy output so as to
obtain the total cost of energy (COE). The COE is one of the objectives herein and also
when the time-steps happen to show stochastic equations given, replacement is due. It
is then included as an extra cost in the time-step hence increasing the general COE. All
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expenses accruing to regular maintenance relatedness are taken into account in the
following time-steps. At such point, the system evaluation cost “up to this point” is made.
There is a compilation of three values: system economic value expressed in cost, total
system reliability and total output of electricity as the system up to the point provides.
The simulation’s next sub-iteration follows and starts again at step 2 with new
data through time-step up updating. Three models were used in the problem formulation
in the wind-farm optimization literature:
1.

The wind-speed and direction are non-variant.

2.

Non-variant wind speed and variant wind direction clustered in 36 directions.
Represents all possible changes

3.

Completely varied wind-speed according to Rayleigh Distribution and a fully variant
wind-direction. Wind-direction is herein denoted based on historical data formerly
corresponding top the location. Measured to a single degree, implying 360 possible
directions each with the corresponding probability of occurrence taken as an
average for the entire project length.
After the simulation of all-time steps, final monetary COE and system reliability

values as well as final and overall power output exist for each and every combination
that is evaluated. From the achieved final values, there is a ranking process that sets all
chromosomes in a listing of best to worst. At this stage, genetic algorithm blends with
multi-objective optimization: as it is impossible to use conflicting objectives that are
simultaneous for ranking, the Pareto Dominance is the next available option as
explained below.
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The Pareto Dominance Procedure gets population naturally reduced and as a
result combinations of chromosomes are left as survivors that are dominant over others.
In the decision of couple formation of chromosomes, roulette based randomized
procedure for selection is utilized. The decision is to determine which chromosome
couples proceed to the next level, which is the reproduction process. No elite group
present: this means that no group has automatic advancement and entry to the next
generation. Here, the whole population is subject to the principle of Pareto Dominance
and also at this point all survivors proceed to the next generation. The possibility of a
growing survivors’ population is implied with the emergence of the generations. It is a
good thing because optimization of multi-objectives is usually met at a line, surface or
curve and not at a single point. The line, curve or surface can be approximated with
existence, prevalence and development of the generations. Mutation is the final step: a
group of individuals or a random person is selected among the survivors, and then a
random gene changed to a random value. Noise is then introduced in the population,
and it then grants locality avoidance.

6.4 The Pareto-Front
A lot of engineering problems have various objectives or criteria in design for
simultaneous consideration. Those objectives conflict between each other in most
cases hence the name multi-objective problems. The following is a multi-objective
problem presented in a general mathematical formulation.
minimize / maximize
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(28)

Subject to:
=
=

=

where,


=(



=

inequality constraint evaluated at



=

equality constraint evaluated at



=

)

=

objective function evaluated at



=



= number of objectives or criteria to be optimized



= number of decision variables

is a vector of decision variables

Pareto-Front’s idea is the comparison of all solutions against each other. There,
weaker solutions are dominated by the strong ones. The strong solutions are called the
best-fitted solutions. The non-dominated set of solutions is referred to as the ParetoFront. Solution x1 dominates solution x2 “if and only if” the two conditions below are true:


is no worse than



is strictly better than

in all objectives, i.e.
for at least one objective, i.e.

∈
for

at least one

On application of the Pareto Dominance procedure in obtaining a solution set,
after calculating corresponding COE, reliability of system, and overall output of power
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for every result obtained, the Pareto-Front solution set of solutions is evidenced as the
set of solutions that have no mathematical reason to be cast out or ignored.

6.5 Numerical Example
Turbine suppliers, cost, reliability and turbine coefficient for each turbine type are
all shown table 9. A rotor diameter of 40 m is the standard measure for all the
considered turbines. A population size of 100 is considered for each program run. A
mutation factor is applied figuratively standing at 0.01. A single one-point crossover is
also used and 1,000 iterations form the run for the program.

Table 9. Supplier Data
Supplier #
1
2
3
4
5
6

Reliability of the turbine
0.7
0.9
0.65
0.79
0.75
0.85

Cost per unit
1.15
1.5
1
1.3
1.25
1.4

6.6 Results
Implementation of the methodology described in this research was numerical as
shown and expressed in the specified formulation. Solutions are showcased in this
section as far as the selected different cases are concerned:
An approximation of Pareto front was found having every point represent a
specific wind farm configuration that has no mathematical reason to be discarded on a
preference basis as shown below;
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Figure 11. Pareto Front Obtained for Case 1

Power output, cost, and reliability are represented by x, y and z-axis respectively.
It is evident that there is a better performance by some solutions as compared to others.
Particular objectives are deficient of efficiency for the other two considered objectives.
Decision makers can be presented with this set of solutions for ease of making
decisions as regards that option can best solve a current problem. The selection of a
point out of the Pareto Set is a process known as Post-Pareto Analysis, which is out of
the scope of this research. The Optimization of the Multiple Objective Problem renders
this set of solution that is equally important and with variance (or mostly since the
algorithm is a metaheuristic that approximates to true solutions) most likely to produce
results with a low probability of dominance over the possible choices given.
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Figure 12. from left to right: (a) Power Output vs Cost (b) Power Output vs 1-Reliability
(c) Cost vs 1-Reliability

A comparison given in pairs can be seen above where the three dimensions for
optimization are considered. That is evident in figure 12 (a). It is difficult to correlate
power output and cost as expensive solutions can be rather expensive and have little
electricity production. There is also a shape that is scattered and might be as a result of
the effect of introduction that other dimensions induced (1-Reliability) trying to justify
themselves as members of the Pareto Set of Optimal Solutions. In figure 12 (b), power
output and 1-reliability can be seen to have a correlation where reliability has a
tendency to increase when power output is at medium levels. The reason to plot 1Reliability is to facilitate the calculation as comparable to the other dimensions as they
could be easily confounded to 0. The third graph that is in figure 12 (c) compares cost
and 1-Relaibility. There is evidence of curvature correlation among the mentioned two
dimensions. No formal studies on correlation were performed whatsoever and only a
discussion of the approximation to the true Pareto Front is presented to the reader as a
reflexive work on showing the properties of the solutions of such types of problems, for
cases where the work can be replicated by other enthusiastic engineers.
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Figure 13. Example of a Pareto Front Solution Implemented in the Wind Farm Grid

A series of solutions is presented by the methodology in this research and can be
plotted as a graph through comparison of various objective functions. However, when a
point is selected out of the Pareto Front, a codification of the wind-farm configuration
can be retrieved, and analyzed to see how the wind-farm distribution would be in case
the option is selected for implementation. In figure 13 above, there is a point selected
for implementation. The point is (9542.364, 24.3428, 4.27x10^-21), and as evident as
per the table 10 below, it is true that the values of the objective functions being plotted
are the coordinates. Different vendors have different color encoding, and the number of
turbines is 25: as such, by having 25 turbines there are a lot of possibilities for the
location of the wind turbine dependent on the vendor. As a result, a selected
chromosome de-codification is necessary but can be done after the addressing of the
objective values before implementation by the decision committee. Analysis of each
possible solutions can be impractical and time-consuming.
90

Table 10. Example Selected Solution from the Pareto Front
Number of
Turbines
25

Power
Produced
9542.364

Cost of the
System
24.3428

1- Reliability of the
system
4.27E-21

From the Pareto-Front, there is an example of a selected point (Table 10)
showing chromosome decoding is necessary. It is to show that not only by looking at
the final results, the implementation can be interpreted and understood as a final
proposal for the wind-farm, but decoding the chromosome is necessary as well.
Explained below, is the presentation of solutions that apply to the two other
cases in similar fashion and is shown next:
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Figure 14. Pareto Front Obtained for Case 2

There is a different shape for the case 2 (36 variances in direction for winddirection and wind-speed that is non-variant) than the one obtained from the ParetoFront for case 1, but the same idea is still showcased. The x, y and z-axis respectively
show Power Output, Cost, and 1-Reliability. The convergence to the true Pareto-Front is
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represented by the points’ representation of dominant solutions as genetic algorithm
explored.
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Figure 15. from left to right: (a) Power Output vs Cost (b) Power Output vs 1-Reliability
(c) Cost vs 1-Reliability
This specific case, when a paired analysis is done for the involved dimensions in
optimization, a higher correlation is evident in Power Output vs. Cost but
notwithstanding cases where high costs bring on little power output. Many scattered
points have an apparent existent contradiction and could be due to the simultaneous
optimization of the third dimension. It is notably apparent that there is a less scattered
surface and appears to assume a curve shape. There is a depiction of detailed and
more specific patterns in the other two graphs (b) and (c) than in the case before.
It is possible to graph the wind-farm configuration when a point selection is
outside the Pareto-Front and decoded in a manner that got the solution specifics
represented by the outcome. Understanding implementation specifics requires
knowledge as regards chromosome encoding when solving the problem with the use of
genetic algorithms. A proposal for a point implementation is presented as an example
next:
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Figure 16. Wind-Farm Implementation Proposal as Presented by 1 of the points out of
the Pareto Front.
Different vendors for the wind turbines are shown by different colors. The points’
location is verily the wind turbine’s location for installation in the wind-farm modeled by
the shown grid. Each space can have only one wind turbine. Hence only one point can
be located in each cell, and however, the type can be different. A different distribution
can be seen when comparing this case against the previous one. The distribution is
more scattered with the likely reason for different wind directions introduction in the
considerations of the problems of the resolution.
The point selected and represented above as seen in the next table 11 (11620.98,
24.664, 2.29x10^-20) and exemplifies the necessity in the decoding of the selected
chromosome.

Table 11. Point selected for graphical representation out of the Pareto Front
Number of
Turbines
27

Power
Produced
11620.98

Cost of the
System
24.664
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1- Reliability of the
system
2.29E-20

From the table 11 above, it is clear that the solution has 27 installed wind
turbines. The types and locations of the turbines have their respective chromosome
encoded. The 3rd case results are next presented where there is variance in wind
speed and wind direction. The obtained Pareto front shape is similar in shape to the one
in case 2. Sensitivity increment to directional changes is seen to have minimal effect of
the Pareto-Front type obtained. It is sensibly important that it is easier to obtain wind
direction statistical data for a location using only 36 directions as case 2 attests rather
than 360 directions that are in line with radial differences or 360 degrees. Shown next,
is the Pareto front:
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Figure 17. Pareto Front for 3rd Case (Variable Wind-Speed and 360 directions Variability
in Wind-Direction)
Results here are brought forth in similar fashion just like the others where the
axes represent Cost, Power Output, and 1-Reliability. The shape is composed of
different points approximating the true Pareto Front; the solution to the multiple
objective problem being solved.
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Figure 18. from left to right: (a) Power Output vs Cost (b) Power Output vs 1-Reliability
(c) Cost vs 1-Reliability
From the figure 18 above, the comparison of Power Output vs. Cost dimensions
has a scattered shape of points similar to case 2 where there apparently exists a small
correlation between the two dimensions. Comparison in (b) of Power Output vs.
Reliability is also similar to case 2 where reliability has a norm of increasing with lower
power outputs. From (c), the curve shaped relationship exists from cases 2 to 3 after the
comparison of cost and 1-Reliability.
If a selected point is out Pareto front’s cope and decoded for proposal for an
implementation, then the wind farm distribution will look like as follows:
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Figure 19. Wind-Farm Implementation Proposal as Presented by 1 of the points out of
the Pareto Front.
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Is evident that the figure above shows the implementation to be clustering the
sectors of the wind turbines. However, making inferences of such apparent patterns is
risky and out of this work’s scope. Other than the data provided, it can be deduced that
the implementation presented above is a solution of the Pareto Front that
simultaneously optimizes the three objectives. The selected point in the graph is
(15599.05, 25.5039, 7.13x10^22) and is shown below with a 28-turbine implementation
as connoted by the figure above.

Table 12. Point selected for graphical representation out of the Pareto Front
Number of
Turbines
28

Power
Produced
15599.05

Cost of the
System
25.5039

1- Reliability of the
system
7.13E-22

The type of results seen here are common with the case of solutions to problems
of multiple-objective optimization, and the set of possibilities is presented in a process
that is widely accepted in the area that multiple-objective optimization ascribes to.
However, there are mechanisms that select points out of Pareto Front in a rather
educated way where decision makers have the potential to either select a point directly
from the set of solutions presented, or utilize an algorithm. The utilization of the
algorithm is achieved by adding one more step to the problem to simplify the last
required action here before implementation.
The colors in the graphs of each of the proposal presented represent different
vendors considered for the wind turbines as shown in the next table:
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Figure 20. Color Codification of Vendors
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Chapter 7: The Universal Generating Function approach for the
solution of the WFLO problem
Reliability engineering is a discipline that involves the systematic evaluation of a
component or a system to perform all its appropriated functions adequately under
certain requirements within a specific time. The objective of reliability engineering is to
evaluate a product’s reliability and then point areas that need adjustment. In a design,
not all the weak points can really be eliminated and the goal of engineering is therefore
to figure out the areas that are most likely to fail and come up with measures to fit those
failures.
A process reliability evaluation may include several reliability analyses. There are
different types of analyses for different lifecycles of a product. As we carry out the
reliability process, it is important to anticipate the reliability effects of corrections and
changes in design. All the reliability processes are closely related and they will all
examine the system’s reliability from different direction to determine the various
problems and get to determine the improvements and corrections to make.
In reliability engineering, it is important to note that not all problems can have the
same solution. This is why the methods must be put into consideration and when they
should be applied. The probability of maintainability, failure, and availability or a system
is crucial in this field. This is due to the fact that the uncertainty of a product failing is the
discipline’s foundation. In reliability engineering, systems can be classified as either
multi-state or binary state. A binary system either means that it is either failing or
working. If the problem is under multi-state, then it could be under a number of
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classifications such as poor, average, or excellent [72].In order to understand how multistate works, picture a system made up of n components. In such a system, with n
components the systems i can be in the form of mi state whereby i = 1,2,3…, n. the
equation can be expressed in several states as depicted in equation (29).

=∏

=

(29)

All the states are determined by their levels of performance. We can
therefore argue that that the component’s state will be determined by their amount of
performance. For example, reducing the levels of performance from 100% in the first
state to 0% in the other state is a good way to represent this mi. If we identified Wij as
the efficiency of the component i while this particular functions in the state j, j=1,2,3...,
mi. The set of performances of Wij, only characterizes a single component i of the
system. However, when studying the whole system, Wj means the performance level
when it is in state ji, j=1,2,3...,n. In this situation Wj is obtained based in the individual
components performances and is going to depend in the logic operation of the system
under study [73].
In order to clearly analyze multi-state systems (MSS) we must use unique
methodologies. There are various methods of analyzing the multi-state systems. Some
of the most common ones include Markov Chains, Monte-Carlo simulation and the
Universal Generating Function.
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7.1 Monte-Carlo Simulation
The Monte Carlo simulation, which is also referred to as the Monte Carlo Method,
is commonly used especially when we are talking about reliability and maintenance. The
Monte-Carlo method uses random numbers in order to help in simulating future
probabilities. This technique furnishes the user with a variety of outcomes and their
probability of occurring when a certain course of action is taken. The method provides
extreme probabilities. The calculations are further repeated in all the system’s
components.
This method applies a string of random values to assist in simulating the
probabilities of failures. In the cumulative distribution function F (t), the value of t is
solved. The same calculations are performed on all the other components of the system
and thereby giving their failure time probability. Through the Monte Carlo Simulation, we
can be in a position to foresee all the redundant components within the system.
Whenever a component failure occurs, it is recorded. The system then keeps track of
the system’s downtime, availability, costs and number of failures. As an analyst is
performing the various diverse simulated scenarios, the analyst can predict the certain
values for various parameters such as down time, availability, spare usage and the
mean time between failures . In Triangular probability distribution, the user defines the
maximum and the minimum sales. Values that are well described by triangular method
include inventory levels and pasts sales history.

7.2 Markov Chains
Markov Chains Analysis (MC) can be important especially where there exists
dependency between components. The Markov Chains is therefore universally
considered a great technique in such situations. A Markov Chain has known
100

probabilities pij,and finite number of states, pij, refers to the probability of a state moving
from j to i. MC therefore takes care of the possibility of the system being in several
states. Markov Chain analysis is crucial especially when there is dependency problem
among components. Model experts use transition matrix while tallying transition
possibilities. Each state is included once as a column and once as a row in the state
space.
The history of the system does not affect the transition probability. All the
mentioned information is equivalent to the memorylessness that occurs in the
exponential distribution [74]. A Markov Chain can therefore be described as a chain or
sequence states the amount of time that a transition from one state to another should
take. In other words, Markov Chains can be considered as series of transitions between
several states, meaning that all probabilities associated with every transition rely on the
previous state and not the process of achieving the state.
One of the assumptions in this method is that the system will change from
one state to the other depending on the current system state and not the previous
states that the system had experienced. Clarification of a transition probability is not
dependent on the history of the system. We can therefore say that a Markov Chain a
sequence of states in space or time with known probabilities transitioning from one state
to another in the chain. Through running the simulation a number of time, and using the
values obtained at the run time, the MC analysis can be able to predict the cost of
usage profile, determined design and maintenance conditions. Markov chains are
limited by the amount of information and the assumptions entered into the model. In
some cases the patterns that we wish to find are not described sufficiently by a Markov
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process due to the lack of sufficient information or the assumptions made by the
modeler in order to reduce the uncertainty of the phenomena being modelled.

7.3 The Universal Generating Function
In wind generating systems, probabilistic behavior can be represented as
different varying operating conditions, which are likely to range to total failure to full
operation, through reduced performance or intermediate states. The Universal
Generating Function (UGF) is a method used in the evaluation of performance of MSS
through algebraic processes on performance distribution. This method is based on
simple recursive procedures and a method of enumerating systems capable of
replacing extremely complicated combinatorial algorithms. In other words, this effective
methodology can give output in a very short time [75]. This method is effective and
responsible of producing effective results in a very short time, which thereby makes it a
useful to in optimization problems.
If we take a discrete random variable X that consists of a finite number of
possible values that can be indicated with a finite vector x = (x0, ..., xk) while the
probabilities are represented by vector pi = Pr {X = xi}., then the probability mass
function (pmf) of X, is given by:

∑

=

(30)

Then, a multi-state element defined as a discrete random variable can be
represented by the following polynomial equation, usually called the z-transform
variable [76].
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=∑

(31)

Let us consider n discrete in the variables X1, ..., Xn assuming that Xi has a pmf
represented by vectors xi, pi, in order to evaluate the pmf of the arbitrary function on f
(X1, ..., Xn), every possible value for this function needs to be evaluated for all possible
states corresponding to all combinations of variable Xi [76].
Since the n variables are statistically independent, the probability of every unique
combination is equivalent to product of the probabilities of arguments comprising this
combination [76]. In addition, the combination of the jth combination is obtained by:
=∑

(32)

To evaluate the multi-state availability of a series-parallel system, two basic
composition operators are introduced.

7.3.1 Composition Operators
If we consider reducible structures that can be stated as operations of parallel
and series connections in a selection of components. The main characteristic of such
system is the fact that each can be reduced into a single component through finite
composition operators. Composition operators are normally used in obtaining the UGF
through application of simple algebraic operations towards their UGF components.
In order to achieve steady probability distributions of the various states of a multistate system based on the probability distributions of the states of their individual
components, the composition operator φ is defined by:
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[

]=∑∑

(

)

(33)

Through application of simple algebraic expressions, composition operators can
be used to get the overall UGF of these systems. The f (xi,xj) can be defined as per the
physical nature of the multi-state system performance and the interaction between the
components.

The entire performance level of a subsystem consisting of two

components connected in parallel or in series is expressed in terms of the performance
levels of its individual components.
In order to get the value of f, in the function, the operator ⊗f can be used to
represent the z-transform of the pmf where we have n independent variables. We can
also say that the operator φ (Γ and η, for parallel and series systems respectively) is the
outcome of a single UGF [77]. Clearly, by applying the operators Γ and η, all the
reducible structures are minimized to an equivalent. This method, which involves a
combination of ⊗f and z-transform, is known as the universal generating functions as
given by equations 34 and 35.

[

]=∑

∑

=∑∑

(

)

[

]=∑

∑

=∑∑

(

)

(34)

(35)

The successive application of Γ and η composition operators will reduce the
reducible structure to an equivalent component. Accordingly, the whole UGF for a multistate system is achieved in the form:
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=∑

(36)

This technique based on the z-transform and the composition operator ⊗f is
called the technique of universal generating function (UGF) [78].

7.4 Wind Turbine generation model
In order to determine the expected energy from a wind turbine, a UGF is used
through the current research. This is done while putting the various performance levels
and wind speed into consideration. In this research the wind turbines are modelled to
have different performance levels ranging from perfect functioning to total failure state,
and by discretizing the wind velocities into a different number of states. Then, this model
is made up of two parts, (i) the mechanical degradation model and (ii) wind speed
modelling [79].
A 2-parameter Weibull probability density function is used for the analysis and
discretization of the wind velocity. This family of curves has proven to provide a good fit
to measured wind speed data [80]. The Weibull probability density function is a special
case of Pearson type-III or generalized Gamma distribution with two parameters,
making it more versatile to fit the observed data reasonably well [81] and providing a
convenient representation of the wind speed data for wind energy calculation purposes.
Values of wind velocity i are generated using the following equation:

= ( )
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[( ) ]

(37)

Where k represents the shape index and c the scale index, the wind speed will
be transformed into a discrete distribution. Wind speed v is divided in Nws states; the
probability of the ith state can be obtained by

=∫

(38)

Where Δv=vmax/Nws and vi is the expected value of wind speed in the ith state

=

(39)

The output power of the generator as a function of speed, with the wind speed
discretized into multiple states, the output of one wind turbine can be modeled by the
following function:
𝑣
𝑣

𝑣 =

𝑣
𝑣

𝑣
𝑣

𝑣
𝑣

{

𝑣
𝑣

𝑣
𝑣

𝑣
𝑣

(40)
}

Where vci is the cut-in velocity, vco is the cut-out wind velocity, Pr is the rated
power output and vr is the rated wind speed.
Wind turbine systems contain two different sources of probabilistic noise. The
first is the one created by the wind speed states and the second corresponds to the
mechanical states as depicted in figure 21.
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Figure 21: Mechanical states and wind speed states, modified from (Li, Y. F. & Zio, E.,
2012. [79]

Let Prws={p0ws, p1ws, …, pNws-1ws} and PrMA ={p0MA, p1MA} denote the state
probability distributions of wind speed and mechanical state, respectively;

The u-

function of the wind speed state is:

= ∑

𝑣

(41)

The u-function of mechanical state for a binary mechanical state system is:

=

+

(42)

While the u-function for a mechanical multi-state system is given by:

= ∑
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(43)

Finally, the overall u-function of the wind turbine is given by equation 21. By
applying this equation, the expected energy output for a wind turbine can be estimated.

=

(44)

7.5 Numerical Example 1- UGF Considering Identical Turbines
In order to establish an optimal number of wind states and to characterize the
behavior of the proposed UGF algorithm in the solution of the WFLOP as the different
variables are modified; a numerical example was prepared.
The system used for this numerical example was composed by a wind farm with
a variable number of identical wind turbines ranging from 2 to 10. The rated output of
the considered wind turbine type is 800 kw. All components are assumed to be
connected in parallel.
The individual wind turbines are modeled with two mechanical states: (i)
complete failure and (ii) perfect functioning. Wind speed is divided into a variable
number of states ranging from 3 – 10. The failure and working probabilities are 0.04 and
0.96, respectability.
Other characteristics of the system are summarized below:


C=6



K=2



NWS=3-9 states



NWT=2-10 turbines



NMA=2 states



Vci=2



Vr=13



Vco=25
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Pr=800

7.5.1 Results
Table 13 summarizes the expected power output for the 72 different runs for the
combinations of 9 different numbers of wind turbines and 8 wind speeds states. Figure
22 and 23 show a graphical representation of these results.

Table 13. Power Output of the System (kW) - Number of wind turbines vs number of
wind speeds state variable analysis
Number
of
Turbines
2
3
4
5
6
7
8
9
10

Number of Wind Speed States
3

4

5

6

7

8

9

10

460.02
687.84
915.46
1,144.3
1,378.5
1,606.9
1,836.8
2,066.3
2,243.4

460.07
692.53
919.76
1,148.7
1,379.9
1,616.8
1,841.2
2,078.1
2,297.4

473.47
709.30
946.9
1,172
1,420.6
1,640.4
1,894.4
2,131.0
2,360.5

477.06
712.57
949.89
1,191.2
1,432.1
1,670.7
1,898.0
2,121.7
2,377.6

475.30
715.99
954.12
1,191.0
1,422.0
1,67241
1,901.9
2,120.7
2,376.3

473.99
713.37
947.34
1,179.9
1,422.4
1,641.9
1,905.1
2,133.8
2,383.5

476.14
715.26
952.46
1,173.7
1,401.7
1,651.8
1,855.1
2,130.7
2,381.2

468.42
707.44
942.20
1,179.2
1,412.6
1,653.7
1,882.6
2,123.2
2,367.1
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Figure 22. Number of wind turbines vs number of wind speeds states column chart
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Figure 23. Number of wind turbines vs number of wind speeds states line chart

7.6 Numerical Example 2 – UGF with varying mechanical states
A second example was furbished to describe the behavior of the UGF when the
number of working (mechanical) states varies. In this example four scenarios were
considered to estimate the expected power production of the system. Table 14
summarizes the mechanical states, their probabilities and the expected efficiency of the
turbine at that state, for each of the four (4) scenarios. This example considers the
same turbine and wind characteristics as the previous model, the rated output of the
considered wind turbine type is 800 kW and a cost per turbine of 1.20. All components
are assumed to be connected in parallel. A varying number of turbines is also
considered, meaning that the wind farm consist of 2 -8 turbines.

Table 14. Mechanical Scenarios for scenarios 1-4.
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Scenario
Scenario 1
Scenario 2
Scenario 3
Scenario 4

State 1
Prob
Eff.
.
0.96
1

State 2
Prob
Eff.
.
0.04
0

0.75
0.75
0.75

0.23
0.15
0.15

1
1
1

Mechanical States
State 3
State 4
Prob.
Eff.
Prob.
Eff.

0.75
0.75
0.75

0.02
0.09
0.06

0
0.5
0.5

0.01
0.03

State 5
Prob.
Eff.

0
0.25

0.01

0

7.6.1 Results
As observed in table 15 below, the computational time required to complete the
calculation of the UGF for the different evaluated scenarios increases as the number of
mechanical states and turbines increase. This phenomena restricts the use of the UGF
to solve larger problems.
Table 15. Results summary – Example 3.
Number of Turbines

Mechanical
States

2

3

Parameter

2

3

4

5

6

7

8

Computation time (s)

0.0058

0.0091

0.0132

0.01725

0.0219

0.0277

0.0369

0.0466

Objective function

0.0050

0.00499

0.00497

0.00495

0.00491

0.00488

0.00484

0.00481

Cost

2.3945

3.5814

4.7561

5.9149

7.0543

8.1712

9.2628

10.3267

Output

478.01

717.02

956.03

1195

1434

1672.9

1911

2146.2

Computation time (s)

0.0066

0.0122

0.0193

0.0293

0.044

0.0726

0.1492

0.5358

Objective function

0.0052

0.00527

0.00525

0.00523

0.00520

0.00517

0.00513

0.00508

Cost

2.3945

3.5814

4.7561

5.9149

7.0543

8.1712

9.2628

10.3267

Output

454.57

679.6419

904.63

1129.7

1354.7

1579.7

1804.8

2029.8

0.007

0.0129

0.0215

0.0347

0.0707

0.2506

2.1555

64.959

Objective function

0.0057

0.00577

0.00577

0.00576

0.00573

0.00570

0.00566

0.00561

Cost

2.3945

3.5814

4.7561

5.9149

7.0543

8.1712

9.2628

10.3267

Output

417.22

620.1842

823.376

1026.3

1229.2

1432.2

1635.1

1838

Computation time (s)

0.0072

0.0131

0.0226

0.043

0.1532

1.9357

92.7682

2483.6

Objective function

0.0058

0.0058

0.00580

0.00579

0.00577

0.00574

0.00570

0.00565

Cost

2.3945

3.5814

4.7561

5.9149

7.0543

8.1712

9.2628

10.3267

Output

412.68

617.5223

818.99

1020.5

1221.9

1423.5

1624.9

1827.3

Computation time (s)
4

5
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9

It can be also noted that the output and system cost somehow increases in a
linear manner with respect to the number of turbines installed; allowing the use of this
mathematical methodology in much larger scales, by assuming a smaller number of
wind turbines installed, and then applying a scaling factor to estimate the system power
output for the required number of turbines. This scaling approach will result in a
significant amount of time savings, but will limit the exactitude of the model estimations.
Figure 24 shows a depiction of the with respect with the number of wind turbines
considered and the number of operational states for these turbines.

10000

Computational time (s)

1000
100
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2

1

3
4

0.1
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0.001
2

3

4

5

6

7

8

9

Number of Turbines

Figure 24. Number of wind turbines vs number of mechanical states line chart
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7.7 Numerical Example 3 – UGF considering Wake Impacts
In this third numerical example, a combined approach of the Universal
Generating Function to calculate the expected output considering the wake impact on
the location of the wind turbines forming the wind farm layout was coded in matlab.
Also, Viral System Algorithm was assumed as our search engine, to find the best
suitable solution for this example.
To observe the performance of this algorithm the following problem is presented.
This example assumes unidirectional and uniform wind speed. The grid assumed for
this exercise is a 5 x 5 matrix (a total of 25 turbines can be installed). The rated output
of all the turbines presented in this example is 800 kW. All components are assumed to
be connected in parallel.
Wind speeds of the imaginary area are calculated from a Weibull distribution. For
this example it is assumed that the constants k and c or shape and scale factor
respectively have values of 2 and 6 correspondingly.
Power curve of this 800 kW is given by the following parameters: cut-in, rated
and cut-out velocities equal to 2, 13 and 25 m/s respectively.
The individual wind turbines are modeled with three mechanical states: (i) perfect
functioning (ii) degraded state and (iii) complete failure. Wind speed is divided into a
variable states ranging from 3- 70.
The failure and working probabilities are shown below, as well as the turbine
suppliers, reliability, cost and efficiency for each type of turbine.
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Table 16. Supplier data

Wind Turbine Mechanical States
State 1

State 2

State 3

Supplier

Probability

Efficiency

Probability

Efficiency

Probability

Efficiency

Cost

1

0.75

1

0.24

0.6

0.01

0

1.32

2

0.96

1

0.03

0.8

0.01

0

1.81

3

0.65

1

0.3

0.9

0.05

0

1.5

4

0.91

1

0.07

0.75

0.02

0

1.65

5

0.82

1

0.12

0.5

0.06

0

1.25

The parameters used in the viral system algorithm are being explained in the following
list:


Population size: 100



Number of Iterations: 1000



Probability of infection: 30%



Probability of generating antigens: 0.6%



Probability of Lytic replication: 60%



Probability of Lysogenic: 40%



LNR0: 50



LIT0: 10

The way in which a solution is codified is by assigning the cells that represent a
suitable solution a location and supplier. In this manner, a solution will have multiple
turbines, with at least one turbine in the solution. Each turbine will have a location and
its supplier number. The table below shows how the solution will be represented.
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Table 17: Solution codification
Turbine number

x

y

Supplier

1

x1

y1

Si,1

2

x2

y2

Si,2

3

x3

y3

Si,3

…

…

…

…

N

xn

yn

Si,n

i (supplier) = {1,2,3,…6}

To be able to perform the study, the wind farm area is a square grid divided into
25 possible turbine locations. Each cell had a length of five rotor diameters, which is
equivalent to 200 meters. The size of the domain was a square of 25 diameters by 25
diameters, or 1 kilometer by 1 kilometer. This arrangement allows the placement of a
wind turbine at the center of each 200 m cell.
The described methodology in this paper was implemented for the numerical
example expressed using the formulation specified.

The results obtained for this

example (unidirectional wind-direction with no variance in wind-speed) are the following:
A set of layouts were found where grid in figure (a, b, c and d) represents
different configurations of the wind farm that has the same objective function value, as
shown next.
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Figure 25. Wind Farm Layout Examples

Above, the figure above shows four different layouts suitable for implementation,
design a in this figure represents a layout formed by 4 turbines placed in coordinates
(100,900; 300,900; 500,900; 700, 900) with the four turbines being purchased to the
same supplier (5). This combination was found by every single run of the sensitivity
analysis as the optimal solution for this numerical example.
A sensitivity analysis was performed by varying the number of wind speed states
from 3 to 70 in order to observe how the computation time changes (figure 26). As well,
to measure the behavior of the objective function value with respect to the number of
wind speed states (figure 27).
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Figure 26. Wind speed sates vs. elapsed time

As shown in the figure 27 below, the objective function values stabilizes after the
Rayleigh distribution of wind speed is distributed into 25 equally sized states. In turn, the
time required to calculate the universal generating function using 25 wind speed states
is acceptable. As a conclusion of this sensitivity analysis, we can say that the optimal
number of states to be considered by this analytical method, depend on the level of
accuracy desired. For this particular case, any number of states greater than 25
provides a similar level of exactitude.
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Figure 27. Wind speed states vs. Objective function values

The Universal generating function applied to layout a considering 25 wind speed
states and 3 mechanical states is:

=
=

(0.0711Z0+0.0817Z2.6067+ ∙∙∙ + 0.0069Z772.5252+0.009Z800)

(1.3X10-5Z0+0.000104Z0.5+0.00102Z1+0.004666Z1.5+0.023233Z2+0.063763Z2.5+
0.190424Z3+ 0.264657Z3.5 + 0.452122Z4)
=

0.071112Z0 + 8.4x10-6Z1 + ∙∙∙ + 0.00312Z3090 + 0.004069Z3200
120 items

Based on this Universal Generating function the expected power output for this
layout is equal to 864.16kW.
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7.8 Numerical Example 4 – Full Sized Problem
Previously presented examples characterized the behavior of the UGF for the
solution of the WFLOP.

Based on these characteristics the following Numerical

example presents a more refined version of the formerly considered scenarios.
In general, this example exemplifies in a more sophisticated way the application
of the proposed UGF/Viral System algorithm in the solution of the wind farm siting
problem. The following key elements were considered in this specific illustration:


Wake impact;



Variable wind velocity;



Variable wind speed;



Five (5) different wind turbine models;



Three (3) mechanical states ((i) perfect functioning (ii) degraded state and
(iii) complete failure);



Twenty five (25) wind speed states; and



A full sized grid (10 x 10).

The rated output for all the different turbines presented in this example is
assumed to be equal to 800 kW. All components are assumed to be connected in
parallel.
Wind speeds for this example is calculated assuming a Weibull distribution with a
shape and scale factor of 2 and 6 respectively. Wind direction distribution is presumed
to be equal to that presented in Figure 4. Case 3- Probability of variable wind speeds
and directions.
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Power curve of this 800 kW turbines is given by the following parameters: cut-in,
rated and cut-out velocities equal to 2, 13 and 25 m/s respectively. The failure and
working probabilities are shown below, as well as the turbine supplier, reliability, cost,
and efficiency for each type of turbine.

Table 18. Supplier data

Wind Turbine Mechanical States
State 1
Supplier

State 2

State 3
Cost

Probability

Efficiency

Probability

Efficiency

Probability

Efficiency

1

0.75

1

0.24

0.7

0.01

0

1.30

2

0.96

1

0.03

0.8

0.01

0

1.80

3

0.65

1

0.3

0.9

0.05

0

1.50

4

0.91

1

0.07

0.75

0.02

0

1.65

5

0.72

1

0.26

0.5

0.02

0

1.20

The following inputs for the viral system algorithm were considered:


Population size: 100



Number of Iterations: 1000



Probability of infection: 30%



Probability of generating antigens: 0.6%



Probability of Lytic replication: 60%



Probability of Lysogenic: 40%



LNR0: 50



LIT0: 10

The wind farm area is a square grid divided into 100 possible turbine locations.
Each cell had a length of five rotor diameters, which is equivalent to 200 meters. The
size of the domain was a square of 50 diameters by 50 diameters, or 2 kilometer by 2
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kilometer. This arrangement allows the placement of a wind turbine at the center of
each 200 m cell.

7.8.1 Results
After running the model to analyze the optimal configuration for this example, the
model reported a configuration of 27 turbines from supplier 5. The efficiency of the wind
farm without considering wake impact is close to 26% of the maximum possible power
output (rated capacity of the turbine multiplied by the number of turbines). When
considering wake losses, the overall system efficiency is reduced to 19%. This can be
explained by the reduced wind velocities due to the density of turbines in the proposed
layout, the different operating states considered by the problem, and due to wind speed
distribution assumed for this illustration. Moreover, when comparing the total system
cost, a decrease in the turbine cost of 1.20 for supplier 5, to a discounted system cost of
0.9125 per turbine. Figure 28 shows the optimal layout found by the model, while table
19 summarizes the objective function values.

Figure 28. Optimal layout for Numerical Example 4
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Table 19. Results for Numerical Example 4

Number of turbines
Total Power Output
System Cost
Objective Function
Efficiency
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UGF

UGF + Wake Impact

27
5533.92
24.64
0.004452
26%

27
4127.59
24.64
0.005969
19%

Chapter 8: Conclusions and Future Work
8.1 Conclusions
Wind power industry has in the recent past placed more emphasis on solving
problems associated with Wind Farm Layout Optimization (WFLO). Over the years, the
assessment of wind resource has been considered an important step to optimizing
WFLO and determining the economic feasibility of the related project. With respect to
the presented problems, this paper discusses thee (3) methodologies proposed for the
solution of the WFLO. These solutions include the modified Viral System Algorithm,
multiple objective evolutionary algorithms, as well as the hybrid viral-based optimization
algorithm.
To begin with, as a solution to the WFLO problem, a modified Viral System was
applied to optimize the proper location of components in a wind farm. Considering the
given wind environment, the modified Viral System maximizes the energy output.
Through this approach, the optimization problem minimizes the energy cost per unit.
A numerical example was presented in order to evaluate the performance of the
proposed algorithm. For this example, three different wind regimes (cases) were
selected from literature and optimal layouts were obtained for each regime. As a result,
the viral system algorithm demonstrated a great performance against the baseline
results from previous approaches; making the VSA a good option for decision makers
when analyzing the feasibility of a wind farm development project and performing the
wind resource assessment. However, the downside of this approach is that it lacks
system reliability as a decision parameter. A second example was made-up to include
reliability. This approach assumed a monetary penalization for the no-reliability to keep
123

the problem objective function as the minimization of the cost per unit produced and the
optimization method under the single objective optimization category.
Secondly, a multiple objective evolutionary algorithm was also a proposed
solution to WFLO. Multiple objective evolutionary algorithm approach is utilized when
obtaining optimal placement for wind turbines. This approach is utilized in consideration
of the power output, cost as well as system’s reliability. While this algorithm is based on
evolutionary computation, the primary objectives of this approach include power output
maximization; wind farm cost minimization, as well as system reliability maximization.
Solutions were presented as a set of Pareto solutions. A post-pareto analysis can be
addition to this approach in order to reduce the number of possible strategies (layouts)
presented in the solution matrix, but this analysis was considered to be out of scope for
this research.

Similarly to approach number three (hybrid UGF-viral system), no

available example in literature was found that considered the multiple objective
optimization of the power output, cost and system reliability and, at the same time, a
variable number of wind turbine models to choose from.
Lastly, a hybrid UGF- viral-based optimization algorithm is another approach
applied for solving problems associated with WFLO. This approach helps in finding the
appropriate component configuration for a wind farm. By utilizing the universal
generating function methodology, the hybrid viral-based optimization algorithm
discretizes the different mechanical levels of the wind turbines and the various wind
speed. The proposed methodology utilizes wind resources to describe their proper
behaviors to account for the stochastic comportment of the renewable energy
components, thus increasing reliability as well as the power output of these systems.
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The presented experiment utilizes wind turbines of distinct characteristics to create a
heterogeneous model that can deal with layout changes in power generation
requirements. In addition, such approach helps in evaluating the wind-wake effect of the
wind turbines and power production capacity depending on the distribution of wind
turbines.
The proposed hybrid approach demonstrated through the four different numerical
examples to be a novel tool for the estimation of the wind farm power output based on
the actual turbine’s operating profiles, instead of the usual rated turbine capacity or
assuming a fixed wind velocity and then applying Betz’s relationship (free stream
velocity) to estimate the output of the system.
Even though there is no available case in literature that comprises the use of the
rated power production curve of the turbine, variable type of turbine, degraded operation
states, the wind speed probability density function for the location, wake effect and a
metahueristic optimization method to solve the WFLO problem; the numerical examples
proportioned a good understanding of the performance of the here presented hybrid
methodology.
The UGF confirmed that when applied to multi-state systems, provides fast and
reliable output estimation, even when the number of wind velocity states is reduced. As
a drawback after the number of mechanical states and/or number of turbines is
increased, the computational time for each of the proposed solutions is increased, to the
point that is infeasible for conventional computer to handle the computational expense
required to evaluate a great number of combinations (layouts). This weakness can be
overcome by assuming that the power output of two or more (3 or 4) turbines can be
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scaled to whatever the number of turbines is required. In this case, the wake impact is
calculated as a percent reduction in the wind velocity for each of the turbines before is
applied to the calculation of the UGF for that specific turbine. Saving time and providing
a relatively good solution to the WFLO problem.

8.2 Future Work

A model is only as good as its assumptions. The WFLO is a complex and
multifaceted problem with key factors ranging from project budgets, expected output,
environmental constraints, permitting, climate and geographic variables, aesthetics and
noise limitations. Although the present research presents a robust model for the solution
of the wind farm siting problem that can be applied to real life development projects,
there is still room for improvement. Refinement of the current model may include the
following:


Wake model and Validation – In literature, a few number of research studies can
be found that use a wake model other than Jensen’s model. A good extension to
the presented study can be the evaluation of the performance of the wake
models presented in section 3.3.1 – Wake Models against real wind farm data,
and get an insight in the way these models compare to the measured wake
values.



Effect of Turbulence – Atmospheric turbulence is the set of seemingly random
and continuously changing air motions that are superimposed on the wind’s
average motion. Atmospheric turbulence impacts wind energy in several ways,
specifically through power performance effects, impacts on turbine loads, fatigue,
and wake effects, and noise propagation. The contribution of atmospheric
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turbulence and turbulence generated due to the wind turbine should be
incorporated.


Wake Interaction – Jensen Model and its modifications only consider the
interaction of the wakes as the summation of the squares of velocity deficits as
the basis for determining the wind speed in cases where multiple wakes exists.
Wake interactions will impact the loads on the turbine and undermine turbine
performance, regardless of the role of atmospheric turbulence. This becomes
very important in large wind farms where wakes interact and wake recovery
slows down as a result.



Ground effect – In the lower atmospheric layers (height of <1 kilometer) the wind
speed is impacted by the friction against the Earth surface. The more significant
the roughness of the ground surface, the more the wind will be slowed down.
Project locations for wind farms rarely consist of a uniform homogeneous plain.
Tall trees in woods and forest and large structures and buildings slow down the
wind considerably. Normally, wind farms are placed over water or in greenfields;
water surfaces are smoother than solid grounds and will have a lesser effect on
the wind speed. Tall grass or bushes in rural areas will significantly slow down
the wind. Surface cover and land use variations along the proposed terrain shall
be considered to effectively estimate the power output of wind farm. Jensen’s
model accounts for the impact of the surface roughness in the calculation of
power output, but assumes a constant value for the project location and omits the
impact of the wind turbine hubs and other structures in the wind speed velocity.



Variable hub height – In actuality, wind park developers install no uniform
turbines with different hub heights, to make up for differences in the orography,
or to catch in the best possible way the wind resource.

The assumption of

variable hub heights allows the system (and the turbines that form it) flexibility to
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work in different volumes of air, sometimes even escaping from the wake impact
of the upstream turbines or the downwash effect from other neighboring
structures.


Complex Terrain – This refers to the description of the elevation variations of the
terrain. So far, the proposed model only considers flat terrain where the
orographic effects are negligible, and only the surface roughness is considered.
The performance of a wind farm is deeply affected by the terrain complexity and
needs to be taken into account to adequately estimate and model the expected
performance of the proposed project.



Staggering – Instead of considering neat straight lines or square grids as the way
to go for the spacing and siting of the wind farms; staggering every second row is
one of the simplest methods to improve capacity factors among wind parks and
reduce the wind wake effect in downstream turbines.



Grid Spacing – In the present study, it is assumed that the grid spacing is equal
to 5 rotor diameters. Reducing this spacing to 1 meter will allow for more
flexibility in placing the wind turbines in the fixed area selected for the project, but
will increase the computational complexity of the problem being solved.



Air Density – Air density is based on the amount of air molecules in the air.
Colder air contains more air molecules than warm air, making it denser. More air
means more wind energy. Altitude is a more complex case, the higher the
altitude, the fewer air molecules, yet at higher altitudes the wind is stronger and,
in the long run, has more wind energy than at lower altitudes. Although the
density of dry air at standard atmospheric pressure at sea level at 15° C is used
as a standard in the wind industry, site-specific densities and viscosities shall be
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considered when estimating the amount of energy that can be extracted or
transferred to the rotor of the wind turbine.
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