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情報理論における
エントロビーの基準化と対数の底
A Study on Standardization of the Entropies 

























すべての確率あがPl= pz =，…九 =1/nで等しいときに， log nで最大となるため，同じ
ように何が起こるか全く予想がつかない状況，すなわちすべての確率九がl/nで等しい(最も
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「偶然性J[2Jが大きL、〉状況であったとしても，nの影響を受けてしまうのである。例えば n




















任意の情報源において，それを構成する n個の要素(事象i，i 宮 1，2，…， n)の生起確率が
あであるとき，事象tが起こったということを知ることによって得られる情報量Ejは，次のよ
うに定義される。
Ej = log (1/ρ;) = -log ρt 
、 』 ?? ???
したがって，この情報源全体X(= {Xj})では，平均として(2 )式の情報量を得ることが期待
され， これ(平均情報量E)は，シャノン・エントロビー[1]に相当する。 (2)式は，すべての
確率あが l/nで等しいときにE= log n (bit)で最大となり，何が起こるかが全くわからない
状態を意味する。
n 
E =Zlpt・log(1/Pa)=-zlpz-log pi ( 2 ) 
最も単純な 2値信号 (n= 2)の場合，平均情報量Eは，
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E=ρ1・log0/ρ) +P2' log 0/P2) (3) 
として表される。ここで，対数の底を 2Cすなわち，情報量の単位を 「ビットj) とすれば，そ
の値は，P¥ = P2 = 12のとき ，E = 1 Cビット)で最大となり， ρ¥= 1. P2 = 0のときと
ρ¥ = 0， P2 = 1のとき，E = 0 Cビット)で最小となる。
C 2 )式やC3 )式の平均情報量Eは，一般に 「情報量」と呼ばれる。したがって，単に 「情報
量」 といった場合，通常はこの平均情報量ECシャノン ・エントロビー)を意味する。ただし，
前述のように，このEは対数の底によって値が異なり，底を 2としたときの単位が 「ビットj，








入力シンボルXi |ーp=同) f ー出力シンボルYj
図 I 通信路モデル
また，入力確率ベクトルaをa= Cαl' a2，…! ail…， am)，出力確率ベクトルbをb= Cb¥. 
b2， ." bj，…， b，)とすれば，bの要素bjC出力確率)は，
m 









H(Y)=.21 bj-log b1 
20 













H (X) = -L: aj・logai 
であるが，
( 8 ) 










n m n n 
~， b( H (X/y) = ，~，豆 ai.Pi( log云ケ
ム ・・ ""1 Y 1J 
H(X/Y) (Xの Yに関するあいまい度)
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IC Y; X) = H ( Y)-H ( Y / X) 
n m n m n 
=151片 logbj-51ag-H(Y/zJ=-jzl bf log科+5151Gt・ρがlogPjj 
m m n 
=ー さ1151Gz-P21・logbj+主ljzlaz-h・logpij
m n V~~ 
=ZIjzlM2110gτ (12) 





I(X; Y) = H(X)-H(X/Y) 
mη 
=-21af log as-21科'H(X/Yj) 
m m ~ 
= -.L;. ai' log ai- .L;. .L;. ai，pjj・logτケ
= 1 1=ιJ = 1 U 目 ]Jij
m n m n 口2
= -L; L;α;" Pi( log aj-，~， ，~， aj・Pi(log三ケ・1，.
m n n 
=511Zlath10g号
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ないが， もし要素数nが異なる複数の離散型確率分布の聞で，それらの偶然性を比較しようと
するならば，こうした要素数nによる影響を排除するような処理が必要である。例えば，n = 3 
とn=9の場合を考えてみると，両者ともすべての生起確率が l/nで等しいとすれば(この







は， (14)式によって定義され， I相対エントロピー」とも呼ばれる [6J。


























lS(γ/xJ寸(山/!ogn = 幻 IogP;/ 1山







S (Y/X) = H (打ヂ/同n一一 ZIGaIJ(Y/zz) 




























数 η の影響を受けるため.ζ こでは相互情報畳から多様性を取り除くこと(これを「基準化相
互情報量」と呼ぶことにする)を考えることにする。その際，相互情報量には，前向きの相互情
報量I(y;X)と後向きの相互情報量I(X;y)があるため，それぞれの構迭を考えてみると，
前者は(11)式のように， I( Y; X) = H ( y) -H ( Y / X)，すなわち出力情報のエントロビーと
前向きのあいまい度の差，後者は(13)式のように， I(X; Y) = H(X)-H(X/Y)，すなわち
入力情報のエントロビーと後向きのあいまい度の差となっていることがわかる。
上記のような相互情報量(J(Y; X)とI(X;Y))の構造をふまえると，基本的には前向きの
基準化相互情報量 S(Y; X)を， S (y; X) = S ( y)-S ( Y/ X)とし，後向きの基準化相互情
報量S(X; Y)については SCX; Y) = S (X) -S (X/ y)とすることが自然な流れであろう。
しかしながら， もし前向きの基準化栢互情報量 S(Y; X)と後向きの基準化相互情報量 S
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(X; Y)を，それぞれ上記のように設定したとすると，
|IH(げ任川Y止げ…;X














S (Y; X)については，H(Y)の最大値が lognで，H (Y/X)の最小値が Oであるため，
S (Y;X)の最大値も lognとなる。一方，後向きの基準化相互情報量S(x; y)については，
H(X)の最大値が logmで，H (X/Y)の最小値がOであるため，S(Y;X)の最大備も logm
となる。しかしながら，相瓦情報量は，前述のように ICX;Y) = ICY;X)であるため，その
最大値は， S (X; Y)の最大値と S(Y; X)の最大値のうち小さい方の値 (m孟nのとき logn 




S (X; Y) = 1 (X; Y)/ log N = {H (X) -H (X/Y)} / log N 
(22) 
(23) 




さらに，対数の底の交換公式により， (22)式の S(Y; X)と(23)式のs(X; Y)は，下記のよ
うに変換される。
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s ( y;X) = J( Y; X) / log N 




s (X; Y) = J(X; Y) / log N 
m n n.. 
=25121(MilogN〉log号
m n 1) 
=511ElMbb号
= J(y;X) (25) 






元は (0，log nJあるいは (0，log mJであったエントロビー(情報を提案してきたが， これらは，
量)を， ハートレー・エントロビー[4Jで割り， (0，1]へと基準化(正規化)することで， より
純粋な偶然性の指標へと変換することを意図した指標である。また，対数の底の交換公式により，
これらの指標を，対数の底を要素数nあるいはmへと変換することができる。すなわち， 7G 
(変換前)のエントロピー(情報量)の単位が， ピット(底が 2)であれ， ナット(底がe)であ








新たに IS-ピットJ(S-bit)を提案する。 ここで， S-ピットの ISJは， Standardized (基準


















とにより，元の単位がビヴト(底が 2)か，ナヴト(底が e)か，ハートレー(底が 10)かにか
かわらず，すべて底が要素数Nに統一されるのである。
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