A novel adaptive beamforming algorithm against large direction-of-arrival (DOA) mismatch without using optimization toolboxes is proposed. In contrast to previous works, this new beamformer employs two reconstructed matrices, the interference-plus-noise covariance matrix and the desired signal-plus-noise covariance matrix, instead of their real sample covariance matrix, respectively. These reconstructed covariance matrices are used to obtain an orthogonal subspace, which is orthogonal to the interference subspace and contains the desired signal subspace. Without estimating the desired signal steering vector, an optimal weight can finally be solved by rotating this orthogonal subspace based on the output power of the desired signal maximization. This novel beamformer is able to keep a steady and outstanding performance when DOA mismatch has a large uncertainty level. Moreover, this algorithm overcomes the problem of the desired signal self-cancelation at high signal-to-noise ratio (SNR) while maintaining the good performance at low SNR.
Introduction
Adaptive beamforming is a classic problem in array signal processing and has broad application prospects in military and civilian applications. The conventional adaptive beamformers suppress the interference based on the exact knowledge of the desired signal steering vector. However, the presence of the desired signal component in the training data makes their performance very sensitive to the model mismatch [1] [2] [3] , which arises due to imprecisely known wavefield propagation conditions, array perturbations, imperfectly calibrated arrays and finite sample effect. Whenever a model mismatch exists, these beamformers will suffer severe performance degradation. Therefore, the robust adaptive beamformer (RAB) has attracted more attention recently. Various RABs have been developed [4, 5] .
One popular RAB category, the eigenspace-based beamforming (ESB) techniques [6] , is based on eigendecomposition and uses the signal subspace. It suffers a high probability of subspace swap at low signal-to-noise ratio (SNR). Another well-known RAB category is the one using the so-called diagonal loading technique [7, 8] , where a scaled identity matrix is added to the sample covariance matrix. The main disadvantage of this RAB category is that, there is no reliable way to choose the optimal diagonal loading factor in different scenarios. The third RAB category is based on the principle of the worst-case performance optimization [9, 10] and makes explicit use of an uncertainty set of the desired signal steering vector. However, it has been proved that this RAB category is equivalent to the second one [8] . Moreover, most beamformers of this RAB category are based on the second-order cone programming (SOCP) problem and needs to use some specific optimization toolboxes [11] to obtain the solution. Thus, their computation cost is high. This limits their practical implementation. Recently, an approach, where the key is estimating the real desired signal steering vector by using the region of the angular location of the desired signal steering vector, has been an intensive research topic [12] [13] [14] [15] [16] [17] [18] . For this RAB category technique, it chooses the weight vector by maximizing the output power under some restrictions without considering the worst-case performance optimization rule. However, most beamformers of this RAB category are based on a quadratically constrained quadratic programming (QCQP) problem, whose solution is obtained by using the convex optimization toolboxes such as CVX [19] . This also hits the wall of the computation complexity. In [17] , Wei Zhang propose a novel method where the problem of finding the desired steering vector is an eigendecomposition problem that can be easily solved without any specific optimization software. However, they ignore the requirement that the estimate does not converge to any of the interference steering vectors and their linear combinations. This results in severe performance degradation when the SNR of desired signal is very small.
Most of the above-mentioned RABs suffer severe performance degradation when the desired signal has high SNR. Even the first RAB category also would fail to provide complete suppression of unwanted interferences when the power of desired signal is high. In [16] , authors have proposed a robust beamformer based on the interference-plus-noise covariance matrix reconstruction and steering vector estimation. This beamformer performs well both at low and high SNRs. However, this beamformer estimates the steering vector by using the convex optimization software, which has a high computational cost. Furthermore, the inaccurate estimation leads to the output SNR loss, especially for a large direction-of-arrival (DOA) mismatch.
In this paper, we present a robust beamformer based on the matrix reconstruction for a large DOA mismatch. We reconstruct the interference-plus-noise covariance matrix and the desired signal-plus-noise covariance matrix, respectively, by using the Capon spectral estimator integrated over regions where the interference and desired signals are located, respectively. Based on these two reconstructed matrices, we can get an orthogonal subspace, which is orthogonal to the interference subspace and contains the desired signal subspace. We rotate this orthogonal subspace to obtain the optimal weight by maximizing the output power of desired signal. Numerical examples demonstrate that our beamformer has almost always equal value to the optimal value when DOA mismatch has a large uncertainty level and whenever the SNR level of the desired signal is low or high.
The signal model
Assume that an array of M omni-directional antenna elements receives signals from multiple narrowband sources. The array observation x(k) at the time instant k can be given by
where x s (k), x i (k), and n(k) are the vectors of the desired signal, the interference, and the noise, respectively. The desired signal, the interference, and the noise components of the array observation x(k) are assumed to be statistically independent of each other. The desired signal can be modeled as x s (k) = a 0 s(k), where s(k) is the desired signal waveform and a 0 is the associated steering vector. The beamformer output can be written as
where w is the complex weight vector for beamforming and (•) H stands for the Hermitian transpose. If the steering vector a 0 is known exactly, the optimal weight vector w can be achieved via maximizing the beamformer output signal-to-interference-plus-noise ratio (SINR)
where
H } are the desired signal and the interferenceplus-noise covariance matrix, respectively. E{•} denotes the statistical expectation and σ 2 s stands for the desired signal power. Since the exact interference-plus-noise covariance matrix R i+n is hard to be separated from the covariance matrix R = E{x(n)x H (n)} = R s + R i+n in practice, it is replaced in (3) by the data sample covariance matrix
where K is the number of snapshots. Note that the sample covariance matrix contains the desired signal component. Hence, the estimate result, obtained by usingR is worse than the one using the interference-plus-noise covariance matrix R i+n . The maximization problem (3), where the sample estimateR is applied instead of R i+n , is mathematically equivalent to the MVDR sample matrix inversion (SMI) beamforming [20] , which can be expressed as the following convex optimization problem:
The solution of (5) is
The MVDR-SMI beamformer is known to be sensitive to any model mismatch of the desired signal steering vector. Mati Wax's researches [1, 2] also have told us that both of the snapshots K and the desired signal power affects the performance of the MVDR-SMI beamformer. Small sample size K and high desired signal power would cause the degradation of the performance when there is DOA mismatch of the desired signal. It is easy to find that small sample size K arouses a large gap betweenR and R. The high desired signal power leads to big difference betweenR and R i+n .
Yujie Gu and Leshem have improved the MVDR-SMI beamformer by using a reconstructed matrixR iþn and an estimate desired signal steering vector instead of the sample estimateR and the inexact desired signal steering vector, respectively. This new beamformer can acquire a good performance both at low and high SNRs. The interferenceplus-noise covariance matrixR iþn was reconstructed as
where a(θ) is the steering vector associated with a hypothetical direction θ based on the known array structure.
Θ is an angular sector in which the desired signal is located and Θ is the complement sector of Θ. The estimate desired signal steering vectorâ is obtained by solving the following problem
where the presumed steering vector a is the inexact one and the estimate steering vectorâ ¼ a þ e ⊥ . However, the analysis in [15] has shown that a HR−1 iþn a may be the minimum. Thus, the constraint a þ e ⊥ ð Þ
iþn a would result to inaccurate estimation, which will result in the output SNR loss, especially for a large DOA mismatch.
The proposed beamformer
The proposed beamformer is based on the principle of maximizing output SINR. Recalling Equation (3), the following equation can be established
where w SINR_opt denotes the optimal weight vector of the maximization problem (3) and λ is a scale value equal to the maximum SINR. Owing to the existence of the noise, the interference-plus-noise covariance matrix R i+n is always reversible. It is easy to be found that
Apparently, the solution to the problem (10) is given by [3] 
where v {•} stands for the principal eigenvector of a matrix and λ is the corresponding principal eigenvalue.
Since both the desired signal covariance matrices R s and the interference-plus-noise covariance matrix R i+n are unavailable even in signal-free applications, they can be replaced by two reconstructed matricesR s andR iþn , respectively. As assumed, Θ is the complement sector of Θ. It is clear that the DOAs of the interferences are located in the angular sector Θ . The reconstructed interference-plus-noise covariance matrixR iþn can be obtained (see (7)) by using the Capon spatial spectrum. Similarly, the desired signalplus-noise covariance matrixR s can be given bỹ
R iþn collects all information on interference and noise in Θ . Hence, the effect of the desired signal is removed from the reconstructed covariance matrixR iþn .R s gathers all information on desired signal and noise in Θ. Consequently, the influence of the interferences is eliminated from the reconstructed covariance matrixR s . It is obvious that the steering vector of the desired signal and the interference signal lies in the subspace spanned by the columns of the principal eigenvectors ofR s andR iþn , respectively. Note that the Capon spatial spectrum peak is not a Dirac delta function. Therefore, unlike the rankone matrix R s in (3),R s here is not rank-one matrix anymore.
An eigendecomposition ofR iþn results in a signal and noise subspacẽ R iþn ¼Q sΞ sQ H s þQ nΞ nQ H n ð13Þ whereQ s andQ n represent the signal and noise subspace eigenvectors and the diagonal matricesΞ s andΞ n include the signal subspace and noise subspace eigenvalues, respectively. Assume that the number of the interference signals is L and a l (l = 1,2,3,⋯, L) is the steering vector of the interference signal. It can be concluded that
As discussed, it is clear that
Thus, the second term in (14) becomes a 
Combine Equations (14), (15) and (16), a final result is obtained as
Perform the eigenvalue decomposition on the matrix
where U s and U n denote the signal and noise subspace eigenvectors and the diagonal matrices Λ s and Λ n include the signal subspace and noise subspace eigenvalues, respectively. The finite sample snapshot number leads to Λ n ≠ 0 but Λ n ≈ 0. Therefore,R f is approximately equal to U s Λ s U H s . As explained above, thanks to the multiple-rank matrixR s , the subspace U s is not rank-one matrix yet. Due to Equation (17) , the subspace U s satisfies the following equation
Moreover, the origin of U s indicates that this subspace contains the desired signal subspace. The characters of U s relating to the interference subspace and desired signal subspace allow the beamformer weight vector to be constructed as
where r is the rotating vector. Then, it is easy to find that
Rewriting Equation (3) by usingR s andR iþn instead of R s and R i+n , respectively, another expression of SINR can be written as
Let us observe the denominator of Equation (22) 
where B ¼Q H n U s and b i is the ith column of the matrix B.
and γ i is the ith diagonal value of matrix Ξ n and is very small. Thus, the second term of (23) can be ignored. The derivation shows that w HR iþn w can achieve a minimum value if we choose the beamformer vector in Equation (20) . Then, the SINR Rec maximization problem is transformed into the following optimization problem
Obviously, the solution to the above problem is
where R u ¼ U H sR s U s and M{•} stands for the eigenvector of a matrix corresponding to the maximum eigenvalue. Substituting (27) into (20) , the final optimal beamformer vector can be modelled as
The steps involved in the proposed beamformer can be summarized below:
(1)Compute the sample covariance matrixR by using (4). (2)Reconstruct the interference-plus-noise covariance matrixR iþn and desired signal-plus-noise covariance matrixR s according to Equations (7) and (12) ). This computation complexity is more than our proposed beamformer.
). However, if some priori information is used, the number of sampled points in the DOA region J is able to be chosen to make
). Overall, the proposed beamformer has a slight advantage to the SOCP-or QCQP-based beamformers in the view of the computation complexity. However, unlike the SOCP-or QCQP-based methods, the proposed method has an important advantage for being more easily implemented without any specific optimization software.
Simulation results
A uniform linear array of 10 sensors with half interelement spacing is employed. Additive noise in each antenna element is modeled as spatially and temporally independent complex Gaussian noise. Two interferences, which have the same interference-to-noise ratio (INR) of 30 dB, are impinging on the array from directions −30°and 50°, respectively. The desired signal, assumed to be a plane wave from the presumed direction θ s = 5°, is always present in the training data. The possible angular sector of the desired signal is set to be Θ = [θ s − 7°,θ s + 7°]. All results are averaged, based on 200 independent simulation runs.
The performance of the proposed algorithm is compared with the sample matrix inversion (SMI) beamformer, the eigenspace-based beamformer (ESB), the reconstruction-estimation (Rec-est.) beamformer [16] , the Capon-estimation (Capon-est.) beamformer [17] , and the Capon-estimation based on little information (Capon-est.-L) beamformer [15] . The dimension of the signal-plus-interference subspace is assumed to be always estimated correctly for the ESB. The CVX Matlab toolbox is used for solving the optimization problem in [15] and [16] . The number of the columns of the orthogonal subspace U s for Capon-estimation (Capon-est.) beamformer in [17] is chosen as 4. Four principal eigenvectors ofR f corresponding to the four largest eigenvalues have been used in the proposed method. However, only the proposed beamformer and ESB form the main lobe in the correct look direction. For the SMI beamformer, the high desired signal SNR and large DOA mismatch together cause the appearance of the nulling in the real DOA of the desired signal. For the Rec-est. beamformer, the inaccurate estimation of the desired signal steering vector brings about an erroneous look direction. For the Capon-est. beamformer and the Capon-est.-L beamformer, the high desired signal SNR makes their main lobes point to the incorrect look directions.
INR versus different SNR of the desired signal are all given out. By observing these results, the process that the desired signal SNR how to affect the performance of each beamformer can be found out. Here, the look direction is still randomly and uniformly distributed at [−2°,12°]. Hence, the random DOA mismatch of the desired signal is still uniformly distributed in [−7°,7°]. The desired signal SNR varies from −20 to 50 dB. The snapshot number is assumed to be 500.
As deduced in the part 3, the proposed beamformer suppresses the interference due to the fact that the steering vector of the interference is approximately orthogonal to Figure 1 The beampattern of beamformers. iþn R s . It implies that the proposed beamformer and the optimal beamformer have nearly the same principle and ability of the interference suppression. The results in Figure 3b investigate this saying. From Figure 3a , it can be found that the output SNR of the proposed one is quite close to the optimal beamformer in a large range from −20 to 50 dB. The optimal weight maximizing the output SINR can be considered as a result of maximizing the output SNR under the premise of its approximately orthogonal to the steering vector of the interference signal. The proposed weight is obtained by using the same scheme. Therefore, the proposed beamformer produce an output SNR quite close to the optimal beamformer. As we know, the reconstructed matrix R s is constructed by using Capon spectral estimator integrated over regions where desired signals are located. Hence, when the SNR is very small, the spectral peak, obtained by using reconstructed matrixR s , corresponding to the real DOA of the desired signal is quite flat. This causes an inaccurate estimate of the rotating vector r, which leads to a slight worse result than the optimal beamformer. The joint action of the output SNR and the output INR results in that the proposed beamformer is always the closest one to the optimal SINR in a large range from −20 to 50 dB (see Figure 3c) .
Because of the removing of the desired signal component from the covariance matrix, the output INR of the Rec-est. beamformer is not much sensitive to the desired signal SNR and can always follow the trend of the optimal beamformer. Moreover, the constraint of w Hâ ¼ 1 makes the value of w H w very small, which gives raise to that the output INR is smaller than the optimal beamformer and the proposed beamformer. However, due to the inaccurate estimation of the steering vector, the output SNR of the Recest. beamformer is inferior to the proposed one. Therefore, the final output SINR of the Rec-est. beamformer is smaller than the proposed one. The performance of the ESB, the Capon-est. beamformer and the Capon-est-L. beamformer can keep quite close to the optimal SINR in a range from −15 to 10 dB but degrade when SNR is higher than 20 dB. This is because their interference suppression becomes worse versus the increase of the SNR. For the SMI beamformer, as shown in Figure 3 , the output SNR decreases and the output INR increases when the high desired signal SNR and large DOA mismatch appear at the same time. Thus, the performance of the SMI beamformer would degrade versus the increase of the SNR.
Example 4: The output SINR versus DOA mismatch In the last example, the output SINR of beamformers versus different DOA mismatches is considered. Same with example 3, the output SNR results and output INR results are also presented. SNR is assumed to be 10 dB and the number of snapshots is chosen as 200. The DOA mismatch is uniformly distributed at [−7°,7°]. Results are presented in Figure 4 . As explained in example 3, the principle of obtaining the proposed beamformer imitates that of the optimal beamformer. When SNR = 10 dB, the proposed beamformer has nearly the same output SNR and INR. Hence, it is easy to find that the proposed algorithm always provides an output SINR almost equal to the optimal value when DOA mismatch has a large uncertainty level. The Rec-est. beamformer is strongly affected by the DOA mismatch level and so does the SMI beamformer. For the Rec-est. beamformer, the imprecise estimation of the steering vector of the desired signal makes the output SNR small when the DOA mismatch level is large. For the SMI beamformer, the wrong constraint of w H a ¼ 1 brings out a nulling in the real DOA of the desired signal. Thus, the output SNR is quite small for large DOA mismatch level. The ESB, Capoon-est. beamformer, and Capoon-est-L. beamformer are not very sensitive to the DOA mismatch level. However, due to the constraint between the weight and the estimate steering vector of the desired signal, their output SNR is smaller than the optimal one and the proposed one. Therefore, their performance is inferior to the proposed beamformer.
Conclusions
A robust beamforming method based on the matrix reconstruction is proposed. In this beamformer, two reconstructed matrices, the interference-plus-noise covariance matrix and the desired signal-plus-noise covariance matrix are used to replace their real sample covariance matrix, respectively. Then, an orthogonal subspace, orthogonal to the interference subspace and including the desired signal subspace, can be obtained based on the principle of the output SINR maximization. Finally, an optimal weight vector can be found by maximizing the output power of the desired signal. This novel beamformer is able to always be a value nearly equal to the optimal value when DOA mismatch has a large uncertainty level and whenever the SNR level of the desired signal is low or high. Moreover, it has an excellent convergence rate. Numerical results demonstrate the effectiveness of the proposed beamfomer compared with some of the existing ones.
