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Over the last decades, the demand for accurate analysis and design techniques 
has  generated  a  great  variety  of  numerical  methods  for  microwave  and 
millimeter-wave  applications.  With  the  advent  of  powerful  computers  and 
workstations, field theoretical models became desirable tools, particularly for the 
design  of  arbitrarily  shaped  components  such  as  antenna  feed  systems  in 
modern  satellite  and  terrestrial  telecommunication  systems  which  usually 
employ  a  large  number  of  such  components,  operating  at  microwave  and 
millimeter-waves frequencies. All the elements of an antenna system can be 
realized using different microwave technologies, but whatever the technology of 
the  circuit  may  be,  Computer  Aided  Design  (CAD)  techniques  are  always 
involved  in  their  design.  As  the  requirements  on  systems  performance  are 
becoming  more  and  more  demanding,  the  traditional  methods  used  for 
components design may no longer be economical. 
Until  recently  numerical  design  methods  also  had  a  serious  drawback.  They 
needed  considerable  computational  power.  With  the  advent  of  the  latest 
computational technologies unprecedented possibilities for such methods have 
been created. All these methods posses an additional degree of generality: they 
can  account  for  a  discontinuity  of  an  arbitrary  shape  and  compute  any 
component  of  the  electromagnetic  field  at  any  place  of  the  computational 
domain.  This  is  an  extremely  relevant  feature  for  the  analysis  of  the  power 
handling capability of a microwave device. 
The  topic  of  this  dissertation  concerns  the  electromagnetic  analysis  of 
waveguide  devices  and  antenna  feed  system  components  by  means  of 
Computer Aided Design tools based on novel numerical methods. In particular, ￿￿￿ ￿ ￿ ￿ ￿ ￿
iv 
attention has been focused on the hybridization of the Finite Element Method 
(FEM)  and  the  Mode  Matching  (MM)  Method  in  order  to  analyze  complex 
devices  with  inhomogeneous  fillings.  Additionally,  a  novel  technique  for  the 
analysis of large arrays of waveguides or Frequency Selective Surfaces of finite 
size has been developed in conjunction with the hybrid MM/FEM. 
The results of the research activity can be divided into four parts, which are fully 
explained in chapters 3, 4, 5 and 6 of this dissertation, respectively.  
In Chapter 1 an outline of the FEM and MM is presented with particular attention 
to their limitations which have led the research activity in the direction of the 
hybridization. 
In Chapter 2, the hybridization of the MM and FEM applied to the analysis of 
homogeneously  filled  waveguide  devices  is  presented,  which  represents  the 
guideline  of  all  my  works.  This  part  may  be  considered  as  a  necessary 
introduction for correct understanding of the following chapters. 
In Chapter 3, the extension of the homogeneous MM/FEM to periodic problems 
such  as  Infinite  Frequency  Selective  Surfaces  is  presented.  This  part  of  the 
work was entirely developed at the Microwave and Radiation Laboratory (MRL) 
of the University of Pisa, during the first period of the doctorate research. 
Chapter  4  focuses  the  attention  on  the  analysis  of  Inhomogeneously  filled 
devices: first, a new Finite Element formulation has been implemented, able to 
analyze arbitrarily filled devices. Next, the hybridization of this new formulation 
with  the  MM  has  been  treated.  This  part  of  the  research  activity  has  been 
developed both at the MRL and at Tilab (Research Department of TelecomItalia 
S.p.A.).  This  method  has  been  successfully  applied  to  the  analysis  of 
waveguide  devices  such  as  UMTS  filters,  phase  shifters  and  waveguide 
junctions. 
In  Chapter  5,  the  extension  of  the  inhomogeneous  MM/FEM  to  periodic 
problems such as Infinite Frequency Selective Surfaces is presented. 
Finally, Chapter 6 presents the application of the hybrid MM/FEM to the analysis 
of phased arrays of waveguides feeding a thick screen with arbitrary shaped 
apertures. At first, the infinite problem has been considered, next the MM/FEM 
approach has been hybridized with the Spectral Decomposition method to allow 
the  analysis  of  the  finite  extent  problems.  The  same  method  can  be  easily ￿￿￿ ￿ ￿ ￿ ￿ ￿
v 
extended to the analysis of finite size FSSs. 
In  order  to  complete  this  preface  I  would  like  to  remember  that  this  PhD. 
Dissertation collects the most relevant results of the research activity obtained 
in the framework of the “Dottorato in Ingegneria dell’Informazione: curriculum 
Sistemi  di  Comunicazione  /  The  doctorate  in  Information  Engineering: 
Communication Systems Curriculum” in the period of three years 2001-2004. I 
spent  most  of  the  time  in  these  years  at  the  Microwave  and  Radiation 
Laboratory, Department of Information Engineering, University of Pisa, Italy, in 
the research group headed by Prof. G.Manara and in close collaboration with 
Prof. A.Monorchio and P.Nepa; from June 2001 to June 2002, I spent one year 
at Tilab, the TelecomItalia S.p.A. research department located in Turin, Italy in 
the Microwave and Antenna Laboratory in close collaboration with Ing. D.Arena 
and  other  engineers  of  the  research  unit;  during  the  second  year  I  spent  a 
period  as  a  guest  researcher,  from  September  to  December  2003,  at  the 
Electromagnetic  Communication  Laboratory  (ECL),  affiliated  with  the 
Communication  and  Space  Sciences  Laboratory  of  the  EE  department,  The 
Pennsylvania State University, University Park, PA, USA in the research group 
headed by Dr. Raj Mittra. 
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￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿
￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿
￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿
￿￿￿ ￿ ￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿
￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿   ￿￿￿! ￿ ￿￿￿￿ ￿￿￿￿ ￿" ￿ ￿ ￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿   ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿#￿ ￿ ￿￿￿￿￿￿ " ￿ ￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿#￿￿ ￿￿￿ ￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿ " ￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿$￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ! ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿% ￿￿￿￿" ￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿
￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿& ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿" ￿￿￿￿￿
￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿" ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿ ￿￿ " ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
￿￿" ￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿￿ ￿" ￿ ￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿" ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿
￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿
￿ ￿% ￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿#￿￿￿￿￿￿￿￿’ ￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿ ￿￿￿￿((￿ ) ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿% ￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ #￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿(￿
￿**￿ ￿ ￿￿￿￿ ￿" ￿ ￿ ￿￿￿+ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿
￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿, ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿
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1.1.  Generalized Scattering Matrix Technique 
In the last decades, the faster and faster evolution of digital computer and their 
wide spread use has been one of the boosting reason of the development of 
numerical  methods  applied  to  the  solution  of  electromagnetic  problems. 
Although analytical formulations were available since the latest ’70, only in the 
last years the computational capability and the memory availability of the digital 
computer  make  their  application  possible.  The  Generalized  Scattering  Matrix 
(GSM)  technique  is  presented  which  is  a  convenient  method  for  analyzing 
complex microwave devices, comprised of separable and longitudinally uniform 
waveguiding structures. It differs from the conventional scattering matrix used in 
circuit  theory  or  microwave  network  theory  in  that  it  is  extended  to  consider 
evanescent as well as propagating modes in each waveguide. Some numerical 
examples are provided to illustrate the importance of the inclusion of higher-
order  modes  for  generating  accurate  solutions  of  waveguide  discontinuity 
problems. 
1.1.1. Introduction to GSM technique 
Many complex microwave  devices can be usually  decomposed into a  set of 
elementary waveguide junctions (canonical step discontinuities) that are located 
at  specific  transverse  reference  planes  where  the  waveguide  cross  section 
changes abruptly, and are connected through longitudinally uniform waveguide 
sections.  In  this  context,  the  Mode  Matching  (MM)  technique  is  capable  of 
providing very accurate results, provided that adequate numbers of higher-order 
modes, including the evanescent ones, are employed for the representation of 
the field within each elementary waveguiding structure [1] [2]. In this approach, 
the electromagnetic fields within the individual longitudinally uniform waveguide 
sections are represented as a weighted summation of elementary solutions to 
Maxwell’s equations, and the weight coefficients are obtained by matching the 
tangential  fields  at  the  interfaces  of  the  sections  where  the  structure  is 
discontinuous. A microwave device can be accurately analyzed by using this 
method, once the equivalent circuits of each of the constituent discontinuities 
have  been  obtained  [3].  However,  a  simple  characterization  of  the 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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discontinuities  in  terms  of  their  conventional  fundamental  mode  scattering 
parameters (S-parameters) cannot recover the full-wave behaviour of the device 
when the interactions between the discontinuities are not negligible, which is a 
common occurrence. In this event, it becomes essential to include the higher-
order modes, generalize the concept of scattering parameters [4] and develop a 
Generalized Scattering Matrix, which is briefly introducted in this chapter. 
The  chapter  is  organized  as  follows.  In  the  next  paragraph,  1.1.2,  the basic 
concepts of guided wave propagation are reviewed in order to derive a modal 
representation  of  the  fields.  This  expansion  is  represented  by  an  equivalent 
circuit, which leads to the definition of the Generalized Admittance Matrix (GAM) 
and  the  Generalized  Impedance  Matrix.  The  modal  representation  is  then 
rearranged in terms of the incident and reflected waves in order to derive the 
definition of the Generalized Scattering Matrix (GSM). The following step is to 
consider the canonical problem of a step discontinuity between two waveguides 
with  dissimilar  cross-sections,  and  use  this  simple  canonical  problem  as  the 
building block for the analysis of more complex geometries comprising multiple 
cascaded discontinuities, as for instance filters, matching networks, directional 
couplers, and so on. Finally, we present some numerical examples to illustrate 
the potentials of the GSM technique.  
1.1.2. Modal expansion 
We begin our discussion of modal expansion by considering the geometry of the 
problem shown in Fig.1.1, viz., a hollow, lossless, metallic waveguide, with a 
uniform cross-section and perfectly conducting (PEC) walls.  
t1
t2
z
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The structure is uniform along z, which is the direction of propagation in the 
waveguide.  We  assume  that  the  guide  is  filled  with  a  homogeneous  and 
lossless  dielectric  material,  with  dielectric  permittivity  e  and  magnetic 
permeability m . 
The solution of the propagation problem is obtained by referring to the source 
free Maxwell’s equations: 
 ,
 .
E j H
H j E
wm
we
Ñ´ = -
Ñ´ =
  (1.1) 
The  differential  equations  (1.1)  are  a  system  of  6  scalar  equations  with  6 
unknowns. Since the cross-section of the waveguide is uniform along the z-axis, 
it is advantageous to split the field solution into two parts, viz., the longitudinal 
components ( z E ,  z H ) and the transverse components ( t E  and  t H ), as follows: 
t z z
t z z
E E E i
H H H i
= +
= +
  (1.2) 
The longitudinal and transverse components are interrelated, of course, through 
Maxwell’s  equations  and  they  can  be  easily  derived  from  each  other.  This 
assumption results in a simplification, since we can derive the solution for the 
only transverse components of the fields, and take advantage of the fact that 
the longitudinal components are dependent on the latter and vice versa [5]. 
It can be shown that for the problem at hand, Maxwell’s equations can be cast 
in  the  form  of  an  eigenvalue  problem  whose  solutions  (eigenfunctions) 
represent  a  set  of  elementary  configurations  (modes)  supported  by  the 
structure. They constitute a complete set of basis functions for representing the 
fields in the waveguide. In view of this, we can express the transverse field 
components as summations of modes with complex amplitudes as: 
( ) ( )
( ) ( )
, 1 2 1 2
1
, 1 2 1 2
1
, ; , ; ,
, ; , ; ,
t t m
m
t t m
m
E t t z E t t z
H t t z H t t z
¥
=
¥
=
=
=
￿
￿
  (1.3) 
where  1 2 ( , ) t t   represent  the  coordinates  in  the  transverse  plane  as  shown  in 
Fig.1.1 (in rectangular coordinates  1 2 , t x t y = = ).  7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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The  separation  into  longitudinal  and  transverse  components  enables  us  to 
define three types of modes: 
(i)  transverse electric (TE) for which we have  0 z E =  (in this case the 
electric field is totally transverse:  t E E = ); 
(ii)  transverse  magnetic  (TM)  for  which  we  have:  0 z H = ,  (i.e.,  the 
magnetic field is totally transverse:  t H H ￿ = ); 
(iii)  transverse electric and magnetic (TEM) for which we have both  z E  
and  0 z H = . 
By  invoking  the  principle  of  separation  of  variables,  we  can  represent  the 
electric and the magnetic field components of each mode as a product of a 
scalar  function  of  z  and  a  vector  function  of  the  transverse  coordinates  that 
read: 
( ) ( ) ( )
( ) ( ) ( )
, 1 2 1 2
, 1 2 1 2
, ; , ,
, ; , .
t m m m
t m m m
E t t z V z e t t
H t t z I z h t t
=
=
  (1.4) 
Following the well established terminology for waveguiding structures, we refer 
to the functions  m e and  m h  as the modal vector functions, and to  ( ) m V z  and 
( ) m I z   as  the  modal  scalar  functions.  The  latter  satisfy  the  transmission  line 
equations (telegraphist’s equations), with the standard solution: 
( )
z z jk z jk V z V e V e
- + + - = + ,  (1.5) 
( )
m m j z j z
m m m I z I e I e
b b - + + - = + .  (1.6) 
The modal scalar functions can be interpreted as the equivalent voltages and 
currents associated with the m
-th mode of the multimode line, the waveguide. 
The corresponding modal characteristic impedance for the m
-th mode is given 
by: 
( )
z z jk z jk V z V e V e
- + + - = +   (1.7) 
and  these  impedances  can  be  chosen  such  that  they  normalize  the 
corresponding modal vector functions. In particular, if we choose: CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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0, 0,
  for TE modes
  for TM modes
m
m m
m
Z
wm b
z
b we
￿
= = ￿
￿   (1.8) 
the modal vector functions are related as follows:  
z e h i º ´ .    (1.9) 
The  modal  vector  functions  are  the  solutions  of  an  eigenvalue  problem;  in 
particular, we can introduce a potential function  m j , which satisfies the two-
dimensional eigenvalue equation: 
( ) ( ) 0 , , 2 1
2
, 2 1
2 = + Ñ t t k t t m m c m t j j ,  (1.10) 
with the following boundary conditions on the contour C of S: 
0, m C j =  for TE modes  (1.11) 
0,
m
C n
j ¶
=
¶  for TM modes  (1.12) 
where  n ¶ ¶   is  the  derivative  along  the  outward  normal  to  the  contour  C.  In 
(1.10),  , c m k  is  the transverse eigenvalue  of the  m
-th mode. The value of the 
transverse  eigenvalue  (and,  consequently,  the  final  form  of  the  solution  jm) 
depends on the geometrical shape of the waveguide cross-section. Once we 
have obtained the solution for  m j , the corresponding vector functions can be 
evaluated from: 
       for TE modes
          for TM modes
z t m
m
t m
i
e
j
j
´Ñ ￿
= ￿-Ñ ￿   (1.13) 
The wave number along the z-axis for the m-th mode is given by:  
2 2
TE H z z t k k k w em = = -
  (1.14) 
An examination of the above equation leads to some useful interpretations of 
the  propagation  properties  of  the  waveguide.  Specifically,  we  note  that  the 
propagation  constant  { } m z e k b = Â   in  (1.14)  goes  to  zero  at  the  cut-off 
frequencies given by: 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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,
,
c m
c m
k
w
me
=
  (1.15) 
For frequencies below the cut-off, the wave number is purely imaginary and the 
corresponding mode is evanescent, with an attenuation constant given by:  
2 2
. m m c m j k b a w e m = = - ,  (1.16) 
A TEM mode can be interpreted as a limiting case of a TE or TM mode, with a 
null transverse eigenvalue  c k . It exists only if the guiding structure consists of at 
least two parallel electric conductors (i.e., two separated metallic regions on the 
guiding  structure  transverse  plane).  This  mode  has  no  cut-off  and  its 
propagation  constant  is  identical  to  that  relevant  to  a  uniform  plane  wave 
propagating in an unbounded homogeneous medium, with the same electrical 
characteristics as those of the TEM mode, i.e., 
0 z k k w em = =   (1.17) 
In contrast to this, the characteristic impedance of the TEM mode depends on 
both the electric properties of the medium surrounding the guiding structure, as 
well as the geometrical parameters of the transverse plane. 
1.1.3. Circuit representations of the discontinuities 
In  this  section,  we  introduce  a  formalism  that  leads  to  an  N-port  circuit 
representation of a waveguiding system [3]. 
 
Fig.1.2 Geometry for representing a waveguide discontinuity. 
We start by considering a generic discontinuity, with respect to which we define 
two reference transverse planes T1 and T2 (see Fig.1.2), where the electric and 
magnetic fields can be expressed in terms of the modal expansions we have CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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previously introduced. Although, in principle, the modal expansion contains an 
infinite number of terms, from a practical point of view it is sufficient to truncate it 
to a finite value. For convenience, we will refer to each of the reference planes 
as “physical” ports. If we retain Ni modes at the i-th “physical” port (i=1,2) that 
are sufficient to describe the discontinuity, then we need to know N1+N2 modal 
voltages and currents, implying that an equal number of equations relating the 
voltages and currents are required, which can be obtained from the Maxwell’s 
equations. Furthermore, by virtue of the uniqueness theorem, it is sufficient to 
consider only the tangential components at the interfaces (fields transverse to z) 
at both the “physical” ports. The discontinuity can therefore be represented by 
using  its  multi-port  equivalent  circuit,  shown  in  Fig.1.3,  where  each  port  is 
associated  with  a  different  mode  (“modal”  port).  Such  a  network  formalism 
enables us to deal with the voltages and currents, the same manner as in circuit 
analysis, instead of working with the electric and magnetic fields. 
V1
(1) +
-
I1
(1)
+
-
+
-
+
- VN
(1)
1
IN
(1)
1
I1
(2)
VN
(2)
2
IN
(2)
2
Multiport
circuit
V1
(2)
 
Fig.1.3 Multi-port equivalent circuit to the discontinuity depicted in Fig.1.2. 
For the multi-port circuit introduced previously, the set of equations relating the 
voltages and currents can be cast in a more convenient form by expressing all 
the  modal  currents  as  functions  of  the  corresponding  voltages.  More 
specifically, we can obtain the following matrix form:  
V Y I = ,    (1.18) 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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1 1
2 2
(1) (1)
1 1
(1) (1)
11 12
(2) (2)
1 1 21 22
(2) (2)
N N
N N
I V
Y Y I V
Y Y I V
I V
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ = ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿
￿ ￿
  (1.19) 
It is important to note that the voltages and currents in the above equation are 
related by the admittance matrix  Y  , which now includes both the evanescent 
and propagating modes. Consequently, the admittance matrix above is more 
general than the conventional one, which just relates the currents and voltages 
of the propagating modes. Such a generalization leads to the concept and the 
definition of a Generalized Admittance Matrix (GAM). In addition, we can divide 
the  modes  into  two  classes  ,  viz.,  accessible  (propagating)  and  localized 
(evanescent). If we are interested only in the propagating modes (typically the 
fundamental  modes)  at  the  input  and  output  “physical”  ports,  then  the 
corresponding admittance matrix has the dimensions of (2×2), and it can be 
extracted  from  the  corresponding  GAM  whose  dimensions  are 
(N1+N2)×(N1+N2).  To  this  end,  we  consider  the  equivalent  circuit  shown  in 
Fig.1.3, where all the “modal” ports corresponding to the evanescent modes are 
matched to their respective characteristic impedances, so that: 
( ) ( ) ( )
0,            2,...,
i i i
m m m i I Y V m N = - = ,  (1.20) 
with 
) (
, 0
) (
, 0 1 i
m
i
m Z Y =
.  (1.21) 
We can now rearrange and partition the admittance matrix with the objective of 
separating  the  entries  pertaining  to  the  two  fundamental  modes  (subscript  f) 
from to the higher-order evanescent modes (subscript h) as follows: 
ff fh
hf hh
Y Y
Y
Y Y
￿ ￿
￿ ￿ =
￿ ￿ ￿ ￿   (1.22) 
The admittance matrix  ' Y  of the discontinuity can be expressed as: CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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( ) hf hh h f ff Y Y Y Y Y Y 1
0 ' - + - =
,  (1.23) 
where  0 Y  is a diagonal matrix containing the characteristic modal admittances, 
that is: 
1 2
(1) (1) (2) (2)
0,2 0, 0,2 0, 0 diag ,..., , ,..., N N Y Y Y Y Y ￿ ￿ = ￿ ￿ .  (1.24) 
V1
(1) +
-
I1
(1)
+
-
Y0
(1)
Y0
(1)
I1
(2)
(2)
(2)
Multiport
circuit
Y0
V1
(2)
2 2
N1
Y0N2
 
Fig.1.4 Multi-port circuit representation of a waveguide discontinuity for deriving the standard 
admittance matrix. 
It  is  important  to  realize  that  the  higher-order  modes,  though  inaccessible, 
nevertheless  influence  the  behavior  (and  the  final  value  of  the  complex 
amplitude) of the fundamental modes.  
An alternative description can be obtained by expressing the modal voltages as 
functions of the modal currents, so that we can obtain an impedance matrix 
description as follows: 
I Z V = ,    (1.25) 
where Z  is defined as the Generalized Impedance Matrix.  
In microwave applications, a more useful representation of the electromagnetic 
field is obtained by working with the incident and reflected wave vectors of the 
discontinuity, and it is convenient to derive a description which is not tied to the 
particular type of transmission line feeding the network. Towards this end, we 
define a normalized modal voltage of the m
-th mode at the i
-th port as:  7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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) (
, 0
) (
) ( ˆ
i
m
i
m i
m
Z
V
V =
  (1.26) 
Similarly, we can define a normalized modal current of the m
-th mode at the i
-th 
port as: 
) (
, 0
) ( ) ( ˆ i
m
i
m
i
m Z I I =
  (1.27) 
The corresponding voltage and current modal vectors (normalized) are: 
( ) ˆ ˆ i
m V V ￿ ￿ = ￿ ￿    (1.28) 
( ) ˆ ˆ i
m I I ￿ ￿ = ￿ ￿    (1.29) 
These vectors are related by the normalized impedance matrix Z ˆ  as: 
I Z V ˆ ˆ ˆ = ,    (1.30) 
where the entries of the above impedance matrix are defined as: 
) (
, 0
) (
, 0
) , (
, ) , ( ˆ
j
n
i
m
j i
n m j i
mn
Z Z
Z
Z =
  (1.31) 
The  expression  in  (1.31)  can  be  interpreted  as  the  normalized  mutual 
impedance between the m
-th “modal” port at the “physical” port i and the n
-th 
“modal” port at the “physical port” j.  
A similar normalization can also be applied to the GAM, which can be written 
as: 
V Y I ˆ ˆ ˆ = .    (1.32) 
The entries of the above matrix are given by: 
) (
, 0
) (
, 0
) , (
, ) , ( ˆ
j
n
i
m
j i
n m j i
mn
Y Y
Y
Y =
  (1.33) 
and they can also be interpreted in a manner similar to the one used for the 
impedance matrix elements. 
We can now define, at each port, the incident wave amplitude of the m
-th mode 
at i
-th terminal as: CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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m
i
m
i
m
i
m i
m i
m
i
m i
m
Z
I Z V
Z I
Z
V
a
, 0
) ( ) (
, 0
) (
) (
) (
, 0
) (
) (
2
+
= = =
+
+
  (1.34) 
Similarly, the corresponding reflected wave amplitude can also be defined as: 
) (
, 0
) ( ) (
, 0
) (
) (
, 0
) (
) (
, 0
) (
) (
2
i
m
i
m
i
m
i
m i
m
i
m i
m
i
m i
m
Z
I Z V
Z I
Z
V
b
-
= - = =
-
-
  (1.35) 
Finally, using the above definitions, we can fully characterize the device in terms 
of  its  Generalized  Scattering  Matrix  (GSM)  S ,  which  relates  the  vectors 
representing the reflected wave and the incident wave amplitudes. The matrix is 
defined as: 
a S b =     (1.36) 
The above description in terms of the GSM is equivalent to the one in terms of 
the  impedance  or  admittance  matrices.  In  fact,  starting  from  the  following 
equations: 
b a V + = ˆ
,    (1.37) 
b a I - = ˆ
,    (1.38) 
we can also write: 
( ) ( ) b a Z b a - = + ˆ
.  (1.39) 
Using (1.36) we obtain the final result: 
( ) ( ) ( ) ( ) Y Y Z Z S ˆ 1 ˆ 1 1 ˆ 1 ˆ 1 1
- + = - + =
- -
,  (1.40) 
where  1  is  the  unit  matrix  with  dimensions  (N1+N2)×(  N1+N2).  From  the 
knowledge  of  the  GSM  of  a  discontinuity  we  can  obtain  the  corresponding 
admittance and impedance matrices as follows: 
( ) ( ) S S Z Y - + = = - -
1 1 ˆ ˆ 1 1
,  (1.41) 
( )( ) 1 1
1 1 ˆ ˆ - -
- + = = S S Y Z ,  (1.42) 
It is important to recognize that, for linear networks, the matrix S  can always be 
defined,  while  in  some  particular  situations  the  matrices  Z   and  Y   cannot. 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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Moreover, a GSM can always be defined, even if the value of the characteristic 
impedance of the port is not available.  
1.1.4. Step Junction 
Let us consider the discontinuity problem of a junction between two waveguides 
with different cross-sections S1 and S2. 
The  junction  is  located  at  the  plane  z=0.  Let  SC  be  the  common  interface, 
shared by the two waveguides (SC=S1ÇS2) and let SP be the metallic surface at 
the  interface  (for  the  case  shown  in  Fig.1.5,  associated  with  the  boundary 
enlargement).  The  electromagnetic  fields  in  both  the  waveguides  can  be 
expressed in terms of their respective modes. In particular, by using (1.4), (1.5) 
and (1.6) we can express the transverse components of the electromagnetic 
field in the first waveguides (on the left) as a finite summation of modes as 
follows: 
( )
( )
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
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￿
￿
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￿
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￿
￿
=
+ -
=
+ -
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) 1 (
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) 1 (
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1
) 1 ( ) 1 (
, 0
) 1 ( ) 1 (
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1
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e e
e e
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  (1.43) 
Similarly, in the second waveguide (on the right) we have: 
( )
( )
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
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￿
￿
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￿
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￿
￿
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=
- +
t h
Z
b
Z
a
H
t e b Z a Z E
n
N
n
z j
n
n z j
n
n
t
n
N
n
z j
n n
z j
n n t
n n
n n
) 2 (
1
) 2 (
, 0
) 2 (
) 2 (
, 0
) 2 (
) 2 (
) 2 (
1
) 2 ( ) 2 (
, 0
) 2 ( ) 2 (
, 0
) 2 (
2
2
e e
e e
b b
b b
  (1.44) 
In the above expressions, the wave amplitudes of the modes are the unknowns 
in this problem that are yet to be determined.  
As  explained  in  the  previous  section,  a  complete  characterization  of  the 
discontinuity can be obtained if we can relate the (N1+N2) amplitudes of the a
(i) 
incident  waves  to  the  corresponding  amplitudes  of  the  reflected  waves,  b
(i)
 
(i=1,2). We can derive these equations by imposing the boundary conditions at 
the  junction,  viz.,  the  continuity  of  the  transverse  components  of  both  the CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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electric and magnetic fields as follows: 
(2) (1)
(2)
2 1
(2) (1)
   at 
0        at  \
      at 
t t C
t P
t t C
E E S
E S S S
H H S
￿ = ￿
￿
= = ￿ ￿
=
  (1.45) 
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Fig.1.5 Boundary enlargement problem 
The  simplest  way  to  derive  the  desired  (N1+N2)  equations  is  to  impose  the 
continuity condition at (N1+N2) different points. However, such a point matching 
technique, though simple from a conceptual point of view, is not very accurate 
since it imposes the continuity condition only at a finite set of points, and it is 
better to impose the above condition in an integral sense instead. With this in 
mind, we introduce a definition of the inner product, which must be computed in 
the process. 
1.1.5. GSM of a step junction 
In  the  following,  we  derive  the  generalized  a  scattering  matrix  GSM 
representation of the step junction, shown in Fig.1.5, by using the formulation 
based on the conservation of complex power [6][7]. However, it can be shown 
that  any  relation  originating  from  this  formulation  is  equivalent  to  the  ones 
derived by matching the transverse electric fields or the transverse magnetic 
fields at the junction plane. We begin by expressing the transverse electric and 
magnetic fields at z=0 as: 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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From the continuity conditions, we have: 
( ) ( )
( ) ( ) ( ) ( ) t e b a Z t e b a Z
z E z E
n
N
n
n n n m
N
m
m m m
t t
) 2 (
1
) 2 ( ) 2 ( ) 2 (
, 0
) 1 (
1
) 1 ( ) 1 ( ) 1 (
, 0
) 2 ( ) 1 (
2 1
0 0
￿ ￿
= =
+ = + ￿
￿ = = =
  (1.48) 
( ) ( )
( ) ( ) ( ) ( )
1 2
(1) (2)
(1) (2) (1) (1) (2) (2)
(1) (2)
1 1 0, 0,
0 0
1 1
t t
N N
m n m m n n
m n m n
H z H z
a b h t a b h t
Z Z = =
= = = ￿
￿ - = - ￿ ￿
  (1.49) 
Next, we define an inner product between the two functions f1 and f2 as: 
*
1 2 1 2 ˆ , ( ) ( )
C S f f f t f t z dS < >= ´ × ￿ ,  (1.50) 
and  use  this  definition  to  project  the  continuity  equation  of  the  electric 
(magnetic)  field  onto  each  magnetic  (electric)  modal  vector  function  and  the 
continuity equation. Such a projection guarantees that the continuity is ensured 
not only at a discrete set of points, but across the junction in an integral sense. 
In particular, by projecting the first equation onto the eigenfunctions  * ) 1 (
m h  we 
have: 
( ) ( )
( ) ( )
1
1
2
1
(1) (1)* (1) (1) (1)
0,
1
(2) (1)* (2) (2) (2)
0,
1
                                
N
m m m m m
m S
N
n m n n n
n S
Z a b e h dS
Z a b e h dS
=
=
+ ´ × =
= + ´ ×
￿ ￿
￿ ￿
,  (1.51) 
Similarly, by projecting the second equation onto the eigenfunctions  * ) 2 (
n e , we 
obtain: CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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( ) ( )
( ) ( )
1
2
2
1
(1) (2)* (1) (1)
(1)
1 0,
(2) (2)* (2) (2)
(2)
1 0,
1
1
                                  
N
m n m m
m S m
N
n n n n
n S n
a b h e dS
Z
a b h e dS
Z
=
=
- ´ × =
= - ´ ×
￿ ￿
￿ ￿
  (1.52) 
By exploiting the orthogonality of the modes at each of the waveguide sections, 
we can express (1.50) and (1.51) in matrix forms as: 
( ) ( ) ( ) ) 2 ( ) 2 ( ) 1 ( ) 1 ( * ) 1 ( ) 1 ( ) 1 (
, 0
1
diag b a A b a S d h e Z
S
m m m + = +
￿ ￿
￿
￿
￿
￿ ￿
￿
￿
￿
× ´ ￿   (1.53) 
( ) ( ) ( ) ) 2 ( ) 2 ( * ) 2 ( ) 2 (
) 2 (
, 0
) 1 ( ) 1 (
2
1
diag b a S d e h
Z
b a B
S
n n
n
-
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
× ´ = - ￿   (1.54) 
The elements of the matrices  ( ) 2 1 N N A ´  and  ( ) 1 2 N N B ´  can be written as: 
( ) ￿ × ´ =
1
* ) 1 ( ) 2 ( ) 2 (
, 0
S
m n n n m S d h e Z a   (1.55) 
( ) ￿ × ´ =
2
* ) 2 ( ) 1 (
) 1 (
, 0
1
S
n m
m
n m S d e h
Z
b   (1.56) 
The above matrices have some special properties and, in order to understand 
them, we resort to the normalization procedure outlined in paragraph 1.1.1, for 
which the characteristic impedance of the equivalent transmission line assumes 
a unit value: 
1 , 0 º m Z     (1.57) 
As a consequence, for the corresponding vector functions of each mode, we 
can write: 
m z
m
m z m m m e i h i h e ´ = ´ =
z
z
1
             ,
  (1.58) 
so that 
( ) ￿ × × =
C S
m n
m
n m S d e e a * ) 1 ( ) 2 (
* ) 1 (
, 0
1
z
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( ) ￿ = × × =
C S
m n n m
m
n m a S d e e b * * ) 2 ( ) 1 (
) 1 (
, 0
1
z
  (1.60) 
This implies that the following relationship holds: 
( )
* T A B =    (1.61) 
i.e, the matrix B is the conjugate transpose of A. It is worth noting that with a 
proper choice of the normalization impedance, some interesting and important 
properties regarding the final form of the GSM can be observed [8]. 
By defining the following diagonal matrices (power matrices): 
( ) 1 1
2 ) 1 ( ) 1 (
, 0
2 ) 1 (
* ) 1 (
, 0
               diag
1
diag
1 1
N N S d h S d e P
S
m m
S
m
m
´
￿ ￿
￿
￿
￿
￿ ￿
￿
￿
￿
× =
￿ ￿
￿
￿
￿
￿ ￿
￿
￿
￿
× = ￿ ￿ z
z
  (1.62) 
( ) 2 2
2 ) 2 ( * ) 1 (
, 0
2 ) 2 (
) 2 (
, 0
              diag
1
diag
1 2
N N S d h S d e Q
S
n n
S
n
n
´
￿ ￿
￿
￿
￿
￿ ￿
￿
￿
￿
× =
￿ ￿
￿
￿
￿
￿ ￿
￿
￿
￿
× = ￿ ￿ z
z
  (1.63) 
(1.53) and (1.54) can be recast in the following form: 
( ) ( ) ) 2 ( ) 2 ( ) 1 ( ) 1 ( b a A b a P + = +   (1.64) 
( ) ( ) ( ) ) 2 ( ) 2 ( ) 1 ( ) 1 ( *
b a Q b a AT - = -   (1.65) 
We can now define the matrices below 
( )
1
1 2 E M P A N N
- = ´  whose dimensions are    (1.66) 
( ) ( )
* 1
2 1
T
H M Q A N N
- = ´  whose dimensions are    (1.67) 
to derive the final matrix representations: 
( ) ( ) ) 2 ( ) 2 ( ) 1 ( ) 1 ( b a M b a E + = +   (1.68) 
( ) ( ) ) 2 ( ) 2 ( ) 1 ( ) 1 ( b a b a M H - = -   (1.69) 
From (1.68) we can  derive the  generalized scattering matrix that relates the 
vectors b and a: 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
=
￿
￿
￿
￿
￿
￿
￿
￿
=
￿
￿
￿
￿
￿
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￿
￿
) 2 (
) 1 (
22 21
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) 2 (
) 1 (
) 2 (
) 1 (
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S S
S S
a
a S
b
b
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where 
( ) ( )
( )
( )
( ) ￿
￿
￿
￿
￿ ￿
￿
￿
￿
- × =
× × + =
+ × =
× - × × + =
-
-
1
1 2
1
1 1
12 22
1
12
11 21
1
11
S M S
M M M S
S M S
M M M M S
E
H E H
E
E H E H
  (1.71) 
are the self and mutual blocks of the GSM. 
It should be realized that the computation of the scattering matrix carried out in 
this manner requires the inversion of an ( 1 1 N N ´ ) matrix for each frequency. 
Finally, the scattering parameters of the discontinuity can be finally obtained by 
identifying the first element of each of the sub-matrices (see Fig.1.6) that are: 
( ) 1 , 1 11 11 S s =   ,   ( ) 1 , 1 12 12 S s =   ,   ( ) 1 , 1 21 21 S s =   ,   ( ) 1 , 1
22 22 S s =   (1.72) 
For a discussion of the properties of the GSM the reader is referred to [9], [10] 
and [11]. 
N1
N1
N2
N2
11 S
12 S
21 S 22 S
s11
s12
s21
s22
GSM  
Fig.1.6 Identification of the scattering parameters of the step discontinuity as entries of the 
GSM. 
1.1.6. Cascading discontinuities 
A step discontinuity can be viewed as a basic building block for describing more 
complex configurations. We now consider, as a simple example, the geometry 
sketched in Fig.1.7, where two such discontinuities are separated by a distance 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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L.  
a (2)
b (2) bL
(2)
aL
(2) a (3)
b (3)
a (1)
b (1)
z=L z=0  
Fig.1.7 Geometry for the analysis of a double step discontinuity. 
The GSM of the uniform waveguide section spanning from z=0 and z=L, simply 
accounts for the phase shift (and/or attenuation) of each mode, as it traverses 
the above section of the guide. This GSM can be written as: 
0
0
D
S
D
￿ ￿
= ￿ ￿
￿ ￿  (1.73) 
where 
{ } diag e n j L D b - = .  (1.74) 
The propagating modes only suffer a phase shift, while the evanescent ones are 
attenuated,  since  bn  is  purely  imaginary  for  the  latter.  If  the  distance  L  is 
sufficiently large, the evanescent modes originating from the first discontinuity 
are  completely  attenuated  and  they  do  not  interact  with  the  second 
discontinuity; hence they can be neglected. 
It is possible to express the wave amplitudes at the second interface in terms of 
the S  matrix defined in (1.9): 
(2) (2) (2)
(2) (2) (2)
0
0
L L L
a b D b
S
D a b b
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ = = ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿  (1.75) 
and 
(2) (2)
L a D b = ;  (2) (2) (2) 1 (2)
L L a D b b D a - = ￿ =   (1.76) 
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It is important to note that, in deriving (1.76), the outgoing waves, transmitted to 
the right of the first discontinuity are interpreted as waves incident upon the 
waveguide section located between z=0 and z=L. By inserting (1.76) into (1.75), 
we obtain the GSM of the entire configuration, formed by the two discontinuities 
flanking the waveguide section in–between. We can generalize the analysis a 
bit further and derive the expression for the GSM matrix when we extend the 
lengths  of  the  waveguide  sections  at  both  ends  of  the  discontinuity  (see 
Fig.1.8). For this case, the expression of the GSM can be written as: 
1 1
2 2
0 0
'
0 0
D D
S S S
D D
f f
￿ ￿ ￿ ￿
= = ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿   (1.77) 
where 
{ }
(1)
1
1 diag e m j l D b - =   { }
(2)
2
2 diag e n j l D b - = .  (1.78) 
To  derive  the  composite  solution  of  this  extended  geometry  case  we  need 
certain  connection  formulas  that  we  provide  below  [8]  and  [12].  Given  two 
structures,  each  of  which  is  characterized  by  its  own  GSM  (1) S   and  (2) S , 
respectively, we can construct a composite GSM by using the following sub-
matrix blocks [1]: 
( )
11 11 12 11 21
12 12 12 22 12
21 21 21
22 22 21 22 12
( ) (1) (1) (2) (1)
( ) (1) (2) (1) (2)
( ) (2) (1)
( ) (2) (2) (1) (2)
1
tot
tot
tot
tot
S S S S E S
S S S E S S
S S E S
S S S E S S
￿ = +
￿
￿
= × + ￿ ￿
￿
￿ =
￿
￿ = + ￿ ￿
  (1.79) 
where 
( )
22 11
1
(2) (1) 1 E S S
-
= - .  (1.80) 
Once again, an inversion is needed to construct the matrix  E  in (1.80), which 
appears in the expressions given in (1.79) for the various blocks.  
It  is  important  to  observe  that  the  expressions  in  Eq.  (1.79)  and  Eq.  (1.80) 
originate from an iterative process that accounts for multiple reflections at both 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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discontinuities. In particular, the modes inside the central section go through a 
multiple  scattering  phenomenon  that  can  be  mathematically  expressed  as  a 
Neumann series with final value given by (1.79). For an in-depth discussion of 
this phenomenon, the reader is referred to [4] where a proof of convergence has 
been provided. 
a (2)
b (2)
a (1)
b (1)
z=-l2 z=0 z=-l1  
Fig.1.8 Reference systems at a step discontinuity analyzed through the transmission matrix. 
Alternatively, we might follow a more intuitive approach, which makes use of a 
representation  in  terms  of  the  transmission  matrix.  It  relates  the  wave 
amplitudes  (both  incoming  and  outgoing)  at  the  first  port  with  those  at  the 
second port as follows: 
(1) (2) (2)
11 12
(1) (2) (2)
21 22
T T a b b
T
T T b a a
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ = = ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿   (1.81) 
For  the  cascaded  junction,  the  total  transmission  matrix  can  be  simply 
expressed as a product of the single transmission matrices: 
( ) (1) (2) tot T T T = .  (1.82) 
However, there are two significant disadvantages when using this approach that 
we can easily identify. The first one arises from the fact that the wave-number in 
the uniform waveguide section between the two step discontinuities exhibits a 
negative sign with respect to the previous representation, implying that the cut-
off modes are mapped into the constituent block matrices with real and positive 
exponentials. This renders the entries of the final matrix unstable, especially for CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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large n and L. The second difficulty stems from the requirement that we must 
use an identical number of modes at both ends of the junction, since the use of 
a different number of modes results in an ill-conditioned matrix. This condition, 
in turn, suffers from the problem of relative convergence that will be discussed 
in the following section.  
1.1.7. Convergence criteria 
The accuracy of the final results is strongly affected by the truncation of the 
series used for the modal expansion. Convergence tests are usually performed 
in order to determine the minimum number of modes required to obtain a certain 
degree of accuracy, i.e., the number of modes is increased until the final result 
does not change significantly. 
However,  an  interesting  phenomenon  can  occur  when  following  the  above 
procedure, namely  the final results may converge to a value which is strongly 
dependent on the ratio N1/N2 of the total numbers of modes used in the two 
longitudinally  uniform  waveguide  sections  directly  connected  to  the 
discontinuity. This phenomenon is known as ‘relative convergence’ and it may 
affect the validity of the final results [13] and [14]. 
Several different criteria have been presented in the literature to cope with this 
problem.  If  we  consider  the  step  discontinuity  problem  reported  in  Fig.1.9, 
where two rectangular waveguides of the same width and different height are 
connected,  it  is  possible  to  show  that  a  correct  result  is  guaranteed  by 
increasing the number of modes and maintaining the ratio N1/N2 approximately 
equal to the ratio h1/h2. Intuitively, this result can be explained by considering 
the fact that both modal expansions should be able to follow the same variability 
of the field at both sides of discontinuity; since the basis functions used in the 
modal expansions have different periodicities on each side of the junction, the 
choice of the ratio N1/N2 =h1/h2 leads to the correct behavior of the two final 
expressions. 
For a double step discontinuity (both along height and along width), accurate 
results have been obtained by using the area criterion N1/N2 =A1/A2, where A1 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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and A2 are the cross-sectional areas of the waveguides 1 and 2, respectively. 
However, this criterion is not as general as a more useful one based on the 
condition that the maximum values of the transverse eigenvalues for modes at 
both  sides  of  the  discontinuity  be  the  same.  This  is  known  as  the  spectral 
criterion and it requires that once that the maximum value of the transverse 
eigenvalue kcmax is fixed, only the modes with kc < kcmax are to be retained. 
h1
h2
 
Fig.1.9 Step discontinuity between two different heights rectangular waveguides. 
1.1.8. Electric and magnetic symmetry plane 
Let us consider a generic uniform waveguide: each mode, belonging to the TE 
or  TM  family,  is  characterized  by  a  peculiar  distribution  of  the  transverse 
magnetic and/or electric field (usually called “modal pattern”). For this reason it’s 
possible to define the “electric plane of symmetry”, or the “magnetic plane of 
symmetry”,  as  the  plane  perpendicular  to  the  transverse  electric  ( t E ),  or 
magnetic ( t H ), field in each point of the transverse section of the waveguide. 
H-plane
E-plane
E field
H field 
Fig.1.10 Electric and magnetic symmetry plane for the TE10 mode. 
Considering a uniform rectangular waveguide, the symmetry planes are parallel 
to the coordinate axis of the Cartesian coordinate’s reference system for each 
mode. If the z-axis is set as propagation direction, the TE10 mode has an E 
symmetry  plane  parallel  to  the  x-z  plane,  whereas  the  H  symmetry  plane  is 
parallel to the y-z plane, as sketched in Fig.1.10. CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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Let’s now consider a waveguide junction made by two rectangular waveguides; 
it’s worth noticing that the coupling between two modes is possible if: 
·  The modes are both symmetrical respect an E- or H-plane 
·  The modes are anti-symmetrical respect an E- or H-plane 
Practically, the modes must have distributions of field both symmetrical or both 
anti-symmetrical regarding the previously mentioned planes. 
E-plane
voff=(b2-b1)/2
Simmetry
  H-plane
hoff=(a2-a1)/2
Simmetry
  H-plane
hoff=(a2-a1)/2
Simmetry
Simmetry
E-plane
voff=(a2-a1)/2
 
Fig.1.11 Three kind of symmetry for the TE10 mode: E-plane, H-Plane and both. 
Let’s  consider  a  discontinuity  between  two  rectangular  waveguides  and  let’s 
suppose  to  expand  the  fields  using  the  TE  and  TM  modal  families.  In  a 
rectangular waveguide the symmetry associated to the distribution of the fields 
of the generic TEmn mode depend on the parity of indices m and n. 
For this reason, only those modes pertaining to the modal families characterized 
from  E  and  H  plane,  according  to  the  geometry  of  the  junction,  has  to  be 
selected.  This  is  one  answer  to  the  question:  which  modes  have  to  be 
considering in the coupling procedure. 
1.1.9. Numerical examples 
Numerical  results  are  presented  in  this  section  with  the  objective  of 
demonstrating that the accuracy can be improved by including higher order modes. 
As  a  first  example,  we  consider  a  single  step  discontinuity  problem  at  the 
junction  between  a  rectangular  waveguide  (waveguide-1)  with  dimensions  of 
10×5  mm,  and  a  smaller  rectangular  waveguide  (waveguide-2)  whose 
dimensions are 7×3.5 mm. 7￿8 ￿2￿9 & : ￿; ￿3/ ￿￿￿￿2& 8 7￿￿￿￿2& < ￿￿￿/ = 8 & > ? ￿￿
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Fig.1.12 Amplitudes of the S11 scattering parameters for the boundary enlargement problem at 
the junction between two rectangular waveguides with dimensions 7×3.5 mm and 10×5 mm, 
respectively. The dashed curve is based on the exclusion of the higher order modes. 
The single mode bandwidth of the first waveguide spans from 15 GHz to 30 
GHz,  whereas  the  second  waveguide  exhibits  a  single  mode  bandwidth 
between  21.42  GHz  and  42.84  GHz.  The  S11  of  this  discontinuity  has  been 
calculated by using only the fundamental mode in both the waveguides. These 
results have been compared with those obtained by calculating the whole GSM 
of the discontinuity with 71 and 33 modes in the waveguides, respectively. The 
results  are  shown  in  Fig.1.12,  where  the  net  discrepancy  between  the  two 
curves  clearly  demonstrates  the  importance  of  including  the  higher  order 
modes. 
The effects of higher order modes become even more apparent if we refer to 
the following problem, where a rectangular iris of finite thickness is considered. 
This  problem  can  be  analyzed  by  following  the  methodology  presented  in 
paragraph 1.1.5, where we cascade the two discontinuity problems and shift the 
GSM  of  the  first  discontinuity  toward  the  second  by  a  length  equal  to  the 
thickness  of  the  iris.  In  particular,  the  results  obtained  by  using  only  the 
fundamental modes in the three waveguides sections are shown in Fig.1.13 and 
Fig.1.14 for two different lengths of the iris. CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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Fig.1.13 Amplitude of the S11 scattering parameter relevant to a thick iris in a rectangular 
waveguide. The waveguide has dimensions 10×5 mm whereas the iris has dimensions 7×3.5 
mm and a thickness of 2 mm. The dashed line corresponds to the case where the higher order 
modes are not included. 
This  results  are  compared  with  those  derived  for  the  same  configuration  by 
accounting for the presence of higher order modes (more precisely, 71 modes 
are  included  in  the  first  and  third  waveguide  sections,  while  33  modes  are 
retained in the central waveguide section).  
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Fig.1.14 Amplitude of the S11 scattering parameter relevant to a thick iris in a rectangular 
waveguide. The waveguide has dimensions 10×5 mm whereas the iris has dimensions 7×3.5 
mm and a thickness of 5 mm. The dashed line corresponds to the case where the higher order 
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1.2.  The Finite Element Method 
The Finite-Element Method has become a common tool in the computational 
electromagneticist' s  toolbox  over  the  past  decade.  During  the  decade  of  the 
1990s the method has evolved from an interesting approach with great promise 
for  modeling  structures  that  are  difficult  to  model  using  competing  methods, 
such  as  integral  equation-based  approaches,  to  a  mainstream,  commercially 
available design tool.  
The Finite-Element (FE) Method has become a powerful tool for a variety of 
electromagnetic  design  tasks.  The  FE  method  is  particularly  suitable  for 
modeling full three-dimensional volumes that have complex geometrical details 
and material inhomogeneities. Hence, the FE method is able to model a variety 
of  physically  meaningful  structures  without  the  need  for  re-formulation.  The 
Finite-Element  Method  emerged  during  the  1970s,  to  an  extent,  from  the 
mechanical  and  civil  engineering  communities,  to  become  an  interesting 
approach for solving Maxwell' s equations. It was similar to the FDTD method in 
that it was based on solving a partial differential equation (PDE), rather than an 
integral equation, as is the case for MOM.  
This  fact  has  a  very  important  impact  on  programming  and  implementation 
issues; it also meant that the FE method, like the FDTD method, required no 
new formulation for inhomogeneous materials or for generic geometrical shapes 
and features, suitable for our purposes. This is a powerful aspect of the FE 
method.  Although  it  is  true  that  volumetric  MOM  can  have  some  of  these 
features, the large memory demand of volumetric MOM precluded its use for 
modeling  complex  structures  on  widely  available  computational  resources.  If 
NMoM,  is  the  number  of  unknowns  or  degrees-of-freedom,  then  the  memory 
demand  for  MOM  is  ￿(N
2
MoM).  This  indicates  that  the  memory  consumption 
depends  on  the  square  of  the  number  of  MOM  unknowns.  The  FE  method, 
being a PDE-based formulation, has ￿(NFE) memory demand.  
Hence, the FE method, in principle, offers the potential for simulating a larger, 
more  complex  geometry  than  competing  MOM  formulations.  We  make  this 
statement with a considerable degree of caution, since a pure FE formulation is 
not  always  as  accurate  as  a  pure  MOM  formulation.  That  is,  if  only  the  FE CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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method  is  used,  mesh  closure  must  be  accomplished  using  some  type  of 
artificial,  local  condition.  This  condition  often  leads  to  a  larger  computational 
volume  as  compared  to  the  volumetric  MOM  case  and,  hence,  typically 
NFE>>NMoM. 
Hybrid Finite Element-Boundary Integral (FE-BI) methods avoid this issue by 
utilizing  a  surface  integral  equation  to  enforce  the  mesh-closure  conditions; 
however,  the  boundary-integral  portion  has  ￿(N
2
BI)  storage  requirements, 
assuming the total number of unknowns is given by NFE = Nint + NBI , where Nint 
denotes the interior degrees-of-freedom. An hybridization with the MM lead to a 
2D formulation of FEM and, consequently, to a limited computational burden. In 
Fig.1.15, a classic FE program scheme is shown. 
Pre-Processing
Meshing
Pre-assembly
Assembly
Start
Stop
Post-Processing
System Solver
 
Fig.1.15 Finite element program structure. 
The finite element analysis of any problem involves four steps: 
·  discretizing  the  solution  region  into  a  finite  number  of  sub  regions  or 
elements, 
·  deriving governing equations for a typical element, 
·  assembling of all elements in the solution region, and 
·  solving the system of equations obtained. 
Discretization of the continuum involves dividing up the solution region into sub ￿= ￿￿￿& 8 & ￿￿￿￿9 ￿￿￿8 ￿￿￿￿￿= @ ;￿
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domains, called finite elements. Fig.1.16 shows some typical elements for one-, 
two-, and three-dimensional problems.  
Six-node
Triangle
a)
Three-node
Triangle
Six-node
Triangle
Five-node
Rectangle
Four-node
Quadrilateral
b)
Four-node
Tetrahedron
Eight-node
Hrxahedron
c)  
Fig.1.16 Typical elements for one-, two-, and three-dimensional problems. 
Finite-element  programs  have  several  common  elements,  regardless  of  the 
purpose of the simulation: element shape, etc. In this, the common elements 
are  the  pre-processing,  meshing,  pre-assembly,  matrix  assembly,  matrix 
solution, and post-processing modules. For the case of the solution of a linear- 
equation matrix (what is often called the driven solution, since an excitation is 
given), specification of the right-hand-side data vector is also required. 
1.2.1. Pre-processing 
The pre-processing module is used to collect information from the user about 
the problem to be solved. Typically, this includes the source of the geometry 
specification, the type of solution being required (e.g., eigenmodes or driven 
solutions),  the  frequency,  the  driven  source  specification  (e.g.,  source  type, 
strength, etc.), matrix solution parameters, the requested post-processing of the 
results, etc. Due to its nature, pre-processing is specific to the problem to be 
solved. 
1.2.2. Meshing 
The essence of the FE method is that the mathematics is rather simple (at least 
compared  to  many  MOM  and  asymptotic method  formulations),  whereas  the 
geometry specification is rather complex. This proceeds from the premise that CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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the FE method requires the computer to perform most of the work, compared to 
the programmer performing a higher fraction of the work via a priori analysis. 
Indeed, to a person trained in asymptotic formulations - such as the Uniform 
Theory of Diffraction (UTD) - the analysis involved in FE is trivial, whereas the 
computational effort is rather large. 
1
3
2 Ve1(x1,y1)
Ve3(x3,y3)
Ve2(x2,y2)
y
x  
Fig.1.17 Local and Global numbering 
In the 2D environment, the user can choose triangle, rectangle or polygon. The 
bookkeeping  tasks  associated  with  FE  meshing  are  marginally  greater  than 
those for a volumetric MOM or FDTD grid. Two sets of organization are typically 
required: global and local. 
The global entities (e.g., nodes and edges) are unique in the mesh, whereas the 
local entities are unique only on an element-by- element basis. Three databases 
are typically required: 
·  Element Nodes (total Elements, nodes per element): This array identifies 
which global nodes are associated with each element. The second index 
(the  columns  of  the  array)  corresponds  to  the  local  node-numbering 
scheme. Hence, the entry Element Nodes (13,4) =45 indicates that for 
element 13, the local node 4 corresponds to global node 45. 
·  Global  Nodes  (total  Nodes,  3):  This  array  identifies  the  global  node 
locations in the entire domain. Typically, the columns of the array indicate 
the Cartesian coordinates. For example,  
Global Nodes (24,l) = 3 . 6 ,  
Global Nodes(24,2)=2.4,  
Global Nodes(24,3)=0.0 ￿= ￿￿￿& 8 & ￿￿￿￿9 ￿￿￿8 ￿￿￿￿￿= @ ;￿
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would indicate that global node 24 is located at (x = 3.6, y = 2.4, 
z=0). 
·  Element Edges (total Elements, edges per element) : This array identifies 
the  global  edges  that  are  associated  with  each  element.  The  second 
index corresponds to the local edge number. Hence, the entry in Element 
Edges  (13,4)  =6  indicates  that  for  element  13,  the  local  edge  4 
corresponds to global edge 6. 
1.2.3. Pre-Assembly 
Pre-assembly  is  often  used  to  determine  the  matrix  topology  prior  to  actual 
computation of the matrix entries. This is done for two reasons: 
·  (1) identification of nonzero entries in the sparse matrix, and 
·  (2) matrix-topology reuse. 
The former is necessary to conserve computational resources. Since the FE 
method is based on a PDE formulation, all coupling within the FE domain is 
local. This results in a sparse matrix, since degrees-of-freedom must share an 
element to couple. It would be inefficient to store a large number of zero entries, 
and so it is useful to identify the nonzero entries to optimize the matrix-storage 
scheme.  Although  a  number  of  different  matrix-storage  methods  are  used  - 
depending  principally  on  the  type  of  computer  architecture,  one  of  the  most 
common  is  the  Compressed  Sparse  Row  (CSR)  Method.  In  this,  only  the 
nonzero matrix entries are stored. The second reason for pre-assembly, matrix 
topology reuse is rather simple to understand. The matrix topology does not 
change as a function of frequency. It also does not change for various isotropic 
materials (anisotropic material substitutions can change the topology). Hence, 
there  is  no  need  to  re  determine  the  matrix  topology  (which  takes  a  finite 
amount of time) for these common circumstances. With the frequency variation 
only the value of a subset of elements of the matrices have to be modified. 
Typically,  this  element  can  be  divided  in  two  different  components,  the 
frequency dependent one and the frequency not dependent. CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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1.2.4. Assembly 
Assembly  of  the  matrix  is  essentially  the  filling  process  where  the  actual 
complex (in general) matrix entries are computed and inserted into the matrix-
storage structure. Typically, FE programs assemble this matrix in a round-robin 
fashion, by adding the contribution due to each edge-pair interaction (e.g. the 
matrix entry identified by its row and column location in the matrix) for each 
element, in turn. Hence, the outer loop is over the elements, with inner loops 
over  the  local  test  and  source  edges,  respectively.  This  procedure  is  more 
efficient  than  a  row-by-row  (or  column-by-  column)  matrix  filling  procedure; 
however,  it  means  that  each  matrix  entry  is  not  complete  until  all  elements 
containing that edge have been processed. The actual equations defining the 
matrix  entries  vary  by  element  shape  and  order.  The  shape  corresponds  to 
hexahedra, prisms, tetrahedral, etc., while the order refers to the approximation 
of the function within the element (typically, constant, linear, quadratic, etc.). A 
particularly useful classification scheme is used in [20], where the element is 
described  by  the  order  of  the  expansion  along  the  tangential  and  normal 
directions.  
For  example,  the  most  common  edge  element  utilizes  CTLN  (Constant 
Tangential LiNear) expansion functions, since the expansion is constant (zero
th 
order) along the tangential direction (e.g., parallel to the edge), and linear (first 
order) perpendicular to that edge. 
 
Fig.1.18 Example of nodal based expansion functions. 
1.2.5. Matrix solution 
After the assembly of the system, it is necessary to solve for the unknowns. This 
linear system of equations typically takes the form  ￿= ￿￿￿& 8 & ￿￿￿￿9 ￿￿￿8 ￿￿￿￿￿= @ ;￿
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2
0 A E k B E C E f × - × + × =   (1.83) 
where  the  two  FE  matrices,  A  and  B ,  are  given  by  (assuming  isotropic 
materials)  the  integral  of  i j W W Ñ´ ×Ñ´   and  i j W W ×   over  each  element, 
respectively. The domain of integration is the element containing both the test 
edge (i) and the source edge (j). The matrix  C  represents a boundary integral 
(but we will consider the case without a boundary integral, and so  0 C = ) and 
the right-hand side  f  represents the driving source. Usually, without loss of 
generality, two types of solution are required in practice: 
·  the eigenvalues and corresponding eigenfunctions. Eigenvalues indicate 
the resonant modes of a closed structure. If the right-hand side of the 
equation is set to zero, the Generalized Eigenvalue Problem (GEP) is 
obtained: 
2
0 A E k B E × = + ×   (1.84) 
where 
2
0 k  are the eigenvalues of the system. 
The NetLib Repository at the University of Tennessee and Oak Ridge 
National  Laboratory  is  a  treasure  trove  of  numerical  routines  for  all 
manner of applications (e.g., integration, profiling tools, etc.). Included in 
their  offerings  are  linear-system  solvers  that  have  undergone 
considerable  optimization,  as  well  as  reasonable  assurance  of 
architecture portability. One of the most challenging packages to find on 
the Internet is a public-domain version of a generalized eigenvalue solver 
for  sparse  systems.  To  be  most  useful  for  FE  applications  in 
electromagnetics, this routine must be capable of solving a system that is 
asymmetric, complex-valued, and sparse. The first issue generally is not 
difficult to satisfy, although certain efficiencies are available for symmetric 
systems.  The  second  condition  is  difficult,  although  not  impossible,  to 
satisfy. Since the majority of the codes published on NetLib originated in 
mathematics departments, these programs typically only  allow for real 
valued  matrices.  A  good  programmer  can  convert  such  programs; 
however, it requires a significant amount of work. The final requirement is CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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most difficult to satisfy, since most readily available codes assume a full 
matrix. Although this is fine for debugging an FE code, indeed, the first 
test of an FE code is generally to compute the eigenvalues for a known 
cavity, it is rather wasteful, since a full matrix would contain mostly zeros 
if the GEP is implemented. It appears that ARPACK from Rice University 
fills the needs outlined above. It will solve asymmetric (or symmetric), 
complex-valued, and sparse or structured matrices. No method for solve 
GEP with non-positive definite matrices have been found in literature. 
·  the  driven  solution.  This  type  of  solution  that  of  a  driven  or 
inhomogeneous system, is rather easier to find in literature. The system 
for this case is given by 
2
0 A E k B E f × - × =   (1.85) 
where at least one entry of  f  is nonzero. We are not interested in this 
kind of solution. ￿2￿> ? ￿8 / A ￿3￿9 ￿/ ￿& . ￿￿3? 2￿￿/ ￿3￿
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1.3.  Frequency Selective Surfaces 
Frequency Selective Surfaces (FSSs) which comprise periodic (in one or two 
dimensions) array of patches or apertures in metallic screen and find important 
applications as filters for microwave and optical application, have been the topic 
subject of extensive studies in the last decades. The main characteristic of an 
FSS is that exhibit total reflection or transmission in the neighbourhood of the 
element  resonance  for  patches  or  apertures,  respectively.  In  particular,  the 
aperture-element FSS operate as a high pass filter (it reflects at low frequencies 
and transmits at high frequencies) whereas the FSS made with patches act as a 
low pass-filter.  
 
Fig.1.19 Typical FSS. 
The first kind of devices is commonly labeled as “inductive” FSS in analogy with 
the behavior of the equivalent concentrated parameters circuit, whereas, for the 
same reason, the patches-FSS are called “capacitive”. An FSS may be also 
categorized  as  thin  or  thick  screen  in  dependence  of  the  thickness  of  the 
element related to the wavelength.  
Typically,  the  thin-screen  FSS  usually  refers  to  metallic  conducting  screen CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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(aperture or patches) with thickness smaller than one over thousandth of the 
wavelength at the screen’s resonance frequency. The resonance will generally 
occur when the size of the element is an integer number of half wavelength, 
with the infinite array of elements modifying the spectral response from what it 
would be if it were isolated.  
 
Fig.1.20 Capacitive and Inductive FSS with their equivalent circuit. 
Thin and thick screen FSS find different type of application. In fact, the thin FSS 
is lightweight, small dimensions and are inexpensive, since can be fabricated 
with the conventional PCB (Printed Circuit Board) technology, with or without 
dielectrics.  In  the  freestanding  case  patch  and  aperture  configurations  are 
exactly complementary. On the other hand, thick FSS (usually metallic screen 
with apertures) are very heavy, fabrication is very expensive since it requires 
precision machining of a thick metallic screen. However they can be used in 
high power application such as a satellite ground station antenna, they have a 
good  band  separation  (ratio  between  the  transmission  frequency  and  the 
reflection  frequency  around  1.15)  and  their  size  can  be  reduced  introducing 
dielectrics fillings inside the apertures.  
 
Fig.1.21 Thick and thin FSS ￿2￿> ? ￿8 / A ￿3￿9 ￿/ ￿& . ￿￿3? 2￿￿/ ￿3￿
￿
37 
The application of FSS range over much of the electromagnetic spectrum and 
they are many and varied. In the following three examples will be shown. For 
instance, the use of an FSS screen can improve the performance of reflector 
antennas  working  in  the  microwave  frequency  range.  It  can  allow  the 
transmission and reflection of two feed operating at two different frequencies 
with only one reflector as shown in Fig.1.22a. In fact, if the screen is nearly 
totally reflecting over the operating frequency of one feed and it is nearly very 
transparent  over  the  band  of  the  other  feed,  the  reflector  can  be  utilized, 
applying the frequency reuse, with two antennas in two different frequencies. 
Obviously,  this  behavior  must  be  guaranteed  for  a  great  range  of  angle  of 
incidence and for both the polarization. The desired frequency response of the 
screen is shown In Fig.1.22b, for a single angle of incidence and for a single 
polarization of the incidence field.  
 
Fig.1.22 Reflector antenna system with FSS and spectral response. 
Another interesting application in the microwave frequency range consists of the 
radome design. To work as a radome the screen has to be tuned to provide a 
band  pass  spectral  response  over  the  operating  frequency  range  of  the 
antenna. Out of the operating frequency the screen must nearly totally reflect 
the electromagnetic field in order to limit the interference with other systems. 
Moreover, radome must protect the antenna from the atmospheric events. CHAPTER 1 - AN OUTLINE ON MM, FEM AND FSSS…. 
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Fig.1.23 Picture and response of a radome. 
As third example, it’s worth noticing that FSS can be used in the far-infrared 
region as polarizers or beam splitters. A polarizer can be constructed from a 
diffraction grating such that the field polarized parallel to the grating is reflected, 
while those with an orthogonal polarization are transmitted. 
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2.1.  About Homogeneous MM/FEM 
In  recent  years,  numerical  methods  for  the  computer-aided  design  (CAD)  of 
microwave devices have focused remarkable attention, especially in the field of 
antenna  components  for  space  applications  [1],  [2].  The  accuracy  and  the 
efficiency of such numerical techniques is a very important issue to implement 
effective optimization procedures. Waveguide components (such as polarizers, 
transitions and twists), have been extensively analyzed by using Mode Matching 
(MM) methods [3]. 
This chapter will focus on  a hybrid technique combining the Mode Matching 
(MM) and the Finite Element (FE) methods applied to homogeneous waveguide 
problems. The MM is a well suited method to handle geometries where a modal 
expansion of electromagnetic fields can be derived analytically; in fact, once 
that the modal expansions of the fields is computed, the analysis of a structure 
can be carried out by introducing a limited number of unknowns (ranging from a 
few tens to several hundreds) and, consequently, a low amount of computing 
resources. The FE method is widely used for the analysis of a large number of 
waveguide components because it provides a very high degree of generality 
and it allows us to model complex and irregular structures. On the other hand, 
the accurate approximation of the fields often requires a fine discretization with 
a consequent introduction of a great number of unknowns (up to several tens of 
thousand).  Both  computing  time  and  memory  occupation  are  therefore  large 
with respect to typical MM analysis tools. This hybrid approach combines the 
above two methods in order to retain the advantages of both. More specifically, 
MM is used all over that part of the computational domain where an analytical 
solution  is  available  (e.g.  in  circular  and  rectangular  waveguides),  while 
waveguides  with  arbitrary  cross-section  are  analyzed  by  means  of  FE.  The 
methods  are  therefore  combined  to  obtain  the  Generalized  Scattering  Matrix 
(GSM) of each discontinuity; eventually, the GSM of the entire device is derived 
as a cascade connection of GSM of each simple discontinuity and reference 
plane shifts. 
Other  examples  of  hybridization  of  the  two  methods  have  been  recently 
proposed  in  the  literature.  In  [4]  a  hybrid  MM-FE  technique  is  proposed  for FINITE ELEMENT FORMULATION 
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homogeneous  waveguide  problems,  which  is  based  on  a  nodal  functions 
expansion of scalar potentials. In [5] an approach combining MM with both 2D 
and  3D  formulations  of  FE  method  is  introduced,  using  covariant  projection 
quadrilateral elements. In a more recent paper [6], a new approach based on 
triangular edge elements and transversal field expansion has been proposed, 
providing  a  very  simple  and  straightforward  procedure  for  computing  the 
coupling  integrals  involved  in  the  analysis  of  waveguide  discontinuities.  This 
formulation directly provides the field expansion at the common interface of a 
boundary  reduction  or  enlargement  problem  involved  in  the  analysis  of 
waveguide discontinuities. Moreover, the effectiveness of edge elements in the 
calculation  of  waveguide  eigenfunctions,  also  in  the  presence  of 
inhomogeneities  and  field  singularities,  represents  a  great  advantage  of  the 
present approach.  
The  chapter  is  organized  as  follows:  at  first  a  detailed  formulation  of  the 
technique specifically referring to the GSM and FEM approach is presented. 
Finally,  some  numerical  examples  will  be  shown;  in  particular,  a  septum 
polarizer and a transition from a circular to a square waveguide are designed by 
using the proposed technique. 
2.2.  Finite Element Formulation 
It is well known that in the analysis of a homogeneously filled waveguide, the 
electromagnetic  field  can  be  separated  into  transverse  electric  (TE)  and 
transverse magnetic (TM) modes, which can be solved separately. In particular, 
by assuming a Cartesian reference system with the z-axis coincident with the 
propagation  direction,  the  fields  can  be  decomposed  into  a  transverse 
(dependent only on x- and y-coordinates) and a longitudinal (dependent on the 
propagation direction z) components, respectively, for TE and TM modes, as: 
( , )
( , )
E x y E j z t e
H H x y t
b
￿ ￿ ￿ ￿ - ￿ ￿ = ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿
￿ ￿   (2.1) 
where  b  is the propagation constant along the propagation direction, and  t E
￿
 
and  t H
￿
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section W (Fig.2.1).  
x
y
z
W
C
 
Fig.2.1 Arbitrary shaped cross-section W  of the waveguide or aperture; z is the propagation direction. 
An e
jwt time dependence has been assumed and understood in the following. 
The tangential electric field must satisfy the vector wave equation:  
1 2 2 ( ) ( ) 0 0 E k E t t t r t
r
e b
m
Ñ ´ Ñ ´ - - =
￿ ￿ ￿ ￿ ￿ ￿
  (2.2) 
with  0 0 0 k w e m = ,  being  e0  and  m0  the  dielectric  permittivity  and  magnetic 
permeability of the free space, while er and mr denote their relative value in the 
medium filling the waveguide . In order to obtain the weak form of the vector 
wave equation, eq. (2.2) is projected over a test function  t T  by means of the 
inner product  , ( ) T E T E d t t t t < >= × W ￿
W
￿ ￿ ￿ ￿
, obtaining: 
1 2 [ ( ) ] 0 T E E dS t t t t t
r
g
m
× Ñ ´ Ñ ´ - = ￿￿
W
￿ ￿ ￿ ￿
  (2.3) 
where 
2 2 2
0 r rk g e m b = -   corresponds  to  the  square  of  the  modal  transverse 
eigenvalue  (cut-off  number).  After  applying  some  vector  identities  and  the 
divergence theorem, the final expression for the weak form of the vector wave 
equation is found:  
1 1 2 ˆ [( )( ) ] [ ( ) ] 0 T E T E dxdy T E n dl t t t C t t t t t t
r r
g
m m
Ñ ´ Ñ ´ - × - × Ñ ´ ´ = ￿￿ ￿
W
￿ ￿ ￿ ￿ ￿ ￿
￿ ,  (2.4) 
where  C   represents  the  perfect  electric  conductor  (PEC)  boundary  of  the 
waveguide (Fig.2.1) and  ˆ n is the unit vector normal to the PEC wall. 
If TE modes are considered, the field must satisfy Dirichlet boundary conditions FINITE ELEMENT FORMULATION 
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on C; in this case, the left hand side of eq.(2.4) is set to zero, thus the final weak 
form of the vector wave equation is: 
1 2 ( )( ) T E dxdy T E dxdy t t t t t t
r
g
m
Ñ ´ Ñ ´ = × ￿￿ ￿￿
W W
￿ ￿ ￿ ￿
.  (2.5) 
The same procedure could also be applied to the dual case of TM modes by 
considering the Neumann boundary condition at the PEC boundary. 
The weak form of the vector wave equation is to be solved numerically; to this 
end, the cross section of the waveguide is divided into triangular sub domains 
(triangular finite elements). The choice of the basis functions for the expansion 
of the electric field is very important for gaining accuracy of the method. For our 
problem, we choose edge elements because they most closely match the field 
variation on the transverse plane. In particular, Whitney functions have been 
adopted in this work, which can be interpreted as tangential vector function of 
order one. It’ is worth noting that the boundary conditions  between  adjacent 
elements are automatically satisfied; moreover, the Dirichlet boundary condition 
can be easily imposed along the boundary edges by setting to zero the value of 
the basis function relevant to those edges lying on the PEC wall. An important 
advantage of Whitney elements is the fact that spurious non-physical solutions 
are totally eliminated due to the divergence free property of edge elements.  
For each  element, the transverse electric field 
e
t E
￿ ￿ ￿
 can be expressed as the 
superposition  of  Whitney  edge  element  in  order  to  guarantee  a  constant 
tangential component of the basis function along the corresponding edge, while 
simultaneously providing zero tangential components along the remaining two 
(Fig.2.2-a).  Moreover,  the  amplitude  of  the  Whitney  function  associated  with 
edge i
-th assumes a unit value at the edge and exactly vanishes at the opposite 
node (see Fig.2.2-b): 
3
( , )
1
e e E E W x y t k k k
= ￿
=
￿ ￿ ￿ ￿
.  (2.6) 
In  the  above  formula,  k E
￿ ￿
  denotes  the  average  value  of  the  transverse  field 
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( ) e W l L L L L i i i t j j t i = Ñ - Ñ
￿ ￿ ￿ ￿ ￿ ￿
,  (2.7) 
being  i l  the length of the i-th edge,  ( , ) j L x y  the simplex coordinate for the j-th 
node and  t Ñ
￿ ￿ ￿
 the transverse gradient operator. 
   
 
3 2
1
Triangular domain  
a)        b) 
Fig.2.2 a) Variation of the edge basis function for the edge opposite to the right angle; b) amplitude of the 
Whitney function over a triangular element. 
By  applying  Galerkin  method,  we  choose  the  test  function  as 
e
t T W = .  By 
substituting  the  eq.(2.6)  in  the  weak  form  of  the  vector  wave  equation,  the 
following  generalized  eigenvalue  problem  in  the  unknown  eigenpairs 
2 g   and 
e E is obtained: 
2  ,                 1,2,..... e e e e k E k E e Nelem g × = = Ñ ,  (2.8) 
where 
2 g  is the square of propagation constant for each mode and 
e E  denotes 
the corresponding vector containing the average value of the electric field at 
each edge for every mode. The entries of the stiffness and pencil matrix k
Ñand 
k  are: 
1
( , ) ( ) ( ) e e k m n W W dxdy
e t m t n e
r
m
= Ñ ´ × Ñ ´ ￿￿ Ñ
W
,  (2.9) GENERALIZED SCATTERING MATRIX 
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( , ) e e e k m n W W dxdy
m n e
= × ￿￿
W ,  (2.10) 
being  m and n  the indexes of the edges in the global edge numbering. 
The Dirichlet boundary conditions are applied by eliminating all the rows and 
columns corresponding to the variables associated to the edge elements lying 
on  the  PEC  wall:  Conversely,  the  Neumann  boundary  condition  at  magnetic 
walls needs not to be explicitly enforced since it stands as a natural boundary 
condition  in  the  formulation  adopted  which  relies  on  the  electric  field 
determination. The Generalized Eigenvalue Problem (2.8) involved in this case 
is symmetric and it can be solved by employing the implicitly restarted Arnoldi 
algorithm, so taking advantage of the sparse nature of the matrices involved [9]. 
2.3.  Generalized Scattering Matrix 
The geometry of the problem is depicted in Fig.2.3. It represents a boundary 
reduction discontinuity between a regular waveguide (region 1) and an arbitrary 
cross section waveguide (region 2) for which the field expansion is not known in 
a closed form. 
This  approach  can  be  easily  generalized  either  to  the  case  of  boundary 
enlargement or to mixed type discontinuities or to every kind of arbitrary cross 
section to arbitrary cross section waveguide junctions. Moreover, the method 
can be applied to the analysis of periodically perforated thick metallic screen as 
specified in the chapter 3.  
The electromagnetic behavior of the junction can be devised by computing the 
Generalized Scattering Matrix (GSM) of the waveguide discontinuity. In order to 
derive the GSM, we impose the continuity of the tangential field by applying the 
following boundary conditions at the discontinuity plane: 
(2)
  over  , (1) 2
0       over  , 1 2
(1) (2)
   over  , 2
Et Et
H H t t
￿ W ￿ = ￿
W -W ￿ ￿
= W
￿ ￿
￿ ￿
￿ ￿ ￿ ￿ ￿ ￿
  (2.11) 
where 
( ) u
t E
￿ ￿
  and 
( ) u
t H
￿ ￿ ￿
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respectively, in the waveguide u=1 or u=2. 
W2
W1
z
(1)
(2)
 
Fig.2.3 Geometry of the junction between a standard waveguide (region 1) and an arbitrary cross-section 
waveguide (region 2). 
They can be expressed by resorting to the summation of an infinite number of 
modes: 
( ) ( ) ( ) ( ) ,
1
( ) ( ) ( ) ( ) .
1
u u u u E a b ei t i i i
u u u u H a b h t i i i i
+¥ ￿ ￿ = + ￿ ￿ ￿
￿ ￿ =
+¥ ￿ ￿ = - ￿ ￿ ￿
￿ ￿ =
￿ ￿
￿ ￿ ￿ ￿
  (2.12) 
In  (2.12)  ( ) u ai   and  ( ) u bi   are  the  forward  and  backward  complex  modal 
coefficient associated with the i
-th mode, while 
( ) u
ei
￿
 and 
( ) u
hi
￿
 are the electric 
and the magnetic vector eigenfunctions associated with the same mode. 
In  order  to  obtain  a  linear  system  in  terms  of  the  unknown  complex  modal 
coefficients, eq. (2.11) is projected onto the modal eigenfunctions by means of 
the inner product: 
* ˆ , ( , ) ( , )
2
u v u x y v x y i dxdy z = ´ × ￿￿
W
￿ ￿ ￿ ￿
,  (2.13) 
where u
￿
 denotes the electric or magnetic eigenfunction associated with the field 
expansion,  v
￿
  represents  the  projection  eigenfunction,  ˆ
z i   is  the  propagation 
direction, and the apex * denotes the Hermitian operator. 
The explicit expression for the linear system is:  GENERALIZED SCATTERING MATRIX 
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(1) (1)* (1) (1) ˆ
1 1
1
(2) (1)* (2) (2) ˆ ( ) ,
1 1
2
(1) (2)* (1) (1) ˆ
1 1
2
(2) (2) ( )
1
a b e h i dS i j i i z i j
a b e h i dS i j i i z i j
a b h e i dS i j i i z i j
a b hi i i j
+¥ +¥ ￿ ￿ ￿ ￿ + ´ × = ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ = = W
+¥ +¥ ￿ ￿ = + ´ × ￿ ￿ ￿￿ ￿ ￿
￿ ￿ = = W
+¥ +¥ ￿ ￿ ￿ ￿ - ´ × = ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ = = W
+¥
= - ￿
=
￿ ￿
￿ ￿
￿ ￿
￿(2) (2)* ˆ ,
1
2
e i dS j z i
+¥ ￿ ￿ ´ × ￿ ￿￿ ￿ ￿
￿ ￿ = W
￿
 (2.14) 
which can be rewritten in a more compact form by introducing a matrix based 
notation: 
( )
( )
(1) (1) (1) (2) (2)
(1) (1) (2) (2) (2)
( ) ,
( ) .
H
a b P a b C
a b C a b P
+ = +
- = -
  (2.15) 
In (15),  a and b  are the complex modal coefficient vectors,  
( )
2
(2) (1)* ˆ ( , ) i j z C i j e h i dS
W
= ´ × ￿￿
￿ ￿
,  (2.16) 
is the coupling integral and  
( )
( )
( ) ( )*
( )
ˆ    if   ,
( , )
0                                        otherwise,
u
u u
i j z u e h i dS i j
P i j W
￿ ´ × = ￿ = ￿
￿
￿
￿￿
￿ ￿
  (2.17) 
denotes the power integral in both waveguides. 
From (2.15) with some algebraic manipulation, the expressions for the blocks 
forming the GSM of the discontinuity can be obtained. 
( ) ( )
( )
( )
( )
1
11
21 11
1
2 12
22 12
S I M M M M I h e h e
S M I S h
S M M I M e h e
S I M S h
- ￿
= + × × × - ￿
￿
￿ = × - ￿
￿ - ￿ = × × + × ￿
￿
= - × ￿ ￿
  (2.18) 
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( )
( )
1 (1)
1 (2)*
,
.
h
H
e
M P C
M P C
-
-
= ×
=
.  (2.19) 
In order to render the frequency response of the junction independent of the 
power  associated  with  the  modes  of  the  two  different  waveguides,  a  power 
normalization of the GSM elements is introduced. With reference to (2.18) the 
elements of the normalized GSM are: 
( ) ( )
( ) ( )
( , ) ( , ) ( , )/ ( , )  ,    1 2,
( , ) ( , ) ( , )/ ( , ) ,     1 2.
n u u
uu uu
n u v
uv uv
S i j S i j P i i P j j u ,
S i j S i j P i i P j j u,v ,
= =
= =
  (2.20) 
As  previously  mentioned,  the  main  objective  of  the  hybrid  approach  is  the 
computation  of  the  Generalized  Scattering  Matrix  (GSM)  of  a  discontinuity 
between  two  waveguides  of  arbitrary  cross  section  (Fig.2.3).  This  can  be 
obtained by introducing the coupling matrix C  between the modes of waveguide 
1 and the modes of waveguide 2, and deriving the corresponding GSM via the 
matrix formulation described above. In the FE method solution, the electrical 
eigenfunctions are obtained for the TE modes and the magnetic ones for the TM 
modes. The coupling integral can be rewritten in an explicit form by considering 
the relationship between  i e
￿
 and  i h
￿
inside a homogeneous filled waveguide: 
( )
/ ˆ TE TM
i i z i h Z i e = ´
￿ ￿
,  (2.21) 
where 
TE
i Z  and 
TM
i Z  are the modal impedances, expressed as: 
,
TE TM zi
i i
zi
k
Z Z
k
we
wm
= =   (2.22) 
In  (2.22),  zi k   denotes  the  propagation  constant  for  the  i
-th  mode,  w   is  the 
angular frequency and  m  and  e  represent the magnetic permeability and the 
electric  permittivity  of  the  medium  filling  the  waveguide,  respectively.  If  we 
consider  a  standard  TE/TM  modal  expansion,  the  coupling  matrix  can  be 
calculated as: GENERALIZED SCATTERING MATRIX 
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In  a  similar  way,  it  is  possible  to  obtain  the  elements  of  the  power  integral 
matrix, which results to be diagonal:  
2
2
*
(2) (2)
(2) (2) (2)
1
, for TE modes,
1
( , )    , for TM modes,
0 .
*
j i TE
i
*
j i TM
i
e e dS i j
Z
P i j h h dS i j
Z
i j
W
W
￿￿ ￿
￿ × = ￿ ￿
￿￿ ￿
￿
￿ = × = ￿
￿
￿
￿ ¹ ￿ ￿
￿￿
￿￿   (2.24) 
It  is  worth  noting  that  by  applying  the  above  expressions  to  a  boundary 
enlargement junction the modal coupling TM/TE is identically zero; while if a 
boundary reduction type junction is considered, the coupling integrals between 
TM  modes  and  TE  are  null.  The  evaluation  of  the  coupling  integrals  is 
performed by using a standard gaussian two-dimensional quadrature formula, 
employing  three  or  nine  points  per  element.  We  also  note  that  the  integrals 
involved  in  (2.23)  are  frequency  independent.  A  frequency  sweep,  therefore, 
can be obtained simply by updating the multiplying factors depending on Kz.  
More  complex  components  can  be  analyzed  as  the  cascade  of  single 
discontinuities of the kind described above. Eventually, the GSM of the entire 
device can be carried out as a cascade connection of the GSM of each simple 
discontinuity and reference plane shifts.  
The accuracy of the analysis proposed, however, is very sensitive to the quality 
of the discretization employed [10], and in particular to the shape of triangular 
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2D-Quality  mesh  generator  has  been  developed  and  embedded  into  the 
electromagnetic  analysis  software.  This  tool  is  based  on  the  Boyer-Watson 
approach  to  Delaunay  triangulation.  In  fact,  Delaunay  properties  guarantee 
mesh with pseudo-equilateral triangular finite elements in order to achieve a 
good  interpolation  of  fields.  Mesh  quality  can  be  also  improved  by  using 
Laplacian smoothing and mesh relaxation [12]. The mesh can be also locally 
refined in order to get a better representation of the fields in critical regions of 
the domain, for example close to sharp edges or irregular boundaries. On the 
other  hand,  the  control  on  the  mesh  generator  when  running  the  simulator 
allows the user to have more flexibility into the design of such components. In 
particular, it would be possible to employ a preliminary analysis in the design 
and optimization phase by means of a coarse mesh, when a fast simulation tool 
is mandatory to achieve the required performance. At the end of this phase, a 
more accurate analysis is necessary to check the results by means of a finer 
mesh.  Common  commercial  software  can  be  also  used  to  generate  the 
discretization meshes. 
2.4.  Modal selection criteria 
It is important to observe that the accuracy of the MM technique is strongly 
affected by the number of modes taken into account for representing the fields 
both for the Floquet expansion and for the waveguide. In order to avoid the well 
known  problem  of  relative  convergence,  a  spectral  criterion  has  been 
implemented. As a first step, we set the number of modes in the FE region, 
according  to  the  criterion  suggested  in  [6].  For  nearly  uniform  meshes,  the 
maximum value of the transverse eigenvalue related to the average length ( av ￿ ) 
of the edges is derived as:  
max
c
av
k
p
a =
￿
, with 0.5 0.7 a < <   (2.25) 
Next, the modes of the FE region exhibiting a transverse eigenvalue smaller 
than 
max
c k  are selected and ordered with increasing values for both the TE and 
the TM families. Once that 
max
c k  is fixed, we select all those analytical known 
modes that guarantee the same spatial variation on the transverse plane along DESIGN OF WAVEGUIDE COMPONENTS USING MM/FEM 
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the two principal directions (x and y) in the rectangular waveguide. 
2.5.  Design of Waveguide Components Using MM/FEM 
Some  examples  of  waveguide  component  designs  performed  by  the  hybrid 
MM/FE  method  proposed  are  reported  in  this  section,  to  demonstrate  the 
effectiveness of the numerical procedure through comparisons with reference 
data obtained either by experiments or by alternative methods. In particular, the 
case of a septum polarizer and that of a square to circular waveguide transition 
junction will be analyzed in the following. 
2.5.1.  Septum polarizer 
The square waveguide septum polarizer is a compact device frequently used in 
satellite antenna feed systems for converting a linear polarization into a circular 
one (see Fig.2.4).  
LH RH
 
Fig.2.4 Feed system for satellite application. Courtesy of Telecom Italia Lab. 
Its  structure  basically  consists  of  a  square  waveguide  including  a  central 
stepped septum, which connects a square port to a pair of rectangular ports 
(see Fig.2.5). 
 
Fig.2.5  Picture  of  the  realized  component:  courtesy  of  TelecomItaliaLab,  Microwave  and  Antenna 
Department. CHAPTER 2: ANALYSIS OF HOMOGENEOUS FILLED WAVEGUIDE COMPONENTS 
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The polarizer structure, therefore, is composed of rectangular, square and ridge 
waveguides.  
 
 
4
3
2 
1 
E/H   
a)        b) 
Fig.2.6 a) Septum polarizer structure: the width of the input square waveguide is 16 mm; the heights hi  of 
the ridges are 3.1 mm, 6.64 mm, 10.31 mm, 16 mm; the lengths li are 9.63 mm, 8.81 mm, 4.45 mm, 10 
mm, respectively; the ridge thickness is 2 mm; b) Triangulation structured in sub-domains. Courtesy of 
Telecom Italia Lab. 
The device has been analyzed in the past by using the transverse resonance 
method [8]; here, the effectiveness of the MM-FE approach is discussed. In this 
case  the  square  to  ridge,  the  rectangular  to  ridge  and  the  ridge-to-ridge 
discontinuities  have  been  characterized  by  using  the  technique  described 
above. 
 
Fig.2.7 Return loss (continuous line: measurement; square dots: MM-FE analysis) and phase difference 
(dashed line: measurement; circle dots: MM-FE analysis) of the Ku band septum polarizer described in 
Fig. 2.6. Courtesy of Telecom Italia Lab. DESIGN OF WAVEGUIDE COMPONENTS USING MM/FEM 
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In  particular,  the  ridge-to-ridge  discontinuity  can  be  analyzed  employing  an 
extension  of  the  hybrid  method,  in  which  the  modes  of  both  waveguide  are 
computed by using FE. In order to improve the efficiency of the analysis, the 
symmetry  plane  of  the  polarizer  has  been  replaced  by  a  perfect  electric  or 
magnetic wall and only one half of the structure has been considered (Fig.2.6b). 
Moreover, in order to minimize the overall computing time, the entire structure 
has  been  discretized  by  using  a  single  mesh,  properly  structured  in  sub-
domains.  Each  discontinuity  is  analyzed  by  considering  the  subset  of  sub-
domains involved (Fig.2.6b). The return loss and phase difference exhibited by 
the implemented prototype of the Ku band polarizer described in Fig.2.6 are 
presented  in  Fig.2.7,  showing  a  good  agreement  between  measured  and 
computed  results.  In  this  case  a  non-uniform  mesh  of  671  elements  was 
generated. 
The computing time was about 2 minutes (including also mesh generation and 
refinement) for 13 frequency samples on a 250 MHz RISC processor of a SGI 
Origin  2000  machine.  The  analysis  method  presented  seems  very  attractive 
also in view of the automatic optimization of such a kind of component. 
2.5.2.  Square to circular transition 
As a second application of the proposed technique, the transition between a 
square and a circular waveguide has been considered.  
r
l
E/H
E/H
 
Fig.2.8 Geometry for the square to circular discontinuity problem. Courtesy of Telecom Italia Lab. 
This kind of discontinuity is widely used in all antenna feed components placed 
behind a circular horn (e.g. orthomode transducers OMT or septum polarizers).  CHAPTER 2: ANALYSIS OF HOMOGENEOUS FILLED WAVEGUIDE COMPONENTS 
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Fig.2.9 Return loss of square to circular discontinuities at Ku band: r is equal to 11.72 mm, while l ranges 
from 16 mm (square included into the circle) to 24 mm (circle included into the square). The optimum 
condition corresponds to l=20mm. All the curves shown have been obtained using the hybrid MM/FE 
analysis (and tested with Ansoft HFSS). Courtesy of Telecom Italia Lab. 
   
 
Fig.2.10 Design of an optimized square-to-circular transition in the operative bandwidth 9.5-12 GHz. 
Courtesy of Telecom Italia Lab. 
The  electromagnetic  analysis  problem  can  be  tackled  via  a  simple  MM DESIGN OF WAVEGUIDE COMPONENTS USING MM/FEM 
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approach if the circular cross section is entirely included in the square one (or 
vice  versa),  i.e.  when  a  boundary  enlargement  (or  reduction)  problem  is 
involved. However, the choice of imposing the same characteristic impedance 
for the fundamental mode in the square and the circular waveguide seems very 
interesting when the purpose is the widest possible bandwidth (see Fig.2.8). 
This leads to the following condition for the radius r of the circular section and 
the dimension (l) of the square one: 
'
r l
r
p
=     (2.26) 
where r’ is the first null of the derivative of the first order Bessel function. In this 
case a mixed-boundary problem must be introduced, where the square and the 
circular waveguides are connected via an irregular aperture (see Fig.2.8), where 
also the symmetry planes of the discontinuity are shown). The analysis task can 
be conveniently carried out using the MM-FE approach: the results are shown in 
Fig.2.9. 
 
Fig.2.11 Comparison between the results obtained with the MM/FE approach and Ansoft HFSS. Courtesy 
of Telecom Italia Lab. 
The transition performance can be further improved by introducing an optimized 
cascade of steps in circular waveguide. By mean of optimization tool embedded 
into  the  analysis  software  and  based  on  a  direct-search  algorithm  we  have CHAPTER 2: ANALYSIS OF HOMOGENEOUS FILLED WAVEGUIDE COMPONENTS 
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carried out, as a study case, an optimized transition (see Fig.2.10) operating in 
X-band (9.5 – 12 GHz). 
In Fig.2.11 a return loss better then 32 dB of the component is shown; the result 
obtained  by  using  the  hybrid  approach  is  in  good  agreement  with  HFSS 
simulation. In this latter case, a pseudo-uniform mesh of 303 elements has been 
generated.  The  computing  time  was  about  2  minutes  (including  also  mesh 
generation  and  refinement)  for  40  frequency  samples  on  a  250  MHz  RISC 
processor of a SGI Origin 2000 machine. It is worth mentioning that also in this 
case  the  exploitation  of  symmetry  planes  have  reduced  significantly  the 
computational effort, for which only a quarter of the domain was involved. REFERENCES 
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3.1.  MM/FEM for FSS analysis 
As mentioned in Chapter 1, thick screens periodically perforated with apertures 
are  frequently  used  as  inductive  Frequency  Selective  Surfaces  (FSSs),  i.e., 
structures  with  the  property  of  selectively  reflecting  or  transmitting 
electromagnetic waves at certain frequency bands. They are typically used as 
band-pass  filters,  beam  splitters  or  polarizers,  when  the  periodic  elements 
possess a polarization dependent resonance characteristic [1]. The aim of this 
chapter  is  to  present  a  hybrid  Mode  Matching  (MM)  -  Finite  Elements  (FE) 
technique  to  analyze  inductive  FSSs  with  arbitrarily  shaped  apertures, 
illuminated  by  a  plane  wave  impinging  on  the  structure  with  an  arbitrary 
incidence  angle.  As  a  first  step,  the  electromagnetic  field  in  the  free-space 
region is expanded in a complete set of Floquet’s modal basis functions, with 
unknown complex coefficients [2]. Next, the transverse electromagnetic fields 
inside  each  arbitrarily  shaped  aperture,  considered  as  a  short  section  of  a 
metallic waveguide, are represented by a complete set of waveguide modes 
obtained via the FE approach [3]. Then, boundary conditions are applied at the 
interface between these two regions. Through the computation of the unknown 
modal  coefficients,  the  Generalized  Scattering  Matrix  (GSM)  of  the  free-
space/waveguide  interface  is  determined  [4].  Finally,  the  GSM  of  the  entire 
screen is obtained by considering the cascade connection of the lit face, the 
waveguide  section,  and  the  shadow  face,  then  combining  the  corresponding 
matrices in accordance with the standard formulas for microwave circuits [5]. 
The proposed hybrid scheme combines the MM and the FE method in order to 
retain the advantages of the two techniques, i.e., the numerical efficiency and 
the accuracy of the MM and the capability of the FE method to analyze complex 
and irregular structures. Other examples of hybridization of the two methods 
have  been  recently  proposed  in  the  literature.  A  hybrid  MM/FE  technique  is 
proposed in [6] for homogeneous waveguide problems, which is based on a 
nodal function expansion of the scalar potentials. In [7], an approach combining 
the MM with both 2D and 3D formulations of the FE method is introduced, using 
covariant projection quadrilateral elements. In a more recent paper, a different 
approach has been used, which relies on Whitney edge elements for the FE ,￿ -/ 0 1 / *￿,-0 2 3 ￿ ￿￿"4 "3 5   /   ￿
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region [8]. This formulation directly provides the field expansion at the common 
interface  of  a  boundary  reduction  or  enlargement  problems  in  waveguide 
discontinuities analyses. Moreover, the effectiveness of edge elements in the 
calculation  of  waveguide  eigenfunctions  also  in  the  presence  of 
inhomogeneities  and  field  singularities  constitutes  a  great  advantage  for  the 
present approach. The aim of this part of the work is to extend the formulation 
introduced in chapter 2 [8] to open problems exhibiting periodicities, specifically 
referring to thick inductive screens. Some numerical results are presented to 
demonstrate the accuracy and the effectiveness of this hybrid approach, with 
specific reference to the convergence rate of the technique. A spectral modal 
selection criterion, that makes use of the transverse propagation constant as a 
discriminator parameter both for waveguide modes and for Floquet’s modes, is 
also presented. 
3.2.  Periodic Problem Analysis 
The geometry of this second problem is depicted in Fig. 3.1, where an arbitrarily 
polarized  electromagnetic  plane  wave  impinges  on  a  screen  of  thickness  t, 
periodically  perforated  with  apertures  of  arbitrary  shape.  The  apertures  are 
periodic along the x and the y axes with period  x d  and  y d , respectively. The z 
axis is perpendicular to the screen. In particular, the periodicity directions are 
not necessarily orthogonal, the two directions being allowed to form a skewness 
angle a. Since we suppose the screen to be of infinite extent, also accounting 
for the periodicity of the problem, the electromagnetic field in the regions z>0 
and  z<- t  must  satisfy  Floquet’s  theorem,  so  that  it  can  be  expanded  in  a 
complete  set  of  Floquet’s  modal  basis  functions  with  unknown  complex 
coefficients.  In  the  standard  reference  system  illustrated  in  Fig.  3.1,  the  i-th 
mode of the electric field can be cast in the following form valid for both TE and 
TM polarizations: 
1
,
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In (3.1), 
2 2
ti xi yi k k k = +  denotes the transverse wave number associated with the 
i
-th mode. It is worth observing that a generic i
-th mode is characterized by the 
indexes  m  and  n  in  the  Floquet’s  modal  expansion.  In  particular,  the 
components of  ti k  along the x and y directions result to be: 
0
0
2
cos sin ,
2 2
sin sin .
sin tan
xi
x
yi
x x
m
k k
d
n m
k k
d d
p
f q
p p
f q
a a
= +
= + -   (3.2) 
being  0 k  the free-space propagation wave number. Moreover, q and f are the 
angular  coordinates  of  a  standard  spherical  system,  identifying  the  incident 
wave direction of propagation (see Fig. 3.1). 
The magnetic field relevant to the Floquet’s expansion in (3.1) can be easily 
calculated  as:  ˆ ( )
a a a
i i i z h Y i e = ´   where  the  modal  admittances  assume  the 
following form:  
0
0 0 0
,
a
a a zi
i TE i TE a
zi
K k
Y Y
k K h h
= =
,  (3.3) 
0 h  is the free-space impedance, and 
a
zi K  represents the propagation constant 
along the z axis associated with the i
-th mode: 
2 2 2 2
0 0
2 2
0
       for 
  otherwise
ti ti a
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k k k k
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Fig. 3.1 Geometry for the analysis of the inductive Frequency Selective Surface. ,￿ -/ 0 1 / *￿,-0 2 3 ￿ ￿￿"4 "3 5   /   ￿
65 
Since the screen has a periodical distribution of the apertures and the field is 
expanded  in  terms  of  Floquet’s  modes,  the  analysis  can  be  restricted  to  an 
elementary  cell.  The  geometry  of  the  problem  is  sketched  in  Fig.  3.2;  it  is 
apparent  how  this  problem  is  analogous  to  that  relevant  to  a  boundary 
enlargement or reduction junction between two waveguides. In particular, the 
electromagnetic field inside the screen can be obtained by considering each 
aperture  and  interpreting  it  as  a  metallic  waveguide  with  an  arbitrary  cross-
section. This field has to be matched with the analytical expansion dictated by 
the Floquet’s theorem. 
Sa
Sw
z (1)
(2) (2)
 
Fig. 3.2 The elementary periodicity cell of the thick metallic screen with the arbitrary shaped aperture. 
The GSM of the free-space/waveguide discontinuity is computed first. It can be 
obtained by calculating the coupling and power integrals (2.16) and (2.17) by 
resorting  to  the  same  approach  carried  out  in  the  analysis  of  homogeneous 
waveguide discontinuities: 
( )
( )
* ˆ ,
ˆ ,     ( , ).
w a C e h i dS n m m,n z
Sw
v v v* P e h i dS v a w n n n z
Sv
= ´ × ￿ ￿
= ´ × = ￿ ￿   (3.5) 
In (3.5),  ˆ
z i  denotes the unit vector in the z direction, 
a
n e  and 
a
n h  are the electric 
and the magnetic vector eigenfunctions associated with the n-th mode of the 
Floquet’s  expansions,  whereas 
w
n e   and 
w
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Moreover, Sa represents the surface of the elementary periodicity cell, Sw the 
surface  of  the  aperture  opened  in  the  screen,  and  the  apex  *  denotes  the 
Hermitian operator. 
At this stage, the transverse electric and magnetic fields in the waveguide are 
numerically  available  for  TE  and  TM  modes,  respectively.  Conversely,  the 
Floquet’s  modes  are  expressed  analytically.  Moreover,  the  coupling  terms  in 
(3.5) can be rewritten as: 
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where 
w
i Z  is the impedance of the i
-th mode in the waveguide section. A similar 
procedure can be employed for the power integrals 
v
n P (v=a,w), used to obtain a 
proper  normalization  factor  and  to  determine  the  scattering  matrix  of  the 
interface. In particular, by exploiting the orthogonality of the modes, the power 
integral  for  the  i
-th  Floquet’s  mode  reduces  to 
a a
i i P Y = .  Once  that  both  the 
coupling and the power integrals have been evaluated, we carry out to the GSM 
of the free space-waveguide discontinuity [6], [11]. 
From the knowledge of the GSM of the single discontinuity, the analysis of the 
overall  screen  can  be  carried  out  as  a  cascade  connection  of  scattering 
matrices and reference plane shifts. By exploiting the modularity of the GSM 
approach, complex configurations of the screen can be accounted for, as for 
instance those including irises and homogeneous dielectric fillings. 
3.3.  FSS Analysis by Using MM/FEM 
As  previously  mentioned,  the  proposed  approach  can  efficiently  account  for 
complex configurations, as for instance apertures with irises or inhomogeneous 
fillings. However, to check the accuracy of the proposed technique, we will refer 
in the following to simple configurations. ￿     ￿"4 "3 5   /   ￿2 5 ￿6  / 4 7 ￿￿￿) ￿ ￿ ￿￿
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As a first example, we compare the results provided by this approach with those 
obtained  by  applying  a  current-based  procedure  combining  the  Method  of 
Moments  (MoM)  and  the  Boundary  Integral–Resonant  Mode  Expansion  (BI–
RME) method [3]. In particular, the frequency response of a thick screen with 
thickness t=8.77 mm is shown in Fig. 3.3; the metallic screen is periodically 
perforated  with  square  cross-shaped  apertures.  The  periodicity  interval  is 
dx=10.49 mm  and  dy=8.08  mm along the x and the y axis, respectively; the 
angle between the two directions of periodicity is a=57° . A plane wave impinges 
on the screen from q=25° , f=0° . 
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Fig. 3.3 Comparison between the results obtained with the MoM BI-RME method (dots) and the MM-FE 
approach. The mesh used for the cross-shaped aperture is shown in the figure (a=8.29 mm, b= 4.98 mm). 
The  aperture  has  been  meshed  by  using  a  triangular  grid  comprising  540 
elements, with 846 edges. For this grid, the expression in (3.7) provides a limit 
value  of  3  mm
-1  for 
max
c k .  By  selecting  the  modes  according  to  the  spectral 
criterion and fixing 
max
c k =2.75 mm
-1, the first 44 TE modes and 29 TM modes 
have been taken into account inside the waveguide, while the first 102 Floquet’s 
modes have been considered in free space. The agreement with the BI-RME 
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Fig. 3.4 Reflection coefficient for TM polarization at 23 GHz calculated with increasing number of modes 
for the waveguide and Floquet’s expansion. 
To  test  the  convergence  of  the  technique,  we  plot  in  Fig.  3.4  the  reflection 
coefficient  for  the  TM  polarization  at  the  frequency  of  23  GHz  versus  the 
maximum  transverse  eigenvalue.  Convergence  is  reached  at 
max
c k ~2.5  mm
-1, 
validating  the  criterion  presented  above.  The  modal  analysis  employed  less 
than 3.5 seconds for each frequency sample on a 1.67 GHz AMD Athlon XP 
processor.  
As a second example, the analysis of a periodically perforated plate of thickness 
t=35.58  mm  with  rectangular  shaped  apertures  is  presented.  Although  the 
geometry  can  be  analyzed  without  the  FE  procedure,  this  sample  has  been 
used  to  test  the  effectiveness  of  the  hybrid  technique  applied  to  FSS.  The 
scattering  parameters  obtained  numerically  by  the  MM-FE  approach  is 
compared in Fig. 3.4 with the measured data presented in [5]. The plate was 
merely  built  to  verify  the  technique  introduced  in  [5],  therefore  it  was  not 
optimized  for  any  specific  frequency  range.  Again,  the  results  confirm  the 
accuracy  of  the  method.  The  dimensions  of  the  apertures  are  a=19.58  mm 
along the x-axes and b=19.22 mm along the y-axes, see the geometry sketched 
in Fig. 3.5. The periodicity of the structure is  x d =23.87 mm and  y d =20.67 mm 
along the x and y axis, respectively, and the angle between the two directions is 
a=60° . A plane wave impinges on the screen from q=30° , f=90° . ￿     ￿"4 "3 5   /   ￿2 5 ￿6  / 4 7 ￿￿￿) ￿ ￿ ￿￿
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Fig. 3.5 Comparison between the measurements reported in (Chen, 1991) (dots) and the MM-FE 
approach. 
The  aperture  has  been  meshed  by  using  a  triangular  grid  comprising  558 
elements.  By  fixing 
max -1 0.9165    c k mm = ,  the  first  40  modes  have  been 
considered inside the waveguide, while the first 68 Floquet’s modes have been 
used in free space. 
As a third example, the analysis of a periodically perforated plate of thickness 
t=35.76 mm with Pyle apertures is presented. The insertion loss computed by 
the MM-FE approach is compared in Fig. 3.6 with the measured data presented 
in [12]. Again, the results confirm the accuracy of the method. The radius of the 
circular part of the Pyle aperture is r=11.43 mm, whereas the height is h=22 mm 
(see the geometry sketched in Fig. 3.6). The periodicity of the structure is 20.68 
mm and 23.88 mm along the x and y axis, respectively, and the angle between 
the two directions is a=30° . A plane wave impinges on the screen from q=30° , 
f=0° . 
The  aperture  has  been  meshed  by  using  a  triangular  grid  comprising  556 
elements, with 863 edges. By fixing 
max
t K =1.0 mm
-1, the first 64 modes have 
been considered inside the waveguide, while the first 72 Floquet’s modes have 
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Fig. 3.6 Comparison between the measurements reported in [10] (dots) and the MM-FE approach. The 
mesh used for the Pyle aperture is sketched in the figure. -￿ ￿ ￿ -￿ 4 *￿   ￿
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4.1.  Motivations and other similar methods 
Computer-Aided electromagnetic methods have become an essential tool for 
designing  many  kind  of  microwave  devices  and  millimeter-wave  integrated 
circuit, in the field of antenna components both for space applications [1], and 
for mobile network system [2]. In particular, waveguide components such as 
phase  shifters  [3],  polarizers,  transitions  [4],  twisted  waveguides,  filters  etc. 
have been frequently analyzed by using the Mode Matching (MM) methods [5]. 
The use of such accurate and efficient numerical techniques allows overcoming 
the utilization of post-assembly tuning elements with a significant improvement 
of  performances.  The  aim  of  this  work  is  to  focus  on  a  hybrid  technique 
combining the Mode Matching formulation, provided by Omar and Schünemann 
for finline discontinuities [6], with a Tangential Vectorial Finite Element (TVFE) 
method, similar to the one by Lee et al. [7], which allows extending the above 
mentioned advantages to inhomogeneous filled device. Typically, MM is applied 
to problems whereas the junctions are made up by waveguides with a canonical 
cross-section and the modal expansions of the electromagnetic fields can be 
derived analytically; in particular, once that the modal expansions of the fields is 
evaluated, the analysis of a structure can be carried out by introducing a limited 
number  of  unknowns  (ranging  from  a  few  tens  to  several  hundreds)  and, 
consequently,  an  accurate  result  can  be  obtained  with  a  low  amount  of 
computing  resources.  On  the  other  hand,  the  FEM  is  widely  used  for  the 
propagation  analysis  of  a  large  number  of  waveguide  components  such  as 
dielectric waveguides [8], optical waveguides [9], etc since it provides a very 
high  degree  of  generality  and  it  allows  one  to  handle  structures  with  cross 
section geometries which are very similar to the real structures employed in 
practical  devices;  besides,  the  proposed  FEM  formulation  allows  analyzing 
inhomogeneous  filled  or  multiply  connected  domain  structures.  The  main 
drawback is that the accurate approximation of the fields often requires a fine 
discretization and a great number of unknowns (up to several tens of thousand). 
For these reasons, the FEM analysis of the entire device frequently demands a 
high amount of computing resources. This hybrid approach combines the above 
two methods in order to keep the advantages of both allowing the analysis of ￿1￿ 04 ￿￿ 01. ( ￿￿. 3￿1￿ ￿￿+￿( 0￿0% ￿+￿￿￿￿ ￿13( ￿
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such complex structures with limited computing time and memory occupation. 
More specifically, MM procedure is used to ensure the continuity of transverse 
electric and magnetic fields through the discontinuities, while the FEM is applied 
to  numerically  retrieve  the  propagation  inside  the  arbitrary  cross-section 
waveguides.  The  effectiveness  and  the  spurious  free  proprieties  of  the 
tangential vector edge elements, also in the presence of inhomogeneities, field 
singularities and lossy materials, represent a great advantage of the present 
approach.  The  methods  are  therefore  combined  to  obtain  the  Generalized 
Scattering Matrix (GSM) of each discontinuity; eventually, the GSM of the entire 
device is derived as a cascade connection of GSM of each simple discontinuity 
and reference plane shifts [4]. 
The hybridization of these two methods has been recently discussed in several 
papers. A brief review of the state of the art and recent advances in hybrid MM-
FE  technique  for  homogeneous  waveguide  problems  is  proposed  in  [10] 
focusing the attention to a FE technique based on a nodal functions expansion 
of scalar potentials. In [11] an approach combining MM with both 2D and 3D 
formulations of FE method is introduced, using covariant projection quadrilateral 
elements. Recently, a new approach [12] based on triangular edge elements 
and transversal field expansion has been proposed, providing a straightforward 
procedure  for  computing  the  coupling  integrals  involved  in  the  analysis  of 
waveguide discontinuities, always for homogeneous waveguide problems. The 
FE formulation adopted in this paper directly provides the field expansion at the 
common interface of a boundary enlargement problem involved in the analysis 
of waveguide discontinuities. However, none of the above mentioned methods 
deals with inhomogeneous structures; for this kind of problems a MM technique 
has  been  conventionally  utilized:  for  instance,  the  analysis  of  step 
discontinuities in a cylindrical waveguide structure is carried out in [4], whereas 
a transition from rectangular waveguide to a shielded dielectric image guide is 
studied in [13]. 
The  chapter  is  organized  as  follows:  a  detailed  formulation  of  the  technique 
specifically referring to the MM, FEM and Hybrid approach is first presented. 
Particular attention is devoted to the gaining of the coupling and power integral, 
as well as to the solution of the generalized eigenvalue problem involving in the )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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FEM.  Finally,  some  numerical  examples  will  be  shown  to  prove  the 
effectiveness and the accuracy of the approach; in particular, the first example 
is a transition from a rectangular waveguide filled with two dielectric ridges and 
an  empty  one,  and  as  second  result  a  horizontal  dielectric  slab  in  a  WR62 
waveguide is shown. 
4.2.  Mode Matching formulation 
In  order  to  illustrate  the  proposed  procedure,  let  consider  a  boundary 
enlargement, double step, discontinuity constitutes by the junction between an 
inhomogeneously filled waveguide, later wg1, of arbitrarily shaped cross-section 
and  a  rectangular  waveguide,  later  wg2,  with  cross-section  W2  as  sketched 
in Fig. 4.1. 
 
Fig. 4.1 Boundary enlargement, double step, discontinuity between an inhomogeneously filled waveguide 
of arbitrarily shaped cross section and a rectangular cross section waveguide. 
The propagation direction has  been assumed to be along the z axes of the 
indicated Cartesian coordinate system. The proposed approach is nevertheless 
general  and  it  can  be  easily  generalized  either  to  the  case  of  boundary 
reduction or to mixed type discontinuities; besides this method well suites every 
kind of arbitrary cross section to arbitrary cross section waveguide junctions. 
The analysis of the inhomogeneous filled waveguide is done by means of the 
full-wave  finite  element  method,  while  the  propagation  inside  the  rectangular 
waveguide is known analytically. The Mode Matching is used to evaluate the 
Generalized Scattering Matrix of the junction following the procedure provided 
by Omar and Schünemann for finline discontinuities [6]. ￿13￿￿￿￿￿ )￿0. ’ ￿￿1+￿2 % ￿￿ 01. ￿
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The electromagnetic behavior of the junction can be devised by computing the 
Generalized Scattering Matrix (GSM) of the waveguide discontinuity. In order to 
derive  the  GSM,  we  impose  the  continuity  of  the  tangential  electric  and 
magnetic  fields  by  applying  the  following  boundary  conditions  at  each 
discontinuity plane: 
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where 
( ) u
t E
￿￿
  and 
( ) u
t H
￿￿ ￿
  represent  the  tangential  electric  and  magnetic  field, 
respectively, in the waveguide u=1,2. In order to obtain a linear system in terms 
of the unknown complex modal coefficients, eq.(4.1) is projected onto the modal 
eigenfunctions by means of the following inner product: 
*
ˆ , ( , ) ( , ) u v u x y v x y z dxdy
W
= ´ × ￿￿
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  (4.2) 
where u
￿
 denotes the electric or magnetic eigenfunction associated with the field 
expansion,  v
￿
  represents  the  projection  eigenfunction,  ˆ z   is  the  propagation 
direction, the apex * denotes the Hermitian operator and  W is the definition 
domain of the eigenfunctions (W1 or W2).  
In particular, the first of (4.1) is projected over the magnetic modal eigenfunction 
relative  to  the  rectangular  waveguide  (wg2),  whereas  the  second  projection 
function  is  the  electric  modal  eigenfunction  relative  to  the  inhomogeneous 
waveguide (wg1). The projection has to be repeated for each mode considered 
in both waveguide; the number of mode is theoretically infinite, but, in practice, 
a limited number is required. The criteria to choose the number of modes will be 
explained in the following. 
The explicit expression for the linear system is:  
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notation: 
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where 
( ) u a  and 
( ) u b  are the complex modal coefficient vectors, respectively, in 
the waveguide u=1 or u=2; the element of the coupling matrix can be found as: 
( )
1
2* 1 ˆ ( , ) i j C i j e h z d
W
= ´ × W ￿￿
￿ ￿
  (4.5) 
and 
( )
*
ˆ ( , )
u
u u
j i
u P i j e h z d
W
= ´ × W ￿￿
￿ ￿
  (4.6) 
denotes the power integral in both waveguides. 
From (4.4), with some algebraic manipulation [1], the expressions for the blocks 
forming the GSM of the discontinuity can be obtained. 
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In order to make the frequency response of the junction independent from the 
power  associated  with  the  modes  of  the  two  different  waveguides,  a  power 
normalization of the GSM elements is introduced. With reference to (4.7) the 
elements of the normalized GSM become: 
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This procedure provides the GSM of a building block for numerous waveguide ￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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devices. The GSM of the boundary reduction or mixed type junction can be 
obtained with simple modal consideration departing from the evaluated ones: 
the first can be retrieved inverting the two ports of the junction, and the latter 
introducing a short length of waveguide between a boundary enlargement and a 
boundary  reduction  junction.  On  the  contrary,  the  analysis  of  arbitrary  cross 
section  to  arbitrary  cross  section  waveguide  junctions  requires  only  that  the 
electric and magnetic eigenfunction at the two sides of the discontinuity has to 
be numerically reconstructed. More complex components can be analyzed as 
the cascade of single discontinuities of the kind described above. Eventually, 
the GSM of the entire device can be carried out as a cascade connection of the 
GSM of each simple discontinuity and reference plane shifts.  
4.3.  Finite Element approach 
An  arbitrarily  shaped  cross-section  waveguide,  as  wg1  sketched  in  Fig.  4.1, 
inhomogeneously  filled  with  anisotropic  dielectric,  eventually  lossy,  is 
considered. 
In order to evaluate the electric field over a generic cross-section, the following 
boundary value problem (BVP) has to be solved [8]: 
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where  W is the waveguide cross-section,  ˆ n denotes the normal vector to the 
electric or magnetic wall,  r e  and  r m  are the isotropic electric permittivity and 
magnetic permeability, respectively, and  0 0 0 k w e m =  represents the free-space 
wavenumber. 
Let’s suppose that the electric field can be divided into the transverse (disposed 
on the x-y plane) and longitudinal component (this component depends only by 
the z coordinate): 
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dependence of the electric and magnetic field from the coordinate x and y will 
be  neglected.  After  decomposing  the  Ñ  operator  into  the  transverse  and 
longitudinal components ( ˆ z
z
t
¶
Ñ =Ñ +
¶
￿￿ ￿￿
) the Helmoltz equation can be split into 
the following equations:  
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z r
r r
z r z
r
E j E E k E
E j E k E
t t t t t t
t t t
b b e
m m
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￿ ￿ ￿
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￿ ￿ ￿ - Ñ × Ñ + = ￿ ￿ ￿ ￿
￿￿ ￿￿ ￿￿ ￿ ￿￿ ￿￿ ￿ ￿￿ ￿
￿￿ ￿￿ ￿￿ ￿
  (4.12) 
The problem described by the equations (4.12) can be solved with two different 
approaches:  the  first  one  solves  the  problem  assuming  that  the  propagation 
constant is known and 
2 k  is the unknown variable; the second one assumes 
that the frequency, and consequentially 
2 k , has a known value and it solves the 
problem with the unknown b. 
The  following  formulation  will  refer  to  the  second  approach  leading  to  the 
solution  of  a  quadratic  eigenvalue  problem  in  the  unknown  variable  b;  the 
solution  of  this  kind  of  problem  is  quite  difficult  and  it  presents  a  heavy 
computational  burden.  Besides,  this  approach  requires  the  solution  of  a 
complex eigenvalues problem. In fact, the unknown b is real if it is associated 
with a propagating mode and it is imaginary for an evanescent one; In order to 
reduce the complexity of the problem, the following change of variables has 
been introduced: 
 ,       z z e E e jE t t b = = -
￿￿ ￿ ￿￿ ￿
  (4.13) 
This  change  of  variables  brings  back  the  system  to  a  problem  with  real 
eigenvalues  in  the  real  variable  g  =b
2;  the  real  and  positive  value  of  g    are 
associated with propagating modes whereas the real and negative value of g  
are associated with evanescent modes. The equations (4.12) become: 
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( )
2 2
0
2
0
1 1
1
z r
r r
z r z
r
e e e k e
e e k e
t t t t t t
t t t
g b e
m m
e
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￿ ￿ ￿
Ñ ´ Ñ ´ + Ñ + = ￿ ￿ ￿
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￿￿ ￿￿ ￿￿ ￿ ￿￿ ￿￿ ￿ ￿￿ ￿
￿￿ ￿￿ ￿￿ ￿
  (4.14) 
The following step consists of defining an inner product in order to project the ￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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equations over a vectorial test function T
￿ ￿
: 
, ( ) T E T E d
W
< >= × W ￿   (4.15) 
Where,  even  the  test  function  has  to  be  transversalized  as  z T T T t = +
￿ ￿ ￿￿ ￿
.  The 
equations (4.14), expressed in form of weighted residual, leads to the so called 
weak
1 form of the wave equation: 
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  (4.16) 
In order to make the solution of the “weak form” easier, the vectorial identity 
( ) ( ) ( ) A B A B A B × Ñ´ = Ñ´ × -Ñ× ´
￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿
  (4.17) 
and the first vectorial Green identity 
  ˆ
C
A d A n d t
W
Ñ × W = × ￿￿ ￿
￿￿ ￿ ￿ ￿ ￿
￿  (4.18) 
have been applied. After noticing that 
ˆ ˆ
C C
A B n d A n B d ´ × = - × ´ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿  (4.19) 
the first of (4.16) becomes: 
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  (4.20) 
C
n W
 
Fig. 4.2 Transverse section, contour and normal unit vector for the waveguide. 
                                                 
1 This form of the wave equation is called “weak” because the presence of the integral imposes 
that the equation has to be solved on average over the domain, rather that punctually over each 
point of the discretized domain. )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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An analogous procedure has been applied to the second equation of (4.16). The 
vectorial identity:  
f A f A A f Ñ× =Ñ× - Ñ
￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿￿
  (4.21); 
and the first vectorial Green identity lead to the equation 
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z z z
r
z
r z z z z
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￿￿ ￿
￿￿ ￿￿ ￿￿ ￿￿ ￿
￿￿ ￿
￿
  (4.22) 
In the (4.20) and (4.22),  ˆ n denotes the unit vector orthogonal to the transverse 
cross-section  of  the  waveguide  and  to  the  contour  C, 
n
¶
¶
  indicates  the 
derivative  along  the  direction  indicated  by  ˆ n  and 
C
d ￿ ￿   represents  the  line 
integral on the contour C of the waveguide. 
Summarizing, the equation (4.12) has been transformed in: 
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  (4.23) 
Applying  to  the  second  and  third  equations  of  (4.11)  the  same  procedure 
aforementioned in order to transversalize the wave equation, the explicit form of 
the boundary condition is found: 
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ˆ 0
            on  wall   
0
ˆ 0
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0
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e n
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e
e e n
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￿￿ ￿￿ ￿
  (4.24) 
Let’s notice that the residual line integral in both of the (4.23) is null on both the 
p.e.c  wall  and  p.m.c.  wall.  Besides,  if  the  contour  is  a  p.e.c.  wall,  both  the ￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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transverse and the longitudinal component of the electric field are null and the 
residuals go to zero; if the contour is a p.m.c wall the residual integral is null 
following the second equation of the (4.24). 
The next step consists of multiplying the right and left part of the equation (4.23) 
by g  and the following is found: 
( ) ( ) ( )
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  (4.25) 
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  (4.26) 
Finally, making explicit the independent variable g , the “weak form” of the wave 
equation is found: 
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  (4.27) 
4.3.1.  Finite Element discretization 
In order to numerically solve the “weak form“ of the wave equation the domain 
of investigation has to be divided into sub-domain (triangular finite element). 
Over  each  one  of  this  triangular  finite  element,  the  electric  and  magnetic 
properties  of  the  material  are  considered  constant,  even  thought  these 
properties can be different for the different elements. This assumption allows 
analyzing inhomogeneously filled waveguide. 
The choice of the base functions related to the expansion of the electric field 
over  the  edges  and  the  nodes  is  a  very  critical  issue.  It  is  possible  to 
demonstrate  that  the  space  of  admissible  functions  for  the  solution  of  this 
problem  is  located  by  a  set  of  vectorial  function  over  each  edge  and  scalar 
function over each node. The edge function has to be continuing between the 
elements along the entire edge, whereas the node function has to be continuing 
over the entire triangular domain. As the employed procedure has decomposed 
the vectorial Helmoltz equation in the transverse and longitudinal component, 
the Tangential vectorial Finite Element (TVFE) can be used to approximate the 
transversal fields while the Lagrange Polynomial scalar function can be used to )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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interpolate the longitudinal field over each node of the mesh. 
 
Fig. 4.3 Example of triangular finite element discretization mesh. 
In particular, the order “0” TVFE function (well-known with the name of Whitney 
functions) have been chosen for the decomposition of the transversal electric 
field over the edges of each triangular element; besides the order “1” polynomial 
scalar  function  (well-known  with  the  name  of  Lagrange  function)  have  been 
chosen  for  the  expansion  of  the  longitudinal  fields  over  the  nodes  of  each 
triangular element. The electric field can be re-write as: 
m
m mW E e ￿ = =
3
1 t t       ed         i i zi z L E e ￿ = =
3
1   (4.28) 
where  m Et  and  zi E  are the average value of the transverse field over the m
th 
edge  of  the  e
th  triangular  element  and  the  exact  value  of  the  longitudinal 
component of the electric field over the n
th node of the same triangular element; 
( ) m m i j j i W l L L L L t t º Ñ - Ñ
￿￿ ￿ ￿￿ ￿￿
  (4.29) 
denotes the elementary Whitney function defined over the m
th edge of the eth 
element. In the equation (4.29) the cyclic Cartesian set of three (m, n, l) and 
(i, j, k) have been used to number the edges and the nodes respectively;  i L  is 
the interpolating Lagrange function of order “1” related to the i
th node of the e
th 
element.  It’s  worth  noticing  that  the  cyclic  Cartesian  sets  of  three  are  not 
independent; in fact the edge m is located between the nodes i and j, the edge n 
is between the nodes j and k, and the nodes k and i contain the edge l (Fig. 
4.4). ￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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edge m
edge n
edge l
node i
node j
node k
 
Fig. 4.4 Cartesian sets of three for the local numbering of edges and nodes. 
The expression of the Whitney functions related to the edge n and l are: 
( ) n n j k k j W l L L L L t t º Ñ - Ñ
￿￿ ￿ ￿￿ ￿￿
  (4.30) 
( ) l l k i i k W l L L L L t t º Ñ - Ñ
￿￿ ￿ ￿￿ ￿￿
  (4.31) 
Appling the Galerkin
2 procedure to the equation (4.27) the test functions are 
m T W t =
￿￿ ￿ ￿￿ ￿
 for the three edges, whereas  i z T L =
￿ ￿
 for the nodes of each triangular 
finite element. Therefore, the discretized version of the “weak form” of the wave 
equation is:  
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  (4.33) 
where the index m denotes the numeration of the edges locally to the triangular 
element, whereas n runs on the transversal test functions; the index i denotes 
the numeration of the nodes locally to the triangular element, whereas j runs on 
the longitudinal test functions. In sake of convenience of notation, the equation 
(4.32) and (4.33) can be re-written with a more compact matricial notation:  
                                                 
2 Expansion function and test function must be the same. )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
  86 
0
0 0
T
z z
A e e B C
e e C D
t t g
￿ ￿ ￿ ￿￿ ￿ ￿ ￿
= - ￿ ￿ ￿ ￿￿ ￿ ￿ ￿
￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿
  (4.34) 
where  t e and  z e   are  the  vectors  whose  elements  represent  the  average 
transveral component of the electric field over each edge of the triangle and the 
punctual  value  of  the  longitudinal  electric  field  over  the  three  nodes  of  the 
element. At this stage the matrices are local to the element (local matrices); the 
procedure  to  assembly  the  matrices  related  to  the  entire  problem  (global 
matrices)  will  be  presented  in  the  following.  Equations  (4.35)  –  (4.39) 
summarize the explicit expression of the generic element of the local matrices: 
( ) ( ) ￿￿ ￿￿ × - ´ Ñ × ´ Ñ =
T
m n r
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m n
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dT W W k dT W W n m A e
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t t
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  (4.38) 
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( , ) j i r j i
r T T
D i j L L dT k L L dT t t e
m
= Ñ ×Ñ + ￿￿ ￿￿
￿￿ ￿￿
  (4.39) 
It’s  worth  remembering  that  the  dimensions  of  the  local  matrices  are  [3x3], 
1 2 3 e E E E t t t t ￿ ￿ = ￿ ￿ and  1 2 3 z z z z e E E E ￿ ￿ = ￿ ￿, and that the electric permittivity 
and  magnetic  permeability  are  constant  over  each  element.  The  latter 
assumption allows bringing those constants outside of the integral operation. 
4.3.2.  Global Matrix Assembly 
Once the local matrices have been evaluated, the global matrices have to be 
assembled in order to obtain the algebraic formulation pertinent to the whole 
discretized  domain.  FE  assembles  this  matrix  in  a  round-robin  fashion,  by 
adding the contribution due to each edge-pair interaction (e.g. the matrix entry 
identified by its row and column location in the matrix) for each element, in turn. 
Hence, the outer loop is over the elements, with inner loops over the local test 
and source edges, respectively. This procedure is more efficient than a row-by-￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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row  (or  column-by-  column)  matrix  filling  procedure;  however,  it  means  that 
each matrix entry is not complete until all elements containing that edge have 
been processed. The only information needed to operate the assembly is the 
correspondence between the numeration locally to the element and the global 
numeration of edges and nodes; let’s consider the Fig. 4.5 paying particular 
attention  to  the  triangular  element  indicated  with  the  letter  “A”.  The  inner 
numeration of the triangle represents the local numeration of the element both 
for edges (e1,e2,e3) and for nodes (n1,n2,n3). The outer numeration denotes 
the global numeration. The two set of numeration are joined by an unambiguous 
correspondence  that  allows  assembling  the  global  matrices  starting  from the 
local ones. It’s worth noticing that each edge can belong to at least two different 
triangular  elements,  whereas  each  node  can  belong  to  a  greater  number  of 
triangular  element;  this  number  corresponds  to  the  number  of  edges  that 
reaches  the  node.  In  Fig.  4.5  the  edge  numbered  as  “e23”  belongs  to  the 
triangular element “A” and to the triangular element “B”, whereas 6 elements 
(A-F) insists on the node numbered as “n58”. 
e21
e23 e18
n1
n2 n3
e1
e2
e3A
B
C
D E
F
 
Fig. 4.5 Correspondence between local and global numeration. 
The assembly of the matrices consists of the copy of the values stored in the 
local  matrices  in  the  correspondent  position  in  the  global  matrices.  For 
instances, relatively to the case sketched in Fig. 4.5, the value of the local edge 
numbered as “e3” in the element A has to be copied into the position relative to 
the global edge “e23”. The same procedure has to be repeated regarding the )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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same edge in the triangular element ”B”.  
e18 e21
e21
e18
e23
e23
A
e18 e21 e23
C
n52
n58
n4
 
Fig. 4.6 Assembly of the global matrices “A” and “C”. 
The contributions of the edges that belongs to two adjacent triangular element 
has to be summed each other taking into account the direction of the edges. In 
order to ensure the continuity of the tangential component of the electric field 
along the edge, a unique direction of the edge is defined; in fact, if the local 
running direction does not accord with the global one, the contribution of the 
local  element  has  to  be  multiplied  by  -1.  This  problem  arises  only  for  the 
vectorial Whitney function; the assembly of the nodal matrices is simpler and 
this problem is not present. 
Once the global matrices are assembled, the same algebraic procedure as in 
(4.34)  has  to  be  repeated  in  order  to  obtain  the  complete  Generalized 
Eigenvalue Problem: 
z z
e e
P M
e e
t t g
￿ ￿ ￿ ￿
= ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
  (4.40) 
where matrices P  and M  are defined as: 
0
0 0
A
P
￿ ￿
= ￿ ￿
￿ ￿
 and 
T B C
M
C D
￿ ￿
= ￿ ￿
￿ ￿ ￿ ￿
,  (4.41) 
the vectors  et  and  z e denote the transverse and longitudinal electric field over 
each edge and node, respectively. 
The accuracy of the proposed analysis, however, is very sensitive to the quality 
of the discretization employed [26], and in particular to the shape of triangular 
elements. For this reason in order to get good control over this critical point, a ￿0. 0￿ ￿￿￿% ￿￿￿. ￿ ￿￿**+1￿)￿￿
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2D-Quality  mesh  generator  has  been  developed  and  embedded  into  the 
electromagnetic analysis software. 
4.3.3.  Electric Boundary Condition 
Before  proceeding  with  the  solution  of  the  Generalize  Eigenvalues  Problem 
(4.40), the electric and magnetic boundary conditions have to be imposed. If the 
contour  of  the  waveguide  is  a  p.e.c.  wall,  the  tangential  component  of  the 
electric  field  over  this  contour  has  not  to  be  evaluated  because  is  null;  in 
practice this operation consists in nullifying the tangential electric field over each 
edge and the longitudinal one over each node belonging to the p.e.c. contour. 
0   PEC edges
0   PEC nodes
n
z
i E
E
t ´ = ￿
￿
= ￿
  (4.42) 
The rows and the column of the stiffness and mass matrices related to those 
edges and nodes becomes identically null and they have to be deleted. The 
dimension of the problem is reduced of a factor equal to the number of the 
edges plus the number of the nodes belonging to the p.e.c. contour.  
4.3.4.  Generalized Eigenvalue Problem solution 
As shown in [15], eq. (4.16) can be rearranged, by an educated guess ￿, to 
result in faster convergence in the following approach. The educated guess ￿
 
can  either  be  obtained  for  lossless  or  lossy  media  by  a  TEM  or  quasi-TEM 
approximation, respectively. In the lossless case the guess represents an upper 
bound for the propagation constant: 
max max
0 k e m Q =   (4.43) 
where  the  apex 
max  represents  the  maximum  value  of  the  permittivity  and 
permeability inside the waveguide. The problem becomes: 
T
T
z z
D A C e e B C
e e C D C D
t t
g
￿ ￿ ￿ ￿ - ￿ ￿ ￿ ￿ Q ￿ ￿ = Q ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ Q- ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
  (4.44) 
Following  the  approach  provided  by  V.V.S.  Prakash  et  al.  [23],  for  planar 
transmission lines analysis, the Generalized Eigenvalue Problem in (4.44) has 
been  solved  by  using  the  Implicitly  Restarted  Arnoldi  Method  (IRAM)  in )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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conjunction with the Multifrontal Decomposition (MD). As a first step, the matrix 
equation in (4.40) was rewritten as: 
Zv Yv l =     (4.45) 
where both Z and Y are sparse, symmetric, and square matrices. However, they 
are not positive definite, and hence, the traditional IRAM is not applicable to this 
equation. The alternative is to convert this system into a standard eigenvalue 
problem of the following form: 
Sv v l =     (4.46) 
by noticing that the IRAM, available in form of public domain library ArPack [24], 
does not require the system matrix explicitly, but accesses it only by way of the 
matrix-vector product. Hence, given a known vector j, the matrix-vector product 
defined by y=S j is computed in two stages as follows: 
x S and y Qx j = =   (4.47) 
where y is the unknown vector to be computed. 
The highly sparse linear system of equations in the second of (4.47) is solved 
by  using  the  MD  approach  [25],  available  in  form  of  public  domain  library 
UMFPack, which utilizes a combined unifrontal/multifrontal technique to handle 
arbitrary sparsity patterns to achieve the fill-in reduction. The frontal approach 
involves finding a permutation of B which, when factorized into its LU factors 
PBQ=LU, where P and Q are permutation matrices, preserves the sparsity and 
numerical  accuracy.  The  whole  sparse  matrices  have  been  directly  filled  in 
compressed  Row-Wise  format  storage  in  order  to  decrease  the  memory 
requirement and speed-up matrices operations. 
4.4.  Evaluation of GSM entries 
In  the  following  paragraph  will  be  explained  how  to  retrieve  the  explicit 
expressions for the elements of the coupling and complex power matrices. 
4.4.1.  Coupling Integrals Evaluation 
Following the formulation afore described, similar to the one used in [10] relating 
to boundary reduction type junction, the coupling integrals have to be evaluated 
in order to determine the GSM matrix of the discontinuity. ￿4 ￿% 2 ￿￿ 01. ￿1￿￿’ ( ￿￿￿. ￿ +0￿( ￿
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Fig. 4.7 Structure of the coupling matrix. 
As the numerical analysis of the electromagnetic properties of the waveguide 
has been performed with the FEM, only the electric field is known in this region. 
The  coupling  integrals  have  to  be  rewritten  in  order  to  display  only  the 
dependence  by  the  electric  field.  Let’s  consider  that  the  numerically 
reconstructed  electric  field  is  known  as  an  interpolation  of  the  Whitney 
expansion functions for the x- and y- component. 
FEM/TE integral 
*
* / ˆ
FEM TE FEM TE FEM TE FEM TE zi
j i ij z xj yi yj xi
k
C E h i d j E h E h d
wm W W
= ´ × W = - - W ￿ ￿
￿￿ ￿
  (4.48) 
FEM/TM integral 
* / ˆ
FEM TM FEM TM FEM TM FEM TM
j i ij z xj yi yj xi C E h i d j E h E h d
W W
= ´ × W = - - W ￿ ￿
￿￿ ￿
  (4.49) 
The  (4.48)  and  (4.49)  integrals  have  to  be  solved  numerically  as  the  FEM 
electric  field  has  not  an  analytical  expression.  The  integration  has  to  be 
performed over each element of the discretization mesh of the domain  W. The 
(4.48) and (4.49) becomes: 
*
/
1 1
( , ) ( , ) ( , ) ( , )
Np Nelem
zj FEM TE FEM TE FEM TE
ij xj nk nk yi nk nk yj nk nk xi nk nk
n k
jk
C E x y h x y E x y h x y
wm = =
-
= - ￿ ￿   (4.50) 
Where  elem N   denotes  the  number  of  triangular  elements,  ( , ) nk nk x y   are  the 
Cartesian  coordinates  of  the  sampling  point  over  each  triangle  and  p N  
represents the number of these points. Repeating the same procedure to the )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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equation (4.49) 
/
1 1
( , ) ( , ) ( , ) ( , )
Np Nelem
FEM TE FEM TM FEM TM
ij xj nk nk yi nk nk yj nk nk xi nk nk
n k
C j E x y h x y E x y h x y
= =
= - - ￿ ￿   (4.51) 
As previously mentioned about the complex power, the normalization factor has 
to be taken into account for the transverse and longitudinal field. The equations 
have to be divided by the propagation constant in order to de-normalize the 
electric  field  numerically  reconstructed.  The  final  expression  of  the  coupling 
integrals is 
*
/ FEM TE FEM TE FEM TE zi
ij xj yi yj xi
j
k
C j E h E h d
wmb W
= - - W ￿   (4.52) 
for the TE modes and 
/ FEM TM FEM TM FEM TM
ij xj yi yj xi
j
j
C E h E h d
b W
- - W ￿   (4.53) 
for the TM ones. 
4.4.2.  Complex Power Evaluation 
As  explained  in  the  previous  paragraph,  the  complex  power  inside  the 
inhomogeneous  filled  uniform  waveguide  has  to  be  evaluated.  The 
electromagnetic behavior of this waveguide is numerically determined. For such 
waveguide  the  nbormal  modes  are  hybrid  modes,  therefore  the  modal 
impedance and/or admittance has not a unique definition. However some of the 
properties defined for the homogeneous filled waveguide about the evaluation 
of the complex power are still valid. 
x
y
z
Ez
Et
 
Fig. 4.8 Inhomogeneous filled waveguide. ￿4 ￿% 2 ￿￿ 01. ￿1￿￿’ ( ￿￿￿. ￿ +0￿( ￿
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Starting from the definition of the complex power which flows across the cross-
section of the waveguide (flow integral of the Poynting vector across the section 
itself), the generic i-j element of the matrix is determined as: 
dS i H E P z i
S
j ij ˆ
*
× ´ =￿￿
  (4.54) 
The next operation consists of separating the electric and magnetic field into the 
tangential  and  longitudinal  components.  It’s  worth  noticing  that  the  complex 
power over each section does not depend from the longitudinal component as 
for the homogeneous filled waveguide. The reason that justifies this property is 
that the flow integral of the Poynting vector across a cross-section orthogonal to 
the z-axis (propagation axis) does not involve in the normal component to the 
surface itself. 
dS i i H i E i H E H i E H E
dS i i H H i E E P
z
S
z zi z zj z zi j i z zj i j
z z zi i
S
z zj j ij
ˆ ) ˆ ˆ ˆ ˆ (
ˆ ) ˆ ( ) ˆ (
* * * *
*
× ´ + ´ + ´ + ´ =
= × + ´ + =
￿￿
￿￿
t t t t
t t
  (4.55) 
The  first  part  of  the  function  is  a  vector  along  the  propagation  direction  z, 
therefore the inner product with the propagation direction itself is completely 
picked up. The second and third parts are vectors perpendicular to the z-axis 
and  the  inner  product  result  is  null.  The  complex  power  matrix  elements 
become: 
dS i H E P z i
S
j ij ˆ
*
× ´ =￿￿ t t
  (4.56) 
In the proposed FEM approach only the electric (or magnetic) field is evaluated 
inside the inhomogeneous waveguide. In order to evaluate both the electric and 
magnetic field the problem has to be solved twice. Therefore, the problem would 
have  to  be  solved  twice  to  evaluate  the  complex  power.  Alternatively,  the 
equation (4.56) can be modified appealing to the first Maxwell equation with no 
source. The magnetic field can be written in dependence of the longitudinal and 
transversal component of the electric field as: 
i i E
j
H ´ Ñ - =
wm
1
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and  separating  the  curl  operator  in  its  longitudinal  and  transverse 
components [2]: 
ˆ [( ) ] i t ti t zi ti z E E E j E i b Ñ´ = Ñ ´ + Ñ + ´
￿￿ ￿￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿￿ ￿
  (4.58) 
the following equation is found: 
{ } ] ˆ ) [(
1
z ti zi t ti t i i E j E E
j
H ´ + Ñ + ´ Ñ - = b
wm   (4.59) 
The only component that we are interested to evaluate the complex power is the 
transverse component: 
{ } ( ) ( ) z ti
i
z zi t z ti i zi t tj i E i E
j
i E j E
j
H ˆ ˆ 1 ˆ ) (
1
´ - ´ Ñ - = ´ + Ñ - =
wm
b
wm
b
wm   (4.60) 
And the complex conjugate is: 
( ) ( ) z tj
j
z zj t tj i E i E
j
H ˆ ˆ 1 *
*
*
*
´ - ´ Ñ =
wm
b
wm   (4.61) 
Replacing  t H  in the expression of the i-j element complex power matrix, the 
following equation is obtained: 
( ) ( )
*
* * 1 ˆ ˆ ˆ j
ij tj t zi z ti z z
S
P E E i E i i dS
j
b
wm wm
￿ ￿
= ´ Ñ ´ - ´ × ￿ ￿
￿ ￿ ￿￿
￿￿ ￿ ￿￿ ￿ ￿￿ ￿
￿
  (4.62) 
and explicitly: 
( ) ( ) dS i i E E dS i i E E
j
P z z tj
S
i
j
z z zj t
S
ti S ˆ ˆ ˆ ˆ 1 *
*
* × ´ ´ - × ´ Ñ ´ = ￿￿ ￿￿ t wm
b
wm   (4.63) 
It’s  worth  noticing  that  the  first  part  is  dependent  from  the  longitudinal  and 
transversal component of the electric field, whereas the second one depends 
only  from  the  transversal  component.  Exploiting  the  vectorial  identity 
( ) ( )C B A B C A C B A × - × = ´ ´  the following is found: 
dS E E dS E E
j
P tj
S
i
j
zj t
S
i ij
*
*
* 1
× - Ñ × = ￿￿ ￿￿ t t wm
b
wm   (4.64) 
The evaluation of the complex power has to be repeated for each couple of 
modes. In fact the mutual complex power associated wuth hybrid modes is not 
null. The modes are coupled. These integrals have to be solved numerically. ￿/ 5 +03￿￿￿￿ ￿13￿4 ￿% 03￿￿ 01. 6￿312 5 % ￿￿+03’ ￿￿$￿4 ￿’ 2 03￿￿7 2 . )￿ 01.￿
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Therefore the de-normalization of the electric field has to be repeated as done 
in the coupling integral procedure. The final expression is: 
1
ij ti t zj ti tj
S S i
P e e dS e e dS
wmb
￿ ￿
= ×Ñ - × ￿ ￿
￿ ￿ ￿￿ ￿￿
￿￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿￿ ￿
￿ ￿
.  (4.65) 
Concerning the rectangular waveguide, the complex power can be written in a 
more explicit way introducing the definition of eigenfunction. For the TE family 
modes: 
*
2
2
TE
TE zi
rect ti
k ab
P k r
wm
= ×   (4.66) 
where  0.5 r =  is a coefficient presents only if the modal index are both non null, 
TE
zi k  is the propagation constant relative to the i-
th mode of the TE family and  ti k  
is the transverse eigenvalue associated with the same mode. For TM modes: 
*
2
4
TM
TM zi
rect ti
k ab
P k
we
=   (4.67) 
with the same meaning of the symbol. 
4.5.  Hybrid Method validation: Double ridge waveguide 
junction 
A comparison of the results found by means of the hybrid MM/FEM approach 
with  those  obtained  by  the  commercial  software  Ansoft  HFSS,  employing  a 
three dimensional FEM, is provided to show the effectiveness and the accuracy 
of the hybrid technique. 
Some junctions between rectangular waveguides with different dimensions and 
different fillings have been analyzed with both of the methods and the results 
compare quite well. Hereafter a comparison merely done to verify the technique 
introduced  is  presented  and  therefore  it  was  not  optimized  for  any  specific 
frequency range or application. The junction under analysis is shown in Fig. 4.9: 
a  standard  rectangular  waveguide  (a1=15.798  mm)  is  connected  to  another 
standard rectangular waveguide with major side a2=20 mm. 
Both waveguides have the same length, (l1=l2=10 mm). In the first waveguide, 
two dielectric ridges are present with dimensions w=7.01 mm and h=3.15 mm, 
er=2,53. )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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Fig. 4.9 Geometry of the junction under investigation (l1=l2=10 mm, a1=15.798 mm, b1=7.899 mm, 
a2=20mm, b2=10 mm, w=7.01 mm, h=3.15 mm, er=2.53). 
This waveguide has been meshed by using a triangular grid comprising 124 
elements with 202 edges (170 internal edges, Fig. 4.10) for a quarter of the 
geometry. 
H
E
W1 W2
 
Fig. 4.10 The discretized domain is a quarter of the double ridged waveguide due to the E and H 
symmetry planes. 
In fact, due to the symmetry of the structure, a vertical magnetic plane (H) and a 
horizontal  electric  plane  (E)  of  symmetry  can  be  exploited.  The  selection  of 
modes has been performed according to the spectral criterion above mentioned 
in both waveguides: after performing a convergence test, the first 19 TE modes 
and 13 TM modes have been taken into account into standard waveguide, while 
the first 20 modes have been considered into the double ridged waveguide. In 
particular, the S11 and S21 scattering parameters as a function of frequency 
are plotted in Fig. 4.11 and Fig. 4.12.  ￿/ 5 +03￿￿￿￿ ￿13￿4 ￿% 03￿￿ 01. 6￿312 5 % ￿￿+03’ ￿￿$￿4 ￿’ 2 03￿￿7 2 . )￿ 01.￿
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Fig. 4.11 Amplitude and phase of the S11 reflection parameter in the single mode frequency range (8-15 
GHz) of the junction of Fig. 4.9. Dots: HFSS simulation; continuous line: this method. 
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Fig. 4.12 Amplitude and phase of the S12 transmission parameter in the single mode frequency range (8-
15 GHz) of the junction of Fig. 4.9. Dots: HFSS simulation; continuous line: this method 
Each frequency point analysis has required about 6.3 and 3.3 seconds on a 
Pentium  IV  1.4  GHz  workstation  for  HFSS  and  MM/FEM  simulation, 
respectively. The accordance between the computed parameters confirms the 
accuracy of the hybrid technique. 
4.5.1.  Horizontal Dielectric Slab in WR62 
Let  consider  the  configuration  sketched  in  Fig.  4.13.  A  WR62  standard 
waveguide is partially filled with a Teflon horizontal slab.  
The waveguide cross-section dimensions are w=15.798 mm, h=7.899 mm; the 
length of the waveguide is l=24 mm, while the dielectric slab measures ld=12 
mm. The material of the slab is Teflon with a dielectric permittivity er=2,2. The )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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slab fills the waveguide cross-section for half dimension so that hd=3.9495 mm 
and it is positioned in the center of the waveguide at a distance zd=6 mm from 
the input port. Due to the symmetry of the structure a vertical magnetic plane 
(H) of symmetry can be exploited, therefore, as already said for the previous 
example, the simulation it comes only carried out on half section of waveguide.  
 
Fig. 4.13 Geometry of the waveguide WR62 in which is inserted one horizontal dielectric slab. 
The discretization mesh is constituted by a grid of 562 triangular elements for a 
total  of  875  edges;  of  these  811  are  inner  edges  and  the  remaining  is  the 
external ones that are divided in the real metallic contour and the H symmetry 
wall. The mesh it is sketched, together with the symmetry plane, in Fig. 4.14. 
H
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Fig. 4.14 The discretized domain is half of the WR62 cross-section thanks to the H symmetry plane. 
Even  in  the  longitudinal  direction  the  analysis  can  be  split  in  half  problem 
considering that the device is constituted by the cascade of two symmetrical 
junctions (Fig.4.16). 
The first step of the analysis consists in determining the generalized matrix of ￿/ 5 +03￿￿￿￿ ￿13￿4 ￿% 03￿￿ 01. 6￿312 5 % ￿￿+03’ ￿￿$￿4 ￿’ 2 03￿￿7 2 . )￿ 01.￿
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scattering  of  junction  1  (partially  filled  waveguide  analyzed  by  means  of  the 
FEM - empty waveguide), applying the procedure illustrated above. This GSM 
can be referenced to the symmetry plane, so that the GSM of junction 2 can be 
obtained using the standard rules for the port interchange. For obtaining the 
GSM of the entire device it is sufficient to apply to the cascade connection of the 
two partial GSM. 
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Fig. 4.15 Amplitude and phase of the S11 reflection parameter in the single mode frequency range (11-15 
GHz) of the overall device. Dots: HFSS simulation; continuous line: this method. 
 
Fig.4.16 Longitudinal section of the WR62 waveguide with the Teflon slab. 
The selection of modes has been performed according to the spectral criterion 
above mentioned in both waveguides: after performing a convergence test, the 
first  21  TE  modes  and  15  TM  modes  have  been  taken  into  account  into )￿￿*￿ ￿+￿,￿-￿￿￿-￿￿￿￿￿. ￿% / ( 0( ￿1￿￿0. ￿1￿1’ ￿. ￿12 ( ￿￿0% % ￿3￿$￿4 ￿’ 2 03￿￿3￿4 0)￿( ￿
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standard waveguide, while the first 23 modes have been considered into the 
filled waveguide. These modes are only a subset of the total number of modes 
due to the half cross-section analysis. 
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Fig. 4.17 Amplitude and phase of the S12 transmission parameter in the single mode frequency range (11-
15 GHz) of the overall device. Dots: HFSS simulation; continuous line: this method. 
Each  frequency  point  analysis  has  required  about  12  and  9  seconds  on  a 
Pentium  IV  1.4  GHz  workstation  for  HFSS  and  MM/FEM  simulation, 
respectively.  The  configuration  considered  does  not  enjoy  particular  property 
and it is not optimized for a particular application, but it has been chosen to the 
single scope to validate the proposed technique. Nevertheless Fig. 4.17 shows 
that the device acts as a phase shifter as it has a linear shaped transmittance 
phase  while  the  amplitude  remains  1  dB  below  zero  in  the  entire  range  of 
analysis. +￿￿￿+￿. )￿( ￿
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5.1.  Inhomogeneous FSSs analysis 
Numerical electromagnetic methods have been widely applied to the analysis of 
many  kinds  of  microwave  devices  and  to  the  design  of  millimeter-wave 
integrated  circuit,  especially  in  the  field  of  antenna  components  for  space 
applications  [1],  [1].  In  particular,  Frequency  Selective  Surfaces  have  been 
typically  designed  with  the  Method  of  Moments  (MoM).  These  devices  are 
usually  employed  as  band-pass  filters  and  beam  splitters  [2],  and  they  are 
realized by means of thick conducting screens supposed of infinite size and 
periodically perforated with apertures, The MoM works well for the analysis of 
thick FSSs if the interior of the screen is homogeneous and the geometry is 
separable [3], whereas a more versatile hybrid technique (MoM-Bi-Rme) suited 
for arbitrary shaped apertures has been shown in [4] applied to the analysis of 
quasi-optical  filters.  The  aim  of  this  chapter  is  to  focus  on  a  novel  hybrid 
technique combining the Mode Matching (MM) formulation, introduced at first by 
Omar-Schünemann  [5]  relating  to  finline  discontinuities,  with  a  Tangential 
Vector  Finite  Element  (TVFE)  formulation  derived  from  Lee  et  al.  [6],  which 
allows retrieving both the propagation constant and the fields distribution of an 
inhomogeneous filled device. The MM procedure can be directly applied to all 
the junctions with a canonical cross-section, where the modal expansion of the 
electromagnetic fields can be derived analytically; in particular, once that the 
modal expansions of the fields is determined, the analysis of the structure can 
be carried out by introducing a limited number of unknowns (ranging from a few 
tens  to  several  hundreds)  and,  consequently,  a  low  amount  of  computing 
resources  is  requested.  On  the  other  hand,  the  FEM  is  widely  used  for  the 
propagation analysis of a large number of waveguide components (Dielectric 
waveguides [7], optical waveguides [8], etc.) because it provides a very high 
degree of generality and it allows us to model structures with arbitrary shape. 
besides this, the proposed FEM formulation allows analyzing inhomogeneous 
filled, multiply connected domain structures and lossy devices. Unfortunately, 
the accurate approximation of the fields often requires a fine discretization with 
a consequent introduction of a great number of unknowns (up to several tens of 
thousand).  For  these  reasons,  a  high  amount  of  computing  resources  is 20￿3￿3)￿0￿34 !￿￿!!!￿￿0￿( 1 !2! 
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demanded. This hybrid approach combines the above two methods in order to 
keep the advantages of both allowing the analysis of such complex structures 
with  limited  computing  time  and  memory  occupation.  More  specifically,  MM 
procedure is used to ensure the continuity of transverse electric and magnetic 
fields over each discontinuity, while the FEM is applied to obtain the numerical 
solution  of  the  propagation  inside  the  apertures.  In  particular,  first  order 
(Whitney) edge element [9],[10] has been used to interpolate the field over the 
transverse plane and Lagrange polynomial allow reconstructing the field in the 
longitudinal  direction.  Using  Whitney  edge  elements  permits  to  avoid  the 
problem of spurious solution with restrained computational effort without having 
recourse  of  post-processing  procedure.  Moreover,  the  analysis  automatically 
includes the complete set of hybrid mode and takes into account complex and 
backward waves [11] being able to manage complex propagation constant. The 
methods  are  therefore  combined  to  obtain  the  Generalized  Scattering  Matrix 
(GSM)  of  each  discontinuity;  the  GSM  of  the  overall  screen  is  derived  as  a 
cascade connection of GSM of each simple discontinuity and reference plane 
shifts [12]. In the last years, the hybridization of these two methods has been 
discussed  in  several  papers  about  waveguide  component  analysis.  A  brief 
review of the state of the art and recent advances in hybrid MM-FE technique 
for homogeneous waveguide problems is proposed in [13] focusing the attention 
to a FE technique based on a nodal functions expansion of scalar potentials. In 
[14]  an  approach  combining  MM  with  both  2D  and  3D  formulations  of  FE 
method  is  introduced,  using  covariant  projection  quadrilateral  elements. 
Recently,  a  new  approach  [15]  based  on  triangular  edge  elements  and 
transversal  field  expansion  has  been  proposed,  providing  a  straightforward 
procedure  for  computing  the  coupling  integrals  involved  in  the  analysis  of 
waveguide discontinuities, always for homogeneous waveguide problems. The 
FE  formulation  adopted  in  this  chapter  directly  provides  the  electric  and 
magnetic field expansion at the common interface of a boundary enlargement 
problem  involved  in  the  analysis  of  waveguide  discontinuities.  The  same 
technique has been extended to the analysis of FSSs realized with thick metallic 
screens  periodically  perforated  with  arbitrarily  shaped  homogeneously  filled 
apertures [16]. Finally, the hybrid mode-matching/Finite-element technique here ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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introduced  has  been  briefly  presented  in  [17]  applied  to  the  analysis  of 
discontinuities arising in waveguide devices with inhomogeneous filling referring 
to  a  “boundary  enlargement”  junction.  First  a  general  formulation  of  the  MM 
method, a brief description of the Floquet’s expansion and the FEM approach 
employed  are  introduced.  Next  the  explicit  expressions  of  the  coupling  and 
complex  power  matrices  involving  in  the  evaluation  of  the  GSM  are  shown. 
Finally, two numerical examples are presented to prove the effectiveness of this 
new method. 
5.2.  Formulation of the Hybrid Method 
The geometry of the problem is depicted in Fig. 5.1. Let consider an arbitrarily 
polarized electromagnetic plane wave impinging on the inductive FSS from an 
arbitrary direction characterized by the elevation angle q  and by the azimuthal 
angle f . The FSS is realized by means of a metallic screen of thickness d, 
periodically perforated with apertures of arbitrary shape. Each aperture can be 
inhomogeneously  filled  with  metallic  or  dielectric  resonator,  slab,  etc.  The 
screen is considered of infinite size and the apertures are periodic along the x 
and the y axes with period dx and dy, respectively. The z axis is perpendicular to 
the screen and it is directed toward the free-space. In particular, the periodicity 
directions are not necessarily orthogonal, and the two directions being allowed 
to form a skewness angle a.  
Since the FSS has a periodical distribution of the apertures, the electromagnetic 
field close to the screen can be expanded in terms of Floquet’s modes and the 
MM/FEM analysis can be restricted to the elementary cell shown in Fig. 5.2. It is 
straight how this problem is analogous to that relevant to a “boundary reduction” 
junction involving two waveguides. In particular, the electromagnetic field in the 
free-space  region,  considered  as  a  phase-shift  wall  waveguide,  has  been 
represented by the analytically known Floquet’s modal expansion, whereas the 
fields propagating inside the screen have been obtained by interpreting each 
aperture as a metallic waveguide of length d; each aperture has an arbitrary 
cross-section: therefore a full-wave analysis with a TVFEM, able to correctly 
determine  the  fields  even  in  presence  of  inhomogeneously  fillings  or  coaxial 
domain, is performed. ￿3-￿4 ( ￿#230￿3￿￿#￿￿￿￿1 8 -25 ￿￿￿#￿35 
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The letter fields have to be matched by means of the Mode Matching (MM) 
procedure, imposing the continuity of the electric and magnetic fields over the 
interfaces, with the analytical expansion dictated by the Floquet’s theorem. 
 
Fig. 5.1 An arbitrarily polarized electromagnetic plane wave impinges on a metallic screen of thickness d, 
periodically perforated with arbitrarily shaped apertures. 
This procedure provides the Generalized Scattering Matrix (GSM) of the free-
space-aperture discontinuity which represents the GSM of the half-space infinite 
array. The reference plane of the GSM is moved half a plate thickness in the z 
negative direction. 
 
Fig. 5.2 The MM/FEM analysis has been done only for the elementary cells of the screen according to the 
Floquet’s theorem. 
The GSM of the aperture-free-space discontinuity can be obtained observing 
the symmetry of the structure without further computational effort. The GSM of 
the overall device has been carried out as a cascade connection of the GSM of ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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each simple discontinuity positioning two plates of half thickness back to back. 
In order to derive the GSM, the continuity of the tangential electric and magnetic 
fields has to be imposed by applying the following boundary conditions at the 
free-space\aperture discontinuity plane: 
( )
( )
( ) ( )
               
,
0                   
                 ,
w
f t w
t
f w
f w
t t f
E on S
E
on S S
H H on S
￿ ￿ = ￿
- ￿ ￿
=
￿￿
￿￿
￿￿ ￿ ￿￿ ￿   (5.1) 
where  ( )
( )
1
u u u u
t i i i
i
E a b e
¥
=
= + ￿
￿￿ ￿
  and  ( )
( )
1
u u u u
t i i i
i
H a b h
¥
=
= - ￿
￿￿ ￿ ￿
  represent  the  tangential 
electric and magnetic field for the Floquet’s expansion (u=f) or in the aperture 
(u=w). Practically, the above summations are truncated to a numbers ( f n  or  w n ) 
of modes which guarantee the convergence of the result. In order to obtain a 
linear system in terms of the unknown complex modal coefficients 
u
i a  and 
u
i b , 
the above equations (1) have been projected onto the modal eigenfunctions 
u
i e
￿
 
and 
u
i h
￿
 trough the following inner product: 
*
ˆ , ( , ) ( , )
S
u v u x y v x y z dxdy = ´ × ￿ ￿
￿ ￿ ￿ ￿
  (5.2) 
where  u denotes the electric (or magnetic) eigenfunction associated with the 
field expansion,  v  represents the projection eigenfunction,  ˆ z  is the propagation 
direction,  the  apex  *  denotes  the  Hermitian  operator  and  S  is  the  definition 
domain of the eigenfunctions. 
In  particular,  the  first  of  (5.1)  has  been  projected  over  the  magnetic  modal 
eigenfunction 
w
i h
￿
  relative  to  the  inhomogeneous  filled  aperture,  while  the 
second projection function is the electric modal eigenfunction 
f
i e
￿
 relative to the 
Floquet’s  modes.  These  projections  have  to  be  repeated  for  each  mode 
considered both in the free-space and in the aperture; this procedure leads to a 
linear system with ( f n + w n ) unknowns that can be cast in a matricial form as: 
( )
( )
( )
( )
f f w w
f
H f f H w w
w
P a b C a b
C b a P a b
+ = +
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where 
( ) u a  and 
( ) u b  are the complex modal coefficient vectors for the Floquet’s 
modes or in the aperture; the generic element of the coupling matrix C  can be 
evaluated as 
( )
*
ˆ ( , )
w
f w
i j
S
C i j e h z dS = ´ × ￿ ￿
￿ ￿
  (5.4) 
and 
( )
*
ˆ ( , )
u
u u
j i
u
S
P i j e h z d = ´ × W ￿ ￿
￿ ￿
  (5.5) 
denotes the complex power integral for Floquet’s modes and for the aperture 
ones.  It’s  worth  noticing  that  the  complex  power  matrix  related  to  Floquet’s 
modes is  diagonal,  whereas the one for the aperture can be  not diagonal if 
hybrid modes are present. 
Departing form (5.3), with some algebraic manipulation [1], the expressions for 
the GSM sub-matrices of the discontinuity have been be obtained: 
( ) ( ) ( )
( ) ( )
1
11 22 12
1
21 11 12
,
, 2 .
h e h e h
h e h e
S I M M M M I S I M S
S M I S S M M I M
-
-
= + × × × - = - ×
= × - = × × + ×   (5.6) 
where 
( ) ( )
1 1 * , .
H
h w e f M P C M P C
- -
= × =
  (5.7) 
In order to make the frequency response of the junction not dependent from the 
power associated with the modes of the two expansions, a power normalization 
of the GSM elements has been introduced. Referring to (5.6), the elements of 
the normalized GSM are: 
' 1
' 1
 ,    ,
     .
u u uu uu
u v uv uv
S P S P u w, f
S P S P u,v w, f
-
-
= × × =
= × × =   (5.8) 
where 
u P   denotes  the  matrix  with  the  root-square  elements  and 
1
u P
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5.3.  Floquet’s expansion 
Since the screen has been considered to be of infinite size, also accounting for 
the periodicity of the problem, the electromagnetic field in the regions z>0 and 
z<-d  must  satisfy  Floquet’s  theorem  [18],  so  that  it  can  be  expanded  in  a 
complete  set  of  Floquet’s  modal  basis  functions  with  unknown  complex 
coefficients. In the standard reference system illustrated in Fig. 5.1, the i
-th mode 
of the electric field expansion can be cast in the following form valid for both TE 
and TM polarizations: 
1 ˆ ˆ ,
sin( )
1 ˆ ˆ .
sin( )
yi xi
yi xi
jk y f yi jk x xi
i TE
ti ti x y
jk y f yi jk x xi
i TM
ti ti x y
k k
e x y e e
k k d d
k k
e x y e e
k k d d
a
a
- -
- -
￿ ￿
= - ￿ ￿
￿ ￿
￿ ￿
= + ￿ ￿
￿ ￿
  (5.9) 
In (9), 
2 2
ti xi yi k k k = +  denotes the transverse wave number associated with the i-
th  mode.  It  is  worth  observing  that  these  modes  are  arranged  in  order  of 
increasing cutoff frequencies and the generic i-th mode is characterized by the 
indices m and n in the Floquet’s modal expansion. In particular, the components 
of  ti k  along the x and y directions are: 
0
0
2
cos sin ,
2 2
sin sin .
sin tan
xi
x
yi
x x
m
k k
d
n m
k k
d d
p
f q
p p
f q
a a
= +
= + -   (5.10) 
being  0 k  the free-space propagation wave number. 
The magnetic field relevant to the Floquet’s expansion in (5.9) can be easily 
calculated  as:  ˆ ( )
f f f
i i i h Y z e = ´   where  the  modal  admittances  assume  the 
following form:  
0
0 0 0
,
f
f f zi
i TE i TE f
zi
K k
Y Y
k K h h
= =
  (5.11) 
0 h  is the free-space impedance, and 
a
zi K  represents the propagation constant 
along the z axis associated with the i
-th mode: ￿4 ( ( ￿’￿7 ￿￿￿202#￿￿￿( ￿￿￿0#￿￿0￿( 1 !2! 
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2 2 2 2
0 0
2 2
0
       for 
  otherwise
ti ti a
zi
ti
k k k k
K
j k k
￿ - > ￿ = ￿
- - ￿ ￿   (5.12) 
5.4.  Full-Wave Finite Element Analysis 
Let suppose, without losing generality, that the aperture is an arbitrarily shaped 
cross-section waveguide, inhomogeneously filled with anisotropic dielectric or 
with a metal insert (as shown in the example of Fig. 5.2 ). In order to evaluate 
the electric field over the generic cross-section, departing from the frequency 
domain Maxwell’s equations, the following boundary value problem has to be 
solved [4]: 
2 '
0
1
   on  , 
ˆ 0                        on   wall, 
ˆ 0                  on   wall.
r w
r
E k E S
E n pec
E n pmc
e
m
￿Ñ´ Ñ´ - ￿
￿ ￿ ´ = ￿
￿Ñ´ ´ = ￿
￿ ￿
￿ ￿ ￿ ￿
￿ ￿   (5.13) 
where  w S  is the waveguide cross-section,  ˆ n denotes the normal vector to the 
electric  or  magnetic  wall,  r m   is  the  magnetic  permeability,  0 0 0 k w e m =  
represent  the  free-space  wavenumber  and,  assuming  that  the  dielectric  has 
conductivity s , the equivalent relative permittivity [19] at the angular frequency 
w  is  
'
r r
o
j
s
e e
we
= -
  (5.14) 
being  r e  the relative isotropic permittivity of the dielectric. After decomposing 
the  electric  field  and  the  curl  operator  in  the  transverse  and  longitudinal 
component (5.15), 
ˆ ( , ) ( , )
ˆ
z j
z E E x y E x y z e
z z
b
t
t
- = + ×
¶ Ñ = Ñ + ¶
￿ ￿ ￿
￿ ￿
  (5.15) 
the following problem with the propagation constant b  as unknown, is found: ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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In order to avoid the solution of a complex  generalized eigenvalue problem, 
which  would  be  very  difficult  and  expensive  to  solve,  a  mathematical 
transformation of the electric field is introduced: 
 ,       z z e E e jE t t b = = -
￿￿ ￿ ￿￿ ￿
  (5.17) 
and the weak form of the vectorial wave equation is obtained: 
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￿ ￿ ￿￿ ￿
￿￿ ￿￿ ￿￿ ￿
  (5.18) 
So as to numerically solve the problem with the lowest computational effort, the 
transverse  electric  field  over  each  element  can  be  expressed  as  a  linear 
combination  of  Whitney  functions,  while  Lagrange  polynomials  are  used  to 
expand the longitudinal field [20]. 
3
1
m m
m
e E W t t
=
=￿
￿ ￿
    and 
3
   
1
z zi i
i
e E L
=
=￿
  (5.19) 
Moreover,  using  the  Galerkin  procedure  the  following  matrices  problem  has 
been found out: 
0
0 0
T
z z
A e e B C
e e C D
t t g
￿ ￿ ￿ ￿￿ ￿ ￿ ￿
= - ￿ ￿ ￿ ￿￿ ￿ ￿ ￿
￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿   (5.20) 
where g  denotes the square of the propagation constant, 
[ ]
T
1 2 ... Ned e E E E t t t t =
, 
[ ]
T
1 2 ... z z z Nod e E E Et =
,  (5.21) 
being Ned and Nod the number of edges and nodes of the discretization mesh 
respectively, and the apex T denotes the transpose vectors. The elements of 
the matrices have been found as: )!￿￿￿7 ￿( 4 ￿#230 
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  (5.23) 
It’s  worth  noting  that  the  matrices  A  and  D  are  dependent  on 
2
0 k   and 
'
r e ; 
consequently, the Generalized Eigenvalue Problem (GEP) has to be solved for 
each frequency step. Moreover, the dimensions of the problem are dictated by 
the discretization mesh. In fact, the “pencil” and “stiffness” matrices are square 
with size Ned + Nod that rapidly becomes a large-scale eigenvalue problem, 
even if the two matrices are sparse. As we want to solve the problem with an 
iterative procedure, the (5.20) is rearranged as follow [6] 
' 2
T T
z z
A
e e B C B C
e e C D C D
t t g
￿ ￿ ￿ ￿ + ￿ ￿ ￿ ￿ ￿ ￿ = - Q ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
  (5.24) 
where 
' 2 2 2 /( ) g g = Q Q - . The symbol 
2 Q  denotes the educated guess chosen as 
the  square  of  the  propagation  constant  associated  with  the  1
st  mode  in  the 
corresponding  homogeneous  filled  waveguide  with  the  maximum  electric 
permittivity and magnetic permeability. The Iterative Restarted Arnoldi Method is 
a well suited technique for this kind of problem when the right hand side matrix 
is positive definite. This is not our case. To overcome this issue the problem has 
been  reduced  to  a  standard  eigenvalue  problem  by  using  multifrontal 
decomposition of one of the system matrices. This approach has been already 
successfully  used  in  [21]  to  obtain  an  efficient  solution  of  the  generalized 
eigenvalue problems for planar transmission lines. 
5.5.  GSM Evaluation 
With the same approach used in the previous chapter, the explicit form of the 
element  of  the  coupling  and  complex  power  matrices  will  be  shown  in  the 
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5.5.1.  Coupling Integrals 
The GSM of the free space-aperture discontinuity is computed first. At this step, 
the transverse electric field in the aperture is numerically available. Conversely, 
the electric and magnetic Floquet’s fields are expressed analytically for TE and 
TM modes, respectively. Therefore, the coupling terms in (5.4) can be rewritten 
as: 
*
* / ( , )
w
f
TE FEM TE FEM i TE
i j
j S
Y
C i j e E dS
b
= × ￿ ￿
￿￿ ￿
  (5.25) 
*
* / ( , )
w
f
TM FEM TM FEM i TM
i j
j S
Y
C i j e E dS
b
= × ￿ ￿
￿￿ ￿
  (5.26) 
where 
* f
i u Y  denotes the admittance of the i-th mode of the Floquet’s expansion 
for TE (u=TE) and TM (u=TM) modes,  j b  is the propagation constant of the j
-th 
mode in the aperture, 
FEM
j e
￿
 is the electric field of the j
-th mode in the aperture 
and 
u
i E
￿￿
 is the electric field of the i-th mode of the Floquet’s expansion for TE 
(u=TE) and TM (u=TM) modal family. Equations (5.24) and (5.25) already take 
into  account  the  effect  of  the  mathematical  transformation  (5.17),  where  the 
electric field evaluated with the FEM has been “de-normalized” for the i-th mode 
as follows: 
 
i
i
i
e
E
t
t b
=
￿￿ ￿
￿￿￿
    (5.27) 
where  i Et
￿￿￿
 is the effective electric field propagating inside the waveguide and 
i et
￿￿ ￿
is the one obtained by means of the numerical analysis. 
By exploiting the modularity of the GSM approach, complex configurations of 
the screen can be accounted for, as for instance those including irises, dielectric 
layers etc. 
5.5.2.  Complex Power Evaluation 
Due  to  the  presence  of  hybrid  modes,  the  complex  power  matrix  (5.5) 
corresponding  to  the  inhomogeneous  filled  aperture  can  result  not  diagonal, 
whereas the power matrix corresponding to the Floquet’s expansion is always )!￿￿￿7 ￿( 4 ￿#230 
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diagonal. In particular, by exploiting the orthogonality of the modes, the power 
integral for the i
-th Floquet’s mode reduces to
a a
i i P Y = . 
As in the FE method solution, only the electrical eigenfunctions are obtained for 
each  mode,  the  power  integral  for  such  waveguide  can  be  rewritten  in  an 
explicit  form  by  considering  the  relation  between  i h   and  i e   inside  an 
inhomogeneous filled waveguide. In fact, applying the second of the Maxwell 
equation in the frequency and considering the vectorial properties [24]. 
( ) ˆ i i zi i i E E E j E z t t t t b ￿ ￿ Ñ´ = Ñ ´ + Ñ + ´ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿
  (5.28) 
the power integral into the inhomogeneous filled waveguide can be rewritten as 
1
w w
ij i zj i i
i S S
P e e dS e e dS t t t t wmb
￿ ￿
= ×Ñ - × ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
  (5.29) 
where  the  “de-normalization  process”  (5.26)  has  been  already  taken  into 
account.  It  is  worth  noticing  that  the  power  integral  depends  on  both  the 
transversal and longitudinal component of the electric field. ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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5.6.  Numerical Results 
The method has been applied to a number of different problems to check its 
effectiveness. A FSS with a metallic insert forming an annular aperture and a 
waveguide FSS filled with a dielectric slab are presented. 
5.6.1.  Band-pass FSS with annular apertures 
The  geometry  of  the  FSS,  realized  by  means  of  a  thick  metallic  screen 
perforated with annular apertures, is depicted in Fig. 5.3. 
 
Fig. 5.3 An arbitrarily polarized electromagnetic plane wave impinges on the metallic screen of thickness 
d=8 mm, periodically perforated with annular apertures. 
The  thickness  of  the  screen  is  d=8  mm,  the  periodicity  along  the  two  axes 
dx=dy=20 mm and the arrangement of the apertures is orthogonal (a=90° ). The 
inner diameter of the annulus is din=16 mm and the outer one is dout=18 mm. 
A comparison has been made between the results obtained with the MM/FEM 
technique and the ones obtained with the Method of Moments (MoM) presented 
in [25] by Robert et al. The FEM analysis has been done with a discretization 
mesh (Fig. 5.4-b) comprising 112 triangular elements with 224 edges and 112 
nodes.  The  annular  aperture  combines  the  characteristics  of  capacitive  and 
inductive FSSs providing a screen with band-pass proprieties. 04 ￿￿-2,￿( ￿-￿!4 ( #! 
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din=16 mm
dout=18 mm
 
a)      b) 
Fig. 5.4 The MM/FEM analysis has been done only for the elementary cells (a) of the screen according to 
the Floquet’s theorem. The discretization mesh (b) is constituted by 112 elements with 224 edges and 112 
nodes. 
In Fig. 5.5 the modal chart of the annular aperture in the frequency range 1-12 
GHz is presented. It’s worth noticing that the fundamental mode is the TEM 
mode being the domain double connected.  
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Fig. 5.5 Modal chart of the annular aperture obtained with the discretization mesh in Fig. 5.4-b. The 
fundamental mode is the TEM mode. The frequency range is highlighted with a grey background. 
An  arbitrarily  polarized  electromagnetic  plane  wave  impinges  on  the  FSS 
coming from the direction q=25° , f=0° . 
The modes to be considered in the mode matching procedure has been chosen 
with the before mentioned spectral modal selection criterion [16] considering as 
decisive  parameter  the  propagation  constant  for  Floquet’s  and  numerically ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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reconstruct modes.  
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Fig. 5.6 Relative convergence at 4 GHz for the transmittance in TE and TM polarization. For Kcmax=2.5, 
47 modes in the aperture and 392 Floquet’s modes has been selected. The grey line highlights the selected 
Kcmax. 
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Fig. 5.7 TE polarization transmittance relative to the normalized wavelength. The red curve denotes the 
results of the MoM analysis found out in [1], the blue curve represent the result of the MM/FEM analysis.  
The maximum of the propagation constant has been fixed as  max c k =2 mm
-1; this 
choice leads to the selection of 47 modes inside the annular aperture and 392 
Floquet’s modes. A convergence test has been made on the TE polarized wave 
at 4 GHz to verify the effectiveness of the chosen criterion (Fig. 5.6). Moreover, 
the  average  length  of  the  edges  is  ￿av=0.6  mm  according  to  the  empirical 04 ￿￿-2,￿( ￿-￿!4 ( #! 
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criterion find out in [15].  
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Fig. 5.8 TM polarization transmittance relative to the normalized wavelength. The red curve denotes the 
results of the MoM analysis found out in [1], the blue curve represent the result of the MM/FEM analysis.  
The analysis has required about 2 seconds for each frequency point on a Xeon 
2.8 GHz workstation.  
The comparison between the transmittance parameter obtained with the hybrid 
method analysis and the reference data is shown in Fig. 5.7 and Fig. 5.8 for TE 
and TM polarized wave, respectively. The comparison has been made in the 
one modal propagation frequency range. 
5.6.2.  FSS waveguide bandpass filter 
In  order  to  validate  the  proposed  formulation  and  to  introduce  a  different 
application [26], a comparison with Conformal Finite Difference Time Domain 
(CFDT [27],[28]) method has been done. The geometry analyzed with the CFDT 
method is depicted in Fig. 5.9. A two cells screen have been inserted inside a 
standard rectangular waveguide with major dimension a=30 mm to realize a 
band-pass filter applied to guided applications [29]. This approach is similar to 
the well-known waveguide simulator procedure. 
Following  the  dictates  of  the  theorem  of  images,  if  only  the  one  mode 
propagation  frequency  range  is  considered,  the  frequency  response  of  the 
waveguide  filter  can  be  compared  to  the  one  of  a  thick  metallic  screen 
illuminated by a plane wave. ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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Fig. 5.9 The two cell band-pass filter positioned inside a standard rectangular waveguide with major 
dimension a=30 m. The discretization mesh comprises 154 triangular elements with 258 edges. 
In fact, the TE10 waveguide mode can be considered as the sum of incident and 
reflected  plane  waves  interfering  one  another  to  realize  the  perfect  electric 
boundary condition over the metallic walls, as the Fig. 5.10 intuitively shows. 
30
40
50
60
70
80
90
5 6 7 8 9 10
q
,
 
[
D
e
g
r
e
e
s
]
Freq [GHz]  
a)      b) 
Fig. 5.10 a) Representation of the propagation inside the waveguide by means of rays. The angle of 
incidence is dependent from the frequency b) variation of the incidence angle in degrees in the frequency 
range 5-10 GHz. 
Let consider that the incidence angle on the metallic walls change its value with 
the frequency variation; consequently the incidence angle of the plane waves 
upon the screen change with the frequency. The angle value depends on the 
frequency and on the major dimension of the waveguide as equation (5.30) [30], 04 ￿￿-2,￿( ￿-￿!4 ( #! 
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shows. 
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where  z k  is the propagation constant of the rectangular waveguide. 
 
Fig. 5.11 An arbitrarily polarized electromagnetic plane wave impinges on the metallic screen of 
thickness d=20 mm, periodically perforated with partially filled square apertures. 
Besides,  the  two  plane  waves  are  transmitted  and  reflected  in  the  same 
manner. For this reason the overall reflection coefficient as been obtained as 
weighted sum of the two reflection coefficient as shown below in (5.31), being 
supposed that the energy is equally distributed. The geometry of the screen 
analyzed by means of the MM/FEM is sketched in Fig. 5.11. The thickness of 
the screen is d=20 mm. The square aperture (ah=bh=14 mm) are partially filled 
by a dielectric slab with height h=8.4 mm and electric permeability 2.0 r e = . 
2
TE TE
TEtot TE
R E R E
R R
E
+
= =
  (5.31) 
The apertures are arranged on a orthogonal (a=90° ) grid with periodicity d=15 
mm in both direction in order to reproduce the waveguide configuration. ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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Fig. 5.12 Modal chart of the aperture. Two hybrid modes are highlighted with the grey background. 
The analysis has been done between 5 and 10 GHz where only the TE10 mode 
is  propagating  inside  the  rectangular  waveguide.  The  aperture  has  been 
discretized with a mesh comprised by 154 triangular elements and 248 edges 
(Fig. 5.9). After the convergence test shown in Fig. 5.13  max c k =1.2 mm
-1 has 
been  choose;  consequently,  43  waveguide  modes  and  48  Floquet’s  modes 
have  been  considered.    The  comparison  between  the  reflection  coefficient 
obtained with the hybrid method analysis and the same parameter found out 
with the CFDTD is shown in Fig. 5.14 for TE polarized wave. 
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Fig. 5.13 Relative convergence at 10 GHz for the TE polarization reflection coefficient. For Kcmax =1.2,  
43 modes in the aperture and 48 Floquet modes has been selected. 
The comparison has been made in the one modal propagation frequency range 04 ￿￿-2,￿( ￿-￿!4 ( #! 
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according to the before mentioned criterion. Again the two methods seem to be 
in a close agreement and the analysis has required about 3.1 seconds for each 
frequency point on a Xeon 2.8 GHz workstation. 
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Fig. 5.14 TE polarization reflection and transmission coefficients. The dotted curves denote the results 
obtained with the CFDTD method, the continuous curves represent the results of the MM/FEM analysis.  ,￿￿* #￿-￿.￿/￿￿￿￿￿￿￿￿￿0￿( 1 !2!￿3￿￿20￿3￿3)￿0￿34 !( 1 ￿￿2( ( ￿5 ￿#￿2,6 ￿205 4 ,#27 ￿￿￿!!!￿
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6.1.  Introduction to the SD method 
A typical phased array antenna consists of a large number of identical radiating 
elements arranged in a doubly periodic grid; engineers have had two techniques 
at  their  disposal,  viz.,  the  infinite  array  approximation  that  uses  an  infinitely 
periodic  structure  as  a  starting  point  and  the  element-by-element  method 
suitable for array of restricted dimensions. In this chapter a new hybrid method 
is presented, based on the Spectral Decomposition, which easily handles the 
analysis of finite sized large arrays of waveguides. As well known, such kind of 
arrays often suffer from a loss in efficiency because of mutual coupling effects 
between the elements, and this problem is mitigated by using irises to load the 
open-ended waveguides. The cross-sections and the thicknesses of the irises, 
as well as the thicknesses of the waveguide walls, must be accounted for in 
order  to  accurately  simulate  such  iris-loaded  arrays.  In  order  to  accurately 
analyze such a structure, a Mode Matching / Finite Element Method (MM/FEM) 
approach  is  presented  to  evaluate  the  GSM  of  an  array  of  rectangular 
waveguides feeding arbitrarily shaped apertures radiating through a periodically 
perforated  thick  screen.  The  hybrid  GSM/SD  approach  combines  the  three 
methods in order to retain the advantages of all, viz., the numerical efficiency 
and  accuracy  of  the  Mode  Matching  (MM)  applied  to  a  single  unit  cell,  in 
accordance  with  the  Floquet’s  theorem,  the  capability  of  the  FEM  to  model 
complex and irregular structures providing a very high degree of generality, and 
the capability of the SD to treat the finite problem as though it were doubly 
periodic and infinite. More specifically, the SD is used to reduce the finite large 
problem to a summation of infinite ones through a Discrete Fourier Transform 
(DFT) approach, while the MM is employed to evaluate the GSM of the infinite 
configuration. The three methods are then combined to obtain the GSM of the 
finite  size  array.  As  previously  mentioned,  this  approach  is  useful  when  the 
number of elements of the array is large, and a direct method is highly CPU-
intensive, both in terms of memory and time. The GSM approach enables us to 
easily account for the behavior of the antenna and its feed network via the use 
of  a  cascade  connection  of  matrices,  and  permits  us  to  consider  irises  and 
dielectric  loads  inside  the  waveguides.  Moreover,  this  method  enables  us  to ￿3% (5 " 1)% ￿5 3￿% 5 ￿% *   ￿! " ￿￿  % * 5 " 
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account for the thicknesses of the waveguides walls, the arbitrary shape of the 
apertures, the thickness of the metallic screen, and the effect of triangular lattice 
arrangement without placing a heavy burden on the a computational effort. To 
this  end,  a  two-dimensional  FE  with  tangential  vectorial  interpolation  is 
employed to retrieve the field expansion inside the irises that may be interpreted 
as short segments of an infinite waveguide, and the use of Floquet’s expansion 
enables us to analyze a single elementary cell to predict the performance of the 
array in a numerically efficient manner. Additionally, the Mode Matching (MM) 
procedure  is  implemented  to  impose  the  continuity  of  the  fields  at  the 
discontinuous interfaces, viz. the feed network-waveguide, the waveguide-iris 
and the iris-free space discontinuities. 
Recently, several examples of hybrid approaches involving the SD have been 
proposed in the literature for the analysis of finite Frequency Selective Surfaces 
(FSSs), and patch arrays. A comparison between a Spectral-Galerkin technique 
and a Plane Wave Spectral Decomposition method for analyzing finite FSSs 
has been carried out in [1], where the authors have solved the infinite radiation 
problem via the Method of Moments (MoM). Another MoM formulation, applied 
to  small  finite  planar  phased  arrays  of  rectangular  waveguides  in  an  infinite 
ground plane has been investigated in [2], whereas a convolution technique, 
which yields the finite array characteristic from the analysis of an infinite array of 
microstrip  patches,  has  been  introduced  in  [3].  Although,  a  large  number  of 
papers have been published on the topic of array analysis, to the best of our 
knowledge, none of them have followed the present technique in the past to 
address the problem at hand. For instance, a numerical technique based on the 
Fredholm integral equation has been presented by Galindo and Wu [4] for the 
analysis of a phased array of rectangular waveguides without irises. Another 
technique has been developed by McGrath et al. [5], which hybridizes a three-
dimensional FEM with the MM in order to analyze arrays with cavity radiators. A 
multimodal network approach has been presented in [6] to account for the effect 
of the feeding network, and Van Schaik [7] has studied the effect of the irises 
with an MM procedure. A GSM approach for analyzing finite phased array of 
waveguides, similar to the one investigated in this work, has been introduced in 
[8], whereas a hybrid MM/FE approach has been described by Gonzales et al. )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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in    [9],  [10]  applied  to  the  analysis  of  cavity-backed  patch  arrays  of  infinite 
extent. In this work, the GSM of the infinite array has been obtained by applying 
the hybrid MM/FEM procedure previously employed by the same authors for 
waveguide devices [11] and Frequency Selective Surface problems [12], with 
arbitrarily-shaped apertures and inhomogeneous fillings. 
A description of the MM/FEM method applied to the infinite size array problem is 
presented in the first section using the same notation as in [13], where a similar 
approach  has  been  used  to  derive  the  scattering  parameters  of  waveguide 
junctions and Frequency Selective Surfaces, respectively. In the next section, 
the  SD  approach  is  detailed.  Finally,  numerical  examples  are  presented  to 
prove the effectiveness both of the MM/FEM applied to the analysis of infinite 
phased array and of the new GSM/SD method to take into account the finite 
dimensions of the array. 
6.2.  Formulation 
Let us consider a finite extent array of arbitrarily shaped apertures in a thick 
screen fed by a set of waveguides. The cross section of the feeding waveguide 
can be arbitrary shaped as well but, without losing generality and for sake of 
simplicity,  a  standard  rectangular  cross  section  has  been  chosen  in  the 
following. If one is interested to other different kind of cross-section, the only 
modification consists on the substitution of the eigenfunctions expression.  
The main steps of the procedure are summarized in the following: 
￿  Confine the excitation in space where it exists (source windowing). 
￿  Decomposition of the windowed source in spectral samples via a DFT (or 
FFT) algorithm. 
￿  Solution  of  a  doubly  periodic  infinite  extent  problem  for  each  spectral 
sample with the MM/FEM approach (infinite array configuration). 
￿  Appropriate summation of the results in order to obtain the solution of the 
finite problem. 
6.2.1.  Infinite Array Configuration 
The 3-D view of the problem is depicted in Fig. 6.1, where we can see a thick 
metallic screen, periodically perforated with arbitrarily-shaped apertures that are ￿5 (￿14 +% ￿5 3 
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fed by an array of rectangular waveguides. The apertures are periodic along the 
x-  and  the  y-axes,  with  periodicities  dx  and  dy,  respectively.  The  z-axis  is 
perpendicular to the screen and is directed toward the free-space. 
 
Fig. 6.1 Three-dimensional view of the waveguide fed structure radiating through an infinite plane. 
The array lattice may be triangular and may have a skewness angle a. For the 
periodicity of the structure, we can invoke the Floquet’s theorem, and simply 
analyze the unit cell of the array to simulate it. 
 
Fig. 6.2 Longitudinal and cross section of the structure under analysis. The modal coefficients inside the 
iris at the two interfaces are related trough the phase shift condition. 
From Fig. 6.2, which shows the longitudinal section of the structure and the front 
side view of the arbitrarily-shaped iris, we can identify three different regions of 
the unit cell: 
￿  Region-1 contains the rectangular waveguides of dimensions aw and bw;  )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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￿  Region-2 is a short segment of a rectangular waveguide of length equal 
to t that takes into account the thickness of the metallic screen;  
￿  Region-3 is free-space above the metallic plane. 
The fields are therefore matched across the discontinuities between the three 
regions, to yield the GSMs, according to: 
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where Su (u=1, 2 , 3) is the cross-section surface of the u-th region. The fields at 
each section are expanded in terms of the Electric (
( ) u
i e
￿
) and Magnetic (
( ) u
i h
￿
) 
eigenfunctions, weighted by the unknown modal coefficients ai
(u) and bi
(u). The 
expansion functions are analytically known in the waveguide as well as in the 
free-space region, whereas, they are numerically reconstructed by means of the 
FE procedure inside the iris region; in particular, we have: 
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The  first  discontinuity  is  associated  with  the  “boundary  reduction”  junction 
between  a  standard  waveguide  and  an  arbitrarily-shaped  one,  whereas  the 
second  one  appears  as  a  “boundary  enlargement”  involving  the  arbitrarily-
shaped irises and the phase-shift wall waveguide corresponding to the Floquet’s 
expansion.  The  GSM  is  obtained  for  each  discontinuity  through  the  hybrid 
MM/FEM procedure detailed in [12] for homogeneous regions, and the relevant 
equations are: 
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )
( )
v v u u
v
H v v H u u
u
P a b C a b
C b a P a b
+ = +
- = -
  (6.3) 
In (6.3), Pu/v denotes the complex power at the two sections u and v forming 
each  discontinuity.  In  particular,  referring  to  Fig.  6.2a,  if  the  “boundary 
reduction” junction is considered u=1 and v=2, whereas u=2 and v=3 in the case 
of the “boundary enlargement” one. The explicit form of the coupling matrix C, 
which is involved in the evaluation of the GSM, is strongly dependent on the 
discontinuity  configuration.  However,  for  all  the  different  discontinuities  the ￿5 (￿14 +% ￿5 3 
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following common definition has been used: 
( ) ( ) ˆ ( , )
u v
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W
= ´ × W ￿ ￿
￿ ￿
  (6.4) 
where W is the cross-section of the junction. The GSM of the overall device is 
obtained by applying a cascade connection and a reference plane shift of the 
individual matrices.  
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And 
1
22 11 ( )
Sh b E I S S
- = - ×  
where S
a represents the GSM of the first discontinuity referred the inner wall of 
the iris, S
Sh is the same matrix referenced to the open-end of the waveguide, T 
is the diagonal shift matrix, I is the unit matrix, and S
b denotes the GSM of the 
iris-free space interface. 
6.2.2.  Finite Array Configuration 
Once the procedure to analyze the infinite array configuration has been defined, 
let us consider a finite but large array of open-ended waveguides, as depicted in 
Fig.  6.3.  It  consists  of  Nx  and  Ny  waveguides  in  the  x-  and  y-directions, 
respectively, arranged in a rectangular grid. If we denote with dx and dy the grid 
spacing, the total dimensions of the array are Lx=Nx•dx and Ly=Ny•dy. Unlike the 
infinite array, the truncated array is no longer periodic, and it is not possible to 
invoke the Floquet' s theorem to analyze a single elementary unit cell to solve 
the problem at hand. In order to circumvent this difficulty, we employ the SD 
approach, which enables us to synthesize the solution of a finite array problem 
by  superposing  the  solutions  of  several  corresponding  infinite  array )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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configuration problems. At a first stage, to illustrate the procedure, we assume 
that the array is excited to radiate in the broadside direction, and we defer the 
discussion of the scanning case until later. 
 
Fig. 6.3 ￿￿Geometry and characteristic dimensions of the finite array. The shape of the irises can be 
arbitrary, as well as inhomogeneously filled. 
 
Fig. 6.4 Windowing function applied to the excitation. The parameters r and d define the taper of the 
spatial gate. The flat region must be equal to half the dimension of the array (r=Lx/2-d/2). ￿5 (￿14 +% ￿5 3 
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This  type  of  excitation  can  be  easily  represented  by  a  two-dimensional 
rectangular (or tapered) gating function g(x,y) in the spatial domain, as shown in 
Fig. 6.4, which is in the form of a product of one-dimensional gate functions g(u) 
(with  u=x  or  y).    In  particular,  the  gate  function  used  is  a  modified  Kaiser 
window, which is uniform for |u|<r, and has the shape of the Kaiser function for 
r<|u|<r+d, being r= Lx/2-d /2 and d  is the width of the tapering degree (see Fig. 
6.5). 
 
Fig. 6.5 Windowing function applied to the excitation. The parameters r and d define the taper of the 
spatial gate. The flat region must be equal to half the dimension of the array (r=Lx/2-d/2). 
In order to apply the SD, the spectrum of the excitation G(bku ) is calculated and 
its numerical representation is derived via a DFT algorithm: 
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with n, k=0...N-1 
where Du denotes the sampling interval in the spatial domain, N(u) the number of 
samples,  un  represent  the  discretized  spatial  coordinate,  and  bku  is  the )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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discretized spectral frequency. Each sample of the spectrum can be interpreted 
as an excitation of the infinite array with uniform amplitude and phase shift bku.  
The active reflection of the entire array can be obtained from the analysis of NTu 
different  problems,  each  one  corresponding  to  one  spectral  sample.  The 
number  of  problems  is  determined  by  selecting  the  minimum  number  of 
samples  required  for  the  reconstruction  of  the  windowing  function,  while 
avoiding the aliasing problem. Furthermore, only the spectral components inside 
the visible range (
2 2 2
0 xt yv k b b ³ + ), with amplitude greater than a fixed threshold 
(1% of the maximum value), are retained. Once the reflection coefficient R(bxt-
￿byv), associated with the spectral sample (t,v), has been evaluated, the reflection 
coefficient  of  the  finite  array  can  be  retrieved  by  applying  the  superposition 
principle as follows: 
1 1
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= =
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where C denotes a normalization factor inversely proportional to the energy of 
the spectrum. It is worth noting that the reflection coefficient R(bxt-￿byv) is relative 
to  any  cell  of  the  infinite  array  corresponding  to  the  spectral  sample  (t,v), 
whereas the reflection coefficient  R  is pertinent to the central cell of the finite 
array.  The  reflection  of  the  single  spectral  sample  has  been  obtained  by 
applying  the  MM/FEM  aforementioned  procedure.  This  technique  has  been 
previously  employed  by  the  same  authors  for  waveguides  and  Frequency 
Selective Surface problems [11-13]. 
It is worth noting that the phase-shift of each sample is determined from the 
Floquet’s expansion: 
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where 
2 2
ti xi yi k k k = +   is  the  transverse  wave  number  associated  with  the  i
-th 
mode. These modes are arranged in order of increasing cutoff frequencies and 
the  generic  i
-th  mode  is  characterized  by  the  indices  p  and  q  in  the  Floquet 
modal  expansion.  In  particular,  the  components  of  ti k   along  the  x-  and  y-
directions are given by: +6 6 4 ￿)+% ￿5 3￿% 5 ￿% *   ￿+3+4 2 ! ￿! ￿5 ￿￿￿￿3￿%   ￿￿! !  
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being k0  the free-space propagation wave number, a is the skewness angle of 
the periodic grid, and q and f indicate the principal direction of propagation. 
Additionally, we note that the phase-shift of each sample is determined from the 
Floquet’s  expansion,  as  shown  in  the  previous  section.  Therefore,  the  scan 
condition  can  be  imposed  directly  in  the  Floquet’s  expansion,  since  this  is 
equivalent to applying a phase shift to the excitation. Once that the spectral 
decomposition has been derived, the solution of the (NTx×NTy) problems for the 
infinite  array  can  be  parallelized  in  order  to  reduce  the  computation  time 
substantially.  
6.3.  Application to the analysis of Finite FSS  
This method can be extended to the analysis of finite size thick FSS without any 
further effort. In fact, by referring to the GSM of the discontinuity between region 
2 and region 3 (Fig. 6.2), the GSM of the thick FSS structure can be obtained as 
a cascade connection of this GSM and its complementary. The connection must 
be performed by taking into account the correct plane reference. The finite size 
is automatically obtained by applying the procedure afore exposed (6.2.2) to the 
impinging plane wave decomposed in a complete set of Floquet’s modes )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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6.4.  Numerical Results 
6.4.1.  Arrays of Infinite Size  
In order to obtain a validation of the technique, we have compared the results 
for a triangular array of rectangular waveguides with thick walls against results 
found in the open technical literature. 
 
Fig. 6.6 Geometry of the triangular lattice. The dimensions are b=11.5 mm , a=35 mm  dx=50 mm 
dysin(a)=28.9 mm 
The  geometry  of  the  array  is  depicted  in  Fig.  6.6.  The  results  obtained  via 
MM/FEM have been compared against the ones given in [6].  
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Fig. 6.7 Amplitude of the reflection parameter of the 1
st TE mode in the Diagonal (f =45°, D-Plane), 
Electric (f=90°, E-Plane) and Magnetic plane (f =0°, H-Plane). The working frequency is f=5.65 GHz. 
c=a (no-iris configuration), and  c=0.66 a [8]. 31￿  (￿)+4 ￿(  ! 14 % !  
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The  discretization  mesh  used  in  the  FEM  solution  comprises  326  triangular 
elements  with  192  nodes  and  517  edges.  The  maximum  eigenvalue  for  the 
spectral modal selection has been fixed as Kcmax=1.0 mm
-1. By using this value, 
the analysis employs 64 modes inside the rectangular waveguide and 394 for 
the Floquet’s expansion. 
 
Fig. 6.8 Array of open-ended waveguide with thin waveguide walls. The circle markers represent the 
reference data [9], whereas the continuous lines indicates the MM/FEM results. 
 
Fig. 6.9 Active reflection coefficient of the array of waveguide terminated with a cross shaped iris. The 
geometry and the dimensions are indicated in the picture. The analysis has been performed in the 
broadside direction. 
It is worth observing that, following the example shown in reference [6], we have )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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chosen the window dimensions to be the same as those the feed waveguide 
i.e., (c=a); hence, the problem consists in an open-ended waveguide so that the 
length of the short waveguide (irises) is not relevant. The same analysis has 
been  repeated  with  a  finite  thickness  iris  (t=  0.1  mm)  at  the  end  of  the 
waveguide. 
The inductive iris is symmetric and the aperture size is c=23.1 mm, i.e., 0.66a. 
As a further validation, a comparison has been carried out against the results 
presented in [1] where an array of open-ended waveguide has been analyzed. 
The active reflection coefficient calculated for the E- and H-planes are shown in 
Fig. 6.8. 
 
Fig. 6.10 Active reflection coefficient of the array of waveguide terminated with a cross shaped iris. The 
geometry and the dimensions are indicated in the picture. The analysis has been performed in the 
broadside direction. 
As apparent, also in this case, the agreement between the reference data and 
the MM/FEM is good. The last example presents a frequency analysis of an 
infinite array of waveguides with thick cross-shaped irises. The geometry of the 
problem is shown in Fig. 6.9. The maximum eigenvalue for the spectral modal 
selection has been fixed as Kcmax=2 mm
-1. With this choice, the analysis has 
been carried out by using 19 modes inside the rectangular waveguide and 84 
Floquet’s modes.  
In Fig. 6.10, we show the comparison of the results found by means of this 
approach with those obtained by the commercial software Ansoft HFSS v9.2, 
employing a three dimensional FEM. The results prove the effectiveness and 31￿  (￿)+4 ￿(  ! 14 % !  
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the  accuracy  of  the  hybrid  technique.  It  is  also  worth  highlighting  the 
computational efficiency of the proposed procedure: in fact, HFSS code takes 
56 second for each frequency point of a discrete sweep, whereas our MM/FEM 
approach is able in solving the problem at each frequency step in 18 seconds 
(all the simulations have been performed on a Pentium IV 1.4 GHz workstation). 
6.4.2.  Arrays of Finite Size 
As  previously  mentioned,  the  proposed  approach  can  efficiently  take  into 
account complex configurations, as for instance apertures exhibiting irises or 
inhomogeneous fillings, complex feeding networks and so on.  
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Fig. 6.11 Active reflection coefficient for the 11 x 11 array of open-ended waveguides with thin 
waveguide walls. Dots: reference data [2]; continuous line: GSM/SD results.  E-plane 
However, in order to show the effectiveness of the technique, a comparison with 
literature data [2] is shown in this section, which are relevant to an 11×11 array 
of open-ended rectangular waveguides. 
In particular, the comparison of the reflection coefficient of the center element of 
the array, as a function of the E- and H-plane scan angles, is shown in Fig. 6.11 
and Fig. 6.12. The analysis has been performed at the frequency f=10 GHz and 
the dimensions of the whole array are Lx=6.2854 l=18.8562 cm and Ly=2.794 
l=8.38046  cm  in  the  x  and  y  directions,  respectively.  In  order  to  accurately 
synthesize the gate function, NTx=NTy=33 samples along the two directions have 
been used. For each spectral sample, the problem has been solved with the )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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same parameters: the discretization mesh used in the FEM solution comprises 
118 triangular elements with 76 nodes and 193 edges. 
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Fig. 6.12 Active reflection coefficient for the 11 x 11 array of open-ended waveguides with thin 
waveguide walls. Dots: reference data [2]; continuous line: GSM/SD results. H-plane. 
The maximum eigenvalue for the spectral modal selection has been fixed to 
Kcmax=1.0 mm
-1, leading to 22 modes inside the rectangular waveguide and 34 
for the Floquet’s expansion.  
 
Fig. 6.13 3D representation of the normalized amplitude of the equivalent magnetic current along the x-
axis. 31￿  (￿)+4 ￿(  ! 14 % !  
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The  agreement  between  the  reference  data  and  the  GSM/SD  confirms  the 
accuracy of the present method. In Fig. 6.13, the amplitude of the magnetic 
current along the x-axis is shown. The plot of the current has been obtained by 
considering an infinitely thin wall among the waveguides and the array radiating 
with the scan angle q=0° . 
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Fig. 6.14 Normalized amplitude of the equivalent magnetic current along the x-axis. )* +(%   (￿,￿-￿.+/   0 1￿"   ￿+((+2 ! ￿+3+4 2 ! ￿! ￿1! ￿30 ￿￿￿￿ ￿  ￿￿+3" ￿! " ￿￿
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￿￿￿￿￿ ￿￿ ￿ ￿￿￿ ￿
In  this  dissertation,  the  development  of  a  novel  numerical  method  for 
electromagnetic  analysis  and  design  of  several  devices  was  investigated.  In 
particular, attention has been focused on the design of waveguide components 
and thick FSSs by means of hybrid techniques. 
The hybridization of the Mode Matching Method and the Finite Element Method 
has  applied  to  the  analysis  of  homogeneously  filled  waveguide  devices  has 
been discussed in Chapter 2; this part represents the guidelines of all this work 
and may be considered as a necessary introduction for a correct interpretation 
of  the  following  chapters.  One  of  the  key  features  of  this  formulation  is  the 
expansion of transverse electric and magnetic fields by using Tangential Vector 
Edge Elements (TVEE) which guarantees spurious-free solutions; indeed, this 
property is very important for an accurate numerical determination of the modal 
eigenvalues.  A  spectral  criterion  to  determine  the  correct  ratio  between  the 
number  of  FEM  reconstructed  and  analytically  derived  modes  is  adopted. 
Samples of numerical results, such as square to circular transitions or septum 
polarizers are shown in order to check both the effectiveness and the accuracy 
of the proposed procedure. 
The  hybrid  MM/FE  technique  has  applied  to  the  rigorous  analysis  of  thick–
screen inductive Frequency Selective Surfaces (FSSs) is presented in Chapter 
3. These surfaces are realized by periodically perforating thick metallic screens 
with arbitrarily shaped apertures. The electromagnetic fields in the free-space 
region are expanded through a complete set of Floquet’s modes allowing us to 
reduce the analysis to a single periodicity cell; a set of waveguide modes is 
used inside the apertures and each mode is numerically determined through a ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
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FE method procedure which relies on edge elements. 
The  analysis  of  inhomogeneously  filled  waveguide  devices  is  the  subject  of 
Chapter 4: first, a novel Finite Element formulation has been implemented, for 
analyzing  arbitrarily  filled  components.  Next,  the  hybridization  of  this  new 
formulation with the MM has been treated. Whitney edge elements are used to 
interpolate  the  fields  on  the  transverse  plane,  whereas  the  Lagrange 
polynomials  reconstruct  the  longitudinal  fields  over  the  nodes.  The  analysis 
automatically includes the complete set of hybrid modes and it takes complex 
and  backward  waves  into  account  overcoming  the  problem  of  the  spurious 
solutions. A comparison of the results found by means of the hybrid MM/FEM 
approach with other methods and commercial software has been provided to 
show the effectiveness and the accuracy of the hybrid technique. 
In  Chapter  5,  the  extension  of  the  inhomogeneous  MM/FEM  to  periodic 
problems such as infinite Frequency Selective Surfaces has been presented; 
the procedure to upgrade the method is similar to the one introduced in Chapter 
3 for the analysis of homogeneously filled components. 
Finally, the application of the hybrid MM/FEM to the analysis of phased arrays 
of waveguide feeding a thick screen with arbitrary shaped apertures has been 
presented in Chapter 6. At first, the infinite problem has been considered, next 
the MM/FEM approach has been hybridized with the Spectral Decomposition 
method to allow the analysis of finite problem. The same method can be easily 
extended to the analysis of FSSs of finite size.  
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