We present an analysis of a general machine learning technique called 'stacking' for the estimation of photometric redshifts. Stacking techniques can feed the photometric redshift estimate, as output by a base algorithm, back into the same algorithm as an additional input feature in a subsequent learning round. We shown how all tested base algorithms benefit from at least one additional stacking round (or layer). To demonstrate the benefit of stacking, we apply the method to both unsupervised machine learning techniques based on self-organising maps (SOMs), and supervised machine learning methods based on decision trees. We explore a range of stacking architectures, such as the number of layers and the number of base learners per layer. Finally we explore the effectiveness of stacking even when using a successful algorithm such as AdaBoost. We observe a significant improvement of between 1.9% and 21% on all computed metrics when stacking is applied to weak learners (such as SOMs and decision trees). When applied to strong learning algorithms (such as AdaBoost) the ratio of improvement shrinks, but still remains positive and is between 0.4% and 2.5% for the explored metrics and comes at almost no additional computational cost.
INTRODUCTION
The advent of massive photometric surveys of the night sky has created a data-rich playground in which our knowledge and assumptions about theoretical astrophysics and cosmology can be critically tested. Photometric surveys are most useful for cosmological analysis once stars, galaxies and artefacts have been correctly identified, and their properties and positions measured.
The most accurate measurement of redshift for galaxies identified in such surveys is through spectroscopic follow up on large telescopes. However this is a time consuming endeavour, and can only be performed for a subset of all of the photometrically identified galaxies. The challenge is then to attempt to estimate redshifts for the full photometric sample using either our knowledge of the evolution of stellar population models, which is encoded in template fitting routines, or to use the subset of galaxies with spectra to learn a mapping between the measured photometric properties (or 'features') of the galaxy and the redshift. These methods can then be applied to all representative photometric galaxies to estimate a redshift. If the photometric sample is not representative, techniques from machine learning, such as the covariate shift (see e.g. Sánchez, Carrasco Kind et al. 2014; Rau et al. 2015) or data augmentation (see Vanzella et al. 2004; Hoyle et al. 2015b) can still help to obtain accurate redshift estimations. One can further aid this mapping process by optimally selecting which targets to follow up spectroscopicly (Masters et al. 2015; Hoyle et al. 2015a) .
Machine learning techniques exploit the wealth of existing photometric and spectroscopic data to provide the most accurate photometric redshift measurements available. As such, many different machine learning algorithms have been applied to the problem of estimating photometric redshifts and errors, and to estimate the full redshift distribution function (e.g., Tagliaferri et al. 2003; Collister & Lahav 2004; Csabai et al. 2007; Carliles et al. 2008; Gerdes et al. 2010; Bonnett 2015; Carrasco Kind & Brunner 2013; Hogan, Fairbairn & Seeburn 2015; Rau et al. 2015; Hoyle 2016) .
In this paper we apply the machine learning architec-ture called 'stacking' to the problem of photometric redshift estimation. A stacked architecture passes the output of one machine learning algorithm as an additional input into a subsequent training round. Each training round, or 'layer', may contain one or more algorithm and the algorithms may differ between training rounds. The concept of stacking is related to the combination of different predictions from many different systems, for example by using Baysean model combination for photometric redshift anaysis (Carrasco Kind & Brunner 2014a) , or for star & galaxy separation (Kim, Brunner & Carrasco Kind 2015) . Our work differs from Baysean model combination approaches by passing both the photometric features, and the algorithm predictions into similar algorithms in a subsequent training layer. We then explore the effect of having many consecutive training layers to find the best balance between layers, and the number of algorithms which are combined per layer.
There are analogies between stacking architectures and deep machine learning (Lecun & Bengio 1995; Krizhevsky, Sutskever & Hinton 2012; Dieleman, Willett & Dambre 2015; Hoyle 2016) , if one considers that each layer of the deep neural network could learn a model and pass the model prediction to a deeper layer along with the original, albeit rescaled, input features.
The format of the paper is as follows. We describe the data sample in §2, and continue by describing the machine learning algorithms and stacking architectures in §3. We describe the analysis and present results in §4, discuss in §5, and conclude in §6.
DATA
The data in this study are drawn from Sloan Digital Sky Survey Data Release 10 (hereafter SDSS, Ahn et al. 2014 ). The SDSS I-III uses a 4 meter telescope at Apache Point Observatory in New Mexico and has CCD wide field photometry in 5 bands (u, g, r, i, z Gunn et al. 2006; Smith et al. 2002) , and an expansive spectroscopic follow up program (Eisenstein & et al. 2011 ) covering π radians of the northern sky. The SDSS collaboration has obtained approximately 2 million galaxy spectra using dual fiber-fed spectrographs. An automated photometric pipeline performed object classification to a magnitude of r ≈22 and measured photometric properties of more than 100 million galaxies. The complete data sample is publicly available through the CasJobs server (Li & Thakar 2008) 1 . We select 1,958,727 galaxies from the CasJobs server with both spectroscopic redshifts and photometric properties. In detail we run the MySQL query shown in §A1, within the DR10 schema context.
Input photometric features
For this work, we follow Brescia et al. (2014) and select the five band u, g, r, i, z psf magnitudes to create input features for the machine learning algorithms. We apply extinction corrections to the psf magnitudes, and further only select galaxies that have a photometric galaxy classification type = 3. We further remove spurious objects by selecting objects which have psf magnitudes between 10 and 30. The maximum allowed measurement error is set to 0.6 (0.5) for the psf magnitude u (g) and 0.1 for r, i and z. We note that this choice of photometric features is rather arbitrary, and recent work has shown how a machine learning inspired selection of photometric features, can lead to improvements for redshift estimation (Hoyle et al. 2015d) .
In this work we use the spectroscopic redshift as the output feature for the machine learning algorithms and therefore apply cuts to this feature very carefully. We only remove data with spectroscopic redshifts smaller than zero, because they are not physical, and further remove objects with a spectroscopic redshift error greater than 0.0002. This reduces the sample size to 1,134,080 galaxies. We have checked that these cuts do not lead to significant differences in the input feature space of the data set.
Training, validation and test samples
In this work we construct and train many hundreds of machine learning systems. To keep the training times manageable, we follow Carrasco Kind & Brunner (2014a) , and randomly sub-divide the input catalogue into training, validation and test samples of size 50k, 200k and 884k respectively. This corresponds to approximately 4 %, 18% and 78% of the whole data set. The training sample is always used to train the machine learning algorithm for a given hyper-parameter set and stacking architecture. We use the validation sample to select good hyper-parameters values for the machine learning algorithms. After the selection process is finished, we pass the independent test sample through the machine learning systems to measure the performance. This ensures that the results as measured on the test sample describe the ability of the machine learning system to generalise to new, albeit representative, datasets.
MACHINE LEARNING METHODS
In this section we present a short overview of different supervised and unsupervised learning approaches. We introduce and describe the machine learning algorithms such as selforganising maps (hereafter SOM), decision trees, and AdaBoost, and describe their hyper-parameters. We then introduce ensemble learning methods like bagging, boosting, and finally describing stacking and the stacking architectures explored in this work. Ensemble methods combine the predictions obtained from many base learners, such as one SOM, or one decision tree, and can reduce both bias and variance of predictions obtained when using just one base learner.
Self-Organising Maps
A SOM (Kohonen, Schroeder & Huang 2001 ) is an unsupervised artificial neural network algorithm, which is capable of approximating non-linear functions of arbitrary complexity hidden within the data, by clustering the data onto neurons. Each neuron can be represented graphically as a map, and then each neuron represents a cell in the map. The amount of input data and the number of neurons of the SOM are correlated with the number of objects which are assigned to each cell. Depending on the chosen topology of the SOM, each cell can have a different number of direct or nearby neighbours, which influence the predicted values.
The SOM is initially constructed with randomly selected weights connecting the input data to the neurons. The photometric properties of the training is passed through the SOM and the value of the neuron which best represents the galaxy is defined as the winning neuron. The weights of the winning neuron and its neighbouring neurons are adjusted to make the neuron even more similar to this training example. The magnitude of the weight updates for the surrounding neurons decreases as the distance on the map to the winning neuron increases. The training dataset is presented to the SOM many times in a random order, during an iterative training process. This results in a grouping of similar data around nearby neurons. The goal of this learning is the creation of a two-dimensional representation of the multidimensional data, which can reveal similarities and correlations in the data. During the training phase the spectroscopic redshift information is not used in the construct of the SOM. Finally the training data is passed through the SOM and the final cell that each galaxy belongs to is determined. The average spectroscopic redshift of all galaxies in each cell is calculated and assigned to the cell. New test data, which was not used during training, is passed through the SOM and lands in a cell. The cell redshift becomes the predicted photometric redshift assigned to the galaxy.
We choose a two-dimensional spherical topology with an online learning algorithm of 100 iterations. The SOM redshift predictions for new data are assigned using the mean of the spectroscopic redshifts of all training galaxies belonging to the winning neuron and its neighbours. There are several other parameters controlling the SOM architecture, especially the learning and prediction processes. Further hyperparameters, such as the learning rates, are fixed following (Carrasco Kind & Brunner 2014b) , and we refer the reader to this work for a detailed description of all of the hyperparameters of a SOM.
We build upon the work of Carrasco Kind & Brunner (2014b) , in which many SOMs are combined to form a 'Random Atlas' which can be applied to photometric redshift estimation. In this work we also employ the same publically available Fortran implementation of SOMz 2 . We further choose to fix the geometry of the SOM to be spherical, and adjust the hyper-parameter n of the SOM which results in the number of neurons per SOM being 12 × n × n.
Decision Trees
A decision tree is a supervised machine learning algorithm, which recursively partitions the high dimensional input feature space, into an increasing number of hyper-cubes, or 'leaf nodes'. New and smaller subsets (or 'branches') of the data are created until only a specified minimum number of objects are grouped onto a final leaf node. The algorithm selects a feature dimension and decides at which point to split the data into two cubes by trying to minimise the mean squared error in the output feature of the data in each sub 2 lcdm.astro.illinois.edu/code/mlz.html cube. After training is finished the test data is queried down the tree and lands on a leaf node. The training galaxies in that leaf node are used to produce redshift predictions for the test data. For a more detailed description of the decision tree algorithm we refer the reader to Breiman et al. (1984) , and for possible hyper-parameter choices we refer the reader to the scikit-learn (Pedregosa et al. 2011 ) documentation.
We note that constructing a decision tree with millions of galaxies, and many tens of feature dimensions is achieved in just tens of seconds, whereas a comparable sized SOM requires tens of hours. One single decision tree is often referred to as a 'weak learner' because it is only capable of learning either a very simple model, with little predictive power, or a very complex model which will be prone to over fitting.
The hyper-parameter of the decision trees that is explored in this work is the minimum the number of training examples which sit upon each final leaf node, all other parameters are fixed to the default values set by the scikit-learn routines.
Bagging ensemble learning frameworks
The concept of ensemble learning (Dietterich 2000) is based on the assumption that a collection of weak learners, such as one decision tree, or one SOM, can be combined into one ensemble system, which is a strong learner. Strong learners have a lot of predictive power and suffer less from overfitting.
One common method to produce an ensemble of weak learners is called a 'Random Forest' (Breiman 2001 ) which commonly combines many decision trees, and an 'Atlas of SOMs' (Carrasco Kind & Brunner 2014b) when combining SOMs. Both of these algorithms construct ensembles of training data with which to train each weak learner independently. The ensembles of training data are selected by 'bagging'. Bagging creates many new training datasets by randomly sampling from the original training dataset with replacement. The re-sampling process can also include a round of perturbing the data set by the measurement errors, which is a form of data augmentation (see also Carrasco Kind & Brunner 2013; Hoyle et al. 2015b ). Bagging is not restricted to the training examples, but may also be used to select a subset of the input photometric features presented to each weak learner.
In this work we use bagging by selecting from both training data, and input features, and by also applying a Gaussian re-sampling of the feature values from the corresponding feature errors. We refer to this combined process as 'bootstrap re-sampling'.
In this work we explore the number of learners as the hyper-parameter of both the random forest algorithm, and the random atlas algorithm which sit on each 'stacked layer'. However the entire stacked system is not a normal random atlas or random forest, see §3.5, for more details.
Boosting ensemble learning frameworks
Adaptive Boosting, or AdaBoost (Freund & Schapire 1997; Drucker 1997 ) is an ensemble learning algorithm which is often uses decision trees as the base learning. Each learner is trained in sequence. The first learner constructs a dataset by bootstrap resampling from the features space, and possibly the data, and trains a model which makes a base prediction. Each following learner again randomly samples from the feature space but concentrates the training process on those training examples which were poorly estimated in the previous round. The AdaBoost algorithm therefore learns from previous training rounds, in order to concentrate on the most difficult examples. This technique produces a stronger learner which often has more predictive power than other ensemble methods, such as random forests (e.g., Hoyle et al. 2015c ).
There are other boosting algorithms, such as Gradient Boosting (Friedman 2001) which only applies weights to each successive weak learner, and not the data set. We have found that Gradient Boosting performs worse than AdaBoost for the task of photometric redshift estimation.
In this work, the explored hyper-parameters of the AdaBoost algorithm are the number of decision tree learners, and number of training examples which sit on each decision tree leaf node.
Stacking
The purpose of this paper is to explore the concept of 'stacking' (Wolpert 1992) and apply it to the problem of photometric redshift estimation. Stacking is similar to the above ensemble algorithms in that it incrementally constructs sets of learners. In this work we explore both the use of weak learners, and strong learners, as the base learner. Stacking is different from boosting and bagging because each layer L, is used to produce an actual redshift estimate for each galaxy, and this estimate is included as an additional input feature into the next layer of the system.
There are many potential ways to pass each new redshift estimate into subsequent layers, and we have explored the following five methods. 1: We propagate only one redshift estimate chosen to be; 1.a: the mean (1.b: the median) of predictions from all N learners on that layer, as an additional feature into the next layer, and discard all redshift estimates from earlier layers. This increases the input feature dimension from the base number of photometric features NP F , to NP F + 1 at every additional layer. 2.a: We have also explored passing the mean (2.b: the median) photometric redshift estimates from the average values of all previous layers as a new input feature to the next layer, this again keeps the input feature dimension fixed to NP F + 1. 3: We also cumulatively propagate every mean redshift estimate for all preceding layers into the subsequent layer, thereby increasing the number of features by NP F + L for the L th additional layer. From this collection of possibilities we concentrate on the approach which performs the best on the validation sample, which is approach 1.a. We note the approach 1.b improves the median metric value more than approach 1.a, which however improves the other two metrics (which are described further in §4).
We provide a schematic diagram of the stacking architecture in Fig. 1 , and describe the stacking procedure further with the aid of this diagram. Each stacking layer has N learners at each 'i th ' layer Li, and each learner is given a bootstrapped re-sampled training set. The N learners are trained and then each produce a redshift estimate for all training data, as denoted by Zi,j in Fig. 1 . This is achieved by passing all training data through layer Li and obtaining redshift estimates for each galaxy from each of the N learners. We compute the mean of all N redshift values for each training example, as denoted by zL i in the schematic diagram. The photometric data is again bootstrap resampled N times, and then the feature values and the mean redshift value zL i calculated for each galaxy, is passed into each of the N learners on the next layer Li+1.
We also compare the effect of stacking, against simply using a similarly larger number of learners in the ensemble. This means that for every stacking system which has L layers, and N learners per layer, we also create an ensemble learner with L × N base learners which does not perform stacking. In the cases that a strong learner, such as AdaBoost with M decision trees, is used as a base learner in the stacking system, we correspondingly increase the number of base learners in the comparison system by a factor M , thereby bringing the total number of base learners to
We explore different combinations of L, and N (or L, N and M ) such that the total number P = L × N (or P = L × N × M ) of base learners is fixed, for example we explore P = L × N = 1 × 100, P = 2 × 50, P = 4 × 25, ..., P = 1 × 100. We also explore different values of P .
We note that N = 1 correspondes to having only one learner per layer and L = 1 represents having no stacking layer, and therefore corresponds to the comparison systems. We explore a grid of values, P , L, N (M ). For each of the values, we construct many realisations of the chosen system by randomly exploring the hyper-parameter space of the learners. We choose the realisation which performs the best on the validation set, as the system to use for those values of P , L, N (M ). One could consider these values as the hyper-parameters of the stacking architecture.
Finally we note that a linear combination of many decision trees is the definition of a random forest (Breiman 2001) , in which the predictions of each of Nt trees ztree,i are averaged to produce a redshift zRF following
In this work we do not use the term random forest because some stacking architectures have only one decision tree per layer, and many layers, and therefore these collections are not random forests. For the cases when there are many decision tree learners per layer, then each layer can be thought of as being a random forest, however the complete system is not a standard forest, and we therefore prefer to use the less misleading term 'collection of decision trees'.
ANALYSIS AND RESULTS
The performance of the different stacking configurations are compared by predicting redshifts for the test data, which is not used during training. The redshift scaled residual vector is construct from the redshift predictions and the spectroscopic redshifts, and is defined as ∆z = (z phot − zspec)/(1 + zspec). We choose to measure the following performance metrics on ∆z; the absolute value of the median value of |∆z 50 |, the 68% spread of ∆z denoted by σ68, and the fraction A schematic diagram of the stacking procedure. Each stacking layer has N learners at each 'i th ' layer L i , and each learner is given a bootstrapped re-sampled training set. The N learners are trained and then each produce a redshift estimate for each training galaxy, as denoted by Z i,j . This is achieved by passing all training data through layer L i and obtaining redshift estimates from each of the N learners individually. We compute the mean of all N redshift values for each training example, as denoted by z L i . The photometric data is again bootstrap re-sampled N times, and then the feature values and the mean redshift value z L i for each galaxy is passed into each of the N learners on the next layer L i+1 .
Metric Description
|∆z 50 | the absolute value of the median of ∆z. σ 68
The dispersion at which 68% of ∆z is enclosed symmetrically around the median. out 0.15 Fraction of outliers with |∆z| > 0.15 Table 1 . The definition of the metrics used to compare different machine learning performances, as measured on the redshift scaled residuals, defined as ∆z = (z phot − zspec)/(1 + zspec).
of outliers out0.15, defined as the faction of predictions for which |∆z| > 0.15. We present and describe these metrics in Table 1 to aid the reader. We do not choose to compare other performance metrics, for example those which compare the full shapes of the predicted and true redshift distributions (Sánchez, Carrasco Kind et al. 2014; Rau et al. 2015; Bonnett et al. 2015) , which can be useful metrics depending on the science case at hand. In this paper we identify improvement if all of the three specified metrics are improved. This is similar to the 'I-metric' weighting proposal presented in (Carrasco Kind & Brunner 2014a,b) .
To generate error estimates on the measured metric quantities, we perform the following two sets of analysis. In all of the sections except in §4.4, we train three machines for each set of machine hyper-parameters and stacking configurations, using three bagged re-samples of the training set. We then pass the validation sample through each of these three machines and measure the metrics. The mean and standard deviation of these three values are presented in the figures, and we choose the best hyper-parameter configuration from these runs. In §4.4 we are more interested in how these results generalise to new data. We therefore choose the best hyper-parameter values using the validation sample, and run 10 new machine systems with these hyperparameter values each having a bagged re-sampled training set. We pass the large sample of test data through each of the 10 systems and measure the metric values. In §4.4 we report and present the mean and standard deviation of these 10 values, as measured on the test sample.
Different stacking architecture configurations
In this section we explore the effect of different stacking configurations with sets of fixed machine learning architecture hyper-parameters. To this end we choose to follow Carrasco Kind & Brunner (2014b) and set the SOM architecture to have 768 neurons. We likewise create a comparable sized decision tree by fixing the 'minimum number of objects per leaf' to be 65, which approximately corresponds to the same number of training samples on each leaf node, as are assigned to each cell of the SOM. We next choose the following fixed total number of learners in the stack P , to be (49, 100, 200, 400) and explore a range of the number of layers L, and learners per layer N , such that the following condition is always satisfied P = L × N . If exact combinations of L, N are not possible for each P , we choose close by values.
We present the results of this analysis in the panels of Fig. 2 , which show the number of layers on the x-axis, and the number of learners per layer on the y-axis. Recall that L = 1 (≡ 2 0 ) indicates no extra stacking layers, and L > 1 indicates extra layers of stacking. The diagonal lines on each panel show lines of fixed P = L × N =constant. The lefthand panels show the effect of stacking using a SOM as the base learner, and the right-hand panels show the use of a decision tree as the base learner. The top, middle and lower panels show the median value, σ68, and the outlier fraction metrics respectively, of the relative metric values, with respect to the comparison system. Each data point corresponds to a particular choice of number of learners per layer, and the number of layers. Redder (bluer) colors correspond to improvement (degradation) in the metric value as compared with the comparison system, which is highlighted by one circle. The comparison system is that with no extra layers of stacking (L = 1) and the smallest number of base learners N . The colors in each panel correspond to different ranges as shown in the legend. The best overall architecture is highlighted by three concentric circles.
If we concentrate on each of the diagonal lines in each of the panels, we find that there is always a stacking configuration which improves each of the metric values when using both the SOM and decision trees as the base learner, as compared to the comparison system which does not have any stacking layers. This can be seen by the change in color of the data points along each of the diagonal lines. In the left-hand panels of Fig. 2 we see that the relative improvement in metric values continues to increase in all metrics as more and more stacking layers are added. For the outlier fraction metric this improvement is very clear as shown in the bottom panel. The panels corresponding to σ68 and the median value also improve with the addition of extra stacking layers, however there is often a saturation level, after which increasing the number of stacking layers, and therefore decreasing the number of learners per layer, results in a degradation of results. This degradation is probably due to the lower number of learners per layer over-fitting the data and thereby reducing the predictive power of the machine learning system.
By concentrating on the right-hand panels of Fig. 2 we find that the metric values of ensembles of decision trees are also improved when at least one stacking layer is used, however the exact number of stacking layers which provide the best metric values is not the same for each metric, the outlier fraction performs better with more layers and less learners per layer, and the median value performs better with approximately equal numbers of layers and learners per layer.
We now concentrate on one of the sets of diagonal lines as presented in Fig. 2 , which correspond to a total number of learners P = 100, and present the absolute (not relative) metric values for different stacking configurations in Fig. 3 . We show the metric values for stacked systems using decision trees and SOMs on the same figure, and highlight the comparison architecture with no stacking layers L = 1 by a transparent background, and highlight extra stacking layers using a grey background. The errors on the data points represent the standard deviation of metric values calculated after training three different machines using bootstrap resampled training data, and then measuring the metric values on the validation sample. The grey data show the spread of the metric values, and the colored points show the median.
Examining Fig. 3 we find that almost all machine learning decision tree configurations are superior than systems constructed using SOMs as the base learners for all of the metrics explored. This result is not new (Carrasco Kind & Brunner 2014b; Hoyle et al. 2015c ) but it is the first time it has been shown for stacked systems. An obvious reason for this improvement is because the decision trees use the spectroscopic redshift during training, to group similar data into leaf nodes, whereas SOMs do not. We note that there is variation in the spread of metric values, which is probably due to the small number of trained systems that were used to produce redshifts from which the metric values are measured. We would expect the errors to converge with more trained systems.
Increasing the complexity of the base learners
We next explore how robust the results of §4.1 are to deeper decision trees, and to SOMs with more cells and neurons, by increasing the complexity of these base learners. We choose to increase the size of the SOM from 768 to 3072 neurons. We do not explore intermediate SOM sizes because of time required to train these systems. Decision trees are much faster to train, and we therefore explore a range of decision tree depths, by modifying the hyper-parameter for the number of objects on each leaf node.
We present the results of the analysis comparing the We find that increasing the size of SOM improves all of the metric values by approximately ten percent, irrespective of the choice of stacking architecture. We also find that stacking either improves the metric values by a few percent, or does not degrade the metric values perceptibly. From this analysis, and that presented in §4.1 we conclude that SOMs systems always improve when used in conjunction with stacking, and that the best choice of stacking architectures for SOMs are either to have one SOM per layer and many layers, or have approximately equal numbers of layers and learners per layer.
We next increase the complexity of the decision trees, by decreasing the minimum number of objects per final leaf node. In this analysis we choose to explore two stacking architectures with P = 400, namely P = L × N = 1 × 400 = 400 and P = 2 × 200 = 400, which correspond to having no stacking layers and 400 learners, and one additional stacking layer and 200 learners per layer.
We present the results of the analysis in Fig. 5 , which shows the relative metric values of both stacking architectures as the complexity of the base learner decision trees are increased. The metric values are computed relative to the comparison system which is the system without any additional stacking layers, and with the largest number of objects per leaf node. The contours represent the standard deviation from each of the three trained machines.
We again find that stacking always helps to improve the metric values, however when using collections of decision trees as the base learner, we find that the improvement is only a few percent for the metrics σ68 and the outlier fraction, and up to 20 percent for the median. We note that the results seen in Fig. 5 are also consistent with Fig. 2 . We find that for the metrics σ68 and the outlier fraction the systems with more complex decision tree base learners always improves compared to the decision tree with more objects on each leaf node. However this improvement decreases as the decision trees approach purity, i.e., the number of objects on each leaf node approaches 1. This degradation in results is caused by the decision trees over-fitting the training data, and therefore not generalising well to the test data. We find that the median metric is strongly effected by the choice of decision tree complexity, with more complex trees producing much worse estimates of the median value, as compared to both the comparison system and to less complex systems.
From these analyses we conclude that having a machine learning system with at least one additional layer of stacking improves the redshift estimates when using decision trees as base learners, however the base learners should not be too complex. The metric values are computed relative to the comparison system which is the system without any additional stacking layers, and with the largest number of objects per leaf node. The contours represent the standard deviation calculated from the three trained machines. Two stacking architectures are presented with P = 1 × 400 = 400 and P = 2 × 200 = 400.
Stacking with strong learners
In this section we explore how stacking architectures can also improve the redshift measurements of systems which already perform very well, e.g., when using strong learners as the base learners. We use the AdaBoost algorithm as the base strong learner. Each AdaBoost learner creates an ensemble of decision trees. In this section the number of base learners P is given by P = L × N × M , where each layer L consists of N learners, and each learner is a collection of M decision trees. We make comparison systems which are constructed using AdaBoost without any additional stacking layers (L = 1) but with additional learners, such that the total number of base learners P in each system is the same. We again note that each AdaBoost learner is trained using a bootstrap re-sampled training sample.
We further fix the depth of the decision trees which are combined with AdaBoost by setting the hyper-parameter corresponding to the minimum number of objects per leaf node to the value of 20. This choice is motivated by examining Fig. 5 for which this value corresponds to a reasonable improvement, or at least minimal degradation, in the values of the chosen metrics, for the collections of decision trees. In what follows we compare stacking with one additional layer (L = 2) with not performing any stacking (L = 1). We leave the exploration of deeper than L = 2 stacking architectures to future work, however we do not expect to see substantial improvements by adding more stacking layers because of the lack of substantial improvement found using collections of decision trees.
For computation cost reasons we set the total number of AdaBoost learners to be P = [1 or 2] × [100 or 50] × M = 100 × M . We explore the effect of adding more decision trees M to the Adaboost learners, and present the results of the both the stacked and unstacked analysis in Fig. 6 . We choose to show the relative performance in the metric values with respect to the comparison AdaBoost system which has the least number of decision trees with no additional stacking layers. The metric name is shown on the y-axis label of Fig.  6 and the contours represent the standard deviation from each of the three trained machines.
Examining Fig. 6 we find the following two main results; stacking always improves the metric values compared with not stacking, however this improvement is a modest few percent, and secondly, the stacked AdaBoost algorithm is more accurate when less decision trees M are combined in correspondingly more learners N . We also find that there is no obvious architecture that achieves an optimal balance between the number of learners per layer N , and number of decision trees per learner M . This choice would have to be found, as performed here, by exploring this parameter space and measuring the chosen metric on a validation sample.
Summary of stacking results
In this section we summarise the results of the previous sections and demonstrate how generalisable these results are. We first select the best machine learning architecture hyperparameter values, and the best stacking architectures parameters using the validation sample, and present the hyperparameters of the systems in Table 2 . We next retrain 10 systems each of which use different bagged re-sampled training data. We then pass the large sample of test data through each of the 10 systems and measure the metric values. We now report and present the mean and standard deviation of these 10 values, as measured on the test sample in Table 3 and Fig. 7 . In Table 3 we highlight the best metric values in bold, however note that some of the other values are statistically indistinguishable from each other. We reiterate that the metrics are measured on the test sample which is not used during the machine training or the hyper-parameter selection process. Fig. 7 shows how the metric values are all improved when we include stacking layers for each of the machine learning architectures explored in this work. We use the following acryonms for the name of the machine learning architecture on the x-axis label: AdaBoost AD, decision trees DT, and self organising maps SOM, and these algorithms com- bined with stacking layers are denoted by '+st'. We also further highlight the (un)stacked architectures by the (white) grey backgrounds. We connect the metric values between the unstacked and stacked architectures, and further highlight the unstacked values by the dotted lines for each machine learning architecture. We use the y-axis labels to show the different metrics presented in each panel, and we have inflated the error bars by a factor of 5 for viewing purposes. Fig. 7 clearly shows that there is always an improvement available, to each of the machine learning algorithm explored in this work, if some of the learners first produce redshift estimates and then those estimates are passed as additional input features into an additional layer of learners. We have shown that stacking architectures are able to extract further improvements in the explored metric values, with only a very modest increase in the additional computational requirements to the user. AdaBoost with stacking N leaf = 20 P = 100, L = 2, N = 10, M = 5 Table 2 . Hyper-parameter values for the best-performing algorithms listed in Table 3 . We denote the number of neurons of the SOM by Nn, the number of training examples per leaf node of a decision tree by N leaf , the number of stacking layers L, the number of learners per layer N and the number of decision trees per AdaBoost base learner M . The total number of base learners is given by P = L × N (×M ). Table 3 . A summary of the performance results as calculated on the independent test sample. We present the mean of the metric values using 10 different machines trained with fixed hyperparameters (see Table 2 ). The bold values represent the best results per column.
DISCUSSION
We have shown that stacking is an effective way to improve machine learning predictions for photometric redshift analysis applied to SDSS data. We now present a discussion of why this may be the case. If we concentrate on the middle panel of Fig. 6 which shows the dispersion σ68, of the redshift scaled residuals as a function of the number of training data per leaf node, which describes the depth of the tree and is a measure for the complexity of the system. This panel shows the relative improvement in σ68, and therefore larger y-values correspond to smaller values of σ68. The dispersion is an estimate of the standard deviation of the distribution, which is related to the mean squared error (MSE). This enables us to view this panel as (the y-axis inverse of) a MSE against model (or tree) complexity diagram. This is then nothing more than the usual learning curve from machine learning.
If we concentrate first on the system without any additional stacking layers, we see that for the low complexity model, in the left of the panel, there is a high bias: meaning the model does not fit the data very well. In the right of the panel, the model fits the data point very well, so we are in the low bias regime, and potentially high-variance: meaning over fitting of the data. However because we are using collection of decision trees, we do not find that the system strongly over fits, and therefore the variance is always low. Over fitting would occur, for example, if we were to only use one decision tree. Therefore the difference between the left and the right hand sides show how the increased complexity of the model decreases the value of bias.
If we next concentrate on the left of the panel and examine the difference between the stacked L = 2, and unstacked L = 1, systems, we find that the more complex system, i.e. that which has two learning rounds, has a larger improvement in the value of σ68, and therefore a lower MSE. This improvement must be due to the increased complexity leading to a faster reduction in bias. If we now concentrate on the right side of the panel, we see that both systems converge to the same values of MSE, and therefore they now have the same, very low, value of bias.
We therefore conclude, with a somewhat obvious statement, that stacking increases the complexity of the model, and therefore can provide a better fit to the data.
CONCLUSIONS
We have introduced 'stacking' architectures for the task of photometric redshift estimation using machine learning, and have shown the benefit of using such stacked systems on common metrics. Stacking is a generic method to use the machine learning predictions obtained from one training round as an additional input into a different training round, or training 'layer'. Any machine learning algorithm can be used as the base learner which are then further combined in each of the stacking layers. For a schematic diagram of the stacking architecture used in this paper see Fig. 1 .
We explore the use of various stacking architecture configurations, such as the number of stacking layers, and the method to combine and pass predictions across different layers, and we find that all explored machine learning algorithms improve by having at least one additional stacking layer for the task of photometric redshift estimation. The improvement is modest and varies between 2 and 20 percent depending on the measured metric and stacked algorithm.
We apply stacking to three very different machine learning algorithms, two are based on decision trees in a supervised learning setting, and the third uses self-organising maps (SOMs) in an unsupervised learning setting. We further split these algorithms into so called 'weak learners' which are models with low predictive power, such as individual decision trees or a SOM, and 'strong learners', for example using the AdaBoost algorithm to combine decision trees. The AdaBoost algorithm combines sequentially constructed decision trees, with each tree concentrating on the most difficult training examples from the output of the previous tree.
We begin by exploring a grid of different stacking architectures. We use an independent validation sample to calculate the metrics values obtained by each stacked architecture, and to identify winning architectures. We find that some algorithms, such as SOMs perform better by stacking many layers with a low number of learners per layer, and other algorithms, such as decision trees, perform better by having many learners per layer and only a few layers.
We choose to quantify the machine learning redshift zML, prediction performance by constructing the redshift scaled residual distribution, defined as ∆z = (z − zML)/(1 + z), and measuring the following three metrics; the median, 68% dispersion, and outlier fraction, defined as the fraction of data with |∆z| > 0.15. We note that the 68% dispersion σ68 is equivalent to the standard deviation for a Gaussian distribution. Depending on the science case, one may instead wish to measure the redshift prediction ability of the recovered full redshift distribution of a test sample. We leave the exploration of other metrics such as this to future work.
In this work we have explored only a few of the tunable hyper-parameters of the base learning algorithms, such as the depth of the trees, and the number of neurons in each SOM. We have concentrated instead on the hyperparameters of the stacking system itself, such as the number of stacking layers, the number of base learners per layer, and the method that combines the predictions and passes them from one layer to the next. There are many other algorithm hyper-parameters that could be explored in future work, however given the analysis presented here, we would still expect stacking to improve the predictions, even for a richer hyper-parameter space. One could also explore the combination of different sets of algorithms in the same layer, or change the base learner algorithm between layers. In this work we have explored three very different machine learning algorithms, and therefore expect that other algorithms will also likely shown an improvement if used in a stacked system. We have also shown that for a fixed number of learners, there is always an improvement in the measured metrics when introducing at least some amount of stacking.
We have only explored stacking for the machine learning task of photometric redshift prediction. One could equally explore how stacking effects other common machine learning tasks, such as star and galaxy separation (e.g., Lahav 1997; Yeche et al. 2009 ), or optimal target selection (e.g., Hoyle et al. 2015a) .
We are currently applying these techniques to other datasets, and machine learning tasks to determine if stacking is a generic method to further improve the performance of a set of machine learning algorithms. As with all machine learning analysis, it is highly recommend to explore stacking for each problem, and for many datasets before assuming that improvement is always achieved. However this work shows that stacking has the potential to further improve the predictions obtained by even very strong base learners.
