ABSTRACT This paper proposes a novel adaptive intelligent tracking controller design scheme for a type of nonlinear delayed systems with completely unknown nonlinearities and non-strict-feedback structure. In the backsteppping-based design architecture, the intelligent estimation technique is utilized to approximate the unknown nonlinear functions via neural networks, and Lyapunov-Krasovskii functionals are designed to deal with the unknown delay terms. The constructed adaptive intelligent controller guarantees the semiglobal boundedness of the resulting closed-loop system and the system output eventually converges to a small neighborhood around the desired reference signal. In the end, the presented simulation results verify the effectiveness of the proposed design method.
I. INTRODUCTION
In the past decades, the study on control design of nonlinear systems has made great progress due to the needs of practical applications [1] - [16] . In this respect, adaptive control of uncertain nonlinear systems acts an extremely important role because its ability to deal with parametric uncertainties. In order to control the uncertain nonlinear systems with mismatched conditions, adaptive backstepping design procedure has been presented in [17] - [23] . At present, adaptive backstepping design procedure has become one of the most popular constructive design tools for uncertain nonlinear systems [24] - [28] . For example, an adaptive controller design approach has been proposed in [29] for uncertain nonlinear systems in strict feedback form with uncertain time-varying parameters and unknown virtual control coefficients; a robust adaptive controller design method has been presented in [30] for a class of uncertain nonlinear systems subject to input saturation. In addition, it is well known that time delays inevitably exist in practical systems and are often a source of instability of nonlinear systems. In general, there exist two effective methods to handle the affect of time delays as follows: Lyapunov-Krasovskii functionals and LyapunovRazumikhin functionals [31] - [34] . It should be stressed that although there are many results on control design of nonlinear time delay systems, few result has been reported for adaptive control design of uncertain nonlinear time delay systems in the framework of backstepping design procedure.
In recent years, the results on adaptive intelligent control of uncertain nonlinear systems with strict-feedback structure have been widely reported by using NNs or fuzzy logic systems (FLSs) combined with backstepping technology [35] - [48] . For instance, the intelligent estimation technique was utilized in the paper [49] to approximate the unknown nonlinear functions via NNs, and then the backstepping techniques was used to design an adaptive controller for the considered system. The paper [50] presented an adaptive neural control scheme for a class of more general uncertain nonlinear systems with state-dependent disturbances.
In addition, several adaptive neural control schemes were also presented for uncertain strict-feedback nonlinear systems in [51] - [53] . On the other hand, the variable separation technology has been proposed to design the adaptive intelligent controller for uncertain non-strict-feedback nonlinear systems [54] . For example, the paper [55] applied the variable separation technology to overcome the dsign difficulties of non-strict-feedback nonlinear functions and successfully constructed an adaptive intelligent controller for a class of nonaffine nonlinear time-delay systems. The paper [56] studied the adaptive approximation-based tracking controller design problem for a class of nonlinear stochastic time-delay systems with the non-strict-feedback structure by using the variable separation approach. However, the abovementioned controller design methods in [54] - [56] require the drift functions f i (x), i = 1, 2, · · · , n must be bounded by strictly increasing smooth functions. In practice, it is hard to verify whether this condition is satisfied. Therefore, a new adaptive neural controller design method for nonlinear timedelay systems with completely unknown nonlinear and nonstrict-feedback structures should be explored, which hugely motivates our research interests.
Based on the aforementioned discussions, this study considers the adaptive intelligent tracking control issue for a type of unknown nonlinear delayed systems in non-strict-feedback structure. In the adaptive intelligent tracking controller design procedure, radial basis function (RBF) NNs and LyapunovKrasovskii functionals are used to address the problem of approximating the unknown system nonlinearities and the problem of unknown time delay terms, respectively, and the backstepping method is employed to design an adaptive intelligent tracking controller for the system under consideration. Compared with the existing literature, the main contributions of this paper are summarized as follows: (i) A new adaptive intelligent tracking controller design scheme is proposed for the studied system for the first time. Moreover, the constructed adaptive intelligent tracking controller guarantees that the semi-global boundedness of the resulting closed-loop system is achieved and the tracking error converges to a small neighborhood of the origin. (ii) It should be emphasized that the system functions f (.)s in the system (1) are not required to be bounded by a strictly increasing smooth function and the functions f (.)s contain all the state variables. Therefore, the non-strict-feedback structure of the considered system (1) is more general than the strict feedback structure of the studied systems in [44] , [49] , and [53] , and thus the proposed control strategy is easier to be implemented in practice than the existing results in [44] , [49] , and [53] . (iii) The hyperbolic tangent function is applied to deal with the singular problem aroused by using the constructed Lyapunov-Krasovskii functionals for addressing the time-delay terms.
Notation: N + denotes the set of positive integers. R + denotes the set of all nonnegative real numbers and R n denotes the real n-dimensional space.
· denotes the standard Euclidean norm or the induced matrix 2-norm. C i denotes the set of all functions with continuous ith partial [−τ,0] x (t) . max( * ) denotes the largest eigenvalue of * .
II. PROBLEM DESCRIPTION AND PRELIMINARIES

A. PROBLEM DESCRIPTION AND CONTROL OBJECTIVE
Consider the following class of nonlinear delayed unknown dynamic system:
T ∈ R n , y ∈ R and u ∈ R are the state vector, control output and input of the system, respectively. The functions f i (.), h i (.) and g i (.) are unknown smooth functions with f i (0) = 0 and h i (0) = 0. τ i denotes unknown constant time delays, and d i (.) stands for external disturbance inputs,
The design aim of this article is to design an adaptive neural network tracking controller for system (1) such that the output y(t) of the system can follow a desired reference signal y d (t) and all the signals within the resulting closed-loop system are bounded.
Then, we introduce the following three interrelated assumptions.
Assumption 1: First, we define a vectorȳ di = y d , y 
Assumption 2: There are unknown smooth functions
Suppose that the signs of g i (x i (t)) are known. Further, there are unknown constants b > 0 and c > 0
Remark 1: Assumptions 1-3 are the standard assumptions when the output tracking problem is studied for strict feedback or non-strict-feedback systems, and the similar assumptions can be found in the results [1] , [35] , [36] , [56] , [57] . Furthermore, the practical potentials of these assumptions can be checked in results [1] , [35] , [36] , [56] , [57] .
B. RBF NNs
In the control design program of this article, RBF NNs will be used to approximate the unknown nonlinear functions. One of the most useful property of RBF NNs proposed in [58] is listed as follows. It has been proved that when the number l of nodes is large enough, the RBF NN W * T S(Z ) can approximate any continuous function f (Z ) over a compact set z ⊂ R q , for given arbitrary accuracy ε > 0, such that
where δ(Z ) is the error approximation satisfying
∈ R l denotes the ideal constant weight vector, and defined as W * = arg min
and
stands for the basis function vector with l ∈ N + being the number of the neural networks nodes. Moreover, s i (Z ) are chosen as Gaussian function, namely,
T is the center of the receptive filed and η i is the width of Gaussian function. Lemma 1 [60] :
T , where S(x q ) denotes the basis function vector. Then, we can obtain the following inequality:
with any positive integers k and q satisfying k ≤ q. Proof: 
III. ADAPTIVE NEURAL-NETWORK-BASED DESIGN PROCEDURE
This section will apply the backstepping design technique to construct the following adaptive neural network tracking control laws:
where
where is a positive design parameter, S i (Z i ) is the basis function vector, where
is the input vector. In addition, let ε i be the upper bound of the neural network approximation error
In the next, we develop the following backstepping-based design algorithm.
Step 1: First, we define the tracking error e 1 = x 1 − y d , then its time derivative can be calculated as follows:
By choosing a Lyapunov-Krasovskii functional candidate (7) where the unknown positive function P 1 (x 1 ) will be specified later.
By Young's inequality and Assumption 2, we can obtain the following inequality:
where a 11 is a design parameter. Furthermore, we choose
to cancel the unknown time-delay term in (8) .
Consequently, we can geṫ
.
It needs to be emphasized that h 2 1 x 1 /2e 1 in (9) is discontinuous at e 1 = 0. In order to overcome this design difficulty, we introduce hyperbolic function tanh(e 1 /v 1 ) proposed in [58] to handle the term h 2 1 (x 1 )/2e 1 . Therefore, (9) becomeṡ
where v 1 > 0 is a design parameter, H 1 = h 2 1 (x 1 )/2, and )H 1 exists, thusf 1 (X 1 ) can be estimated by a neural network
By substituting (11) into (10), we obtain thaṫ
By applying Lemma1,we can get
2 ,
Then, it can be concluded thaṫ
, we can obtain based on (13) thaṫ
By using the adaptive lawθ 1 in (5) and defining e 2 = x 2 − α 1 , the formula (14) becomeṡ
Therefore, by using the virtual control law α 1 in (4), we get
Here, we always chooseθ 1 (t 0 ) ≥ 0 such thatθ 1 (t) ≥ 0, t ≥ t 0 . Noting
, and substituting (16) into (15) show thaṫ
The coupling term g 1 (x 1 )e 1 e 2 will be handled in the next step, and the last term in (17) will be considered later.
Step i(2 ≤ i ≤ n − 1): Analogously, by defining e i = x i − α i−1 , the dynamics of e i -subsystem is calculated aṡ
, where the unknown function P j (x j ) > 0 will be specified later.
By differentiating V p i along the trajectory the equation (18), we obtaiṅ
where a ij > 0, 1 ≤ j ≤ i, are design parameters. By substituting (20) into (19), we obtaiṅ
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Furthermore, we choose
2 to cancel the corresponding unknown time-delay term in (21) . Thus, we can getV 
where 
Therefore, by using (24) and then applying the following inequalities:
(23) can be rewritten aṡ 
For any given bounded initial conditionθ i (t 0 ) ≥ 0, by choosing the virtual control law in (4), we obtain
By substituting the formulas (5) and (28) into formula (27) , and applying the following inequality:
, we can obtaiṅ
where C i > 0 is a constant and is defined by
Combining (29) with (30) resultṡ
Step n: In the final step, we will construct the real control u. Defining e n = x n − α n−1 , then we can geṫ
By choosing a Lyapunov-Krasovskii functional candidate
where the unknown
The time derivative of V P n along (32) is given bẏ
where H n = n j=1 h 2 j (x j )/2. In the next, we introduce hyperbolic function tanh(e n /v n ) to handle the term H n /e n . Therefore, (34) becomeṡ
where v n > 0 is a design parameter, X n =
X n being a known compact set, and is defined bŷ
Similar to (25) , a NN W T n S n (X n ) can be used to approximate the functionf n (X n ) such that
By substituting (36) into (35), we can obtain the following inequality:
Obviously, choosing the adaptive lawθ n in (5) with i = n, then the time derivative of V W n along (5) and (37) satisfieṡ
For any given bounded initial conditionθ i (t 0 ) ≥ 0, choosing the true control law u in (4) with i = n, we get
In addition, using
and substituting (39) into (38), we havė
where C n = d n + bσ n θ 2 n /2γ n . Now, choose a Lyapunov-Krasovskii functional candidate V n = V n−1 + V W n . we can obtain the following inequality:
Therefore, from (40) and (41), the time derivative of V n satisfieṡ
wherek j = bk j − 1/2 > 1/2 with k j > 1/b , and C = n j=1 C j with C j = d j + bσ j θ 2 j /2γ j . Based on the above design procedure, we are now to provide the main result of this paper by the following theorem.
Theorem 1: Under Assumptions 1-3, consider the closedloop system formed by the nonlinear system (1), the virtual controls (4) with i = 1, 2, · · · , n, and the adaptive laws (5) . Then, when the bounded initial conditions satisfyingθ i (t 0 ) ≥ 0, i = 1, 2, · · · , n, it can be proved that the actual input u can assure the closed-loop system has the following two properties: (i) all the variables within the nonlinear closedloop system are bounded; (ii) the error signal eventually converges to the following set in the mean square sense:
where e = [e 1 , e 2 , · · · , e n ] T , e rs = 1 t t 0 e(τ ) 2 dτ, and µ s will be given later. In addition, s can be made as small as possible by properly selecting the related design parameters.
Proof: The detail proof of Theorem 1 is quite similar to the one of the Theorem 3 in the paper [59] .
IV. SIMULATION EXAMPLE
In this section, we will use an example to illustrate the effectiveness of the approach proposed in this article.
Example 1: We will apply the developed adaptive neural network tracking controller design method to the following nonlinear system:
where x 1 and x 2 represent the state variables, u is the system control input and y is the system output.
From Theorem 1, we can construct the virtual control law α 1 , the true control input u and the adaptive lawsθ i (t)i = 1, 2 as follows: where
, and the design parameters are chosen as k 1 = 250, k 2 = Fig. 1 shows the reference signal y d and the system output y. Fig. 2 shows the response of state variable x 2 . Fig. 3 displays the response of the tracking error e 1 and Fig. 4 shows the boundedness of adaptive parameterŝ θ 1 andθ 2 . From the simulation results, it can clearly be seen that the proposed controller guarantees the boundedness of all the signals in the closed-loop system, and the good tracking performance.
V. CONCLUSION
This paper has presented a novel adaptive intelligent tracking controller design scheme for a type of nonlinear nonstrict-feedback systems with completely unknown nonlinearities and time delays. The approximation-based intelligent technique has been used to approximate the unknown nonlinearities via NNs, then the adaptive intelligent tracking controller has been designed by applying the backstepping design procedure and Lyapunov-Krasovskii functionals technique. The designed adaptive intelligent controller has been proven to be able to guarantee the semiglobal boundedness of the corresponding closed-loop system. As compared to the existing results on adaptive control of uncertain nonlinear systems, the more general class of non-strict-feedback nonlinear time-delay systems has been investigated, which leads the proposed design scheme to be more suitable for practical applications. Finally, simulation results have been given to illustrate the effectiveness of the proposed design scheme. 
