This paper is concerned with the existence of solutions to a dynamic network equilibrium problem modelled as an in nite dimensional variational inequality. Our results are based on properties of operators that map path ow departure rates to consistent time-dependent path ows and other link performance functions. The existence result requires the introduction of a novel concept that strengthens the familiar concept of FIFO (`First-In-First-Out').
Following Ben-Akiva 3], one can identify four main elements in any dynamic network equilibrium model (DNEP): arc performance functions, path choice criterion, a demand model, ow conservation relationships at the nodes of the network. According to this author, the extension of a static to a dynamic setting requires the determination of time-dependent arc performance functions, temporal origin-destination demand, and the assessment of queueing e ects on time-varying arrival rates. In general, these relationships are not available in closed form, and consequently analytical properties of the model are di cult, if not impossible, to derive.
Several models of dynamic equilibrium have been proposed, that involve only route choice ( 6] . In all the abovementioned models, the issue of existence of a dynamic equilibrium has not been fully addressed. In this paper we give an existence result for the dynamic User Equilibrium { Route Choice model introduced by Friesz et al 5] , thus giving a theoretical foundation for the numerical algorithms that have been proposed for this model.
The analysis is performed under the assumption that ow throughout the network obeys the FIFO (`First-In-First-Out') rule. In the absence of such a queue discipline, ow propagation can be irrealistic (see Astarita 1] ). We believe that analytic models should ensure that FIFO is satis ed.
A byproduct of our analysis will be a theoretical analysis of the loading procedure (see also Xhu et al. 19] ) that relates the link performance functions ( ow volumes, entry rates, exit rates, departure times) to the path departure rate functions. These link performance functions constitute the control variables of the dynamic network equilibrium problem, and their evaluation lies at the heart of the DNEP.
The paper is organized as follows: the mathematical formulation of the DNEP is stated in Section 2; in Section 3 we prove that, under a strengthened FIFO condition, the dynamic network constraints are consistent and that the network ow operators are well de ned over their respective domains; Section 4 is devoted to the continuity properties of the link ow, path ow and traversal time operators; from these results we derive (Section 5) the existence of a dynamic equilibrium for the route choice model with xed departure times; in Section 6, we derive su cient conditions that ensure the strengthened FIFO condition and hence the existence result.
Formulation of the dynamic network system
Let us consider a network with multiple origins and destinations, based on an underlying directed graph G = (N; A) with node set N and arc set A. We denote by R the set of origindestination couples, by P r the set of paths associated with the origin-destination couple r in R, and let P = r2R P r denote the set of all origin-destination paths. An element ap of the link-path incidence matrix is de ned by ap = ( 1 if link a belong to path p 0 otherwise.
Denoting by x p a (t) the number of vehicles travelling on arc a of path p at instant t, and by x a (t) the total number of vehicles travelling on arc a at instant t, we obtain the relationships:
x a (t) = X p2P ap x p a (t):
Now let u p a (t) (respectively v p a (t)) denote the in ow rate into (respectively exit rate from) link a of path p at time t. Based on these variables, the system equation for link a can be written as:
where P a is the set of paths through link a. Now, assuming that the number of vehicles on link a at the start of the period under study is equal to zero, the number of vehicles on link a at any instant t in 0; T] can be expressed as
For any pair of consecutive arcs a and b of path p, ow conservation is expressed by the 
The demand side of the model is characterized by Lipschitz continuous functions Q r that represent the number of travelers leaving the origin node of the OD pair r at time t. The functions Q r can be decomposed into path departure rate functions h p according to the formula: X p2Pr h p (t) = Q r (t):
The function h p represent the control variables of the users and triggers the dynamic allocation process through the initial equation:
where o(p) denotes the origin node of path p.
Flow circulation within the network is governed by strictly positive, ow-dependent delay functions D a that relate the link exit time a (t) to the time of entry t:
The equalities and inequalities (2){(7), together with obvious nonnegative constraints on all ows involved, de ne a dynamical network system (DNS). Any solution of this system relates, in a coherent fashion, the state variables u p a , v p a , x p a and a to the control variables h p . Throughout the paper we make the assumption that the delay functions D a are positive, strictly increasing and continuously di erentiable, and that the demand functions Q r are bounded over the period 0; T]. The control vector h = (h p ) p2P`l ives' in the feasible set of nonnegative, square-integrable vector functions that satisfy almost everywhere (a.e.), the initial condition (5) . In Section 3 we will show that, if all links satisfy a strengthened FIFO condition, the state vectors x p a , u p a , v p a and a are well de ned as functions of h, i.e., the DNS is well de ned over the period 0; T ]. 2 The DNS under the strong FIFO condition
Some key concepts and results
Before considering the existence of a dynamic network equilibrium, one must check whether the DNS is well de ned. To this e ect, it is natural to introduce a queue discipline that forbids vehicles overtaking each other. Unfortunately, it seems that a simple FIFO rule is not su cient, hence the introduction of a strengthened rule, which we call`strong FIFO'. 
But jJu(t n 0 k ) ? Ju n 0 k (t n 0 k )j j (12) The rst term on the right hand side of the inequality converges to 0, since u n 0 k * u. The second term also converges to 0, since t n 0 k ! t 0 and u and u n 0 k are uniformly bounded on 0; T 0 ]. This is in contradiction with (11) , and the operator J must therefore be weakly continuous on (B; T 0 ). 2 
Link dynamics and the link ow operator
If the entry rate functions u p a are known over the period 0; T F ], then the theorem below assures that the functions x a , a and v a are well de ned over their respective domain. (13) From the strong FIFO condition on 0; T 0 ] the inverse function ?1 a is well de ned over the interval t a0 ; a (T 0 )] and we can write:
u p a (s) ds 8t 2 t a0 ; a (T 0 )] 8p 2 P a : (14) Clearly, for given (u p a (t)) p2Pa on 0; t a0 ], (x p a ) p2Pa is well de ned and di erentiable (a.e.) in the rst period 0; t a0 ]. Thus both x a and a are well de ned and di erentiable (a.e.) in this period. Furthermore, from the assumption and Lemma 2.1, ?1 a is well de ned, absolutely (indeed Lipschitz) continuous and di erentiable (a.e.) in t a0 ; t a1 ]. From (13){ (14) and Lemma 2.3, we know that x a and a are well de ned and di erentiable (a.e.) in t a0 ; t a1 ], where t a1 = a (t a0 ). Denote t ai = a (t ai?1 ); i = 1; :::; N u , where t aNu = a (T 0 ). An induction argument on the index i completes the proof.
(iv) Recall that (x p a ) 0 (t) = u p a (t) ? v p a (t). Together with equations (13) and (14) x a : u a ! x a (u a ); 8u a 2 ( (B a ; T 0 )) jPaj (16) where jP a j is the number of paths through link a. Indeed, for a given u a = (u p a ) p2Pa , we can de ne x a (u a ) recursively as follows: In at most n = dT 0 = e steps, we have determined nonnegative and Lebesgue integrable functions u a for all t 2 0; n ] and all links. By Theorem 2.2, the ow x a (t) is well de ned over 0; a (n )]. This shows that, for given h 2 , x a is uniquely determined, i.e., the operator x a is well de ned over the set , as a function of h. 2 3 Continuity of the network ow operator
Our objective in this section is to show that the network ow operator x is weakly continuous over , as a function of h. This strong result will be instrumental in analyzing the existence of solutions to both the DNS and the DNEP, and also performing sensitivity analysis for the DNS.
Strong FIFO and the DNS
Under the strong FIFO condition, the link dynamics possesses several nice properties that are stated in the next theorem. 
Pseudo weak continuity of the link ow operator
We are now in position to study the properties of the link ow operator x. To simplify the notation we will temporarily omit the subscript`a'. Consider a sequence fu k g = f(u p k ) p2P g pseudo weakly converging to u on (B; T 0 )) jPj . We will show that, for su cient large k, there is a bijection between the`breakpoints' in the link ow nested formulations (17) of u k and those of u. As a consequence, N u k = N u . For given u k , the function x(u k (t)) can be expressed as: 
For k K 0 , the rst term of (24) satis es: Let us estimate the second term of (24) (h(t) ), x a (h k (t)), a (h(t)), a (h k (t)) on 0; 2 ] and v p a (h k (t)), v p a (h(t)) on 0; (2 )) with a (2 ) 3 . Moreover we have that v p
on (B 1 = ; a (2 )). Let T 0 be the instant when the last vehicle exits the network. Since T 0 is nite, in at most n = dT 0 = e steps, we have determined u p a (h(t)) and u p a (h k (t)) for all t in 0; n ] and u p a (h k ) I ! u p a (h) on (B n ; a (n )) with (n ) (n + 1) . Finally, we obtain the unique solution x a (h(t)), x a (h k (t)) for t in 0; T 0 ], and x a (h k ) ! x a (h) when h k * h on .
This completes the proof.
4 The dynamic user equilibrium problem
In this section, we address the existence of a solution to the dynamic user equilibrium problem.
The path traversal time
Let S p (t; h) denote the traversal time for path p given that departure from the origin occurs at time t and that the path ow departure rate is h(t) for t in 0; T]. Given a ow departure rate function h 2 , the traversal time S p (t; h) for users travelling on path p = (a p1 ; a p2 ; :::; a pnp ) and leaving the origin node at time t is S p (t; h) = D p1 (x p1 (t)) + np X i=2 D pi (x pi ( pi?1 (t))) (27) where pi (t) = pi?1 (t) + D pi (x pi ( pi?1 (t))) and p1 (t) = t + D p1 (x p1 (t)). If all links satisfy the strong FIFO condition, then a similar condition holds for all paths of the network, i.e., S p (t; h) > S p (t 0 ; h) whenever t > t 0 . Hence, from Theorem 2.1, S p (t; h) is measurable and square integrable. The corresponding path travel time operator is S p (h) = S p (t; h) (28) and the network traversal time operator is de ned as: Proof We only need to prove the weak continuity of every operator S p (h) on . From the assumptions, Theorem 3.3 holds and x(h) = (x a (h)) a2A is well de ned and weakly continuous over . Since p1 (h(t)) = t + D p1 (x p1 (t)), p1 (h) is weakly continuous over . Moreover, p2 (h(t)) = p1 (t)+D p2 (x p2 ( p1 (t))). Note that the former de nition does not correspond to the standard de nition of pseudomonotonicity for point-to-set mappings (see Karamardian and Schaible 7] ). In Lions 9] Proof We proceed to check the assumptions of Lions' existence theorem.
(i) By construction, the set is closed, convex and bounded.
(ii) From Theorem 4.1, S is weakly continuous over .
(iii) If S is not bounded, then there exists a sequence fh k g in such that kS(h k )k ! +1. But, since is weakly compact, there is a subsequence fh n k g converging weakly to h in . From the weak continuity of S, we have kS(h k ) ? S(h)k ! 0, a contradiction. We conclude that S(h) must be bounded (a.e.).
(iv) Pseudomonotonicity of S: Let fh k g be a sequence in converging weakly to h in , and y an arbitrary element of . We have:
whereD is the diameter of the bounded set . From (ii), we get: 
where > 0, n = T 0 = min a2A D a (0) and T 0 is the exit time of the last vehicle having entered the network before or at instant T. Then every total link entry ow is bounded by jP a j n B and satis es the strong FIFO condition with constant =(jP a j n B + ). Proof The proof is similar to that of Corollary 5.1, i.e., we increase the time index and repeatedly make use of Theorem 5.2 and the argument used in the proof of Theorem 2.3.
In contrast with the a ne case, the bound on the total exit ow P p2Pa v p a (t) now depends on the bound on the total entry ow rate P p2Pa u p a (t). From the assumptions, we have: D 0 a (x a ) 1=(jP a j n B + ) and thus the total entry ow rate P p2Pa u p a (t) is bounded by B a = jP a j n B over 0; T 0 ]. Thus 0 a (t) =(jP a j n B + ) for t in 0; T 0 ] and the result follows. 2 
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