Abstract The non-local equation
Introduction
Two non-local problems of significant practical interest [13] are considered, for which we study the asymptotic behaviour and blow-up of solutions.
The first initial boundary-value problem is The parameter λ is positive and u mainly represents the dimensionless temperature. The nonlinear source terms are referred to as non-local because of the integral in the denominator. This kind of non-local term arises in many situations, especially when electric current flows through a conductor and ohmic heating is produced. The electrical resistance of the electric current is denoted by the Lipschitz continuous function f (s) = exp(−sThis article has been organized as follows; in § 2 we examine the exponential case, while in § 3 the Heaviside function is considered.
The exponential case f (s) = exp(−s 4 )
In this case the initial boundary-value problem (1.1) takes the form
where u = u(x, t). The corresponding steady problem is
where
The above boundary conditions might be replaced by something more general so that w(−1) = β 1 , w(1) = β 2 with β 1 = β 2 , i.e. asymmetric, but for simplicity we take β 1 = β 2 = 0. We choose f (s) = exp(−s 4 ) (decreasing) so as to be able to obtain the steady solutions of (2.2) by quadratures.
The local existence and uniqueness of solutions of (1.1) can be proved by using Picardtype arguments, since f (s) = exp(−s 4 ) is positive and Lipschitz continuous. One can also use comparison techniques, since f (s) = exp(−s 4 ) is a decreasing function and a maximum principle holds (see [8, 11, 13] ).
Stationary solutions
where ν = 4µ = 4λ
Problem (2.3) has a unique solution W (x) = 2 ln[cos ax/ cos a], and w(x) = (2 ln[cos ax/ cos a]) 1/4 , with µ =
1/4 , and we use the sign of λ (M ) just for the convexity of the response diagram (see Figure 1) . Moreover, w µ 0 by using the usual maximum principle.
To each M there corresponds a unique solution, this follows from a shooting argument. Also we remark that the maximum is taken at x = 0 (because of the symmetry of the boundary conditions).
The above discussion implies the response diagram of Figure 1 . This non-degenerate example gives a critical value λ * = 2 so that for 0 < λ < λ * we have a unique solution of (2.2), whereas for λ λ * there is no solution. Moreover, if
Stability for λ < λ *
We use comparison techniques: upper (lower) solutions decreasing (increasing) in time (see [8, 11, 12] ). We consider as a candidate upper solution the function V of the form
andȧ(t) < 0, where Moreover, w(x;μ) corresponds to aλ, (λ =λ(μ)), with
In a similar manner we construct a lower solution increasing in time:
Again we obtain
and λ > λ(t). By taking z(±1, t) = 0, z 0 (x) = w(x; µ(0)) < u 0 (x), and choosing a(0) small enough, then z is an increasing lower solution to the u-problem with a(t) → sin
Finally, we get that z u V , u is a global-in-time solution to (2.1), and u → w as t → ∞ uniformly in x, where w is the unique steady state; w is an asymptotically stable solution.
Blow-up for λ > λ *
Firstly, by using the previous increasing-in-time lower solution z, we obtain that z → ∞ as t → ∞. This implies that u is unbounded as t → t * ∞. We shall show that t * < ∞, i.e. u blows up at a finite time t * < ∞. We now look for a blowing-up lower solution z of the form
for some t 1 so that u z at t = t 1 andȧ(t) > 0; p > 0 is a parameter which is chosen later on. Note that due to the unboundedness of u we can consider (if u were not to blow up) a close to Thus we have
by taking into account that a is close to
and that
Then P (z) becomes
since sec ax 1, and on choosing 1 < p < 2, so that
Hence for λ > λ * = 2, there exists p ∈ (1, 2), p close to 2, so that Λ > 0. Then we get
(2.5) 
This implies that z blows up uniformly in (−1, 1) and also u blows up at t * T * < ∞. This blow-up is global, i.e. u → ∞ as t → t * < ∞ for all x in (−1, 1) (see [8, 12, 13] ).
The Heaviside function
We consider the Heaviside function, f (s) = H(1 − s): f (s) = 1 for s < 1, f (s) = 0 for s 1; this is neither Lipschitz nor strictly positive. Also we assume that 0 < u 0 (x) 1 and, for simplicity, u 0 (−x) = u 0 (x), with u 0 (x) 0, x ∈ (0, 1), and u 0 (x) bounded below. Now, by using the maximum principle, with such initial data, we obtain u 1, and that u(−x, t) = u(x, t) (this is the reason for restricting our attention to 0 < x < 1). Now, problem (1.2) becomes
The local existence and uniqueness of solutions of (3.1) can be obtained by using a family of regularized problems of the form of (3.1) with Lipschitz nonlinearities f (s). More precisely, Thus either u < 1, for all x ∈ (0, 1), in which case (3.1) becomes
or there exists some s = s(t) ∈ (0, 1) so that
The corresponding steady problems of (3.2), (3.3) are, respectively, The solution of (3.4) is w(x) = [
1/4 and w < 1 if λ < λ * = 2, while the solution of (3.5) is
and w(x; S) = 1 for 0 x S; λ = λ * . If λ > λ * = 2, then there is no steady solution w 1. Moreover,
where L = − lim x→1− w 3 (x)w (x). The above conclusions are summed up in Figure 2. 
Stability for λ < λ *
To study the stability of the steady solutions, we use upper and lower solutions as for the exponential case.
Let λ < λ * ; for any initial data u 0 (x) we can assume S 0 so that
We look for an upper solution which is decreasing in time and of the form
provided that s(t) satisfiesṡ = − 7) is a consequence of the fact that (1 − x)/w 3 = φ(x; S) φ(S+; S) = 1 − S 1, since dφ/dx < 0 (this can be easily proved). Also, in the interval 0 x s(t), 0 < t < t 1 , P (V ) = 0.
For t t 1 we look for an upper solution V having the form V (x, t) = w(x;λ(t)) = [
In any of the above cases V (±1, t) = 0. Hence V (x, t) is an upper solution such that
In a similar manner we construct a lower solution
Then P (z) 0, provided again that λ(t) satisfieṡ
This gives λ(t) = λ(1 − exp(−t)), t 0, which implies that λ(t) → λ as t → ∞. Hence z is an increasing lower solution such that z(x, t) → w(x)−, uniformly in x, as t → ∞. Finally, if 0 < λ < λ * , the unique solution w = w(x; λ) is asymptotically stable; moreover, z u V , u is a global-in-time solution and u(x, t) → w(x), uniformly in x, as t → ∞.
'Blow-up' for
In this subsection we prove that for λ > λ * = 2, u 'blows up' in finite time. By 'blow-up' of u, in this case, we mean that u becomes 1 in the whole interval (−1, 1) as t → t * < ∞ (we recall that u 1). This means that the mathematical model fails to describe the physical problem near to the 'blow-up' time.
Assuming that u does not 'blow up', then u exists for all t > 0. We can construct a lower solution z(x, t) = w(x; λ(t)) = [ 
, s(t) < x < 1, t t 1 , and satisfying (3.4), with s(t 1 ) = 0. Then 
Discussion
In this paper we have examined a problem having some special non-local, although interesting, source terms and a variable conduction term. The conduction term is of the form (u 3 u x ) x and comes from the Stefan-Boltzmann law for emission of thermal radiation. Since f , in any case, is decreasing, we can use comparison methods. It has been proved that there exists a critical value λ * = 2 such that for λ > λ * there is no stationary solution, while the time-dependent solution 'blows up' globally. For 0 < λ < λ * the unique steady solution is globally asymptotically stable. Other boundary conditions can be tackled similarly (see [8, 13] ).
The above results can be extended straightforwardly to other terms such as (u n u x ) x , for n ∈ N * .
