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Abstract
Recently, M.K.-H. Kiessling and A.S. Tahvildar-Zadeh proved that
a unique global classical solution to the relativistic Vlasov-Poisson sys-
tem exists whenever the positive, integrable initial datum is spheri-
cally symmetric, compactly supported in momentum space, vanishes
on characteristics with vanishing angular momentum, and for β ≥ 3/2
has Lβ-norm strictly below a positive, critical value Cβ. Everything
else being equal, data leading to finite time blow-up can be found
with Lβ-norm surpassing Cβ for any β > 1, with Cβ > 0 if and only
if β ≥ 3/2. In their paper, the critical value for β = 3/2 is calcu-
lated explicitly while the value for all other β is merely characterized
as the infimum of a functional over an appropriate function space.
In this work, the existence of minimizers is established, and the ex-
act expression of Cβ is calculated in terms of the famous Lane-Emden
functions. Numerical computations of the Cβ are presented along with
some elementary asymptotics near the critical exponent 3/2.
1
1 Introduction
The relativistic Vlasov-Poisson (rVP) system is given by
rVP± :

(
∂t +
p√
1+|p|2
· ∇q ±∇qϕt(q) · ∇p
)
ft(p, q) = 0
△qϕt(q) = 4π
∫
ft(p, q) d
3p
ϕt(q) ≍ −|q|−1 as |q| → ∞;
rVP+ models a system with repulsive interaction while rVP− models a sys-
tem with attractive interaction. One of the earliest papers to appear on the
subject is [GS85] wherein Glassey and Schaeffer show that global classical
solutions to rVP± will exist for initial data that are spherically symmetric,
compactly supported in momentum space, vanish on characteristics with van-
ishing angular momentum, and have L∞-norm below a critical constant C±∞
with C+∞ =∞ and C−∞ <∞.More recently, Hadzˇic´ and Rein ([HR07]) showed
the non-linear stability of a wide class of steady-state solutions of rVP−
against certain allowable perturbations utilizing energy-Casimir functionals.
Shortly thereafter, Lemou, Me´hats, and Raphae¨l ([LMR08a, LMR09]) in-
vestigated non-linear stability and the formation of singularities in rVP−
through concentration compactness techniques.
In this work, we focus exclusively on the attractive case and henceforth
suppress the superscript on both rVP− and C−∞. In [KTZ08], Kiessling and
Tahvildar-Zadeh prove that a unique global classical solution to the rela-
tivistic Vlasov-Poisson system exists whenever the positive, integrable initial
datum f0 is spherically symmetric, compactly supported in momentum space,
vanishes on characteristics with vanishing angular momentum, and has Lβ-
norm below a critical constant Cβ, with Cβ > 0 if and only if β ≥ 3/2. The
constant Cβ is critical in the sense that, everything else being equal, initial
data can be found which lead to blow-up in finite time if their Lβ-norm is
allowed to be ever so slightly bigger than Cβ . This critical constant is given
by the following minimization problem:
Cβ ≡ inf
P1∩Lβ
Φβ(f), (1)
Φβ(f) ≡
( Eup (f)
−Eq(f)
)3(1− 1
β
)
‖f‖β, (2)
2
where P1 ∩Lβ denotes the set of probability measures on R6 with finite first
moment which are absolutely continuous with respect to Lebesgue measure
having density in Lβ . The functionals Eup and Eq are given by
Eup (f) ≡
∫∫
|p|f(p, q) d3p d3q, (3)
Eq(f) ≡ −1
2
∫∫∫∫
f(p′, q′)f(p, q)
|q − q′| d
3p′ d3p d3q′ d3q. (4)
It is further shown that[(
3
8
)3
15
16
]1− 1
β
≤ Cβ ≤ 45
8π2
(
8π
5
2∏3
k=1(k + 2β)
Γ(β)
Γ
(
β + 3
2
)) 1β . (5)
In particular, the optimal constant for β = 3
2
is explicitly calculated in the
paper. Its value is 3
8
(
15
16
) 1
3 , which is equal to the one given by either bound.
In this paper, we address the determination of the critical norm for all
remaining cases. We begin in the next section by proving the existence of
minimizers for Φβ in a slightly larger class of functions Ωβ to be defined
below. After that, we characterize the minimizers via variational techniques
and find that they are the well known Lane-Emden polytropes. This will
show that the minimizers are actually in our original space P1∩Lβ . Finally,
we compute the optimal constant in terms of the parameter β and the first
zero and corresponding slope of the standard polytropes. At the end, we
mention some numerical results pertaining to the calculation of Cβ .
2 Existence of Minimizers
To begin with, as remarked in the “note added” in [KTZ08], the variational
problem (1),(2) is equivalent after rescaling to the one given by Lemou,
Me´hats, and Raphae¨l in [LMR08b], who designed it for different purposes,
namely to study blow up dynamics for the relativistic Vlasov-Poisson sys-
tem. Instead of giving a detailed analysis, they refer the reader to their
earlier work [LMR08a] where they study an analogous variational principle
(given in formula 1.18) for the non-relativistic Vlasov-Poisson system. Thus,
in principle we could build on their results to evaluate Cβ. Instead, here we
first give a somewhat different proof of the existence and characterization of
minimizers by combining the techniques of Weinstein ([W83]) (also referred
3
to by Lemou, Me´hats, and Raphae¨l) with those of Lieb and Simon ([LS77]).
This strategy has certain advantages, as we shall see in the next section.
We find it convenient (for reasons explained below) to expand the class
of functions over which we attempt to minimize Φβ . To that end, define
Ωβ = {f : R6 → R : f ≥ 0, ‖f‖1 + ‖|p|f‖1 + ‖f‖β <∞}
and note that P1 ∩ Lβ ⊂ Ωβ (indeed, a function f ∈ Ωβ will also be in
P1 ∩ Lβ whenever ‖|q|f‖1 is finite and the L1-norm is equal to 1). Since we
have allowed functions of arbitrary L1-norm into our considerations, we need
to adjust our definition of Φβ . Assuming ‖f‖1 > 0 and inserting f‖f‖1 into
Φβ, we arrive at the appropriate functional:
Φ˜β(f) ≡
( Eup (f)
−Eq(f)
)3(1− 1
β
)
‖f‖β ‖f‖2−
3
β
1 . (6)
We now seek to minimize Φ˜β over this enlarged space of functions. In the
next section, we will show that there exist minimizers for Φ˜β over Ωβ that
are also in P1 ∩ Lβ .
The demonstration that minimizers exist closely follows Weinstein ([W83]).
Since Φ˜β(f) ≥ 0 for all functions in Ωβ , we can find a minimizing sequence
{fβ,n} ⊂ Ωβ so that
C˜β ≡ inf
f∈Ωβ
Φ˜β(f) = lim
n→∞
Φ˜β(fβ,n). (7)
Since we are minimizing over a larger class of functions, C˜β ≤ Cβ and so the
upper bound noted above still holds. Applying the well-known procedure of
spherically symmetric equi-measurable rearrangements (c.f. [LL01, Chapter
3]), we can assume fβ,n(p, q) = fβ,n(|p|, |q|, θ) (committing a slight abuse of
notation) where θ is the angle between p and q.
For any positive real numbers κ, λ and µ, the triple family of scaling
fκ,λ,µ(p, q) ≡ µ f(λp, κq) (8)
leaves Φ˜β invariant while
Eup (fκ,λ,µ) =
µ
λ4κ3
Eup (f), (9)
Eq(fκ,λ,µ) = µ
2
λ6κ5
Eq(f), (10)
‖fκ,λ,µ‖r = µ
(κλ)
3
r
‖f‖r. (11)
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Taking advantage of this scaling invariance, we can assume that our mini-
mizing sequence has the following properties:
fβ,n(p, q) = fβ,n(|p|, |q|, θ), (12)
Eup (fβ,n) = 1, (13)
‖fβ,n‖1 = 1, (14)
‖fβ,n‖β = 1. (15)
Hence, the Banach-Alaoglu theorem and the reflexivity of Lβ for β ∈ (1,∞)
give us a function fβ ∈ Lβ such that some subsequence of {fβ,n}∞n=1 converges
weakly in Lβ to fβ. Without loss of generality, we assume that we have
already extracted this subsequence. Standard arguments concerning lower
semi-continuity and weak convergence (c.f. [FL07]) show that
Eup (fβ) ≤ 1, (16)
‖fβ‖1 ≤ 1, (17)
‖fβ‖β ≤ 1, (18)
so that fβ ∈ Ωβ (this is the advantage of expanding the space of functions as
showing that fβ ∈ P1 ∩ Lβ is difficult at this point). Thus, we can conclude
the following is true:
C˜β ≤ Φ˜β(fβ) =
(
Eup (fβ)
−Eq(fβ)
)3(1− 1
β
)
‖fβ‖β ‖fβ‖2−
3
β
1 ≤(−Eq(fβ))−3(1−
1
β
). (19)
Since by construction
lim
n→∞
Φ˜β(fβ,n) = lim
n→∞
(−Eq(fβ,n))−3(1−
1
β
) = C˜β , (20)
we will be done if we can show that Eq(fβ,n) converges to Eq(fβ). Unfortu-
nately, Eq is upper semi-continuous with respect to weak convergence, and
so all we can immediately conclude is that
Eq(fβ) ≥ lim
n→∞
Eq(fβ,n). (21)
To show the convergence of Eq(fβ,n) to Eq(fβ), we first rewrite the poten-
tial energy functional as
Eq(f) = −1
2
∫
ρf (q) Kf(q) d
3q, (22)
5
where
ρf (q) ≡
∫
f(p, q) d3p, (23)
and
Kf(q) ≡ ρf ∗ |Id|−1(q) =
∫
ρf(q
′)
|q − q′| d
3q′. (24)
We seek bounds on ρfβ,n which will then imply bounds on Kfβ,n. To that
end, Lemma 4.3 in [KTZ08] implies that
‖ρf‖γβ ≤ C(β)‖f‖ηββ Eup (f)1−ηβ (25)
with exponents given by
γβ ≡ 4β − 3
3β − 2 and ηβ ≡
β
4β − 3 . (26)
Note that γβ is an increasing function of β and that the limiting case of
β = 3
2
gives γ 3
2
= 6
5
. Thus ρfβ and ρfβ,n are in L
1(R3) ∩ Lγβ(R3) for all
β and all n. Also note that the sequence {ρfβ,n}∞n=1 is uniformly bounded
in Lγβ -norm, and so some subsequence must converge weakly in this space.
Standard arguments show that this weak limit must equal ρfβ a.e.
Next, we can conclude that Kfβ,n and Kfβ are in L
α
loc(R
3) for 3 ≤ α ≤
12β−9
β
([LL01, Theorem 10.2]). Note that 12β−9
β
is also an increasing function
of β and the limiting case of β = 3
2
makes this exponent equal to 6. We
can turn the local estimates into global ones for all α > 3 via the following
growth estimate on the potential.
For any spherically symmetric f(p, q), the marginal mass distribution
ρf(q) will also be spherically symmetric. Hence, the well known formula for
the potential of a spherically symmetric mass distribution gives
Kf (|q|) = 4π|q|
∫ |q|
0
ρf (r) r
2 dr + 4π
∫ ∞
|q|
ρf (r) r dr (27)
≤ 4π|q|
∫ |q|
0
ρf (r) r
2 dr +
4π
|q|
∫ ∞
|q|
ρf (r) r
2 dr (28)
≤ 1|q| , (29)
where in the last step we have used that for our purposes ‖ρf‖1 ≤ 1. So, if
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Kf ∈ Lαloc(R3) for α > 3, then we have for any R > 0∫
Kαf (q) d
3q =
∫
|q|<R
Kαf (q) d
3q +
∫
|q|≥R
Kαf (q) d
3q (30)
≤
∫
|q|<R
Kαf (q) d
3q +
4π
(α− 3)Rα−3 . (31)
Thus, we may conclude that for the distributions we are considering, Kfβ,n
and Kfβ are in L
α(R3) for 3 < α ≤ 12β−9
β
. Note that this proves that ρfKf
is indeed in L1(R3) for spherically symmetric f ∈ Ωβ .
As with ρfβ,n, we have a bound on the L
α-norm of Kfβ,n that is indepen-
dent of n, and so some subsequence of {Kfβ,n}∞n=1 must converge weakly in
this space. As usual, this weak limit must equal Kfβ a.e.
We can actually say something much stronger about the convergence of
{Kfβ,n} to Kfβ - namely that any subsequence converging weakly to Kfβ will
actually converge strongly in Lr on sets of finite measure for any r < 12β−9
β
.
To see this, we note that since ∇ · ∇Kfβ,n is in L1 ∩ Lγβ , we know that
∇Kfβ,n is locally in L
3
2 ∩ Lκβ where κβ = 12β−95β−3 . Thus, ∇Kfβ,n is locally in
L2 whenever β > 3
2
. Arguments like the one leading to (29) for Kfβ,n show
that these functions decay rapidly enough at infinity to be in L2 proper, and
that the decay is independent of n. Again, some subsequence of {∇Kfβ,n}
will converge weakly in L2 and must converge to ∇Kfβ . Following the proof
of [LL01, Theorem 8.6], we have the strong convergence stated above.
Combining our upper bound forKf and the local strong convergence gives
us that {Kfβ,n} converges strongly to Kfβ in Lα for 3 < α < 12β−9β :
‖Kfβ,n−Kfβ‖αα = ‖
(
Kfβ,n −Kfβ
)
χBR(0)‖αα+
∫
Bc
R
(0)
|Kfβ,n −Kfβ|αd3q (32)
≤ ‖(Kfβ,n −Kfβ)χBR(0)‖αα + ∫
Bc
R
(0)
1
|q|α d
3q (33)
≤ ‖(Kfβ,n −Kfβ)χBR(0)‖αα + 4π(α− 3)Rα−3 . (34)
Finally, we are in a position to show the convergence of Eq(fβ,n) to Eq(fβ).
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We assume that β > 3
2
and hence ρf ∈ L 65 and Kf ∈ L6.
2|Eq(fβ)−Eq(fβ,n)| =
∣∣∣∣∫ ρfβ,n(q)Kfβ,n(q)− ρfβ(q)Kfβ(q)d3q∣∣∣∣ (35)
≤
∣∣∣∣∫ ρfβ,n(q)(Kfβ,n(q)−Kfβ(q))d3q∣∣∣∣
+
∣∣∣∣∫ (ρfβ,n(q)− ρfβ(q))Kfβ(q)d3q∣∣∣∣ (36)
≤ ‖ρfβ,n‖ 65‖Kfβ,n−Kfβ‖6
+
∣∣∣∣∫ (ρfβ,n(q)− ρfβ(q))Kfβ(q)d3q∣∣∣∣ . (37)
The first term in the last inequality can be made arbitrarily small since Kfβ,n
converges strongly toKfβ in L
6 for β > 3
2
and the L
6
5 -norm of ρfβ,n is bounded
above independently of n by standard interpolation estimates. The second
term can be made arbitrarily small by the weak convergence of ρfβ,n to ρfβ
in L
6
5 (after possibly another subsequence extraction) and the fact that Kfβ
is in the dual space - L6.
We see that inequality (19) is saturated, and we have that
C˜β = Φ˜β(fβ). (38)
Note that this forces
Eup (fβ) = 1, (39)
‖fβ‖1 = 1, (40)
‖fβ‖β = 1. (41)
Thus, we have shown the existence of minimizers for Φ˜β over the space Ωβ
satisfying the properties given above.
In the next section, we show that fβ can be chosen so that it is compactly
supported for β > 3
2
, so that among all possible minimizers for Φ˜β there is
indeed one in P1 ∩ Lβ - proving that C˜β = Cβ .
3 Identification of Minimizers
We want to find the infimum of Φ˜β over the space of functions Ωβ introduced
in the last section. Following an idea in Lieb-Simon ([LS77]) we first note
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that Ωβ is a convex space of functions so that, if fβ is a minimizer of our
functional over Ωβ and η is any function in this space, then for all 0 ≤ t ≤ 1
we have that (1− t)fβ + tη ∈ Ωβ . Consequently, we can consider
d
dt
∣∣∣∣
t=0+
Φ˜β((1− t)fβ + tη), (42)
where by t = 0+ we have in mind the one-sided Gateaux derivative from the
right at zero. This technique avoids the difficulty that arbitrary variations
of a given f ∈ Ωβ may become negative (and hence no longer belong to Ωβ).
Direct calculation gives us that this derivative is
Φ˜β(fβ)
{(
3− 3
β
)( d
dt |t=0+Eup ((1−t)fβ+tη)
Eup (fβ)
−
d
dt |t=0+Eq((1−t)fβ+tη)
Eq(fβ)
)
+
d
dt |t=0+‖(1−t)fβ+tη‖β
‖fβ‖β
+ (2− 3
β
)
d
dt |t=0+‖(1−t)fβ+tη‖1
‖fβ‖1
}
. (43)
We now compute the indicated derivatives separately. We begin with the
ultra-relativistic kinetic energy:
d
dt
∣∣∣∣
t=0+
Eup ((1− t)fβ + tη) = −Eup (fβ) +
∫∫
|p| η(p, q)d3pd3q. (44)
Next, we easily compute:
d
dt
∣∣∣∣
t=0+
‖(1− t)fβ + tη‖r =
‖fβ‖1−rr
(
−‖fβ‖rr +
∫∫
(fβ(p, q))
r−1 η(p, q) d3p d3q
)
. (45)
Finally, we find:
d
dt
∣∣∣∣
t=0+
Eq((1− t)fβ + tη) = −2 (Eq(fβ))−
∫∫
Kβ(q)η(p, q)d
3pd3q (46)
where we have used Kβ as in the previous section. Inserting these into our
derivative above, collecting terms and noting that all the constant terms
cancel (i.e. those terms not involving an integration against η) yields
d
dt
∣∣∣∣
t=0+
Φ˜β((1− t)fβ + tη) = (47)∫∫ [(
3− 3
β
)( |p|
Eup (fβ)
− Kβ(q)−Eq(fβ)
)
+
(fβ(p, q))
β−1
‖fβ‖ββ
+
2− 3
β
‖fβ‖1
]
η(p, q) d3p d3q.
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Since the indicator function of any set of finite measure is in Ωβ, we are
tempted to simply conclude that(
3− 3
β
)( |p|
Eup (fβ)
− Kβ(q)−Eq(fβ)
)
+
(fβ(p, q))
β−1
‖fβ‖ββ
+
2− 3
β
‖fβ‖1 ≡ 0 (48)
or equivalently that
fβ(p, q) = ‖fβ‖
β
β−1
β
((
3− 3
β
)(
Kβ(q)
−Eq(fβ) −
|p|
Eup (fβ)
)
−
2− 3
β
‖fβ‖1
) 1
β−1
. (49)
Such a function cannot be in Ωβ since whenever(
3− 3
β
)(
Kβ(q)
−Eq(fβ) −
|p|
Eup (fβ)
)
−
2− 3
β
‖fβ‖1 < 0, (50)
we get complex values for fβ in general. Hence, we take
fβ(p, q) ≡ ‖fβ‖
β
β−1
β
((
3− 3
β
)(
Kβ(q)
−Eq(fβ)−
|p|
Eup (fβ)
)
−
2− 3
β
‖fβ‖1
) 1
β−1
+
, (51)
where (·)+ means the positive part of the argument.
Since we have altered the natural minimizer so that it lies in Ωβ , we need
to examine the effect on the one-sided Gateaux derivatives of our functional.
Let Λ be the support of our minimizer fβ. Every η ∈ Ωβ can be decomposed
as η = ηχΛ + ηχΛc. Hence,
d
dt
∣∣∣∣
t=0+
Φ˜β((1− t)fβ + tη) = (52)∫∫
Λc
[(
3− 3
β
)( |p|
Eup (fβ)
− Kβ(q)−Eq(fβ)
)
+
(fβ(p, q))
β−1
‖fβ‖ββ
+
2− 3
β
‖fβ‖1
]
η(p, q) d3p d3q.
But on the the set Λc, we have that fβ ≡ 0 and that the integrand is strictly
positive. Hence, for any η ∈ Ωβ
d
dt
∣∣∣∣
t=0+
Φ˜β((1− t)fβ + tη) ≥ 0, (53)
showing that fβ as defined in (51) is indeed a minimizer for Φ˜β over Ωβ.
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We now use scaling invariance to pick out a special minimizer that we
will use to calculate C˜β. To that end, recall that the triple family of scalings
as given in (8)
fκ,λ,µ(p, q) ≡ µ f(λp, κq)
(where κ, λ and µ are positive real numbers) leaves Φ˜β invariant. As noted in
the previous section, using this scaling we can choose fβ so that its L
1-norm is
1. We break from the remaining choices above by requiring −Eq(fβ) = Eup (fβ)
(as opposed to Eup (fβ) = 1). Hence, we can no longer choose the Lβ-norm to
be 1. Such choices are completely arbitrary since we have an infinite number
of minimizers from which to pick. However, these choices give a minimizer
of particularly nice form.
Our choices so far force
κλ = ‖fβ‖1
Eup (fβ)
−Eq(fβ) , (54)
and
µ =
(κλ)3
‖fβ‖1 = ‖fβ‖
2
1
( Eup (fβ)
−Eq(fβ)
)3
, (55)
which leaves us some room to choose either κ or λ in a convenient way. Using
(51), we see that
fβ; κ,λ,µ(p, q)=µ
(3− 3
β
)
‖fβ‖ββ
(
Kβ(κq)
−Eq(fβ)−
|λp|
Eup (fβ)
)
−
(
2− 3
β
)
‖fβ‖ββ
‖fβ‖1

1
β−1
+
(56)
=µ
(3− 3
β
)
‖fβ‖ββ
( ‖fβ‖1
−Eq(fβ)
1
κ
Kκ,λ,µβ (q)−
λ
Eup (fβ)
|p|
)
−
(
2− 3
β
)
‖fβ‖ββ
‖fβ‖1

1
β−1
+
(57)
where we have used Kκ,λ,µβ (q) ≡
∫∫ fβ; κ,λ,µ(p′,q′)
|q−q′|
d3p′ d3q′. If we choose for κ
and λ:
κ =
(
3− 3
β
)
‖fβ‖2β−11 ‖fβ‖ββ
Eup (fβ)3β−3
(−Eq(fβ))3β−2 , (58)
λ =
(
3− 3
β
)−1 ‖fβ‖2−2β1
‖fβ‖ββ
(−Eq(fβ))3β−3
Eup (fβ)3β−4
, (59)
11
then we get the following:
fβ; κ,λ,µ(p, q) = (φβ; κ,λ,µ(q)− |p|)
1
β−1
+ , (60)
where
φβ; κ,λ,µ(q) ≡
∫∫
fβ; κ,λ,µ(p
′, q′)
|q − q′| d
3p′ d3q′ − κ, (61)
and where the constant κ can be determined from the constraint
‖fβ; κ,λ,µ‖1 = 1. (62)
From this point forward, we drop the subscripts κ, λ, and µ as we now focus
our attention on this particular minimizer.
Next, we determine φβ in more detail. We begin by computing the
marginal mass distribution over configuration space:
ρβ(q) ≡
∫
fβ(p, q) d
3p, (63)
= 4π
∫ φβ(q)+
0
(φβ(q)− |p|)
1
β−1 |p|2d|p|, (64)
=
8π(β − 1)3
β(2β − 1)(3β − 2) (φβ(q))
3β−2
β−1
+ , (65)
where the last line follows by successive integration by parts. By definition,
φβ(q) ≡
∫ ∫
fβ(p
′, q′)
|q − q′| d
3p′ d3q′ − κ (66)
=
8π(β − 1)3
β(2β − 1)(3β − 2)
∫
(φβ(q
′))
3β−2
β−1
+
|q − q′| d
3q′ − κ; (67)
so upon taking the negative Laplacian of both sides we have
−△φβ(q) = c(β) (φβ(q))
3β−2
β−1
+ (68)
with
c(β) ≡ 32π
2(β − 1)3
β(2β − 1)(3β − 2) . (69)
Our previous arguments with spherically symmetric equi-measurable rear-
rangements show that we can assume φβ is spherically symmetric (where we
12
take the center of the distribution to be the origin of our coordinate system).
We write
φβ(q) = φβ(|q|) = φβ(r). (70)
Let Rβ be the first zero of φβ(r). Then on the ball |q| ≤ Rβ the partial
differential equation above becomes
d2φβ
dr2
+
2
r
dφβ
dr
+ c(β) (φβ)
3β−2
β−1
+ = 0,
dφβ
dr
(0) = 0, (71)
dφβ
dr
(Rβ) = − 1
R2β
.
Note that the first boundary condition is forced by the differential equation if
we are to have a finite solution at the origin. The second boundary condition
will ensure that fβ integrates to one (which also specifies the constant κ
which we have conveniently absorbed into the definition of φβ).
Noting that the equation (68) essentially gives the gravitational potential
of our mass distribution (up to a sign difference), outside the ball |q| ≤ Rβ
we must have
φβ(q) =
1
|q| −
1
Rβ
. (72)
We note that as a potential function, φβ is zero at the boundary of the mass
distribution and not at infinity (as is usually the case). This fact is easy to
forget and can be the source of many headaches!
Since for each β > 3
2
the associated density fβ has compact support (c.f.
section 5), we can conclude that fβ ∈ P1 ∩ Lβ as promised in the previous
section. Hence, we conclude that Cβ (the infimum over fβ ∈ P1∩Lβ) is equal
to the infimum over the larger space Ωβ , and both are given by Φβ(fβ). Note
that this is also true for the critical case β = 3
2
as shown in [KTZ08].
4 Calculation of Cβ
We begin by recalling the calculation above (c.f. (65)) for the the spatial mass
density associated to fβ (that is, the marginal distribution over q-space):
ρβ(q) =
8π(β − 1)3
β(2β − 1)(3β − 2) (φβ(q))
3β−2
β−1
+ .
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4.1 A Most Useful Identity
We begin with a simple integration by parts on the defining PDE for φβ:
c(β)
∫
BRβ (0)
(φβ(q))
4β−3
β−1 d3q =
∫
BRβ (0)
|∇φβ(q)|2 d3q, (73)
since φβ(q) = 0 when |q| = Rβ.
We pair this with the Pohozaev identity:∫
BRβ (0)
|∇φβ(q)|2 d3q = 6β − 6
4β − 3c(β)
∫
BRβ (0)
(φβ(q))
4β−3
β−1 d3q − 4π
Rβ
. (74)
This identity can be seen by first noting
c(β)
∫
BRβ (0)
(q · ∇φβ(q)) (φβ(q))
3β−2
β−1 d3q =
∫
BRβ (0)
(q · ∇φβ(q)) (−△φβ(q)) d3q.
(75)
The left-hand integral is fairly easy:∫
BRβ (0)
(q · ∇φβ(q)) (φβ(q))
3β−2
β−1 d3q=
−3β + 3
4β − 3
∫
BRβ (0)
(φβ(q))
4β−3
β−1 d3q. (76)
The right-hand is more involved, and after a lengthy calculation yields:∫
BRβ (0)
(q · ∇φβ(q)) (−△φβ(q)) d3q=−1
2
∫
BRβ (0)
|∇φβ(q)|2 d3q − 2π
Rβ
. (77)
Finally, combining these two expressions for the Dirichlet integral gives∫
BRβ (0)
|∇φβ(q)|2 d3q = 4π
Rβ
(
4β − 3
2β − 3
)
, (78)
or equivalently
c(β)
∫
(φβ(q))
4β−3
β−1
+ d
3q =
4π
Rβ
(
4β − 3
2β − 3
)
. (79)
As we show below, this identity makes computation of the functionals com-
prising Φβ remarkably easy!
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4.2 The Lβ Norm
‖fβ‖ββ =
∫∫
(fβ(p, q))
β d3p d3q (80)
= 4π
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
β
β−1 |p|2 d|p| d3q (81)
=
8π(β − 1)
2β − 1
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
2β−1
β−1 |p| d|p| d3q (82)
=
8π(β − 1)2
(2β − 1)(3β − 2)
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
3β−2
β−1 d|p| d3q (83)
=
8π(β − 1)3
(2β − 1)(3β − 2)(4β − 3)
∫
(φβ(q)+)
4β−3
β−1 d3q (84)
=
1
Rβ
(
β
2β − 3
)
. (85)
4.3 The Ultrarelativistic Kinetic Energy
Eup (fβ) =
∫∫
|p|fβ(p, q) d3p d3q (86)
= 4π
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
1
β−1 |p|3 d|p| d3q (87)
=
12π(β − 1)
β
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
β
β−1 |p|2 d|p| d3q (88)
=
24π(β − 1)2
β(2β − 1)
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
2β−1
β−1 |p| d|p| d3q (89)
=
24π(β − 1)3
β(2β − 1)(3β − 2)
∫∫ φβ(q)+
0
(φβ(q)+ − |p|)
3β−2
β−1 d|p| d3q (90)
=
24π(β − 1)4
β(2β − 1)(3β − 2)(4β − 3)
∫
(φβ(q)+)
4β−3
β−1 d3q (91)
=
3(β − 1)
4π(4β − 3)c(β)
∫
(φβ(q)+)
4β−3
β−1 d3q (92)
=
3β − 3
Rβ(2β − 3) . (93)
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4.4 The Potential Energy
Our choice of scaling is meant to ensure that the potential energy of our
minimizers equals their ultra-relativistic kinetic energy. To check this, we
calculate the potential energy directly.
− Eq(fβ) = 1
2
∫∫∫∫
fβ(p
′, q′)fβ(p, q)
|q − q′| d
3p′ d3p d3q′ d3q (94)
=
1
2
∫∫
ρβ(q
′)ρβ(q)
|q − q′| d
3q′ d3q (95)
= − (β − 1)
3
β(2β − 1)(3β − 2)
∫∫
(φβ(q)+)
3β−2
β−1 △q′φβ(q′)
|q − q′| d
3q′ d3q (96)
=
(β−1)3
β(2β−1)(3β−2)
∫
BRβ (0)
(φβ(q))
3β−2
β−1
[∫
BRβ (0)
−△q′φβ(q′)
|q−q′| d
3q′
]
d3q.
(97)
We first work on the bracketed integral before tackling the entire expression:∫
BRβ (0)
−△q′φβ(q′)
|q − q′| d
3q′ =
∫
BRβ (0)
∇q′φβ(q′) · ∇q′
(
1
|q − q′|
)
d3q′
−
∫
∂BRβ (0)
(
1
|q − q′|
)
∇q′φβ(q′) · d~σ′ (98)
=
∫
BRβ (0)
φβ(q
′)△q′
( −1
|q − q′|
)
d3q′
+
∫
∂BRβ (0)
φβ(q
′) ∇q′
(
1
|q − q′|
)
· d~σ′
−
∫
∂BRβ (0)
(
1
|q − q′|
)
∇q′φβ(q′) · d~σ′ (99)
= 4π
(
φβ(q) +
1
Rβ
)
. (100)
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Inserting this expression into the functional above gives:
− Eq(fβ) = 4π(β−1)
3
β(2β−1)(3β−2)
∫
BRβ (0)
(φβ(q))
3β−2
β−1
[
φβ(q)+
1
Rβ
]
d3q(101)
=
c(β)
8π
∫
BRβ (0)
(φβ(q))
4β−3
β−1 d3q +
1
2Rβ
∫
BRβ (0)
ρβ(q) d
3q(102)
=
1
2Rβ
(
4β − 3
2β − 3
)
+
1
2Rβ
(103)
=
3β − 3
Rβ(2β − 3) . (104)
4.5 The Formula for Cβ
We see from our work above that the ultra-relativistic kinetic energy and
potential energy are indeed equal for fβ (as we chose in our scaling). Thus,
the only contribution to Cβ comes from the Lβ norm. Hence, we arrive at
the following formula:
Cβ =
(
β
Rβ(2β − 3)
) 1
β
. (105)
5 Cβ and the Standard Lane-Emden
Polytropes
Though the formula for Cβ given above is rather elegant, Rβ is only defined
implicity by our requirement that ‖fβ‖1 = 1. In order to compute Cβ we
rewrite its formula in terms of the solutions of the famous Lane-Emden ODE
with standard initial data. In the usual notation (as in [Ch67]) this ODE is
d2θn
dξ2
+
2
ξ
dθn
dξ
+ θnn = 0,
θn(0) = 1, (106)
dθn
dξ
(0) = 0.
The solution to this ODE for a particular choice of n is often referred to as
the standard polytrope of index n. It is well-known (c.f. [Ch67]) that the
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standard polytropes for n ∈ [0, 5) first cross the ξ-axis at a finite distance
from the origin. This first zero is often denoted ξn.
Explicit solutions are only known for three indices:
θ0(ξ) = 1− ξ
2
6
, (107)
θ1(ξ) =
sin(ξ)
ξ
, (108)
θ5(ξ) =
1√
1 + 1
3
ξ2
, (109)
giving ξ0 =
√
6, ξ1 = π, and ξ5 =∞. Of equal importance is the slope of θn
at the first zero. In the cases above, we have:
dθ0
dξ
(ξ0) = −
√
6
3
, (110)
dθ1
dξ
(ξ1) = −1
π
, (111)
lim
ξ→∞
dθ5
dξ
(ξ) = 0. (112)
We next explore rescaling the standard polytropes in order to find func-
tions which satisfy our equation for φβ (71). We first note that the polytropic
indices arising in the determination of Cβ range over (3, 5] (so that n = 1 is
clearly avoided in our considerations). We make the following definition (for
n 6= 1)
γn(ξ) ≡ α−1n A
2
n−1
n θn(Anξ), (113)
and note the following consequences:
γn
(
ξn
An
)
= 0, (114)
dγn
dξ
(ξ) = α−1n A
n+1
n−1
n
dθn
dξ
(Anξ), (115)
d2γn
dξ2
(ξ) = α−1n A
2n
n−1
n
d2θn
dξ2
(Anξ). (116)
These change our ODE to
αnA
−2n
n−1
n
d2γn
dξ2
+
2
Anξ
αnA
−n+1
n−1
n
dγn
dξ
+ αnnA
−2n
n−1
n γ
n
n = 0, (117)
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which reduces to
d2γn
dξ2
+
2
ξ
dγn
dξ
+ αn−1n γ
n
n = 0, (118)
γn(0) = α
−1
n A
2
n−1
n , (119)
dγn
dξ
(0) = 0. (120)
We clearly must have
n(β) =
3β − 2
β − 1 , (121)
where n runs from 5 down to 3 as β runs from 3
2
up to infinity. Equivalently,
we have
β(n) =
n− 2
n− 3 . (122)
It is also clear that we will need
αn(β) = c(β)
1
n(β)−1 . (123)
The determination of An(β) comes from the second boundary condition of
(71):
dγn(β)
dξ
(
ξn(β)
An(β)
)
= α−1
n(β)A
n(β)+1
n(β)−1
n(β)
dθn(β)
dξ
(ξn(β)) (124)
= −A
2
n(β)
ξ2
n(β)
. (125)
Some algebra reveals that
An(β) =
(−ξ2n(β)θ′n(β)(ξn(β))
αn(β)
)β
, (126)
which leads to the following formula for Rβ in terms of the standard Lane-
Emden data:
Rβ = ξn(β)
(−ξ2n(β)θ′n(β)(ξn(β)))1−2β (c(β))β−1. (127)
This in turn leads to the following very useful (but decidedly more cumber-
some) formula for Cβ:
Cβ =
(
β(−ξ2n(β)θ′n(β)(ξn(β)))2β−1
(2β − 3)ξn(β)(c(β))β−1
) 1
β
. (128)
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Incidentally, we have the following formula for φβ :
φβ(q) = α
−1
n(β)A
2
n(β)−1
n(β) θn(β)(An(β)q),
which we do not expand further for reasons of brevity!
6 Numerical Results
It will be beneficial to rewrite our formula for Cβ in terms of the standard
polytropic index n(β):
Cβ =
(n(β)− 2)(−ξ2n(β)θ′n(β)(ξn(β)))n(β)−1n(β)−3
(5− n(β))ξn(β)(c(β))
1
n(β)−3

n(β)−3
n(β)−2
. (129)
We first compute the value of Cβ as β = 3/2.
First, recall the following facts ([Bu78]):
lim
n→5
−ξ2nθ′n(ξn) =
√
3, (130)
lim
n→5
(5− n)ξn = 32
√
3
π
. (131)
Since n(3/2) = 5 and c(3/2) = 8π2/15, we see that
C 3
2
=
3
8
(
15
16
) 1
3
, (132)
which reproduces the value found in [KTZ08] despite the fact that our anal-
ysis does not apply to the limiting case of non-compactly supported mini-
mizers. Note that the polytrope of index 5 (commonly referred to as the
Plummer Sphere in the astrophysical literature) is not compactly supported.
Using Maple to run the numerical approximations for the standard poly-
tropes yields the following plot of Cβ (displayed with the bounds found
in [KTZ08] and a vertical line at β = 3/2 indicating that Cβ = 0 for
1 < β < 3/2):
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Incidentally, we can also give an improved upper bound over that listed in
[KTZ08]. To see this, note that the upper bound in (5) is convex decreasing
between β = 3/2 and β ≈ 3.6649 beyond which it is strictly increasing for all
β and converges to a finite value (namely 45/8π2) as β tends to infinity. In
contrast, the numerical evaluation of Cβ is a decreasing function of β. Hence
we can improve the upper bound given in (5) by simply replacing it with
its convex hull. We find (using Maple to estimate the minimum) that the
improved upper bound takes the constant value 0.20269 for β ≥ 3.6649.
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7 Asymptotics
For the limiting behavior as β tends to infinity, we need that
lim
β→∞
c(β) =
16π2
3
. (133)
We also note that since limβ→∞ n(β) = 3, the only terms that contribute are:
C∞ = 3(−ξ
2
3θ
′
3(ξ3))
2
16π2
. (134)
This exact expression is a little less than illuminating since θ3 is not known
explicitly. However, there are extensive numerical data available. Referring
to [Ho86, p. 407], we see that −ξ23θ′3(ξ3) ≈ 2.018236. Thus, we can at least
conclude that
C∞ ≈ 0.077383. (135)
In comparison, Theorem I of [GS85] (recalling that the total mass is 1
in our considerations) requires that initial data have L∞-norm less than
40−3 ≈ 0.00002. Of course, Glassey and Schaeffer did not aim for the op-
timal constant and so were generous in their estimates. In comparison, the
lower bound given in [KTZ08] is approximately 0.049438.
Since the standard polytrope of index 5 is known explicitly, we can find
an asymptotic expression for Cβ when β is sufficiently close to 3/2. We begin
by examining an identity involving the zeroes of the standard polytrope of
index n:
n+ 1
(5− n)ξn =
∫ ξn
0
(θn(r))
n+1 r2 dr
(−ξ2nθ′n(ξn))2
, (136)
(this is essentially a reformulation of the identity found in 4.1 for the standard
polytropes). The right-hand side limits to a finite value as n approaches 5
([Bu78]):
lim
n→5
∫ ξn
0
(θn(r))
n+1 r2 dr
(−ξ2nθ′n(ξn))2
=
π
√
3
16
. (137)
So, for n sufficiently close to 5, we have that
ξn ≈ 16(n+ 1)
π
√
3(5− n) , (138)
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and accordingly, for β sufficiently close to 3
2
Rβ ≈ 16
3π
(
4β − 3
2β − 3
)(
32π2(β − 1)3
3β(2β − 1)(3β − 2)
)β−1
. (139)
Finally, this yields an asymptotic expression for Cβ near 32 :
Cβ ≈
[
3π
16
(
β
4β − 3
)] 1
β
(
3β(2β − 1)(3β − 2)
32π2(β − 1)3
)1− 1
β
. (140)
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