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Summary
Various regression models based on sib pair data have been developed for mapping
quantitative trait loci (QTL) in human since the seminal paper published in 1972 by
Haseman and Elston. To which Fulker and Cardon (1994) adapted the idea of interval
mapping for increasing the power of QTL mapping. However, in the interval mapping
approach of Fulker and Cardon, the statistic for testing QTL effect does not obey the
classical statistical theory and hence critical values of the test can not be appropriately
determined. In this thesis, we give a unified treatment to all the Haseman-Elston type
regression models and propose an alternative approach to interval mapping. A modified
Wald test is proposed for the testing of QTL effect. The asymptotic distribution of the
modified Wald test statistic is established and hence the critical values or the p-values
of the test can be determined. Simulation studies are carried out to verify the validity of
the modified Wald test and to demonstrate its desirable power.
Genome wide search is an important area of QTL mapping, and it has been tackled
by several authors (Feingold et al. 1993, Churchill and Doerge 1994, Rebai et al. 1994,
1995, Piepho 2001, Zou et al. 2004) in the experimental species. Multiple hypothesis
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testing is implicit in the genome search problem, and this makes the control of the over-
all type I error rate a problem. The key in the genome search problem is to establish
certain appropriate threshold that is able to control the overall type I error rate. We pro-
pose an alternative test statistic, which, unlike the above mentioned methods, captures
the dependence structure of the multiple tests. Method for simulating the thresholds is
provided. Simulation studies verify the validity of the test and the power of the test is
demonstrated.
The multi-point interval mapping of QTL uses the information carried by more
markers rather than only the two flanking markers and is surely more powerful than
the two-point interval mapping. The current multi-point interval mapping methods es-
timate the IBD proportion at the QTL by either linear combination or hidden Markov
chain algorithm. In this thesis, we propose an alternative multi-point interval mapping
method. We estimate the IBD proportions at the flanking markers with the joint dis-
tribution of the numbers of alleles IBD shared at multiple markers, and then perform
the two-point interval mapping. This multi-point interval mapping method is shown
by simulation study to be more powerful than the two-point interval mapping method
under certain situations.
The likelihood ratio (LR) test is always among the most powerful methods. Sev-
eral researchers have applied the LR test to the interval mapping of QTL (Lander and
Botstein 1989, Haley and Knott 1992, Fulker and Cardon 1994, Fulker et al. 1995), but
none of them have studied the asymptotic distribution of the LR test statistic, which
SUMMARY ix
is not too difficult for the interval mapping problem. We apply the result of Self and
Liang (1987) to the interval mapping problem and deduce that the asymptotic distri-
bution of the LR test statistic is a mixture of χ21 and χ
2
2. Simulation studies show that
the combination of the LR test and the multi-point interval mapping model possesses
the highest power among the 4 combinations of multi-point interval mapping/interval
mapping model and the modified Wald/LR test.
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1.1 Introduction to QTL mapping
Many traits in plants, animals, and human beings can be measured on a numerical
scale, continuous or discrete, and they are called quantitative traits (QTs). Since many
of the QTs have strong genetic determinant and are highly heritable, it is of considerable
interest to find the genes underlying such QTs. The process of detecting quantitative
trait loci in the genome is called quantitative trait loci (QTL) mapping.
The goals of QTL mapping include: (i) finding the locations in the genome where
the QTLs lie in, if exist, (ii) making clear to what extent each QTL influences the
QT, and (iii) understanding the structures of the QTLs – their allele frequencies, the
contribution of each allele to the QT. Statistical analysis is indispensable in achieving
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these goals. The more challenging task of QTL mapping is to achieve the first two
goals: mapping the locations and estimating the genetic variances of the QTLs.
An important concept in QTL mapping is the distance between two loci in the
genome. Of relevance is the genetic distance instead of the physical distance. The
genetic distance is measured by Morgan (or centiMorgan, i.e., a hundredth of a Mor-
gan). One Morgan is defined as the length of the DNA sequence at which exactly one
crossover is expected to occur.
The development of early QTL mapping was limited by the lack of densely mapped
markers, and the main methods used included ANOVA, linear regression, t test for one-
marker cases and F test for multiple-marker cases. In these methods, the markers are
thought of as the candidate genes, and so came the name ‘candidate gene approach’.
With the advent of Restriction Fragment Length Polymorphism (RFLP) as genetic
markers, systematic mapping of QTL became possible in principle (Botstein et al. 1980).
This gave rise to the development of the ‘marker locus approach’. The refinement of
statistical methods (Lander and Botstein 1986, 1989) made the marker locus approach
very popular. A great deal of the advanced QTL mapping methods in experimental
species are based on the idea of interval mapping proposed by Lander and Botstein
(1989).
The data used in QTL mapping generally include the quantitative trait values (or
simply trait values) and the genotypes at some markers in the vicinity of which the
QTL(s) is (are) suspected to locate, and sometimes also include other cofactors affecting
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the trait values, such as the environmental factors, the gender of the individual, the
pedigree structure, and so on.
1.2 QTLmapping in experimental species and in human
The study on QTL mapping in experimental species is more successful and extensive
than that in human. The reason is as follows.
In experimental species, pure homozygous strains(homozygous at every locus) can
be generated through selective crossing and can be used for various experimental crosses.
For example, let P1 and P2 be two parent lines whose genotypes at loci A, B and C are
respectively ‘ABC/ABC’ and ‘abc/abc’. The generation produced from the cross be-
tween P1 and P2 are called F1 generation, whose genotype is ‘ABC/abc’, heterozygous
at every locus. The cross between F1 and one of its parental lines, say P1, is called a
B1 backcross, and the cross between F1 and F1 is called a F2 intercross. The parental
origins of alleles of the offsprings are known unambiguously. This feature renders the
testing for equality of the QT mean values in different genotype classes feasible. The
environmental variations can also be largely controlled in the experiments. In experi-
mental species, for each individual, the genotype probabilities of an untyped putative
QTL flanked by two typed markers can be obtained conditioning on the individual’s
marker genotypes. Under the assumption that the QT follows a distribution in a known
parametric family given the QTL genotypes, a mixture model can be formulated, and
Chapter1: Introduction 4
QTL mapping can be done by various methods, for example the maximum likelihood
methods or the regression methods.
For human beings, the QT also follows a mixture distribution if the parametric fam-
ily is assumed. But the mixture structure is much more complicated. In human, an
unambiguous identification of parental origins of alleles and control for environmen-
tal variations are impossible, because human cannot be bred in controlled crosses and
thus no pure inbred lines are available. Therefore, the QTL mapping approaches in
experimental species are not applicable to QTL mapping in human.
It is easy to understand that, the more genetic materials two individuals share in
common the more similar their QTs are. This is a fundamental idea underlying many
approaches to QTL mapping in human. In human QTL mapping, the genetic similarity
is represented by the proportion of alleles identical by descent (IBD). Two alleles, which
are IBD, are copies of the same allele descended from a common ancestor. Since alleles
at linked loci tend to co-segregate, if a pair of relatives share alleles IBD at one locus,
they will also share alleles IBD at a linked locus with high probability. Generally, the
extent of marker allele IBD sharing is related to the QT similarity. The proportion of
alleles IBD will be referred to as ‘IBD proportion’ in short throughout this thesis. Since
siblings share the same parents and in most cases the same living environment, it is
easier to analyze the relationship between their QT similarity and IBD proportion than
other relative types. Sib pair models play an important role in human QTL mapping.
The calculation of IBD proportion is an important component in sib pair models
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and the like for QTL mapping in human. As we know, each person has 2 alleles at each
locus, one from the father and the other from the mother, so any two persons can share
at most 2 alleles IBD. A general method for calculating the probabilities of sharing 0,
1, and 2 alleles IBD at a locus by a random pair of relatives was given by Li and Sacks
(1954). This was then extended by Campbell and Elston (1971), and a more general
method was developed by Donnelly (1983).
1.3 Literature review
In this section, approaches for QTL mapping are reviewed. In view of the differences
between QTL mapping in experimental species and in human, we will introduce the
approaches separately in two subsections.
1.3.1 QTL mapping approaches in experimental species
The availability of dense genetic markers provides the foundation for sophisticated QTL
mapping methodologies. These techniques include single marker mapping methods
(Edwards et al. 1987, Beckmann and Soller 1988, Luo and Kearsey 1989, Simpson
1989, 1992), methods using Bayesian analysis (Hoeschele and VanRaden 1993, Sa-
tagopan et al. 1996, Uimari and Hoeschele 1997, Sillanpa¨a¨ and Arjas 1999), methods
using genetic algorithm (Carlborg et al. 2000), interval mapping (Lander and Botstein
1989) and its various extensions: regression based interval mapping (Haley and Knott
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1992), composite interval mapping (CIM; Jansen 1993, Zeng 1993, 1994, Jansen and
Stam 1994) and multiple interval mapping (MIM; Kao and Zeng 1997, Kao et al. 1999,
Zeng et al. 1999).
There are many excellent reviews on the QTL mapping methods in experimental
species (Doerge et al. 1997, Liu 1997, Lynch and Walsh 1998, Broman and Speed
1999, Broman 2001, Doerge 2002). In the following, we only give a sketch of ma-
jor approaches.
The most widely used methods for single marker mapping are based on ANOVA
(Soller et al. 1976, Edwards et al. 1987), t test or simple linear regression to assess the
segregation of a phenotype with respect to a marker genotype. Though ANOVA at one
marker locus can be easily extended to account for multiple loci, it fails to provide an
estimate of QTL location.
Thoday (1961) proposed the idea of using twomarkers to bracket a region for detect-
ing QTL. Lander and Bostein (1989) improved Thoday’s idea and proposed the single
interval mapping method for experimental organisms. In the single interval mapping
method, the QTL effect is estimated at each fixed position in the interval, and thus the
QTL effect and QTL location are no longer confounded. The single interval mapping is
more powerful than the single marker mapping due to the additional information sup-
plied by the flanking markers. In view of the relative complexity and computational
demand of the maximum likelihood estimation used by Lander and Botstein, Haley and
Knott (1992) proposed a regression based method to approximate the single interval
Chapter1: Introduction 7
mapping method for experimental species. Their method was shown to be asymptot-
ically equivalent to the maximum likelihood based interval mapping of Lander and
Botstein (Haley and Knott 1992, Rebai et al. 1995).
Quantitative traits are by nature affected by many genes, and thus multiple QTL
models are more natural to consider in QTL mapping. In single interval mapping, QTLs
are mapped one at a time, ignoring the effects of other QTLs. When multiple QTLs are
present, the single interval mapping may yield biased location estimates because of
the effects of other QTLs (Lander and Botstein 1989, Haley and Knott 1992, Jansen
1993, Zeng 1994), and it is also less powerful in detecting the QTL. The multiple QTL
models, which take into account the effects of multiple QTLs simultaneously, are more
efficient and can estimate the QTL locations more accurately (Knapp 1991, Haley and
Knott 1992). CIM and MIM are examples of such multiple QTL models.
CIM combines interval mapping with multiple linear regression. Additional mark-
ers are included as cofactors to account for the variation associated with other QTLs in
the same chromosome and thus the residual variance gets reduced. To detect a QTL Q
in the marker interval (Mi, Mi+1), the statistical model is generally defined as:
y = b0 + b∗x∗ +
∑
k,i,i+1
bkxk + e (1.1)
for the backcross population, where y is the QT, x∗ takes 1 or 0, denoting respectively
the homozygous and heterozygous genotype of Q, xk is a similar genotype indicator for
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marker Mk, b∗ and bk denote the effects of Q and Mk respectively; or
y = µ + a∗x∗ + d∗z∗ +
∑
k,i,i+1
(akxk + dkzk) + e (1.2)
for the F2 population, where x∗ takes 1, -1 or 0 for the two homozygous and one het-
erozygous genotypes of the QTL respectively, and similarly does xk for Mk, z∗ and zk
are the heterozygous indicators for Q and Mk respectively, and a∗, ak, d∗ and dk are the
corresponding additive and dominant effects. Since the QTL genotypes are unobserv-
able, x∗ and z∗ in model(1.1) and model(1.2) are missing. Assuming the normality of
the random error e, the distribution of y is a mixture of several normal distributions–2
for backcross and 3 for F2, and the mixing probabilities can be determined conditioning
on the genotypes of Mi and Mi+1. The MLE of the parameters in the above models can
be obtained through the EM algorithm. By combining interval mapping with multiple
regression, CIM creates a condition that individual QTLs can be separated for testing
and estimation.
MIM is an extension of interval mapping to the mapping of multiple QTLs. Mul-
tiple marker intervals are used to account for the effects of multiple QTLs. Suppose m
intervals are investigated, so there are m putative QTLs if we assume at most one QTL
in each interval. The statistical model is defined as:




for the backcross population, where y is the QT, xr takes 1 or 0 for the homozygous and
heterozygous genotype of the r-th QTL, Qr, respectively, and αr denotes the effect of
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the Qr; or







for the F2 population, where xr, zr, ar and dr are defined similarly as in CIM. The QTL
genotypes are unobservable, but their probabilities can be analyzed conditioning on the
genotypes of the flanking markers of the r-th interval. Assuming the normality of e, the
distribution of y is actually a mixture of several normal distributions. The interaction
terms of xrs can also be considered in the two models to account for the epistatic effects.
Just like CIM, the EM algorithm can be used to estimate the QTL effects.
For CIM andMIM, when the number of markers under consideration is large, model
selection is in order for pinpointing the most appropriate genetic model relating the QT
to the QTL (Jansen 1993, Jansen and Stam 1994, Kao et al. 1999, Zeng et al. 1999).
1.3.2 QTL mapping approaches in human
Haseman-Elston regression is the first statistical method developed for human QTL
mapping (Haseman and Elston 1972). This method used sib pair data. The squared
difference of sib pair trait values is regressed onto the IBD proportion at a marker.
With the advent of dense markers throughout the entire genome, many sophisticated
methods for human QTL mapping have been developed based on the idea of Haseman
and Elston. The sib pair method also has been extended to other relative pairs and pairs
drawn from large pedigrees (Olson and Wijsman 1993).
Chapter1: Introduction 10
In the original Haseman-Elston regression, only the information contained in the
trait difference is used. Wright (1997) pointed out that the use of trait difference only
discards some useful information and suggested to include the squared trait sum in the
regression model. Subsequently, Drigalenko (1998) proposed the trait product method,
which used the product of the centralized trait values of the sib pair as the response
variable. However, the trait product method is only correct in certain situations such
as the squared sum and the squared difference have the same variance. To address this
problem, a host of approaches called “revised Haseman-Elston” were developed. The
“revised Haseman-Elston” approaches use the weighted average of squared difference
and squared sum of the sib pair trait values as the response variable. The weights are
chosen in such ways that the response and the IBD proportion at the marker are most
highly correlated. One such choice is the inverted variances of the squared difference
and squared sum (Elston et al. 2000, Xu et al. 2000, Forrest 2001, Sham and Purcell
2001, Visscher and Hopper 2001). Sham et al. (2002) took a further step to extend this
method to extended pedigrees. These approaches have achieved great success in terms
of power for detecting QTL. Several review papers have devoted to these regression
based methods (Feingold 2002, Szatkiewicz et al. 2003, Majumder and Ghosh 2005).
In addition to the above mentioned “revised Haseman-Elston” methods, some other
competitive methods were also proposed. The variance components models (VC) were
proposed by Amos (1994), see also Stern et al. (1996), Mitchell et al. (1997), Almasy
et al. (1997), Towne et al. (1997) and Almasy and Blangero (1998). The VC models
are applicable not only to sib pairs but also to large sibships or pedigrees. The vari-
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ance components methods rely heavily on the normality assumption of the traits. When
this assumption holds or nearly holds the VC models are very powerful. However, if
this assumption is not met, the VC models are poor and can be outperformed by the
Haseman-Elston regression methods. The score statistic methods were considered by
Tang and Siegmund (2001), Wang and Huang (2002) and Putter et al. (2002). The
score statistic methods have properties similar to the “revised Haseman-Elston” meth-
ods. When due consideration is taken, the score statistic methods are comparable in
power with the VC models if the normality assumption holds, and enjoy the robustness
of the “revised Haseman-Elston” methods otherwise.
Besides parametric methods, there are also nonparametric methods proposed for
QTLmapping in human. For example, the rank based statistic methods were considered
by Haseman and Elston (1972), and Kruglyak and Lander (1995), the kernel smoothing
methods were considered by Ghosh and Majumder (2000), and Ghosh et al. (2003)
Both the original and revised Haseman-Elston regression methods have a common
limitation: only the information at one marker is used, and the QTL effect (σ2g) and the
recombination fraction (θ) between the QTL and the marker cannot be distinguished.
As a consequence, the power is low especially when the QTL and the marker are far
apart, and only a coarse estimate of the QTL location can be obtained.
Fulker and Cardon (1994) incorporated the idea of interval mapping for experimen-
tal species (Lander and Botstein 1989, Haley and Knott 1992), which used two flanking
markers of the putative QTL simultaneously rather than one at a time, into the original
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Haseman-Elston regression, and proposed the interval mapping method for human QTL
mapping. They demonstrated that this method is able to achieve higher power and get
more accurate location estimate. However, this method is effective only when the flank-
ing markers are completely informative, that is, the IBD proportions of the flanking
markers are known with certainty, as pointed out by Fulker et al. (1995). Fulker et al.
(1995) extended this interval mapping method to a multi-point interval mapping method
which uses more than two markers. It has been shown that the multi-point method is
effective even when the markers are not completely informative.
1.4 Aim and organization of the thesis
The QTL location estimation in the current interval mapping approaches is accom-
plished by grid-point searching, which requires either a maximum likelihood estima-
tion or a linear regression at every fixed point in the interval. Furthermore, the search
can be multi-dimensional when multiple QTLs present, so the amount of computation
is tremendous. In this thesis, we provide a simple and quick approach to QTL loca-
tion estimation for interval mapping, which requires only one linear regression in each
interval.
The t test used in the regression based interval mapping of Fulker and Cardon (1994)
is not valid due to the inaccurate approximation to the distribution of the test statistic. In
this thesis, we provide a modified Wald statistic, whose thresholds can be derived from
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the joint distribution function of two correlated standard normal random variables.
In real QTL mapping, the single interval mapping is carried out interval by inter-
val in a genome-wide search manner, and multiple tests are involved in the procedure.
Therefore, one needs to determine the unified threshold for controlling the overall Type
I error rate. In this thesis, we provide a numerical approximation to this threshold by
resampling from a multivariate normal distribution.
A multi-point interval mapping approach is also considered in this thesis. Fulker
et al. (1995) proposed a multi-point interval mapping approach that estimates the IBD
proportion at QTL with a linear combination of IBD proportions at multiple markers.
Kruglyak et al.(1995) and Lander and Green(1987) suggested the hidden Markov chain
approach for multi-point interval mapping that estimates the IBD proportion at QTL
using the IBD proportions at multiple markers through the hidden Markov chain al-
gorithm. However, the linear combination expression in the approach of Fulker et al.
(1995) and the transitional matrices in the hidden Markov chain approach are derived
over the entire population and do not take the particular marker genotypes into ac-
count. Unlike the above two approaches, our multi-point interval mapping uses the
joint probability of the numbers of alleles IBD shared at multiple markers to estimate
the IBD proportions at the flanking markers and then performs the single interval map-
ping. The joint probability of the numbers of alleles IBD at multiple markers is derived
by adding up the probabilities of all possible allele-transmission patterns conditioning
on the marker genotypes. The estimated IBD proportions at the flanking markers are
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marker-genotype specific, and thus should be more accurate than those obtained through
the linear combination approach and the hidden Markov chain approach.
Among the current test statistics for interval mapping, none has a closed form
asymptotic distribution. In this thesis, we give a closed form asymptotic distribution
for the likelihood ratio statistic for interval mapping.
The thesis is organized as follows.
In Chapter 2, we derive the formula for the expected IBD proportion at QTL condi-
tioning on the IBD proportions at the two flanking markers, and then propose a one-step
location estimation procedure based on this conditional expectation. Simulation studies
are conducted to compare our location estimation procedure with the grid-point search-
ing approach of Fulker and Cardon (1994). A modified Wald test for detecting the QTL
effect is then proposed and compared to the ideal t test by a simulation study.
In Chapter 3, a genome-wide search strategy using the modified Wald statistic given
in Chapter 2 is proposed. The procedure for simulating the thresholds is outlined. A
simulation study is performed to assess the power of this genome-wide search strategy.
In Chapter 4, a new model for multi-point interval mapping is formulated, the pro-
cedure for calculating the joint distribution of the numbers of alleles IBD at multiple
markers and the multi-point estimates of IBD proportions at flanking markers are de-
scribed. A simulation study is conducted to compare the single interval mapping using
locally estimated IBD proportions at flanking markers and the multi-point interval map-
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ping.
In Chapter 5, the likelihood ratio statistic for interval mapping is formulated and
then its asymptotic distribution is derived using the result of Self and Liang (1987).
A simulation study is performed to compare the likelihood ratio test and the modified
Wald test. The influences of the local and multi-point estimates of the IBD proportion
on the two tests are also analyzed based on the simulation results.
In Chapter 6, we give the conclusions on the thesis research and discuss some pos-
sible directions of further research: the combination of the variance components model
with the interval mapping approach, the asymptotic distribution of the likelihood ratio
statistic in multiple QTL mapping and the generalized linear model for interval map-
ping.
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Chapter 2
Interval Mapping of QTL in Human
2.1 Haseman-Elston regression model at a fixed locus
The cases considered in the early works in QTL mapping are very simple, in which
there is only one QTL responsible for the trait under investigation and no dominant
effect of the QTL is assumed. Suppose the QTL under investigation has K different
alleles, λk denotes the contribution of the k-th allele to the trait value, and pk denotes
the population frequency of the k-th allele. The sib pair trait values can be expressed as,
x1 = µ + c11 + c12 + 1,
x2 = µ + c21 + c22 + 2, (2.1)
where c11, c12, c21 and c22 are the allele contributions at the QTL, and 1, 2 are random
errors. c11, c12, c21 and c22 are independently identically distributed random variables
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with P(ci j = λk) = pk, k = 1, · · · ,K.
In the original work of Haseman and Elston, the expectation of the squared sib pair
traits difference (Z) conditioning on the IBD proportion at a marker (piM) was derived
as
Z = αD − βpiMpiM + eD. (2.2)
When the QTL is located away from the marker with recombination fraction θ in be-
tween,
βpiM = 2(1 − 2θ)2σ2g, (2.3)




In cases that piM cannot be determined unambiguously, replacing piM with pˆiM leads
to the same regression model as model (2.2),
Z = αD − βpˆiM pˆiM + eD, (2.4)
where
pˆiM = f2 + f1/2,
and fi (i = 0, 1, or 2) is the probability that the sib pair share i alleles IBD at the marker
conditioning on the marker genotypes of the sib pair and their parents. Values of fi and
pˆiM can be obtained from Table II of Haseman and Elston (1972).
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2.2 Estimation of the proportion of alleles IBD shared
at a QTL by a sib pair using the information in
flanking markers
An important step in the interval mapping approach we propose in this chapter is to es-
timate the proportion of alleles IBD shared at a QTL by a sib pair given the proportions
of alleles IBD they share at the two flanking markers. In this section, we derive the
formula for this estimation through the joint distribution of the IBD proportions at three
loci (one QTL and two flanking markers).
2.2.1 Joint distribution of the proportions of alleles IBD shared by
a sib pair at three loci
Suppose loci A, B and C are located at alphabetic order on the same autosomal chromo-
some. Let the recombination fraction between A and B be θAB, between B and C be θBC.
Assume there is no crossover interference, then the recombination fraction between A
and C satisfies: θAC = θAB(1 − θBC) + (1 − θAB)θBC.
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where, the subscripts 1, 2, 3 and 4 denote respectively the origins of the alleles: paternal
grandfather, paternal grandmother, maternal grandfather, and maternal grandmother.
For each parental genotype, the 8 possible haplotypes that each parent segregates
and their corresponding frequencies are listed in Table 2.1.
Table 2.1: Haplotype frequencies of parents
Parent 1 Frequency Parent 2 Frequency
(A1, B1,C1) (1 − θAB)(1 − θBC)/2 (A3, B3,C3) (1 − θAB)(1 − θBC)/2
(A2, B2,C2) (1 − θAB)(1 − θBC)/2 (A4, B4,C4) (1 − θAB)(1 − θBC)/2
(A1, B1,C2) (1 − θAB)θBC/2 (A3, B3,C4) (1 − θAB)θBC/2
(A2, B2,C1) (1 − θAB)θBC/2 (A4, B4,C3) (1 − θAB)θBC/2
(A2, B1,C1) θAB(1 − θBC)/2 (A4, B3,C3) θAB(1 − θBC)/2
(A1, B2,C2) θAB(1 − θBC)/2 (A3, B4,C4) θAB(1 − θBC)/2
(A1, B2,C1) θABθBC/2 (A3, B4,C3) θABθBC/2
(A2, B1,C2) θABθBC/2 (A4, B3,C4) θABθBC/2
For simplicity, we introduce some new notations which will be used later as follows:
ΨAB = θAB
2 + (1 − θAB)2,
ΨBC = θBC
2 + (1 − θBC)2,
ΨAC = θAC
2 + (1 − θAC)2.
In this section, all genotypes of siblings are assumed to be phase known, and the ori-
gin of each allele is assumed to be known. For each pair of full sibs, define a comparison
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vector v = (i1, i2, i3, i4, i5, i6) , where ik = 0/1, k = 1, 2, · · · , 6. i1, i2 and i3 indicate re-
spectively whether or not the two alleles of the two sibs inherited from parent 1 at locus
A, B and C are IBD (Yes=1, No=0). Similarly, i4, i5 and i6 indicate whether or not the
two alleles of the sibs from parent 2 at locus A, B and C are IBD, respectively. Let
piA, piB and piC denote the IBD proportion at locus A, B and C, respectively. Obviously,
piA = (i1 + i4)/2, piB = (i2 + i5)/2 and piC = (i3 + i6)/2. Given the comparison vector, for
any genotype of sib 1, there is one and only one possible genotype for sib 2. Therefore
the comparison vector can be used to derive the probability of the genotype of sib 2
from that of sib 1.
The probability of the genotype of one sibling is the product of the frequencies of the
two haplotypes inherited from both parents. Except for a constant 1/4 ( the probability
of inheriting the particular alleles at locus A from both parents), the probability of
the genotype of one sibling can be factorized into four factors: (a) the probability of
inheriting an allele at locus B given the inherited allele at locus A from parent 1, (b) the
probability of inheriting an allele at locus C given the inherited allele at locus B from
parent 1, (c) the probability of inheriting an allele at locus B given the inherited allele
at locus A from parent 2, (d) the probability of inheriting an allele at locus C given the
inherited allele at locus B from parent 2.
Given the comparison vector, each factor of the genotype probability of sib 2 can
be deduced from the corresponding factor of sib 1. We now take the first factor as an
example to illustrate this process. It can be conceived that the first factor takes only two
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values: (1-θAB) – when the origins (represented by the subscripts) of the alleles at loci A
and B inherited from parent 1 are the same, and θAB – when they are not. To conclude,
the first factor of the genotype probability only depends on the equality status of the
origins of the two alleles at loci A and B inherited from parent 1, which will be referred
to as ”equality status” for simplicity. If both origins of the alleles at A and B of sib 2
are the same as those of sib 1 (i1 = i2 = 1) or both are different from those of sib 1
(i1 = i2 = 0), that is i1 = i2, the equality status at loci A and B are the same for sib 1 and
sib 2, and thus the first factor of the genotype probability of sib 1 and sib 2 are equal. For
example, if sib 1 inherits A1B1 from parent 1 and i1 = i2 = 0, then the equality status for
sib 1 is ”same origin” and the first factor of the genotype probability of sib 1 is (1-θAB),
the equality status at A and B for sib 2 should also be ”same origin” since i1 = i2 = 0,
and thus the first factor of the genotype probability of sib 2 is also (1-θAB). For the
above example, we can also deduce that sib 2 inherits A2B2 from parent 1 and the first
factor of its genotype probability is (1-θAB), the result remains the same. On the other
hand, if one and only one of the origins of the 2 alleles at loci A and B inherited from
parent 1 of sib 2 is the same as that of sib 1, that is i1 , i2, the equality status will be
different between sib 1 and sib 2 and so are the first factors of the genotype probability
of the sib pair, and thus the first factor of the genotype probability of one sib is (1− θAB)
and the other must be θAB. For example, if sib 1 inherits A1B1 and (i1 = 1, i2 = 0), then
sib 2 inherits A1B2, their first factors of the genotype probability are (1-θAB) and θAB,
respectively. The relationships of other factors of the genotype probability between sib
1 and sib 2 are similar.
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For any given value (a, b, c), the probability P(piA = a, piB = b, piC = c) equals
the total probability of all possible sib pair genotypes with IBD proportions a, b and
c at loci A, B and C, respectively. In this regard, the specific genotypes of the sib
pair are not essential, and all genotypes with the same probability can be combined
to form one group. It can be found from Table 2.1 that the 8 haplotypes transmitted
by one parent can be classified to 4 groups according to their frequencies, and each
group contains two haplotypes. Therefore, each possible genotype probability of one
sibling corresponds to a group of 4 genotypes, and there are totally 16 such groups. For
example, the group of genotypes corresponding to probability (1 − θAB)2θBC(1 − θBC)/4
contains A1B1C2/A3B3C3, A1B1C2/A4B4C4, A2B2C1/A3B3C3 and A2B2C1/A4B4C4. For
each group of 4 genotypes of sib 1, the corresponding 4 genotypes of sib 2 satisfying
the given comparison vector must have the same probability and thus are in the same
group.
The detailed computation procedure can be illustrated by examples.
Consider a sib pairs with piA = 0, piB = 1, piC = 0. There is only one possible
comparison vector: (0,1,0,0,1,0), and i1 , i2,i2 , i3,i4 , i5,i5 , i6. Therefore whatever
is the genotype of sib 1, all 4 factors of the genotype probability of sib 2 are different




2(1 − θAB)2θBC2(1 − θBC)2.
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Since there are 64 such pairs of genotypes, thus
P((0, 1, 0)) = 64 · θAB2(1 − θAB)2θBC2(1 − θBC)2/16
= (1 − ΨAB)2(1 − ΨBC)2/4.
Amore complicated case: piA = 0, piB = 1/2, piC = 0, there are 2 possible comparison
vectors: (0,0,0,0,1,0) and (0,1,0,0,0,0). For the first comparison vector, i1 = i2, i2 = i3,
the first two factors of the genotype probability are the same for the pair of sibs; i4 ,
i5, i5 , i6, thus the last 2 factors differ between the 2 sibs. So the probability of the first
comparison vector is:
16 ·[(1 − θAB)2(1 − θBC)2 + (1 − θAB)2θBC2 + θAB2(1 − θBC)2 + θAB2θBC2]
·[θAB(1 − θAB)θBC(1 − θBC)]/16
= ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/4.
The same result can be obtained for the second comparison vector. Thus,
P((0, 1/2, 0)) =
1
2
ΨAB(1 − ΨAB)ΨBC(1 − ΨBC).
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The joint probabilities of piA, piB and piC when piC = 0 are:






P((1, 0, 0)) = (1 − ΨAB)2ΨBC2/4,
P((0, 1, 0)) = (1 − ΨAB)2(1 − ΨBC)2/4,
P((1, 1, 0)) = ΨAB2(1 − ΨBC)2/4,
P((0, 1/2, 0)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2,
P((1, 1/2, 0)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2,
P((1/2, 0, 0)) = P(piB = piC = 0) − P((0, 0, 0)) − P((1, 0, 0)),
= ΨAB(1 − ΨAB)ΨBC2/2,
P((1/2, 1, 0)) = P(piB = 1, piC = 0) − P((0, 1, 0)) − P((1, 1, 0)),
= ΨAB(1 − ΨAB)(1 − ΨBC)2/2,
P((1/2, 1/2, 0)) = P(piC = 0) − P((0, 0, 0)) − P((1, 0, 0)) − P((0, 1, 0)) − P((1, 1, 0)),
−P((0, 1/2, 0)) − P((1, 1/2, 0)) − P((1/2, 0, 0)) − P((1/2, 1, 0)),
= (ΨAB2 + (1 − ΨAB)2)ΨBC(1 − ΨBc)/2.
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When piC = 1, the following equations can be verified:
P((0, 0, 1)) = P((1, 1, 0)) = ΨAB2(1 − ΨBC)2/4,
P((1, 0, 1)) = P((0, 1, 0)) = (1 − ΨAB)2(1 − ΨBC)2/4,
P((0, 1, 1)) = P((1, 0, 0)) = (1 − ΨAB)2ΨBC2/4,
P((1, 1, 1)) = P((0, 0, 0)) = ΨAB2ΨBC2/4,
P((0, 1/2, 1)) = P((1, 1/2, 0)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2,
P((1, 1/2, 1)) = P((0, 1/2, 0)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2,
P((1/2, 0, 1)) = P((1/2, 1, 0)) = ΨAB(1 − ΨAB)(1 − ΨBC)2/2,
P((1/2, 1, 1)) = P((1/2, 0, 0)) = ΨAB(1 − ΨAB)ΨBC2/2,
P((1/2, 1/2, 1)) = P((1/2, 1/2, 0)) = (ΨAB2 + (1 − ΨAB)2)ΨBC(1 − ΨBc)/2.
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The joint probabilities when piC = 1/2 are as follows,
P((0, 0, 1/2)) = ΨAB2ΨBC(1 − ΨBC)/2,
P((0, 1/2, 1/2)) = ΨAB(1 − ΨAB)(ΨBC2 + (1 − ΨBC)2)/2,
P((0, 1, 1/2)) = (1 − ΨAB)2ΨBC(1 − ΨBC)/2,
P((1/2, 0, 1/2)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC),
P((1/2, 1/2, 1/2)) = (ΨAB2 + (1 − ΨAB)2)(ΨBC2 + (1 − ΨBC)2)/2,
P((1/2, 1, 1/2)) = P((1/2, 0, 1/2)) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC),
P((1, 0, 1/2)) = P((0, 1, 1/2)) = (1 − ΨAB)2ΨBC(1 − ΨBC)/2,
P((1, 1/2, 1/2)) = P((0, 1/2, 1/2)) = ΨAB(1 − ΨAB)(ΨBC2 + (1 − ΨBC)2)/2,
P((1, 1, 1/2)) = P((0, 0, 1/2)) = ΨAB2ΨBC(1 − ΨBC)/2.
In the next subsection, the conditional expectation of piB conditioning on piA and piC
will be derived from the joint density of piA, piB and piC obtained in this subsection.
2.2.2 Estimation of the proportion of alleles IBD shared at a QTL
by a sib pair using information in flanking markers
To obtain the conditional expectation of piB given (piA, piC), we need first find out the
conditional distribution of piB. Its values are calculated and listed in Table 2.2.
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Table 2.2: Conditional probabilities of piB given (piA, piC)
piB
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The next step is to compute the conditional expectations of piB. In this step, two
equations can be used to simplify the formulae. Recall
P(piA = 0, piB = 1/2, piC = 0) = ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2,
which also equals
P(piA = piC = 0) − P(piA = piB = piC = 0) − P(piA = 0, piB = 1, piC = 0)
= ΨAC
2/4 − ΨAB2ΨBC2/4 − (1 − ΨAB)2(1 − ΨBC)2/4,
thus,
ΨAC = ΨABΨBC + (1 − ΨAB)(1 − ΨBC).
Moreover
P(piA = 1, piB = 1/2, piC = 0)
= ΨAB(1 − ΨAB)ΨBC(1 − ΨBC)/2
= P(piA = 1, piC = 0) − P(piA = 1, piB = piC = 0) − P(piA = piB = 1, piC = 0)
= (1 − ΨAC)2/4 − (1 − ΨAB)2ΨBC2/4 − ΨAB2(1 − ΨBC)2/4,
and thus,
1 − ΨAC = (1 − ΨAB)ΨBC + ΨAB(1 − ΨBC).
The conditional expectations of piB are listed in Table 2.3.
Using Table 2.3, a general formula for the conditional expectations can be derived
as:
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Table 2.3: Conditional expectations of piB given (piA, piC)
piA






























In 2.4.1, the coefficients of piA and piC in formula (2.5) will be proved to be identical to
those obtained by Fulker and Cardon (1994), which will be introduced in detail in the
next section.
2.3 Interval mapping
In the Haseman-Elston regression mentioned in Section 2.1, the genetic variance σ2g
and the recombination fraction θ are confounded in the regression line slope βpiM . Fur-
thermore, if the marker is located far away from the QTL (θ is close to 1/2), even if σ2g
is large, the power of detecting the QTL effect could be very low. With the advent of
dense genome maps of genetic markers, more markers can be used simultaneously in
the regression models, and the above problem can thus be avoided.
Based on Thoday’s idea (1961) of using two markers to bracket a region for de-
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tecting the QTL, Lander and Botstein (1989) proposed the interval mapping method
for the experimental species. They used the maximum likelihood estimation and con-
structed a profile of LOD scores to detect and locate the QTL. They applied this method
to the backcross data in their simulation study. In view of the relative complexity and
demanding computation of the LOD score method, Haley and Knott (1992) proposed
a regression based interval mapping method for experimental species and applied it to
the F2 data in the simulation study. They constructed a score profile with the value of
n ln(RSS reduced/RSS f ull), which they proved can provide very close approximation to
the likelihood ratio statistic. Haley and Knott (1992) proved by simulation study that
their regression based interval mapping is asymptotically equivalent to the maximum
likelihood based method of Lander and Botstein, and this was also confirmed by Rebai
et al. (1995).
To tackle the problems found in Haseman and Elston’s single marker mapping ap-
proach for human QTL, Fulker and Cardon (1994) extended Haley and Knott’s (1992)
regression based interval mapping method to the Haseman-Elston regression model.
Fulker and Cardon’s method will be described in Section 2.3.1 in detail.
2.3.1 Fulker and Cardon’s approach and its limitations
Fulker and Cardon extended the regression based interval mapping approach, which
was proposed by Haley and Knott (1992) for experimental species, to interval mapping
of human QTL. They proceeded as follows.
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1. Divide the interval by equally spaced dense grid points,and each point is taken as
a putative location of the QTL.
2. At each putative location d, piq(d) is estimated for each sib pair using their geno-
types at the two flanking markers simultaneously, rather than one at a time.
3. The squared difference of sib pair trait values is regressed onto pˆiq(d).
4. The location d that achieves the smallest residual sum of squares among all the
grid points is taken as the estimated location of the QTL and the usual t statistic
evaluated at this location is used to test the significance of the QTL effect.
The step 2 – estimate the IBD proportion at each putative QTL using the genotypes
at two flanking markers – is implemented by the following rational.
Suppose an interval flanked by two markers, M1 and M2, is of concern and the
length of the interval is γ in terms of recombination fraction. Let r (unknown) be the
recombination fraction between M1 and a putative QTL, Q, in the interval. Denote
by s the recombination fraction between Q and M2. All these recombination fractions
can be calculated with Haldane’s mapping function. Assume that there is no crossover
interference and hence
γ = r + s − 2rs. (2.6)
Let piq(d) be the proportion of alleles IBD shared at the putative location d by a sib pair.
An estimate of piq(d) can be obtained using the marker information of the sib pair, which
only depends on the two markers and the putative location d. The estimate of piq(d) is a
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linear combination of pi1 and pi2 (the IBD proportions at M1 and M2),
pˆiq(d) = αM(d) + βM1(d)pi1 + βM2(d)pi2,












Substituting the following results (Elston and Keats 1985, SAGE 1989):
V(pi) = 1/8 and Cov(pi1, pi2) = (1 − 2γ)2/8, yields the form of βM1(d), βM2(d) and
αM(d),
βM1(d) = [(1 − 2r(d))2 − (1 − 2s(d))2(1 − 2γ)2]/[1 − (1 − 2γ)4],
βM2(d) = [(1 − 2s(d))2 − (1 − 2r(d))2(1 − 2γ)2]/[1 − (1 − 2γ)4],
αM(d) = [1 − βM1(d) − βM2(d)]/2.
Fulker and Cardon’s interval mapping approach is more powerful than the original
Haseman-Elston method, and it can also provide a QTL location estimate. Yet, there
are still certain problems remaining in the interval mapping approach of Fulker and Car-
don. The salient one is that the asymptotic distribution of the t statistic evaluated at the
estimated QTL location is unknown. In fact, this statistic arises from the minimization
of the residual sum of squares over the whole interval, and its distribution is quite com-
plicated. Based on a limited simulation study (with simulation size 400), Fulker and
Cardon (1994) claimed that this statistic conformed approximately to a t distribution.
However this claim is doubtful. In the simulation study of this chapter, no evidence
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is found to support this claim. Even in their own simulation results, there are certain
discrepancies between the nominal t critical values and the simulated critical values.
2.3.2 A unified interval mapping regression model with sib pair
data
Let (X1i, X2i, Gi), i = 1, . . . , n, be the observations on n sib pairs, where X1i and X2i
are respectively the trait values of the first and the second sib in the i-th sib pair, and
Gi is the overall genotype information of the sib pair. The contents of Gi include but
are not confined to the genotypes of the sib pair and their parents at the two flanking
markers. Denote by YDi the squared difference [X1i − X2i]2 and YSi the centered squared
sum [(X1i − µX) + (X2i − µX)]2, where µX is the population mean of the trait value.
Fulker and Cardon’s interval mapping approach uses only the information contained
in YDi . However, using trait difference only discards some useful information (Wright
1997). This problem can be addressed by using the weighted average of YDi and Y
S
i
as the response variable, and this is exactly the foundation of the “revised Haseman-
Elston” approaches. In 2.4.2, it is showed that the slopes of the model regressing YD
against piq and the model regressing YS against piq have the same magnitude but opposite
sign. Let ω be a positive number between 0 and 1, then the regression model with
response variable given by Zi(ω) = ωYSi − (1 − ω)YDi will have the same slope as YS ,
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not affected by ω. The regression model is of the form:
Zi(ω) = E[Zi(ω)|Gi] + ei,
where E[Zi(ω)|Gi] is the conditional expectation of Zi(ω) given Gi. This general form
includes all the regression models mentioned in section 1.3.2 as special cases. For
example, when ω = 0 and Gi contains only the information on a single marker, this
reduces to the original Haseman-Elston regression model. Since we are only interested
in comparing our approaches with some existing approaches, rather than the advan-
tage of using combined YDi and Y
S
i as response variable, only the special case of Zi(ω)
when ω = 0 (the negative squared difference of the sib pair trait values) is taken as the
response variable Z for all the simulation studies in this thesis.
Assume that 
X1i = g1i + 1i,
X2i = g2i + 2i,
where g1i = c11i + c12i and g2i = c21i + c22i are the genotypic values that depend on the
genotypes of the QTL, and 1i and 2i are random errors.
Let σ2g denote the genetic variance, i.e., the common variance of g1i and g2i, σ
2
 the
common variance of 1i and 2i, and ρ the correlation coefficient between 1i and 2i.
The genetic variance σ2g is decomposed as an additive component σ
2
a plus a dominant
component σ2d. Without loss of generality, we assume that σ
2





Let piqi, pi1i and pi2i denote the proportions of alleles IBD shared by the i-th sib pair at Q,
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M1 and M2, respectively. Using the formula E[E(X|Y)] = E[X], it can be derived that
E[Zi(ω)|Gi] = E[E(Zi(ω)|piqi)|Gi],
E[piqi|Gi] = E[E(piqi|pi1i, pi2i)|Gi].
In 2.4.2, we show that
E(Zi(ω)|piqi) = αQ(ω) + βQpiqi,
where αQ(ω) = 2(σ2g + σ
2
 )(2ω − 1) + 2ρσ2 , and βQ = 2σ2g. Note that only αQ(ω) is
affected by ω. Hence
E[Zi(ω)|Gi] = αQ(ω) + βQE[piqi|Gi].
Furthermore, we have
E(piqi|pi1i, pi2i) = αM + βM1pi1i + βM2pi2i,
where
βM1 =
(1 − 2r)2 − (1 − 2s)2(1 − 2γ)2
[1 − (1 − 2γ)4] ,
βM2 =
(1 − 2s)2 − (1 − 2r)2(1 − 2γ)2




(1 − βM1 − βM2),
then
E[piqi|Gi] = αM + βM1E(pi1i|Gi) + βM2E(pi2i|Gi).
Eventually we arrive at the regression model,
Zi(ω) = α + β1E(pi1i|Gi) + β2E(pi2i|Gi) + ei, (2.7)
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where ei ∼ N(0, σ2e), α = αQ(ω) + βQαM, β1 = 2σ2gβM1 and β2 = 2σ2gβM2. Note that, if
Gi is the information on the parents’ and the sib pair’s genotypes at the two markers, the
two conditional expectations in model (2.7) can be obtained from Table II of Haseman
and Elston (1972).
Since the interval length is assumed known and fixed, only one parameter is neces-
sary for representing the putative QTL location. From equation (2.6), we have
1 − 2γ = (1 − 2r)(1 − 2s),
and thus βM1 and βM2 can be transformed as
βM1 =
(1 − 2r)4 − (1 − 2γ)4
(1 − 2r)2[1 − (1 − 2γ)4] ,
βM2 =
(1 − 2γ)2[1 − (1 − 2r)4]
(1 − 2r)2[1 − (1 − 2γ)4] .
Fulker et al. (1995) considered an extension of the interval mapping approach of
Fulker and Cardon (1994) that takes into account the information in multiple markers.
In what they termed as “the multi-point interval mapping”, they proceeded as follows.
Let the markers in the same chromosome be ordered from left to right. Divide the
interval from the leftmost marker to the rightmost marker by equally spaced grid points.
Each grid point is taken as a putative location of the QTL, and the IBD proportion at
the putative QTL is estimated with the IBD proportions at all the markers. The squared
difference of the sib pair trait values is regressed onto the estimated IBD proportion
at the putative QTL as in the single interval mapping. However, the same problems
associated with single interval mapping as we pointed out in 2.3.1 linger in the multi-
point interval mapping.
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The general regression model (2.7) we just derived provides an alternative approach
to tackling the multi-point interval mapping. In the case of multiple markers, Gi will
represent the information in all these markers. Instead of estimating the IBD proportion
at the putative QTL, the two conditional expectations of IBD proportions at the flanking
markers in model (2.7) are estimated using the information in all the markers. Thus the
single and the multi-point interval mapping can be treated in a unified manner. The
multi-point interval mapping will be elaborated in Chapter 4.
It is interesting to notice that there is a one-to-one correspondence between (αQ, βQ, r)
and (α, β1, β2) when σ2g , 0. Both of these two sets of parameters can be used to param-
eterize the regression model. But there is a profound difference between the two param-
eterizations. The parametrization using (αQ, βQ, r) is not identifiable when σ2g = 0. In
contrast, this problem does not arise with (α, β1, β2), since the parameterization using
(α, β1, β2) is always identifiable.
2.3.3 A one-step estimation procedure
In the formulation of Fulker and Cardon (1994), the regression model is expressed as
YDi = αQ + βQ(αM + βM1pˆi1i + βM2pˆi2i) + ei, (2.8)
where ei ∼ N(0, σ2e) Note that, for fixed r, the coefficients αM, βM1, and βM2 are com-
pletely determined. In the estimation procedure of Fulker and Cardon, for each fixed
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with respect to αQ and βQ. The final estimates of αQ, βQ and r are the fitted values





i simultaneously with respect to αQ, βQ and r. Because of
the one-to-one correspondence between (αQ, βQ, r) and (α, β1, β2), the minimization in




i simultaneously with respect to α, β1 and β2. The
estimation procedure is then boiled down to the least squares estimation of model (2.7).
This gives rise to the one-step estimation procedure.




i is minimized first to obtain the least
squares estimates αˆ, βˆ1 and βˆ2. The estimate of the QTL location, rˆ, is then obtained by
solving the following equations:
βQβM1 =
βQ[(1 − 2r)4 − (1 − 2γ)4]
(1 − 2r)2[1 − (1 − 2γ)4] = βˆ1,
βQβM2 =
βQ(1 − 2γ)2[1 − (1 − 2r)4]
(1 − 2r)2[1 − (1 − 2γ)4] = βˆ2,
with the adjustment that whenever βˆ1 or βˆ2 is less than zero it is reset to zero in the
equations. We are not concerned with the estimation of βQ although it can be obtained
by solving the above equations as well, since our test for the significance of the QTL











, if βˆ1 > 0, βˆ2 > 0;
γ, if βˆ1 < 0, βˆ2 > 0;
0, otherwise.
In fact, in the case that both βˆ1 and βˆ2 are less than zero, the estimate of r, which is
irrelevant, can take any number between 0 and γ.
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i fall into their
allowable range, i.e., β1 ≥ 0 and β2 ≥ 0, the one-step procedure can produce the same
estimate of r as Fulker and Cardon’s procedure if the grid-points are fine enough. When
the minimizing values are outside of the allowable range, the estimate of r yielded by the
one-step procedure is either 0 or γ while that yielded by Fulker and Cardon’s procedure
is usually between 0 and γ. However the difference is just little.
2.3.4 A modified Wald test
Before we discuss the modified Wald test, let us take another look at the test statistic





where rˆ is the estimate of r at which the minimum of the residual sum of squares is
attained, and t(rˆ) is the usual t statistic when rˆ is taken as if it is a fixed value. Some










where βˆQ(r) is the least squares estimate of βQ for fixed r and σˆ(βˆQ(r)) is the estimated
standard deviation of βˆQ(r). Though for each fixed r, t(r) follows a standard normal
distribution asymptotically, the statistic t(rˆ) no longer follows a standard normal dis-
tribution asymptotically. The statistic t(rˆ) is essentially a likelihood ratio test statistic.
If the assumption of normality were made for the Zi(ω)’s, it can be shown that t(rˆ) is
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equivalent to the likelihood ratio statistic for testing the null hypothesis σ2g = 0 against
the alternative σ2g > 0 (see 2.4.3). However, the classical asymptotic theory does not
apply to this likelihood ratio test statistic since the model under the null hypothesis is
not identifiable. In fact, the parameter r does not appear under the null hypothesis. This
causes serious problems for determining the critical values of the test (Davies 1977,
1987).
The advantage of our model (2.7) is that it is always identifiable. The null hypothesis
is equivalent to β1 = 0 and β2 = 0. Since the conditions for a classical regression model
are satisfied, the estimates (βˆ1, βˆ2) follow an asymptotic bivariate normal distribution.
Let Σˆ be the estimated variance-covariance matrix of (βˆ1, βˆ2). Then the Wald statistic
W given below can be used to test the null hypothesis,





Under the null hypothesis, W follows an asymptotic χ22 distribution.
The alternative hypothesis of the above Wald test is two-sided, i.e., β1 , 0 or β2 , 0.
However, in the current context, we know that β1 > 0 or β2 > 0 under the alternative
hypothesis. In other words, the alternative hypothesis is one-sided. In order to make
the test more powerful against this one-sided alternative, we modify W as follows. In
the computation of W, βˆ1 or βˆ2 are replaced by 0 whenever they are negative. Let σˆ1
and σˆ2 denote the estimated standard deviations of βˆ1 and βˆ2 respectively, and let ρˆ be
the estimated correlation coefficient between βˆ1 and βˆ2. The modified Wald statistic is




0 if βˆ1 ≤ 0 and βˆ2 ≤ 0,
βˆ21
(1−ρˆ2)σˆ21
if βˆ1 > 0 and βˆ2 ≤ 0,
βˆ22
(1−ρˆ2)σˆ22






if βˆ1 > 0 and βˆ2 > 0.
The asymptotic distribution of the modified Wald statistic W˜ is not standard. But it can
be obtained from the asymptotic distribution of (βˆ1, βˆ2). Let Z1 and Z2 be two correlated
standard normal variables with correlation coefficients ρ estimated by ρˆ. Then W˜ can
be expressed asymptotically as
W˜ D=

0 if Z1 ≤ 0 and Z2 ≤ 0,
Z21
1−ρˆ2 if Z1 > 0 and Z2 ≤ 0,
Z22
1−ρˆ2 if Z1 ≤ 0 and Z2 > 0,
Z21
1−ρˆ2 − 2Z1Z2ρˆ1−ρˆ2 +
Z22
1−ρˆ2 if Z1 > 0 and Z2 > 0.
Let w˜ be the observed value of W˜, the p-value of the modified Wald test is computed as
P(W˜ ≥ w˜) = 2P(Z1 ≥
√
w˜(1 − ρˆ2),Z2 ≤ 0)
+P(Z21 − 2ρˆZ1Z2 + Z22 ≥ w˜(1 − ρˆ2),Z1 > 0,Z2 > 0).
The factor 2 in the first term on the right results from the symmetry of the asymptotic
expression of W˜ in region (Z1 > 0, Z2 ≤ 0) and (Z1 ≤ 0, Z2 > 0). The probabilities on
the right hand side of the above equation can be computed with the joint distribution
of Z1 and Z2 by numerical quadrature. The formula can also be used to compute the
critical values. For the ρˆ values ranging from -0.8 to 0.8 with an equal space 0.02, the
critical values of the modified Wald test at level 0.05 are given in Table 2.4.
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Table 2.4: Critical values of the modified Wald test at level α = 0.05
ρ cα ρ cα ρ cα
-0.80 10.709 -0.26 4.575 0.28 4.131
-0.78 9.864 -0.24 4.533 0.30 4.133
-0.76 9.169 -0.22 4.497 0.32 4.133
-0.74 8.585 -0.20 4.463 0.34 4.133
-0.72 8.095 -0.18 4.428 0.36 4.138
-0.70 7.672 -0.16 4.396 0.38 4.137
-0.68 7.309 -0.14 4.369 0.40 4.143
-0.66 6.992 -0.12 4.345 0.42 4.142
-0.64 6.715 -0.10 4.320 0.44 4.147
-0.62 6.472 -0.08 4.301 0.46 4.150
-0.60 6.254 -0.06 4.281 0.48 4.160
-0.58 6.059 -0.04 4.263 0.50 4.164
-0.56 5.889 -0.02 4.247 0.52 4.168
-0.54 5.732 0.00 4.234 0.54 4.178
-0.52 5.591 0.02 4.223 0.56 4.187
-0.50 5.468 0.04 4.209 0.58 4.188
-0.48 5.353 0.06 4.197 0.60 4.202
-0.46 5.244 0.08 4.184 0.62 4.210
-0.44 5.151 0.10 4.175 0.64 4.223
-0.42 5.062 0.12 4.166 0.66 4.231
-0.40 4.982 0.14 4.160 0.68 4.237
-0.38 4.907 0.16 4.155 0.70 4.240
-0.36 4.844 0.18 4.150 0.72 4.255
-0.34 4.779 0.20 4.143 0.74 4.269
-0.32 4.722 0.22 4.142 0.76 4.285
-0.30 4.667 0.24 4.137 0.78 4.290
-0.28 4.623 0.26 4.135 0.80 4.305
2.3.5 A comparison between the modified Wald test and the ideal t
test
In this subsection, we present the results of a simulation study. The simulation study
is designed to verify the validity of the asymptotic distribution of the modified Wald
statistic and to evaluate its power. The interval mapping approach can be applied using
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model (2.7) with any combined response variable Zi(ω) and it can be used for the single
interval mapping as well as for the multi-point interval mapping. For the sake of con-
venience, without loss of generality, we only consider the setting of Fulker and Cardon
(1994) for the single interval mapping in the simulation study. The modified Wald test
is compared with the nominal t test considered by Fulker and Cardon. Since the β co-
efficient of the regression model used by Fulker and Cardon is non-positive, we restrict
the estimate of β to be non-positive in minimizing the residual sum of squares, and
the lower tail critical values of the standard normal distribution (-1.6449 for α = 0.05,
-2.3263 for α = 0.01 and -3.0902 for α = 0.001) are used.
We evaluate the type I error probability of the tests first. The type I error probabil-
ities of the tests are evaluated for intervals with different lengths and different marker
allele numbers. The interval lengths considered are 10, 20, 30, 40 and 50 cM. The
marker allele numbers considered are 2, 6 and 10. The allele frequencies are taken
equal. For each interval, the two flanking markers are taken to have the same number of
alleles. The data are simulated under the assumption of no QTL existing in the interval.
Then, under each setting, 1,000 sib pair data including the trait values of the sibs and
the genotypes at the flanking markers of the sibs and their parents are simulated. The
modified Wald test is carried out using its asymptotic critical values at levels 0.001,
0.01 and 0.05. This procedure is replicated 100,000 times. The proportion of rejections
among these 100, 000 simulated tests is taken as the approximation to the true level of
the modified Wald test. The simulated true levels of the modified Wald test are reported
in the left panel of Table 2.5. The simulated true levels match perfectly the nominal
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Table 2.5: Simulated actual levels of the modified Wald test and the nominal t test
No. of Interval Modified Wald test Nominal t test
alleles length α = 0.001 α = 0.01 α = 0.05 α = 0.001 α = 0.01 α = 0.05
2 10 0.0010 0.010 0.050 0.0030 0.025 0.105
20 0.0010 0.010 0.051 0.0030 0.026 0.109
30 0.0010 0.010 0.051 0.0029 0.026 0.107
40 0.0011 0.010 0.049 0.0024 0.022 0.102
50 0.0011 0.010 0.049 0.0024 0.021 0.092
6 10 0.0010 0.010 0.051 0.0026 0.021 0.094
20 0.0011 0.010 0.051 0.0028 0.023 0.010
30 0.0009 0.010 0.051 0.0025 0.024 0.103
40 0.0011 0.010 0.051 0.0025 0.022 0.101
50 0.0009 0.010 0.050 0.0021 0.020 0.094
10 10 0.0010 0.010 0.050 0.0021 0.020 0.089
20 0.0009 0.010 0.050 0.0025 0.022 0.099
30 0.0010 0.010 0.050 0.0025 0.023 0.102
40 0.0012 0.010 0.050 0.0027 0.022 0.101
50 0.0012 0.011 0.050 0.0024 0.020 0.096
levels. However, this is not the case for the nominal t test considered by Fulker and
Carden. The true levels of the nominal t test using normal critical values are also sim-
ulated and reported in the right panel of Table 2.5. There are remarkable discrepancies
between the true levels of the nominal t test and the nominal levels. The true levels of
the nominal t test are more than twice the nominal levels in most of the cases. This
confirms our earlier statement that the nominal t test with normal critical values is not
valid in the sense that the type I error rate is not controlled as the nominal levels intend.
To evaluate the power, we compare the modified Wald test with an ideal likelihood
ratio test. The ideal likelihood ratio test rejects the null hypothesis that σ2g = 0 at level α
if t(rˆ) is greater than its true α-level critical value. We refer to this test as the ideal t test
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from now onwards. The true critical values of t(rˆ) can be simulated under the simulation
settings (it must be noted that the true critical values can be simulated only under the
simulation settings, they cannot be simulated in practical situations). On top of the
settings for the evaluation of the type I error probability, a QTL with the same number
of alleles as the flanking markers locating at the middle of each interval is simulated.
Throughout the simulation, the genetic variance σ2g is taken to be 0.125. This genetic
variance is achieved by taking the allele contributions to the trait value as 14 and − 14 in





8 , − 14 , −
√
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8 in the 10-allele case. The heritability h of the QTL is set at
0.5 or 0.25, which is achieved by manipulating the value of the error variance. Both the
modified Wald test and the ideal t test are simulated. Under each setting, the tests are
performed with 1, 000 simulated sib pairs, and each test is repeated 100, 000 times. The
simulated powers — the proportions of rejections — are reported in Table 2.6.
Overall, the modifiedWald test and the ideal t test are comparable in terms of power.
For shorter intervals, the ideal t test is slightly more powerful than the modified Wald
test. But for longer intervals, the modified Wald test is slightly more powerful than the
ideal t test. As far as we can see from the simulation results, the modified Wald test is
as good as the ideal t test.
From the simulation study, we can draw the following conclusions. The modified
Wald test can effectively control the type I error rate while the type I error rate is not
appropriately controlled by the nominal t test considered by Fulker and Candon. The
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power of the modified Wald test is comparable with the ideal t test. However, it must
be emphasized that the ideal t test is only possible in the simulation and cannot be
implemented in practical situations.
2.4 Technical proofs
2.4.1 Equivalence of the coefficients in E(piB | piA, piC) derived from
the joint distribution of the IBD proportions at 3 loci and
those derived by Fulker and Cardon (1994)
In section 2.2.2, we have proved that





1 − ΨAC −






1 − ΨAC −




Here we are going to prove the following equalities:
βM1 =
ΨAB(1 − ΨBC)
1 − ΨAC −
(1 − ΨAB)(1 − ΨBC)
ΨAC
=
(1 − 2θAB)2 − (1 − 2θBC)2(1 − 2θAC)2
1 − (1 − 2θAC)4 ,
βM2 =
(1 − ΨAB)ΨBC
1 − ΨAC −
(1 − ΨAB)(1 − ΨBC)
ΨAC
=
(1 − 2θBC)2 − (1 − 2θAB)2(1 − 2θAC)2
1 − (1 − 2θAC)4 ,
αM =





(1 − βM1 − βM2).
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Table 2.6: Simulated powers of the modified Wald test and the ideal t test
Level of the testsNo. of Interval
α = 0.001 α = 0.01 α = 0.05h
alleles length
t Wald t Wald t Wald
0.5 2 10 0.780 0.765 0.940 0.933 0.980 0.970
20 0.565 0.548 0.838 0.825 0.970 0.958
30 0.365 0.348 0.668 0.663 0.880 0.875
40 0.175 0.195 0.455 0.483 0.680 0.688
50 0.043 0.088 0.203 0.325 0.445 0.575
6 10 0.990 0.955 1.000 0.995 1.000 1.000
20 0.925 0.900 0.995 0.990 1.000 0.998
30 0.785 0.763 0.958 0.930 0.990 0.990
40 0.448 0.493 0.720 0.745 0.923 0.923
50 0.198 0.335 0.483 0.633 0.790 0.870
10 10 0.995 0.945 1.000 1.000 1.000 1.000
20 0.968 0.925 0.995 0.990 0.998 0.998
30 0.838 0.780 0.953 0.940 0.998 0.993
40 0.533 0.623 0.813 0.848 0.948 0.955
50 0.218 0.390 0.528 0.685 0.780 0.865
0.25 2 10 0.083 0.078 0.285 0.260 0.525 0.478
20 0.048 0.043 0.178 0.158 0.398 0.380
30 0.020 0.025 0.133 0.120 0.333 0.318
40 0.018 0.018 0.088 0.098 0.278 0.283
50 0.003 0.005 0.050 0.070 0.195 0.213
6 10 0.235 0.105 0.558 0.368 0.788 0.670
20 0.135 0.103 0.333 0.280 0.638 0.563
30 0.095 0.085 0.290 0.260 0.560 0.525
40 0.048 0.055 0.200 0.193 0.423 0.418
50 0.018 0.023 0.090 0.123 0.245 0.283
10 10 0.273 0.098 0.590 0.340 0.830 0.665
20 0.205 0.108 0.435 0.355 0.715 0.663
30 0.115 0.088 0.350 0.308 0.583 0.550
40 0.068 0.073 0.238 0.238 0.490 0.483
50 0.013 0.025 0.063 0.110 0.278 0.318
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To prove the above 3 equalities, the following equations are needed:
2Ψ − 1 = Ψ − (1 − Ψ) = (1 − θ)2 + θ2 − 2θ(1 − θ)
= (1 − 2θ)2,
1 − 2θAC = (1 − 2θAB)(1 − 2θBC),
ΨAC = ΨABΨBC + (1 − ΨAB)(1 − ΨBC),
1 − ΨAC = (1 − ΨAB)ΨBC + ΨAB(1 − ΨBC).
For the first equality,
βM1 = ΨAB(1 − ΨBC)/(1 − ΨAC) − (1 − ΨAB)(1 − ΨBC)/ΨAC
= [ΨAC(1 − ΨBC) − (1 − ΨAB)(1 − ΨBC)]/[ΨAC(1 − ΨAC)]
= [ΨAC(1 − ΨBC) + ΨABΨBC − ΨAC]/[ΨAC(1 − ΨAC)]
= [ΨABΨBC − ΨACΨBC]/[ΨAC(1 − ΨAC)].
Furthermore,




[1 − (1 − 2θAC)4],
ΨABΨBC − ΨACΨBC







(1 − 2θAB)2][12 +
1
2
(1 − 2θBC)2] − [12 +
1
2







(1 − 2θAB)2 + 14(1 − 2θAB)
2(1 − 2θBC)2 − 14(1 − 2θAC)
2 − 1
4




[(1 − 2θAB)2 − (1 − 2θBC)2(1 − 2θAC)2],
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thus the first equality is proved.
The second equality can be obtained easily by interchanging ΨAB and ΨBC, θAB and
θBC.
The third equality can be justified by observing
βM1 + βM2 =
ΨAB(1 − ΨBC) + (1 − ΨAB)ΨBC
1 − ΨAC − 2
(1 − ΨAB)(1 − ΨBC)
ΨAC
= 1 − 2αM.
2.4.2 Unified regression model
We have
Var(Xli|piqi) = Var(Xli) = σ2g + σ2e , l = 1, 2,
Cov(X1i, X2i|piqi) = Cov(g1i, g2i|piqi) + Cov(e1i, e2i)
= σ2gpiqi + ρσ
2
e ,
assuming σ2d = 0 (Lange 2002, Chapter 6). Since
E(YDi |piqi) = Var(X1i|piqi) + Var(X2i|piqi) − 2Cov(X1i, X2i|piqi)
= 2(σ2g + σ
2
e − ρσ2e) − 2σ2gpiq,
E(YSi |piqi) = Var(X1i|piqi) + Var(X2i|piqi) + 2Cov(X1i, X2i|piqi)
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it is easy to see that
E(Zi(ω)|piqi) = 2(σ2g + σ2e)(2ω − 1) + 2ρσ2e + 2σ2gpiqi
= αQ(ω) + βQpiqi.
where αQ(ω) = 2(σ2g + σ
2
e)(2ω − 1) + 2ρσ2e and βQ = 2σ2g.
2.4.3 Equivalence of t(rˆ) and the likelihood ratio statistic
For the linear regression model:
y = α + βx + ,  ∼ N(0, σ2e),
denote the regression sum of squares with S S R, the total sum of squares with S S T , and
the residual sum of squares with S S E. Let
lxx = Σi(xi − x¯)2,
we have:
S S R = Σi(yˆi − y¯)2 = βˆ2lxx,




, where σˆ2e =
S S E









S S E/[(n − 2)lxx]
= (n − 2)S S R
S S E
= (n − 2)(S S T
S S E
− 1).
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In section 2.3.4, since S S T is fixed with respect to the putative QTL location r and rˆ











To test the null hypothesis H0 : β = 0 against the alternative hypothesis H1 : β > 0, the




e0 = S S T/n is the MLE
of σ2e under H0 and it is a constant, and σˆ
2
e1 = S S E(rˆ)/n is the MLE of σ
2
e under H1.
Therefore the statistic t(rˆ) is essentially a likelihood ratio test statistic.
Chapter 3: Genome Search with IM and the Overall Thresholds 52
Chapter 3
Genome Search with Interval Mapping
and the Overall Threshold
3.1 Introduction
The interval mapping methods with 2 flanking markers are more powerful in detecting
the QTL than those single-marker QTL mapping methods (Lander and Botstein 1989,
Haley and Knott 1992, Zeng 1994). However, in real QTL mapping, one’s attention is
not confined to a single interval. The searching of QTL can be genome wide, and thus
multiple hypothesis testing is implicit (Haley et al. 1994, Jansen 1992, 1993, Jansen
and Stam 1994, Zeng 1993, 1994). A problem of the multiple hypothesis testing is the
difficulty of determining appropriate thresholds, and the sources of this difficulty are
twofold. The first source is the problem of determining or approximating the distribu-
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tion of the test statistic under the null hypothesis. The second source is that, some or all
of these tests are not independent and the dependence structure of these tests is difficult
to analyze (Churchill and Doerge 1994). In the genome search for experimental species,
this issue has been tackled by several authors (Feingold et al. 1993, Rebai et al. 1994,
1995, Piepho 2001, Churchill and Doerge 1994, Zou et al. 2004, Chen and Chen 2005).
Rebai et al. (1994, 1995) provided an explicit formula for the upper bound of the
thresholds for the backcross and F2 populations and derived a conservative threshold
for single interval mapping and the searching with many intervals using the results
of Davies (1977, 1987). Piepho (2001) also used the results of Davies (1977, 1987)
and provided a quick method for computing the approximate thresholds for interval
mapping and CIM that control the genome-wide type I error probability.
Churchill and Doerge (1994) proposed an empirical method for determining the
thresholds based on the permutation test. See also Doerge and Churchill (1996). They
suggested to simulate the situations under the null hypothesis by shuﬄing the trait val-
ues and thus destroying the potent association between the trait values and the marker
genotypes, and the shuﬄed data are analyzed and the resulting test statistics are calcu-
lated for every analysis point (a marker locus or a marker interval, depending on the
problem being investigated). The shuﬄing is repeated many times, and at the end of
the procedure the empirical overall 100(1 − α)% threshold that is valid simultaneously
for all analysis points is estimated. Churchill and Doerge avoided the difficulty of ana-
lyzing the dependence structure of multiple hypothesis testing. Their permutation test
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method can be used in both one-marker mapping and interval mapping.
Zou et al. (2004) proposed a resampling method to assess the genome-wide signif-
icance level of QTL mapping. They proved the score statistic can be approximated
by a statistic which is a function of certain normal random variables. The threshold
is then estimated by the empirical critical value through the resampling of normal ran-
dom variables. They claimed this efficient resampling method is less computationally
demanding than permutation tests and more accurate than theoretical approximations
when rigid requirements of theoretical approximations are not satisfied.
The genome search methods briefly reviewed above are either for experimental
species or based on non-interval mapping approaches. In this chapter, we deal with
the genome search of QTL with interval mapping and provide an approach to determin-
ing the genome-wide thresholds.
3.2 The genome search statistic and the overall threshold
3.2.1 The genome search method with interval mapping
Multiple tests will inevitably inflate the overall type I error probability, and this can be
illustrated by the following example. Suppose there are n intervals under investigation.
The common significance level of the tests is set at α. We denote the modified Wald
statistic for the i-th interval withWi and its critical value ci. The probability of claiming
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the existence of QTL while in fact there is no QTL at all is:
P(∪ni=1(Wi ≥ ci)) ≥ P(W1 ≥ c1) = α.
To control the overall type I error probability, an overall threshold, c, must be used,
which satisfies:
P(∪ni=1(Wi ≥ c)) = P(max1≤i≤nWi ≥ c) = α,
where the probabilities are computed under the null hypothesis of no QTL existing.
The genome search strategy with interval mapping is as follows: first, for each inter-
val, calculate the modified Wald statistic Wi, which was defined in Chapter 2; second,
compare each Wi with the overall threshold value c, if Wi ≥ c, then claim that a QTL
exists in interval i.
Now it remains to derive the overall threshold value c, which we deal with next.
3.2.2 Calculation of the overall threshold
Suppose there are totallym intervals being investigated that are flanked by markers M(1)1 ,
M(1)2 , · · · , M(m)1 and M(m)2 . Some of the markers may be identical, for example, if the j-th
interval and the ( j + 1)-th interval are consecutive, the right flanking marker M( j)2 of the
j-th interval and the left flanking marker M( j+1)1 of the ( j + 1)-th interval are actually


































where Zk is the weighted average of the squared sum and the squared difference of the




2,k denote the proportions
of alleles IBD shared by the k-th sib pair at the left and right flanking markers of the
j-th interval, respectively.
For each interval, we have the model:
Zk = α + pˆi
( j)
1,kβ j,1 + pˆi
( j)
2,kβ j,2 + e, e ∼ N(0, σ2e).





 = (X j′(I − 1n11′)X j)−1X j′(I − 1n11′)Z = (X˜′jX˜ j)−1X˜′jZ, (3.1)
where I is the identity matrix, 1 = (1, 1, · · · , 1)′ and X˜ j = (I − 1n11′)X j.
The distribution (asymptotic distribution in the case of non-normality assumption)
of βˆ j is:
βˆ j ∼ N(β j, σ2e(X˜′jX˜ j)−1).
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The distribution of βˆ is again a multivariate normal distribution with mean vector
β = (β′1,β
′
2, · · · ,β′m)′
and variance-covariance matrix Σ given below,
Σ =

Var(βˆ1) Cov(βˆ1, βˆ2) · · · Cov(βˆ1, βˆm)




Cov(βˆm, βˆ1) Cov(βˆm, βˆ2) · · · Var(βˆm)

.
The diagonal block entries of Σ are Var(βˆ j) = σ2e(X˜
′
jX˜ j)−1, j = 1, · · · ,m. For any j and
l, we have









When l = j, Cov(βˆ j, βˆl) reduces to Var(βˆ j) = σ2e(X˜
′
jX˜ j)−1.
The σ2e can be obtained by averaging the estimates of σ
2
e derived from the m regres-
sion models.
Under the null hypothesis of no QTL at all, βˆ will follow the multivariate normal
distribution specified above but with mean vector 0.
Let the entries of Var(βˆ j) be
σˆ2j,1 ρˆ jσˆ j,1σˆ j,2
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then the modified Wald statistic W j is calculated using the following formula:
W j =

0 if βˆ j,1 ≤ 0 and βˆ j,2 ≤ 0,
βˆ2j,1
(1−ρˆ2j )σˆ2j,1
if βˆ j,1 > 0 and βˆ j,2 ≤ 0,
βˆ2j,2
(1−ρˆ2j )σˆ2j,2
if βˆ j,1 ≤ 0 and βˆ j,2 > 0,
βˆ2j,1
(1−ρˆ2j )σˆ2j,1
− 2βˆ j,1βˆ j,2ρˆ j(1−ρˆ2j )σˆ j,1σˆ j,2 +
βˆ2j,2
(1−ρˆ2j )σˆ2j,2
if βˆ j,1 > 0 and βˆ j,2 > 0.
Since max
1≤ j≤n
W j is a function of βˆ, the overall threshold c such that
P(max
1≤ j≤n
W j ≥ c |H0) = α
can be simulated by the following procedure:
1. generate a multivariate normal random variable Y with mean (0, 0, · · · , 0)′ and
variance-covariance matrix Σ, Y = (Y11,Y12,Y21,Y22, · · · ,Ym1,Ym2)′;
2. compute the modified Wald statistic w j with (Y j1,Y j2),
w j =

0 if Y j1 ≤ 0 and Y j2 ≤ 0,
Y2j1
(1−ρˆ2j )σˆ2j,1
if Y j1 > 0 and Y j2 ≤ 0,
Y2j2
(1−ρˆ2j )σˆ2j,2
if Y j1 ≤ 0 and Y j2 > 0,
Y2j1
(1−ρˆ2j )σˆ2j,1
− 2Y j1Y j2ρˆ j(1−ρˆ2j )σˆ j,1σˆ j,2 +
Y2j2
(1−ρˆ2j )σˆ2j,2
if Y j1 > 0 and Y j2 > 0.
and record T1 = max
1≤ j≤m
w j;
3. repeat step 1 and 2 for a number of times, for example 500 times, and we have a
sample (T1,T2, · · · ,T500) from the null distribution of max
1≤ j≤m
W j;
4. compute the empirical 100(1 − α)% percentile of the sample T , and this is the
simulated threshold value c.
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3.3 Simulation studies
We assume the random errors of the sib pair trait values follow a bivariate normal dis-








, where the cor-
relation coefficient ρ is fixed at 0.3.
The power of the genome search with interval mapping is assessed for both single
QTL case and multiple QTL case.
For the single QTL case, We simulated an 80cM chromosome segment with 9 mark-
ers equally spaced at 10cM on it. The 9 markers have the same number of alleles, say 3,
6 or 10, and the alleles at each marker locus are equally frequent. A single QTL locating
at 32.5cM or 72.5cM from the left that has 3 equally frequent alleles is simulated on the
80cM chromosome segment. The layout of the markers and the QTL is demonstrated





M1 M2 M3 M4 M5 M6 M7 M8 M9
QTL at 32.5cM:
Q
M1 M2 M3 M4 M5 M6 M7 M8 M9
Figure 3.1: Layout of the markers and the QTL – single QTL
takes either 0.5, which is achieved by taking (
√
6
4 , 0, -
√
6
4 ) as the allele contributions to





0.1875), and the heritability h is 12 and
1
3 accordingly. The QTL genotypes are
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generated together with the marker genotypes, because they are necessary for generat-
ing the sib pair trait values. The procedure for generating the sib pair trait values and
genotypes, including the markers’ and the QTL’s, is as follows.
1. Generating the parental genotypes. The generated parental genotypes are stored
in a matrix A consisting of 4 columns, where the first 2 columns represent the two
haplotypes of the father and the other 2 columns represent the haplotypes of the
mother. The number of rows l is the number of loci. Let nk be the allele number
of the k-th locus. Encode the alleles of the k-th locus with numbers 1, 2, · · · , nk,
and denote their corresponding frequencies with pk,1, pk,2, · · · , pk,nk . A random
number rk taking value 1, 2, · · · , nk with probabilities (pk,1, pk,2, · · · , pk,nk) can
be thought of as a multinomial random variable. Generate 4 such multinomial
random numbers with replacement, and they are the entries in the k-th row of
the matrix. This procedure is carried out for every locus (row), and the parents’
genotypes are generated.
2. Generating the sib pair’s genotypes. The generated sib pair’s genotypes are also
stored in a matrix of 4 columns and l rows. Let θk denotes the recombination
fraction between the k-th and the (k+1)-th loci. Denote the number of the column
(haplotype) from which the father transmits an allele to sib 1 with c (c takes
either 1 or 2). The procedure for simulating the haplotype of sib 1 inherited
from the father is as follows. (a) For the first locus, generate a uniform U(0, 1)
random number r. If r < 0.5, the allele in the first haplotype of the father (A1,1)
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is transmitted to sib 1, and c = 1. Otherwise the allele in the second haplotype of
the father (A1,2) is transmitted, and c = 2. (b) For the (k + 1)-th locus, generate a
uniform U(0, 1) random number r. if r < θk, c is updated with (3-c) so that the
number of the column from which to transmit the allele at the (k + 1)-th locus is
changed from 1 to 2 or from 2 to 1, otherwise, c remains the same as it was at the
k-th locus. The allele in haplotype c (updated c) at the (k+1)-th locus of the father
(Ak+1,c) is then transmitted to sib 1. (c) Repeat step (b) for k = 1, 2, · · · , l− 1, and
the haplotype of sib 1 inherited from the father is generated. The haplotype of sib
1 inherited from the mother and the two haplotypes of sib 2 are simulated in the
same way.
3. Generating the trait values. First, generate the random errors of the sib pair
trait values, which follow the bivariate normal distribution as stated above with
σ2 = 0.5. Then the trait value of each sibling is generated by adding up the allele
contributions corresponding to the two alleles at the QTL and its random error.
4. Generating the sample. Repeat the above 3 steps for 500 times.
Five hundred sib pairs are generated under each combination of QTL location (32.5cM
or 72.5cM), h ( 12 or
1
3 ) and marker allele number (3, 6, or 10). The QTL genotypes
are left out of account during the genome search as they are assumed unobservable.
The genome search is then conducted with marker intervals of 10cM and 20cM. When
searching with 10cM intervals, each interval is determined by two adjacent markers.
When searching with 20cM intervals, the intervals are determined by every other mark-
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ers, say marker 1, marker 3, marker 5, etc.. For each set of 500 sib pair data, the
variance-covariance matrix Σ of β is computed, and then 500 iid multivariate normal
random variables, Ys, with mean (0, 0, · · · , 0)′ and variance-covariance matrix Σ are
generated and the statistic T = max
1≤ j≤n
W j is computed for each Y , and the empirical crit-
ical value of the 500 T s is taken as the overall threshold. The generated threshold is
compared to the test statistic computed with the set of 500 sib pair data. We claim
that the QTL is detected if, for at least one interval, the modified Wald test is signif-
icant and the QTL location estimate in that interval is within 5cM regarding the true
QTL location. Under each setting, the whole procedure is repeated 2,000 times, and the
proportions that the QTL is detected are reported in Table 3.1.
Table 3.1: Simulated powers of the genome search – single QTL
QTL Allele α = 0.01 α = 0.05
location
h
numbers 10cM 20cM 10cM 20cM
32.5cM 12 3 0.531 0.381 0.746 0.549
6 0.617 0.486 0.821 0.631
10 0.613 0.488 0.825 0.619
1
3 3 0.141 0.100 0.296 0.210
6 0.139 0.112 0.319 0.237
10 0.140 0.129 0.332 0.255
72.5cM 12 3 0.541 0.375 0.743 0.536
6 0.596 0.460 0.810 0.604
10 0.606 0.500 0.831 0.637
1
3 3 0.127 0.095 0.281 0.207
6 0.163 0.120 0.333 0.250
10 0.146 0.124 0.331 0.259
In Table 3.1, as expected, the power decreases as the interval length increases from
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10cM to 20cM. The reason is as follows. When the interval length is 10cM, inter-
val (M3, M4) and (M4, M5) are examined if the QTL locates at 32.5cM, and interval
(M7, M8) and (M8, M9) are examined if the QTL locates at 72.5cM. However, when
the interval length is 20cM, only interval (M3, M5) is examined if the QTL locates at
32.5cM, and only interval (M7, M9) is examined if the QTL locates at 72.5cM. In other
words, less markers are used when the genome search is conducted at 20cM intervals.
It also can be seen that the position (near the middle or near the end) of the QTL in
the region being examined is irrelevant to the power. Moreover, an obvious increase in
power can be observed when the heritability increases from 1/3 to 1/2. It is observed
that the power increases systematically when the marker allele number increases from
3 to 6, but this is not true when the marker allele number increases from 6 to 10. The
reason is as follows. The proportion of piM being uniquely determined is 37.04% for
3-allele markers, 67.13% for 6-allele markers and 80.10% for 10-allele markers (Fulker
and Cardon 1994). The increase in this proportion is greater when the marker allele
number increases from 3 to 6 than from 6 to 10. Therefore, when the marker allele
number increases from 3 to 6, the increase in the power of the genome search is large
enough and the increasing trend is not affected by random fluctuation. However, when
the marker allele number increases from 6 to 10, the increase in the power is so small
that the increasing trend is ruined by random fluctuation.
Next, we consider the case when 2 QTLs present simultaneously in the 80cM chro-
mosome segment. The situations for the markers are the same as above except that only
3-allele markers are considered. The environmental variance σ2 is still set at 0.5. The
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total genetic variance is set at 0.5, and thus the heritability is fixed at 0.5. The loca-
tions of the 2 QTLs (Q1, Q2) are (12.5cM, 32.5cM) or (12.5cM, 72.5cM). The layout
of the markers and the QTLs are as follows. Two situations of the genetic variances
(12.5cM, 72.5cM):
Q1 Q2
M1 M2 M3 M4 M5 M6 M7 M8 M9
(12.5cM, 32.5cM):
Q1 Q2
M1 M2 M3 M4 M5 M6 M7 M8 M9
Figure 3.2: Layout of the markers and the QTLs – 2 linked QTLs
(σ2g1, σ
2
g2) are considered. Situation 1: the 2 QTLs have equal number of alleles, say 3
alleles, but different genetic variances, σ2g1 = 0.1, achieved by taking the allele contribu-
tions (
√
0.075, 0, −√0.075), and σ2g2 = 0.4, achieved by taking the allele contributions
(
√
0.3, 0, −√0.3). Situation 2: the 2 QTLs have different number of alleles, 3 for Q1
and 6 for Q2, but equal genetic variance, σ2g1 = σ
2
g2 = 0.25, and the allele contribu-
tions are (
√
0.1875, 0, −√0.1875) for Q1 and (
√
0.325, 0.2, 0.1, -0.1, -0.2, −√0.325)
for Q2. The alleles at the same locus are equally frequent. 500 sib pairs are generated
under each combination of QTL location and genetic variances. The genome search is
conducted with marker intervals of 10cM and 20cM. The procedures for generating the
genotypes and the sib pair trait values are similar to those in the case of a single QTL.
The overall thresholds are simulated in the same way as above. Under each setting,
the whole procedure is replicated 2,000 times, and the proportions that the QTLs are
detected at significance level 0.05 are reported in Table 3.2.
From Table 3.2, we find that when Q2 has greater effect (σ2g2=0.4) than Q1, its
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Table 3.2: Simulated powers of the genome search – 2 linked QTLs




g2) 10cM 20cM 10cM 20cM 10cM 20cM 10cM 20cM
(12.5, 32.5) (0.1, 0.4) 0.253 0.277 0.619 0.457 0.185 0.167 0.687 0.567
(0.25, 0.25) 0.451 0.405 0.440 0.343 0.238 0.171 0.653 0.577
(12.5, 72.5) (0.1, 0.4) 0.043 0.039 0.540 0.365 0.026 0.017 0.557 0.387
(0.25, 0.25) 0.211 0.155 0.212 0.172 0.045 0.028 0.378 0.299
proportions of being detected are higher than those of Q1. By contrast, when Q1 and Q2
have equal effect (0.25), they have similar chances of being detected. Their proportions
of being detected increase as the 2 QTLs get closer. This is because, the correlations
between Z and piM at markers close to the QTLs are increased when the 2 QTLs are more
closely linked, so that the regression coefficients and then the values of the modified
Wald statistics are increased. This indicates that clustered QTLs can be detected more
easily. When Q1 has a small effect (0.1) and the QTL locations are 12.5cM and 72.5cM,
the proportion of Q1 being detected is even smaller than the level of the test–0.05.
However, when the QTL locations are 12.5cM and 32.5cM, the proportion of Q1 being
detected increases dramatically, from around 0.04 to around 0.26. These indicate that
a small-effect QTL can hardly be detected if it is not closely linked to any large-effect
QTL, and its proportion of being detected can be largely increased when it is close to a
large-effect QTL.We can also observe that, whatever the QTL effects are, the proportion
of both QTLs being detected is very small (< 0.05) when the QTL locations are 12.5cM
and 72.5cM, but it is moderate when the QTL locations are 12.5cM and 32.5cM. This
indicates that 2 QTLs can hardly be detected simultaneously if they are far apart. It
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is also found that, the proportion of being detected decreases as the interval length
increases, except for Q1 when the QTL locations are (12.5cM, 32.5cM) and (σ2g1, σ
2
g2)
is (0.1, 0.4). This exception could be explained as follows. Since σ2g1 is much smaller
than σ2g2, Z is mostly determined by Q2. When Q2 is very close to Q1, the correlations
between Z and piM at M3, M2 and M1 are also large, and the modified Wald statistic
in interval (M2, M3) is greater than those in interval (M1, M2) and interval (M1, M3).
However, the thresholds are determined by the correlations between piM at the markers
and are not affected by the relative distance of the 2 QTLs.
Finally, we consider the case of 2 unlinked QTLs. Suppose we are interested in 3
segments in different chromosomes: a 20cM segment with 3 markers equally spaced at
10cM and no QTL in Chromosome 1, a 40cM segment with 5 markers equally spaced
at 10cM and one QTL (Q1) locating at 7.5cM in Chromosome 2 and a 40cM segment
with 5 markers equally spaced at 10cM and one QTL (Q2) locating at 17.5cM in Chro-
mosome 3. The layout is as follows. All markers have equal number of alleles, say 3 or
Q1 Q2
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13
Chromosome 1 Chromosome 2 Chromosome 3
Figure 3.3: Layout of the markers and the QTLs – 2 unlinked QTLs
10, which are equally frequent. The environmental variance is set at 0.5. The total ge-
netic variance is 0.5, and the same two situations of the genetic variances of the 2 QTLs
as above are considered. The genotypes in each segment are generated separately. Five
hundred sib pairs are generated under each combination of marker allele number and
Chapter 3: Genome Search with IM and the Overall Thresholds 67
genetic variance situation. The genome search is conducted with marker intervals of
10cM and 20cM. The overall thresholds are simulated in the same way as above. Under
each setting, the whole procedure is repeated 2,000 times, and the proportions that the
QTLs being detected are reported in Table 3.3.
Table 3.3: Simulated powers of the genome search – 2 unlinked QTLs
Allele Q1 detected Q2 detected both detected
(σ2g1, σ
2
g2) number 10cM 20cM 10cM 20cM 10cM 20cM
(0.1, 0.4 ) 3 0.024 0.014 0.444 0.440 0.012 0.006
10 0.027 0.013 0.491 0.646 0.014 0.009
(0.25, 0.25) 3 0.127 0.083 0.132 0.155 0.015 0.011
10 0.144 0.101 0.155 0.264 0.021 0.026
It can be found that, the proportion of being detected increases as the marker allele
number increases from 3 to 10, except that of Q1 when its genetic effect is 0.1 and the
interval length is 20cM. This may arise from the combined effect of the small genetic ef-
fect of Q1 (0.1) and the long interval (in this case, interval (M4, M6)), since the flanking
markers of long interval contain only little QTL information and thus their polymor-
phism situation cannot have large impact on the QTL detection. It seems to our surprise
that, for Q2, the proportion of being detected increases largely when the interval length
increases from 10cM to 20cM in 3 of the 4 cases considered here. The possible reason
is that, in the 10cM case, the correlation between piM at adjacent markers are greater and
the threshold becomes much higher. It can also be observed that, when the 2 QTLs have
equal effect (0.25) and the interval length is 20cM, the proportion of Q2 being detected
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is much higher than that of Q1. This is because, only 1 interval–(M4, M6)–is examined
for detecting Q1, while for detecting Q2, 2 intervals –(M10, M11) and (M10, M11)–are
examined and more marker information is used.
From the simulation studies, we can see that, the probability of QTL being detected
is affected simultaneously by the interval length, the genetic variance, and the relative
distance between QTLs if there are more than 1 QTL. For short intervals(<10cM), the
probability of QTL being detected may not increase as interval length decreases, be-
cause the thresholds may increase sharply as the correlation between piMs increases.
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Chapter 4
Multi-point Interval Mapping
In real QTL mapping problems, to confirm whether a QTL associating with a QT exists
and to find out its location if it does exist, a common practice is to genotype dozens
of or even more markers and conduct interval mapping interval by interval. When the
two flanking markers are completely informative, that is their IBD proportions can be
uniquely determined, all of the QTL information is contained in the flanking markers.
Otherwise, only a part of the QTL information is contained in the flanking markers,
and the rest is contained in some nearby markers. This is well demonstrated by Ta-
ble I of Fulker et al. (1995), in which, when the flanking markers are not completely
informative, the estimated pˆiq depends also on markers beyond the two flanking ones.
The interval mapping method proposed in Chapter 2 only makes use of the two
flanking markers no matter they are completely informative or not. To distinguish the
interval mapping method in Chapter 2 from the one to be presented in this chapter,
Chapter 4: Multi-point Interval Mapping 70
we will call this method “the two-point interval mapping method” and call pˆiM at each
marker estimated with its own information (the sib pair’s and the parents’ genotypes at
that single locus) alone “the local estimate” from now onwards. When the allele num-
bers of both flanking markers are large enough, the flanking markers will be completely
informative in most of the times, and therefore the two-point interval mapping method
could perform well enough. However, when applied to intervals flanked by markers
with fewer alleles, for example only 2 or 3 alleles, the information contained in the two
flanking markers is so little that the two-point interval mapping method tends to waste a
larger part of the information, which is carried by other markers, and could become less
powerful. Due to these drawbacks of the two-point interval mapping, new QTL map-
ping methods which make use of the available marker information as much as possible
are in order.
Many authors explored ways to extract information from multiple markers. Fulker
et al.(1995) provided a regression based multi-point interval mapping method, where
the IBD proportion at the QTL is estimated by a linear combination of the IBD propor-
tions at multiple markers. Lander and Green(1987) proposed a hidden Markov chain
approach for multi-point likelihood calculation. Kruglyak et al.(1995) improved Lan-
der and Green’s algorithm and implemented the new algorithm in the computer package
MAPMARKER/HOMOZ.
In this chapter, we are going to propose a new interval mapping method which
takes all available markers into consideration. It is an extension of the interval mapping
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model 2.7 in subsection 2.3.2 of Chapter 2. Instead of estimating the IBD proportions
at the flanking markers using only the information in the flanking markers, the IBD
proportions at the flanking markers are estimated using information in multiple markers.
We call this interval mapping method “the multi-point interval mapping method”.
4.1 Interval mapping model with multiple markers
In Chapter 2, the regression model proposed for the two-point interval mapping is
Zi(ω) = α + β1pˆi1i + β2pˆi2i + ei, (4.1)
where pˆi1i and pˆi2i are the local estimates of the IBD proportions at the flanking markers.
In the multi-point interval mapping model, these estimates are to be replaced by the
multi-point estimates that are to be discussed in the following.
Suppose n marker loci are genotyped (M1,M2, · · · ,Mn), and we denote the infor-
mation in the j-th marker of the i-th sib pair withG j,i. If the putative QTL lies in the t-th
interval, we propose to use the following regression model for the multi-point mapping
in the t-th interval:
Zt,i(ω) = αt + βt,1E(pit,i|G1,i, · · · ,Gt,i) + βt,2E(pit+1,i|Gt+1,i, · · · ,Gn,i) + ei. (4.2)
The IBD proportion at the left flanking marker is estimated using information in all
markers to the left of the QTL, and similarly the IBD proportion at the right flanking
marker is estimated using information in all markers to the right of the QTL. For sim-
plicity, we call these estimates “the multi-point estimates”, and call the corresponding
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interval mapping “the multi-point interval mapping”. Note that the multi-point estimate
of piM1 for the leftmost marker is identical to its local estimate. Similarly, the multi-point
estimate of piMn for the rightmost marker is identical to its local estimate.
4.2 Multi-point estimate of the IBD proportion at the
flanking marker
In Chapter 2, a linear combination method for estimating the IBD proportion at any
location within an interval using the flanking markers’ information is introduced, which
was first proposed by Fulker and Cardon (1994) (see detailed description in subsection
2.3.1) and proved to be correct in section 2.2 of this thesis. This method was further
extended to include the information in more nearby markers by Fulker et al. (1995),
and can be applied here. This linear combination method will be described in detail in
subsection 4.2.1.
In this thesis, we present a new multi-point interval mapping method , which uses
the joint distribution of the numbers of alleles IBD at multiple markers to estimate
the IBD proportions at the flanking markers and then performs the two-point interval
mapping procedure as presented in Chapter 2. The joint distribution of the numbers of
alleles IBD at multiple markers is derived by adding up the probabilities of all possible
allele-transmission patterns conditioning on the marker genotypes. The estimated IBD
proportions we obtain are specific to particular marker genotypes, and thus should be
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more accurate than those obtained through the linear combination approach and the
hidden Markov chain approach. The details of the multi-point interval mapping method
are given in section 4.2.2.
4.2.1 Estimation by linear combination
Fulker et al.(1995) proposed a linear combination estimate for the IBD proportion at any
putative QTL location in the interval spanned by multiple markers using the information
in all available markers on the same chromosome. Their procedure is as follows.
For a putative QTL located at position c and a group of markers at positions L1, L2,
· · · , Lp on the same chromosome, the estimate of pic can be expressed by the following
linear combination:
pˆic = b0 + b1pˆiL1 + b2pˆiL2 + · · · + bppˆiLp ,
where the pˆiL js on the right hand side of the equation are the local estimates. By calcu-








V(pˆiL1) Cov(pˆiL1 , pˆiL2) · · · Cov(pˆiL1 , pˆiLp)













For simplicity, we denote the above normal equations with C = VB.
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The off-diagonal elements of V have the expectation
E[Cov(pˆiLi , pˆiL j)] = 8V(pˆiLi)V(pˆiL j)(1 − 2θi j)2,
and the elements of C have the expectation
E[Cov(pˆiLi , pˆic)] = V(pˆiLi)(1 − 2θi)2,
where θi j is the recombination fraction between loci Li and L j, and θi is the recombina-
tion fraction between loci Li and c. These expectations follow from simple rearrange-
ment of the formulas for the correlation between estimated proportions of alleles IBD
shared by the sib pair, which were first derived by Elston and Keats (1985). The V(pˆiLi)s





(pˆiLi, j − ¯ˆpiLi)2, where
pˆiLi, j is the local estimate of the IBD proportion at marker Li of individual j .
The coefficients b1, b2, · · · , bp can then be estimated by solving
E(C) = E(V)B,
and b0 is estimated as
bˆ0 = ¯ˆpic − bˆ1 ¯ˆpi1 − bˆ2 ¯ˆpi2 − · · · − bˆp ¯ˆpip.
The value of ¯ˆpic has to take the theoretical value 0.5 since the locus c is assumed to be
the putative QTL and we have no information about the genotypes at the QTL. The ¯ˆpii
can take the empirical mean of pˆii at locus Li.
For the multi-point interval mapping model (4.2), to estimate the IBD proportion at
the left flanking marker Mt, we just need to let the locus c be Mt and calculate the multi-
point estimate of pit with the local estimates pˆi1, pˆi2, · · · , pˆit, to estimate the proportion of
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IBD shared alleles at the right flanking markerMt+1, let the locus c beMt+1 and calculate
the multi-point estimate of pit+1 with the local estimates pˆit+1, pˆit+2, · · · , pˆin.
4.2.2 Estimation by the joint density of the IBD proportions at multiple
markers
In this section, we are going to propose a new method for estimating the IBD proportion
at any marker using the joint density of the numbers of alleles IBD at multiple markers
conditioning on the observed marker genotypes. The joint density of the numbers of
alleles IBD at multiple markers introduced here is an extension to that introduced in
Chapter 2, which considers only 3 loci.
Given the parents’ and the sib pair’s genotypes, the possible transmission patterns
that imply how the parents transmit alleles to the sib pair can be determined and the
corresponding probabilities can be calculated, and then the possible numbers of alleles
IBD at each marker and their joint conditional distribution can be derived. Once the
joint conditional distribution given the sib pair’s and their parents’ marker genotypes is
obtained, the proportion of alleles IBD shared by the sib pair at a particular marker can
be estimated by the conditional marginal expectation at that marker. In the following,
we explain in detail how this estimate is calculated.
1. Let Gp be the genotypes of the parents. Let l be the number of heterozygous loci
of one parent, then given the genotype of the parent, there are 2l−1 possible phase
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known genotypes, each with equal probability 12l−1 .
For example, 4 marker loci A, B, C and D are genotyped, and the parents’ geno-
types are:
father : a1a4/b2b2/c3c4/d1d3, mother : a2a3/b1b3/c1c1/d2d4.
The father has 4 possible phase known genotypes and the mother has 4 possible
phase known genotypes.
2. Let Gs be the the genotypes of the sib pair. Given both parents’ phase known
genotypes, the genotype of one child may arise from different patterns of allele
transmission.
For the above example, one of the parents’ phase known genotypes (there are 16
of them) are:
father mother
a1 b2 c4 d3 [1] a2 b3 c1 d2 [1]
a4 b2 c3 d1 [2] a3 b1 c1 d4 [2]
where each column corresponds to one locus, the letters with a numeric subscript
(e.g. a2, b3) denote the alleles at different loci, and the alleles above the line are
on one chromosome (chromosome ‘[1]’), and the alleles below the line are on the
second chromosome (chromosome ‘[2]’). Suppose the sib pair’s genotypes are:
sib1 : a1a2/b2b3/c1c3/d3d4, sib2 : a1a2/b1b2/c1c3/d2d3.
The possible patterns of allele transmission resulting in the given genotypes of
sib1 and sib2 are given in the following table:
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Table 4.1: Allele transmission patterns of the sib pair given the parents’ phase known
genotypes
sib1 sib2
1 1 2 1 (F) 1 1 2 1 (F)
1 1 1 2 (M) 1 2 1 1 (M)
1 2 2 1 (F) 1 2 2 1 (F)
1 1 1 2 (M) 1 2 1 1 (M)
1 1 2 1 (F) 1 1 2 1 (F)
1 1 2 2 (M) 1 2 2 1 (M)
1 2 2 1 (F) 1 2 2 1 (F)
1 1 2 2 (M) 1 2 2 1 (M)
where the numbers above the line denote the transmission patterns of the father’s
alleles, and the numbers below the line denote the transmission patterns of the
mother’s genotype. The 1s and 2s indicate from which chromosome the alleles
at each locus are transmitted to the child by the father or the mother. Thus for
the first transmission pattern of sib1, the father transmits the allele on the first
chromosome at locus A(a1), the allele on the first chromosome at locus B(b2),
the allele on the second chromosome at locus C(c3), and the allele on the first
chromosome at locus D(d3) to sib1, the mother transmits the allele on the first
chromosome at locus A(a2), the allele on the first chromosome at locus B(b3), the
allele on the first chromosome at locus C(c1), and the allele on the second chro-
mosome at locus D(d4) to sib1, so that sib1 has the genotype a1a2/b2b3/c1c3/d3d4.
The frequency of each transmission pattern of one child is the product of the fre-
quencies of the transmission patterns from both parents to that child.
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3. Let the allele transmission pattern of the sib pair at locus t be: j1/ j2 and k1/k2,
where j1 and k1 are origins of the alleles at locus t transmitted by the father, and
j2 and k2 are origins of the alleles at locus t transmitted by the mother. j1, j2, k1
and k2 take either 1 or 2. Then the number of alleles IBD shared by the sib pair
at locus t is:
it = I( j1 = k1) + I( j2 = k2). (4.3)
4. Let happ be a generic notation for the phase known parents genotypes, and tran be
a generic notation for a transmission pattern. The joint probability of (i1, i2, · · · , in),
the number of alleles IBD shared at marker loci M1,M2, · · · ,Mn by the sib pair,
is given by
P(i1, i2, · · · , in|Gs,Gp) = P(i1, i2, · · · , in,Gs,Gp)P(Gs,Gp) =
∑
happ































happ is over all possible phase known genotypes of the parents
given Gp, and the sum
∑
trans is over all possible transmission patterns given Gs
and happ.
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[P(i1, · · · , it−1, it = 1, it+1, · · · , in|Gs,Gp)
















[P(i1, · · · , it−1, it = 1, it+1, · · · , in|trans) + 2P(i1, · · · , it−1, it = 2, it+1, · · · , in|trans)]
=

0 i f it = 0
1 i f it = 1
2 i f it = 2
= it,
it is computed by equation 4.3.
A common feature of this multi-point estimate and the local estimate of the IBD propor-
tion at a marker locus is that, when the marker is completely informative, both estimates
equal the exact IBD proportion.
We make two remarks to conclude this subsection. First, in the multi-point es-
timates, markers that are far away from the flanking markers will not contribute too
much for the improvement of the estimates, since those markers segregate almost in-
dependently from the flanking markers and hence contain little information about the
sharing of IBD alleles at the flanking markers. Second, if the flanking markers have a
relatively large number of alleles, the multi-point estimates will not be much better than
the local estimates. This is because that, when the flanking markers have more alleles,
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they are more polymorphic and more informative and hence the sharing of IBD alleles
can be determined with more certainty.
4.3 A power comparison between the multi-point and
the two-point interval mapping
In this section, we examine the type I error rate and evaluate the power of the multi-point
interval mapping, and draw a comparison between the multi-point interval mapping and
the two-point interval mapping.
A simulation study is conducted to examine the type I error probability of the multi-
point interval mapping. We consider the case with 6 successive markers. All markers
are equally spaced and have the same number of alleles. For each combination of
marker allele number (3 or 6) and interval length (10cM or 20cM), 200 sib pairs are
generated. For each sib pair, at each marker, two multi-point estimates of the IBD pro-
portion are calculated, one using the information in itself and all markers to its left (“left
hand estimate”), which will be used when this marker acts as a left flanking marker of
an interval, the other using the information in itself and all markers to its right (“right
hand estimate”), which will be used when this marker acts as a right flanking marker of
an interval. Here we should note that, for the leftmost marker, M1, only the left hand
estimate of piM1 need to be calculated since there is no interval to the its left, and its left
hand estimate of piM1 equals its local estimate of piM1 since there is no marker to its left.
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Similarly only the right hand estimate of piM6 need to be calculated and it is equal to
the local estimator of piM6 . The local estimates of the IBD proportion at the markers are
also calculated for the two-point interval mapping. Then for each interval, two linear
regressions are performed using respectively the multi-point and the local estimates of
the IBD proportions at the relevant flanking markers, and the modified Wald statistics
are calculated and compared to the corresponding thresholds. The whole procedure is
replicated 2000 times, and the proportion of rejections is taken as the simulated type I
error probability. The simulated type I error probabilities are reported in Table 4.2.
In Table 4.2, under each combination of marker allele number and interval length,
the type I error probability is reported for each of the 5 intervals. The numbers in normal
size are calculated with the multi-point estimates of piMs, and the bracketed numbers in
footnote size are calculated with the local estimates of piMs. Though the deviations
of the simulated type I error probability from the nominal value are not trivial under
some of the situations considered here, for example when α = 0.05, the number of
alleles is 3 and the interval length is 20cM, the simulated type I error probability for the
third interval is 0.065 and 0.067 for the multi-point and the two-point interval mapping
respectively, in view of the small sample size and the small number of replications, they
are still acceptable.
To look into the power of the multi-point interval mapping and draw a compari-
son between the multi-point and the two-point interval mapping, a simulation study is
conducted.
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Table 4.2: Simulated actual levels of the multi-point and two-point interval mapping
No. of Interval Type of Interval #
alleles length estimate 1 2 3 4 5
α=0.01
3 10cM multi 0.012 0.012 0.011 0.012 0.009
local (0.012) (0.014) (0.010) (0.006) (0.010)
20cM multi 0.010 0.009 0.010 0.014 0.015
local (0.010) (0.007) (0.012) (0.012) (0.016)
6 10cM multi 0.008 0.010 0.008 0.009 0.011
local (0.009) (0.010) (0.008) (0.010) (0.010)
20cM multi 0.010 0.014 0.012 0.012 0.012
local (0.011) (0.013) (0.014) (0.010) (0.013)
α=0.05
3 10cM multi 0.055 0.058 0.057 0.056 0.045
local (0.059) (0.057) (0.053) (0.051) (0.052)
20cM multi 0.051 0.045 0.065 0.063 0.054
local (0.053) ( 0.053) (0.067) (0.059) (0.054)
6 10cM multi 0.048 0.051 0.049 0.047 0.050
local (0.047) (0.048) (0.050) (0.048) (0.050)
20cM multi 0.049 0.061 0.054 0.058 0.055
local (0.049) (0.057) (0.056) (0.059) (0.054)
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A single QTL is assumed to locate in the region spanned by 6 markers which are as
described above. The heritability is fixed at 0.5, and the genetic variance is 0.5. The
simulated QTL has 3 alleles, whose contributions to the trait value are
√
6




respectively. For each combination of marker allele number (3 or 6), QTL location
(middle of the first interval or middle of the third interval) and interval length (10cM or
20cM), 200 sib pairs are generated. Then the same procedure as we did for the type I
error probability is repeated 2000 times, and the proportion of rejections is taken as the
simulated powers and reported in Table 4.3.
It can be seen from Table 4.3 that both interval mapping methods can locate the QTL
in the correct interval in terms of the highest power. The estimated power decreases
monotonically to the right when the QTL lies in the first interval, and it decreases nearly
symmetrically to both sides when the QTL lies in the third interval. These are just as
we expected. Next, we will compare the power of the two interval mapping methods.
It is found that when the markers are less polymorphic (with 3 alleles only), the multi-
point interval mapping method is more powerful than the two-point interval mapping
method. The reason is that, such flanking markers are far from completely informa-
tive, the QTL information they contain is not enough, and the markers beyond the two
flanking ones may contain a large part of the QTL information. This also explains
why the multi-point interval mapping method is not more powerful than the two-point
interval mapping method when the marker allele number increases to 6. For 6-allele
markers, the proportion of being completely informative is as high as 67.13% (Fulker
et al., 1995). However, if the flanking markers are far away from the QTL, they still
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Table 4.3: Simulated powers of the multi-point and two-point interval mapping
Allele QTL Interval
number location length
Interval 1 Interval 2 Interval 3 Interval 4 Interval 5
α=0.01
3 1st 10cM 0.305 0.274 0.142 0.072 0.041
(0.289) (0.209) (0.085) (0.044) (0.030)
20cM 0.254 0.196 0.061 0.019 0.018
(0.240) (0.148) (0.037) (0.021) (0.014)
3rd 10cM 0.171 0.302 0.313 0.293 0.176
(0.092) (0.219) (0.304) (0.223) (0.095)
20cM 0.070 0.202 0.266 0.198 0.056
(0.041) (0.168) (0.241) (0.159) (0.037)
6 1st 10cM 0.329 0.293 0.121 0.063 0.035
(0.330) (0.257) (0.086) (0.052) (0.031)
20cM 0.282 0.213 0.053 0.016 0.012
(0.281) (0.182) (0.045) (0.018) (0.010)
3rd 10cM 0.132 0.276 0.298 0.290 0.133
(0.096) (0.252) (0.313) (0.248) (0.098)
20cM 0.047 0.221 0.300 0.232 0.061
(0.041) (0.196) (0.286) (0.194) (0.044)
α=0.05
3 1st 10cM 0.604 0.546 0.369 0.238 0.166
(0.571) (0.457) (0.254) (0.164) (0.125)
20cM 0.496 0.414 0.179 0.096 0.074
(0.492) (0.347) (0.131) (0.077) (0.063)
3rd 10cM 0.396 0.580 0.615 0.584 0.400
(0.261) (0.482) (0.587) (0.471) (0.259)
20cM 0.206 0.435 0.530 0.439 0.192
(0.147) (0.366) (0.511) (0.376) (0.140)
6 1st 10cM 0.632 0.591 0.344 0.201 0.132
(0.632) (0.545) (0.279) (0.172) (0.114)
20cM 0.572 0.469 0.171 0.086 0.068
(0.563) (0.426) (0.137) (0.080) (0.061)
3rd 10cM 0.332 0.573 0.611 0.579 0.342
(0.276) (0.525) (0.622) (0.536) (0.274)
20cM 0.188 0.468 0.582 0.470 0.183
(0.166) (0.427) (0.573) (0.430) (0.159)
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cannot contain much of the QTL information, and thus the multi-point interval map-
ping method is a bit superior to the two-point interval mapping method, as we observed
for the cases of 6-allele markers and 20cM intervals.
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Chapter 5
Likelihood Ratio Test for the Interval
Mapping of QTL
Testing the existence of QTL is an important issue for the interval mapping. Lander
and Botstein (1989) used the LOD score method, which is equivalent to the likelihood
ratio test. They claimed the threshold depended on the size of the genome and the
density of genotyped markers, and they gave different threshold formulas for the sparse-
map case and the dense-map case and suggested to use extensive numerical simulations
to determine thresholds for the intermediate marker densities. They also suggested
that, for general cases, the threshold for LOD score was between 2 and 3. Though the
performance of their thresholds may be good enough, they did not make clear what the
distribution of the LOD statistic was. Haley and Knott (1992) used the likelihood ratio
test statistic and approximated its distribution with the classical χ2p (p is the number
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of parameters) distribution. As we know, the χ2p approximation to the distribution of
the likelihood ratio statistic is appropriate only when the null parameter space is in the
interior of the total parameter space. However, in the interval mapping problem, the null
parameter space is on the boundary of the total parameter space. Fulker and Cardon
(1994) and Fulker et al. (1995) suggested to use the t statistic, βˆ/SE(βˆ), to test the
existence of the QTL, and they claimed that the t statistic approximately followed the
t distribution and thus they used the critical values of the standard normal distribution
as the thresholds (when the sample size is large enough). As we showed in Chapter 2,
the t statistic they used is the maximum among all those t scores at the putative QTL
locations, and using normal critical values for this t statistic will cause very high false
positiveness.
The likelihood ratio test is the most powerful test theoretically. Though the interval
mapping problem does not satisfy a condition for the χ2p approximation, the derivation
of the asymptotic distribution of the likelihood ratio statistic for the interval mapping is
not too prohibitive since the number of parameters is small. Several authors have stud-
ied the large sample properties of the distribution of the likelihood ratio statistic under
certain nonstandard situations (Chernoff 1954, Self and Liang 1987). Self and Liang
(1987) gave examples and illustrated that the asymptotic distribution of the likelihood
ratio statistic was either a mixture of chi-square or a mixture of normal under various
conditions. Once the mixture structure is clear, the threshold values can be calculated
numerically by any statistical package. We are going to apply their method and figure
out the asymptotic distribution of the likelihood ratio statistic for the interval mapping.
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5.1 Likelihood ratio test for the interval mapping
For the interval mapping model (2.7):
Z(ω) = α + β1pˆi1 + β2pˆi2 + e,
where e ∼ N(0, σ2e), β1 = 2σ2gβM1 (≥ 0) and β2 = 2σ2gβM2 (≥ 0), to test whether the QTL
exists in the interval is equivalent to test the hypothesis:
H0 : β1 = β2 = 0.

















where Zi = Zi(ω) for simplicity. Since we are only interested in the slopes β1 and β2, we
can simplify the problem by centralizing the variables first. Let Z˜i = Zi−Z¯, ˜ˆpi1i = pˆi1i− ¯ˆpi1
and ˜ˆpi2i = pˆi1i − ¯ˆpi2, and then the model is transformed to
Z˜ = β1 ˜ˆpi1 + β2 ˜ˆpi2 + e.
The hypothesis remains unchanged, but the number of parameters decreases by 1.
β = (β1, β2)′ is the parameter of interest, and σ2e is a nuisance parameter. Denote
θ = (β1, β2, σ2e)
′. Since the regression coefficients β1 and β2 are nonnegative, the total
parameter space is:
Ω = [0,+∞)2 × (0,+∞).
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The parameter space under the null hypothesis H0 is:
Ω0 = {0}2 × (0,+∞).
Given p˜i, Z˜ ∼ N(p˜iβ, σ2eI − 1nσ2e11′). When the sample size n is large enough, Z˜ is




















(Z˜ − p˜iβ)′(Z˜ − p˜iβ)
}
, (5.1)










and the likelihood ratio statistic is: −2 ln λn = −2(supΩ0 ln(θ) − supΩ ln(θ)).
Under the assumption of independent and normally distributed random errors, the
likelihood ratio test statistic can be written in terms of the residual sum of squares of
the full model and the reduced model (Aitkin et al., 1989),
−2 ln λn = n ln{RSS reduced/RSS f ull}
= n ln
infΩ∗0 (Z˜ − p˜iβ)′(Z˜ − p˜iβ)
infΩ∗ (Z˜ − p˜iβ)′(Z˜ − p˜iβ)
= n ln
Z˜′Z˜
infΩ∗ (Z˜ − p˜iβ)′(Z˜ − p˜iβ)
(5.2)
where Ω∗0 = {0}2 and Ω∗ = [0,+∞)2 are the null and total parameter space of β. The
likelihood ratio statistic represented by formula (5.2) can be computed by numerical
methods.
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SinceΩ0 is on the boundary ofΩ, −2 ln λn will not follow the classic χ22 distribution,
and we need to explore the asymptotic properties of its distribution.
In the next section, the asymptotic distribution of −2 ln λn will be derived using
Taylor series expansion method of Chernoff (1954) and Self and Liang (1987), and we
also provide another way of reasoning specific to the normal likelihood function which
leads to the same result.
5.2 Deriving the asymptotic distribution of the likelihood
ratio statistic
Chernoff (1954) and Self and Liang (1987) applied Taylor series expansion to the log
likelihood function, and reduced the distribution of the likelihood ratio statistic to the
form of a mixture of chi-square or mixture of normal under certain nonstandard condi-
tions. These results are general for any form of Ln(θ) and thus can be applied here. We
will demonstrate their approach with the interval mapping problem as an example.
The following regularity conditions are assumed, which are necessary for the likeli-
hood function f and the maximum likelihood estimates to have certain desirable prop-
erties.








∂θi ∂θ j ∂θm
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exist for every θ in the closure of a neighborhood of θ0, N, where θ0 is the true
parameter value.
2. For θ ∈ N,
∣∣∣∣∣∂ f∂θi
∣∣∣∣∣ < F(Z),
∣∣∣∣∣∣ ∂2 f∂θi ∂θ j
∣∣∣∣∣∣ < F(Z),
∣∣∣∣∣∣ ∂3 log f∂θi ∂θ j ∂θm
∣∣∣∣∣∣ < H(Z),
where F is finitely integrable and E{H(Z)} < M, with M independent of θ.
3. For θ ∈ N,
∥∥∥∥E {∂ log f∂θi ∂ log f∂θ j }∥∥∥∥ is finite and positive definite.
For large samples, the likelihood function Ln(θ) is given by formula (5.1). It follows












(θ− θ0)′Jn(θ0)(θ− θ0)+ ‖θ− θ0‖3Op(1), (5.3)
where Un(θ0) is the first order derivative of ln(θ) at θ0, and Jn(θ0) is the negative second








For simplicity, we will denote J˜(θ0) with J˜, and Un(θ0) with U for short, and omit the
term ‖θ − θ0‖3Op(1) from now onwards.
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U′(η − θ0) − 12n2U












U′ J˜−1U − 1
2







U′ J˜−1U − 1
2
(γ − (θ − θ0))′ J˜ (γ − (θ − θ0)), (5.5)
where γ = 1n J˜
−1U, and γ ∼ N(0, 1n J˜−1) since Var(U) = nJ˜. Therefore,







n(γ − (θ − θ0))′ J˜ (γ − (θ − θ0)) − inf
Ω
n(γ − (θ − θ0))′ J˜ (γ − (θ − θ0))
= inf
C0
(γ − θ)′ J˜ (γ − θ) − inf
C
(γ − θ)′ J˜ (γ − θ), (5.6)
where C0 =
√
n(Ω0 − θ0), C = √n(Ω − θ0), and γ ∼ N(0, J˜−1). If the null hypothesis is
true, θ0 ∈ Ω0, we have C0 = {0}2 × R and C = [0,+∞)2 × R as n tends to infinity.
From equation (5.4), we have
(γ − θ)′ J˜ (γ − θ) = 1
2σ4e
(γ3 − θ3)2 + (γ˜ − β)′ 1nσ2e
p˜i′p˜i(γ˜ − β),
where γ˜ = (γ1, γ2)′, and γ˜ ∼ N(0, nσ2e (p˜i′p˜i)−1). Since θ3 can take any real number in C0
and C, hence
inf(γ − θ)′ J˜ (γ − θ) = inf(γ˜ − β)′ 1
nσ2e
p˜i′p˜i(γ˜ − β),
with θ3 = γ3. The corresponding space for β is C˜0 = {0}2 and C˜ = [0,+∞)2.
Now let J = (nσˆ2e)−1p˜i′p˜i, and the spectral decomposition of J is PΛP ′, P is an
orthogonal matrix whose columns are the eigen vectors of J and Λ is a diagonal matrix
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whose entries are the eigen values of J. Then we have
(γ˜ − β)′ 1
nσ2e
p˜i′p˜i(γ˜ − β) = (γ˜ − β)′PΛP ′(γ˜ − β) = ‖Λ 12P ′(γ˜ − β)‖2
= ‖X − υ‖2,
where X = Λ 12P ′γ˜, X ∼ N(0, I), and υ = Λ 12P ′β. υ ∈ P0 = {0}2 under the null
hypothesis and the total parameter space of υ is P = Λ 12P ′[0,+∞)2.
Thus the asymptotic representation of the likelihood ratio statistic −2 ln λn is
inf
P0
‖X − υ‖2 − inf
P









Figure 5.1: Diagram of the parameter space
The distribution of the asymptotic representation of −2 ln λn (formula (5.7)) will
change as X changes, and this can be illustrated with an example. In figure 5.1, the
shaded region represents the total parameter space P, the origin O is the null parameter
space P0. The value and distribution of formula (5.7) for X in different region is as
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follows: 
P : X21 + X22 χ22
S 1&S 2 : x˜21 χ
2
1
S 3 : 0 χ20
,
where x˜1 is the projection of XO on the boundary of region P and S 2 when X is in S 2.
Note that, x˜1 and x˜2 are the new coordinates of X after a rotation of the old axes that
makes OP on one of the new axes, and the rotation of the axes equals an orthogonal
transformation of X, and hence x˜1 is also a standard normal random variable. Further-
more, the asymptotic distribution of the likelihood ratio statistic −2 ln λn has a mixture
structure:
(0.5 − r)χ20 + 0.5χ21 + rχ22.
The mixing probability r is the proportion of the shaded region P in the whole 2-
















and the asymptotic threshold values for −2 ln λn corresponding to each possible mixing
probability r can be pre-calculated by statistical softwares.
In the following part till the end of this section, we will introduce another approach
to deriving the asymptotic distribution of the likelihood ratio statistic specific to the
normal likelihood function.
Denote the least squares estimate of β with βˆ,
βˆ = (p˜i′p˜i)−1p˜i′Z˜, and βˆ ∼ N(β0, σ2e(p˜i′p˜i)−1).
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Then σˆ2e can be estimated by
1
n (Z˜−p˜iβˆ)′(Z˜−p˜iβˆ), and we can decompose (Z˜−p˜iβ)′(Z˜−p˜iβ)
as:
(Z˜ − p˜iβ)′(Z˜ − p˜iβ) = (Z˜ − p˜iβˆ)′(Z˜ − p˜iβˆ) + (βˆ − β)′p˜i′p˜i(βˆ − β)
= nσˆ2e + (βˆ − β)′p˜i′p˜i(βˆ − β)
= nσˆ2e
(






−2 ln λn = n ln
1 + infΩ∗0 (βˆ − β)′ 1nσˆ2e p˜i′p˜i(βˆ − β)1 + infΩ∗ (βˆ − β)′ 1nσˆ2e p˜i′p˜i(βˆ − β)
.
It can be verified that
inf
Ω∗0
(βˆ − β)′ 1
nσˆ2e
p˜i′p˜i(βˆ − β) n→∞−→ 0 and inf
Ω∗
(βˆ − β)′ 1
nσˆ2e
p˜i′p˜i(βˆ − β) n→∞−→ 0.
Finally we have




(βˆ − β)′ 1
nσˆ2e
p˜i′p˜i(βˆ − β) − inf
Ω∗


































(γ˜ − β)′ 1
nσˆ2e
p˜i′p˜i(γ˜ − β) − inf
C˜





n(βˆ − β0) ∼ N(0, nσˆ2e(p˜i′p˜i)−1), and C˜0 =
√
n(Ω∗0 − β0) = {0}2, C˜ =
√
n(Ω∗ − β0) = [0,+∞)2 if the true value β0 is in Ω∗0.
This asymptotic representation of the likelihood ratio statistic is exactly equal to
formula (5.7). The next steps for deriving the asymptotic distribution are the same as
above, and will not be repeated here.
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5.3 Simulation studies
Simulation studies were conducted to compare the likelihood ratio test with the modi-
fied Wald test proposed in Chapter 2.
We consider the case with 6 equally spaced successive markers that have the same
number of alleles. A single QTL is assumed to locate half way between the third and
the fourth marker. The heritability is fixed at 0.5, and the genetic variance is 0.5. The
simulated QTL has only 3 alleles, whose contributions to the trait value are
√
6




4 , respectively. For each combination of marker allele number (2, 4 or 8) and interval
length (10cM or 20cM), 200 sib pairs are simulated. For each sib pair, at each marker,
the local estimate and the multi-point estimate of the IBD proportion are obtained. Next,
for each interval, the likelihood ratio statistic and the modified Wald statistic using both
local and multi-point estimates of the IBD proportion are calculated and compared to
their corresponding threshold values. This procedure is replicated 2,000 times, and the
proportion of rejections is taken as the simulated power and shown in figure 5.2 and
figure 5.3.
Figure 5.2 shows the power graphs of the 4 tests: multi-point interval mapping
model using modified Wald test (mulWd), multi-point interval mapping model us-
ing likelihood ratio test (mulLR), two-point interval mapping model using modified
Wald test (twoWd) and two-point interval mapping model using likelihood ratio test
(twoLR). The nominal level of the tests presented in Figure 5.2 is 0.01. Each panel of
the figure corresponds to a particular combination of interval length and marker allele
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number. Figure 5.3 shows the power graphs under the same settings but nominal level
0.05.
It can be seen from these 2 figures that, under each setting, the power graphs of the
4 tests are all inverse U-shaped and they all can locate the putative QTL in the correct
interval in terms of the highest power among the 5 intervals, as we expected.
We now look into the effect of marker allele number on the power of the mulLR
test and the twoLR test. It can be seen that the power of the twoLR test is always lower
than that of the mulLR test, but as the marker allele number increases the difference
decreases obviously. The reason was given in Chapter 4: markers with more alleles are
more informative and thus their local estimates of piM tend to be as good as the multi-
point estimates. It also can be observed that the powers of the two likelihood ratio
tests keep increasing as the marker allele number increases. This is because that, more
polymorphic markers are more informative and thus the tests become more powerful.
The effect of interval length on the powers of the two likelihood ratio tests is similar
to that of marker allele number. The power of the mulLR test is always higher than that
of the twoLR test, and the difference decreases as the interval length increases. The ex-
planation was also given in Chapter 4: as two markers get further away from each other,
the recombination fraction between themwill get closer to 0.5, they tend to behave more
independently, the estimate of piM at one marker will depend less on its nearby markers,
and thus the multi-point estimate of piM is less superior to the local estimate. Different
from the effect of the marker allele number, increasing the interval length decreases the
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powers of the two likelihood ratio tests since when the distance between the flanking
markers gets longer, the flanking markers will contain less information on the QTL, and
thus the tests become less powerful.
To evaluate the efficiency of the likelihood ratio test and the modified Wald test, ex-
tensive comparisons are drawn between the mulLR test and the mulWd test and between
the twoLR test and the twoWd test. The results of the two comparisons are completely
the same in all aspects. The likelihood ratio test is more powerful than the modified
Wald test under every combination of parameters. The difference in power increases as
the marker allele number increases. This indicates that the likelihood ratio test can ab-
sorb marker information more effectively. However the difference in power decreases as
the interval length increases. Since when the intervals are longer, the markers will con-
tain less information on the QTL, and thus the likelihood ratio test cannot absorb more
marker information than the modified Wald test as it does in the case of shorter interval.
Furthermore, we can infer that the likelihood ratio test is most beneficial for short in-
tervals and highly polymorphic markers, whereas the modified Wald test is comparable
to the likelihood ratio test only when the markers are sparse and far from completely
polymorphic. The above inferences are pretty well demonstrated by the results of our
simulation studies.
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Figure 5.2: Power comparison between the LR test and the modified Wald test for
multi-point and two-point interval mapping (α = 0.01)
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Figure 5.3: Power comparison between the LR test and the modified Wald test for
multi-point and two-point interval mapping (α = 0.05)
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Chapter 6
Conclusion and Further Research
6.1 Conclusion
It has been shown in Fulker and Cardon (1994) that the interval mapping approach is
more powerful in detecting QTL than single marker mapping methods and that it pro-
vides a more precise estimate of the QTL location. The interval mapping approach is
especially beneficial when the markers are relatively coarse. However, since the type I
error probability is not appropriately controlled by the nominal t-test, in fact, the type
I error probability is inflated, the nominal t-test could lead to undesirable false posi-
tiveness in QTL mapping. The modified Wald test developed in this thesis effectively
removes this pitfall. It makes the more powerful interval mapping approach more reli-
able for QTL mapping in human beings.
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In real QTL mapping problems, the genome-wide search is more appropriate than
the single interval mapping. However, the multiple tests associating with the genome-
wide search will inevitably inflate the overall type I error probability. In this thesis,
we propose a genome-wide search strategy using the modified Wald statistic given in
Chapter 2, and we also provide an approach to simulating the unified thresholds. Simu-
lation studies show that the unified thresholds are able to control the overall type I error
probability. Simulation results also suggest that the power of the genome-wide search
is affected simultaneously by the interval length, the genetic variance, and the relative
distance between QTLs if there are more than one QTL.
The interval mapping method only makes use of the two flanking markers. How-
ever, when the two flanking markers are not completely informative, only a part of the
QTL information is contained in the flanking markers, and the rest is contained in some
nearby markers. In this thesis, we formulate a new model for the multi-point interval
mapping, in which the IBD proportions at the flanking markers are estimated with the
joint distribution of the numbers of alleles IBD at multiple markers. Simulation results
show that the type I error probability of the multi-point interval mapping matches the
nominal value well. A comparison between the multi-point interval mapping and the
two-point interval mapping shows that, the multi-point interval mapping is more power-
ful than the two-point interval mapping if the flanking markers are less polymorphic (<6
alleles), but it is not the case for the more polymorphic markers since the two flanking
markers have already contained much enough of the QTL information. The simulation
results also show that, for the more polymorphic markers, the multi-point interval map-
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ping is superior to the two-point interval mapping only if the intervals are very long
(>20cM), because the two flanking markers cannot carry much of the QTL information
when they are far from the QTL.
The likelihood ratio test is the most powerful test theoretically. However, the in-
terval mapping problem is not a standard situation for the χ2p approximation of the LR
statistic. In this thesis, we apply the results of Self and Liang (1987) on the asymp-
totic properties of the LR statistic under non-standard conditions, and deduce that the
asymptotic distribution of the LR statistic is a mixture of χ21 and χ
2
2. Simulation results
show that, the LR test is always more powerful than the modified Wald test, the power
of the LR test increases as the marker allele number increases, and it decreases as the
interval length increases. Furthermore, we can infer that the likelihood ratio test is most
beneficial for short intervals and highly polymorphic markers.
6.2 Topics for further research
The variance components methods are more powerful than the Haseman-Elston regres-
sion methods in human QTL mapping if the QT is normally distributed or nearly so.
However, the variance components methods cannot provide QTL location estimates.
The interval mapping methods for human QTL can detect the existence of QTL and
estimate its location if it exists. Though interval mapping has been proved to be more
powerful than single marker mapping, it is still regression based. If we combine the
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variance components model with the interval mapping idea, the power of detecting the
QTL is expected to be improved. If only sib pair data are used, to extend interval map-
ping to variance components interval mapping, we just need to formulate the variance
of (β1pˆiM1 + β2pˆiM2) for each sib pair. If pedigree data are used, more amendments are
needed. We may need to formulate the variance-covariance structure of (β1pˆiM1+β2pˆiM2)
for all relative pairs in the same pedigree.
The likelihood ratio test for the interval mapping of single QTL is shown to be very
powerful in this thesis. However, most of the quantitative traits in the nature are genet-
ically controlled by more than one QTL. Therefore, it is necessary to extend the likeli-
hood ratio test to multiple QTL cases. The asymptotic representation of the LR statistic
for the multiple QTL case is the same as that for the single QTL case (formula 5.7), but
the derivation of its distribution, or the distance-minimization process, becomes much
more complicated due to high dimension of the total parameter space. We can consider
some numerical methods for simulating the critical values if the asymptotic distribution
of the LR statistic is too hard to derive.
In the unified interval mapping regression model 2.7, the random error ei is assumed
to follow N(0, σ2e). However, this assumption may be incorrect. When the QT is normal
or nearly normal, ei will follow certain χ2 distribution (central or noncentral). The QT
can also be non-normal, and the distribution of ei will be more complicated. Therefore,
we should not restrict ourselves to the simple linear regression, which relies completely
on the normality assumption. The generalized linear models are more appropriate in
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practice. The generalized linear models can provide a more accurate estimate of the
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