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AN EXTENSION OF THE RÅDSTRÖM CANCELLATION THEOREM
TO CORNETS
GÁBOR M. MOLNÁR AND ZSOLT PÁLES
ABSTRACT. The aim of this paper is to introduce the notion of cornets, which form a particular subclass of
ordered semigroups also equipped with a multiplication by natural numbers. The most important standard
examples for cornets are the families of the nonempty subsets and the nonempty fuzzy subsets of a vector
space. In a cornet, the convexity, nonnegativity, Archimedean property, boundedness, closedness of an
element can be defined naturally. The basic properties related to these notions are established. The main
result extends the Cancellation Principle discovered by Rådström in 1952.
1. INTRODUCTION
In the theory of convex sets, a basic Cancellation Principle was discovered by Rådström [50] in 1952.
The Lemma 2 of his paper states that the inclusion
A +B ⊆ C +B
implies A ⊆ C provided that A,B,C are nonempty subsets of a normed space X , C is closed and
convex and B is bounded.
This lemma turned out to be a basic tool in various fields and hundreds of papers have used it by now.
For instance, in nonsmooth analysis [7–9,14,18–20,34], optimization theory [15,36,38], theory of convex
sets and functions [10,12,16,17,23–33,35,40,59,60], set-valued analysis [2,13,37,39,41,44,45,47,48],
set-valued differential equations [3,4,11,22,43,49], set-valued functional equations [6,42,51–53,55–58],
iteration theory [1, 5, 21, 46, 54, 61], etc.
These applications motivated us to extend the above Cancellation Principle to a more general setting
which, possibly, could allow one to apply it to a broader class of problems. It turns out that the natu-
ral setting of the Cancellation Principle is a commutative ordered semigroup which is equipped with a
multiplication by natural numbers. These structures will be termed cornets in our paper. The most im-
portant examples for cornets are the families of the nonempty subsets and the nonempty fuzzy subsets of
a vector space. In a cornet, one can naturally define the convexity, nonnegativity, Archimedean property,
boundedness, closedness of an element. In Sections 2 and 3, we establish the basic properties related to
these notions and, finally, in Section 4, we state an abstract form of the Cancellation Principle and also
its consequences.
2. CORNETS AND CONVEXITY PROPERTIES IN CORNETS
In the next two definitions, we describe the main structure, the notion of a cornet, that we shall inves-
tigate in this paper.
Definition 2.1. An ordered triplet (X,+,) is called an ordered commutative semigroup if
(i) (X,+) is a commutative unital semigroup with a unit element 0;
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(ii) (X,) is a partially ordered set, that is, is a reflexive, antisymmetric and transitive binary relation
onX;
(iii) For all x, y, z ∈ X with x  y, the inequality x+ z  y + z holds.
If the partially ordered set (X,) is complete, i.e., every nonempty lower bounded subset of X has a
greatest lower bound, then (X,+,) is called a complete ordered commutative semigroup.
A unital subsemigroup (S,+) of an ordered commutative semigroup (X,+,) is obviously an ordered
commutative subsemigroup with the ordering restricted to S.
In a semigroup (X,+), we naturally have the multiplication by natural numbers which is defined
recursively by
1 · x := x, (n+ 1) · x := n · x+ x (n ∈ N).
If the semigroup is unital, then we also define 0 · x := 0. Using induction, one can easily prove that this
multiplication obeys the following rules in an ordered commutative semigroup (X,+,):
(i) For all n,m ∈ N and x ∈ X , (nm) · x = n · (m · x);
(ii) For all n ∈ N and x, y ∈ X , n · (x+ y) = n · x+ n · y;
(iii) For all n,m ∈ N and x ∈ X , (n +m) · x = n · x+m · x;
(iv) For all n ∈ N and x, y ∈ X , if x  y, then n · x  n · y.
In the nex definition we present the central concept of our paper.
Definition 2.2. An ordered quadruple (X,+, ∗,) is called a cornet if (X,+,) is an ordered com-
mutative semigroup and “ ∗ ” is a multiplication of the elements of X by positive integers such that the
following conditions hold:
(i) For all n,m ∈ N and x ∈ X , (nm) ∗ x = n ∗ (m ∗ x);
(ii) For all n ∈ N and x, y ∈ X , n ∗ (x+ y) = n ∗ x+ n ∗ y;
(iii) For all n,m ∈ N and x ∈ X , (n +m) ∗ x  n ∗ x+m ∗ x;
(iv) For all n ∈ N and x, y ∈ X , the inequality x  y holds if and only if n ∗ x  n ∗ y;
(v) 1 ∗ x = x;
(vi) n ∗ 0 = 0.
If the partially ordered set (X,) is complete, then (X,+, ∗,) is called a complete cornet. A unital
subsemigroup (S,+) of a cornet (X,+, ∗,) which is also closed with respect to the multiplication ∗ is
called a subcornet of (X,+, ∗,) with the ordering restricted to S.
It is obvious that if (X,+) is a commutative unital semigroup, then (X,+, ·,=) is a cornet. The follow-
ing lemma summarizes the basic properties and connection between the two multiplication operations
“·” and “∗”.
Lemma 2.3. Let (X,+, ∗,) be a cornet. Then the following two assertions hold.
(i) For all n, k ∈ N, x1, . . . , xk ∈ X ,
n · (x1 + · · ·+ xk) = n · x1 + · · ·+ n · xk and n ∗ (x1 + · · ·+ xk) = n ∗ x1 + · · ·+ n ∗ xk.
In particular, for all n,m ∈ N and x ∈ X ,
(1) n ∗ (m · x) = m · (n ∗ x).
(ii) For all n, k1, . . . , kn ∈ N and x ∈ X ,
(k1 + · · ·+ kn) · x = k1 · x+ · · ·+ kn · x and (k1 + · · ·+ kn) ∗ x  k1 ∗ x+ · · ·+ kn ∗ x.
In particular, for all n,m ∈ N and x ∈ X ,
(2) (mn) ∗ x  n · (m ∗ x).
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Proof. We prove (i) by induction on k. If k = 1, then the equalities hold trivially. The k = 2 case follows
from property (ii) of the two operations “·” and “∗”. Assume that (i) holds for some k ∈ N and let
n ∈ N and x1, . . . , xk+1 ∈ X be arbitrary. Then, by property (ii) of the operation “∗” and the inductive
hypothesis, we get
n ∗ (x1 + · · ·+ xk + xk+1) = n ∗ (x1 + · · ·+ xk) + n ∗ xk+1 = n ∗ x1 + · · ·+ n ∗ xk + n ∗ xk+1.
For the operation “·”, the proof is completely similar.
By taking k := m and x1 := · · · = xk := x, the second equality in (i) yields the equality (1).
The relations in (ii) will be proved by induction on n. For n = 1 both of them hold with equality. For
n = 2, they are consequences of property (iii) of the two operations “·” and “∗”. Assume that (ii) holds
for some n ∈ N and let k1, . . . , kn+1 ∈ N and x ∈ C be arbitrary. Then, by property (iii) of the operation
“∗” and the inductive hypothesis, we get
(k1 + · · ·+ kn + kn+1) ∗ x  (k1 + · · ·+ kn) ∗ x+ kn+1 ∗ x  k1 ∗ x+ · · ·+ kn ∗ x+ kn+1 ∗ x.
For the operation “·”, the proof is completely similar.
By taking k1 := · · · = kn := m, the second inequality in (ii) yields property (2). 
For a given element x ∈ X , the set of those numbers n for which (2) holds with equality if m = 1
play a crucial role among the properties of x.
Definition 2.4. Let (X,+, ∗,) be a cornet and n ∈ N. An element x ∈ X will be called n-convex if it
fulfills the equality n ∗ x = n · x. For fixed elements x ∈ X and n ∈ N, we introduce the notations
Cx := {n ∈ N | x is n-convex} and C
n := {x ∈ X | x is n-convex},
respectively. If Cx = N, i.e., if x is n-convex for all n ∈ N, then we say that x is convex.
Lemma 2.5. Let (X,+, ∗,) be a cornet. Then the following assertions hold:
(i) For all x ∈ X , the set Cx is a unital multiplicative subsemigroup of N.
(ii) For all n ∈ N, the quadruple (Cn,+, ∗,) is a subcornet of (X,+, ∗,).
Proof. Let x ∈ X be fixed. It is clear that 1 ∈ Cx. Let n,m ∈ Cx be arbitrary. Then, by property (i) of
the two multiplication operations, by the n- andm-convexity of x and by (2), we have that
(mn) ∗ x = m ∗ (n ∗ x) = m ∗ (n · x) = n · (m ∗ x) = n · (m · x) = (nm) · x.
This shows that x is also (mn)-convex, i.e.,mn ∈ Cx.
For the second assertion, let n ∈ N be fixed and x, y ∈ Cn. Using property (ii) of the two multiplica-
tion operations and the n-convexity of x and y, we have
n ∗ (x+ y) = n ∗ x+ n ∗ y = n · x+ n · y = n · (x+ y),
therefore, x+ y is also n-convex.
If x ∈ Cn andm ∈ N, then
n ∗ (m ∗ x) = (nm) ∗ x = (mn) ∗ x = m ∗ (n ∗ x) = m ∗ (n · x) = n · (m ∗ x),
which proves thatm ∗ x is n-convex. 
In what follows, we define the n-convex hull of elements in a cornet (X,+, ∗,).
Definition 2.6. Let n ∈ N, (X,+, ∗,) and x ∈ X . The n-convex hull of x, denoted as convn(x), is the
smallest element y ∈ Cn such that x  y, that is, whenever x  z ∈ Cn, then y  z.
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In general, the n-convex hull of an element may not exist. In order to formulate conditions which
are sufficient for the existence, we say that the ∗-multiplication in a complete cornet (X,+, ∗,) is n-
continuous (with respect to the ordering "") if, for all nonempty lower bounded subsets H ⊆ X , we
have
inf(n ∗H) = n ∗ inf(H).
Proposition 2.7. Let n ∈ N and let (X,+, ∗,) be a complete cornet in which the ∗-multiplication is n-
continuous. Then (Cn,+, ∗,) is a complete subcornet of (X,+, ∗,). Furthermore, for every element
x ∈ X , x admits an n-convex hull if and only if it has an n-convex majorant.
Proof. Let H ⊆ Cn be a lower bounded subset and denote x := inf(H). Then, for all h ∈ H ,
n · x  n · h = n ∗ h,
hence
n · x  inf(n ∗H) = n ∗ inf(H) = n ∗ x.
The reversed inequality is a consequence of (2) withm = 1, hence n ·x = n ∗x holds, which shows that
x is also n-convex. This proves that (Cn,) is a complete partially ordered set.
To prove the last assertion, let x ∈ X be arbitrary. If x has an n-convex hull, then it also has an
n-convex majorant. Conversely, if x admits an n-convex majorant, then the set
H := {z ∈ Cn | x  z}
is nonempty and lower bounded. According to the first part, the infimum u of H belongs to Cn, that is,
u is n-convex. It is clear that u is the n-convex hull of x. 
In a cornet (X,+, ∗,), let Kn denote the collection of those elements which have an n-convex
hull and let Mn denote the set of those elements that have an n-convex majorant. Obviously, we have
Cn ⊆ Kn ⊆ Mn. Using this terminology, the previous proposition asserts that if (X,+, ∗,) is a
complete cornet in which the ∗-multiplication is n-continuous, thenKn = Mn.
Proposition 2.8. Let (X,+, ∗,) be a cornet and let n ∈ N . Then we have the following assertions.
(i) If x ∈ Kn, then convn(x) ∈ C
n and x  convn(x). Furthermore, convn : K
n → Cn is a monotone
mapping whose set of fixed points is equal to Cn.
(ii) (Mn,+, ∗,) is a subcornet of (X,+, ∗,). Furthermore,
(3)
convn(x+ y)  convn(x) + convn(y) if x, y, x+ y ∈ K
n,
convn(m ∗ x)  m ∗ convn(x) if x,m ∗ x ∈ K
n.
Proof.
(i) For an arbitrary x ∈ Kn, the inclusion convn(x) ∈ Cn and the inequality x  convn(x) are
consequences of the definition of the n-convex hull. If x ∈ Cn, then the smallest n-convex element
which is nonsmaller than x is equal to x, that is, x = convn(x). Conversely, if x = convn(x), then
convn(x) ∈ C
n implies that x must be in Cn. To see that convn is monotone, let x, y ∈ Kn with x  y.
Then x  convn(y), which yields that convn(x)  convn(y).
(ii) Let x, y ∈ Mn. Then there exist u, v ∈ Cn such that x  u and y  v. Thus yields that
x + y  u + v ∈ Cn, which proves that x + y ∈ Mn. If additionally x, y, x + y ∈ Kn, then the
inequalities x  convn(x) and y  convn(y) imply that x + y  convn(x) + convn(y) ∈ Cn. This
proves the first inequality in (3).
For the second inequality in (3), let x ∈ Mn and m ∈ N. Then there exist u ∈ Cn such that x  u.
This impliesm ∗ x  m ∗ u ∈ Cn, which shows that m ∗ x ∈ Mn. If additionally x,m ∗ x ∈ Kn, then
the inequality x  convn(x) yields that m ∗ x  m ∗ convn(x) ∈ Cn. This shows the second assertion
of (3). 
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To illustrate the rich applicability of the above concepts, we provide the most basic examples for
cornets in the subsequent three propositions. For these definitions, we introduce the notion of wedge in
abelian group setting.
Definition 2.9. If (G,+) is an abelian semigroup and n ∈ N, then for a subset S ⊆ G, define
n−1(S) := {x ∈ G | n · x ∈ S}.
A subsemigroup S of the group (G,+) is said to be n-divisible if, for all x ∈ S, the set n−1({x}) ∩ S is
nonempty. If this set is a singleton, then S is called uniquely n-divisible and its unique element will be
denoted by x/n.
In a unital abelian semigroup G, a subset W ⊆ G is called a wedge if the following properties are
satisfied:
(i) W is a unital subsemigroup of G.
(ii) If u, v ∈ W such that u+ v = 0, then u = v = 0.
(iii) For all n ∈ N, the inverse image n−1(W ) is contained inW .
In terms of a wedgeW ⊆ G, we can define a partial order W in the following way: For x, y ∈ G, we
say that x W y if y ∈ x +W . It immediately follows that W is a reflexive, and transitive relation on
G. If, in addition, G is cancellative (which is always the case if G is group), then W is antisymmetric
and hence it is a partial order on G.
Proposition 2.10. Let (G,+) be a abelian group and letW ⊆ G be a wedge. Then, for a subsemigroup
S of G containingW , the quadruple (S,+, ·,W ) is a cornet in which every element is n-convex for all
n ∈ N. In particular, by takingW := {0}, it follows that (G,+, ·,=) is a cornet.
Proof. The properties (i), (ii), (iii) of Definition 2.2 can easily be verified by induction, moreover, (iii)
holds with equality. Thus, it suffices to show that property (iv) is also valid.
Let n ∈ N and x, y ∈ S be arbitrary. Assume first that x W y holds. Then y ∈ x +W . The set W
is a subsemigroup, therefore, y ∈ x +W implies that n · y ∈ n · x + n ·W ⊆ n · x+W , which yields
that n · x W n · y. On the other hand, if n · x W n · y holds, then n · (y − x) ∈ W , consequently
y−x ∈ n−1(W ). By condition (iii) of Definition 2.9, it follows that y−x ∈ W must be valid and hence
x W y.
The operation · being the cornet-multiplication implies that every element of S is n-convex for all
n ∈ N. 
Proposition 2.11. Let (G,+) be an abelian group, W be a wedge and let S be a subsemigroup of G
containing W . Let PW (S) denote the collection of all nonempty W -invariant subsets A of S, which
means that A +W ⊆ A holds. Define the operations + and ∗ by:
(4)
A+B := {a+ b | a ∈ A, b ∈ B} (A,B ∈ PW (S)),
n ∗ A := {n · a + w | a ∈ A, w ∈ W} (A ∈ PW (S), n ∈ N).
Then (PW (S),+, ∗,⊆) is a complete cornet with the unit elementW . Furthermore, the mapping
(5) ϕ(x) := x+W (x ∈ S)
is an injective order reversing homomorphic mapping of (S,+, ·,W ) into (PW (S),+, ∗,⊆). In addi-
tion, if n ∈ N andW is n-divisible, then A ∈ PW (S) is n-convex if and only if, for all x1, . . . , xn ∈ A,
we have
(6) n−1({x1 + · · ·+ xn}) ∩ A 6= ∅.
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Proof. If A,B ∈ PW (S), then A + B ⊆ S + S ⊆ S and (A + B) +W = A + (B +W ) ⊆ A + B,
which show that A + B ∈ PW (S). Therefore, PW (S) is an abelian semigroup with the addition defined
in (4). Clearly, for A ∈ PW (S), the property 0 ∈ W implies A ⊆ A +W ⊆ A, which proves thatW is
the unit element of the semigroup (PW (S),+).
The inclusion of sets is trivially a partial order on PW (S) and the implication A ⊆ B ⇒ A + C ⊆
B+C is also obvious forA,B,C ∈ PW (S). Therefore, (PW (S),+,⊆) is an ordered abelian semigroup.
First observe that the definition of the multiplication operation ∗ is correct, i.e., n ∗A ∈ PW (S) for all
n ∈ N and A ∈ PW (S).
To see that property (i) holds, let n,m ∈ N and A ∈ PW (S). First, let u ∈ (nm) ∗A. Then there exist
elements a ∈ A and w ∈ W such that u = (nm) · a+ w. We have thatm · a ∈ m ∗ A. Therefore,
u = n · (m · a) + w ⊆ n ∗ (m ∗ A).
This proves that (nm) ∗ A ⊆ n ∗ (m ∗ A). To verify the reversed inclusion, let u ∈ n ∗ (m ∗ A). Then
there exist b ∈ m ∗ A and w ∈ W such that u = n · b+ w. Similarly, there exist a ∈ A and z ∈ W such
that b = m · a+ z. Combining these equalities, we get that
u = n · (m · a+ z) + w = (nm) · a + (n · z + w) ∈ (nm) ∗ A,
which completes the proof of the reversed inclusion n ∗ (m ∗ A) ⊆ (nm) ∗ A and property (i) of
Definition 2.2.
The verification of property (ii) of Definition 2.2 is similar, and therefore it is left to the reader.
To show that (iii) of Definition 2.2 holds, let n,m ∈ N and A ∈ PW (S) and u ∈ (n +m) ∗ A. Then
there exist a ∈ A and w ∈ W such that u = (n +m) · a + w = n · a + (m · a + w) ∈ n ∗ A +m ∗ A.
Therefore, (n+m) ∗ A ⊆ n ∗ A+m ∗ A.
For the proof of property (iv) of Definition 2.2, let n ∈ N, A,B ∈ PW (S). If A ⊆ B holds, then
the inclusion n ∗ A ⊆ n ∗ B is obvious. Conversely, assume that n ∗ A ⊆ n ∗ B holds. Then, for an
arbitrary a ∈ A, we get that n · a ∈ n ∗ A ⊆ n ∗ B, therefore, there exist b ∈ B and w ∈ W such that
n · a = n · b + w. This yields that n · (a − b) ∈ W , i.e., a − b ∈ n−1(W ). Now the condition (iii) of
Definition 2.9 gives that a− b ∈ W , which proves that a = b+ w ∈ B.
The properties (v) and (vi) of Definition 2.2 can easily be seen.
We verify now the completeness of (PW (S),+, ∗,⊆). Let A := {Aγ | γ ∈ Γ} be a nonempty and
lower bounded family of elements of PW (S). Define A ⊆ S by A :=
⋂
γ∈ΓAγ . Then A is nonempty
by the existence of a lower bound for the family A. We show that A also belongs to PW (S). Indeed, if
u ∈ A + W , then there exists a ∈ A and w ∈ W such that u = a + w. We have that a ∈ Aγ for all
γ ∈ Γ, therefore, u = a + w ∈ Aγ + W ⊆ Aγ for all γ ∈ Γ. This proves u + w ∈ A showing that
A +W ⊆ A holds. Thus, A ∈ PW (S) is valid. Clearly, A is the greatest lower bound for A in PW (S),
and hence (PW (S),⊆) is a complete partially ordered set.
Now consider the mapping ϕ defined by (5). For x ∈ S, we have that ϕ(x) = x + W ⊆ S and
ϕ(x) + W = x + W + W ⊆ x + W , which show that ϕ(x) is in PW (S). If, for some x, y ∈ S, the
equality ϕ(x) = ϕ(y) holds, then x + W = y + W , which yields that x ∈ y + W and y ∈ x + W .
Therefore, x− y ∈ W ∩ (−W ) = {0}, showing that x = y, which proves the injectivity of ϕ.
The structure preserving properties are easily seen from the following identities.
ϕ(x+ y) = x+ y +W = (x+W ) + (y +W ) = ϕ(x) + ϕ(y),
ϕ(n · x) = n · x+W = n · (x+W ) +W = n · ϕ(x) +W = n ∗ ϕ(x).
To see that ϕ is also order reversing, observe that the following inequalities of inclusions are pairwise
equivalent:
x W y ⇔ y ∈ x+W ⇔ y +W ⊆ x+W ⇔ ϕ(y) ⊆ ϕ(x).
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Therefore, ϕ is an order reversing and homomorphic embedding of (S,+, ·,W ) into (PW (S),+, ∗,⊆).
Finally, let n ∈ N, A ∈ PW (S) and assume that W is n-divisible. First suppose that A is n-convex.
Let x1, . . . , xn ∈ A be arbitrary. Then
x1 + · · ·+ xn ∈ n · A ⊆ n ∗ A = {n · a + w | a ∈ A, w ∈ W}.
Therefore, there exist a ∈ A and w ∈ W such that x1+ · · ·+xn = n · a+w. By the n-divisibility ofW ,
n−1({w})∩W is nonempty, therefore,w = n·v for some v ∈ W . On the other hand, a+v ∈ A+W ⊆ A,
thus a+ v ∈ n−1({x1 + · · ·+ xn}) ∩A.
To prove the converse, assume that (6) is valid for all x1, . . . , xn ∈ A. To prove that A is n-convex, it
is sufficient to show that n · A ⊆ n ∗ A. Let x ∈ n · A. This means that there exist x1, . . . , xn ∈ A such
that x = x1 + · · · + xn. By (6), for some a ∈ A, we have that x1 + · · · + xn = n · a ∈ n ∗ A. Thus
x ∈ n ∗ A, which was to be proved. 
Proposition 2.12. Let (G,+) be an abelian group, W be a wedge and let S be a uniquely divisible
subsemigroup of G which containsW . Let, for p ∈ ]0, 1],
(7) F pW (S) := {f : S → [0, 1] | sup f ≥ p and f isW -nondecreasing}
and define the addition and the scalar multiplication in F pW (S) by
(8) (f ⊕ g)(x) := sup
u,v∈S
u+v=x
min
(
f(u), g(v)
)
, (n⊙ f)(x) := f
(x
n
)
(f, g ∈ F pW (S), x ∈ S, n ∈ N).
Finally, let ≤ denote the pointwise ordering in F pW (S). Then (F
p
W (S),⊕,⊙,≤) is a complete cornet
whose unit element is the characteristic function of the wedgeW . Furthermore, the mapping
(9) Φ(A) := χA (A ∈ PW (S))
is an injective cornet-preserving mapping of (PW (S),+, ∗,⊆) into (F
1
W (S),⊕,⊙,≤). In addition, a
function f ∈ F pW (S) is n-convex if and only if it is n-quasiconcave, i.e., for all x1, . . . , xn ∈ S,
(10) min(f(x1), . . . , f(xn)) ≤ f
(x1 + · · ·+ xn
n
)
.
Proof. Let p ∈ ]0, 1]. First we show that F pW (S) is closed under the operation ⊕. To see this, let f, g :
S → [0, 1] beW -nondecreasing functions with sup f, sup g ≥ p. If x ∈ S and w ∈ W , then
(f ⊕ g)(x+ w) = sup
u,v∈S
u+v=x+w
min
(
f(u), g(v)
)
≥ sup
u,v′∈S
u+v′=x
min
(
f(u), g(v′ + w)
)
≥ sup
u,v′∈S
u+v′=x
min
(
f(u), g(v′)
)
= (f ⊕ g)(x),
which shows that f ⊕ g is also W -nondecreasing. Let η < p be arbitrary. Then there exist u0, v0 ∈ S
such that f(u0) > η and g(v0) > η hold. Then we have (f ⊕ g)(u0 + v0) ≥ min
(
f(u0), g(v0)
)
> η,
proving that sup(f ⊕ g) > η. Taking te limit η → p, this implies that f ⊕ g ∈ F pW (S).
The commutativity of the operation ⊕ is a consequence of the commutativity of the group operation
+ in G. To verify the associativity, let f, g, h ∈ F pW (S). Then, for all x ∈ S,
((f ⊕ g)⊕ h)(x) = sup
u,v∈S
u+v=x
min
(
(f ⊕ g)(u), h(v)
)
= sup
u,v∈S
u+v=x
min
(
sup
s,t∈S
s+t=u
min
(
f(s), g(t)
)
, h(v)
))
= sup
u,v∈S
u+v=x
sup
s,t∈S
s+t=u
min
(
min
(
f(s), g(t)
)
, h(v)
))
= sup
s,t,v∈S
s+t+v=x
min
(
f(s), g(t), h(v)
)
.
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A similar argument shows that
(f ⊕ (g ⊕ h))(x) = sup
u,s,t∈S
u+s+t=x
min
(
f(u), g(s), h(t)
)
,
which results the desired equality ((f ⊕ g)⊕ h)(x) = (f ⊕ (g ⊕ h))(x).
To see that the characteristic function χW ofW is a unital element of the semigroup F
p
W (S), observe
that χW is aW -nondecreasing function and, for all x ∈ S,
(f ⊕ χW )(x) = sup
u,v∈S
u+v=x
min
(
f(u), χW (v)
)
= sup
u∈S, v∈W
u+v=x
f(u) ≤ sup
u∈S, v∈W
u+v=x
f(u+ v) = f(x).
On the other hand, by taking v = 0, we can see that the inequality
f(x) ≤ sup
u∈S, v∈W
u+v=x
f(u)
holds, which finally implies the equality (f ⊕ χW )(x) = f(x).
It is obvious that (F pW (S),≤) is a partially ordered set. We prove that the operation ⊕ is monotone
with respect to the ordering ≤. Indeed, if f, g, h ∈ F pW (S) and g ≤ h on S, then, for all x ∈ S,
(f ⊕ g)(x) = sup
u,v∈S
u+v=x
min
(
f(u), g(v)
)
≤ sup
u,v∈S
u+v=x
min
(
f(u), h(v)
)
= (f ⊕ h)(x).
So far we have shown that (F pW (S),⊕,≤) is an ordered commutative semigroup.
In the rest of the proof, we prove that, this structure with the operation ⊙ forms a cornet.
First we show that n⊙ f ∈ F pW (S) whenever n ∈ N and f ∈ F
p
W (S). Indeed,
sup
x∈S
(n⊙ f)(x) = sup
x∈S
f
(x
n
)
≥ sup
y∈S
f
(n · y
n
)
= sup
y∈S
f(y) ≥ p,
which proves that sup(n ⊙ f) ≥ p. On the other hand, if x ≤W y, then xn ≤W
y
n
. By the W -
nondecreasingness of f , this implies f( x
n
) ≤ f( y
n
), that is, (n⊙ f)(x) ≤ n⊙ f)(y). Therefore, (n⊙ f)
is alsoW -nondecreasing.
For property (i) of Definition 2.2, let n,m ∈ N and f ∈ F pW (S). Then, for all x ∈ S,
((nm)⊙ f)(x) = f
( x
nm
)
= f
(x/n
m
)
= (m⊙ f)
(x
n
)
= (n⊙ (m⊙ f))(x),
which shows the expected identity (nm)⊙ f = n⊙ (m⊙ f).
For property (ii) of Definition 2.2, let n ∈ N and f, g ∈ F pW (S). Then, for all x ∈ S,
(n⊙ (f ⊕ g))(x) = (f ⊕ g)
(x
n
)
= sup
u,v∈S
u+v= x
n
min
(
f(u), g(v)
)
= sup
u′,v′∈S
u′+v′=x
min
(
f
(u′
n
)
, g
(v′
n
))
= sup
u′,v′∈S
u′+v′=x
min
(
(n⊙ f)(u′), (n⊙ g)(v′)
)
= ((n⊙ f)⊕ (n⊙ g))(x),
which proves the equality n⊙ (f ⊕ g) = (n⊙ f)⊕ (n⊙ g).
For property (iii) of Definition 2.2, let n,m ∈ N and f ∈ F pW (S). Then, for all x ∈ S,
((n+m)⊙ f)(x) = f
( x
n +m
)
= min
(
f
(1
n
·
nx
n+m
)
, f
( 1
m
·
mx
n+m
))
≤ sup
u,v∈S
u+v=x
min
(
f
(u
n
)
, f
( v
m
))
= ((n⊙ f)⊕ (m⊙ f))(x),
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which shows the desired inequality (n +m)⊙ f ≤ (n⊙ f)⊕ (m⊙ f).
For property (iv) of Definition 2.2, let n ∈ N and f, g ∈ F pW (S) with f ≤ g. Then, for all x ∈ S,
(n⊙ f)(x) = f
(x
n
)
≤ g
(x
n
)
= (n⊙ g)(x),
which yields that n⊙ f ≤ n⊙ g.
The property (v), which is the equality 1 ⊙ f = f , is obvious. The equality n ⊙ χW = χW easily
follows from the equivalence of the inclusions x
n
∈ W and x ∈ W . Thus property (vi) of Definition 2.2
is also satisfied.
We now show that (F pW (S),≤) is a complete partially ordered set. Let F := {fγ | γ ∈ Γ} be a family
of elements in F pW (S) bounded from below by g ∈ F
p
W (S). Define f : S → [0, 1] by f := infγ∈Γ fγ .
We prove that f is also a member of F pW (S). By the inequality g ≤ fγ , it follows that g ≤ f and hence
p ≤ sup g ≤ f . Let x, y ∈ S with x W y, that is, with y − x ∈ W . Then, for all γ ∈ Γ the W -
nondecreasingness of fγ gives fγ(x) ≤ fγ(y). Taking the infimum with respect to γ ∈ Γ side by side, it
follows that f(x) ≤ f(y), which proves that f is alsoW -nondecreasing and hence f ∈ F pW (S). Clearly,
f is the infimum of the family F and this shows that (F pW (S),≤) is a complete partially ordered set.
We verify that the mapΦ defined by (9) is an injective cornet-preserving mapping of (PW (S),+, ∗,⊆)
into (F 1W (S),⊕,⊙,≤). Clearly, if A ∈ PW (S), then Φ(a) = χA is W -nondecreasing and supΦ(A) =
supχA = 1, which shows that Φ(A) ∈ F 1W (S). The injectivity ofΦ is obvious. To prove thatΦ preserves
the addition, let A,B ∈ PW (S). Then, for x ∈ S, it is easy to see that
sup
u,v∈S
u+v=x
min(χA(u), χB(v)) = 1
if and only if there exist u ∈ A, v ∈ B such that x = u + v, that is, if x ∈ A + B. This proves that, for
all x ∈ S,
(χA ⊕ χB)(x) = sup
u,v∈S
u+v=x
min(χA(u), χB(v)) = χA+B(x).
As a consequence of this equality, it follows that Φ(A+B) = Φ(A)⊕ Φ(B).
Let A,B ∈ PW (S) and n ∈ N. It is clear that
(11) {n · a | a ∈ A} ⊆ n ∗ A = {n · a+ w | a ∈ A, w ∈ W}.
In fact, this inclusion is an equality. To see this, let x ∈ S be of the form x = n · a + w for some a ∈ A
and w ∈ W . Then, by the divisibility ofW , we have that w/n ∈ W . Thus, theW -invariance of A yields
that a′ = a + (w/n) ∈ A and hence x is of the form n · a′ for some element a′ ∈ A, which shows that it
belongs to the left hand side set in (11).
Using the equality (11), for x ∈ S, we have
χn∗A(x) = χA
(x
n
)
= n⊙ χA(x),
which proves the equality Φ(n ∗ A) = n⊙ Φ(A).
If A,B ∈ PW (S) with A ⊆ B, then χA(x) ≤ χB(x) holds for all x ∈ S, which shows that Φ(A) ≤
Φ(B), that is, Φ preserves the ordering as well.
To prove the last assertion of the proposition, assume that f ∈ FW (S) is an n-convex element. Let
x1, . . . , xn ∈ S. By the n-convexity of f , we have that n · f ≤ n⊙ f , that is, for all x ∈ S,
sup
u1,...,un∈S
u1+···+un=x
min
(
f(u1), . . . , f(un)
)
= (f ⊕ · · · ⊕ f)(x) ≤ (n⊙ f)(x) = f
(x
n
)
.
By taking x := x1 + · · ·+ xn, with u1 := x1, . . . , un := xn, it follows that (10) holds. The proof of the
reversed implication is analogous. 
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3. TOPOLOGICAL NOTIONS AND BOUNDEDNESS IN CORNETS
In a natural way, we can introduce the notions of nonnegative and Archimedean elements in a cornet
with the following definition.
Definition 3.1. In a cornet (X,+, ∗,) an element x ∈ X is said to be nonnegative if 0  x holds. The
element x is called Archimedean, denoted by 0 ≺ x, if, for all u ∈ X , there exists n0 ∈ N such that
0  u+n ∗x for all n0 ≤ n. The set of all nonnegative and Archimedean elements inX will be denoted
by X and X≺, respectively.
The properties of nonnegative and Archimedean elements are established in the following assertion.
Proposition 3.2. Let (X,+, ∗,) be a cornet. Then X≺ is contained in X and
(12) X≺ +X ⊆ X≺.
In addition,X≺ and X are subcornets of (X,+, ∗,).
Proof. To show that X≺ ⊆ X, let x ∈ X≺. Then, there exists n0 ∈ N such that 0  n0 ∗ x. Therefore,
n0 ∗ 0  n0 ∗ x, which implies that 0  x, i.e., x ∈ X.
Let x ∈ X≺ and y ∈ X. Then, for any u ∈ X , there exists n0 ∈ N such that 0  u + n ∗ x for all
n0 ≤ n. On the other hand, 0 = n ∗ 0  n ∗ y, therefore 0  u+ n ∗ (x+ y) holds for all n0 ≤ n, which
implies that x+ y is Archimedean and proves the inclusion (12).
If x and y are nonnegative elements, then by the axioms of cornets, 0  y = 0 + y  x + y, which
shows that X is closed under addition. Similarly, if x ∈ X and m ∈ N, then 0 = m ∗ 0  m ∗ x
proving thatX is closed under ∗-multiplication and hence (X,+, ∗,) is a subcornet of (X,+, ∗,).
By (12) we have that X≺ +X≺ ⊆ X≺ +X ⊆ X≺, which shows that X≺ is closed under addition.
To prove that X≺ is also closed under ∗-multiplication, let x ∈ X≺ and m ∈ N and let u ∈ X be
arbitrary. Then there exists n0 ∈ N such that 0  u + n ∗ x for all n ≥ n0. In particular, we have that
0  u+(km) ∗x = u+ k ∗ (m ∗x) for all k ≥ n0
m
, which shows thatm ∗x is also Archimedean. Hence,
(X≺,+, ∗,) is also a subcornet of (X,+, ∗,) 
In what follows, we introduce the notions of continuity of the addition, boundedness and closedness
with respect to a subsemigroup of Archimedean elements. For comparison, we recall first the standard
topological concepts for abelian groups.
Definition 3.3. If (G,+) is an abelian group and T is a Hausdorff topology on G, then we say that
(G,T,+) is a topological group if the (x, y) 7→ x − y is a continuous map of G × G into G. A subset
U ⊆ G is said to be convex if, for all n ∈ N,
{u1 + · · ·+ un | u1, . . . , un ∈ U} = {n · u | u ∈ U}.
We say that G is locally convex if every neighborhood of 0 contains a convex neighborhood of 0. A
subset H ⊆ G is said to be topologically bounded if, for all neighborhood U of 0, there exists n ∈ N
such that H ⊆ {u1 + · · ·+ un | u1, . . . , un ∈ U}.
Definition 3.4. Let (X,+, ∗,) be a cornet and letA be a subsemigroup ofX≺. We say that the addition
is A-continuous if, for all a ∈ A, there exists b ∈ A such that b+ b  a holds.
Lemma 3.5. Let (X,+, ∗,) be a cornet, letA be a subsemigroup ofX≺ and assume that the addition is
A-continuous. Then the ·-multiplication and the ∗-multiplication areA-continuous, that is, for all a ∈ A
and n ∈ N, there exists b ∈ A such that n · b  a and n ∗ b  a, respectively.
Proof. Let a ∈ A. By the continuity of addition there exists a1 ∈ A such that a1 + a1  a, or in other
words 2 · a1  a. Applying the continuity of addition again for a1 ∈ A, we get that there exists a2 ∈ A
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such that 2 · a2  a1, which implies that 4 · a2  a. Continuing this process, we can construct a sequence
ak ∈ A such that 2k · ak  a holds for all k ∈ N. Now let n ∈ N and choose k ∈ N so that n ≤ 2k.
Then n · ak = n · ak + (2k − n) · 0  2k · ak  a. Thus, n · b  a holds with b := ak. The inequality
n ∗ b  n · b implies that n ∗ b  a is also valid. 
Definition 3.6. Let (X,+, ∗,) be a cornet and let A be a subsemigroup ofX≺. We say that an element
x ∈ X is A-bounded if, for all a ∈ A, there exists n0 ∈ N such that x  n ∗ a for all n0 ≤ n.
Proposition 3.7. Let (X,+, ∗,) be a cornet and let A be a subsemigroup ofX≺ such that the addition
is A-continuous. Then the A-bounded elements form a subcornet of (X,+, ∗,).
Proof. Let x, y be A-bounded elements of X and let a ∈ A be arbitrary. Since X is A-topological
therefore there exists b ∈ A such that b + b  a. Using the A-boundedness property of x, y, there exist
k0, m0 ∈ N such that
x  k ∗ b if k ≥ k0,
y  m ∗ b ifm ≥ m0.
Thus,
x  n ∗ b if n ≥ max(k0, m0),
y  n ∗ b if n ≥ max(k0, m0).
Adding the above inequalities side by side, we get
x+ y  n ∗ (b+ b)  n ∗ a if n ≥ max(k0, m0),
which proves that the set of A-bounded elements is closed under addition.
To prove that the set of A-bounded elements is closed under the ∗-multiplication, let x ∈ X be A-
bounded, m ∈ N and a ∈ A. Then, there exist b ∈ A such that m ∗ b  a. Then there exists n0 ∈ N
such that x  n ∗ b holds for all n ≥ n0. Using the monotonicity property of ∗-multiplication, for all
n ≥ n0, it follows thatm ∗ x  m ∗ (n ∗ b) = (mn) ∗ n = n ∗ (m ∗ b)  n ∗ a. This shows that the set
of A-bounded elements is closed under the ∗-multiplication and proves that A-bounded elements form a
subcornet of (X,+, ∗,). 
Definition 3.8. Let (X,+, ∗,) be a cornet and let A be a subsemigroup of X≺. Given an element
x ∈ X , we say that y ∈ X is the A-closure of x if y  x + a holds for all a ∈ A and, y is the largest
element of X with is property, i.e., if z  x + a holds for all a ∈ A, then z  y. It is clear that the
A-closure of an element, if exists, is unique and is denoted by clA(x). An element x is called A-closed
if x = clA(x). The set of all elements of X which possess an A-closure will be denoted by ClA.
Proposition 3.9. Let (X,+, ∗,) be a cornet and let A be a subsemigroup of X≺ such that X is A-
topological. Then we have the following assertions.
(i) If x ∈ ClA, then x  clA(x).
(ii) If x, y ∈ ClA and x  y, then clA(x)  clA(y).
(iii) If x ∈ ClA, then clA(x) ∈ ClA and clA(x) = clA(clA(x)).
(iv) If x ∈ ClA and x  y  clA(x), then y ∈ ClA and clA(y) = clA(x).
(v) If x, y ∈ ClA with x+ y ∈ ClA, then clA(x)+ clA(y) ∈ ClA and clA(clA(x)+ clA(y)) = clA(x+ y).
(vi) If x ∈ ClA, n ∈ N and n · x ∈ ClA, then n · clA(x) ∈ ClA and clA(n · clA(x)) = clA(n · x).
(vii) If x ∈ ClA, n ∈ N and n ∗ x ∈ ClA, then n ∗ clA(x) ∈ ClA and clA(n ∗ clA(x)) = clA(n ∗ x).
(viii) If x ∈ ClA is A-bounded, then clA(x) is also A-bounded.
(ix) If n ∈ N, x ∈ ClA is n-convex, n∗x ∈ ClA and n∗clA(x) isA-closed, then clA(x) is also n-convex.
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Proof.
(i) Let x ∈ ClA. Clearly x  x+ a holds for all a ∈ A. This implies that x  clA(x).
(ii) Let x, y ∈ ClA such that x  y. By using the definition of A-closure, for all a ∈ A, we have that
clA(x)  x+ a  y + a,
which implies that clA(x)  clA(y).
(iii) Let x ∈ ClA. We need to show that y = clA(x) is A-closed. The inequality y  y+ a is trivial for
all a ∈ A. Assume that z  y+ a holds for all a ∈ A. Let b ∈ A be arbitrary. By theA-continuity of the
addition, there exist a, c ∈ A such that a+ c  b. We have that y  x+ c, hence,
z  y + a  (x+ c) + a  x+ b.
Since b was arbitrary, this implies that z  clA(x) = y, which shows that y is the A-closure of itself.
(iv) Let x ∈ ClA and x  y  clA(x). We need to show that clA(x) is the A-closure of y.
On one hand, for all a ∈ A, we have clA(x)  x+ a  y + a. On the other hand, assume that z ∈ X
satisfies z  y + a for all a ∈ A. Then z  clA(x) + a for all a ∈ A, which, by property (iii) implies
that z  clA(x). This shows that clA(x) is the A-closure of y.
(v) Let x, y ∈ X be arbitrary. First we show that clA(x) + clA(y)  x + y + a holds for all a ∈ A.
Indeed, if a ∈ A, then there exist b, c ∈ A such that b+ c  a and we get
clA(x) + clA(y)  (x+ b) + (y + c)  x+ y + a.
This inequality and property (i) imply that x+ y  clA(x) + clA(y)  clA(x+ y). Applying properties
(iii) and (iv), it follows that clA(x) + clA(y) ∈ ClA and clA(clA(x) + clA(y)) = clA(x+ y), which was to
be proved.
(vi) Let x ∈ ClA, n ∈ N with n ·x ∈ ClA. First we show that n · clA(x)  n ·x+a holds for all a ∈ A.
Indeed, if a ∈ A, then there exist b ∈ A such that n · b  a. Therefore, the inequality clA(x)  x + b
implies that
n · clA(x)  n · (x+ b) = n · x+ n · b  n · x+ a.
In view of property (i) and this inequality, we get that n ·x  n ·clA(x)  clA(n ·x). Applying properties
(iii) and (iv), it follows that n · clA(x) ∈ ClA and clA(n · clA(x)) = clA(n ·x), which yields the statement.
(vii) Let x ∈ ClA, n ∈ N with n ∗ x ∈ ClA. First we show that n ∗ clA(x)  n ∗ x + a holds for
all a ∈ A. Indeed, if a ∈ A, then there exist b ∈ A such that n ∗ b  a. Therefore, the inequality
clA(x)  x+ b implies that
n ∗ clA(x)  n ∗ (x+ b) = n ∗ x+ n ∗ b  n ∗ x+ a.
In view of property (i) and this inequality, we get that n ∗ x  n ∗ clA(x)  clA(n ∗ x). Applying
properties (iii) and (iv), it follows that n ∗ clA(x) ∈ ClA and clA(n ∗ clA(x)) = clA(n ∗ x), which yields
the statement.
(viii) Let x ∈ X be an A-bounded element and let a ∈ A be arbitrary. Then, for some b, c ∈ A, we
have that b + c  a. By the A-boundedness of x, there exists n0 ∈ N such that x  n ∗ b holds for all
n ≥ n0. On the other hand, c ∈ X≺, hence n ∗ c ∈ X≺ for all n ∈ N. Consequently, for all n ≥ n0, we
have that
clA(x)  x+ n ∗ c  n ∗ b+ n ∗ c = n ∗ (b+ c)  n ∗ a,
which shows that clA(x) is also an A-bounded element of X .
(ix) Let x ∈ X be n-convex such that n ∗ x ∈ ClA and n ∗ clA(x) is A-closed. Then, the equality
n · x = n ∗ x yields that n · x ∈ ClA and properties (i), (ii), (v) and (vi), (vii) imply that
n · clA(x)  clA(n · clA(x)) = clA(n · x) = clA(n ∗ x) = clA(n ∗ clA(x)).
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Using that n∗ clA(x) isA-closed, this inequality implies n · clA(x)  n∗ clA(x). The reversed inequality
holds automatically, hence n · clA(x) = n ∗ clA(x), which proves the n-convexity of clA(x). 
In what follows, we investigate the connection among the notions of boundedness, closedness and
convexity.
In the subsequent propositions, we consider the cornets that were introduced in Proposition 2.10, 2.11,
2.12 and we determine the Archimedean, the bounded and closed elements in these structure.
Proposition 3.10. Let (G,+) be a topological abelian group such that there is no proper open subgroup
of G. Let W ⊆ G be a wedge withW ◦ 6= ∅ and let S be a subsemigroup of G containingW . Then we
have the following claims:
(i) In the cornet (S,+, ·,W ) the set of nonnegative elements equalsW .
(ii) The setW ◦ is a subsemigroup of the Archimedean elements.
(iii) Every element of S isW ◦-bounded.
(iv) If, in addition, G is locally convex andW is topologically closed andW ◦ = W ◦ +W ◦, then every
element of S is alsoW ◦-closed.
Proof. (i) The nonnegativity of an element x ∈ S with respect to the ordering W , by definition, means
that x = x− 0 ∈ W . This proves thatW equals the set of nonnegative elements.
(ii) We have thatW ◦ +W ◦ ⊆W +W ⊆W andW ◦ +W ◦ is also open, therefore,W ◦ +W ◦ ⊆W ◦
showing thatW ◦ is a subsemigroup of G.
To show that every element ofW ◦ is Archimedean, let x ∈ W ◦ be arbitrary and define
(13) Tx :=
⋃
n∈N
(W ◦ − n · x) ∩ (n · x−W ◦).
We show that Tx is an open subgroup ofG. The opennes of Tx is obvious. Let y, z ∈ Tx. Then there exist
n,m ∈ N and v1, v2, w1, w2 ∈ W ◦ such that
y = v1 − n · x = n · x− v2, z = w1 −m · x = m · x− w2.
Therefore,
y − z = (v1 + w2)− (n +m) · x = (n+m) · x− (v2 + w1),
and hence
y − z ∈ (W ◦ − (n+m) · x) ∩ ((n+m) · x−W ◦) ⊆ Tx,
which proves that Tx is an open subgroup of G. Thus, Tx cannot be proper, in other words, Tx = G.
Let u ∈ S be arbitrary. Then S ⊆ Tx implies that there exists n0 ∈ N such that u ∈ W ◦ − n0 · x. If
n > n0, then (n− n0) · x ∈ (n− n0) ·W ◦ ⊆W ◦. Therefore,
u+ n · x = u+ n0 · x+ (n− n0) · x ∈ (W
◦ − n0 · x) + n0 · x+W
◦ ⊆W ◦ ⊆W,
i.e., 0 W u+ n · x, which proves that any element ofW ◦ is Archimedean.
(iii) Now we are going to show that every element of S is W ◦-bounded. Let u ∈ S be fixed and
x ∈ W ◦ be arbitrary. As we have seen above, the set Tx defined by (13), covers S, therefore, there exists
n0 ∈ N such that u ∈ n0 · x−W ◦. If n > n0, then (n− n0) · x ∈ (n− n0) ·W ◦ ⊆W ◦. Thus,
n · x− u = (n− n0) · x+ n0 · x− u ∈ W
◦ +W ◦ ⊆W ◦ ⊆W,
which shows that u W n · x holds for all n > n0. This proves that u isW ◦-bounded.
(iv) Finally, assume thatW is topologically closed. We are going to verify that every element u of S
is W ◦-closed, that is, u is the greatest lower bound of the set {u + x | x ∈ W ◦}. It is clear that u is a
lower bound. Assume that v ∈ S is a lower bound for {u+ x | x ∈ W ◦}, that is, u − v + x ∈ W holds
for all x ∈ W ◦. Let x ∈ W ◦ be fixed and n ∈ N.
14 G. M. MOLNÁR AND ZS. PÁLES
Assume thatW ◦ = W ◦ +W ◦. Then
W ◦ = {x1 + · · ·+ xn | x1, . . . , xn ∈ W
◦}.
Therefore, there exist x1, . . . , xn ∈ W ◦ such that x = x1 + · · ·+ xn. This implies that
n · (u− v) + x = (u− v + x1) + · · ·+ (u− v + xn) ∈ W.
If u − v 6∈ W , then u − v ∈ G \W . Then there exists an open convex and symmetric neighborhood
of 0 such that u− v + U ⊆ G \W . Consider the set S defined by
S :=
∞⋃
n=1
{y1 + · · ·+ yn | y1, . . . , yn ∈ U}.
Then S is an open subgroup of G, hence S = G, which yields that x ∈ S. This implies that, for some
n ∈ N and y1, . . . , yn ∈ U the equality x = y1 + · · · + yn holds. By the convexity of U , it follows that
there exists y ∈ U , such that x = n · y. Thus
n · (u− v + y) = n · (u− v) + x ∈ W,
which yields that u − v + y ∈ W contradicting u − v + y ∈ u − v + U ⊆ G \W . This contradiction
shows that u− v ∈ W must be valid, i.e., v W u holds. 
Proposition 3.11. Let (G,+) be a topological abelian group such that there is no proper open subgroup
ofG. LetW be a wedge and let S be a subsemigroup ofG containingW . Let PW (S) denote the collection
of all nonempty W -invariant subsets of S. Define the operations + and ∗ by (4). Then the following
statements hold:
(i) The set of nonnegative elements of the cornet (PW (S),+, ∗,⊆) consists of thoseW -invariant sub-
sets of S that contain 0 (which denotes the neutral element of G).
(ii) The collection A of those W -invariant subsets which contain an open convex neighborhood C ∈
PW (S) of 0 is a subsemigroup of the Archimedean elements.
(iii) An element of PW (S) is A-bounded if it is the sum of a topologically bounded subset of S andW .
(iv) If, in addition,G is locally convex, then any topologically closed element of PW (S) is alsoA-closed
and the addition is A-continuous.
Proof. (i) The unit element of (PW (S),+, ∗,⊆) is the setW . Now, an element A ∈ PW (S) is nonnega-
tive ifW ⊆ A. This inclusion is equivalent to the condition 0 ∈ A because A isW -invariant.
(ii) Let A,B ∈ A. Then there exist open convex sets C,D ∈ PW (S) such that 0 ∈ C ⊆ A and 0 ∈
D ⊆ B, Then, by Lemma 2.5, the set C +D is convex and also open, furthermore 0 ∈ C +D ⊆ A+B.
Therefore, A+B ∈ A, which proves that (A,+) is a semigroup.
To prove that the elements of A are Archimedean, let A ∈ A. Then there exists an open and convex
C ∈ PW (S) such that 0 ∈ C ⊆ A. Define
(14) TC :=
⋃
n∈N
(n ∗ C) ∩ (−n ∗ C).
We prove that TC is a subgroup of G. Let x, y ∈ TC . Then there there exist n,m ∈ N such that x ∈
(n ∗C)∩ (−n ∗C) and y ∈ (m ∗C)∩ (−m ∗C). Using the definition of the ∗multiplication, it follows
that there exist a1, a2, b1, b2 ∈ C and v1, v2, w1, w2 ∈ W such that
x = n · a1 + v1 = −n · a2 − v2, y = m · b1 + w1 = −m · b2 − w2.
By the (n +m)-convexity of C, it follows that here exist c1, c2 ∈ C and u1, u2 ∈ W such that
n · a1 +m · b2 = (n+m) · c1 + u1, n · a2 +m · b1 = (n+m) · c2 + u2.
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Then
x− y = (n · a1 +m · b2) + (v1 + w2) ⊆ (n +m) · c1 + u1 +W ⊆ (n+m) ∗ C,
y − x = (n · a2 +m · b1) + (v2 + w1) ⊆ (n +m) · c2 + u2 +W ⊆ (n+m) ∗ C.
Therefore, x− y ∈ TC , which proves that TC is a subgroup of G. The openness of C implies that n · C
is open for every n ∈ N. Thus, by the convexity of C, we have that n ∗ C is open for every n ∈ N.
Consequently, TC is open and hence, by our assumption, TC is equal to G.
Before proving the further assertions, we show that n ∗ C ⊆ m ∗ C if n ≤ m. Indeed, let u ∈ n ∗ C.
Then, for some c ∈ C and w ∈ W , we have u = n · c + w. If n ≤ m, then, the m-convexity of C and
0 ∈ C yield that there exist d ∈ C and v ∈ W such that n · c+ (m− n) · 0 = n · d+ v. Thus
u = n · c+ (m− n) · 0 + w = m · d+ v + w = m ∗ C,
which verifies n ∗ C ⊆ m ∗ C.
Let U ∈ PW (S) be arbitrary and choose a fixed element u ∈ U . The inclusion u ∈ TC yields, for
some n0 ∈ N, that−u ∈ n0 ∗C. For n ≥ n0, this implies that−u ∈ n∗C ⊆ n∗A. Hence 0 ∈ U +n∗A
holds for all n ≥ n0 which, according to the the first assertion, means that U + n ∗ A is nonnegative for
all n ≥ n0. This proves that A is Archimedean.
(iii) Let B ∈ PW (S) be the sum of a topologically bounded set D ⊆ S and W . Let A ∈ A be fixed.
Then there exists an open convex set C ∈ PW (S) such that 0 ∈ C ⊆ A.
By the topological boundedness ofD, we can find a number n0 such thatD ⊆ n0 ·C. Since 0 ∈ C, this
implies that D ⊆ n · C for all n ≥ n0. By the convexity of C, this yields that D ⊆ n ∗ C. Consequently
B = D +W ⊆ n ∗ C +W = n ∗ C ⊆ n ∗ A,
which proves that B is A-bounded.
(iv) In this part of the proof, we assume that G is a locally convex topological group. Let D ∈ PW (S)
be a topologically closed set. We need to show thatD is theA-closure of itself. The inclusionD ⊆ D+A
trivially holds for all A ∈ A because 0 ∈ A. Assume now that, for some E ∈ PW (S), the inclusion
E ⊆ D + A holds for all A ∈ A. We need to show that E ⊆ D.
Let e ∈ E be arbitray and assume that e 6∈ D, i.e., 0 6∈ e − D. Using that D is topologically closed,
we have that e −D is closed. Hence 0 is an interior point of its complement. Thus there exists an open
convex neighborhoodC0 of zero such that C0∩(e−D) = ∅. We show that then (C0+W )∩(e−D) = ∅.
Indeed, if this not true, then there exist c ∈ C0, w ∈ W and d ∈ D such that c + w = e − d. Then, by
the W -invariance of D, we get c = e − (d + w) ∈ e − D which contradicts C0 ∩ (e − D) = ∅. Then
A := C0 +W is an open convexW -invariant neighborhood of zero which is disjoint from e −D. This
implies that e 6∈ A+D which contradicts that E ⊆ D + A holds for all A ∈ A
Finally, we prove that the addition is A-continuous. Let A ∈ A. We need to show that there exists
B ∈ A such that B +B ⊆ A.
By A ∈ A, there exists a convex neighborhood C ∈ PW (S) of 0 such that C ⊆ A. By the continuity
of the addition inG, there exists a neighborhoodD of 0 such thatD+D ⊆ C. Using the local convexity
of the topology of G, we may assume that D convex. Define B as D + W . Then B is a W -invariant
convex neighborhood of 0, hence B ∈ A, and B+B = (D+W )+ (D+W ) ⊆ C +W ⊆ C ⊆ A. 
Proposition 3.12. Let (G,+) be a topological abelian group such that there is no proper open subgroup
of G. Let W be a wedge and let S be a uniquely divisible subsemigroup of G containing W . Let, for
p ∈ ]0, 1], the set F pW (S) be defined by (7) and define the operations⊕ and⊙ by (8). Then, the following
statements hold.
(i) The set of nonnegative elements of the cornets (F pW (S),⊕,⊙,≤) consists of those W -invariant
functions f such that f(0) = 1 (here 0 denotes the neutral element of G).
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(ii) The cornet (F pW (S),⊕,⊙,≤) has no Archimedean elements for p ∈ ]0, 1[ . On the other hand, the
collection A of those a ∈ F 1W (S) or which there exists an open convex neighborhood C of 0 such
that a|C = 1 is a subsemigroup of the Archimedean elements of (F
1
W (S),⊕,⊙,≤).
(iii) An element f of F 1W (S) is A-bounded if supp(f) := {u ∈ S | f(u) > 0} is covered by the sum of
a topologically bounded subset of S andW .
(iv) If, in addition, G is locally convex, then any upper semicontinuous element of F 1W (S) is also A-
closed and the addition⊕ is A-continuous.
Proof. (i) Let p ∈ ]0, 1]. The unit element of (F pW (S),⊕,⊙,≤) is the characteristic function of W .
Therefore, by definition, an element f ∈ F pW (S) is nonnegative if χW ≤ f which implies that 1 =
χW (0) ≤ f(0), whence f(0) = 1 follows. On the other hand, if f(0) = 1, then W -nondecreasingness
implies of f implies that 1 = f(0) ≤ f(w). Thus χW ≤ f holds.
(ii) Let p ∈ ]0, 1[ . Assume that g ∈ F pW (S) is an Archimedean element of F
p
W (S). Let f : S → [0, 1]
be a constant function with a value p ≤ f(0) < 1. Then f ∈ F pW (S), on the other hand, for all n ∈ N,
(f ⊕ (n⊙ g))(0) = sup
u,v∈S
u+v=0
min
(
f(u), (n⊙ g)(v)
)
≤ f(0) < 1
According to the first assertion of this theorem, f ⊕ (n ⊙ g) is not nonnegative for all n ∈ N, which
shows that g cannot be Archimedean.
Let f, g ∈ A. Then there exist open convex neighborhoods C,D of 0 such that f |C = 1 and g|D = 1.
Then, for x ∈ C +D, we get
(f ⊕ g)(x) = sup
u,v∈S
u+v=x
min
(
f(u), g(v)
)
≥ sup
u∈C,v∈D
u+v=x
min
(
f(u), g(v)
)
= 1.
On the other hand,C+D is an open convex neighborhood of 0 on which f⊕g = 1. Therefore, f⊕g ∈ A.
Now we show that the elements of A are Archimedean in (F 1W (S),⊕,⊙,≤). Let f ∈ A and g ∈
F 1W (S) be arbitrary. We need to show that there exists n0 ∈ N such that (g ⊕ (n⊙ f))(0) = 1 holds for
all n ∈ N. Let 0 < η < 1 be arbitrary and choose u0 ∈ S such that g(u0) ≥ η. Then
(15)
(g ⊕ (n⊙ f))(0) = sup
u,v∈S
u+v=0
min
(
g(u), (n⊙ f)(v)
)
≥ min
(
g(u0), (n⊙ f)(−u0)
)
≥ min
(
η, f(−u0
n
)
)
.
There exists an open convex neighborhood C of 0 such that f |C = 1. Define the set TC by (14), where
the operation ∗ is given by (4). Then, as we have seen it in the proof of Proposition 3.11, TC = G and
n ∗C ⊆ m ∗C holds for n ≤ m. Therefore, there exists n0 ∈ N such that −u0 ∈ n0 ∗C ⊆ n ∗C for all
n ≥ n0. This means that for all n ≥ n0 there exists c ∈ C and w ∈ W such that −u0 = n · c+ w. Thus
−u0
n
= c+ w
n
, which implies that f(−u0
n
) = f(c + w
n
) ≥ f(c) = 1. Therefore, f(−u0
n
) = 1 for n ≥ n0.
Combining this with the inequality (15), we obtain
(g ⊕ (n⊙ f))(0) ≥ min
(
η, f(−u0
n
)
)
= η (n ≥ n0).
Since η was arbitrary, this inequality implies that (g ⊕ (n ⊙ f))(0) = 1, for all n ≥ n0. According to
the first assertion of this theorem, this yields that g ⊕ (n ⊙ f) is a nonnegative element of the cornet
(F 1W (S),⊕,⊙,≤). This proves that f is Archimedean in (F
1
W (S),⊕,⊙,≤).
(iii) Let f be in F 1W (S) such that the support of f is covered by the sum of a topologically bounded
subsetD ⊆ S andW . Let a ∈ A be fixed. We need to show that there exists n0 ∈ N such that f ≤ n⊙ a
if n ≥ n0.
By a ∈ A, there exists an open convex neighborhood C of 0 such that a|C = 1. In view of the
topological boundedness of D, we can find a number n0 such that D ⊆ n0 · C. By the convexity of C
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and 0 ∈ C, this implies that D ⊆ n · C. Consequently,
supp(f) ⊆ D +W ⊆ n · C +W.
Therefore, if u ∈ supp(f), then u
n
∈ C +W for all n ≥ n0. TheW -nondecreasingness of a and a|C = 1
now yield that a
(
u
n
)
= 1 for all n ≥ n0. This implies that f(u) ≤ a
(
u
n
)
= (n ⊙ a)(u) holds for all
u ∈ supp(f) and n ≥ n0. This inequality is obvious for u ∈ S \ supp(f), i.e., if f(u) = 0. Thus, we
have proved that f ≤ n⊙ a holds for all n ≥ n0, which shows that f is A-bounded.
(iv) in this part of the proof, we assume that G is a locally convex topological group. Let f ∈ F 1W (S)
be an upper semicontinuous element. To prove that f is A-closed, we need to show that if g ∈ F 1W (S)
satisfies g ≤ f ⊕ a for all a ∈ A, then g ≤ f .
Let x ∈ S be fixed and ε > 0 be arbitrary. Then, by the upper semicontinuity of f at x, there exists
a neighborhood U of x such that f(u) ≤ f(x) + ε for all u ∈ S ∩ U . Observing that x − U is a
neighborhood of 0, the local convexity of G implies that there exists a convex neighborhood C of 0 such
that C ⊆ x − U , i.e., x − C ⊆ U . Let a := χC+W . Then a is W -nondecreasing and a|C = 1, hence
a ∈ A. Therefore, we have g ≤ f ⊕ a, which implies
g(x) ≤ (f ⊕ a)(x) = sup
u,v∈S
u+v=x
min
(
f(u), a(v)
)
= sup
u∈S, v∈C+W
u+v=x
f(u)
= sup
u∈S∩(x−C−W )
f(u) ≤ sup
u∈S∩(U−W )
f(u) ≤ sup
u∈S∩U
f(u) ≤ f(x) + ε.
Upon taking the limit ε→ 0, the above inequality yields f(x) ≤ g(x), which was to be proved.
Finally, we prove the A-continuity of the operation ⊕. Let a ∈ A. Then there exists a W -invariant
convex neighborhood C of 0 such that a|C = 1. Therefore, χC ≤ a. As we have seen it in the proof of
Proposition 3.11, there exists aW -invariant convex neighborhood B of 0 such that B +B ⊆ C. Then
χB ⊕ χB = Φ(B)⊕ Φ(B) = Φ(B +B) = χB+B ≤ χC ≤ a.
On the other hand χB ∈ A. This completes the proof of the A-continuity of ⊕. 
4. MAIN RESULTS
The following result is the extension of the Rådström Cancellation Theorem to the setting of cornets.
Theorem 4.1. Let (X,+, ∗,) be a cornet and let A be a subsemigroup of X≺ such that the addition
is A-continuous. Let x, y, z ∈ X such that z is A-bounded and y is A-closed and m-convex for some
m ≥ 2. If
(16) x+ z  y + z
holds, then we have x  y.
Proof. Let x, y, z ∈ X such that (16) holds. First, for all n ∈ N, we show that
(17) n · x+ z  n · y + z.
For n = 1, the inequality is equivalent to (16). Assume that (17) holds for n = k ∈ N. Then
(k + 1) · x+ z = k · x+ x+ z  k · y + x+ z  k · y + y + z = (k + 1) · y + z,
which proves that the inequality (17) holds for n = k + 1. This, by the principle of mathematical
induction, completes the proof (17) for all n ∈ N.
The m-convexity of the element y implies that m ∈ Cy, which is closed under multiplication by
Lemma 2.5. Thus, for all k ∈ N,mk ∈ Cy. Using this and the inequality (2), we obtain that
(18) mk ∗ x  mk · x and mk · y = mk ∗ y.
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Combining inequalities (17) and (18), it follows that for all k ∈ N,
(19) mk ∗ x+ z  mk ∗ y + z.
In the final step, assuming the A-boundedness of z, we show that (19) implies x  y + a for all a ∈ A.
Let a ∈ A. Then, using that the addition is A-continuous, we can find b, c ∈ A such that b + c  a.
Then there exists n1 ∈ N such that 0  z+n ∗ b holds for all n1 ≤ n. The element z is A-bounded, thus
we can find n2 ∈ N such that z  n ∗ c holds for all n2 ≤ n. By choosing k so that max(n1, n2) ≤ mk
is satisfied, it follows that
0  z +mk ∗ b and z  mk ∗ c.
then we have
mk ∗ x  mk ∗ x+ z +mk ∗ b  mk ∗ y + z +mk ∗ b
 mk ∗ y +mk ∗ c+mk ∗ b = mk ∗ (y + c+ b)  mk ∗ (y + a).
This inequality implies that
x  y + a
for all a ∈ A. Now, using that y is A-closed, we can conclude that x  y, which is what we wanted to
prove. 
In what follows, we present several applications of the above theorem in the particular cornets de-
scribed in Proposition 2.10, Proposition 2.11, and Proposition 2.12.
Corollary 4.2. Let (G,+) be a locally convex topological abelian group such that there is no proper open
subgroup ofG. LetW be a wedge and let S be a subsemigroup ofG containingW . Let PW (S) denote the
collection of W -invariant subsets of S and define the operations + and ∗ by (4). Let A,B,C ∈ PW (S)
such thatB is covered by the sum of a topologically bounded subset of S andW and C is a topologically
closedm-convex subset of S for somem ≥ 2. Assume that
(20) A+B ⊆ C +B
holds. Then A ⊆ C.
Proof. In view of Proposition 2.12, (PW (S),+, ∗,⊆) is a cornet and the m-convexity of C implies that
C is anm-convex element of this cornet.
Let A denote the collection of thoseW -invariant subsets which contain an open convex neighborhood
of 0. Then, by assertion (ii) of Proposition 3.11, A is a subsemigroup of the Archimedean elements of
(PW (S),+, ∗,⊆). By assertion (iii) of this proposition, we have thatB isA-bounded and by the assertion
(iv), we obtain that the element C is A-closed and the addition is A-continuous.
Therefore, we can apply Theorem 4.1, which shows that the inclusion (20) implies A ⊆ C. 
Corollary 4.3. Let (G,+) be a locally convex topological abelian group such that there is no proper
open subgroup of G. LetW be a wedge and let S be a uniquely divisible subsemigroup of G containing
W . Let the set F 1W (S) be defined by (7) and define the operations ⊕ and ⊙ by (8). Let f, g, h ∈ F
1
W (S)
such that supp(h) is covered by the sum of a topologically bounded subset of S and W and g is upper
semicontinuous andm-quasiconcave for somem ≥ 2. Assume that
(21) f ⊕ h ≤ g ⊕ h
holds. Then f ≤ g.
THE RÅDSTRÖM CANCELLATION THEOREM IN CORNETS 19
Proof. In view of Proposition 2.12, (F 1W (S),⊕,⊙,≤) is a cornet and them-quasiconcavity of g implies
that g is anm-convex element of this cornet.
Let A denote the collection of those a ∈ F 1W (S) for which there exists an open convex neighborhood
C of 0 such that a|C = 1. Then, by assertion (ii) of Proposition 3.12, A is a subsemigroup of the
Archimedean elements of (F 1W (S),⊕,⊙,≤). By assertion (iii) of this proposition, we have that h is
A-bounded and by the assertion (iv), we obtain that the element g is A-closed and the addition ⊕ is
A-continuous.
Therefore, we can apply Theorem 4.1, which shows that the inequality (21) implies f ≤ g. 
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