We develop a general method for computing logarithmic and log-gamma expectations of distributions. As a result, we derive series expansions and integral representations of the entropy for several fundamental distributions, including the Poisson, binomial, beta-binomial, negative binomial, and hypergeometric distributions. Our results also establish connections between the entropy functions and to the Riemann zeta function and its generalizations.
For a wide range of the parameters, binomial-type distributions are approximated by a normal distribution via the central limit theorem. When the variance of these distributions is large (and, for the negative binomial distribution, the order parameter r is large), the entropy is quite accurately estimated by the entropy of a normal distribution with matching variance. For this regime, series expansions for the difference between the entropy and the Gaussian entropy estimate has been derived in several works, including [7] , [4] , [8] , [6] .
However, as the variance decreases, the quality of this approximation deteriorates. In fact, as the variance σ tends to zero, the entropy of a normal distribution, which is 1 2 log(2πeσ 2 ), diverges to −∞, while the actual entropy of the underlying distribution tends to zero. In such cases, a more refined expression for the entropy in terms of a convergent power series or integral expression would correctly capture its behavior.
Our basic result is the following theorem: Theorem 1: Let M (t) be the moment generating function of any (continuous or discrete) distribution with mean µ = M (0), and α > 0 be a parameter. Let 1 Q(z) := M (log(z+1)) be represented by power series Q(z) = 1 + ∞ j=1 q(j)z j . Then, for a random variable X sampled from the distribution given by M , we have the following:
= log Γ(α) + µ log α
where
Proof of the above theorem (which appears in the full version of the article) turns out to be remarkably simple, yet it provides a general and powerful tool for deriving series expansions and integral expressions for the entropy of distributions involving factorial terms in their probability mass functions, a task that may seem elusive by a direct approach. We remark that a similar technique has been employed in [8] (and rediscovered in [10] ) to derive integral expressions for the entropy of Poisson, binomial, and negative binomial distributions. Furthermore, we demonstrate curious examples of connections between the entropy functions via functional transformations as well as connections between them and the Riemann zeta function and its many generalizations. We believe that such connections will stimulate further research towards a full understanding of the entropy of such fundamental distributions as the Poisson, binomial, and related distributions.
Among our results, we show (in Section III, Theorem 2) that the Laplace transform of the entropy of Poisson distribution regarded as a function of the expectation, is equal to
where Φ is the derivative of the polylogarithm function as defined in (9) , and γ ≈ 0.57721 is the Euler-Mascheroni constant. Another example is a connection between the geometric distribution (on 0, 1, . . .) and the Poisson distribution. Letting X Geom denote a geometrically distributed random variable, we show (in (30)) that the logarithmic expectation E[log(X Geom + 1)], as a function of the mean of X Geom , generates the logarithmic difference coefficients c α (j) defined in (6) . Moreover, we express this function in terms of the Laplace transform of the entropy of a Poisson distribution (Section VI, Theorem 5).
In Section II, we study the coefficients defined by (6) in more detail, and the remaining sections summarize our results for each distributions that we study.
II. THE LOGARITHMIC DIFFERENCE COEFFICIENTS c α (j)
The coefficients c α (j) defined in (6) naturally appear in the analytic study of zeta functions (sequences A122214 and A122215). They are essentially the Newton series expansion coefficients of the logarithm function around point α, which is why we call them the logarithmic difference coefficients. We note that the function 1/(j log j) closely approximates c 1 (j).
The coefficients c α (j) have a compact integral representation. When j > 1, it is known that (see the full version for details)
It is worthwhile to understand the generating function for the coefficients c α (j). In order to do so, we start by recalling Lerch transcendent (cf. [5, p. 27 
By taking derivative of the above series with respect to s at s = 0, we obtain the generating function of the logarithmic sequence
and we define Φ (z) :
be the generating function for (c α (j)) ∞ j=0 , where we define c α (0) := 0. Although we may treat the series formally, note that (10) converges when |z| < 1 or z = −1 (since c α (j) is a decreasing sequence for α > 0). Using (8) and the formula for generating function of the binomial transform, we thus have
In this regard, (1) in Theorem 1 can be interpreted as the assertion that the log-gamma expectation E[log Γ(X + α)] − log Γ(α) of any distribution over non-negative reals is the inner product of the power series coefficients of C α (−z) and that of the function Q(z) := M (log(z +1)) derived from the moment generating function (the power series coefficients of Q(z), in turn, are the factorial moments of the distribution). In other words, the Hadamard product of the functions C α (−z) and Q(z) evaluated at z = 1 is equal to E[log Γ(X+α)]−log Γ(α).
III. ENTROPY OF THE POISSON DISTRIBUTION
As the first application of Theorem 1, consider a Poisson distributed random variable X with mean λ, and de-
where we recall the shorthand c(j) := c 1 (j). Note that this expansion is the same as the Newton series expansion of the function log(λ!), with factorial powers of λ replaced by actual powers (which is explained by the fact that the expectation operator for the Poisson distribution turns factorial powers; i.e., j! X j , into actual powers; i.e., λ j ). Since (c(j)) ∞ j=2 is a decreasing sequence, a simple ratio test reveals that the above power series expansion absolutely converges for all λ > 0. Furthermore, observe that the integral expression
can be immediately recovered from (3) in Theorem 1. While we do not know of a representation of the function E Poi (λ) in terms of elementary or natural special functions, we may see that its Laplace transform (which we will revisit later in Section VI) takes an interesting form. LetÊ Poi (z) denote the Laplace transform of E Poi (λ). By the Laplace transform formula for power series (namely, L{λ j } = j!(1/z) j+1 ), and using (12), we may writê
(15) Combined with the Laplace transform of −λ log(λ/e), which is (γ + log z)/z 2 , we conclude the following:
Theorem 2: The Laplace transform of the entropy function H Poi (λ) is given by
where Φ (z) is derivative of the polylogarithm function defined in (9) .
IV. ENTROPY OF THE BINOMIAL DISTRIBUTION Recall that the binomial distribution with parameters n, p is defined by the probability mass function This distribution has mean np, variance np(1−p), and moment generating function (1 − p + pe t ) n . Let X be a random variable distributed according to a binomial distribution with parameters n, p. Similar to the Poisson distribution, the difficulty in computing H(X) is captured by the computation of
and, directly from (16), we can see that
is the binary entropy function.
Using (2), we can immediately write down an integral representation of E Bin (n, p):
so that we have the integral representation of H(X) given by
Now, observe that the function Q(z) in Theorem 1 is Q(z) = (1 − pz) n = ∞ j=0 n j (−pz) j . Therefore, by (1), we have
where (n) j denotes the falling factorial. This gives us the following series expansion for the entropy:
Remark 3: Observe the remarkable similarity between (18) and the analogous quantity E Poi for the Poisson distribution in (12): Indeed, (18) is obtained from (12) by letting λ = np and replacing powers of n with factorial powers of the same order.
V. ENTROPY OF THE BETA-BINOMIAL DISTRIBUTION
A beta-binomial distribution is a generalization of the binomial distribution defined by positive parameters n, α, β (where n is typically an integer) and probability mass function
where B(α, β) = Γ(α)Γ(β)/Γ(α + β) denotes the beta function. The moment generating function for this distribution is M (t) = 2 F 1 (−n, α; α + β; 1 − e t ), where t < log 2 and 2 F 1 denotes the hypergeometric function defined as
and a (j) is the rising factorial. Let X be a random variable with beta distribution defined by parameters n, α, β. We have E[X] = nα/(α + β). Similar to the Poisson and binomial distributions, the difficulty in computing the entropy of a betabinomial distribution lies at the computation of
for a fixed parameter r (which is either 1, α, or β). Using this notation, and noting that the distribution of n − X is given by BBin(k; n, β, α), the entropy can be written as
As before, we may use (2) By (20), the coefficient of z j in the series expansion of Q(z) is equal to (−1) j α (j) (α+β) (j) n j . Therefore, using (1), we obtain the series expansion of E BB (n, α, β, r) as follows:
(22) Observe that, letting p := α/(α + β), if p is fixed while α grows large, the ratio α (j) /(α + β) (j) becomes p j (1 + O(1/α)), and thus, the terms in (22) converge to those in (18) (albeit (18) is written for the special case r = 1). This is consistent with the fact that the binomial distribution is the limiting distribution of the beta-binomial distribution for fixed p as α tends to infinity. Plugging this result into (21), we derive a series expansion for the entropy of beta-binomial distribution:
VI. ENTROPY OF THE NEGATIVE BINOMIAL DISTRIBUTION
Recall that the negative binomial distribution is defined by the probability mass function NBin(k; r, p) = k + r − 1 k p k (1 − p) r , k = 0, 1, . . . , (25) for parameters r > 0 and p ∈ (0, 1), and has mean pr/(1−p). The moment generating function of the distribution is given by M (t) = 1−p 1−pe t r . Let X be a negative binomial random variable with parameters r and p, and define E Bin (r, p, α) := E[log Γ(X + α)]. Using this notation, we may write
Let q := p/(1 − p). We now consider the function Q(z) = M (log(z + 1)), which can be written as
and thus the jth power series coefficient of Q(z) is equal to j+r−1 j q j . We are now ready to apply Theorem 1 and conclude, using (1) , that
(28) Plugging this result into (26), we thus have
Notice that, when r = 1, the above expression reduces to H(X) = h(p)/(1 − p), which is the entropy of a geometric distribution.
Let us now consider the logarithmic expectation of the distribution. Define E NBin (r, p, α) := E[log(X + α)]. Similar to E NBin , we can use (4) to expand E NBin as
When r = 1, this reduces to the logarithmic expectation of a geometric distribution. Let us write
where C α (·) is the generating function of the logarithmic difference coefficients defined in (10) and Φ α is the derivative of the Lerch transcendent (and the polylogarithm for α = 1) defined in (9) . We have thus shown the following characterization of the generating function of the logarithmic difference coefficients:
is the generating function of the coefficients c α (j) defined in (6) . By combining Corollary 4, (11), and (15) , and simple manipulations, we arrive at the following curious result:
where Y is a Poisson-distributed random variable with mean λ. Then, the Laplace transform of E Poi is given by L{E Poi }(z) = 1 z 2 E Geom 1 1+z . In order to derive the integral representation for H(X) given in (33), we may apply Theorem 1 (specifically, (3)) with the 
and thus, plugging the above into (26), we see that
dz.
(33)
VII. ENTROPY OF THE HYPERGEOMETRIC DISTRIBUTION
The hypergeometric distribution is regarded as an analogue of the binomial distribution, with the difference that the Bernoulli trials are performed without replacement. The probability mass function for this distribution is
The distribution contains the binomial distribution (and thus, the Poisson distribution) as a limiting case when the ratio K/N = p is a given success probability and N tends to infinity. The moment generating function is
Thus in this case, the function Q(z) = M (log(z + 1)) is equal to
The factorial moments of the distributions are known to be [12] q(j) = (K)j (n)j (N )j , where (a) b = a b b! denotes the falling factorial. We are now ready to apply Theorem 1 to show that, letting X be drawn from the hypergeometric distribution with probability mass function (34),
Using this, and using the basic symmetries of the distribution, it follows that (see the full version for details)
(−1) j c(j) (N ) j (K) j (n) j + (N − K) j (n) j + (K) j (N − n) j + (N − K) j (N − n) j .
VIII. DISCUSSION
In this work, we developed a general method for deriving series expansions and integral representations for logarithmic and log-gamma expectations of arbitrary distributions. As a result, we obtained entropy expressions for several fundamental distributions, including the Poisson, binomial, beta-binomial, and negative binomial distributions. It is natural to ask whether the technique can be extended to derive clean expressions for the entropy of other distributions. Another natural direction is whether the techniques can be used to obtain clean, general, and high-precision estimates of the entropy functions in terms of elementary functions.
We have also discovered connections between logarithmic expectations of different distributions, and moreover, connections between them and generalizations of the Riemann zeta function via the Laplace transform. An intriguing question is whether such connections with functional transforms can be further developed into a richer theory. Finally, our work calls for a further study and better understanding of the logarithmic difference coefficients c α (j), which are also of interest in the analytic study of zeta functions.
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