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The weak-coupling renormalization group method is an asymptotically exact method to find su-
perconducting instabilities of a lattice model of correlated electrons. Here we extend it to spin-orbit
coupled lattice systems and study the emerging superconducting phases of the Rashba–Hubbard
model. Since Rashba type spin-orbit coupling breaks inversion symmetry, the arising superconduct-
ing phases may be a mixture of spin-singlet and spin-triplet states. We study the two-dimensional
square lattice as a paradigm and discuss the symmetry properties of the arising spin-orbit coupled
superconducting states including helical spin-triplet superconductivity. We also discuss how to best
deal with split energy bands within a method which restricts paired electrons to momenta on the
Fermi surface.
I. INTRODUCTION
The discovery of quantum spin Hall and topological
insulators 1,2 as well as Weyl and Dirac semimetals 3 has
brought spin-orbit coupling (SOC) into the spotlight of
condensed matter research. SOC constitutes the most
crucial ingredient for this rich and diverse family of mate-
rials. Topological superconductivity 4–7 can also be stabi-
lized in spin-orbit coupled metals via proximity induced
superconductivity 8–10; alternatively, it arises as an in-
trinsic many-body instability in correlated electron sys-
tems. The latter requires odd-parity spin-triplet pair-
ing, as realized in the chiral p-wave state with its Ma-
jorana zero modes at defects or sample boundaries 11,12.
SOC is not a requirement for such exotic instabilities,
but today it is apparent that SOC is beneficial for triplet
pairing 13,14. Most of the few candidate materials for
triplet superconductivity contain heavy elements and
thus significant SOC, e.g. Sr2RuO4
15,16, CePt3Si
13,17,
CuxBiSe2
18,19, and most recently UTe2
20. Nonetheless,
the role of spin-orbit coupled superconductivity is sur-
prisingly underrepresented in the literature.
Quite generally, we distinguish between different types
of SOC in solids. ~L · ~S corresponds to centrosymmetric
SOC and it preserves the spin degeneracy of the SOC-
free systems. Rashba and Dresselhaus terms are stem-
ming from the breaking of inversion symmetry and cor-
respond thus to non-centrosymmetric SOC. They break
the spin degeneracy. Material examples of the latter type
include the doped Weyl semimetals WTe2, MoTe2
21,22,
and YPtBi 23–25, as well as the heavy fermion compound
CePt3Si
7,17; these materials are unconventional super-
conductors at sufficiently low temperatures, and CePt3Si
has even been claimed to realize triplet pairing 7,13,17.
There are several notable works in the literature us-
ing various methods to study the effect of Rashba SOC
to correlated electrons and the resulting superconducting
instabilities. In particular, these include a “Shankar RG”
approach 26 for a continuum model 27,28, random phase
approximation (RPA) studies on the square lattice 29,30
as well as work tailored for the materials CePt3Si and
Li2PdxPt3−xB 31. Moreover, there are several works us-
ing Bardeen–Cooper–Schrieffer (BCS) theory for contin-
uum systems 32 and specifically for CePt3Si
33–36. The
common conclusion from these works is that the break-
ing of inversion symmetry due to Rashba SOC causes
mixed singlet-triplet superconducting states to appear.
Furthermore, strong SOC suppresses chiral states, i.e.,
the only topologically nontrivial states that may arise in
the superconducting condensate are helical ones charac-
terized by a Z2 invariant.
In this paper, we study the superconducting states
on the square lattice as a paradigm for 2D systems
in the presence of non-centrosymmetric, i.e., Rashba,
SOC. Considering infinitesimal repulsive interactions al-
lows us to calculate the arising superconducting insta-
bilities exactly using the weak coupling renormalization
group (WCRG) approach 37–44. We choose this method
since it poses several advantages: firstly, the results are
asymptotically exact in the limit of vanishing interaction.
Secondly, compared to mean field methods, we obtain
the resulting superconducting instabilities in an unbiased
way, i.e., without assumptions on their properties. This
is particularly advantageous here, since breaking of in-
version symmetry 7 may lead to mixed singlet and triplet
states, which yields a large variety of possible pairing
states. Thirdly, compared to functional renormalization
group methods, which work also at finite interactions, the
WCRG is computationally very efficient. Especially the
doubling of the number of bands due to the Rashba SOC
demands a very efficient method to make the numerical
integrations feasible.
The paper is organized as follows: In Sec. II, we give
a description of how Rashba SOC is implemented in the
WCRG framework and what kind of mixed supercon-
ducting instabilities one can generally expect to find on
the square lattice. In Sec. III we study the competing
superconducting pairing channels of the square lattice
Rashba-Hubbard model, followed by a thorough discus-
sion on how to interpret the results and an outlook in
Sec. IV. Sec. V contains the paper’s conclusion, followed
by four appendices with further details.
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II. MODEL AND METHOD
A. Hamiltonian and Bandstructure
We consider the Hubbard Hamiltonian including SOC
in the form of an additive Rashba term, HR. For simplic-
ity, we restrict ourselves to systems where there is only
one orbital per unit cell. The Hamiltonian can be written
as
H = H0 +Hint +HR (1)
with
H0 =
∑
i,j
∑
σ
tijc
†
iσcjσ , (2)
Hint =
∑
i
∑
σ,σ′
U0,σσ′c
†
iσc
†
iσ′ciσ′ciσ , (3)
HR =
∑
i,j
∑
σ,σ′
i αR tij c
†
iσcjσ′ (~σ × ~rij)z,σσ′ , (4)
where ciσ is the annihilation operator of an electron with
spin σ at lattice site i. The hopping amplitude is de-
noted by tij ; throughout the paper we only consider
tij ≡ t1 (tij ≡ t2) for i and j being nearest (next-nearest)
neighbors. U0 denotes the onsite interaction strength,
αR the dimensionless strength of Rashba SOC, ~σ is the
vector of Pauli matrices and ~rij measures the distance
between sites i and j. The Fourier transform of the non-
interacting part,
H0 +HR =
∑
k
(c†k↑, c
†
k↓) hˆ(k)
(
ck↑
ck↓
)
, (5)
yields the Bloch matrix hˆ,
hˆ = γνσ
ν , ν ∈ {0, x, y, z} , (6)
where k denotes the momentum vector (kx, ky, kz)
T . In
Eq. (6) we used the 4-vector notation and γ0(k) is the
energy spectrum without SOC.
The full energy spectrum E(k, ζ) of the non-interacting
system is readily obtained by diagonalizing hˆ via unitary
transformation,
ξ(k) = Uˆ†(k) hˆ(k) Uˆ(k) =
(
E(k,−) 0
0 E(k,+)
)
, (7)
E(k, ζ) = γ0(k) + ζ|~γ(k)| . (8)
The unitary matrix Uˆ(k) has the eigenvectors, ~v(k, ζ), of
hˆ(k) as column vectors, which are given by
~v(k, ζ) =
1√
2
(
θζ(k)
ζeiφkθ−ζ(k)
)
(9)
with
θζ(k) =
√
1 + ζγz/|~γ| , eiφk = γx + iγy√
γ2x + γ
2
y
. (10)
The diagonalization effectively transforms from spin to
helicity basis, with helicity quantum numbers ζ = ±1.
Until now the results are general for any 2 × 2 Bloch
matrix, since any Hermitian matrix can be written as
Eq. (6). Considering Rashba SOC, Eqs. (4) and (6) result
in
~γ(k) ≡(γx, γy, γz)T = −αR(zˆ ×∇)γ0(k) (11)
and
hˆ =
 γ0 αR[ ∂γ0∂ky + i ∂γ0∂kx ]
αR
[
∂γ0
∂ky
− i ∂γ0∂kx
]
γ0
 . (12)
In particular, it follows that γz = 0 leading to θζ = 1
which is a consequence of time-reversal symmetry and
invariance under pi rotations around zˆ (see App. A).
B. Weak Coupling RG
We employ the WCRG method to find the leading su-
perconducting instability in the Hubbard model in the
presence of SOC. This method has been discussed in
great detail for fermions without spin mixing before 37–39,
so only a brief summary is given here, but we point out
important differences which arise when one includes spin
mixing effects such as spin-orbit coupling. Note that in
the following we limit ourselves to systems where the spin
degeneracy has been lifted, which is achieved for exam-
ple by Rashba SOC. Furthermore, we assume that time
reversal symmetry is conserved. This offers a major sim-
plification: we do not need to consider the spin degree of
freedom for the electron states, as this is fixed already by
the weak coupling nature of the method. For example,
if we consider a scattering process of two electrons that
contributes to the Cooper channel in the weak coupling
regime, their initial momenta have to be opposite and
both on the Fermi surface, i.e., the electrons have to be
initially in the same band. Since each band has only one
spin polarization per momentum, there is no freedom in
choosing the spin of the scattering particles, it is dictated
by the helicity of the band:[
k, σ
−k, σ′
]
⇒
[
k, ζ
−k, ζ
]
. (13)
In the following, we use the short notation for momen-
tum and helicity,
1 ≡ k1, ζ1 , 1¯ ≡ −k1, ζ1 . (14)
The important quantity for calculating the supercon-
ducting instabilities in the WCRG method is the two-
particle vertex Γ in the Cooper channel. Since the
method explicitly demands weak coupling, we expand Γ
in orders of the local electron-electron interaction, U0, up
to second order,
Γ(2, 1) =U0Γ
(1)(2, 1) + U20 Γ
(2)(2, 1) + . . . (15)
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FIG. 1. Feynman diagrams representing all topologically dis-
tinct second order contributions to the two-particle vertex
function for spinful fermions 26. For details see main text and
App. B.
The first order, Γ(1), is given by 27
Γ(1)(2, 1) =M(22¯1¯1) = ζ2ζ1e
i(φk2−φk1 ) , (16)
where the last equality stems from the specific system
outlined above, and the factor M reads
M(4321) = 〈~v(4), ~v(1)〉〈~v(3), ~v(2)〉
− 〈~v(4), ~v(2)〉〈~v(3), ~v(1)〉 . (17)
The complex scalar product is herein denoted as 〈·, ·〉.
The second order, Γ(2), splits into three topologically dis-
tinct parts 26,27,
Γ(2) =
1
2
ΓBCS + ΓZS + ΓZS′ . (18)
The first contribution is referred to as BCS diagram
and the other two contributions to zero sound (ZS) dia-
grams 26; the vertices are given by
ΓBCS(2, 1) =−
∫
3
M(22¯3¯3)M(33¯1¯1)Xpp(3)
=− ζ1ζ2ei(φk2−φk1 )ρ ln
(A

)
, (19)
ΓZS(2, 1) =
∫
3′
M(2¯431)M(2341¯)Xph(3, 4) , (20)
ΓZS′(2, 1) =−
∫
3′
M(24′31)M(2¯34′1¯)Xph(3, 4′)
=− ΓZS(2¯, 1) , (21)
for which the respective Feynman diagrams are shown in
Fig. 1. Note that we are showing here the diagrams used
in the review by Shankar 26. We note that these diagrams
seem to be different from those previously introduced in
Ref. 37; the relationship between the diagrams in Fig. 1
and in Ref. 37 is explained in App. B.
Momentum conservation yields 4 ≡ k1 +k2 +k3, ζ4 and
4′ ≡ k1 − k2 + k3, ζ4. ρ = ρ+ + ρ− is the total density of
states (DOS) at the Fermi level. The short notations for
the integrals are∫
3
≡
∑
ζ3
∫
dk23
(2pi)2
,
∫
3′
≡
∑
ζ4
∫
3
. (22)
Xph (Xpp) denotes the integrands of the static particle-
hole susceptibility χph (static particle-particle suscepti-
bility χpp),
χph(~k4 − ~k3) = −
∫
3′
Xph(3, 4) , (23)
Xph(3, 4) =
f(E(3))− f(E(4))
E(3)− E(4) , (24)
χpp() =
∫
3,|E|>
Xpp(3) , (25)
Xpp(3) = − 1− 2f(E(3))
2E(3)
. (26)
Here f(E) is the Fermi distribution. ΓBCS is the only
diagramm in second order showing a logarithmic diver-
gence. As derived in previous works 27,37,39, for repulsive
interactions, U0 > 0, the superconducting instabilities
can be obtained from the non-divergent parts of the full
vertex. This is seen with the help of the β-function of
the RG method,
β (Γ(2, 1)) =
δΓ(2, 1)
δ ln(0/)
= −
∫
3ˆ
Γ(2, 3ˆ)Γ(3ˆ, 1) , (27)
where the hat denotes momenta at the Fermi level. In
second order in U0, the non-diverging parts of Γ are ΓZS
and ΓZS′ . Thus, all we need to calculate is
Γ(2)(2, 1) ≈ΓZS(2, 1) + ΓZS′(2, 1) (28)
= ΓZS(2, 1)− ΓZS(2¯, 1) (29)
where the second line is an explicit antisymmetrisation.
When dealing with fermions without spin mixing, as done
in Refs. 37 and 39, we neglect the spin part of the full
vertex. That is, Γ can be symmetric (spin-singlet Cooper
pairs) or antisymmetric (spin-triplet Cooper pairs), since
we only work with the momentum-space part of Γ and
treat the spin-space part only implicitly. Here, however,
we have to explicitly include spin because of the spin-
orbit coupling, and the full fermionic vertex function has
to be antisymmetric, which is reflected in Eq. (29).
As first pointed out by Anderson 45 and later by
Sergienko and Curnoe 33, if spin is not a good quantum
number we have to ensure that the two particle scattering
processes that are considered in Γ are between time re-
versal partners. The vertex, where for the incoming and
outgoing electron pairs the two electrons are restricted
to be time-reversal partners, will be called Γ(T ), which
differs from Γ by a momentum and helicity dependant
phase which is odd in momentum 33,
Γ(2, 1) = eiϕ(2,1) Γ(T )(2, 1) , (30)
eiϕ(2¯,1) = eiϕ(2,1¯) = −eiϕ(2,1) = −eiϕ(2¯,1¯) , (31)
implying that Γ(T ) must be even in momentum. In gen-
eral, the total phase factor can be written as the product
3
of two phase factors, each depending only on the momen-
tum and helicity of the incoming and outgoing electrons,
respectively, i.e.,
eiϕ(2,1) = t∗(2) t(1) . (32)
Computing the time reversal conjugate of the annihi-
lation operators explicitly, i.e., Tc†(1) = t(1)c†(1¯) [c.f.
App. C], for the system discussed in Sec. II A we obtain
the phase factor as 33
t(1) = −ζ1e−iφk1 . (33)
Eqs. (16), (32), and (33) thus yield
Γ(1)(T )(2, 1) = 1 . (34)
We thus find that the first order contribution only sup-
presses the isotropic s-wave superconductivity, as it hap-
pens for the single-orbital case without Rashba SOC 37,39.
The effective interaction of the leading superconduct-
ing instability, Ueff = ρλmin, and the corresponding form
factor of the superconducting order parameter, ψmin, are
then obtained by the eigenvalue equation∫
1ˆ
g(T )(2ˆ, 1ˆ)ψ(T )ν (1ˆ) = λνψ
(T )
ν (2ˆ) , (35)
where λmin denotes the most negative eigenvalue of all
λν . The resulting effective interaction is then related to
the critical temperature by
Tc ∼ e−1/|λmin| = e−1/ρ|Ueff | . (36)
An analogous relationship to Eqs. (30) and (32) holds
for the eigenvectors,
ψν(1) = t(1)ψ
(T )
ν (1) . (37)
The eigenvalue equation (35) is formulated for the scaled
vertex,
g(T )(2ˆ, 1ˆ) :=S(2ˆ, 1ˆ)Γ(T )(2ˆ, 1ˆ) , (38)
where S(2, 1) is a momentum dependent scaling factor
that depends only on the specific band structure 37,39.
Note that each ψ
(T )
ν has to transform according to an
even irreducible representation (i.e., the basis functions
are even in momentum) of the symmetry group of the
lattice, since Γ is even in momentum.
The matrix of superconducting order parameters in
spin space is obtained from the result in helicity space,
ψ(k, ζ), by the transformation
∆ˆ(k) ≡
(
ψ(k, ↑↑) ψ(k, ↑↓)
ψ(k, ↓↑) ψ(k, ↓↓)
)
= Uˆ(k)
(
ψ(k,−) 0
0 ψ(k,+)
)
UˆT (−k) , (39)
where UˆT is the transpose of Uˆ . Note that ψ(k, ζ) ∝
〈bkζb−kζ〉 denotes the superconducting order parameter
in helicity basis, while ψ(k, ss′) ∝ 〈cksc−ks′〉 is the cor-
responding object in spin basis. The relation of the
fermionic operators is given by(
ck↑
ck↓
)
= Uˆ(k)
(
bk−
bk+
)
. (40)
Furthermore, we assumed here that we know ψ(k, ζ) for
any momentum k, while in reality we only have access to
the projection onto the Fermi surface, ψ(kˆ, ζ). This issue
will be addressed later. From Eq. (39), the particular
elements of ∆ˆ(k) are given by
ψ(k, ss′) =
∑
ζ
vs(k, ζ)vs′(−k, ζ)ψ(k, ζ)
=
∑
ζ
vs(k, ζ)vs′(−k, ζ)t(k, ζ)ψ(T )(k, ζ) (41)
=
∑
ζ
1
2
([
σ0 + ζγˆ(k) · ~σ
]
iσy
)
ss′
ψ(T )(k, ζ)
where γˆ = ~γ/|~γ|. The d-vector, which is defined by
∆ˆ(k) = (dνσ
ν)iσy =
(−dx + idy d0 + dz
−d0 + dz dx + idy
)
, (42)
is then obtained as 46,47
d0(k) =
1
2
[
ψ(T )(k,+) + ψ(T )(k,−)] , (43)
~d(k) =
1
2
γˆ(k)
[
ψ(T )(k,+)− ψ(T )(k,−)] . (44)
Eq. (44) reflects the result that ~d tends to be parallel
to γˆ, as long as the band splitting due to the Rashba
SOC is larger than the superconducting gap, or in other
words, αRt1 > kBTc
34,35,47,48. Since the WCRG works
at infinitesimal coupling, and in turn the SC gap is
infinitesimally small as well, every finite value for αR
will result in ~d ‖ γˆ. With other words, the regime
where αRt1 < kBTc is not accessible within WCRG. This
arises from the fact that we only consider Cooper pairs
formed by electrons with opposite momentum, which
must, hence, be from the same band, i.e., contributions
like ψ(k,+−) ∝ 〈bk+bk−〉 are strictly zero.
It is important to note here that because inversion sym-
metry is broken by the Rashba SOC, the superconduct-
ing state can be a mix of singlet and triplet states 32,46,47.
Furthermore, the order parameter matrix in spin space
is not unitary anymore 47, i.e.,
∆ˆ∆ˆ† = dνdν∗σ0 + (d0 ~d∗ + d∗0 ~d) · ~σ . (45)
For the specific system studied here, the Rashba SOC
term enforces a specific structure on the d-vector. In par-
ticular, it yields dz = 0, since γz = 0, and consequently
there are no triplet states with zero total spin. Before we
apply this theory to the model Eq. (1) and present the
results, we will discuss an example to demonstrate the
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implications from the above equations. Let us consider
the simplest case of a pure triplet state, which is given by
ψ(T )(k,−) = −ψ(T )(k,+) = ψ0. It becomes immediately
apparent from Eq. (43) that d0 = 0, i.e., we have indeed
a pure triplet state. Now, if we consider the square lat-
tice with nearest neighbor hopping and Rashba SOC, we
have
γ0(k) =− 2t1[cos(kx) + cos(ky)] , (46)
γx(k) = + 2t1αR sin(ky) , (47)
γy(k) =− 2t1αR sin(kx) , (48)
and thus
ψ(k, ↑↑) = + ψ0 sin(ky) + i sin(kx)√
sin2(kx) + sin
2(ky)
, (49)
ψ(k, ↓↓) =− ψ0 sin(ky)− i sin(kx)√
sin2(kx) + sin
2(ky)
. (50)
This is, up to phase factors, a p + ip-wave for Cooper
pairs with spin 1 and a p − ip-wave for those with spin
−1. That is, the superconducting quasi particles with
spin up have an edge mode that propagates in one direc-
tion, whereas the ones with spin down propagate in the
opposite direction, and thus preserve time-reversal sym-
metry. We can conclude from this consideration that the
Rashba SOC term enforces the appearing triplet states
to be helical, and forbids chiral states to appear.
More generally, we can see which mixed states can be
expected to appear. Eqs. (30) and (31) state that the
vertex function using time reversal partners has to be
even in momentum, which means that its eigenfunctions,
ψ(T )(k, ζ), have to transform according to an even irre-
ducible representation (irrep) of the symmetry group of
the lattice. Hence, on the square lattice, available irreps
are A1, A2, B1, and B2, which correspond in terms of
lowest order lattice harmonics to (extended) s-, g-, d-,
and d′-wave, respectively. Multiplying ~γ to those func-
tions to obtain the d-vector, as done above, leads to the
TABLE I. List of low order lattice harmonics for each irre-
ducible representation of the point group D4.
irrep label base function
A1 s 1
A1 ext. s cos(kx) + cos(ky)
A2 g sin(kx) sin(ky)(cos(kx)− cos(ky))
B1 d ≡ dx2−y2 cos(kx)− cos(ky)
B2 d
′ ≡ dxy sin(kx) sin(ky)
E p {sin(kx), sin(ky)}
E ext. p {sin(kx), sin(ky)}(cos(kx) + cos(ky))
E f
{sin(kx)(cos(kx)− cos(ky)),
sin(ky)(cos(kx)− cos(ky))}
following mixed singlet-triplet states:
A1 : s+ p
A2 : g + f
B1 : d+ f
B2 : d
′ + p
(51)
where the first term denotes the symmetry of the singlet
component (s, d, and g) and the second one the helical
triplet component (p and f). The latter can be explicitly
expressed as
p : ψ(k, ↑↑) =ˆ p+ ip , ψ(k, ↓↓) =ˆ p− ip , (52)
and similar for the f -wave. Note that p-wave might cor-
respond both to standard and extended p-wave. A list of
base functions for some low order harmonics is given in
Tab. I.
Finally, we are left with a technical problem: we know
the form factor, ψ(k, ζ), only for momenta on the Fermi
surface, i.e., ψ(kˆ, ζ). However, to calculate the d-vector
for any given momentum k, Eqs. (43) and (44) demands
the formfactor of both helicities, i.e., bands, at the same
momentum k, one of which cannot be on the Fermi sur-
face. To solve this problem, we extend the form factor
to the whole Brillouin zone by fitting a set of lattice har-
monics to the respective Fermi surfaces (details on the
fitting process are given in App. D).
III. RESULTS
We study the square lattice with nearest and next
nearest neighbor hopping (t1 and t2, respectively), re-
pulsive onsite interaction (U0), and Rashba SOC (αRt1
and αRt2, respectively). The bandstructure of the non-
interacting system is thus given by
E(kζ) = γ0 + ζ
√
γ2x + γ
2
y (53)
with
γ0 =− 2t1
[
cos(kx) + cos(ky)
]− 4t2 cos(kx) cos(ky) ,
γx = + αR
[
2t1 sin(ky) + 4t2 cos(kx) sin(ky)
]
,
γy =− αR
[
2t1 sin(kx) + 4t2 sin(kx) cos(ky)
]
.
The DOS, ρ, of the system for next-nearest neighbor
hopping t2 = 0 and t2 = −0.3 is shown in Fig. 2. In both
cases the van-Hove singularity splits into two, one for
each helicity. The singularities appear at different values
for the filling, nvH,ζ , for non-zero SOC, given by
nvH,ζ =
∫ µvH,ζ
−∞
ρ(ε)dε , (54)
µvH,ζ = ζ · 2t1
(
1−
√
1 + α2R
)
+ 4t2
√
1 + α2R , (55)
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FIG. 2. Density of states (DOS) of the square lattice with
Rashba SOC as a function of filling n, for different strengths
of the SOC, αR. The second neighbor hopping is given by
t2/t1 = 0 (left) and t2/t1 = −0.3 (right).
for ζ = ±1. Note that Eq. (55) is only valid for |t2| ≤
0.5|t1|. The difference between nvH,+ and nvH,− increases
with αR, as shown in Fig. 2.
We will discuss the leading superconducting instabili-
ties obtained within the WCRG method as a function of
band filling, n, and for different strengths of the Rashba
SOC, αR ∈ {0, 0.01, 0.1, 0.2, 0.35, 0.5}. The main differ-
ence between this analysis with and without Rashba SOC
is that in the former case we find the leading instability
in helicity space and need to transform this result back
to spin space. In the following we will first give a simple
example to demonstrate how the resulting form factor
obtained in helicity basis, ψ(k, ζ), relates to the d-vector
in spin basis. We assume that we have a pure dx2−y2 as
the form factor on both Fermi surfaces, i.e.,
ψ(T )(k,+) = c+[cos(kx)− cos(ky)] , (56)
ψ(T )(k,−) = c−[cos(kx)− cos(ky)] . (57)
Note that both ψ’s are even functions in momentum.
However, we still have the freedom to choose different
values for the prefactors c±, and this freedom is exactly
what enables us to obtain triplet states, which are odd in
momentum, as given by Eq. (44). Varying c+ smoothly
from the value of c− to −c− thus yields a transition be-
tween a pure singlet state (dx2−y2-wave) at c+ = c− to
a pure triplet state (helical f -wave) at c+ = −c−, which
is shown in Fig. 3. For c+ 6= ±c−, we have a mixed state
with singlet and triplet components.
We evaluate the triplet contribution, η, to the full state
by calculating the average over the Brillouin zone
η ≡
∫
BZ
d2k
(2pi)2
(
|dx(k)|2 + |dy(k)|2
)
∫
BZ
d2k
(2pi)2
(
|d0(k)|2 + |dx(k)|2 + |dy(k)|2
) . (58)
By construction, 0 ≤ η ≤ 1. The triplet contribution to
the state described in Eqs. (56) and (57) as a function of
c+/c− is shown in Fig. 4.
If superconductivity only occurs on one of the two
Fermi surfaces, i.e., c+ = 0 or c− = 0, we obtain a state
which is half singlet and half triplet (η = 0.5) as shown
in the middle row of Fig. 3.
FIG. 3. Transition from pure dx2−y2 -wave to pure helical
f -wave. This is done by setting ψ(T )(k, ζ) = cζ [cos(kx) −
cos(ky)] and varying from c+ = c− (top row) via c+ = 0
(middle row) to c+ = −c− (bottom row).
It is important to note here that η just serves as an
estimation for the ratio of singlet and triplet contribu-
tions to the full superconducting order parameter, since
the denominator in Eq. (58) does not correspond to the
full contribution of ∆ˆ∆ˆ† given in Eq. (45); it is, however,
a good approximation.
We further note that the results from the WCRG often
require some higher harmonics to provide a good fit to
the superconducting form factor instead of a single lattice
harmonic. Higher lattice harmonics can play a non-trivial
role. Usually, this does not change the physics qualita-
tively, but the technical details become more involved
0
0.2
0.4
0.6
0.8
1
-1 -0.5 0 0.5 1
h
c+/c_
FIG. 4. Triplet contribution, η, to the state described in
Eqs. (56) and (57) as a function of c+/c−.
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FIG. 5. (a) Ueff as function of band filling, n, for different SOC strengths, αR. (b)-(f) Superconducting phase diagrams for
selected values of αR. In addition to Ueff vs. n, the symmetry of the leading instability is shown. The shaded region indicates
the triplet contribution, η Ueff , to the full order parameter, whereas the pure ratio η is shown below the panels. The van-Hove
singularities are indicated by dashed lines.
(see App. D).
Now we have all the tools at hand to discuss the re-
sults obtained by solving Hamiltonian (1). The resulting
effective interactions, Ueff , for t2 = 0 and as a function
of filling n are shown in Fig. 5 for several relevant val-
ues in the range 0 ≤ αR ≤ 0.5. Firstly, we see that the
overall effective interaction does not change much with
increasing spin-orbit coupling [panel (a)]. Two notable
exceptions can be observed: 1) above the van-Hove sin-
gularity, which moves to lower fillings as αR increases (c.f.
Eqs. (54), (55) and Fig. 2), one observes a decrease of Ueff
for increasing SOC. This decrease stems from the accom-
panied sharp decrease of the DOS as a function of αR in
this region. 2) for fillings in the range n ∈ [0.62, 0.85] one
also observes a slight decrease of Ueff with increasing αR.
In panels (b)–(f) of Fig. 5 we show the phase diagrams
for individual values of αR. In particular, panel (b) cor-
responds to the spin-orbit-free case, αR = 0 [see Refs. 37
and 39]. The singlet part of the superconducting conden-
sate is shown in white while the triplet part, ηUeff defined
in Eq.(58), is shown as a shaded area. Moreover, we show
the mixing ratio of singlet and triplet states, η, separately
in the small panels below the main panels (b)–(f). We
note that mixing is forbidden for αR = 0 (panel (b)), and
here η can only take the values 0 (singlet) or 1 (triplet).
The phase diagram for αR = 0 contains spin-singlet dxy-
wave order for small n. Then there is a small intermedi-
ate spin-triplet phase for 0.54 ≤ n ≤ 0.59 with px + ipy-
wave order, followed by another spin-singlet phase with
dx2−y2-wave order up to van Hove filling n = 1.
Turning on Rashba SOC αR allows for mixing of singlet
and triplet phases. Panel (c) of Fig. 5 shows results for
αR = 0.1 (being representative for the entire range 0 <
αR ≤ 0.1) where only small tripet contributions with p-
wave symmetry are mixed into the dxy-wave order for
small n. The chiral p-wave phase for 0.54 ≤ n ≤ 0.59
present at αR = 0 is absent, the reason for which we will
explain below in detail. Thus we are left with two phases
with dominant but different d-wave symmetries. In panel
(d) we show αR = 0.2: while the original structure of the
αR = 0 phase diagram is still visible, now significant
triplet contributions are mixed into the singlet phases
and small singlet contributions into the triplet phase. We
note that the mixing ratio η, shown below the main panel,
takes arbitrary values between 0 and 1, as expected. The
mixed condensates realized for αR = 0.2 correspond to
d′ + p, s + p and d + f (c.f. Eq. (51)). Note that the
s+ p phase, which corresponds to the chiral p+ ip phase
for αR = 0, is not only mixed with a singlet s-wave,
but also the triplet part changes to a helical p-wave, for
the reasons outlined above. Panel (e) shows αR = 0.35
where the mixing of singlet and triplet phases dominates
but also the deformation of the FSs due to Rashba SOC
has altered the structure of the αR = 0 phase diagram
at small n. Finally, αR = 0.5 is shown in Fig. 5 (f): here
we find many small phases with different singlet-triplet
mixtures. In contrast to smaller values of αR, here we
also detect g-wave order with small f -wave contributions.
Furthermore, we can see from Fig. 5 that for extended
regions the ratio η tends to stay away from 0 or 1 with in-
creasing αR, i.e., the mixing of singlet and triplet states
becomes more pronounced for stronger spin-orbit cou-
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FIG. 6. For non-zero SOC the d-vector is shown in the form
of contour plots in the Brillouin zone for three relevant values
of n and selected values of αR.
pling. In the region n ≈ [0.65, 0.83], however, η increases
at first, until αR = 0.35, and then decreases again for
αR = 0.5. Hence, there is an optimal value for αR for
maximising the triplet contribution to the dominant sin-
glet state in this region.
In addition to Ueff and the singlet triplet mixture in
Fig. 5, we show in Fig. 6 representative d-vectors as con-
tour plots corresponding to the three different fillings
n = 0.44, 0.55, 0.9 and to different values of αR. The
contour plots reveal the symmetry of the irreps, associ-
ated with the leading instability, in the Brillouin zone.
As mentioned before, for αR = 0 the mixing of singlet
and triplet states is forbidden, i.e., η ≡ 0 (singlet) or
η ≡ 1 (triplet). As we can see in Fig. 5 (c), ηUeff tends
to zero everywhere in the limit αR → 0, i.e., to the spin-
orbit-free case. An exception is observed in the region
where the pure triplet state is found in the absence of
SOC (n ≈ [0.54, 0.59], indicated by the shaded area in
Fig. 5 (b)).
Here ηUeff is not approaching Ueff for small values
of αR. Fig. 5 (c), but also other results in the regime
0 < αR ≤ 0.1 (not shown here) show the suppression of
the triplet p-wave phase. This discrepancy has a simple
explanation: in the mentioned regime we find a (near-)
degeneracy of two or even three superconducting insta-
bilities. Minimal deformations of the FS, as caused by
small changes of αR, let these almost degenerate insta-
bilities change their ordering. In a previous work, we
have shown that even the numerical resolution for evalu-
ating the integrals affects which of the nearly-degenerate
instabilities wins [see Sec. IV in Ref. 39]. In Fig. 7 we
plot the leading and subleading instabilities for different
values of αR in the region n = [0.45, 0.58]. This almost-
degeneracy persists even for larger values of αR, and we
find that in the regime 0.01 ≤ αR ≤ 0.15 the triplet state
swaps position with another state which is of pure sin-
glet type. The solid lines indicating Ueff of the compet-
ing pairing channels are extremely close together (note
0.45                0.50                0.55      0.58
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n
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FIG. 7. Ueff as function of band filling, n, for different SOC-
strength, αR, in the region n ∈ [0.45, 0.58], where the d- and
p-wave dominant solutions are almost degenerate. Partially,
also an extended s-wave singlet state is competing with the
former two. In the presence of SOC, d (p) becomes a d + p
(s + p) mixture. The shaded region (both in red and black)
indicates the triplet contribution, η Ueff , to the full order pa-
rameter. It is apparent that the almost-degeneracy between
the d- and p- waves in this region persists even for strong
spin-orbit coupling.
the logarithmic scale), which causes the abrupt changes
from singlet to triplet states or vice versa. For instance,
for αR = 0 [panel (a)] there is a pure singlet state with
dxy-wave order (shown in black) competing with a pure
triplet state with p-wave order (shown in red), leading to
the phase diagram Fig. 5 (b). For αR = 0.01, there are
even three competing instabilities, two pure singlet states
with dxy-wave and extended s-wave order and the previ-
ously mentioned triplet state with p-wave order. While
the p-wave state wins for αR = 0, it looses by a hair-split
for αR = 0.01 and 0.1 [c.f. Fig. 5 (c)]. Similarly, up to
quite large SOC αR = 0.35 one can observe this almost
perfect degeneracy.
Three comments are in order: (i) this issue of nearly-
degenerate states and competing pairing channels is not
8
specific to the presence of Rashba SOC, but a rather
generic problem. (ii) in fact, “almost-degeneracies” are
not a problem but rather a feature: if such degeneracies
are sufficiently robust, they can lead to two-component
order parameters. For instance, when a dxy-wave and
another dx2−y2-wave state on the square lattice become
(almost) degenerate, they can form complex superposi-
tions of the type d + id, resulting in chiral, topologi-
cal superconductivity. In the present example, even a
highly exotic three-component order parameter of the
type dxy + αpx + βpy is possible (with α, β complex
constants). (iii) we emphasize that these results were ob-
tained in the weak coupling regime; whether or not such
near-degeneracies are stable upon increasing Coulomb in-
teractions is less clear and requires further investigations
on a case-by-case basis using other methods.
In summary, the investigation of the nearest-neighbor
square lattice Hubbard model in the presence of Rashba
SOC – being the most paradigmatic lattice model to
study – reveals already a rich phenomenology. We note
that the overall amplitude Ueff and thus the critical tran-
sition temperature Tc hardly changes with varying αR.
Spin-singlet superconducting phases, which dominate the
phase diagram in the absence of SOC, mix with spin-
triplet states as αR increases. We emphasize that the
increase of triplet contribution is non-monotonic in αR
and an optimal value for maximizing triplet contribu-
tions exists.
IV. DISCUSSION
In this section, we discuss the following four aspects
of our work: (i) we benchmark to results in the litera-
ture; (ii) we briefly discuss the experimental relevance;
(iii) we address the interesting topic of topological phase
transitions; (iv) we give an outlook what to expect when
considering other lattices.
Let us consider non-zero t2 in order to study the ef-
fect of longer ranged hopping on the mixed singlet-triplet
states. For the sake of benchmarking and comparing with
results in the literature 30, we choose the bandstructure
parameters to be
t2/t1 = −0.3, αR = 0.5 . (59)
In Ref. 30 the very same model was investigated by virtue
of random phase approximation. According to Eq. (54),
the van Hove singularities are located at nvH,1 ≈ 0.642
and nvH,2 ≈ 0.874. The results for Ueff and η are shown
in Fig. 8.
In agreement with Greco and Schnyder 30, we find a
strong peak of f -wave around the first van Hove singu-
larity, nvH,1. For lower fillings, until n = 0.6, we find an
almost pure helical f -wave state, which gets than grad-
ually mixed with g-wave (not considered in Ref. 30) for
decreasing filling, where the f -wave contribution becomes
negligible for n < 0.5. Above the van Hove singularity,
g
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FIG. 8. Ueff as function of band filling, n, for t2/t1 = −0.3
and αR = 0.5, in the region n ∈ [0.4, 1]. The shaded region
indicates the triplet contribution, η Ueff , to the full order pa-
rameter. In the lower panel we plot η as a function of filling
n. The van Hove singularities, nvH, are indicated as dashed
lines. For n < 0.6 we find a mix of g- and helical f -wave, for
fillings 0.6 < n < 0.624 almost pure helical f -wave, and for
n > 0.624 a mix of dx2−y2 and helical f -wave.
n > nvH,1, the f -wave gets gradually mixed with dx2−y2-
wave, starting from equal contributions from both, f -
and d-wave right above nvH,1 to almost pure dx2−y2-
wave at n ≈ 0.832. Starting from this point of a pure
singlet state, decreasing the filling lets us thus replicate
the theoretical study in Fig. 3, i.e., we can adjust the
mixing ratio η gradually by changing the filling n, which
is shown in Fig. 9. The regime below n = 1 is also in
Ref. 30 dominated by dx2−y2-wave order; however, below
nvH,2 the dominating pairing channel reported in Ref. 30
is a dxy-wave order. This disagreement might stem from
the different interaction strengths and the methodologi-
cal differences in both works.
Often unconventional superconductors contain heavy
elements which is favorable for non-negligible spin-orbit
interactions. For instance, Sr2RuO4
15, CuxBi2Se3
18,19
and CePt3Si
7,13,17 are the standard candidate mate-
rials for topological superconductivity. In particular,
Sr2RuO4 was believed to realize spin-triplet p-wave pair-
ing. Due to recent experimental progress 16 it became
apparent that a two-component spin-singlet order pa-
rameter represents a more likely scenario 49,50. One of
the recent theory proposals 50 is based on the presence of
significant Rashba SOC.
Superlattices with tunable layer thickness provides
another example of unconventional superconductivity
where Rashba SOC is important. The heavy-fermion
superlattice CeCoIn5/YbCoIn5
51,52 is such a candidate
where inversion symmetry is broken by the modulation
of the layer thickness of the superlattice. In fact, the pa-
rameters discussed above, Eq. (59) and Ref. 30, are mo-
tivated by this compound. We would like to emphasize,
however, that the aim of this work is not to model a spe-
cific material but rather to present a principal, thorough
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FIG. 9. Transition from pure dx2−y2 -wave to pure heli-
cal f -wave as a function of the filling n. These are results
for t2/t1 = −0.3, αR = 0.5, and, from top to bottom, n =
{0.832, 0.748, 0.656, 0.624} and η = {0.003, 0.164, 0.5, 1}.
study of how Rashba SOC affects the superconducting
instabilities; therefore we have chosen the simplest and
most paradigmatic model one can think of.
The mixing of singlet and triplet phases leads to an in-
teresting point of study: suppose that the singlet phase
is a gapped phase with zero Chern number or trivial Z2
invariant and that the triplet phase is a chiral or heli-
cal gapped phase such as p + ip or f + if . Then there
must be a topological phase transition, ηc, as a function
of mixing ratio η. Of course, this transition might not
be reached if η varies between 0 and, say, 0.2 or 0.3; but
suppose η varies from small to large values then such
a transition will occur. We note that from the list of
possible singlet-triplet mixtures, Eq. (51), only the first
case, s + p, represents a scenario where both phases are
gapped: the s-wave corresponds to a topologically triv-
ial phase but the helical p-wave is a fully gapped state
with non-trivial Z2 topology. Note, however, that a pure
s-wave state is suppressed by the repulsive interaction,
U0 > 0. All other scenarios correspond to transitions
from a gapless to a gapped state, which are possibly even
more interesting: when a gapless and “gapfull”, i.e., a
gap opening, term compete usually the latter wins eas-
ily. That suggests that many of the mixed singlet-triplet
states realize gapped, topologically non-trivial superon-
ductivity. Determining the exact values ηc where such
topological phase transitions occur and the investigation
of phase diagrams as a function of η will be reported
elsewhere. Other lattices, e.g. with hexagonal symmetry,
might have a richer phenomenology since the d-wave rep-
resentations are degenerate and thus prefer to form chiral
singlet states of the type d+ id which are fully gapped.
In this work, we exclusively discussed the square lattice
with its D4 symmetry group. It contains five irreps, four
of which are even (i.e., the basis functions are even in
momentum k) and one-dimensional. As stated above, the
form factor in helicity basis using time reversal partners,
ψ(T )(k, ζ), transforms according to an even irrep of the
point group. That raises the interesting question what
would happen if ψ(T )(k, ζ) transforms according to an
even irrep which is two-dimensional. Such a scenario is
possible for the D6 point group. The simplest example
with D6 symmetry is the triangular lattice. In analogy to
Eq. (51), multiplying the even irreps with the ~γ vector for
the triangular lattice leads to the following singlet-triplet
states:
A1 : s+ p
A1 : ext. s+ p
A2 : i+ h
E2 : d+ {f + p}
(60)
The singlet contributions are s, i and d. s (ext. s)
corresponds to isotropic, constant (nearest-neighbor) s-
wave pairing. i is an i-wave order with large angular
momentum ` = 6 and d refers to the two-component
dx2−y2 + idxy-wave order, which is chiral and topologi-
cally non-trivial (Chern number C = 2). Triplet contri-
butions p, f and h correspond to helical p-wave, f -wave
and h-wave order. The latter has ` = 5. As for the
square lattice, p-wave include the standard case but also
“extended” p-wave with additional line nodes. For E2,
{f + p} denotes a superposition of helical p- and f -wave
order.
Instead of changing the lattice symmetry, also ad-
ditional orbital or sublattice degrees of freedom might
change the picture drastically, since the band index now
incorporates multiple degrees of freedom and the struc-
ture of ~γ might be more complicated. This potentially
leads to new types of superconducting states as well,
which cannot appear for a one band model.
V. CONCLUSION
In this work, we have thoroughly investigated the
square lattice Hubbard model in the presence of Rashba
spin-orbit coupling. We have developed an implementa-
tion of Rashba spin-orbit coupling into the weak-coupling
renormalization group framework, which allows the study
of non-centrosymmetric superconducting states. These
states feature mixing of singlet and (helical) triplet
states, where smooth transitions between pure singlet
and pure triplet states are possible as a function of any
system parameter. While the mixing ratio can change
continuously upon varying such parameters, we are still
able to find the leading superconducting instability in
an unbiased way. This is a major advantage of the weak-
coupling renormalization group method. We also address
the issue of how to properly deal with split energy bands
10
within a “Fermi surface method”, i.e., a method which
restricts paired electrons to momenta on the Fermi sur-
face, and the transformation from helicity to spin basis.
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Appendix A: Constraints on ~γ due to symmetry
The symmetry properties of the given lattice are re-
flected in properties of the Bloch matrix hˆ. We write the
Bloch matrix as
hˆ = hˆo ⊗ hˆs , (A1)
where hˆo is the orbital space part, and its spin space part,
hˆs, can be written in the form given in Eq. (6), i.e.,
hˆs =
(
γ0 + γz γx − iγy
γx + iγy γ0 − γz
)
. (A2)
Note that Eqs. (A1) and (A2) are to be understood sym-
bolically, i.e., γ is in general different for each element
of hˆo, but hˆs can be written in the given form for each
orbital space element, i.e.,
hˆ =
hˆs,11 hˆs,12 · · ·hˆs,21 hˆs,22
...
. . .
 , (A3)
where each hˆs,ij may have a different γij , restricted by
the requirement of hˆ being hermitian.
The symmetries of the system pose several constraints
on γ, which are obtained by
Oˆhˆs,ijOˆ
† = hˆs,ij , (A4)
where Oˆ is the operator of the symmetry operation.
Explicit representations of the relevant symmetries are
listed in Tab. II. The resulting constraints on γ due to
these symmetries are listed in Tab. III. Note that inver-
sion and time reversal symmetry together set ~γ = 0,
whereas time reversal symmetry and the existence of a
rotation center in the lattice for a rotation by the angle pi
yields γz = 0. If inversion symmetry and pi-rotation sym-
metry is given, γx = γy = 0, i.e., spin rotation symmetry
is also conserved.
TABLE II. List of symmetry operators, Oˆ = Oˆr ⊗ Oˆs, for
several symmetries. Oˆr denotes the part of Oˆ which acts on
real space, i.e., on ~r, and Oˆs the one which acts on spin space.
Note that for time reversal, Tˆ = (Tˆr ⊗ Tˆs)K. K denotes
complex conjugtion, 1 is the identity.
Symmetry Oˆr Oˆs
Time reversal 1 −iσy
Inversion −1 iσ0
Spin rotation around z 1 ±
(
eiϕ/2 0
0 e−iϕ/2
)
pi-rotation around z diag(−1,−1, 1) ±iσz
TABLE III. List of constraints on γ due to symmetries.
Symmetry Conditions
Time reversal γ0(−k) = γ0(k),
γx,y,z(−k) = −γx,y,z(k)
Inversion γ(−k) = γ(k)
Spin rotation around z γx = γy = 0
pi-rotation around z γ0,z(−k) = γ0,z(k),
γx,y(−k) = −γx,y(k)
Appendix B: Feynman diagrams
In this section we explain why we use the Feynman di-
agrams given e.g. in the review by Shankar 26 (see Fig. 1),
instead of the ones typically used in the WCRG pa-
pers 37–39 (see Fig. 10). Both of the two variants are
equivalent, as the ones in Fig. 1 follow from the ones
shown in Refs. 37–39 taking into account Fermionic an-
ticommutation relations. This is shown explicitly in
Fig. 10, where the diagram ZS is expanded in the four dia-
grams of the particle hole channel of the same order (U2),
but different momenta (only the first one starts with 1
on the top right leg, the other three with 1¯). Adding
the same expansion of diagram ZS’, which is obtained by
simply swapping 1 and 1¯, we obtain all scattering pro-
cesses in the particle hole channel, including fermionic
anticommutation of the incoming particles. This shows
that
ΓZS + ΓZS′ ≡ Γ(2b) + Γ(2c) + Γ(2d) + Γ(2e) + 1↔ 1¯ . (B1)
The advantage of using the diagrams ZS and ZS’ is that
their numerical computation is more efficient, since we
need to calculate only two intergrals (or a single one fol-
lowed by the correct antisymmetrisation), whereas for
the diagrams 2a-2e we would need to calculate four inte-
grals, which ultimately yields the same result. Note that
without spin-orbit coupling, the four diagrams 2a-2e can
also be obtained by just a single integral; diagram 2a is
not shown here 37,39.
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FIG. 10. Diagram ZS 26, where the interaction nodes are explicitly expanded in all possible configurations. The same can be
done for the diagram ZS’ by just switching 1 and 1¯. Diagrams 2b-2e are in the convention of Refs. 37–39.
Appendix C: Time reversal transformation of
fermionic operators
This section is essentially paraphrased from Appendix
B in Ref. 47. We add this here for the sake of complete-
ness and to adapt the derivation to our notation.
First, we compute the time reversal conjugate of the
eigenvectors, ~v(k, ζ), of the Bloch matrix, where the time
reversal operator is given by Tˆ = −iσyK, where K de-
notes complex conjugation. This yields
Tˆ~v(k, ζ) =
1√
2
(
−ζeiφkθ−ζ(k)
θζ(k)
)
. (C1)
Using the relations θζ(−k) = θ−ζ(k) and eiφ−k = −eiφk ,
we see that
Tˆ~v(k, ζ) = −ζe−iφk~v(−k, ζ) . (C2)
p
-p
0
p-p 0
a) b) c)
p-p 0 p-p 0
FIG. 11. Form factor plots for different lattice harmonics of
the irreps of B1 of the D4 point group. a) Lowest order lat-
tice harmonics, given by (D1). b) Combination of two lattice
harmonics, see (D2), which produces an additional circular
line node. c) Projection of b) onto an example set of spin-
orbit split Fermi surfaces, such that the circular line node lies
between them and is thus not visible.
The creation and annihilation operators in helicity basis,
b†kζ and bkζ , respectively, are given by unitary transfor-
mation of the corresponding operators in spin basis, i.e.,
b†kζ = v
↑
kζc
†
k↑ + v
↓
kζc
†
k↓ , (C3)
bkζ = v
↑
kζck↑ + v
↓
kζck↓ . (C4)
Therefore, time reversal of the creation operator b†kζ
yields
Tˆ b†kζ = Tˆ
(
v↑kζc
†
k↑ + v
↓
kζc
†
k↓
)
= v↑∗kζc
†
−k↓ − v↓∗kζc†−k↑ , (C5)
where we used the time reversal of the operators in spin
space, which is given by
Tˆ
(
c†k↑
c†k↓
)
=
(
c†−k↓
−c†−k↑
)
. (C6)
Comparing Eq.(C5) with
b†−kζ = v
↑
−kζc
†
−k↑ + v
↓
−kζc
†
−k↓ (C7)
yields
b
†(T )
−kζ := Tˆ b
†
kζ = −ζe−iφkb†−kζ . (C8)
Thus, the phase factor t(k, ζ) is given by
t(k, ζ) = −ζe−iφk (C9)
for single orbital models.
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FIG. 12. Example of the ambiguity of fitting functions and the resulting mixing ratio between singlet and triplet states.
Three different sets of fitting functions are shown as rows a), b), and c). Column 1): form factor of the superconducting order
parameter in helicity basis, as given by the result of the WCRG calculations. Columns 2) and 3): Fitted functions to outer
and inner Fermi surfaces. The blue line is the function fitted to the outer Fermi surface, the red line the one fitted to the inner
Fermi surface. Columns 4) to 6): resulting functions for d0, dx, and dy. What we obtain are different extended s-waves mixed
with different extended p-waves, i.e., the symmetry of the d-vector components is the same in all three examples, but the nodal
lines are very different. In particular, the mixing ratio, η, changes drastically between a), b), and c).
Appendix D: Transformation from helicity basis to
spin basis
Here we discuss how to perform the transformation
of the form factor of the superconducting gap function
from helicity basis to spin basis, which is explicitly given
in Eqs. (43) and (44). Of course, the transformation from
helicity to spin basis is a simple unitary transformation;
however, what is usually a simple task turns out to be
a challenging problem for a Fermi surface method (such
as WCRG), i.e., the form factors ψ(T )(kζ) are only given
on the respective Fermi surface. For the transformation,
however, we need the form factors at the same k-points
for both bands, which we do not have. To solve this
problem, we fit lattice harmonics with the same symme-
try properties to each ψ(T )(kζ) and thus obtain the form
factors within the entire Brillouin zone.
However, since we fit a 2D function to a 1D manifold,
the fit is underdetermined in the sense that we can pro-
duce arbitrary results far away from the Fermi surface,
by including more and more lattice harmonics. This also
means that, including an arbitrary number of arbitrarily
high orders of lattice harmonics, we can always find a per-
fect fit with or without a line node exactly between the
two Fermi surfaces, which enables us, in principle, to find
a solution in spin space anywhere between pure singlet
and pure triplet (note, however, that the irrep can not
change). This becomes particularly easy when the split-
ting of the Fermi surfaces is large, i.e., for large values of
αR. An example to visualize this is shown in Fig. 11.
Here we see the lowest order lattice harmonic of the
irreducible representation B1, fa(kx, ky), in Fig. 11 (a),
and a combination with a higher order lattice harmonic,
fb(kx, ky), in Fig. 11 (b). The corresponding functions
are given by
fa(kx, ky) = cos(kx)− cos(ky) , (D1)
fb(kx, ky) =−
[
cos(kx)− cos(ky)
]
(D2)
+ 1.5
[
cos(2kx)− cos(2ky)
]
.
Let us now imagine that we have a state similar to
the one shown in Fig. 11 (c), i.e., where we have two
Fermi surfaces separated such that the circular line node
in Fig. 11 (b) lies between them, and where the super-
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conducting order parameter has opposing signs on each
Fermi surface. Then we could either use the function
of Fig. 11 (a) for fitting, which would yield a dominant
triplet state, or we could use the one of Fig. 11 (b), which
would yield a dominant singlet state. This is the problem
of ambiguity resulting from fitting a 2D function to a 1D
manifold.
However, from a physical perspective, we implement a
few criteria for the fitting process to avoid ambiguities as
described above; indeed these criteria heavily limit the
amount of freedom for the resulting ratio of singlet and
triplet pairing. These are given in the following, sorted
by decreasing importance:
1. The form factor should not be much larger far away
from the Fermi surface than on the Fermi surface
itself.
2. We use lower order lattice harmonics rather than
higher orders. It is often necessary to find a com-
promise between low order and low fitting error.
3. We limit the number of lattice harmonics used for
the fit to a maximum of three, and using fewer
where possible.
In the example presented in Fig. 11 above, we would thus
choose to use the function of Fig. 11 (a) to fit and obtain
a mainly triplet state, since it uses lower order harmonics
than the function of Fig. 11 (b).
Fig. 12 shows an example from our results, where the
form factor transforms according to the irrep A1. We
see that we can fit different functions equally well to the
Fermi surface, which yield drastically different results.
The main results of this paper are, however, not af-
fected. Firstly, the irrep always remains the same, re-
gardless of the fitting process; only the ratio between
singlet and triplet can be affected by fitting ambiguities.
Secondly, only for large SOC, i.e., significant splitting of
the Fermi surfaces, it becomes more challenging to han-
dle such ambiguities. Thirdly, when sweeping through
entire parameter ranges (such as phase diagrams) it turns
out that a single point might still allow for such fitting
ambiguities, but parameter points close by do not. By
adiabaticity we can thus find further evidence in favor of
one of the fitting options. We stress again that the is-
sue of fitting ambiguities is relevant to any Fermi surface
method and not specific to WCRG.
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