We begin with the definitions of terms we will use throughout the paper.
We first describe the topology of an array network. The underlying graph of an n by n array network consists of an n by n array of nodes. Nodes are connected by directed edges to their neighbors in the same row and column.
Note that two directed edges connect each pair of neighbors, one in each direction. These edges correspond to an input and an output edge for each pair in the obvious manner.
For the underlying graph G = (V, E), we shall label the nodes by the ordered pairs (i, J ), where i represents the node row and J represents the node column, and 1 < Z, J < n. same idea holds; a similar system that immediately receives a copy of a packet at each queue the packet will visit will be faster, at the expense of having more packets in the system. Taking into account this factor, we can find a lower bound. In particular, note that unlike the results on upper bounds, this proof also holds for non-Markovian systems. Also, note that for most networks, the bound given in Theorem 10 is clearly not tight. In particular, in the last paragraph of the proof, we can say that a packet cannot be in Q' at queue g unless its corresponding packet is still in Q and has not yet completed service in q. For example, if (in equilibrium) a packet is expected to be halfway through its journey, then only half the copies of the packets remain in the modified network, and we could improve the lower bound by a factor of 2. Thus the theorem holds equally well if fiz is replaced by T, where T is the expected number of queues at which a packet in the system has not, yet completed service. The value of F, however, is highly dependent on the network. In the worst case, where there is just one queue, theñ = fiz. Also, in the case of a linear array of M/D/l queues, F x fi2. The value of T for a given network does not appear to have a simple derivation, and determining its value appears to be outside the scope of this paper. We will instead note where using this variation would appear to improve the results, and leave further consideration for the full version of the paper.
4.4
Comparing the lower bounds Stamoulis and Tsitsiklis make careful note of the difference between their upper and lower bounds at high loads, that is, as p approaches 1. Theorem 10 improves on their results for the hypercube and matches their result for the butterfly for this case.
They consider a hypercube of dimension d, where the destination distribution is such that node of distance k from the node of entry is a packet's destination with probability p~(l-p)d-~. [11] Note that when p = 1/2, this distribution is uniform over the nodes of the network, For smaller values of p, packets tend to travel to nearer neighbors, whereas for larger values, packets tend to reach more distant neighbors. Their bounds for the hypercube yield that
In particular, since dp is fixed for a given network, in the limit asp approaches 1, their bounds on T for a d-dimensional hypercube differ by a factor of 2d for all values of p. Since their lower bound is derived by primarily examining only edges crossing one dimension, this factor makes intuitive sense; a factor of 2 arises from the difference between M/M/I and M/D/l queues, while the factor of d corresponds to considering only one dimension of edges. Our lower bound improves on this result, since the average distance a packet travels in at most d. Calculating the average number of traversed edges, we find that as p approaches 1 our bounds differ by a factor of 2dp/(1 -(1 -p)d), which is less than 2d for all p c (O, 1). In fact, as p approaches O the factor separating the upper and lower bounds approaches 2, and it is bounded by a constant for p = 0( l/d). For the butterfly consisting of d levels, all packets go through d edges. Thus in the limit as p approaches 1 our lower bound is within a factor of 2d of the upper bound. This matches the results of Starnoulis and Tsitsiklis, as one would expect.
[
I]
By using the average number of edges a packet has left to traverse in equilibrium instead of the average number of edges a packet, traverses, as suggested at the end of Section 4.3, we could further improve our lower bounds for these networks.
Again, this is left for future consideration.
Improving the lower bound in high traffic
The lower bound of Theorem 10 is somewhat disappointing, in that its separation from the upper bound is a function of n. We improve our result so that as p approaches 1 the difference is a constant factor. This could be accomplished with the techniques of Stamoulis and Tsitsiklis, but by modifying Theorem 10 somewhat, we achieve a better bound. Let us call an edge satzlrtated if J. = p. The key is that only saturated edges are important as p + 1. Intuitively, this is because the queues at saturated edges grow much larger than all the others. Examining only saturated edges will allow us to reduce the number of copies of a packet we consider in the network Q'. We consider the subnetwork of the array network given by the saturated edges. As is Theorem 10, we will find a lower bound on the number of packets in the array network; however, this time we only~onsider packets which cross a saturated edge.
Tl~eorem 11 Lets be the average number of saturated edges a packet crosses, given that it passes through at least one saturated edge in the array network Q. In the hmit as p goes to 1, the expected delay w within a factor 2s of the upper bound of Theorem 6.
Proof:
We sketch the ideas behind the proof, which is similar to Theorem 10. Consider the originzd network Q It is clear that the average delay of a packet can only decrease if we assume that q packets that do not cross a saturated edge have O delay.
q packets that, cross a saturated edge have O delay at all non-saturated edges.
We may think of a modified version of Q, call it S, that satisfies these conditions by simply passing along packets to their destination immediately upon entry or sending them to the appropriate saturated edges as necessary. In this case, the number of packets in the system can be found by examining only the queues at the saturated edges; other edges are assumed to be empty.
We can now proceed as in Theorem 10 to lower bound the expected number of packets in S. By Little's Law this will provide us with a lower bound on the average delay in S. (Keep in mind that the totaJ arrival rate into S is still ,irr2 ! ) The modifications are simple; when a packet enters S, we introduce a copy of the packet at each saturated edge which it will cross in the corresponding network. This effectively bounds the expected number of packets in the saturated queues to within a factor ofs of the expected number if the system were composed of independent M/D/l queues. It is simple to show that as p goes to 1 the expected number of packets at non-saturated queues is bounded above by a function of n, while the expected number of packets at saturated queues is unbounded. This implies the theorem.
s Whether n is even or odd makes a significant difference in our lower bound. This is because a packet can go through :351 at most 2 saturated edges when n is even, and up to 4 when n is odd. Indeed, by simple combinatorial calculations, one finds that s =4/3 when nis even, and 3 < 8/3 when nis odd. Thus under high loads the upper and lower bounds we have found differ by a factor of 8/3 when n is even and 16/3 when n is odd under high loads.
Although this difference seems unusual, it may reflect a reaf phenomenon in array networks.
For example, when n is even the network is stable for~< 4/n, but for odd n we must have J < 4n/(n2 -1) for stability.
Note where 43 is the serv~ce rate of the jth queue. Then af Aj is the overall arrival rate at queue j, the optimal allocation to minimize the mean number of customers an the network (and thus the average delay) is where the sum is over all queues in the network.
The theorem is a simple application of Lagrange multipliers.
(See, for exampi,=, [6] or [4] . ) Note that when all the de = 1, so improving any queue can be done with equal expense, the optimal allocation corresponds to first allocating each queue just enough servic< capabdity to handle its arrival load, and then distributing the remaining money proportionally to the square root of the arrival rates. Since in equilibrium in the Jackson model all queues are independent, one can easily determine the average number of packets in the system in equilibrium, and hence the average delay from Little 
