Abstract-This paper is concerned with the derivation of new estimators and performance bounds for the problem of timing estimation of (linearly) digitally modulated signals. The conditional maximum likelihood (CML) method is adopted, in contrast to the classical low-SNR unconditional ML (UML) formulation that is systematically applied in the literature for the derivation of non-data-aided (NDA) timing-error-detectors (TEDs). A new CML TED is derived and proved to be self-noise free, in contrast to the conventional low-SNR-UML TED. In addition, the paper provides a derivation of the conditional Cramér-Rao Bound (CRB ), which is higher (less optimistic) than the modified CRB (MCRB) [which is only reached by decision-directed (DD) methods]. It is shown that the CRB is a lower bound on the asymptotic statistical accuracy of the set of consistent estimators that are quadratic with respect to the received signal. Although the obtained bound is not general, it applies to most NDA synchronizers proposed in the literature. A closed-form expression of the conditional CRB is obtained, and numerical results confirm that the CML TED attains the new bound for moderate to high .
In general, the observed signal from which the parameter of interest should be estimated also depends on a set of nuisance (unwanted) parameters. In the context of synchronization, nuisance parameters are the symbols, amplitude, and phase associated with the digital waveforms. Usually, symbols and phase are estimated in a second stage once the synchronization parameters have been acquired. In this way, the acquisition stage is simplified with respect to the more challenging goal of estimating these parameters jointly. Classical non data-aided (NDA) synchronization algorithms have been derived by treating the phase and data symbols as random variables [5] . When the above stochastic model is adopted, the ML function associated with the timing parameter is computed as the expectation of the joint ML, involving all parameters, with respect to the statistics assigned to the nuisance parameters. While the ML formulation in this way leads to practical algorithms (via approximations), insurmountable analytical obstacles appear in most cases when trying to compute the true CRB by means of the procedure above, due to the non-Gaussian nature of the signals. The MCRB provides a possible solution to this limitation, but the bound obtained departs from the true one in an unknown way.
In this paper, we resort to an entirely different approach for the computation of both the ML function and a performance bound, in which the symbols are modeled as deterministic unknown parameters. The approach followed is essentially the same as that widely applied in the context of sensor array processing (see [6] and references therein). When the deterministic approach is adopted, a compressed ML function is obtained by expressing the nuisance parameters as a function of the parameters of interest and the signal itself, instead of computing an averaged ML function. This formulation has usually been referred to as conditional (or deterministic) ML (CML) in contrast to the unconditional (or stochastic) ML (UML) adopted when signals are modeled as stochastic processes. The corresponding CRBs derived under these hypotheses are usually referred to as conditional CRB (CRB ) and unconditional CRB (CRB ), respectively.
The main contribution of this paper is the application of the CML principle to the timing estimation problem. We derive a new bound for the timing estimation problem that is more accurate than the MCRB and that it is not subject to the mathematical difficulties encountered in the computation of the true CRB. Moreover, it is shown that the new bound derived in this paper for timing estimation, which depends only on the second-order statistics of the symbol sequence, applies only to the set of timing estimators that are quadratic with respect to the received signal, which is a property shared by most NDA algorithms derived in the literature. Additionally, a practical (quadratic) CML estimator for the timing, which has the property of being self-noise 1 free, is obtained. In this way, it is not necessary to resort to the classical ad hoc procedures [7] , [8] proposed for reducing this noise. The CML principle has already been applied by the authors to frequency estimation of nonstaggered and staggered modulations in [9] . Its preliminary application to timing estimation can be found in [10] . Finally, a more recent work on frequency and timing estimation of continuous phase modulations (CPM) is presented in [11] .
To our knowledge, the reason why the CML principle has never been applied to synchronization problems is that it requires a finite-dimensional representation of the received waveform. Classical synchronization algorithms have been derived employing continuous-time signal models, and for that reason, only the UML principle, along with the hypothesis of low-SNR, has been routinely adopted. While, in the context of sensor arrays, the finite representation appears naturally, the sampling operation is not essential in the formulation of synchronization problems, and the application of the CML principle is only possible if a discrete-time signal model is imposed from the beginning. This model, however, is adopted only for mathematical convenience, and the results obtained in this paper are general, irrespective of whether an analog or a digital receiver is used.
The paper is organized as follows. In Section II, a discrete-time signal model is proposed for the application of the ML principle. The proposed CML approach for timing recovery is explained in Section III, where a new TED and performance bound are derived. We pay special attention to the physical meaning and relationship between the low-SNR-UML and CML approaches in the specific context of timing estimation. Computer simulations comparing the performance of the CML and low-SNR-UML estimators are presented in Section IV, and conclusions are drawn in Section V.
II. DISCRETE-TIME SIGNAL MODEL FOR TIMING ESTIMATION AND CLASSICAL ML FORMULATION
We assume that the received waveform has a complex envelope (1) where is the information-bearing signal, and represents complex-valued white Gaussian noise with two-sided power spectral density . The signal is modeled as follows: (2) where timing parameter to be estimated; timing estimate; corresponding tentative model; signal phase; signal amplitude; symbol spacing; complex-valued symbols; 1 This noise is referred to as pattern noise by some authors.
number of symbols in the observation interval; (real-valued) signaling pulse of energy . The set of unknown nuisance parameters includes the signal amplitude, the signal phase, and the data symbols and is denoted by the following vector (3) where the data symbol vector is given by (4) For mathematical convenience in the formulation of the ML principle, we have considered a finite set of symbols in the signal model (2) . Notice that this is not restrictive as can be made as large as desired. In the discrete model, the signal is passed through an ideal antialiasing filter of bandwidth and sampled at a rate , where , where is an integer such that (to guarantee that be above the Nyquist rate 2 ). Then, (1) and (2) can be written in matrix notation as (5) where is the number of nonzero samples of , which depends on the effective length of the signaling pulse, and It is noted that the signal model (5) is a special case of that used in array signal processing in which each column of the transfer matrix depends on a different parameter (typically, the direction-of-arrival of each signal). In our problem, the entire matrix depends on a single parameter . Although, in the case of infinite duration pulses, matrix becomes semi-infinite, this does not modify the validity of the results presented through the paper. The matrix covariance of the noise vector after sampling is given by (6) where . From (5), we can formulate the joint ML function of and as (7) where is the quadratic cost function defined as (8) and is a positive constant that is irrelevant for maximization. In general, trying to estimate and jointly from (7) is computationally intensive. Therefore, the goal is to obtain some cost function that is dependent only on and to derive NDA estimators from it, along with a bound on the performance 2 N = 2 suffices in the case of signals having an excess bandwidth less or equal than 100%.
of any estimator of independent of . To this end, two different approaches can be considered, which have been extensively studied in the context of array processing. They have been called the unconditional ML (UML) and the conditional ML (CML). The UML approach consists of modeling the nuisance parameters as random. Then, the UML function associated with the parameters of interest is computed as the expectation of the joint ML function with respect to the statistics of the nuisance parameters (9) The UML estimator is given by the maximizer of with respect to . In general, the expectation in (9) either poses insuperable obstacles or leads to a complicate cost function. Besides, maximization of requires knowledge of the operating SNR. Approximations of have been obtained (see [5] ) under the hypothesis that the SNR is very low or very high. Moreover, the general CRB of the model CRB (10) which is a lower bound on the variance of any unbiased estimate, is even more difficult to compute in the general case. Only in some special cases, as for a Gaussian distribution of the nuisance parameters, does the derivation become straightforward. The MCRB [3] MCRB CRB (11) is also a lower bound on the variance of any unbiased estimate, and it reduces to MCRB (12) for the timing estimation problem, with , the Fourier transform of and the symbol energy of the passband signal. In general, it cannot be known in advance whether the MCRB is tight enough for use in practical applications. This limitation motivates the new CML approach proposed in the next section.
III. CONDITIONAL ML FORMULATION

A. CML Function
In the conditional approach, the nuisance parameters are modeled as deterministic. Therefore, the vector is substituted by that solution that unconstrainedly maximizes (7) for fixed. That is, no constraints whatsoever related to the distribution law of are imposed 3 on the structure of . Hence (13) 3 Contrary to the rule in the maximization of the joint ML function.
where denotes the pseudoinverse of matrix . Substituting by in (8), we get the so-called compressed ML function or CML function (14) where is a positive constant irrelevant for maximization. Hence, the timing estimate resulting from the maximization of coincides with the -component of the joint estimate of obtained from the unconstrained maximization of in (7) . It is seen that in the specific context of timing estimation, the CML function (14) is the cross-energy between the sampled matched filter and the pseudoinverse filter . In general, the filter is a zero-forcing equalizer because each component of is ISI-free for : . In the particular case that the pulse does not generate ISI, it holds that (15) and the CML function becomes simply the energy at the sampled matched filter output, irrespective of the symbol correlation. This is the result obtained with the low-SNR-UML formulation in the case of uncorrelated symbols. It is important to notice in this case that even when the two different approaches agree, a new performance bound and a new symbol-by-symbol timing error detector can be derived following the conditional approach (as proved further on).
B. Conditional CRB
We will now derive an expression for the conditional CRB by taking benefit of the research performed on the field of sensor array processing. The possibility to capitalize on the research in this field has been our main motivation in formulating a discrete-time signal model in Section II. Employing the conditional model assumption, Stoica and Nehorai [6] derived the conditional CRB (CRB ). This bound, which in general cannot be reached, is applicable when no assumptions on the signal waveforms (i.e., the modulation symbols in the timing estimation problem) are made [12] . For the single parameter-single realization case, it can be expressed as 4 CRB (16) Matrix , which is defined as (17) is the projector onto the null space of , which is the space orthogonal to the signal subspace spanned by the columns of .
The derivative matrix is defined as . For comparison purposes, with the classical expression (12), we write the previous bound in (16) as follows: 5 CRB (18) where is an adimensional coefficient depending on the shape of [similar to in (12)], as well as on the symbol sequence properties (19) with . Let us focus first on the special case of a single symbol of power . Then, we obtain (20) where it has been used that for real-valued pulses, the pulse and its derivative are orthogonal ( ), and the last equality holds in virtue of Parseval's theorem. This means that for , CRB MCRB , because coincides with the classical coefficient defined in (12) . In the next subsection, we examine the asymptotic case when .
C. Spectral Formulation of the Asymptotic CRB
In most applications, one is interested in obtaining a mean performance measure, independent of the specific realization of , as is the case in continuous mode. Such an indicator may be defined as the expected value of the conditional CRB, with respect to all realizations of , that is, CRB . However, CRB is difficult to compute. Instead, a more manageable bound 6 can be formulated in view of Jensen's inequality (
Thus, the CRB is a valid lower bound on the variance of any consistent estimator when no assumptions on the modulation symbols are made [12] . The term in (21) can be written as tr (22) 5 In a feed-back scheme, the parameter L is related to the equivalent noise bandwidth B as L = 1=(2B T ). Most authors write the CRB expressions as function of this bandwidth [5] . 6 It is noted that in [6] , the bound defined in (21) is referred to as asymptotic CRB , meaning that the number of realizations of x tends to infinity. However, in this paper, by asymptotic, we understand that the dimension of x tends to infinity.
where (23) On the other hand, a useful spectral characterization of can be obtained by considering that tends to infinity. In particular, it can be shown (see Appendixes A and B) that (24) with probability one, where (25) The involved discrete spectra are defined as
where , , and are the temporal auto and cross-correlation of the pulses, and diag represents the common element of the th diagonal of the corresponding Toeplitz matrix.
The consideration of large values of leads to the definition of the asymptotic CRB as CRB (30) From (24), and with probability one, the following relation holds:
CRB CRB CRB CRB (31) which means that the CRB becomes asymptotically (for large ) the true CRB and that the CRB tends to be independent of the specific realization of with probability one. Thus, the lower bound in (21) becomes an asymptotic equality when . The important point is that in contrast to the actual CRB (that is, the CRB computed by taking into account the true statistics of the signals), the CRB can be computed analytically. Moreover, Stoica and Nehorai showed [6] that, although in a general context the CRB cannot be attained, it converges to the Gaussian CRB (that is, the CRB computed under the hypothesis that all the signals are Gaussian) when the SNR increases or the dimension of the signal vector increases. While in the context of sensor array processing the dimension of the signal vector is finite (i.e., equal to the number of sensors), in the context of timing estimation, the dimension of increases in proportion to the number of symbols . For that reason, and using (31), the new bound derived in this paper CRB converges asymptotically (for large data) to the same limit as the Gaussian CRB for large . Moreover, the CML estimator attains this common bound under this hypothesis [6] .
Of course, in presence of non-Gaussian signals (the case of data symbols in digital communications), the Gaussian CRB is no longer a lower bound on the variance of consistent estimators. In fact (see [14] corollary 2 and references therein), it applies only to the set of estimators that are asymptotically robust, i.e., those for which the actual distribution of the signal waveforms does not affect the asymptotic properties of the parameter estimates. It has been shown (see also [12, pp. 117, remark 4.2] ) that the CML estimator is asymptotically robust. Moreover, the CML estimator (which is a quadratic estimator, as shown in the next subsection) attains asymptotically (for large data) the Gaussian CRB as well as the CRB (see [6] ), as explained before. Therefore, the CML estimator is asymptotically the best estimator in the quadratic class. Hence, the new bound derived in this paper CRB , which depends only on the second-order statistics of the symbol sequence, is asymptotically (for large data) a valid lower bound on the variance of any consistent estimator that is quadratic with respect to the received signal; this is a property shared by most NDA algorithms derived in the literature.
In the particular case of square-root raised-cosine pulses with a given roll-off factor , it is shown in Appendix C that (19) converges asymptotically with probability one to (32) where is Euler's constant. Substituting (19) into (18), we obtain CRB .
It its worth mentioning that the CRB shows a special behavior for , decreasing as for large , instead of the classical dependence as . Fig. 1 shows the evolution of for square-root raised-cosine pulses as a function of the roll-off parameter. It can be seen that all the curves tend to the value given by (32). Fig. 2 shows the evolution of as a function of , which better illustrates the special behavior for .
D. CML Timing Error Detector
In order to avoid the search in , the timing error detector can be formulated in terms of estimates of the (scalar) gradient of the CML function (34) where timing estimate; available previous estimate sufficiently close to the true parameter ; corresponding step-size; gradient of (14) . The scale factor is introduced to cancel the dependence of the gradient magnitude on the sampling rate. The instantaneous gradient is an estimate of , which is defined in (35). The factor normalizes the expected value of the block gradient to avoid when to guarantee stability in updating the timing estimate. As shown further on, the way in which instantaneous estimates of the block gradient are produced allows the timing update procedure to operate at the symbol rate and not at the block rate. The conditional gradient has been obtained by Viberg et al. [15] within the more general context of sensor array processing. In the problem of timing estimation, all the columns of are parameterized by the same , and the gradient can be expressed as Re tr Re (35) It is seen that the gradient is estimated by measuring the cross-energy between the sampled signals at the output of matrices and . In general, consecutive rows of matrix do not differ from a simple time shift equal to components. (Contrarily, we find this simple structure in and , having columns that are simply shifted versions of a single waveform). The same happens with the columns of matrix because the projector operator breaks the original structure of matrix . In both cases, when matrix operators are formulated as filters, they become, in general, time-variant, except for matrix in the case of ISI-free pulse shaping, which becomes the matched filter. For that reason, we focus our attention on the derivation of asymptotic time-invariant filters from the gradient expression (35) with the purpose of obtaining a practical TED structure that is similar to that of the classical ML-oriented TED.
The asymptotic filters, which are defined as and , are derived (see Appendix D) according to the following identification of the gradient in (35) with convolutions as :
Re (38) where the following points can be noted. i) In the limit, the normalized block gradient in (36) becomes, from (37), the expectation of the instantaneous gradient . To emphasize this fact, an asymptotic gradient can be defined such that with probability one (41) ii) From (34) and (38), the final feedback timing algorithm updates the timing estimate at the symbol rate as follows:
iii) The asymptotic filters and in (39) and (40) These two filters will be referred to as whitened matched filter (WMF) and orthogonal derivative matched filter (ODMF). Observe that the ODMF equations (44) and (96), which are also valid for pulses subject to ISI, constitute a generalization of the one obtained by Moeneclaey in [8, eq. (97) ]. Moeneclaey's solution was derived as a result of a constrained optimization problem in the ISI-free case using the modified ML principle, whereas in (44), the solution is general and derived directly from (conditional) ML arguments.
The asymptotic structure of the CML TED is shown in Fig. 3 . The classical structure of the ML-oriented TED is the same, although the filters are the matched filter (MF) and the derivative matched filter (DMF). The main advantage of the new solution is that the ODMF does not generate self-noise because its output in the noiseless case is in the absence of timing error, as illustrated in Fig. 5 by the zero samples at the ODMF output. For that reason, the asymptotic ODMF filter is self-noise free, which is in contrast with the DMF.
It is important to notice that the asymptotic ODMF filter differs from the DMF filter even in the standard case of ISI-free pulse shaping when the CML and low-SNR-UML functions coincide within a scale factor to . This apparent contradiction is easily explained. The coincidence of the gradients low-SNR-UML Re Re does not imply the coincidence of the filters used to construct the asymptotic gradient (although the converse is true). Hence, although the asymptotic low-SNR-UML and CML filters differ, the asymptotic gradients and do not. This is proven in more detail in Appendix D (self-noise cancellation in the ODMF). In summary, the substraction of the filter branch from the DMF output in Fig. 4 does not change the expected value of the instantaneous gradient in (38) on which the asymptotic gradient is based (41) so that a scheme operating on the cross-correlation between the outputs of the WMF and DMF would also be valid to implement an alternative 7 CML-TED. That is, the output of the filter branch is not correlated with the WMF output. The motivation of a WMF/ODMF scheme over a WMF/DMF scheme stems from the self-noise cancellation property of the ODMF, as shown in (47) and Figs. 5 and 6. Then, the instantaneous gradient is self-noise free for the optimum , and the TED need not rely on infinitely long time averages to cancel this noise contribution. This is specially advantageous in the medium to high range of , where the dominant noise term in the lower (DMF) branch of the TED correlator is precisely self-noise. With respect to estimator performance, it should be noted that although CML and low-SNR-UML share the same asymptotic gradient, they yield different instantaneous gradients. As the timing algorithm makes use of the instantaneous rather than the asymptotic gradient, the tracking performance resulting from both methods will not be the same, as shown in Figs. 7 and 8.
For square-root raised-cosine pulses, it is not difficult to show (see Appendix C) that WMF ODMF (45) 7 We can generate an infinity of valid asymptotic filters by changing S (e ) in Fig. 4 . Fig. 6 shows the frequency response of the ODMF and of the ODMF output. Interestingly enough, the frequency response of the ODMF is different from zero only in the roll-off band, in contrast with the classical DMF response, which is zero only at the origin. Moreover, we can write the following closed-form expression of the ODMF output to a single pulse for .
The previous odd function, which is also depicted in Fig. 6 , shows mirror symmetry around half the symbol rate, and therefore, its sampled output at the correct strobe instants is (47) which constitutes an alternative illustration of the total selfnoise cancellation. Finally, it is noted than the values of and are no more than the area under DMF and ODMF outputs to a single pulse respectively [see (78)].
Finally, the following conclusions can be drawn about the new CML TED.
• The CML gradient does not depend on the statistics of the data symbols.
• The symbol-by-symbol implementation of the CML TED based on the CML gradient involves two time-variant filters, the time-variant whitening matched filter ( ), and the time-variant orthogonal derivative matched filter ( ), which differ from the classical matched (MF) and derivative (DMF) filters.
is time variant even in the standard case of ISI-free pulse shaping.
• The asymptotic time-invariant CML TED becomes selfnoise free, and the two filters admit a closed-form expression in the frequency domain.
IV. SIMULATION RESULTS
Numerical results are presented here to demonstrate the tracking performance of the CML TED compared with the low-SNR-UML TED (conventional ML-oriented TED). Figs. 7 and 8 show the normalized (with respect to ) timing variance as a function of . Modulation is QPSK, and the overall channel response is Nyquist with rolloff 0.5 and 0.2, respectively. In both cases, a loop bandwidth of is chosen, which corresponds to an effective memory of symbols. It is seen that the CML TED attains the asymptotic CRB at high (in accordance with [6] ), whereas the low-SNR-UML TED has a floor timing jitter due to self-noise. Self-noise is due to the overlapping in the time domain. This means that if the pulses were received one by one, the performance curve of the low-SNR-UML TED would have approached asymptotically to the MCRB curve. In contrast, the CML TED attains the asymptotic CRB , but it shows a variance penalty in the lower range of . This penalty is higher for small excess bandwidth (rolloff), which is the case of a higher discrepancy of the MCRB from the asymptotic CRB .
There is another point to be remarked about the comparative performance results between the low-SNR-UML and the conditional ML timing estimators in the moderate-to-high range of . The low-SNR-UML TED (without knowledge of the symbols) is derived under the hypothesis of low SNR, and is, in fact, an approximation to the exact, mathematically intractable, ML estimate (with SNR tending to zero, the exact and low-SNR-UML estimators would coincide). With increasing SNR, the low-SNR-UML estimator differs increasingly more from the exact ML estimator, and then, nothing can, in principle, be said about its performance. Observe now how this is reflected in the moderate-to-high range of with the appearance of a performance floor. This has also been related before to the presence of self-noise in the low-SNR-UML TED (which is canceled in the CML scheme thanks to the zero-forcing operation , although it is not the ML solution for the vector ).
Finally, Fig. 9 compares the performance of the proposed (time-invariant) TED on the basis of the asymptotic gradient estimate in (38) with that of the exact (time-variant) CML estimator on the basis of the exact gradient in (35). This comparative analysis is useful to highlight the tradeoff between the complexity of the estimator and its estimation accuracy. It is seen that its loss is not significant for sufficiently high (loop bandwidth small enough) as well as for large rolloff. The dependence of the performance loss on rolloff for fixed is related to the fact that the central rows of the matrices involved in the exact CML take larger s to converge to their time-invariant structure. That is, pulses with a small rolloff have longer tails.
V. CONCLUSIONS
A number of results developed in the field of sensor array processing have been translated to the problem of timing estimation of a (linearly) digitally modulated signal in the presence of unknown data symbols and phase. The CML principle has been considered on the basis of a discrete-time signal model. We have shown that the CML principle can be applied without the usual approximations and leads to new bounds and estimators.
Concerning the bounds, a new lower bound on the asymptotic variance of consistent quadratic timing estimators has been derived and formulated in the spectral domain. In combination with the classical MCRB, the new conditional bound gives us useful information about the performance of timing estimators: i) The MCRB is valid lower bound for all possible consistent estimators, although the NDA methods do not attain this bound in most cases; ii) the new conditional CRB is a more realistic bound that is asymptotically (for large data) attainable, although it is only valid for the subclass of quadratic NDA estimators. These estimators are often the most adequate for a practical implementation.
Concerning the estimators, a practical CML TED has been derived, which is self-noise free, in contrast with the low-SNR-UML TED that requires additional ad hoc techniques to cancel out this effect. We also find that the new CML TED attains the new lower bound for moderate-to-high and sufficiently small loop bandwidth.
APPENDIX A CONSISTENCY OF THE CRB
The purpose of this Appendix is the derivation of two propositions, which are to prove the following:
• the consistency of the CRB using Proposition A.1 in Appendix B;
• an auxiliary result (Proposition A.2) necessary for Appendix D on asymptotic filters. This result is included in this Appendix because it can be readily derived using Proposition A.1. The consistency of the CRB is implied by (with prob. one)
[see (24)], which is proved using Proposition A.1 and the results in Appendix B. The spectral identity to express the corresponding asymptotic value 
A. Proposition A.1
For some positive definite matrix , if tr , the limit defined from the second-order statistics 8 
and if is a supremum bound on all eigenvalues of when , then, with probability one, and for a single realization of process (51) Proof: To this end, it suffices to show that is a random variable whose mean and co-variance tend to (50) and zero, respectively. Therefore, the sequence of powers tr
should go to zero for . That is, . If this holds, and given that is the limit of tr (50), we must necessarily have that (51) Under the assumption of absolute summability of (uniform convergence of the Fourier transforms), the summation and integral operators in (63) can be interchanged tr (64) The limit inside the integral can be written as (65) Each of the previous limits is equal to one iff their associated difference between frequencies is zero. Otherwise, the limits vanish. Therefore, the previous equation equals one iff . Then, (64) (59), (60), and . Proof: (Straightforward) We proceed exactly as for Proposition B.2, decomposing each inverse into a power series and recomposing the associated spectrum within the integral via Proposition B.1 into .
D. Proof of
Using (17) and (19), we can write as tr tr (72) The left term of (72) 
Using the previous expressions, we can write, from (79) (82) The left term of (82) converges faster than the right term and cancels out with (80). Then, using (19), and for large , we can write (83) where for , the harmonic series can be substituted by , with , which is Euler's constant. That proves the result (32).
APPENDIX D ASYMPTOTIC ODMF
In this Appendix, we prove the following.
• Subsection A: The identities in (38) and (41) as well as the expression for the WMF and the ODMF in terms of discrete filters (Fig. 4 ). • Subsection B: The expression for the analog WMF and ODMF in (43) and (44) and in Fig. 3 . • Subsection C: Some properties related with the self-noise cancellation property of the WMF/ODMF scheme. thus proving that the filters as defined in (90) synthesize the gradient asymptotically. The scheme is depicted in Fig. 4 .
A. Asymptotic Gradient and Filter Scheme
B. WMF and ODMF Analog Expressions
We can now translate the discrete filter expressions in (90) to equivalent filters in the analog domain. Equations (86) and (87) allow us to establish and as samples of the corresponding analog convolutions. We can define the analog equivalent filters and
The spectrum of and of is and , respectively, as defined in (28). Therefore (95) (96) with the analog WMF and ODMF defined as and , respectively. As we were to prove, their transforms are given by the expressions Note that in the ISI-free case, (96) reduces to (97) where , in agreement with [8] .
C. Self-Noise Cancellation in the ODMF
Equation (88) relates the asymptotic gradient with the spectra at the MF and DMF outputs. For symmetry considerations, Re is an odd function of the discrete frequency as it is the cross-spectrum between the decimated MF and DMF filters [see (29) This expression suggests an alternative way to define an asymptotic filter different from the proposed ODMF on the constraint that it synthesizes the same asymptotic gradient. Equation (99) shows that a WMF/DMF scheme is valid because it does not change the output cross-correlation (94) on which is based; from (98), we have that Re in Fig. 4 . That is, the output of , is not correlated with . Therefore, a WMF/ODMF scheme is equivalent, asymptotically, to a WMF/DMF scheme ( ). In addition, if any filter (92) with Re and odd function of is used in (94), an infinity of valid asymptotic filters can be defined that generate the same . This explains the apparent contradiction of obtaining different asymptotic filters with low-SNR-UML and CML TEDs for ISI-free pulses, when, save constants, the WMF and DMF coincide.
APPENDIX E EVALUATION OF
A. Proposition E.1 tr tr for normally distributed, , and or , depending on whether the are real or complex.
Proof: By the special structure of (100) where are the components of . The covariance matrix of is . Therefore, the are normally distributed and independent. We may write (101) and (100) tr tr with , and is the Kronecker delta. In virtue of the central limit theorem, if the components of are independent, variables become normally distributed as goes to infinity. In general, there will be some degree of dependence among the symbols introduced by the encoder. However, any practical channel encoder uses finite memory (which is strictly true in the case of block encoder and asymptotically true in the case of convolutional encoders); therefore, we can still assume that the elements of are block independent, and the central limit theorem is valid anyway. Therefore, as the variables and are uncorrelated, and they become normally distributed for large , we conclude that they become independent. Then, when , each is asymptotically normal, and ( is also asymptotically normal when because we can set , with unitary). Hence, as exists (is finite) and the s are bounded, and (104) is true.
