1. INTRODUCTION Vincke (1982) and Bouyssou (1992) have given thought provoking interpretations of the classical impossibility result of Arrow (1963) . A central point of these papers was that if aggregation procedures on weak orders are allowed to return more than one result and Arrow's axioms are extended to this situation, then "possibility" rather than "impossibility" may occur. Vincke and Bouyssou. An n-tree, viewed as a hierarchical classification, might result after the application of a clustering algorithm to appropriate data. If several of the many available algorithms are used on the same data, the problem of producing an overall summary (consensus) n-tree is clearly one of decision analysis. Since the early 1970's (as a sample, see Adams 1972, Barthélemy et al. 1986, Lapointe and  Cucumel 1997, Leclerc and Cucumel 1987) Barthélemy et al. (1991) using the key axiom of "removal independence".
DEFINITIONS, TERMINOLOGY AND TECHNICAL BACKGROUND
Let S be a finite set with n elements. An n-tree on S is a set T of subsets of S satisfying: S e T; 0 e T; ~x~ e T for all x e S; and X n Y E {0, X, Y} for all X, Y E T. If X E T with 1 ~X~ n then X is called a nontrivial cluster of T. T0 will denote the n-tree with no nontrivial clusters. For X any subset of S, Tlx denotes the n-tree on S whose nontrivial clusters are the nonempty distinct elements of {~4 D X : A is a nontrivial cluster of T}. Another very useful way to realize an n-tree T is by its associated ternary relation (Colonius and Schulze 1981) where xylrz if and only if there is an A E T such that x, y E A, and z e A. Elements in this ternary relation are called triads. The set of all n-trees on S will be denoted by Tn. We let P(X) denote the set of all subsets of a set X, and m(X) denote the set of all subsets of X with no more than m elements.
A consensus function on Tn is a function F: 7~ 2013~ Tn, where k is a positive integer and 7,-,' is the k-fold cartesian product. Elements of 7-nk are called profiles and are denoted by P = (tel, ... , Tk), P' _ (Tl, ... , Tk) and so on. For X E P(S) and profile P = (Tl, ... , Tk), we let Plx -(Ti ( x, ... , Tklx). In the classical theory of Social Choice initiated in Arrow (1963) We now give straightforward generalizations of the axioms of Pareto and Removal Independence to the multi-consensus case labeling them (P) and (RI).
Let F be a multi-consensus function on Tn. Then F satisfies the Pareto condition (P) if, for every profile P = (Tl, ... , T~); A E lll for every i implies that A E T for every T E F (P). F satisfies rerrzoval independence (RI) if, for every X E S' and profiles P and P'; Plx -X = P'Ix -X implies that, for each T e F(P), there exists T' e F(P') such that
As first observed by Vincke (1982) Let F : 7-k T~(T~) 2013{0} be a multi-consensus function that satisfies (RI) and (P). Since the consensus output F(P) is a set of n-trees we will write A EV F(P) if A E T for some T E F(P). Moreover, we will write A EÂ F(P) if A e T for every T E F(P). This notation will be extended to triads. So ablc cv F(P) means that ablTe for some T E F(P) and abjc EÂ F(P) means that ab/Te for every T E F(P).
If Pl f a,b,cl -f a, b, cl = la, b, cl, then, since F is removal independent, EV F(P) implies cv F(P'). Since this situation occurs frequently we will only write the conclusion: able cv F(P) implies able EV F(~). The Since ywlz e for all w e S ~ it follows from Lemma 6 that ywlz ev F(P) for all w E S B lx, y, So ?/} C-' F(P). In particular, xy 1 w EV F(P) where w E S B t x, y, z 1. Now xy 1 w E" F(P) cl and set P = la, b, dl. Note that P = with 1 E D. By the previous lemma, la, bl cv F(P). So ev F(P). Now EV F(P) implies_that EV F(P). Since bcld e it follows from Lemma 6 that bcld ev F(P). So ab c Eiv F(P). Now Eiv F(P) By the previous lemma, ad~c e~ F(P"). The later implies that adle EV F(P'). Since adlb rt.
it follows from Lemma 6 that adBb tf-v F(P'). Now ad~c EV F(P') and F(P') imply that F(P'). Finally, able EV F(P') implies that able EV F(P Al. So A2 = X for some X C' F(P). If A1 and X are contained in the same n-tree in the output F(P), then X = A2 and we're done. So we may assume that A, e T and X E T' where F(P) = IT, Tl.
We may assume that there exists x e X B A2. Now for any y E A2 and z E A, B A2, F(P) B Tl. So E T2 for all y E A2 and z E A, B A2. It follows that T2 contains a cluster Z such that A2 C Z and Z n (~4i B A2) = 0. Note that e Tl n T2 for all a, b E A2 and c C AI B A2. By Lemma 15, able EÂ F(P) for all a, b e A2 and c E A2. In particular, abjc E T for all a, b e A2 and c E A2. Since A1 E T it follows that e T for all a, b e A2 and c E S' ~ A1. In sum, able E T for all a, b e A2 and c e S B A2. Thus A2 cv F(P).
This argument can be repeated to establish that Ai EV F(P) for i = 2, ..., j. In particular, A = Aj ev
