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Abstract
Face recognition has long been an area of great interest within computer science, and as
face recognition implementations become more sophisticated, the scope of real-world applica-
tions has widened. The field of genealogy has embraced the move towards digitisation, with
increasingly large quantities of historical photographs being digitised in an effort to both
preserve and share them with a wider audience. Genealogy software is prevalent, but while
many programs support photograph management, only one uses face recognition to assist in
the identification and tagging of individuals. Genealogy is in the unique position of possess-
ing a rich source of context in the form of a family tree, that a face recognition engine can
draw information from. We aim to improve the accuracy of face recognition results within
a family photograph album through the use of a filter that uses available information from
a given family tree. We also use measures of co-occurrence, recurrence and relative physical
distance of individuals within photos to accurately predict their identities. This proposed use
of genealogical and contextual data has shown a 26% improvement in accuracy over the most
advanced face recognition technology currently available when identifying 348 faces against
a database of 523 faces. These faces are extracted from a challenging dataset of 173 family
photographs, dating back as far as 1908.
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1 Introduction
The field of genealogy has embraced the move towards digitisation, with increasingly large
quantities of historical photographs being digitised in an effort to both preserve and share
with a wider audience. Genealogy software is prevalent, but while many programs support
photograph organisation and management, few allow for the tagging of individuals in photos,
and only one uses face recognition to assist in the process of face identification and tagging.
Genealogy is in the unique position of possessing a rich source of context, in the form of a
family tree, that a face recognition engine can draw information from.
Unlike standard collections of modern photos, family photo albums usually span over
a much longer period of time, and often contain very old, poor quality photos that face
recognition technology struggles with.
Also, face recognition often suffers from poor performance when identifying the faces of
children and young people. Photos of young individuals often appear very different to when
they are adult, and the faces of children are often incorrectly matched to faces of other
children.
The aim of this research is to improve the speed and efficiency with which a user can
identify and tag individuals in a large collection of family photographs by using contextual
information from a provided family tree to estimate relationships. Alongside this, we also
derive contextual measures of co-occurrence, recurrence and relative physical distance of in-
dividuals appearing in photos within the album. We use these genealogical and contextual
measures alongside face recognition to accurately predict the identity of an unknown face.
4
2 Background and Related Work
2.1 Face Detection and Recognition
2.1.1 Existing Use within Genealogy
While some photo management applications such as Google’s Picasa make use of face recog-
nition technology to tag faces within photo albums, these are intended for modern photo
collections, and have no facilities for integrating genealogical information [6].
Genealogical Software Many genealogical software programs provide photograph and
media management facilities. However, this rarely includes face tagging, and only one ge-
nealogical software program makes use of face recognition.
Gramps is an open-source genealogical software project that provides some facilities for
photo management [3]. However, these are not extensive, and the photo album is not in-
tegrated at all with the family tree; the photos are isolated in their own folder, with no
connection made between the individuals in the photos and the individuals in the family tree
(see Fig. 2.1).
Family Tree Maker, released by the very popular Ancestry.com, is probably the most
widely used desktop genealogy application [2]. The integration of media improves on that in
Gramps, with connections being made between individuals in photos and the family tree itself.
However, no actual face tagging occurs; we know who appears in a photo, but not exactly
where they are (see Fig. 2.2). Any additional information as to the location of individuals is
maintained in a ’note’ alongside the photo.
The only genealogical web service available that uses any face recognition technology
is MyHeritage [5], where detected faces can be matched against a celebrity face database
to find famous lookalikes. However this only allows for matching against a predefined set
of celebrity faces, not a user-selected set of family photos. While faces are automatically
detected, tagging of faces in family photos is still a manual task. During the course of
this research, MyHeritage has added face recognition technology to their desktop genealogy
application Family Tree Builder.1 [4] This is currently the only genealogy software that uses
face recogntion to identify and tag faces. It does not, however, make use of any additional
context in the face identification process.
Measure of Familial Similarity The KinFace database is a set of photographs compiled
by the University at Buffalo, New York, to enable the verification of familial likeness measures
provided by recognition algorithms [43, 41, 30]. In [40, 30], a method of estimating whether
1This is not to be confused with Ancestry.com’s Family Tree Maker - many websites appear to confuse the
two
5
2.1. FACE DETECTION AND RECOGNITION 6
Figure 2.1: Photo management interface in Gramps.
Figure 2.2: Photo management interface in Ancestry.com’s Family Tree Maker.
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Figure 2.3: Face tagging interface in MyHeritage’s Family Tree Builder.
two individuals are related is introduced, through the extraction of genetic-invariant facial
features. Facial structure information is also used, derived from 6 key facial points. The
ultimate goal of this research is to prove some genetic relationship between two individuals
through analysis of photographs alone, rather than pairing a unknown face’s identity to a
known one.
2.1.2 Challenges Applying Face Recognition to Historical Photographs
In order to gain accurate results from existing face recognition implementations, the faces
being studied often need to be straight on to the camera, evenly lit and fully visible. Un-
fortunately, this is rarely the case, and historical photos introduce the additional problem of
poor image quality caused by inferior technology and degradation over time.
Uneven lighting
Yan et al. categorise previous attempts to combat illumination variation in photos into three
groups: invariant feature extraction, face modelling, and pre-processing and normalisation
[54]. Invariant feature extraction is typified by Shashua et al.’s work on quotient images
[44]. This approach involves a series of subtractions, creating a face image consisting of areas
not affected by light variation, which is then mapped onto a 3D face model. However, this
method requires that face images be well-aligned, and assumes that the 3D face model fits
all potential faces universally. An example of the face modelling approach is the illumination
cone model, which uses sample images of a subject in a single pose under varying lighting to
construct a convex cone [20]. This cone can be manipulated to represent all lighting conditions
and poses. However, this approach is computationally expensive, and requires seven training
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images of each subject in a single pose. An example of the pre-processing and normalisation
approach is image manipulation by global histogram equalisation [39, 7, 16]. While this is
a computationally inexpensive operation, it does not handle complex varying illumination
over an image. Another popular approach to normalisation is by discrete wavelet transform
[12, 21]. This normalises the reflection and illumination components of an image through high
and low pass filters, resulting in an image affected minimally by any shadows or illumination
artefacts present in the original. This is generally successful and computationally inexpensive.
An integrated normalisation approach is proposed by Kao et al. that involves local contrast
enhancement, where a given pixel is represented by the ratio of intensity of the pixel to the
average of its surrounding pixels [26]. A discrete cosine transform is also applied to support
feature selection. This approach has had promising results.
Variation of pose
The illumination cone model mentioned above deals not only with lighting variations but
also variation of pose, through manipulation of the cone to which the subject’s face has
been applied [20]. This approach still has the downsides mentioned above. Ana Paula et al.
attempted to solve the problem of varying placements of the face within a detected area by
creating 12 different versions of the same face image, with the face in a different placement in
each one [8]. Each version was then tested against a pre-existing face database, and the image
closest to the average face was selected. This, however, is computationally expensive, and
does not deal with the issue of different poses, just faces being positioned in different places
around the detected area. A 3D face modelling approach is proposed by Xiaozheng et al. [53];
however this requires two face images of set poses, frontal and profile, which are not easily
obtained within a set of historical images. Beymer introduces a method of pose estimation
where detected facial features are applied to various predefined templates, but again, many
training images of each subject are required for success [10].
2.1.3 Approaches to Face Recognition
Zhao et al. categorise popular face recognition attempts into three categories: holistic match-
ing methods, feature-based matching methods and hybrid matching methods [55].
Holistic Methods
These methods use the whole face as input to the recognition system. The most widely
accepted technique to develop from the holistic approach is that of Eigenfaces, based on
principal component analysis. This approach uses a large set of faces to derive an average
face to compare a given face against [48]. This approach, however, relies on uniform pose and
illumination, and can result in poor results when input images deviate from this [29].
Feature-based Methods
These methods extract facial features such as eyes, nose and mouth, to use for recognition.
A well-known feature-based approach uses hidden Markov models. This involves the location
and extraction of localised feature blocks from face images in the form of 2D discrete cosine
transform vectors [34]. However, this approach has shown weak results when applied to photos
of varying pose and illumination [29].
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Hybrid Methods
Hybrid methods attempt to incorporate both holistic and feature-based approaches. The
best example of this is the Eigenspace or Modular Eigenface approach, which introduces a
layered representation of a face consisting of an Eigenface and a series of Eigenfeatures [37].
This modularisation of the face-space allows for more accurate description of faces and copes
better with faces in varying pose.
POEM Descriptors
A new approach to face recognition is based on the use of patterns of oriented edge magnitudes
(POEM) [49]. This takes into consideration the distribution of edges in different areas of an
image, and applies a local binary pattern operator for classification of features. This provides
fast, accurate results; however, as it is a relatively new approach, there has not been a great
deal of evaluation to back up these results.
2.1.4 NeoFace Recognition Engine
NeoFace is a face recognition system developed by NEC [42, 24]. In 2010, NeoFace was
entered into the Multiple Biometric Evaluation Challenge, an evaluation of face recognition’s
current state of the art performed by the National Institute of Standards and Technology
(NIST) [38]. It achieved an identification rate of 95% on a database of 1.8 million individuals,
the highest rate of all participating technologies.
Face Detection
Detection of potential faces is performed using generalized learning vector quantisation; the
model is trained with a large number of face and non-face images, and the images in the
training set that match the query image the closest are merged together to provide face and
facial feature locations [42, 24]. The level of confidence that a detected face is in fact a face
is calculated by p = (dnf − df )/(dnf + df ) where df is the Euclidean distance between the
query image and the nearest feature space template that is in the face category, and dnf is
the distance from the closest non-face template. If the query image is closer to a non-face
template, the value will be less than 0. If it is more than 0, the query image is considered to
be a face [42].
Face Recognition
Figure 2.5: Source image divided into
regions.
NeoFace attempts to combat both global image vari-
ations (such as changes in illumination and pose)
and local image variations (such as the appear-
ance of sunglasses, or differing facial expressions).
Global image variations are accounted for by apply-
ing the perturbation space method, which involves
generating many images from one enrolled image
[42, 24]. These are generated to simulate differ-
ent face poses and illumination conditions by using
predefined shape and illumination models (see Fig.
2.4).
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Figure 2.4: Multiple face images to be enrolled after perturbation space method is applied to
source image.
Local image variations are accounted for by using
adaptive regional blend matching [42]. This involves
splitting up both query and target images into a number of regions, and scoring each region in
the query image for similarity to the corresponding region in the target image (see Fig. 2.5).
Only highly scoring regions are taken into account for final similarity calculation, meaning
that any areas of localised difference, such as the appearance of sunglasses or a different facial
expression, will not weigh heavily on the final score if there are other regions of high similarity.
NeoFace’s approach to face recognition could be considered a hybrid one, with the pertur-
bation space method addressing variation across the whole face, and adaptive regional blend
matching dealing with variation of features.
2.2 Use of Contextual Information and Metadata
2.2.1 Digital Metadata
Despite the significant challenges posed by historical photos with respect to image quality and
available metadata, genealogy is in the unique position of having additional information to
supplement a collection of photographs. This can be used to filter out inappropriate results.
While the use of context to improve the efficiency of photo classification has been widely
investigated, much of this relies heavily on the availability of extensive metadata supplied by
a digital camera at the time of the photograph being taken, such as timestamps and GPS
coordinates [33, 31, 25, 28, 13, 18, 14]. Realistically, only a small proportion of a family
photograph album will have such information, as many images will have been digitised with
a scanner or similar copying device. Much of this research also relies on the photographs in
the album being in colour, providing additional visual context within an event from clothing,
background, and skin colour [9, 46, 25, 23].
Work by Naaman et al. outlines the contextual information that is most important in
assisting user photograph navigation and location [32]. Of the 24 metadata categories tested,
the 7 of highest importance were:
2.2. USE OF CONTEXTUAL INFORMATION AND METADATA 11
• Whether scene is indoors or outdoors
• The people within a photograph
• The location
• The event depicted
• The number of people
• The season
• The year
This study relied on geo-referenced photographs with comprehensive digital metadata.
Not all photographs have this kind of information available alongside them; we can still
attempt to make use of some of these categories, such as the identities and number of people
in a photograph, and an estimated year or time frame of photograph origin.
2.2.2 Estimating Relationships
Physical Measures of Context
Wang et al.’s study into recognising social relationships through photograph analysis uses a
number of physical measurements to estimate relationships between unidentified individuals
in a photograph [50]. Height difference is used to estimate relationships such as parent-child
and husband-wife, where the former will often appear below the latter in a photo due to phys-
ical height. The ratio of two face sizes is used to estimate age within potential relationships;
it is more likely that two individuals are parent and young child if one face is much smaller
than the other. The physical closeness of two people is used as a factor impacting relation-
ship estimation, as is an estimation of the age difference between two individuals. Gender
estimation is also used to determine each person’s role in a relationship. Relative face size
is found to be the most useful measure for relationship estimation. This research also finds
that a relationship model can be successfully trained on a number of photographs, then used
to predict relationships in a different set of images.
Ng et al. also explore the use of physical distance as a semantic tool [35]. The normalised
estimated distance D(pi, pj)between two individuals pi, pj is calculated by D(pi, pj)/D ∗
(pi, pj) = ws/w(p), where D ∗ (pi, pj) is the euclidean distance between faces in the pho-
tograph, ws is a constant average head size (of 140mm), and w(p) is the average head size in
the photograph.
Ding et al. find that visual concepts derived from video footage can be analysed to benefit
the estimation of social relationships [17]. This study is more concerned with determining
the valency of a relationship, but does show that the consideration of visual patterns can be
used as a form of context when estimating relationships.
Recurrence and Co-occurrence
The concept of using a measure of recurrence of individuals within photos to improve iden-
tification has been explored in [25, 33, 46, 52]; however much of their functionality relies on
recurrence within a particular event, which requires both timestamps on photos and for many
photos to be from one event. This is unlikely in historical family photos, with fewer photos
being taken in the past. The use of identity co-occurrence within photo collections has been
explored in many studies [45, 15, 11, 52, 27, 35]. Shimizu et al.’s basic use of co-occurrence
provides promising results, but requires manual confirmation of photograph relevance [45].
The use of context acquired solely from co-occurrence in photos within a social network,
without any visual feature analysis, has provided good accuracy [15, 18, 47]; however these
solutions are designed for use within a large scale online social network rather than in a
personal collection. It also makes use of a great deal of contextual information that is not
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available in a genealogical application, such as who has made comments on a photo. Wu et
al. uses multiple social context measures such as co-occurrence, physical distance between
faces, and the number of individuals in a photograph, to improve face clustering accuracy
[52]. This approach relies on three factors:
• If two faces are closer, their relationship is likely to be closer
• If more people appear in a photograph, the physical distance between faces is likely to
be of less importance
• If two individuals appear in the same photographs more often, the distance between
their faces is likely to be of higher importance.
This approach was tested on a group of 259 photos from 4 separate events, and provided
encouraging results.
Filtering out impossibilities
A simple context filter ensuring that one person is not identified in the same photo twice
has been used in face recognition and tagging software Faint [1], but additional genealogical
information means that we can rule out many candidates quickly by considering the time the
photo was taken as well as the birth and death dates of individuals.
2.3 Genealogical Data
2.3.1 Degree of familial relationship
The coefficient of relationship expresses the consanguinity or theoretical percentage of genes
two individuals share, determined by their common ancestors [51]. This can be calculated for
two individuals a and b by Rab =
∑
(1/2)n, where n is the number of paths separating a and
b.
2.3.2 The GEDCOM standard
An acronym for Genealogical Data Communication, GEDCOM files are the current standard
for recording and sharing genealogical data [36]. GEDCOM 5.5 is still the most widely
used and accepted version, despite being released in December of 1995. GEDCOM files are
structured similarly to an XML file, with the number at the start of each line indicating the
depth or level of the following data.
Figure 2.6 shows an excerpt from a GEDCOM file. The file structure is based on family
(FAM) and individual (INDI) entities. A family entity models a nuclear family, which consists
of two parents and their children.
This 17-year-old standard has very limited support for the incorporation of photographs
and multimedia objects. Many existing genealogical programs create their own file format,
often building on top of GEDCOM’s functionality. The problem this poses is the loss of an
actual standard; often, only the software that wrote the file will be able to read it again,
hampering the open distribution of information, especially if the program necessary to open
the file is not freely available.
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0 HEAD
1 CHAR ANSI
1 SOUR Ancestry.com Family Trees
2 VERS (2010.3)





0 @P1@ INDI 
1 NAME Ellie /Rasmus/
1 SEX F
1 BIRT 
2 DATE 27 Dec 1990
2 PLAC Christchurch
1 FAMC @F2@
.   .   .










Details of software used to create file
Details of GEDCOM version and type
Individual identification key, 
unique within file
Family identification key to cross 
reference against; FAMC means this 




Husband in family is individual P3
Wife in family is individual P2
Child in family is individual P1
Marriage details
End of document
Figure 2.6: An excerpt from a GEDCOM file, illustrating INDI and FAM elements.
3 Design and implementation
3.1 Overview
The proposed system can be divided into three parts: the context filter, NeoFace face recog-
nition, and the parsed GEDCOM structure.
3.2 GEDCOM Files
In this project, the gedcom4j library has been used for the parsing of GEDCOM files [22].
This library loads a given GEDCOM file and parses it into a navigable Java object hierarchy.
While it is intended for use within Java applications, the gedcom4j library is being used within
this C# application through the IKVM.NET implementation of Java for the Microsoft .NET
framework [19].
3.3 Face Recognition
3.3.1 Face Grouping with NeoFace
NeoFace is provided with a directory of images. Each one of these images undergoes face
detection, where any detected faces are saved in a database (see Table 3.1). Each face is
then matched against every other face in the database. This involves loading all other faces
as target data, the query face as query data, and verifying the query face’s identity with a
certain similarity threshold. If the query face matches any target faces, a list of matches and
scores will be returned. The face with the highest score, that also does not appear in the
same source image as the query face, is considered a match. The query image is then saved
under the matching face’s face group; all faces in a face group are considered to be of the
same individual.
Matching Threshold
The matching or similarity threshold is a parameter, between 0 and 1, used by NeoFace
during identity verification. A lower threshold will result in faces of low similarity being
considered a match, while a higher threshold will require faces to be very similar for a match to
occur. Different face recognition applications will require different matching thresholds. When
testing against images taken in a very controlled environment such as passport photographs
or police mugshots, the threshold can be much higher so to avoid false positives. However,
family albums consist of many photographs taken in uncontrolled environments, resulting in
varying pose, illumination and image quality. Five different matching thresholds were tested
on our album of 523 faces (see Fig. 3.1). The lowest threshold of 0.6 incorporated many more
faces into face groups, which also resulted in a higher error rate. Conversely, a matching
14
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Entity name Type Value
ID int (Primary Key) Unique identifier for each row
FaceGroupID int Links this face to other faces sharing this face group id
ImagePath string Location of source image on local system
FaceImagePath string Location of extracted face image on local system
FaceScore float The probability of this being a face, given by NeoFace
IndiID string Once identified, references an individual within a Gedcom
file
Gender string Face’s gender, estimated by AgeAndGender library
Age int Face’s age, estimated by AgeAndGender library
FeatureData byte array Facial feature data extracted by NeoFace
FacePosition int (Foreign Key) ID of entry in FacePosition table, locates face
within source image
DateFromEXIF DateTime The time the photograph was taken, if EXIF metadata is
available
Table 3.1: The main database structure, showing information extracted for each detected
face.
threshold of 0.75 provided a lower error rate, but only places 114 faces into groups. While we
require a certain level of correctness, we also want a minimal number of singletons, or faces in
their own face group. When considering the number of faces grouped as well as the number
of errors, a threshold of 0.68 is the best choice, and what has been used throughout the rest
of the system implementation.
3.3.2 Age and Gender Estimation
Supplementary to NeoFace is the AgeAndGender library, that provides us with estimations
of a face’s age and gender.1 When deciding whether a face should be matched to a particular
face group, we could use this information to compare the calculated gender of the query
image with the gender of the face group. A face with the same gender is more likely to
belong in the face group. Estimated ages of identified individuals could also be used in the
identification of other people in the photo, by providing a smaller photograph timeframe to
acquire candidates from (timeframes are discussed in section 3.4.1). Of the 523 faces in the
photo album being tested, gender was accurately predicted for 64.9% of them, with 12.5% of
faces having incorrectly predicted gender, and 22.6% of faces having unknown gender. It is
worth noting that 14.5% of the faces tested were of children that were either were assigned
the incorrect gender or whose gender was unknown, showing that this estimation of age and
gender struggles more with children’s faces. While it is impossible to compute the exact
accuracy of the age estimations, as we do not know exactly when each photograph was taken,
examining a small number of face groups shows a huge variance in accuracy; while some
results were accurate within 2 to 3 years, some results were very inaccurate, with children
being assigned ages in their mid-forties, and some elderly faces estimated to be in their thirties
(see Fig. 3.2 for examples). Due to the widely varying accuracy of these estimations, it has
been decided not to use these measures as context within the system. Possible uses for this
information are discussed in section 5.
1This functionality, and the libraries being used, are still under development by NEC.
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Figure 3.2: Some examples of estimated ages.
3.4 Context Filter
The context filter of this system computes identity suggestions for each face group based on
information derived from a GEDCOM file provided alongside the album of photos, as well
as contextual information derived from the album itself. These suggestions will be computed
based on a series of factors, which can be grouped into five areas; time frames, degree of
familial relationship, co-occurrence, recurrence, and physical factors. Figure 3.3 gives a high-
level overview of the calculations performed when ranking candidates against a query face.
3.4.1 Time Frames
Historical photos within a family album will most likely have been digitised using a flatbed
scanner, meaning that any time metadata within the image will refer to the time of digitisa-
tion, not its original creation date. Because of this, we often do not have any accurate data
regarding a photo’s creation time, and another method of estimating a photo’s possible time







For each of P3, P4, P5, calculate score for:
Co-occurrence; how often 
candidate appears with P1 
and P2 in database, taking 
into account physical distance
Face recognition; how similar 
query face is to previously 
tagged instances of candidate
Relationship; how related 
candidate is to P1 and P2
Recurrence; how often 
candidate is in database
Figure 3.3: An overview of the candidate scoring process.
of creation is necessary. In this system, a time frame is a pair of dates denoting a period of
time within which a photograph must have been taken or an individual must have been alive,
according to information currently known about identified individuals and the photographs
they appear in.
Photograph Time Frames
The time frame of a photograph represents the possible period of time within which the photo
must have been taken. This is essentially the period of time where all individuals present in
the photograph were alive. The more individuals identified in the photograph, the narrower
and more accurate the time frame will be. For example, consider a photograph containing a
number of individuals, but only 3 currently identified. Person 1 was born in 1900 and died in
1980, person 2 was born in 1920 and died in 1990, and person 3 was born in 1950 and is still
living. From this, we know that the photo must have been taken between 1950 and 1980, as
this is the time frame within which all identified individuals were living. If a fourth person is
then identified who was born in 1975, we know that this photograph must have been taken
between 1975 and 1980, narrowing the time frame significantly. When identifying remaining
people, we can use this information to disregard any candidates that were not living during
this time.
Face Group Time Frames
The time frame of a face group consists of the earliest and latest possible dates that an
individual could have lived, based on the photographs they appear in and who they appear
with. This is achieved by accumulating the time frames of all photographs the individual
appears in. By taking the earliest start date and latest end date of time frames of photographs
that the individual is present in, we can construct a time frame for each individual.
Candidate lists
When a suggestion is to be made as to the identity of an unknown face, a list of possible
candidates is generated. This is initially all of the individuals in the GEDCOM file that were
alive during the time frame of the photo. These candidates are then scored and ranked; this
will be covered in depth in later sections.
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The manner in which time frames are calculated means that they are more susceptible to
type 1 errors; it is likely that some unsuitable candidates will remain in the candidate list as a
result of the photo time frame being too broad. This could either be because few individuals
have already been identified in the photograph, the appearance of an individual who lived for
a long period of time, or a group of people that all lived around the same time, meaning that
the time frame cannot be narrowed down.
In the case of no individuals having been previously identified in a photograph, the initial
candidate list will be very large, consisting of all individuals from the GEDCOM file alive
after the invention of photography.2
3.4.2 Degree of Familial Relationship
From the GEDCOM file, we can calculate the coefficient of relationship between each individ-
ual in the family tree. This value indicates the theoretical proportion of genes two individuals
share.
Calculating the Coefficient of Relationship
To find the coefficient of relationship between two individuals a and b, their lowest common an-
cestor (LCA) must first be identified; this is done by retrieving a list of all ancestors of each in-




Figure 3.4: Nodes a and b are first cousins, and
are separated by 4 paths through each grand-
parent.
The number of paths separating the two
individuals can be found by adding the dis-
tance of a from the LCA to the distance of b
from the LCA (see Fig. 3.4).
The coefficient of relationship can then
be calculated by Rab =
∑
(1/2)n, where n
is the number of paths separating individu-
als a and b. Summing of all possible paths
is required for relationships where individu-
als share more than one lowest common an-
cestor. For the example illustrated in Fig.
3.4, individuals a and b are separated by
4 paths through each grandparent. Their
degree of relationship can be calculated by
(1/2)4 + (1/2)4, resulting in a value of 0.125.
This means that these two individuals theoretically share 12.5% of their genes with one an-
other. The relationship between parent a and child b is calculated by (1/2)1. Summing of
multiple paths is not required, as a is b’s direct ancestor. This results in the child theoretically
sharing 50% their genes with their parent.
There are some situations where the standard coefficient of relationship is not a fair
representation of the relationship between two people. For example, spouses would (assuming
no inbreeding) share no common ancestor, resulting in a relationship measure of 0. However,
2The first permanent photograph was created in 1826 by Joseph Nicephore Niepce; January 1st 1826 has
been used to represent the invention of photography
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a spousal relationship is arguably one of the most important in terms of co-occurrence; in the
album of 173 family photographs being tested, spousal relationships appear at a similar rate
to parent/child and sibling relationships (see Fig. 3.2). For this reason, it has been decided












For each candidate i, average relatedness =
Figure 3.5: Calculating a candidate’s average relatedness to the identified individuals in a
photograph.
Using the Coefficient of Relationship
Within a photograph containing more than one individual, a cumulative relationship coeffi-
cient for each candidate can be calculated by adding together the relationships between each
candidate identity and each other individual in the photograph. For example, a photograph
featuring individuals P1, P2, P3 and an unknown individual x (see Fig. 3.5). For each indi-
vidual in the candidate list for x, the coefficient of relationship is calculated for each person
already identified in the photograph. Finding the average of these relationships provides the
relatedness of each candidate to the group of identified people in the photograph. A candidate
with a higher relatedness to the group is more likely to appear in the photograph.




Figure 3.6: When using physical dis-
tance as a measure of context, we take
into account the distance between all of
the faces in the photo.
In this system, co-occurrence is a relative measure
of how often an individual appears alongside every
other individual throughout a set of photographs.
Number of people in photograph
The co-occurrence of two individuals within a pho-
tograph is of more importance if there are less other
people in the photograph. For example, a couple
appearing alongside each other in a wedding photo-
graph is more significant than two people appearing
in a large group photograph at a family reunion.
Physical Distance
The physical distance between two individuals
when they appear in photographs can be an im-
portant indication of their relationship. If two peo-
ple routinely appear close together in many pho-
tographs, there is a higher chance that they are
closely related or spouses. The euclidean distance
between two faces pi and pj must first be nor-
malised to ensure a meaningful measurement. This
can be done by taking into account the average face
width within the photograph in pixels and a stan-
dard width of a face in centimetres.
Also taken into account is the average distance
between all the faces in the photograph (see Fig.
3.6). This means that co-occurrence is more signif-
icant if two people appear close together in a photo
where most people are far apart.
3.4.4 Recurrence
Recurrence is a simple measure of how often an individual appears throughout the album
compared to the average rate of appearance. Individuals that appear more frequently within
an album are more likely to appear again.
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3.5 System Structure
The system itself is implemented in four files: GedcomTree.cs, NeoFace.cs, ContextFilter.cs,
and Form.cs (See Fig. 3.8).
The initial input provided to the system will be in the form of a GEDCOM file and an
album of untagged family photographs (see Fig. 3.7 for an overview of operations performed
on initial startup). While we have this data, we cannot use any of the data from the GEDCOM
file in a meaningful way as we have not yet identified any individuals. The first action of the
system will be to detect and extract faces from the source images. These faces will be grouped
together by similarity of appearance. Some photos may contain very small faces that NeoFace
cannot extract meaningful feature data from. These faces are detected and extracted by the
supplementary AgeAndGender library and are stored in the database, but cannot be used for
face recognition queries.
From the data now in the database we can calculate co-occurrence rates. This measures the
frequency with which each face group, currently an unidentified individual, appears alongside
each other unidentified individual in the photo album.
We can also compute various attributes of each face group that are not dependent on any
data from the GEDCOM file. Each face group is assigned an arbitrary identification number,
which will later be mapped to an INDI identifier within the GEDCOM file. The recurrence
measure of a face group can be calculated by dividing the number of faces within the face
group by the total number of faces within all photographs. This can later be compared to
the average recurrence of faces in the album.
3.6 Composing the final score
To ensure effective use of these various scores, we need to devise an appropriate distribution
for their summation. While testing accuracy using face recognition alone, we find that the
average likeness score given to top ranking candidates is 40.28. No two individuals can have
a relationship score higher than 50, and the average relatedness of a candidate to a group
of individuals in an image is 9. The average co-occurrence score is 15.5, and the average
recurrence rate is 19.2.
Initial tests show that changing the weighting of the relationship score alone does not
cause any major change in performance (see Fig. 3.9). As face recognition provides a high
level of accuracy by itself, we do not want these context scores to hold too much weight
relative to the face recognition scores.
Various combinations of face recognition and context scores have been tested. In Fig.
3.10 we see the average accuracy of identity ranking using 11 different score compositions,
with Context referring to the combination of co-occurrence, recurrence, physical distance and
Faces are grouped 
together by similarity. 





Now have access to 
Recurrence and Co-
occurrence of unidentified 
face groups
Detect and extract 
faces and feature 




Now have access to 
familial relationships
Parse GEDCOM into 
navigable structure
Figure 3.7: Tasks to be performed on initial startup.
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processPhoto(filename);
   -detects all faces in image and saves them to 
database, with extracted feature data
groupFaces();
   -Runs face recognition against database, groups 
each face with its best match
NeoFace
Holds instances of NeoFaceProNet and AgeAndGender
findPerson(names, surname or indi id)
   -finds Individual entity with given data
findLCA(Individual, Individual)
   -finds lowest common ancestor of two people
findRelationship(Individual, Individual)
   -finds coefficient of relationship of two people
getCandidateList(timeframe or date)
   -returns list of all individuals alive either a) since the 
invention of photography (given no information) b) 
within a given timeframe or c) on a given date
getTimeframe(List of Individuals)
   -get the timeframe within which all of a list of 
individuals were living
GedcomTree
Uses gedcom4j library to parse GEDCOM file into navigable 
object
getUnfilteredCandidateList()
   -finds any appropriate timeframes and gets candidate 
list from GedcomTree
rankCandidates()
   -scores each candidate in list with respect to co-






Holds instances of NeoFace and GedcomTree objects
testFace()
   -gets ranked candidate list from ContextFilter for face 
selected by user
parseIDCSV()
   -parses the CSV file containing mappings between 
faces in database and individuals in GEDCOM
Form
Front end GUI - acts as main(), performs tagging of 
database for testing, passes to ContextFilter the face to be 
identified
Figure 3.8: Outline of classes the system is composed of.
relationship measures. In this test, we want values closer to 1, as a ranking of 1 means that
the correct identity is deemed the most likely to belong to the query face. Giving the face
recognition score double the weight of the context score provides the lowest average rank,
with the worst performances coming from the use of face recognition alone, and giving the
context score 3 times the weight of the face recognition score.
From these results we settle on the use of the context score alongside 2 times the face







 + 2× FaceRecognitionScore
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Context + 2 x Face Recognition
Context + 4 x Face Recognition
Context + 5 x Face Recognition
Context + 2.5 x Face Recognition + Relationship
Context + 3 x Face Recognition
Context + 2 x Face Recognition + Relationship
Context + 2.5 x Face Recognition
Context + Face Recognition
Context + 1.5 x Face Recognition
Face Recognition Only
3 * Context + Face Recognition
Figure 3.10: The average accuracy of identity predictions using various score compositions.
4 Results
4.1 Experimental Design
Testing has been performed on a database of 523 faces, 349 of which have been used as query
faces. Not all of these 523 faces in the database were suitable for use as query faces; some
faces extracted from the photo album are of individuals that do not appear in the GEDCOM
file or are of unknown identity. Also, we cannot use as query faces any faces detected by the
AgeAndGender library, as they are not accompanied by feature data that can be used for
facial recognition. These faces are retained in the database as they can assist with context
measures, and help to maintain the structure of an actual family photo album.
The database starts with all known faces being tagged as individuals in the GEDCOM
file. The GEDCOM file used for testing consists of 948 individuals, 60 of which are present
within photos in the album. For each of the 349 faces tested against the database, the face
being tested is untagged (or set as being of unknown identity), while the rest of the database
remains tagged. The system then predicts the query face’s identity, the face is retagged, and
the process is repeated with the next face. The main output being evaluated is the position
in the final candidate list of the query face’s actual identity. The best outcome is the query
face’s identity being in rank 1.
In this evaluation, a ranking of 50 has been used as a threshold; any face with its correct
identity ranked worse than 50 will not appear on graphs or in data analysis. Of these 349
faces, there were 19 outliers that resulted in an identity ranking lower than 50.
The performance of NeoFace’s face recognition alone is used as the baseline for testing the
accuracy of identity prediction. The performance of the proposed system is shown through
the use of context in scoring alongside the face recognition score.1
Testing has been performed on a machine running 32-bit Windows 7 SP 1 with 4 GB
RAM. Face recognition is performed with the NeoFace version 3.1 runtime environment, and
system development is in C# using Microsoft Visual Studio 2010.
4.2 Overall Accuracy
Figure 4.1 shows the performance of the system in terms of accuracy with respect to the top
50 ranked candidate identities for each query face. A hit list of size 1 means that the correct
identity is ranked as the most likely identity of the query face, while a hit list of size 50 requires
the correct identity of the query face to be ranked in the top 50 identities. The two data series
shown correspond to the accuracy of using face recognition alone to score and rank candidates,
and the accuracy when using context measures as well as face recognition in scoring. We find
that scoring with context measures compared to the use of face recognition alone achieves a
1Throughout these results, the performance of face recognition alone is shown in red and the proposed
system’s performance is shown in blue
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Figure 4.1: Accuracy of identity prediction at different hit list sizes.
26% improvement in accuracy at hit list size 1, a 21% improvement at hit list size 5 and a 12%
improvement at hit list size 10. While the performance of face recognition alone tends towards
a similar accuracy as scoring with context as hit list size increases, we are more interested in
the system’s performance using a hit list of only 5 or 10 identities, as this is more useful in
terms of realistic face tagging interfaces. Overall we find a significant improvement in mean
ranking with the use of context measures (paired T-Test, T = 8.9179, p < 0.001; Wilcoxon
z = 9.226272, p < 0.0000001).
4.3 Accuracy vs. Identity Recurrence
Figure 4.2 shows the accuracy of identity prediction with respect to the frequency of the query
face’s identity in the database. As we can see by the red trendline, there is no significant
improvement in the performance of using face recognition alone when there are many instances
of the query face’s identity (Kruskal-Wallis Test corrected for ties, H = 7.335848, df = 6, N1 =
53, N2 = 58, N3 = 41, N4 = 35, N5 = 25, N6 = 17, N7 = 100, p = 0.290902 ). However we
can see a significant relation between identity frequency and accuracy when using context
measures in scoring (Kruskal-Wallis Test corrected for ties, H = 88.460953, df = 6, N1 =
53, N2 = 58, N3 = 41, N4 = 35, N5 = 25, N6 = 17, N7 = 100, p < 0.0000001 ).
4.4 Accuracy vs. Candidate Co-occurrence
Figure 4.3 shows the accuracy of identity prediction with respect to the correct identity’s co-
occurrence score, or how often the correct identity appears throughout the album alongside the
identified individuals in the photo. The red trendline shows no significant change in accuracy
as identity co-occurrence increases when scoring using face recognition alone (Kruskal-Wallis
Test corrected for ties, H = 10.025022, df = 6, N1 = 49, N2 = 106, N3 = 65, N4 = 49, N5 =
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Figure 4.2: Accuracy of identity prediction with respect to rate of identity recurrence in
album.
Figure 4.3: Accuracy of identity prediction with respect to the correct identity’s co-occurrence
score.
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Figure 4.4: Accuracy of identity prediction with respect to the relatedness of the query
identity to the rest of the individuals in the photo.
37, N6 = 12, N7 = 12, p = 0.123602). The blue trendline, however, shows a definite increase
in accuracy as the rate of co-occurrence increases (Kruskal-Wallis Test corrected for ties,
H = 48.149176, df = 6, N1 = 49, N2 = 106, N3 = 65, N4 = 49, N5 = 37, N6 = 12, N7 = 12, p <
0.0000001).
4.5 Accuracy vs. Relatedness To Photo
Figure 4.4 illustrates the relationship of accuracy to how related the query face identity is to
the rest of the photo.
Neither of the trendlines indicate much of a relationship between accuracy and relatedness.
Analysis shows relatedness having more of an impact on the accuracy of face recognition
scoring alone (Kruskal-Wallis Test corrected for ties, H = 29.184748, df = 16, p = 0.022720)
compared to scoring with context measures (Kruskal-Wallis Test corrected for ties, H =
19.258095, df = 16, p = 0.255507). This is clearly nonsensical, as scoring solely with face
recognition does not involve any relationship measures at all. We dismiss this as coincidental,
and accept that the relatedness of the query individual to the individuals in the query photo
does not impact accuracy.
4.6 Accuracy vs. Candidate List Size
Figure 4.5 shows the identity prediction accuracy as the number of candidates being considered
changes. The average candidate list size was 427.
The blue trendline shows a decrease in performance as the size of the candidate list
increases when using context measures in scoring (Kruskal-Wallis Test corrected for ties, H =
23.601916, df = 5, N1 = 3, N2 = 9, N3 = 145, N4 = 106, N5 = 48, N6 = 18, p = 0.000259).
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Figure 4.5: Accuracy of identity prediction with respect to the number of candidates consid-
ered.
This is to be expected; the less candidates there are to consider, the more likely that the
applied context measures will successfully apply to only a small proportion of the candidate
list, and the smaller the maximum possible rank. We see that candidate list size has an
insignificant impact on scoring with face recognition alone (Kruskal-Wallis Test corrected for
ties, H = 8.017898, df = 5, N1 = 3, N2 = 9, N3 = 145, N4 = 106, N5 = 48, N6 = 18, p =
0.155252).
4.7 Accuracy of Young Face Identification
Dealing with children’s faces is a problem that face recognition traditionally struggles with.
Figure 4.6 shows the accuracy of identity prediction when dealing with faces under the age
of 5, 10 and 15 years of age. In this dataset, 54 faces were under the age of 5, 84 under the
age of 10 and 106 under the age of 15. When considering only the top ranking identities
(or hit list size 1), scoring with context measures provides a large increase in accuracy, with
a 38% improvement in faces under 5, a 42% improvement in faces under 10, and a 40%
improvement in faces under 15. This is more significant than the 26% improvement seen across
the whole dataset with the use of context. When considering the top 5 ranked identities we
see improvements of 20%, 34% and 36% at ages under 5, under 10 and under 15 respectively.
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Figure 4.6: Accuracy of identity prediction when dealing with young faces.
4.8 Discussion
We can see from these results that the use of context alongside face recognition provides
a clear improvement in identity prediction accuracy. Co-occurrence and recurrence are the
most important measures contributing to accuracy. We do not find any strong relationship
between accuracy and the relatedness of query faces to the identified individuals alongside
them in the photo. Smaller candidate lists tend to provide higher accuracy.
We can also conclude that the use of context effectively overcomes the difficulties that
face recognition typically struggles with when identifying young faces.
A limitation of this system is lessened performance when there are few or no instances of
the individual previously identified in the database. This, however, is somewhat inevitable,
and is a limitation inherently present in many similar systems [47, 11, 35].
The dataset It is worth noting how very challenging this dataset is. The oldest photos
in the album date back to around 1908. Faces as small as 32x32 pixels have been correctly
identified, and many of the faces are in severe poses, under poor illumination, and suffer from
partial occlusion. Figure 4.7 gives an example of some of the faces in the photo album.
Outliers Of the 349 faces used in testing, 19 returned a correct identity ranking of 50 or
worse. All 19 of these faces are of individuals of distant relation to the majority of the album.
Seven of these faces are of individuals that only appear in the album once, providing no
chance for NeoFace to successfully match the face to someone of the same identity. Four of
the individuals only have one other face instance in the database, and four of the faces are
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alone in their source photo, meaning very little additional context can be drawn from the
photo itself.
A note on comparative evaluations While it would be desirable to compare the perfor-
mance of this system to that of previously published work, this is near to impossible without
access to either a) the published systems or b) the set of photographs used for evaluating
them, and an associated family tree. This work is reliant on the make up of various relation-
ships within photo albums, as well as the structure, size and time frame of the GEDCOM
file accompanying the album and the quality and age of the photos being analysed. For
these reasons, results would undoubtedly vary greatly between albums and families, and any
meaningful comparison in performance is not possible.
Figure 4.7: An example of some of the faces in the dataset being used for testing
5 Conclusion and Future Work
A novel approach to identity prediction within a family photo album has been presented,
making use of relationship measures derived from genealogical information located within a
GEDCOM file as well as contextual information about identity co-occurrence, recurrence and
relative physical distance derived from the photos within the album. The proposed system,
which uses these measures alongside NEC’s NeoFace face recognition engine, has provided a
26% improvement in accuracy over the use of face recognition alone, when identifying 348
faces against a database of 523 faces from a challenging dataset of 173 family photographs.
Measures of identity co-occurrence and recurrence within the photo album are shown to be an
effective addition to identity prediction. The removal of ineligible individuals from a unknown
face’s list of candidate identities through the construction of photo timeframes is also seen to
be an effective way of improving identity prediction accuracy. We see accuracy improvements
of up to 42% when identifying the faces of children and young people, something that even
the most advanced face recognition technology currently available struggles with.
Future work
This area of research presents a lot of potential future work. One aspect that could be
developed further is research about the structure of family photo albums. Areas such as
recurring patterns, rates of occurrence, and the most important relationships could be looked
into further in order to pinpoint the aspects of family albums that are most beneficial for
identity prediction. A lot of analysis has gone into tailoring the composition of the candidate
score based on the family album being used for testing, making it difficult to know whether
or not these values will need to change in order to create a successful generalised system.
Further research into family album structure, alongside testing with multiple datasets, will
be helpful for developing a system that can operate successfully over different photo albums.
A current limitation of the system is that it only attempts to identify one unknown query
face at a time. It would be beneficial to allow for estimations to be made for a pair or multiple
unknown faces simultaneously; this way, the ranked candidate lists of both unknown faces
could influence each other. For example, if there are two unknown faces appearing alongside
each other in an image, and there are two highly ranked identities in the candidate lists that
are married to each other, it is more likely that these unknown faces belong to this couple,
even if the identities are not the highest ranked in each of their respective candidate lists.
It would be very helpful in the future to incorporate estimates of the age and gender of
faces. As these measures are often not robust when applied to such a varying dataset, measures
such as the face image resolution, the angle of face pose, and face detection certainty could
be taken into account when deciding how much weight to give the estimations.
When calculating the relatedness of a candidate identity, measuring the relatedness within
the group in the photo could provide additional information. If all of the individuals previously
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identified in a photograph are closely related, the coefficient of relationship will be of higher
importance when ranking the candidate list. If a photograph contains individuals that are
not closely related or are not related at all, the coefficient of relationship calculated for each
candidate is not going to be of such importance. For example, the coefficient of relationship
is not going to hold great relevance when identifying individuals in a school class photograph,
as the people in the photograph are bound by a social, rather than familial, relationship.
Another measure of context that could be helpful for predicting identities is that of relative
face size. Some relationships can be identified by comparing the size of an unknown face to
the other faces in the photo, as well as its position relative to those faces. For example, when
a parent holds a young child, the child’s face is smaller and appears below the parent’s face.
Similarly, a couple standing next to each other will often be slightly different heights and of
similar face size. Taking this into account could help to identify relationships within photos.
If such a system was being developed for release rather than research purposes, it would
be necessary to allow the user to tag individuals not present in the GEDCOM file. This
could be done either by providing functionality to add new individuals to the family tree,
or by maintaining a secondary set of individuals alongside the GEDCOM file that are not
necessarily family members, but appear in the photo album.
Shao et al. use a series of Gabor filters to extract genetic-invariant features, in order
to verify kinship using the UB KinFace database. This consists of images of children and
parents at varying ages [30]. While this is out of the scope of this paper, it is an area of
future interest that could be incorporated into the facial recognition aspect of the system to
assist in identifying related individuals.
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