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Abstract
A selection of nanoscale processes is studied theoretically, with the aim of iden-
tifying themechanisms that could lead to selective carbon nanotube (CNT) growth.
Only mechanisms relevant to catalytic chemical vapour deposition (CVD) are con-
sidered. The selected processes are analysed with classical molecular dynamics
(MD) simulations and continuum modelling.
The melting and pre-melting behaviour of supported nickel catalyst particles
is investigated. Favourable epitaxy between a nanoparticle and the substrate is
shown to significantly raise themelting point of the particle. It is also demonstrated
that substrate binding can induce solid-solid transformations, whilst the epitaxy
may even determine the orientation of individual crystal planes in supported cat-
alysts. These findings suggest that the substrate crystal structure alone can poten-
tially be used to manipulate the properties of catalyst particles and, hence, influ-
ence the structure of CNTs.
The first attempt at modelling catalyst dewetting, a process where the catalyst
unbinds from the inner walls of a nucleating nanotube, is presented. It is argued
that understanding this process and gaining control over it may lead to better selec-
tivity in CNT growth. Two mutually exclusive dewetting mechanisms, namely cap
lift-off and capillary withdrawal, are identified and then modelled as elastocapil-
lary phenomena. The modelling yields an upper bound on the diameter of CNTs
that can stem from a catalyst particle of a given size. It is also demonstrated that
cap lift-off is sensitive to cap topology, suggesting that it may be possible to link
catalyst characteristics to the structural properties of nucleating CNTs. However, a
clear link to the chiral vector remains elusive.
It is shown that particle size, as well as binding affinity, plays a critical role in
capillary absorption and withdrawal of catalyst nanoparticles. This size depen-
dence is explored in detail, revealing interesting ramifications to the statics and
dynamics of capillary-driven flows at the nanoscale. The findings bear significant
implications for our understanding of CNT growth from catalyst particles, whilst
also suggesting new nanofluidic applications and methods for fabricating compos-
ite metal-CNT materials.
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Chapter 1
Introduction
Carbon nanotubes (CNTs) are one of the most researched materials of the last
twenty years. These concentric cylinders of rolled up graphite sheets possess unique
properties making them potentially useful in many areas of science and technol-
ogy. They are the strongest and stiffest materials yet discovered in terms of tensile
strength and elastic modulus respectively [1, 2]. Some scientists even speculate
their tensile strength is adequate for the construction of space-elevators [3] (a con-
cept introduced by Tsiolkovsky in 1895 [4]). CNTs also exhibit intriguing electronic
properties: they can behave as metals or semiconductors. This behaviour is deter-
mined by chirality - a geometric parameter representing how the individual sheets
of graphite are rolled up. Over the last decade, many nanoelectronic devices based
on individual nanotubes have been demonstrated, exploiting a variety of structure-
dependent conduction mechanisms [5]. Even more recently, medical applications
of CNTs have begun to emerge. Their inner cavity and relatively inert walls seem
very suitable for drug delivery [6] and treatment of cancerous tumors [7]. The
scope of applications is truly overwhelming, which seems ironic since the actual
discovery of CNTs remained unnoticed for almost forty years.
As pointed out in an editorial article byMonthioux andKuznetsov [8], the study
of carbon filaments dates as far as 1889. Nonetheless, the credit for discovering
CNTs should go to Radushkevich and Lukyanovich [9], because they published
the first transmission electron microscope (TEM) evidence for the tubular nature
of nano-sized carbon filaments. Since these images were published in a Russian
journal during the Cold War (1952), they went unnoticed by the Western scientific
community. Undoubtedly, it was Iijima’s work in the early 90s [10] that ignited the
field and instilled new interest from all major science disciplines. Iijima’s collab-
oration with Ichihashi at NEC also led to the incidental discovery of single-wall
carbon nanotubes (SWCNTs) [11], giving rise to even more intriguing nanoelec-
1
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tronic applications.
Prior to Iijima’s influential work, the main reason for studying hollow carbon
filaments (whether they were “nano” or not) was to understand the growth mech-
anisms so that their formation could be prevented. Accumulation of these graphitic
structures was a nuisance in the coal and steel industry processing and in the
coolant channels of nuclear reactors [8]. Now, many decades later, the scientific
community is still striving for a deeper understanding of the growth mechanisms,
but for different reasons. CNTs have become an integral part of nanotechnology,
so the current goal is to improve control over their production. The functionality of
CNTs strongly depends on their length, radius, chirality and atomic defects; hence
there is an increasing demand for selective growth techniques that would form
defect-free tubes with particular structure. Despite the flurry of research activity in
the field, current synthesis techniques still lack the necessary control and selectiv-
ity.
Catalytic Chemical Vapour Deposition (CCVD)
There are plenty of well-established techniques for growing CNTs (e.g. arc dis-
charge [12], laser ablation [13], chemical vapour deposition [14], controlled flame
environment [15], etc.), but we shall only concern ourselves with catalytic chemical
vapour deposition (CCVD). This particular technique employs nanometre-sized
particles that serve as nucleation sites for CNT growth. Some nanoparticles also
act as catalysts, breaking down the carbonaceous gas. Most common choice of cat-
alyst are transition metals (Fe, Ni, Co, Mo, Ag, Au, Cu etc.) and their alloys, but
the Fe family of elements are known to be the most effective. However, Takagi et
al. have recently reported CVD growth of SWCNTs from semiconductor nanopar-
ticles (SiC,Ge,Si) [16] and nano-sized diamond particles [17]. Huang et al. have
even managed to grow SWCNTs from scratches on SiO2 surfaces [18]. These re-
ports seem to indicate that almost any “small” particles, regardless of their chemi-
cal composition, are capable of “catalysing” the growth of SWCNTs.
Some researchers speculate that the catalytic function of materials for SWCNT
growth is mainly size dependent, thus ruling out any relationship between the
catalyst and nanotube structure [18]. However, we cannot ignore the fact that some
materials are “better” at catalysing CNT growth than others. Also, there must be a
reason for why changing catalyst composition affects chirality distributions of the
grown tubes [19, 20, 21]. Reich et al. [22] have proposed that crystal structure of the
catalyst could lead to preferential growth of tubes with certain chirality. This idea
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is supported by recent experimental evidence [19, 23], suggesting the possibility
of controlling chirality distributions through the crystal structure of the catalyst
surface. It seems that this may only be achieved with solid-state catalysts.
A thorough review of CCVD is given in Ref. [24, 25]. The procedure is carried
out at relatively low temperatures, typically below 1000 K, which makes it cheaper
andmore suitable for industrial-scale production than other synthesis techniques [26].
CCVD also allows the possibility of aligning CNTs during growth [27] and has
the advantage of forming them directly on a desired substrate; whereas nanotubes
grown via other routes must be processed after the synthesis procedure. The initial
step in this technique is the preparation of catalyst or seed nanoparticles, which
is followed by the injection of a hydrocarbon gas or CO into the surrounding at-
mosphere. The gaseous feedstock is then gradually decomposed by the catalyst
nanoparticles, initiating the growth of CNTs from the particles’ surface. Exactly
how these structures grow and what is the actual role played by the catalyst is still
unresolved.
Questions and motivation
The purpose of this work is to advance our current understanding of CNT for-
mation by means of theory and computation. Computer simulations allow us to
model events at sub-microsecond timescales that are difficult to probe experimen-
tally. It is believed that some of the critical events in CNT growth occur at nanosec-
ond timescales, which naturallymotivates a simulation-based approach. Of course,
simulating all the relevant nanoscale phenomena is beyond the scope of this thesis.
What follows is a list of issues we chose to address and the underlying motivation
for doing so.
Catalyst phase
An on-going topic of discussion is whether the catalyst particles are in the liquid
or solid phase during CNT growth. Some experiments seem to suggest that liq-
uid is the required phase [28], which facilitates absorption and rapid diffusion of
dissociated carbon atoms inside the catalyst. However, there is ample evidence
that solid metal-carbide nanoparticles can also be effective at catalysing the reac-
tion [29, 30]. Furthermore, some experiments [31] and ab-initio calculations [32]
indicate that CNT growth can occur via surface diffusion alone, implying that the
catalyst interior does not need to be saturated with carbon. Finally, as we already
mentioned, more recent experiments demonstrate that the chemical composition
CHAPTER 1. INTRODUCTION 4
of the “catalyst” is sometimes irrelevant [16, 17, 18]. In such cases the particles are
not chemically active, and it is just their size and crystal structure that seem to mat-
ter [19]. Hence it is important to understand the thermodynamics of these catalyst
nanoparticles, their melting and pre-melting behaviour in particular.
In the last decade or so, computer simulations have shed new light on the melt-
ing transition in nanoclusters, e.g. Refs. [33, 34, 35, 36]. However, only a small
fraction of that work is dedicated to nanoparticles supported on substrates, which
is more relevant to CNT growth by CCVD. Recently, Ding et al. [37] have carried
out atomistic simulations of iron clusters supported on a mean-field surface. They
found a melting transition that is virtually identical to that of free clusters. More
precisely, their results suggest that introducing a substrate has the same effect as
making the particle bigger. However, real substrates are atomically rough, and this
factor was completely averaged out in the simulations of Ding et al. To address this
issue, Hendy [38] proposed a phenomenological model demonstrating how epi-
taxial alignment, or lack thereof, could result in more intriguing behaviour unchar-
acteristic to free clusters. In this thesis we test and verify these model predictions
with atomistic simulations.
Catalyst Dewetting
A number of CNT growth mechanisms have been proposed based on the vari-
ous growth modes observed in experiments [39, 40, 41, 42, 43, 44]. We will focus
just on the yarmulke mechanism proposed by Dai et al. [40], because it is the most
promising candidate for selective SWCNT growth [45, 22, 19]. In this mechanism,
decomposed carbon atoms form a graphitic cap (or yarmulke as coined in [40]) on
the catalyst surface, which reduces the surface energy of the system. At some criti-
cal point the cap’s interior lifts from the catalyst surface, leading to the subsequent
growth of CNT walls. The edges remain strongly chemisorbed to the metal, pre-
venting the chemically active end of the tube from closing.
Miyauchi et al. [45] were the first to propose that the lifted cap could play a
significant role in shaping the rest of the nanotube. To support this proposition,
Reich et al. [46] have shown that certain carbon caps uniquely determine the chi-
rality of the tube that can be attached to it. Admittedly, it is not entirely clear what
determines the structure of nucleated caps. For all that we know, the nucleation
process could be completely random. However, zero-temperature ab-initio calcula-
tions of Reich et al. indicate that catalyst crystal structure might be the key [47, 22].
Their results show that certain caps can be favoured by their epitaxial relationship
to the catalyst surface. However, it is debatable whether cap-catalyst epitaxy is a
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significant factor at elevated temperatures.
An important question that has not yet been addressed in the literature is: what
causes catalyst dewetting and how does it happen? For successful growth, the
interior of the nucleated cap must unbind from the catalyst surface. Alternatively,
the yarmulke could continue to grow around the particle, which if continued would
result in over-coating and deactivation of the catalyst. Hence, it is important to
establish what parameters determine the occurrence of dewetting. It may even
be that understanding this process could lead to refinements in selectivity during
CNT growth.
Catalyst encapsulation
One interesting phenomenon frequently observed during CCVD is the encapsu-
lation of catalyst particles inside the grown nanotubes [48, 49, 50, 51]. Capillary
forces are often held responsible for the encapsulation, which seems to contradict
the conclusions of previous works. For instance, Dujardin et al. [52, 53] have shown
that most transition metals, often used as catalysts in CCVD, cannot be absorbed
into CNTs via capillary action alone. Their argument was based on the fact that
most transition metals have high surface tension (γ > 100 − 200 mN m−1) and
hence fail to wet graphite (θc > 90
◦). However, is the standard capillarity argument
employed by Dujardin et al. valid at the nanometre scale?
In this thesis we shall demonstrate how surface effects, which are so prominent
at the nanoscale, may allow capillary absorption of non-wetting droplets. This
means that CNTs can be filled with pure metal droplets, as has been observed ex-
perimentally on numerous occasions, provided they are small enough. This finite
size effect does not only have significant implications to CNT growth, but may also
be used to combine the novel properties of CNTs with other materials.
Methodology
This thesis is essentially a series of modelling exercises addressing the aforemen-
tioned issues in CNT growth. Our approach consists of two main components:
atomistic simulation and mathematical modelling.
CNT growth is a nano-scale process, and it is best understood in terms of mi-
croscopic variables. Sadly, accurate measurement of microscopic quantities is chal-
lenging and expensive. A cheaper alternative is to employ a computer and simu-
late the process of interest atomistically. However, existing computational meth-
ods are not quite feasible for simulating CNT growth in its entirety. Consequently,
CHAPTER 1. INTRODUCTION 6
it is more practical to focus on certain steps or mechanisms and simulate these
using an appropriate methodology. We will make use of one particular compu-
tational method - classical Molecular Dynamics (MD). A broad overview of this
well-established technique can be found in [54, 55, 56], but some of the relevant
details will be outlined in the next chapter.
It is often helpful to have a mathematical model that provides a simplified pic-
ture of a given microscopic process. These models can be formulated in terms
of more convenient phenomenological parameters that are easier to measure in
experiments. Hence, whenever possible, we will support our MD results with
continuum-based mathematical representations. The adequacy of the continuum
approach will be tested against the microscopic simulations and available experi-
mental data.
Thesis outline
Chapter 2 presents the basic principle of MD and the details of our implementa-
tion. The following chapters use MD to explore the three selected questions on
nanotube growth. Chapter 3 focuses on the melting of supported nanoclusters.
Chapter 4 looks at the possible mechanisms for catalyst dewetting. Chapter 5 deals
with the capillary absorption of catalyst particle by CNTs. Chapter 6 serves as a
broad summary where general conclusions are drawn.
Chapter 2
Classical Molecular Dynamics
Molecular Dynamics (MD) is a method for simulating the motion of microscopic
systems, which involves numerically integrating the corresponding equations of
motion on a computer. In condensed matter physics, MD is often used for explor-
ing atomistic many-body effects and demonstrating, as well as predicting, new
phenomena. The original methodology was introduced by Alder and Wainwright
in 1957 [57], but since then it has evolved significantly and became an integral tool
for bridging the gap between theory and experiment. For our purposes, MD is
particularly useful for studying nanoscale phenomena which, due to their short
time- and length-scales, are difficult to probe experimentally and often cannot be
explained using traditional models.
2.1 Basic Principles of MD
In this dissertation only classical MD will be used, which pertains to microscopic
systems where quantum and relativistic effects are negligible. The classical ap-
proach employs the Born-Oppenheimer approximation [58], where the electronic
degrees of freedom are assumed to relax much faster than nuclei, allowing the
Hamiltonian to be expressed as a function of nuclear positions (ri) and velocities
(vi) only. However, unlike density functional theory (DFT) and ab-initio MD, the
electrons are not treated explicitly - their ground-state energy is accounted for im-
plicitly in the effective potential between the nuclei. This approach leads to signifi-
cant reductions in the computational effort required for calculating the microscopic
dynamics, allowing simulations of larger systems for longer timescales.
Admittedly, statistical mechanics allows us to calculate measurable properties
of many-body systems without solving the corresponding equations of motion.
However, some of its underlying assumptions are not always valid, particularly in
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sub-micron systems over timescales of the order of nanoseconds. Also, most of the
results from statistical mechanics are for systems in equilibrium, hence its appli-
cability to nano-scale phenomena is sometimes questionable. Thankfully, with the
help of modern computers andmathematical models of atomic interactions, we can
useMD to solve Newton’s equations in systems containing up to∼ 109 atoms for as
long as ∼ 1µs of real time. Provided the ergodic hypothesis [55] is satisfied, we can
use MD to compute equilibrium properties of a particular system. However, the
main advantage of MD is its ability to simulate the dynamics of non-equilibrium,
as well as equilibrium, systems.
The MDmethod can be broken down into three major steps: initialisation, equi-
libration and measurement. In the initialisation step a system of atoms is specified
by the initial phase space coordinates ri(0) and vi(0). To avoid any unphysical
behaviour it is necessary to ensure that the initial conditions are not too far from
equilibrium. In ergodic systems, however, the actual value of ri(0) and vi(0) should
have no effect on the equilibrium properties, which is why it is customary to choose
vi(0) at random from a Maxwellian distribution. This initialisation procedure fixes
the number of particles and specifies the total available energy. The volume can
also be constrained by the desirable boundary conditions, which then completely
defines a microcanonical (NV E) ensemble.
In equilibrium MD, a simulated system must evolve until its properties no
longer change with time (although thermal fluctuations will persist). Once an equi-
librium is reached, we perform the actual measurement by calculating the desired
properties from ri(t) and vi(t), and then average these values over a sufficient time
period. These time averages are, in theory, equivalent to ensemble averages and
can be compared with predictions of statistical mechanics and experimental mea-
surements.
Most calculations in this thesis were carried out using the HIMD (Hendy In-
heritance Molecular Dynamics) code1. Some of the more computationally inten-
sive calculations were done in LAMMPS - an open-source package developed by
Plimpton et al. [59] at Sandia National Labs2. Despite the fact that MD is a well-
established technique, the author feels obliged to summarise some of the methods
employed in this dissertation. The summary is based on great books [55, 54], ex-
1HIMD was initially concocted by Shaun Hendy using Fortan 77 (back in 1977 I presume), but
later passed on to Aruna Awasthi, who cultivated it further and eventually shared it with Brent
Walker. Brent updated the core subroutines to Fortran 90, gift wrapped them nicely and presented
them to the author, bundled with much welcomed instructions and explanations.
2Check out http://lammps.sandia.gov for more details.
CHAPTER 2. CLASSICALMOLECULAR DYNAMICS 9
cellent theses [60, 61], Furio Ercolessi’s primer3 [62] and personal experience.
2.2 Empirical Potentials
In classical MD, atomic forces and the interaction with external environment are
encoded in a scalar potential function U(rN). This function quantifies the potential
energy and formulates it mathematically in terms of microscopic variables and a set
of parameters. The formulation is usually based on theoretical grounds, whereas
the model parameters are fitted to empirical data. One necessary requirement is
that U(rN)must be differentiable and continuous to allow the calculation of smooth
forces via fi = miai = −∇riU(rN).
In general, the scalar potential can be expanded in the following manner:
U(rN) =
∑
i
Ui(ri) +
∑
i
∑
j>i
Uij(ri, rj) +
∑
i
∑
j>i
∑
k>j>i
Uijk(ri, rj, rk) + . . .
where Ui is the effect of external fields, Uij is the contribution from pair interactions,
and Uijk quantifies the ternary contributions. One could include higher order terms
if necessary, but most empirical potentials make use of only the first three.
U(rN) should be independent of the spatial origin and be function of relative
position vectors, hence it is usually expressed in terms of interatomic distances
(rij) and angles (θijk). To keep the calculations tractable, it is advantageous to use
mathematically simple scalar potentials, but at the same time U(rN) must capture
all the necessary physics of a given system.
Throughout this work, we experimented with a number of well-established in-
teratomic potentials. The particular details regarding their adequacy will be given
in consecutive chapters. What follows is a broad overview of all the force-fields
we used, focusing on their mathematical characteristics and underlying physical
principles.
2.2.1 Lennard-Jones (LJ)
Some of the early developments in the determination of interatomic and molec-
ular force fields were due to Lennard-Jones [63, 64, 65]. In 1924 he proposed a
convenient molecular model with a repulsive field λnr
−n and an attractive field
λmr
−m, where r is the interatomic separation. The rationale for the first term is
due to molecular core-core repulsion, whereas the long-range attraction is a conse-
quence of weak van der Waals forces. Lennard-Jones then successfully employed
3Which is freely available at http://www.fisica.uniud.it/
˜
ercolessi/md/
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this molecular model, in conjunction with (classical) kinetic theory, to write the ex-
pressions for viscosity and the second virial as functions of temperature. He then
fitted these expressions to experimental data available at the time, yielding remark-
ably good agreement with the observed changes in viscosity with temperature in
argon [63], as well as its equation of state [64]. However, this data alone was in-
sufficient to completely determine the nature of molecular fields (i.e. the values
of n and m remained somewhat arbitrary). Matching this model with the crystal
structure measurements of solid Ar [65] led to some finality in the sense that setting
n = 15 andm = 5 yielded foremost agreement with experimental data.
However, long-range van der Waals attraction between non-polar molecules is
primarily due to London dispersion forces [66]. These weak forces are the net ef-
fect of transient dipoles that occur due to the intramolecular zero-point motion.
Each transient dipole momentarily induces a dipole in nearby atoms, yielding a
local attractive potential field that decays as r−6. In 1930, Eisenschitz and London
derived this power law by applying quantum-mechanical (2nd order) perturba-
tion analysis to two hydrogen atoms [67]. As a result, it became customary to set
m = 6 and attribute the long-range attraction in the Lennard-Jones potential to in-
duced dipole-dipole interactions. Heitler and London [68] have also shown that
the short-range repulsion of molecules should decay exponentially. However, for
ease of computation, repulsion in the Lennard-Jones potential is usually modelled
as λr−12. Thus, for a system of N inert atoms or molecules, the total energy can be
approximated by:
ULJ =
N−1∑
i=1
N∑
j=i+1
Uij, where Uij = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
. (2.1)
The two parameters, namely  and σ, determine the equilibrium interatomic sep-
aration and the strength of pair interaction respectively. This model works excep-
tionally well for chemically inactive monatomic systems like inert gases, and it is
also widely used in atomistic studies of fluid flow.
2.2.2 Morse
In 1929, Philip Morse obtained an exact solution to the Schro¨dinger equation rep-
resenting the vibration of nuclei in diatomic molecules [69]. En route, he proposed
a scalar potential to model the pair interaction between constituent atoms (based
on the earlier work of Heitler and London [68]). The Morse potential is written as:
UM (r) = D exp(−2a(r − r0))− 2D exp(−a(r − r0)), (2.2)
CHAPTER 2. CLASSICALMOLECULAR DYNAMICS 11
where r0 is the equilibrium bond distance, D is the potential well depth relative to
the dissociated atoms, and a controls the “width” (or “softness ”) of the potential.
These model parameters can be fitted to a large number of different molecules on
the basis of spectroscopic data.
This potential provides a more accurate approximation of vibrational energy
spacing in real molecules than the quantum harmonic oscillator. However, it is
inaccurate at long range (r  r0) where the interactions tend to obey inverse power
laws. It also has a finite value at r = 0, allowing the possibility of confining a pair
of atoms to a single point, which is also unphysical. Nonetheless, it is applicable to
r ≈ r0, making it useful in molecular spectroscopy, evaluation of kinetic properties
of gases and for studying various crystal properties.
2.2.3 Embedded AtomModel (EAM)
Pair-potentials the likes of Lennard-Jones and Morse are often inadequate for de-
scribing metallic systems, mainly because they yield inaccurate values for elas-
tic constants, surface stresses and defect energies in metals [70]. To remedy these
drawbacks, Daw and Baskes used Density Functional Theory (DFT) and proposed
the Embedded Atom Model (EAM) [71, 70]. It was initially used to model hydro-
gen embrittlement in metals, but has since found many other applications.
The EAM approach treats each atom as an impurity in a host lattice consisting
of all other atoms. Hence, it takes into account the effect of embedding each atom
in the electron cloud due to near neighbours. The binding energy is then obtained
by summing over all individual contributions:
U = 1
2
∑
i
∑
j(6=i)
φ(rij) +
∑
i
F (ρi), (2.3)
where φ(rij) is a short-range electrostatic pair interaction between atoms i and j,
while F (ρi) represents the energy associated with “embedding” atom i in the back-
ground electron density ρi of the neighbouring atoms. For simplicity, the electron
density is approximated by a linear superposition of the surrounding neighbours:
ρi =
∑
j(6=i)
f(rij), (2.4)
where f(rij) is the contribution to the embedding energy of atom i from the elec-
tron density of atom j. The parameters used in the original EAM model were
fitted to the ground-state values of the lattice constants, elastic constants, as well as
sublimation and vacancy-formation energies in Ni, Pd, Pt, Cu, Ag and Au. There
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are now many variants of this approach fitted to other FCC, HCP and BCC met-
als [72, 73], as well as some covalent materials [74].
The EAMmethod has gained tremendous popularity because of its superiority
over pair-potentials at describing metallic systems. It is not computationally inten-
sive as it still is a function of pair-separations only. This fact makes it more useful
than first-principles calculations for simulating large metallic systems for longer
times. EAM potentials are also adequate for modelling liquid metals [75], despite
the fact that its parameters are fitted to ground state properties. It can also be easily
applied to metallic alloys [76, 77] and chemically reactive mixtures [78, 79].
2.2.4 Bond-Order Potentials (BOPs)
The aforementioned force fields have had limited success in modelling covalent
systems, mainly because they are functions of pair separations only. Consequently,
since there is no explicit angular dependence in the potentials, the resulting inter-
actions are locally isotropic and tend to result in close-packed crystal structures
(i.e. FCC, HCP, BCC, etc). This behaviour is characteristic to real metals and sys-
tems interacting via weak van der Waals forces. However, bulk covalent systems
often exhibit anisotropies, carbon being a prime example. Under standard condi-
tions, the most stable allotrope of carbon is graphite, which is a layered compound.
Within each planar layer, the carbon atoms are covalently bonded in a hexagonal
lattice, whereas the interaction between layers is much weaker and is of van der
Waals type.
Despite the fundamental difference between molecular and metallic bonding,
Ferrante et al. [80] have discovered universal relation between binding energy and
interatomic spacing in molecules and simple metals. These findings motivated
Abell [81] to explore covalent and metallic bonding on a common footing using
chemical pseudo-potential theory. His analysis led to a relatively simple general
model for bonding energetics, which yields the following form for the binding en-
ergy:
U =
∑
i
Ui where Ui =
∑
j
fR(rij) + bijfA(rij). (2.5)
The repulsive and attractive terms, namely fR and fA, are usually taken as decay-
ing exponentials, very much analogous to the Morse potential. In fact, bij , usu-
ally referred to as “bond order”, is the only feature that distinguishes (2.5) from
pair potentials. This term is unaffected by uniform expansion, but it is sensitive to
structural variations and local atomic environment.
In 1986, Tersoff [82] proposed an explicit function for bij in terms of atomic
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positions. This function depends on the number of bonds competing with bond
ij, as well as the angle formed between them. With a suitable parametrisation,
this approach gives a good representation of tetrahedral, honeycomb and more
elaborate structures that are characteristic of covalent systems. Tersoff extended
the bond-order formalism even further by constructing an empirical potential for
multi-component systems [83]. This extension gives a convenient and relatively
accurate description of the structural properties, energetics, elastic properties and
phonons in carbon (graphite and diamond), silicon and germanium.
It is worth mentioning that in the Tersoff potential bij is not symmetric (i.e.
bij 6= bji), which means that the energy associated with a given bond is not shared
equally between the two atoms. Brenner [84] identified a number of cases where
this lack of symmetry could lead to unphysical behaviour in hydrocarbons. He
proposed to correct these deficiencies by re-writing the sum over bonds as:
UTB =
∑
i
∑
j(>i)
fR(rij)− b¯ijfA(rij), (2.6)
where
b¯ij = (bij + bji)/2. (2.7)
This formulation is often referred to as the Tersoff-Brenner (TB) potential. It later
spawned a series of Reactive Empirical Bond Order (REBO) potentials for mod-
elling the chemistry of solid carbon and hydrocarbon molecules [85, 86]. However,
for our purposes, the Tersoff potential is perfectly adequate since we do not intend
to rely on bond breaking and formation.
2.3 Numerical Implementation
Having reviewed a range of empirical potentials and their physical foundations,
we now address some numerical issues and techniques employed in this work. In
particular, we will introduce the Verlet scheme [87], which is used in LAMMPS and
HIMD to integrate Newton’s equations numerically, and then demonstrate how it
can be modified to generate canonical trajectories using a special case of Langevin
dynamics [88].
2.3.1 Verlet Integration Algorithms
We seek an iterative procedure for updating ri(t) and vi(t) to ri(t+δt) and vi(t+δt).
The speed of this procedure is unimportant because the fraction of computer time
spent integrating is very small compared to the force calculation. Amore important
CHAPTER 2. CLASSICALMOLECULAR DYNAMICS 14
criterion is numerical accuracy for large timesteps, which allows fewer force calls
per unit of simulation time. However, we would prefer to achieve acceptable ac-
curacy without having to store higher order derivatives since that would require
more memory.
Another important factor is energy conservation. Numerical algorithms do not
solve Newton’s equations exactly, but they employ approximations and are re-
stricted to finite floating-point arithmetic. These inaccuracies lead to long term (i.e.
global) energy drifts and short term (i.e. local) fluctuations. There are currently no
algorithms exhibiting good conservation at both short and long times. However,
since MD is mainly used to obtain statistical predictions, most common approach
is to minimise long-term energy drifts because short-term fluctuations are likely to
be averaged out anyway.
We now derive the Verlet integrator, which is widely used in MD simulations
due to its robustness. Consider the following Taylor expansions about ri(t):
ri(t+ δt) = ri(t) + δtr˙i(t) +
1
2
δt2r¨i(t) + . . .
ri(t− δt) = ri(t)− δtr˙i(t) + 1
2
δt2r¨i(t)− . . .
Now add the two expansions, ignoring O[δt4] terms, and solve for ri(t+ δt):
ri(t + δt) = 2ri(t)− ri(t− δt) + δt2r¨i(t). (2.8)
This is it - the Verlet integrator is derived. Its major inconvenience is the lack of ex-
plicit treatment of velocities, which are often useful for computing thermodynamic
quantities. However, they can be calculated separately using:
r˙i(t) = (ri(t+ δt)− ri(t− δt)) /(2δt).
Note that, even though the (local) accuracy of equation (2.8) in r is up toO[δt4], the
cumulative (global) error is of O[δt2]4. Consequently, the Verlet scheme is referred
to as a second-order integrator.
Amore convenient procedure is the velocity form of Verlet [90], which advances
both positions and velocities every iteration by δt:
ri(t+ δt) = ri(t) + r˙i(t)δt + r¨i(t)δt
2/2
r˙i(t+ δt) = r˙i(t) + [r¨i(t) + r¨i(t+ δt)]δt/2.
Note that this algorithm stores positions, velocities and accelerations all at the same
time t, and it also minimises round-off error [90]. The original Verlet scheme can be
4See Ref. [89] and references therein.
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recovered by eliminating r˙i(t) [55], although it is not obvious how one could nat-
urally derive the velocity form of Verlet using Taylor expansion. A more rigorous
derivation of this algorithm is presented in Appendix B.
2.3.2 Langevin Thermostat
In ergodic systems, time averages calculated fromNewtonian trajectories are equiv-
alent to microcanonical ensemble averages. In order to sample the canonical (NVT)
ensemble, the equations of motion have to be modified so that the temperature,
rather than the energy, is a conserved quantity. The simplest way of achieving
this is to explicitly constrain particle velocities by rescaling them to the desired
temperature every timestep [91]. However, this crude approach fails to generate a
Maxwellian momentum distribution, even though it leads to configurational prop-
erties consistent with the NVT ensemble.
An alternative method for generating NVT trajectories is to emulate the effect
of a heat reservoir using Langevin’s formulation of Brownian dynamics [88]. This
approach utilises the Langevin equation:
p˙i = −∇riU(rN)− γpi +Ri, (2.9)
where γ represents viscous damping due to fictitious heat bath particles, and the
stochastic force Ri represents random collisions with these particles. We shall as-
sume the mass of individual heat bath particles to be much smaller than that of
atoms in the system of interest. With this assumption we effectively satisfy two
important conditions: (i) R(t) is a Markovian process, so the correlation time be-
tween random kicks is infinitely short; and (ii)R(t) is a Gaussian process because it
results from a great number of successive collisions, which is a requirement for the
central limit theorem to work [92]. Satisfying these conditions yields the following
relationships [88]:
〈Rµi (t1)Rνi (t2)〉 = 2miγkBTrefδµνδ(t1 − t2), (2.10)
P (Rµi ) =
1√
2pi〈(Rµi )2〉
exp
( −(Rµi )2
2〈(Rµi )2〉
)
, (2.11)
〈Rµi (t)〉 = 0. (2.12)
Here µ, ν ∈ {x, y, z} span the three cartesian coordinates, Tref is the heat bath tem-
perature, δµν is the (dimensionless) Kronecker delta, δ is the Dirac delta function
and P (Rµi ) is the (Gaussian) probability distribution of the stochastic force compo-
nents. Thus, the Brownian noise produces no net force and it enforces Maxwellian
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distribution of momenta (and hence velocities) consistent with the specified Tref ,
which is the defining property of the canonical ensemble.
The Langevin thermostat is easy to implement numerically in conjunction with
velocity-Verlet integration [93]. The algorithm consists of four major steps:
1. Calculate internal forces from U(rN) and then pick components ofRi(t) from
a normal distribution with peak value of R0 =
√
2γmikBT/δt. Net force on
each atom is given by: p˙i(t) = −∇riU(rN(t)) +Ri(t)
2. Advance pi(t) by half a timestep: pi(t + δt/2) = (1− γδt)pi(t) + p˙i(t)δt/2
3. Update the positions: ri(t + δt) = ri(t) + pi(t+ δt/2)δt/mi
4. Finish advancing the momenta: pi(t+ δt) = pi(t + δt/2) + p˙i(t+ δt)δt/2
Note that setting γ → 0 eliminates viscous damping and the random forces Ri,
yielding the original velocity Verlet algorithm which conserves energy. Care must
be taken when choosing the value for γ as it must be consistent with the initial
assumptions (i) and (ii). For instance, we must ensure that γ−1  τch, where τch
is some characteristic relaxation time of the system. In this study, suitable values
of γ were selected by trial and error. The sole “goodness” criterion was based on
temperature convergence to the specified value.
2.4 Computational Efficiency
In general, calculating U(rN) and its derivatives is the most computationally de-
manding part in MD. Computing the mutual distances between allN atoms is also
an intensive task, particularly in large systems. The number of corresponding op-
erations is proportional to N2 in pair potentials and N3 in bond-order potentials.
However, the scaling of CPU time with system size can be improved by employ-
ing a variety of standard techniques. They involve parallel computing, minimising
the number of force-calls during a simulation and reducing the number of times
interatomic separations are computed.
2.4.1 Truncation of Interactions
At large distances, van der Waal’s attractive forces become the dominant form of
interaction in systems of neutral atoms. These forces scale as O[r−7], which means
they decay quite rapidly as r → ∞. For r > rcut, where rcut is sufficiently large,
the magnitude of these interactions becomes so small that it might not even be
CHAPTER 2. CLASSICALMOLECULAR DYNAMICS 17
worth computing them. To avoid the unnecessary calculations, one can truncate
the interactions at r = rcut and explicitly set U(r) = 0 for r > rcut. The introduced
discontinuity at the cut-off point can be eliminated by shifting the scalar potential:
U(r) → U(r) − U(rcut); but there is still non-smooth behaviour at rcut which may
lead to unphysical spikes in the force. Hence, instead of relying on abrupt dis-
memberment, it is more customary to employ smooth truncation techniques [54].
One such technique is the shifted-force method where a pair-potential function U(r)
is transformed to USF (r) in the following manner:
USF (r) =
 U(r)− U(rcut)−
dU(r)
dr

r=rcut
(r − rcut) r ≤ rcut
0 r > rcut.
These modifications introduce a uniform shift and a small linear correction to the
original scalar potential, making sure that USF (r) and its derivative are zero at the
cutoff distance. It is critical to ensure that rcut is not too short because the resultant
distortions due to the linear correction may lead to undesirable artifacts. When
applying this truncation scheme to the Lennard-Jones potential, a cutoff distance is
usually chosen so that rcut ≥ 2.5σ [55, 54].
2.4.2 Periodic Boundary Conditions (PBCs)
When the goal of a simulation is to provide some information about a macroscopic
sample with negligible surface effects, it is useful to employ periodic boundary con-
ditions [54]. This essentially involves mapping an orthorhombic simulation box
B onto a 4-dimensional torus. In doing so, we effectively emulate a macroscopic
system (in the thermodynamic limit) by taking a representative cell of N atoms and
replicating it infinitely many times in all spatial directions. Hence, a particle i will
interact with some particles j in B, as well as some periodic images j′ in the ad-
jacent replica of the simulation box. These boundary conditions allow the use of
comparatively small representative cells to simulate homogeneous bulk systems.
However, one should be aware that PBCs may lead to unexpected artefacts not
present in truly macroscopic systems [55]. For instance, in order to minimize spuri-
ous correlations, it is necessary to prevent atoms interacting with their own images.
This can be achieved by ensuring that L > rcut/2, where L is the smallest dimen-
sion of B and rcut is the range of interatomic interactions. Nonetheless, satisfying
this condition does not eliminate all the artificial correlations, but their effects can
be reduced further by increasing the representative cell dimensions.
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2.4.3 Neighbour Lists
If U(rN ) has a finite range, then any given particle i will interact with only those
comrades j that are within the cutoff distance rcut. To identify all the neighbours j
interacting with i it is still necessary to compute all the N2 values for rij . However,
it is more efficient to build a Verlet list Vi pointing to all those atoms (and periodic
images) that are expected to be inside the cutoff sphere of atom i over some speci-
fied period of time [87]. With these lists, accumulating U over all interacting atomic
pairs will involve sifting through rj ∈ Vi rather than all rj . Of course, when build-
ing each Vi, it is still necessary to calculate all the mutual distances, but the point
is that Vi does not have to be rebuilt every single timestep. Instead, it is more effi-
cient to predecide how frequently the list will be updated, say every n timesteps,
and then include only those rj in Vi that satisfy rij < rcut + nvˆδt, where vˆ is the
peak value of the current velocity distribution and δt is the timestep. This effec-
tively introduces a buffer shell of thickness nvˆδt around the cutoff sphere of radius
rcut centred at ri, which ensures that, during the time interval nδt, no atom j with
rij > rcut+nvˆδt gets inside the cutoff sphere. Note that it is important to ensure that
no atom penetrates the buffer shell between updates, because otherwise, the next
time Vi is rebuilt, there could be a significant jump in the potential energy which
will lead to unphysical artifacts. The effectiveness of Verlet neighbour lists can be
optimised by a well-chosen n, and it can lead to efficiency gains of up to 50% [94].
2.4.4 Parallel Computing
Equilibrium MD simulations must run for extended periods of time for two rea-
sons: i) to average out statistical noise and ii) so that the “memory” of the initial
conditions is lost. Alternatively, one could simulate an ensemble of systems con-
currently on different processors and with different initial conditions. This allows
each simulation to be shorter, but since there are many of them, the effects of ini-
tial conditions and fluctuations can be averaged out at the end. Furthermore, to
compute ensemble averages for a variety of thermodynamic conditions and model
parameters, it is natural to carry out these tasks in parallel, onmany different CPUs,
rather than in a sequence. This simple task parallelism comprises running multiple
copies of the same MD program with different sets of parameters and initial condi-
tions. Most importantly, there is absolutely no communication between concurrent
copies, which means the simulation time is inversely proportional to the number
of CPUs used.
For some applications, particularly when simulating large systems, more so-
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phisticated means of parallelisation become necessary. In such cases, the simu-
lated system is spread over many processors. This involves separating particles in
the simulation box into groups and allocating each group to a different CPU. To
allow atoms in one group interact with atoms in other groups there must be com-
munication between the corresponding processors. The amount of inter-processor
communication depends on how the atoms are decomposed into different batches.
Domain Decomposition
Domain decomposition method involves dividing a simulated system into real
space segments, each of which is assigned to a CPU. Each CPU evolves the tra-
jectory of its own atoms only, but must compute forces involving some atoms in
adjacent cells. This requires local message passing between adjacent cells. For it to
be efficient, the size of each cell must be substantially larger than the effective range
of interatomic interactions. If not, then far more time is is spent communicating
information between segments than on computation. We found domain decompo-
sition useful only for systems containing more than 104 atoms, which is beyond
the regime of most simulations in this dissertation. Nonetheless, some simulations
were carried out using LAMMPS, which relies solely on domain decomposition for
parallelisation [59].
Atom Decomposition
This scheme involves arbitrarily dividing atoms into fixed groups of (roughly)
equal cardinality, and then permanently allocating each group to just one proces-
sor. Since there is no correspondence between the spatial coordinates of each atom
and the topology of the CPU network, every processor must know the position of
all other atoms so that it can compute the net forces on its own atoms. This requires
global communication of all the atomic positions every timestep, which is not the
most efficient way of data transfer. Nonetheless, atom decomposition is simple to
implement and, for systems of up to 25000 atomswith irregular topology, we found
it to be more effective than domain decomposition. The author implemented atom
decomposition in HIMD using MPI [95].
Chapter 3
Melting of Supported Nickel Clusters
Nanometre-sized particles happen to lie on the border of atomic and macroscopic
worlds. They often exhibit phenomena that do not occur in their bulk counter-
parts, which is typically a result of either quantum confinement or high surface-
to-volume ratio. Quantum confinement leads to a very sensitive size dependence
of optical and magnetic properties, but these are not the focus of this dissertation.
We are more interested in the size dependence of structural and thermodynamic
properties. In particular, we wish to understand how surface effects influence the
melting and pre-melting behaviour of supported catalyst particles. The motivation
is that a deeper understanding of this behaviour may lead to effective methods for
selective CNT growth. For the reasons that will be stated, most of our attention
will be given to substrate effects. It will be shown that the cluster-substrate epitax-
ial relationship can play an important role in the melting process, suggesting the
possibility of using substrates to influence the phase and, hence, catalytic activity
of nanoparticles. Before discussing our simulations, a brief exposition of melting
and related phenomena will be presented.
3.1 Brief Review of Nanoscopic Melting
Melting is a particular change of state (or phase) of matter, namely from that of
being “solid” to the “liquid” phase. In the solid phase, individual atoms vibrate
around their respective equilibrium positions, which, in turn, form a rigid lat-
tice with some characteristic long-range order. In the liquid state, atoms are still
bound to each other, but they are disordered and more mobile. Because of their
microscopic differences, namely the ordering and mobility of constituent atoms,
the solids and liquids display contrasting macroscopic properties.
Even though melting is a very common phenomenon and seems intuitive to
20
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almost everyone, the theory of melting is far from complete. To begin with, there
is currently no general (mathematical) model that accurately predicts the melting
point of a given system. Also, the question of how solids turn into liquids is yet
to be fully resolved [96], largely because the exact microscopic mechanisms that
initiate and facilitate melting are still not fully understood. In addition, there is
some ambiguity in defining the “solid” and “liquid” phases, particularly at the
microscopic level. This ambiguity is exacerbated even further at the nano-scale,
mainly due to the occurrence of glassy and quasi-crystalline phases [97] and the
ordering of liquids at interfaces [98].
Bulk Melting
Theoretical studies of melting date back as far as 19th century [99]. Since then a
number of criteria have been proposed to define and characterise the solid-liquid
transition. Most phenomenological theories are based on the observation that cer-
tain properties, characteristic of the solid state, seem to be approaching a critical
value at the melting point. For instance, in 1910, Lindemann proposed that atomic
vibrations can be used to characterise the onset of melting [100]. According to
the Lindemann criterion, a crystal melts once the root-mean-squared amplitude
of thermal vibrations exceeds a certain threshold, typically ∼ 10% of the nearest-
neighbour distance. Another melting criterion, initially proposed by Born [101],
exploits the failure of liquids to withstand shear stresses. Hence, the Born criterion
stipulates that a crystal melts once it ceases to resist shearing, i.e. C44 → 0.
Theories based on some form of thermally induced “catastrophe” have had
some success at predicting the melting temperature of crystal lattices. However,
most such theories are based on models that consider only the crystalline state,
hence not accounting for any cooperative effects and interfacial phenomena. The
cooperative nature of melting was first considered in the microscopic theory of
Lennard-Jones and Devonshire [102], in which melting is characterised by the in-
creasing concentration of vacancies in a crystal lattice at elevated temperatures.
Along similar lines, more recentmicroscopic theories have spawned based on other
forms of crystal defects [103, 104].
All the models mentioned thus far consider the stability of a bulk crystal lattice
without free surfaces. In general, nucleation of the liquid phase within bulk leads
to some degree of superheating, which is necessary to overcome the nucleation
barrier due to the solid-liquid interfacial energy. However, contrary to theoretical
predictions, superheating is very rarely observed in the melting of bulk materials.
The answer to why that is may be found on the surface.
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Figure 3.1: Illustration of the various degrees of wetting. The two phases, namely
liquid (blue) and solid (gold) can be of different material. Complete wetting is
when the liquid is strongly attracted to the solid and hence forms a liquid layer of
uniform thickness (θc = 0
◦). Either due to finite size effects or weaker solid-liquid
attraction, the liquid may form a droplet, which we assume to be spherical, with
non-zero contact angle θc. The case when θc < 90
◦ is called partial wetting, whereas
θc > 90
◦ corresponds to non-wetting. The limit of θc → 180◦ would mean there is
no net attraction between the two phases.
Surface Melting
All finite objects have a free surface, and it was first pointed out by Faraday in
1859 [105] that surfaces may play an important role in initiating melting. This idea
can be inferred directly from the Lindemann criterion. One can argue that surface
atoms are more loosely bound, because they have fewer neighbours, and therefore
have a higher vibrational amplitude than in the bulk. Consequently, outermost
atomic layers are expected to satisfy the Lindemann criterion at a lower tempera-
ture.
However, continuous surface melting will only occur if a solid surface (solid-
vapour interface) is able to lower its free energy by forming two separate (solid-
liquid and liquid-vapour) interfaces [106]. More precisely, we require:
∆γ ≡ γSV − γSL − γLV > 0, (3.1)
where γSV , γSL and γLV are the solid-vapour (SV), solid-liquid (SL) and liquid-
vapour (LV) surface energy densities respectively. Note that this particular issue
of stability falls into the realm of wetting phenomena [107]. Hence, a crystal surface
is often called melting if it is completely wetted by its own melt and non-melting
otherwise. For ease of visualisation, various degrees of (self-)wetting are shown in
Fig. 3.1.
Satisfying (3.1) makes it energetically favourable for an arbitrarily thin layer of
the solid to premelt at temperatures below the bulk melting temperature Tm. The
liquid film thickens with temperature, and in metals it is found to diverge logarith-
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mically [108]:
l(T˜ ) =
ξ
2
ln
(
2∆γ
LT˜ ξ
)
, (3.2)
where T˜ ≡ (1 − T/Tm) is the reduced temperature, L is the latent heat (per unit
volume), and ξ is a characteristic length scale, often referred to as the correlation
length, over which the crystalline order decays. Note that l(T˜ ) → ∞ as T → Tm,
but complete melting usually occurs at some finite critical thickness lc, when the
total latent heat required to melt the remaining solid drops below the energy cost
of the solid-liquid interface.
Surface melting is a gradual and continuous process, at least for 0 < l < lc.
Microscopically, it manifests a cascade of melting transitions in each atomic layer,
starting from the outer-most one, smoothly propagating inwards into the bulk.
However, an abrupt melting transition takes place once l = lc. Also, it must be
emphasised that some crystal surfaces have ∆γ > 0, in which case the necessary
condition for continuous surface melting is no longer satisfied. On such non-melting
surfaces, it is no longer energetically favourable to form a molten layer of arbitrar-
ily small thickness. Instead, some degree of overheating is necessary to melt a layer
of finite thickness li > 0. Once such layer has nucleated, and provided li < lc, the
subsequent melting process would presumably be continuous until l = lc, at which
point another abrupt transition takes place and the remaining solid melts [109].
Melting of Metal Nanoparticles
Surface melting, or lack thereof, is of particular importance in nano-scale systems,
because, as we have alreadymentioned, surface effects have much more significant
repercussions due to high surface-to-volume ratios. Many computer simulations
seem to indicate that surface melting is the mechanism via which metal nanopar-
ticles melt [35, 110, 111, 37]. There is also some experimental evidence supporting
these claims [112, 113], but it is limited due to the numerous obstacles associated
with probing nano-scale systems experimentally.
In sub-nanometre systems with fewer than ∼ 10 atoms the distinction between
“solid” and “liquid” phases is too ambiguous, and whether the concept of melting
is at all relevant becomes questionable. The behaviour of systems with N > 106
approaches that of bulk matter and is outside the scope of this thesis. In CNT
growth, the catalyst usually comprises metal nanoparticles consisting of ∼ 102 −
105 atoms, corresponding to diameters around 1 − 100 nm. In this size range,
thermodynamic properties that often seem constant in bulk tend to scale relatively
smoothly with particle size. This scaling usually does not extend to clusters of
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fewer than ∼ 100 atoms, since their properties can vary erratically with size [114].
Melting of small particles has attracted interest long before the early days of
nanotechnology. In 1909, Pawlow derived the size-dependence of the melting tem-
perature in spherical particles[115], hence predicting what is now known as the
melting point depression. Pawlow’s formula can be derived analogously to bulk
melting, where the solid-liquid transition is identified by balancing the chemical
potentials (or the free energies) of the solid and liquid phases. The surface tension
is usually approximated with bulk surface energy densities.
A number of phenomenological models have been derived based on Pawlow’s
approach, all yielding expressions of the form:
Tm(R) = T˜m
(
1− C˜
R
)
, (3.3)
where R is the particle radius, whilst C˜ and T˜m are model-dependent constants. In
simplest cases, C˜ ≈ 2(γsv − γlv)/(ρL), where ρ is the atomic density (assumed to
be the same for both phases) and L is the latent heat. In more elaborate models
C˜ contains quantities that are difficult to measure in experiments, hence it is often
fitted. Nonetheless, it is almost always the case that C˜ ∝ L−1 due to the intrinsic
nature of melting. Now, in models that consider free particles, T˜m represents the
bulk melting temperature of the corresponding material. However, for reasons that
will become apparent soon, we intend on testing the characteristic R−1 dependence
in the context of supported particles. It is not at all clearwhether the size dependence
in (3.3) will still hold in the presence of a substrate. Even if the R−1 scaling still
applies, the parameter T˜m may not bear the same meaning. Consequently, in the
hope that the end will justify the means, we shall treat T˜m as a free parameter.
First experimental evidence for the size dependence of the melting temperature
was presented by Takagi in 1954 [116]. Since C˜ > 0, this phenomenon is often
referred to as the melting point depression. The findings of Pawlow and Takagi
were early indications that classical finite size effects could lead to unexpected be-
haviour in “small” systems. With the arrival of nanotechnology, general interest in
size-dependent behaviour has grown significantly. This led to a surge of theoretical
and experimental studies addressing various (classical and quantum) properties of
nano-systems. A thorough review of nanocluster thermodynamics and structural
properties is presented in Ref. [114].
In general, equation (3.3) reproduces trends in experimental data [117, 118, 119,
120, 121, 122] and MD simulations [110, 35, 123] of metallic clusters down to 103
atoms. However, in the range of 102− 103 atoms, models based on surface melting
yield better agreement [119, 124]. Surface melting models consider a particle with a
CHAPTER 3. MELTING OF SUPPORTED NICKEL CLUSTERS 25
solid core of radiusR−l and a liquid shell of thickness l. Themelting temperature is
found by imposing the equilibrium condition on this radially symmetric geometry.
The resultant size dependence is usually of the form:
Tm(R) = T˜m
(
1− C˜
R
− D˜
R − lc
)
, (3.4)
where D˜ is another model-dependent parameter and lc is the liquid layer thickness
at the melting point. The existence of such liquid layer had first been demonstrated
with MD simulations [33]. Now there is ample experimental evidence that surface
melting does indeed occur on small particles [112, 113], but direct measurement of
liquid layer thickness has proven to be difficult.
Phenomenological models based on free energy balance arguments intrinsically
assume the particle to be in thermal equilibrium with some external heat bath.
However, under certain conditions, in low pressure inert gas aggregation (IGA)
chambers for instance, atomic clusters may be treated as isolated systems. IGA is a
well established method for synthesising metal nanoclusters [125, 126]. It involves
evaporating a particular metal, which then condenses from the vapour in an inert
gas atmosphere. In typical IGA conditions, a condensed cluster less than 10 nm in
diameter will, on average, collide with the inert gas every ∼ 1 ns [127]. Interim the
nanocluster is effectively an isolated system, hence its behaviour is governed by
microcanonical thermodynamics.
Microcanonical models and computer simulations predict even more peculiar
finite-size phenomena. For example, theory and simulation have demonstrated
that in sufficiently small nanoparticles phase coexistence becomes unstable, be-
cause the energy of the solid-liquid interface becomes too great below certain par-
ticle size [36]. It was also shown that in metal clusters with surfaces that are wet by
their melt (i.e. ∆γ > 0) the transition to solid-liquid phase coexistence is continu-
ous; however, in the presence of non-melting facets (∆γ < 0) the transition to phase
coexistence is first order [128]. Finally, clusters with strongly non-melting surfaces
have been shown to superheat above the bulk melting temperature [129, 128], con-
trasting the prevalent melting point depression observed in most nanoparticles.
Solid-Solid Transformations and Dynamic Coexistence
Metal nanoparticles are also prone to solid reconstructions prior to the solid-liquid
transition. For example, it has been demonstrated with microcanonical MD simula-
tions that, prior to or during solid-liquid phase coexistence, metal nanoclusters can
switch between various quasi-crystalline phases [130, 129, 131]. The exact nature
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of all these solid-solid transitions is still not fully understood, although some of
them are evidently energy-driven whereas others are not. For instance, nucleation
of the melt can alter the net surface energy balance in such a way that stimulates
formation of a particular facet. Consequently, the entire solid core can rearrange
in order to form those facets and find a lower energy state [130]. However, some
solid-solid reconstructions occur via complete melting of the cluster, followed by
rapid recrystallisation into a higher energy structure [129, 131]. Transitions of this
sort are possibly due to some form of kinetic effects.
Experiments have also shown that there is a finite range of temperature, pre-
ceding the melting point, where small atomic clusters fluctuate between various
quasi-crystalline structures and the liquid phase [132, 133]. Fluctuations of this
kind are attributed to entropic effects, which allow sufficiently small particles not
to remain in a fixed structure [134]. This phenomenon is often referred to as quasi-
melting [97] or dynamic coexistence [135, 136], and it vanishes in the thermody-
namic limit [137].
We emphasise that thermally activated transitions of any kind could have sig-
nificant impact on the catalytic activity of a metal nanoparticle. Hence, it is impor-
tant to understand the nature of these transitions so that they could be tailored and
used to our advantage in CNT growth or any other application.
Relevance to CNT Growth
In CVD-based synthesis, CNTs are typically grown on catalyst particles of 1−10 nm
in size. The reactions are carried out at temperatures of ∼ 1000 K [138, 25], which
may be sufficient to melt the smaller particles, induce surface melting, or facilitate
solid-solid transitions. Understanding and tailoring this behaviour is an integral
step towards selective CNT growth. The catalyst phase is of particular importance
because it affects the catalytic activity and reaction kinetics. For instance, diffu-
sion of dissociated carbon atoms into the catalyst strongly depends on whether the
catalyst is “solid” or “liquid”. In addition, the catalyst surface structure (or lack
thereof) may or may not provide favourable nucleation sites.
A plethora of theoretical and computational studies have considered the melt-
ing of free nanoparticles [33, 34, 114, 110, 130, 109], but relatively few have ad-
dressed the effects of a supporting surface [37, 139, 140]. This is despite the fact
that most experiments with nanometre-sized systems are carried out on a sub-
strate of some sort. Similarly, many applications (including CNT growth) require
nanoparticles to be positioned on a substrate. Hence, it is essential to have a good
understanding of how substrates affect the thermodynamic properties of nanopar-
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ticles. It is possible that these effects could even serve as another degree of free-
dom for tweaking the properties of supported nanoclusters. In the context of
CNT growth, for instance, controlled manipulation of cluster-substrate interactions
could be used to fine-tune the activity of the catalyst.
Melting of Supported Nanoparticles
Recent papers on this subject include those by Ding et al. [37], Shibuta et al. [139,
140] and Hendy [38]. Ding et al. have carried out MD simulations of supported
iron nanoclusters and investigated how their melting temperature Tm is affected
by the cluster-substrate binding strength. What they found is that, regardless of
whether a cluster is supported or not, Tm follows a universal R
−1
eff trend, where
Reff is the (effective) curvature radius of the cluster’s free surface. These findings
suggest that only curvature effects seem to matter, which is also the main cause for
the size dependent Tm in free nanoparticles. This conclusion implies that one can
apply existing results, which have been derived for free particles, to also model the
melting of supported particles.
Even more recently, Shibuta and Suzuki have studied the melting and freezing
of supported molybdenum nanoparticles [139]. Their approach was very similar
to that of Ding et al., and they employed the same Lennard-Jones external field to
mimic the substrate. However, they modelled the nanoparticle with a different in-
teratomic potential. Nonetheless, their simulations also yielded aR−1eff dependence
of the melting temperature, but the extracted proportionality constants varied from
that of free-standing nanoparticles.
We must emphasise that Ding et al., as well as Shibuta and Suzuki, carried out
their simulations on a mean-field substrate, thus failing to account for epitaxial
effects. Tartaglino and Tosatti have shown that strain reduces the melting temper-
ature of surfaces and influences the pre-melting behaviour [141]. It is reasonable to
suspect that similar effects could also be prominent in supported nanoparticles.
Hendy’s Thermodynamic Model
A thermodynamic model proposed by Hendy [38] demonstrates how strain effects
could cause deviations of Tm(Reff) from a seemingly universal R
−1
eff dependence.
The model considers supported metal nanoparticles of spherical cap geometry, and
their melting temperature is determined by the free energy balance. To demon-
strate the point, Hendy makes the equilibrium radius of curvature R∗ of the sup-
ported cluster phase-dependent. The rationale is that solids are more sensitive to
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epitaxial strain than liquids, hence the cluster-substratate contact area is likely to
depend on the phase of the supported cluster. Phenomenologically, this effect is
dictated by the spreading parameter ∆γsb ≡ γb − γs − γsb, where γb and γs are the
surface energy densities of the substrate and the free particle surface respectively,
and γsb is the particle-substrate interface energy density.
The spreading parameter effectively determines R∗s and R
∗
l - the equilibrium
curvatures of the solid and the liquid particle. Assuming the volume (and hence
densities) of the solid and liquid phases are the same, equating the corresponding
free energies yields the following melting temperature:
Tm(R
∗
s, R
∗
l ) = Tc
[
1− C
R∗s
−D
(
1
R∗s
− 1
R∗l
)]
, (3.5)
where Tc is the bulk melting temperature, C = 3(γs − γl)/(ρL) and D = 3γl/(ρL).
Note that setting R∗s = R
∗
l = R in (3.5) yields equation (3.3), which is consistent
with the findings in [37], but in general Tm(R
∗
s, R
∗
l ) deviates from the characteristic
R−1 trend.
Equation (3.5) differs from Pawlow’s formula (3.3) by:
∆Tm = −D
(
1
R∗s
− 1
R∗l
)
, (3.6)
and this termmay be positive or negative. With good epitaxy, we expect the cluster-
substrate surface energy to be lower when the cluster is solid. This leads to more
pronounced spreading of the solid phase (R∗s > R
∗
l ), which raises Tm. Alternatively,
in the presence of significant epitaxial strain, we expect a lower melting tempera-
ture since R∗s < R
∗
l . We also expect ∆Tm to be bounded above by the point of
perfect epitaxy.
Note that Hendy had also considered surface melting of supported particles
and reached similar conclusions. More precisely, he showed that Tm could deviate
from the trend given in (3.4) because of strain-related effects. For instance, even a
slight difference in the wetting properties between the solid and the liquid phases,
say a difference of∼ 10◦ in the contact angle, could shift the melting point by∼ 100
K.
The aim of this chapter is to test Hendy’s predictions with MD simulations.
More precisely, we will demonstrate how the substrate atomic structure affects the
melting temperature and pre-melting behaviour of supported nanoclusters. Our
approach will differ from that of Ding et al. and Shibuta et al. in the sense that the
substrate will be simulated atomistically, and its atomic roughness will be used to
induce epitaxial strain.
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Before proceeding with our simulations, we point out that the variable R∗s in
Hendy’s model is not well defined. The notion of a curvature radius is ambiguous
in the solid phase, because crystalline nanoparticles tend to form faceted structures
and are not always symmetric. In experiments and atomistic simulations it is more
meaningful to measure R∗l . Now, if the ratio R
∗
l /R
∗
s is constant, Hendy’s equation
(3.5) can be rewritten just in terms of R∗l , yielding an expression that is identical to
equation (3.3) with T˜m = Tc. However, the assumption that R
∗
l /R
∗
s is constant can
only be justified if the straining of the particle-substrate interface remains strictly
fixed1 [38]. This will not always be the case in our simulations. Hence in order
to allow for another degree of freedom and to keep the analysis simple, we will
rely solely on (3.3) to fit our MD data, with both T˜m and C˜ being treated as free
parameters. Also, unless stated otherwise, the effective particle radius (R or Reff )
will almost always be estimated from the simulations where the particle is molten.
3.2 Simulation Details
All the MD calculations in this chapter were carried out using LAMMPS [59], and
the simulated systems comprised a nickel cluster supported on graphene. We chose
nickel because it is often used as catalyst in CNT growth. We are also interested in
the melting behaviour of supported nickel clusters from a fundamental point of
view, because of our earlier findings from the simulations of free Ni clusters [130].
Graphite, on the other hand, is relatively inert and stable at high temperatures,
making it an ideal substrate for studying nanoparticles. To reduce the necessary
computer power, we used a single layer of graphite - graphene. This sheet was
always parallel to the xy-plane of the simulation box. Periodic boundary conditions
were used in the x and y directions to eliminate edge effects.
Incidentally, Ni(111) surface and the hexagonal lattice of graphene exhibit ex-
cellent epitaxial relationship. The nearest-neighbour separation in nickel is known
to be 2.49A˚, whereas the in-plane lattice constant of graphite is 2.46A˚.
Potentials
In all our simulations, the substrate atoms are either fixed or modelled with the
Tersoff potential [83]. For graphene, this potential yields an equilibrium in-plane
lattice constant of 2.53 A˚ at zero temperature, corresponding to a C-C bond length
1See equation (3) in [38]. Both R∗s and R
∗
l
depend on ∆γsb and ∆γlb respectively, and they will
respond differently to strain.
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of 1.46 A˚. Fixing the substrate reduces the computational intensity of a simula-
tion. However, this simplification fails to capture thermal fluctuations in substrate
atoms, so we will explore if this factor bares any consequences.
Nickel clusters were modelled with the EAM potential of Foiles et al. [76]. This
potential is fitted to various physical properties for a number of transition metals,
including nickel, making it suitable for studying the solid-liquid transition in Ni
clusters. Note that we only consider clusters of 147, 309, 561, 923, 1415, 2057 and
2869 atoms, corresponding to the “magic numbers”2 of closed-shell icosahedra. For
cluster diameters in the range of∼ 1−4 nm, which is most relevant to CNT growth,
the EAM potential yields closed-shell icosahedra as the lowest energy structure at
temperatures below the solid-liquid transition [136]. However, the stability of these
icosahedra is likely to change in the presence of a substrate.
The cluster-substrate interaction is modelled with the Lennard-Jones (6-12) po-
tential smoothly truncated at 12A˚. Thewell-depth was varied to control the cluster-
substrate binding strength, whereas σ was fixed at 2.8135 A˚. This particular value
was determined using an arithmetic mixing rule: σNi−C = (σNi + σC)/2; where
σNi = 2.22 A˚ [142] and σC = 3.407 A˚ [143]. In this study, however, we are less
concerned about the accuracy of these parameters for the nickel-carbon system,
than in assessing the difference between an atomistic substrate and the mean field
substrate used previously.
Procedure
To determine the melting point, each Nix-graphene system must be simulated for
a range of temperatures, and there is a number of procedures for doing this. The
simplest method is to take a single initial configuration and use it for a series of in-
dependent simulations at different temperatures. Any correlations between these
runs should dissipate after sufficiently long equilibration, and each system will
reach its own thermodynamic equilibrium. The main appeal of this parallel ap-
proach is that, since each simulation is completely independent of the others, it can
be carried out on many processors with no communication overheads. The only
drawback is that each run must be relatively long to ensure the convergence of
thermodynamic averages.
Alternatively, one could take a single initial configuration Γ0 = {rN0 ,pN0 } and
gradually heat it up in temperature increments of∆T . Only in the first run, carried
out at some temperature T0, is the initial configuration Γ0 used. However, for all
2The “magic numbers” correspond to the number of atoms in a closed-shell cluster with no
adatoms or vacancies on the surface.
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consecutive runs at Tn = T0 + n∆T (where n is an integer greater than one) the
system is initialised by recycling the final configuration from the previous simula-
tion at Tn−1. This approach is arguably more physical, since it mimics the gradual
ramping of temperature in experiments, and it significantly reduces the necessary
equilibration time at each temperature. Unfortunately, the procedure is inherently
serial, which is why we will refer to it as the serial method, and it often takes longer
than the parallel approach.
To have the best of both worlds, the parallel and the serial approaches can be
combined. One can run independent simulations at different temperatures, but the
instantaneous configurations are occasionally exchanged between different runs.
This parallel tempering scheme [144] allows the system to explore larger regions of
the corresponding phase space, which is particularly important for simulations at
lower temperatures. However, the effectiveness of parallel tempering at the par-
ticle sizes of interest here is unclear (to us), particularly near solid-solid transi-
tions [145]. Consequently, we decided against it and experimented only with the
parallel and serial procedures.
Thermostat
Another choice that has to be made is the means of maintaining the temperature
of supported nickel clusters. This choice depends on the experimental conditions
under consideration. In CVD, for instance, the catalyst nanoparticles are effectively
coupled to two heat reservoirs, namely the substrate and the feedstock gas. How-
ever, the interaction with the gas is strongly dependent on its density, and this
coupling is likely to be weaker than that to the substrate. More precisely, even
though feedstock gas molecules impinge on the catalyst free surface, they do so
less frequently than substrate atoms at the cluster-substrate interface. Obviously,
the relative strength of these two couplings depends on the relative size of the two
interfaces, which is determined by the corresponding surface energies.
Some experiments with supported nanoparticles are carried out under vacuum,
hence the temperature is controlled through the substrate. When simulating the
system behaviour under such conditions, it is more physical to apply the thermo-
stat (the Langevin thermostat in our case) to substrate atoms only. Whether the
cluster itself is coupled to an external heat-bath or not should not affect the equi-
librium properties, but it will alter the dynamics. If one chooses to save compu-
tational effort by fixing the substrate, atoms in the cluster have to be coupled to a
thermostat to maintain the desired temperature.
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3.3 Binding Strength Effects
The cluster contact angle (θc) and effective radius of curvature (Reff ) can be con-
trolled by the Lennard-Jones  parameter. A liquid cluster conforms to a spherical-
cap-like geometry for a wide range of  values (see Fig. 3.2). In order to estimate
the corresponding Reff and θc, we can measure cluster height h and width w di-
rectly from the simulations. Given that our substrate is always parallel to the xy-
plane, cluster height can be evaluated using h ≈ zg − zl, where zg and zl are the
greatest and the lowest atomic z-coordinates. Similarly, the width is computed via
w ≈ (xg−xl+yg−yl)/2, which we repeat and average over nine 10◦ rotations about
the z-axis.
Once w and h are determined, we can compute the (equilibrium) effective ra-
dius of curvature using:
Reff =
{
〈w˜〉 if 〈w˜〉 ≥ 〈h〉,
〈h〉 (1 + 〈w˜〉2〈h〉−2) /2 if 〈w˜〉 < 〈h〉, (3.7)
where 〈. . .〉 denotes ensemble average and 〈w˜〉 ≡ 〈w〉/2. The contact angle is then
computed using:
cos θc = 1− 〈h〉R−1eff . (3.8)
In MD simulations we are free to choose the Lennard-Jones -parameter. In-
creasing  effectively lowers the surface energy γCS of the cluster-substrate inter-
face, whilst substrate-vapour and cluster-vapour surface energies (γSV and γCV )
remain unchanged. Intuitively, this leads to stronger adhesion of the nanoparticle
to the substrate. Hence, according to Young’s equation:
cos θc =
γSV − γCS
γCV
, (3.9)
the contact angle should diminish and the radius of curvature to increase with ,
which is exactly what we see in Fig. 3.2.
We find that θc decreases as  increases. More importantly, plotting cos θc against
 yields a linearly increasing trend between 0.015 eV and 0.075 eV. This correlation
appears to be independent of cluster size, suggesting that surface energies are not
strongly affected by curvature effects. The critical points of interest to us are those
when θc = 90
◦ ( = 0.044 eV), corresponding to the transition from non-wetting
to partial wetting, and when θc ≈ 50◦ ( = 0.063 eV), which is the reported value
of the contact angle formed by Ni droplets on graphite [146]. We will not use  >
0.063 eV to avoid problems due to finite-size effects in the z-direction. Setting  too
high flattens the supported cluster to a finite monolayer of nickel atoms, hence the
notion of a contact angle ceases to be meaningful.
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Figure 3.2: Variation in the contact angle (θc) and effective radius of curvature
(Reff ) formed by Ni cluster on graphene as a function of . These geometric pa-
rameters are calculated from the width (w) and height (h) of the supported cluster
(see text). Data points are colour-coded by the number of atoms in the cluster.
3.4 CharacterisingMelting
A standard method for detecting solid-liquid transitions in MD simulations is by
generating a caloric curve for the system of interest or plotting the heat capacity as
a function of temperature. Since melting is a first-order phase transition, we expect
to observe a jump in the E(T ) plot. This jump corresponds to the latent heat of
fusion being absorbed at the melting point, and it reveals the melting temperature
Tm of the system. Also, CV (T ) ≡ ∂E(T )/∂T should diverge as T → Tm, giving
another useful marker for detecting the transition.
When searching for Tm, be it via many independent simulations or gradual
heating of some initial configuration, each individual run must be long enough to
ensure equilibration and convergence of the time-averaged quantities. Also, since
we are interested in equilibrium quantities, it is preferable to equilibrate the system
before taking measurements. And again, some degree of judgement must be used
in deciding when a system has “sufficiently” equilibrated. As a rule of thumb, we
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used equilibration and simulation times of up to ∼ 1 − 10 ns each, depending on
whether the “heating” procedure was carried out in series or parallel. We cannot
prove that these time-scales are sufficient, but it is the best we can do with modern
computers within practical run-time.
Once Tm is found, MD trajectories generated near the melting point can reveal
the microscopic mechanisms of melting. However, interpreting the atomic trajec-
tories requires a suitable local order parameter that is sensitive to the phase of each
atom and local structure. An ideal order parameter would be the one that unam-
biguously classifies each atom as either “solid” or “liquid” without averaging over
time or space. Also, we would like to use it for identifying the crystal structure of
“solid” atoms, so it should be sensitive to various types of local order, particularly
FCC and HCP. Finally, it is desirable to use an order parameter that is easy to com-
pute. Alas, we are not aware of anything that satisfy all these conditions, hence
compromises are necessary. Appendix C provides an overview of order parame-
ters that are commonly used.
This section outlines how we characterise the solid-liquid transition in our sim-
ulations. We first show how caloric data and microscopic order parameters re-
spond to melting of a cluster. We then define a more intuitive order parameter,
namely the liquid fraction, and use it to define the melting temperature.
3.4.1 Caloric Curves
Phase transitions are usually apparent in caloric curves, when the internal energy
E of a system is plotted against temperature T . Caloric data from MD simulations
of Ni923 and Ni2057 is presented in Fig. 3.3. The melting transition manifests an
upward jump in E(T ), which corresponds to the absorption of latent heat.
From Fig. 3.3 we can immediately see a positive shift in themelting temperature
as  increases. We will discuss the dependence of Tm on  in Section 3.5. Another
interesting feature is the broadening of the melting transition as  increases, accom-
panied by gradual steepening of the caloric curves before the abrupt jump. This
steepening is typically attributed to surface melting, which often precedes a sud-
den transition to the liquid state. Our E(T ) curves indicate that strongly adhered
nanoparticles ( = 0.05 eV and  = 0.06 eV) reach the liquid state solely bymeans of
continuous surface melting, hence the disappearance of the characteristic jump. We
checked that the smearing of the transition is not due to insufficient equilibration
by repeating the simulations with  = 0.05 eV for twice as long, and the resultant
E(T ) curves were no different. We will now proceed to discuss other features of
our data.
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Figure 3.3: Caloric data from simulations of Ni923 and Ni2057 on graphene. Colour-
coding:  = 0.00 eV (black);  = 0.02 eV (red);  = 0.03 eV (green);  = 0.04
eV (blue);  = 0.05 eV (brown). From the top: 1st row - independent simulations
on a dynamic substrate with (symbols) and without (dashed lines) coupling the
cluster to a thermostat; 2nd row - heating (solid lines) and cooling (dashed lines)
on a dynamic substrate without a thermostat; 3rd row - heating the clusters on a
static substrate with a thermostat (solid lines), and, also on a fixed substrate, some
independent NVT simulations (symbols); 4th row - heating the clusters on a fixed
substrate using a thermostat. Note that the heat capacities (CV ) have been shifted
(vertically) and scaled to emphasise the relative position of the peaks. Black vertical
lines mark the melting temperature of free clusters.
CHAPTER 3. MELTING OF SUPPORTED NICKEL CLUSTERS 36
As can be seen from the caloric curves in the top row of Fig. 3.3, which were cal-
culated using the parallel method in the presence of a dynamic substrate, whether
the cluster is coupled to a thermostat or not seems to have no effect for larger .
However, for smaller , clusters that are not coupled to a thermostat exhibit some
hysteresis near the melting temperature, which seems to vanish in the presence of
an external heat bath. It will be explained later that the hysteresis is due to a solid-
solid transition which happens just before melting, and our data indicates that the
thermostat slows it down to a point that it fails to occur during the timescales cap-
tured by these simulations. Note that each independent run was equilibrated for 2
ns, then followed by another 2 ns of accumulating thermodynamic averages. Be-
cause of the hysteresis, we cannot get a reliable estimate of Tm for  = 0.02 eV and
 = 0.03 eV in the case of Ni2057, and  = 0.02 eV for Ni923. For higher , on the other
hand, the melting transition shows no hysteresis, and the corresponding values of
Tm line up with those in the lower plots.
The second row of Fig. 3.3 contains caloric curves obtained from serial simula-
tions where the supported clusters were heated and cooled by a dynamic substrate.
The curves are not as smooth as for the parallel case, but compromises had to be
made because of the serial nature of this procedure and the need for longer aver-
aging times to smooth out temperature fluctuations. As a result, the heating and
cooling of the cluster was done via relatively large temperature increments of 20 K,
and at each temperature the system was equilibrated for 0.5 ns and thermal aver-
ages were collected over another 0.5 ns.
Interestingly, the hysteresis due to heating and cooling completely vanishes for
 > 0.04 eV (θc < 100). This is in striking contrast to the findings of Shibuta
et al., whose simulations exhibited freezing more than 500 K below Tm for θc ≈
100◦. Their prodigious hysteresis could potentially be due to the choice of heat-
ing/cooling rates (0.2 K/ps), which were ten times faster than ours (0.02 K/ps).
However, it could also be that our atomistic substrate is providing amore favourable
crystallisation site. In fact, the hexagonal structure of the honeycomb lattice in
graphene can be mapped onto a close-packed (111) facet of an FCC lattice, where
each hexagonal ring accommodates an atom on the facet. In our simulations, the
separation between neighbouring nickel atoms (approximately 2.5A˚) is very close
to the in-plane lattice constant of the graphene sheet (2.53A˚). Because of this epi-
taxial alignment, it is likely that formation of a (111) facet at the cluster-substrate
interface is very favourable, which is possibly why we observe much smaller hys-
teresis upon cooling, particularly for larger  values.
To obtain smoother caloric curves, we can fix the substrate and heat the cluster
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with a thermostat. This approach allows us to achieve slower heating rates using
smaller temperature increments within a reasonable time. The third row of Fig. 3.3
displays the resultant caloric curves, whereas in the fourth row the corresponding
heat capacities are plotted. To generate these plots, the temperature was ramped in
increments of 10 K, and at each NVT simulation the equilibration stage was 1 ns,
followed by another 0.5 ns to collect thermodynamic averages. This corresponds
to a mean heating rate of∼ 7 K/ns, which is∼ 30 times slower than that of Shibuta
et al. and by a factor of ∼ 5 slower than the rate used by Ding et al. (approximately
33 K/ns).
Fixing the substrate and employing slower heating rates leads to no significant
changes in the main features of our caloric data. However, the melting temperature
is in general slightly higher than that of nanoparticles on a dynamic substrate. The
difference grows with the magnitude of the  parameter, suggesting that it is an
artefact associated with fixing the substrate. This explanation is consistent with the
observed decline of discrepancy in Tm at larger cluster sizes, as the influence of the
cluster substrate interface diminishes.
From the bottom panels in Fig. 3.3 we can see that the heat capacity, computed
using the fluctuation-based formula (A.1), often exhibits two major peaks in the
examined temperature range. If two peaks are present, the first one corresponds
to a solid-solid transition (that is yet to be discussed), whereas the second peak at
a higher temperature marks the transition to the liquid state. Otherwise, only the
peak associated with melting is present, and, as expected, it lines up with the jump
in the corresponding caloric curves. The melting peak broadens and shifts to the
right as  rises, whereas the preceding peak shifts to the left. Note that the relative
magnitude of the peaks was not of particular interest here, so to emphasise their
relative positions along the temperature axis, we took the liberty of scaling and
shifting the curves along the CV axis.
3.4.2 Microscopic Order Parameters
Having just analysed the equilibrium caloric data near the melting point, we will
now look into the structure and dynamics of the constituent atoms. Our aim is
to characterise atoms according to their phase and then track the evolution of the
liquid fraction at different temperatures. To do this, we will utilise some of the
order parameters mentioned in Appendix C.
Fig. 3.4 compares atomic distributions of the (instantaneous) Steinhardt q¯6 [147,
148] parameter and Lindemann indices δi [100, 37] for Ni2057. We have already es-
tablished in Fig. 3.3 that, when unsupported, the cluster melts between 1420 K and
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Figure 3.4: Distribution of the Steinhardt q¯6 order parameter (left) and Lindemann
indices δi (right) for atoms in free ( = 0.00 eV) and supported Ni2057 clusters.
The y-axis in all these plots have arbitrary units. Both distributions, q¯6 and δi, are
unimodal in a homogeneous system and bimodal in partially molten clusters.
1430 K. At 1420 K, when the cluster is still solid, the corresponding q¯6 distribution
has a well-defined peak around q¯6 ≈ 0.42. Increasing the temperature to 1430 K,
which leads to melting, shifts the peak to q¯6 ≈ 0.18. This response is qualitatively
identical to what Lechner and Dellago [148] observed in a bulk Lennard-Jones sys-
tem. However, since we are dealing with finite clusters modelled with the EAM
potential, the peaks are centred at slightly different values and the distributions
are broader. Because of their width, the peak corresponding to different crystal
structures (i.e. HCP or FCC) cannot be resolved, hence they superpose to form a
single “solid” peak. Also, supported Ni2057 exhibits a bimodal q¯6 distribution for a
narrow temperature range, which we attribute to surface melting. This tempera-
ture range widens as  increases, correlating with the broadening of the solid-liquid
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transition in Fig. 3.3. Note how the position of the “solid” and the “liquid” peaks is
independent of  and temperature, or whether the substrate is fixed or not. Hence,
under all circumstances, we can classify each atoms with q¯6 < 0.33 as “liquid” and
“solid” otherwise.
Distribution of atomic Lindemann indices follows a similar pattern. However,
since δi is a measure of atomic vibration, peak positions are sensitive to tempera-
ture,  value, substrate properties and, quite likely, thermostat characteristics. As a
consequence, there is no universal criterion, based on Lindemann indices, for clas-
sifying individual atoms by their phase. For instance, Ni2057 on a static graphene
sheet, with  = 0.05 eV, exhibits a bimodal δi-distribution, corresponding to two
distinct phases. To distinguish atoms of different phase, the critical value δi ≈ 0.17
should be used. However, at 1580 K the distribution is also bimodal, but the two
peaks have shifted and the new critical value is δi ≈ 0.28.
Based on the aforementioned observations, wewill use the Steinhardt q¯6 param-
eter to define amore natural order parameter - the instantaneous liquid fraction φL.
We want φL → 1 for a completely molten cluster so that its melting temperature
can be easily identified. Since the peaks in q¯6-distributions have some overlap, we
will make use of instantaneous values as well as time averages 〈q¯6〉t. The purpose
for doing this is to minimise, if not eliminate, the accidental occurrence of rogue
“solid” atoms in the melt. Hence, if an atom is liquid on average (i.e. 〈q¯6〉t < 0.33)
then it will always be classified as liquid. Otherwise, at any given instant, atoms
will be classified as “liquid” if q¯6 < 0.33 leaving everything else “solid” by default.
Finally, the instantaneous liquid fraction is given by φL = Nl/N , whereNl is the net
count of “liquid” atoms and N is the total number of atoms in the cluster. Fig. 3.5
demonstrates the fluctuation of φL in a supported Ni2057 cluster near the melting
point, and it also shows snapshots of the equilibrated structures with the atoms
colour-coded according to their phase.
One point of interest in Fig. 3.5 is the stability of large liquid fractions prior to
complete melting. In the case of  = 0.03 eV, the cluster fully melts and φL → 1
at 1550 K, but just 10 K below this point φL steadily fluctuates about a mean value
of ∼ 0.7, which persists for ∼ 1 ns. Visual inspection of the atomic positions leads
to the conclusion that surface melting is at play: the liquid phase nucleates near
the surface and then progresses inwards. The temperature range over which sur-
face melting occurs increases with , and for  = 0.06 eV the entire cluster melts
continuously, without any significant jumps in the liquid fraction nor in the caloric
curve. Phenomenologically, this smoothness can be explained by the critical liquid
layer thickness lc becoming greater than the height of the cluster. Microscopically,
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Figure 3.5: Evolution of the liquid fraction during the melting of Ni2057 on static
graphene with  = 0.03 eV (top) and  = 0.06 eV (bottom). Atoms in the cluster are
colour-coded according to phase: gold atoms are solid and blue atoms are liquid.
The atomic radii were arbitrarily varied to emphasise either the crystal structure or
the liquid fraction. Substrate atoms are omitted and replaced with grey rectangle.
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however, it can be understood in terms of epitaxy. In these particular simulations,
the substrate retains its perfect honey-comb structure at all temperatures. In our
system, the graphene sheet matches nicely with the (111) crystallographic plane of
Ni clusters. As a consequence, it induces epitaxial alignment of nearby Ni atoms,
hence making them less prone to thermal instabilities. Because of this local sta-
bilisation, Ni atoms nearest to the substrate melt last. This effect becomes more
pronounced as  increases, because the binding of individual Ni atoms to graphene
strengthens. The area of the cluster-substrate interface also increases with , hence
raising the fraction of Ni atoms that are adjacent to the graphene sheet.
Another observation worth pointing out is the changing contact angle, which
can be seen by inspection of Fig. 3.5. Admittedly, the notion of a contact angle is
not clearly defined in solid nanoparticles, because of facet formation. However,
beyond the roughening transition and once surface melting is initiated, the liquid
layer forms a spherical-cap-like geometry. As the liquid fraction increases, some
portion of the solid-substrate interface turns into a liquid-substrate interface. Pre-
sumably, this conversion initiates from the contact line and progresses inwards.
As this happens, the surface energy of the entire configuration changes, hence we
expect the contact angle to vary. The direction of this change is determined by
the relative magnitudes of the cluster-substrate interface energies for the solid and
liquid phases. Given that in our system the crystal structure of nickel epitaxially
matches that of graphene, we expect the cluster-substrate interfacial energy to be
lower for solid clusters. Hence, we expect the contact angle to increase as the liq-
uid layer thickens. We can test this hypothesis by plotting the equilibrium value of
θc, computed using the same procedure already described, as a function of cluster
temperature. The resultant trends are plotted in Fig. 3.6.
Indeed, Fig. 3.6 shows a consistent increase in the wetting angle near the melt-
ing transition. As the Ni2057 cluster is gradually heated, the initially solid cluster
roughens and loses its facet structure, which leads to a steady decrease in the wet-
ting angle3. At some temperature below the melting point, there is a global mini-
mum in θc, which presumably corresponds to the point when the entire free surface
roughens. Further heating leads to an increase in the wetting angle and it plateaus
once the cluster fully melts. This trend supports our initial hypothesis that, in the
current system, the cluster-substrate interface energy is lower when the cluster is
in the solid phase. Note that the increase in θc is either abrupt, if the cluster melts
suddenly, or gradual - correlating with the steadily rising liquid fraction during
3Analogous to liquefaction of the frozen body-parts of T-1000 from Terminator 2, just after Arnie
blows him to bits with the infamous ”Hasta La Vista, Baby”
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Figure 3.6: Variation in the contact angle formed by Ni2057 cluster on graphene
during heating. Data shows a slight increase in θc (by ∼ 10◦ − 20◦) just before the
melting point, which is characterised by a plateau in the trends. The contact angle
remains roughly constant in the liquid state.
surface melting. The measured net increase ranges from 10◦ to 20◦, which, accord-
ing to Hendy’s model [38], can increase the melting point by more than 100 K. We
will now check whether this is actually true.
3.5 Melting Point Depression
We now demonstrate how the melting temperature varies with cluster-substrate
interaction strength and epitaxial strain. Comparisons are made with the findings
of Ding et al. [37] and Shibuta et al. [139], as well as Hendy’s model predictions [38].
An estimate of the equilibrium liquid fraction 〈φL〉 can be obtained by averaging
φL over time. Fig. 3.7 demonstrates how this quantity, as well as 〈δi〉 and 〈q¯6〉, varies
with temperature. The melting transition can be identified by all of these order
parameters. For smaller , Tm can be characterised by an abrupt increase in 〈φL〉
and 〈δi〉 or a steep drop-off in 〈q¯6〉. These features occur at the same temperatures
as the jumps in the corresponding caloric curves and spikes in the heat capacity.
As the cluster-substrate interaction strengthens, the transition broadens, just like
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Figure 3.7: Temperature dependence of microscopic order parameters (averaged
over time and atoms) near the melting point. Melting temperatures are defined by
〈φL〉 = 0.9 and are marked by dashed vertical lines.
in the caloric data, and there is some ambiguity to where the melting point actually
is.
We will classify a supported cluster as completely molten when 〈φL〉 > 0.9. The
reason for not using 〈φL〉 = 1 as the critical value is that, in the presence of strong
cluster-substrate interactions, induced ordering of the liquid phase becomes very
pronounced near the interface. Consequently, our scheme classifies some adjacent
nickel atoms as “solid” even though the cluster appears to have melted. Whether
these particular atoms are really solid or not is a different issue, but we will claim
the entire cluster is molten even if they are present. For smaller  it makes little
difference whether the cut-off value of 1 or 0.9 is used, since the transition is abrupt
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and occurs before 〈φL〉 → 0.9. Note that this definition of the melting point does
not correspond to a particular value of 〈δi〉, which is what Shibuta et al. used in
their definition of Tm. The values of 〈δi〉mapped by our definition are in the range
0.15-0.35, which is higher than the value of 0.1 used in Ref.[139]. Consequently,
the values of Tm are slightly higher than what we would have gotten using the
definition of Shibuta and Suzuki.
Using this approach, we estimated the melting temperature (Tm) of Ni147, Ni309,
Ni561, Ni923, Ni1415, Ni2057 and Ni2869 clusters on a fixed graphene sheet for a range
of  values. We then measured the corresponding radius of curvature (R) of each
cluster just above its melting point using the procedure described in section 3.3.
The resultant dependence of Tm on R is plotted in Fig. 3.8. This is where the fun
begins.
Fig. 3.8 clearly shows that Tm increases with R, in harmony with the antici-
pated melting point depression, but there is some interesting and unexpected fine-
structure in the trend. Given our data points, we can fit the whole lot using either
equation (3.3) or (3.4) and get an acceptable fit. Alternatively, we can sort the data
points either by their atomic volume (N) or the specified contact angle (-value to
be precise) and then treat each group separately. For the sake of simplicity, we will
ignore the effects of surface melting on Tm and fit our data sets with equation (3.3).
What we find is that each set follows its own R−1-trend, and the fitted model pa-
rameters (namely T˜m and C˜) vary with N and . This variation is quite systematic,
as can be seen from Fig. 3.9, and it exhibits some insightful trends.
First of all, we note that our substrate effectively has an infinite melting temper-
ature. Hence, give that the substrate also epitaxially matches the Ni(111) surface,
we intuitively expect it to raise the melting temperature of supported Ni clusters.
Indeed, most of our fitted T˜m values are above 1740 K - the bulk melting tempera-
ture of nickel under this potential [149]. We also find that the value of T˜m decreases
with N for constant-volume fits. This is consistent with the fact that the surface-to-
volume ratio decreases with N , diminishing the influence of the cluster-substrate
interface, and we expect T˜m to approach the true bulk melting temperature in the
limit of N → ∞. It also appears that T˜m steadily increases with  for constant-
fits. This trend is in accordance with the increasing surface-to-volume ratio (as the
cluster flattens), which makes the cluster-substrate interface more influential.
Let us now consider the other parameter, C˜, whose value increases with N for
constant-volume fits and decreases with  > 0.02 eV for constant  fits. As was
mentioned earlier, increasingN reduces the magnitude of surface effects, whilst in-
creasing makes the cluster-substrate interface more influential. Hence we deduce
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Figure 3.8: Variation in the melting temperature as a function of cluster curvature.
The clusters are supported on a fixed graphene sheet and coupled to a thermostat.
In the top panels, data sets for supported clusters are sorted by atomic volume, and
each set is fitted with equation (3.3). Same in the bottom panels, only the data sets
are sorted by the specified  value. Dashed curves are fits of equation (3.3).
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that the cluster-substrate interface deflates the value of C˜. This trend is the opposite
to what was found in Ref. [139], where C˜ increased with substrate binding strength.
Remember that C˜ ∝ (γsv − γlv)/L, where γsv and γlv are the solid-vapour and
liquid-vapour surface energy densities, and L is the latent heat. The L−1 depen-
dence is a characteristic of the melting transition, but it is the surface energy that
ultimately causes size-dependent melting in most of the models [115, 122, 114, 150].
Now, Shibuta and Suzuki [139] had argued that their substrate-induced inflation
of C˜ is due to a net decrease in L: The induced ordering of liquid atoms near the
cluster-substrate interface lowers the (local) potential energy of the liquid cluster,
thus diminishing the net amount of energy absorbed (i.e. “latent heat”) during
melting. But is it appropriate to equate this net energy change to L and not the
surface energies? The latent heat L in equation (3.3) is a well-defined quantity: It
represents the energy required to melt a certain amount of bulk material, and its
value does not change with surface effects. Ordering of liquid atoms near the sub-
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strate is, however, a surface effect; and one can argue that it constitutes a change
in the local surface energy density γ. More importantly, a given substrate affects
both liquid and solid atoms - and not necessarily to the same degree. Hence, the
surface energy density at the particle-substrate interface can not only differ from
that of the free surface, but also be phase-dependent. These differences are explic-
itly accounted for in Hendy’s model [38], and this model can help us understand
the discrepancy in the trends obtained here and those in Ref. [139].
It seems that the substrate in Ref. [139] has a stronger affinity for liquid particles
given a particular binding strength. There are many possible reasons for why this
is the case, but we cannot infer exactly which one is at play. In our case, however,
the substrate seems to favour the solid phase, which would explain why our fitted
C˜ values C˜ increase with N and decrease with  > 0.02 eV in Fig. 3.9. It also fits in
with the fact that our supported particles have higher melting temperatures than
free ones of equal curvature. Earlier we hypothesised that this preferential affinity
and stabilisation of the solid phase was enhanced by favourable cluster-substrate
epitaxy. We shall now proceed to test this hypothesis and explore the consequences
of introducing epitaxial strain.
3.5.1 Epitaxial Strain Effects
We shall take a Ni923 cluster as our test system and place it on a number of differ-
ent graphene sheets; different in the sense that each one will be stretched or com-
pressed isotropically along the plane by a certain amount. Note that if  is fixed,
varying the amount of strain along the supporting surface also changes the net ad-
hesion strength, because the substrate atomic density changes. Consequently, the
cluster’s radius of curvature and contact angle also change, and this response is
identical to the one caused by varying . We would like to eliminate this response
and isolate just the effects that are entirely due to epitaxial strain along the sub-
strate.
First we must determine the melting temperature of Ni923 on graphene sheets
with different degrees of strain, whilst keeping the value of  constant. This was
done in the same manner as before: the substrate was fixed, whereas the clusters
was coupled to a thermostat and heated gradually; and the melting temperature
was defined by the point when 〈φl〉 = 0.9. We then plot the obtained estimates of
Tm as a function of corresponding cluster’s radius of curvature in the liquid state.
The trend is shown in Fig. 3.10, together with our data for supported Ni923 clusters
obtained by varying  (with almost zero epitaxial strain), as well as unsupported
clusters. We immediately see that controlling R by means of varying substrate
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Figure 3.10: Left: Variation in the melting temperature of supported Ni923 clus-
ters, as well as some closed-shell icosahedra and decahedra. In strain-free data the
lattice spacing in graphene is fixed whilst  is varied. Otherwise,  is fixed at the
specified value and the substrate is strained isotropically along the plane. Dashed
curves correspond to fitted equation (3.3). Right: Depression of the melting tem-
perature due to epitaxial strain in a supported Ni923 cluster of given R. Dashed
curves are quadratic fits and serve as a guide to the eye.
strain leads to a Tm(R) dependence that is intermediate between that of unsup-
ported clusters and that of supported clusters without epitaxial strain. If anything,
the trend is closer to that of unsupported nanoparticles, but with an upward per-
turbation at some R where Tm rises to the strain-free curve and then drops back to
the original trend.
To eliminate curvature effects, and thus isolate the effects due to epitaxial strain,
we can subtract from each Tm(R) the value computed by equation (3.3) with T˜m
and C˜ fitted to the strain-free data. This gives an estimate of the melting temper-
ature deviation ∆Tm that is caused by the induced strain at the cluster-substrate
interface. The estimated values of ∆Tm are plotted in Fig. 3.10 as a function of the
specified substrate strain. What we see is that induced epitaxial strain, irrespective
of its sign, depresses the melting temperature of a cluster with a given radius of
curvature. This trend is consistent with the model of Tartaglino and Tosatti, who
predicted a quadratic depression of the bulk melting temperature in strained sur-
faces [141]. Our simulations indicate a similar quadratic dependence for a range of
strain values, only the depression ∆Tm is not with respect to bulk T˜m, but from the
value Tm(R) that is already reduced by the curvature effects. We also find that the
parabolic fits narrow with . This observation is consistent with the corresponding
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increase in the cluster-substrate interface area, which makes the supported cluster
as a whole more sensitive to epitaxial strain induced by the underlying surface.
Note that our estimates of ∆Tm are as high as ∼ 300 K, which is comparable to
the melting point depression due to curvature alone. Hence, good epitaxy could
potentially cancel curvature effects, and even lead to superheating of supported
clusters. In fact, both Ni2057 and Ni2869 have melted at 1745 K and 1755 K respec-
tively in our simulations with  = 0.06 eV. These values are above the melting tem-
perature of bulk nickel (1740 K for this potential [149]). It is already known that
confined thin films [151] and nanoparticles embedded in a matrix [152] could be
superheated in favourable epitaxial orientations. Our results suggest that a similar
effect could occur in nanoparticles on planar substrates. More importantly, there
are no confinement effects, eliminating the possibility of pressure-induced super-
heating.
In terms of Hendy’s thermodynamic model, the plot of ∆Tm versus substrate
strain is in qualitative agreement with equation (3.6). In section 3.1 we argued
that epitaxial stabilisation of the solid phase should be maximum at the point of
perfect epitaxy, which is indeed what we see in Fig. 3.10. The trend in ∆Tm clearly
peaks near zero substrate strain, corresponding to an ideal epitaxial alignment of
the Ni(111) facet and the hexagonal lattice. Isotropically stretching or compressing
the substrate along the plane can reduce the melting temperature of a supported
cluster by hundreds of degrees, which is in quantitative agreement with Hendy’s
model predictions. Unfortunately, making more rigorous quantitative comparison
is non-trivial. The difficulty lies in relating Hendy’s model parameters, namely
the contact angles of the solid and liquid phases, to the control parameters in MD
simulations.
On a final note, we also fitted the datasets in Fig. 3.8 with equation (3.4) and
found similar trends. The variation in T˜m and C˜ is analogous to that in Fig. 3.9,
although their values were slightly lower. We found that the fitted critical thickness
values (lc) increase with  and N .
3.6 Solid-Solid Transition Prior to Melting
In this section we address the solid-solid transition that was encountered near the
melting point, and that was alreadymentioned, but not discussed, in the preceding
section. As it turns out, the pre-melting peak in the heat capacity that is evident
in Fig. 3.3, as well as the abrupt increase in 〈q¯6〉 in Fig. 3.7, manifests a transfor-
mation from closed-shell icosahedral structure to a regular FCC arrangement. This
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Figure 3.11: Plots on the left expose the melting point (Tm = 1550 K) and a solid-
solid transformation at T ≈ 1400 K in a supported Ni2057 cluster with  = 0.03 eV.
(Heat capacity is in units of µeV/K/atom.) Time series at the top show the evolu-
tion of the liquid fraction near 1400 K. Note that each time series is preceded by a
1 ns equilibration stage during which no data was collected. Cluster snapshots in
the bottom-right corner reveal the transformation from an icosahedral cluster to a
munted FCC structure, and this transition had to have occurred during the equi-
libration stage at 1410 K. Snapshots in the top row are colour-coded according to
phase (gold atoms are solid an blue atoms are liquid), whereas the bottom row dis-
plays atoms that have been classified by CNA as either FCC (gold) or HCP (cyan).
The supporting graphene sheet is represented by grey rectangles.
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Figure 3.12: Transition from Icosahedral structure to FCC in Ni2057 (not coupled to
a thermostat) during equilibration on a dynamic graphene sheet ( = 0.04 eV) at
1545 K. Large gold-coloured atoms are solid and the melt is blue.
transformation is displayed in Fig. 3.11, and its main feature is the vanishing 5-fold
symmetry of the multiple twinning planes, which is the defining characteristic of
icosahedral quasi-crystals. From inspection, it is apparent that the 5-fold symme-
try is still present throughout the entire simulation at 1400 K, despite the relatively
large fluctuations in the liquid fraction. However, right from the beginning of the
consecutive run at 1410 K the symmetric arrangement of HCP atoms is ruined, and
most of the solid fraction is in the FCC phase. Hence, the natural conclusion is that
this transition must have occurred during the equilibration stage at 1410 K when
atomic trajectories were not stored.
However, we have captured this transition in a different simulation, where the
Ni2057 cluster was placed on a dynamic substrate and not coupled to an exter-
nal thermostat. The corresponding snapshots are shown in Fig. 3.12. What we
see is that the transition from an icosahedron to FCC occurs via complete melting
of the initial structure, which then partially recrystallises into an FCC island sur-
rounded by a thick molten layer. Re-crystallisation is directional and is initiated at
the cluster-substrate interface. The melt, on the other hand, nucleates near the free
surface of the icosahedral nanoparticle and then spans the entire free surface once
the FCC core has formed.
To gain more insight on the nature of this solid-solid reconstruction, let us re-
mind ourselves that, with this particular EAM potential, closed-shell icosahedra
are the most stable structures in free nickel clusters of up to 2869 atoms [136]. The
reason behind it is that icosahedral symmetry closely resembles a sphere, which
has the lowest free-surface-to-volume ratio and highest entropy [153]. However, it
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is reasonable to expect the free energy balance to change in supported nanoparti-
cles. In the presence of a substrate there are two interfaces, namely the free surface
and the cluster-substrate interface, which are different in nature. The net surface
effects now depend on the substrate structure and the relative areas of the two
interfaces.
Given the atomic structure of the graphene sheet we have used, its presence
appears to lower the free energy (F ) of the FCC phase, and the amount by which it
is reduced depends on the cluster-substrate interaction strength. The magnitude of
 also seems to determine whether the transition is entropic or energetic in nature.
For instance, caloric curves in Fig. 3.13 clearly show that for weak cluster-substrate
interactions ( < 0.04 eV), the solid-solid transition, if it happens at all, leads to
an increase in the internal energy E. Thus we conclude that the transition must be
driven by an increase in entropy. One possible explanation is that the rotational
symmetry of an icosahedron is ruined by the substrate, which may decrease the
net entropy of the system. Evidently, the decrease in F due to entropy gain is
smaller than the increase in F due to the loss of smooth (111) facets in the icosa-
hedral cluster. This explains why the entropy-driven transition occurs above the
surface roughening temperature, or even above the melting point of the supported
icosahedra.
In the presence of strong cluster-substrate interaction ( > 0.04 eV), the solid-
solid transformation is aided by a decrease in internal energy. However, there is
an energy barrier preventing the initial closed-shell configuration from “wetting”
the substrate [154], since all the solid atoms are jiggling in their respective potential
wells centred at the corresponding lattice points. Evidently, the time scales asso-
ciated with overcoming the net energy barrier via diffusion is much greater than
our heating rates. Hence, in our simulations, the transition to FCC usually takes
place near the melting point of the icosahedral structure, and the underlying mech-
anism comprises melting of the entire cluster followed by partial recrystallisation.
Admittedly, it is not entirely clear whether the initial step is in fact thermodynamic
melting or not. It could be a sudden mechanical collapse of the icosahedral lattice
due to attraction to the substrate. The fact that the transition tends to occur at lower
temperatures for larger  values seems to favour this argument.
We also note that, just like in the melting transition, epitaxial match at the
cluster-substrate interface plays an important role. In all of our simulations with
graphene as the supporting surface we find that adjacent nickel atoms always form
a close-packed (111) surface. However, substrates with other crystal structures
could lead to different facet formations. To explore this possibility we ran some
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Figure 3.13: A collection of caloric curves for Ni923 on graphene, demonstrating
the internal energy shift (∆E) during the transition from an icosahedron (Ico) to a
surface-roughened FCC. The vertical dashed line marks the melting temperature
of a free Ni923 icosahedron, whereas the upwards sloping dashed line is an ex-
trapolation of the icosahedral phase energy. Estimates of ∆E are measured with
respect to the point where the two dashed lines cross. The sign and magnitude of
∆E are essentially determined by the relative energetic stability of the FCC and
the Icosahedral phases at 1380 K. The estimated values are plotted versus substrate
binding strength () in the inset. We see that∆E decreases with  and changes sign
at  ' 0.04 eV (θc ≈ 100◦).
simulations of a Ni923 cluster on a single layer of cubic lattice. The value of  was
fixed at 0.03 eV and we varied the substrate lattice constant (s) to stimulate the
formation of a (100) facet. We were successful in the presence of good epitaxy,
for s between 2.4 A˚ and 2.5 A˚. Outside this range, however, formation of a close-
packed (111) plane persisted. These findings are summarised in Fig. 3.14, and they
suggest the possibility of controlling the orientation of crystal planes in supported
nanoparticles by selecting appropriate substrates. As was pointed out by Ishigami
et al. [23], this might not only affect the orientation of nucleated SWCNTs, but also
their radius and chirality.
Before concluding this section, it should be mentioned that we have previously
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Figure 3.14: Left: Variation in internal energy and 〈q¯6〉 during the heating of Ni923
on a fixed layer of cubic lattice ( = 0.03 eV). Curves are colour-coded according to
the substrate lattice constant (s). An upward jump in 〈q¯6〉 corresponds to the trans-
formation from an icosahedron to FCC, which usually happens below 1370 K - the
melting temperature of a free Ni923 icosahedron (dashed vertical line). Right: Snap-
shots of the supported cluster from underneath the substrate (intersecting blue
lines) immediately after the solid-solid transition. Depending on the substrate lat-
tice spacing, the cluster forms either a close-packed (111) facet (top) or a (100) facet
(bottom). To make the facet structure more apparent, some of the nickel atoms are
highlighted in red.
reported a similar solid-solid transformation in supported palladium nanoparti-
cles [155]. In that study the substrate also comprised a static graphene sheet that in-
teracted with a Pd887 cluster via the Lennard-Jones potential. With the EAM poten-
tial used for that study, the ground state structure was a Marks decadron. During
heating, the graphene-supported decahedron transformed into a FCC structure via
the same mechanism: complete melting followed by directional re-crystallisation.
This process is identical to what Koga et al. [156] have observed in their exper-
iments with gold nanoparticles on amorphous carbon. Thus, having simulated
transformations of this type using different systems, we now have more convinc-
ing evidence that they could occur in experiments with a variety of materials.
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3.7 Discussion and Conclusions
We have qualitatively verified Hendy’s thermodynamic model with MD simula-
tions. We demonstrated that epitaxial strain has a significant effect on the melting
and pre-melting behaviour of supported nanoparticles. Hence, contrary to what
was suggested in Ref. [37], the melting temperature of supported and unsupported
clusters does not follow the same Tm(R
−1) trend.
Even though the size dependence of the melting temperature roughly follows
Pawlow-like equation (3.3), the model parameters (C˜ and T˜m) systematically vary
with cluster volume and substrate binding. We attributed these variations to the
fact that solid and liquid particles can interact differently with the same substrate.
Indeed, our simulations showed that an epitaxially-matched substrate can favour
the solid phase more than the liquid, thus causing the melting temperature to rise.
Given that a mean-field substrate was used in Refs. [37, 139], this epitaxial effect
was not observed there. However, it is possible that explicit treatment of epitaxy
is not the only cause of discrepancy between this and prior works. In particular, it
is not entirely clear why the mean-field substrate in Ref. [139] favours the liquid
phase more than the solid.
Our simulations also exhibited broadening of the melting transition with in-
creasing binding strength. This behaviour is attributed to the increasing role of
surface melting, which seems to be more pronounced with stronger substrate bind-
ing. More precisely, for a given cluster size, increasing binding strength eventually
leads to a critical liquid layer that extends into the substrate. When this happens,
transition to the liquid state appears to be continuous, without significant energy
jumps. It would be interesting, from a fundamental viewpoint, to analyse these
seemingly continuous transitions in greater detail. In particular, a thorough study
of the microscopic structure and dynamics of the solid-liquid interface may ad-
vance our understanding of melting.
Finally, we found that cluster-substrate epitaxy can influence the crystal struc-
ture of supported nanoparticle. When the binding to the substrate exceeds some
critical value, closed-shell Ni icosahedra transform into crystalline FCC particles
at elevated temperatures. The mechanism of this transition changes with binding
strength and epitaxial alignment. At moderate binding, the transition is entropy
driven and it occurs via a melt-freeze process. This process is analogous to the
one reported by Koga et al. [156] from their experiments with Au nanoparticles
on amorphous carbon. Our simulations also suggest that, if there is good epitax-
ial match and the binding is strong, the substrate crystal structure can affect the
orientation of crystal planes within a supported particle.
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In the context of CNT growth, our findings suggest that a suitable substrate may
be used to tune the melting and pre-melting behaviour of catalyst particles. Also,
in order to achieve a desired catalytic activity, one could use epitaxy to orient the
crystal planes within the catalyst in a particular direction [23]. Thus, substrate ef-
fects of this sort could potentially be exploited to improve the structural selectivity
of CNTs grown by CCVD.
Even though we have considered thermal instabilities in pure Ni clusters, the
reached conclusions should apply to other transition metals. However, there is am-
ple evidence that catalyst particles often become poisoned with dissociated carbon
during CNT growth [29, 30, 28]. It has also been found that certain bimetallic nano-
systems, the likes of CoxMo1−x [21] andNixFe1−x [19], have superior catalytic activ-
ity and lead to narrower chirality distributions. The question is, exactly how does
the presence of two or even three different atomic species affect the thermodynam-
ics and catalytic activity? Answering that is beyond the scope of this dissertation,
but we shall make a few brief comments.
A number of studies have addressed thermal instabilities in bimetallic nanopar-
ticles [111, 157, 158, 159], with the main focus being species segregation and the
two-stage solid-liquid transition. However, yet again, few of them considered sub-
strate effects [111, 158]. Hence, having demonstrated that substrate effects can be
very important in single-species clusters, there is certainly something to be learned
from atomistic simulations of supported bimetallic systems.
Another relatively uncharted territory is the effect of carbon poisoning on the
solid-liquid transition. Ding et al. [160] have used MD to study the melting be-
haviour of free iron-carbide clusters and found that carbon content lowers themelt-
ing temperature by as much as ∼ 100 K. It has also been shown experimentally in
the early 70s that the wetting behaviour of metal carbides is different from that of
pure metals. Nizhenko et al. [161] looked at the effect of carbon content on the
surface properties of liquid iron, whereas Naidich et al. [146] studied the wetting
of graphite by nickel carbide droplets. Both works demonstrate how the adhesion
of iron and nickel carbides to graphite weakens with carbon content, leading to
larger contact angles. Hence, the aforementioned studies indicate that the thermo-
dynamics of catalyst particles also depends on factors that were not considered in
this chapter.
Chapter 4
Catalyst Dewetting Mechanisms
This chapter focusses on catalyst dewetting - the process that leads to the unbind-
ing of catalyst particles from the interior of nucleated carbon cages. It has been
previously suggested that these cages, usually in the form of caps, act as a seed
and play a critical role in determining the final structure of CNTs [40, 45, 47]. Our
motivation is that, provided the CNT properties do not change significantly after
dewetting, good understanding of this process could unveil a connection between
the catalyst characteristics and the structure of CNTs. It should be emphasised that,
as far as we know, dewetting has not been previously modelled in this context.
Consequently, this first attempt is based primarily on toy-models and narrowly
focussed MD simulations, constituting a study that is mainly qualitative in nature.
4.1 Insight from In-situObservations
Despite the copious amount of research done on CNTs in the last two decades,
their growth is still poorly understood. This drawback is reflected by the absence
of mathematical models that could adequately describe CNT nucleation and pre-
dict the final structure. It is possible that stagnation on the theory front is due
to insufficient level of intuition that can be gained from experiments. Until very
recently, visual evidence for CNT formation could only be obtained from post-
growth transmission electron microscopy (TEM), which gives little information
about how CNTs actually nucleate. However, in the last few years, Yoshida et
al. [30] and Hofmann et al. [29] have reported atomic-scale in-situ observations of
the nucleation process using environmental TEM (ETEM). They managed to obtain
video-frame ETEM images of individual nanotube formation in CVD, providing us
with valuable insight and visualisation of the nucleation process.
Time-resolved ETEM snapshots obtained by Yoshida et al. are presented in
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Fig. 4.1 and Fig. 4.2. Both sequences show a tube nucleating and growing out of
a solid Fe3C nanoparticle. However, there is a clear distinction between the two
nucleation processes. In Fig. 4.1, the single-walled tube does not seem to cause any
significant deformation of the catalyst. A critical nucleation step appears to be the
formation of a stable graphitic dome. The interior of this spherical cage remains
empty as it lifts up and bubbles out of the catalyst surface. For convenience, we
shall call this dewetting process cap lift-off and propose that it marks the onset of
cylindrical wall formation, leading to the elongation of the growing tube.
Nucleation of a multi-walled tube shown in Fig. 4.2 goes through a different
sequence of events. The nucleated graphite layers remain in contact with the cat-
alyst causing it to deform. Eventually, the walls and the cavity begin to develop,
whilst the catalyst elongates and remains inside the cavity. At some critical point,
when the walls reach a certain length, the catalyst retracts from the interior of the
tube. This behaviour was observed in-situ by Hofmann et al. [29], Yoshida et al.
[30] and Helveg et al. [31], and it is usually explained in terms of surface energy
balance. Elongation is induced by the adhesion of the catalyst to the inner walls
of the growing CNT. Retraction, on the other hand, occurs at the point when the
increase in catalyst surface energy cancels out the energy gain from it binding to
the graphitic fibre. This process of catalyst retraction will from now on be referred
to as withdrawal. Helveg et al. were the first to attribute this process to surface
energetics, but there are currently no quantitative analyses of this assertion.
We should emphasise that both, cap lift-off and capillary withdrawal, seem ap-
parent just in a selection of experimental exemplars. Consequently, these processes
alone may not be completely representative of all the possible growth modes and
nucleation mechanisms. It may also be that both processes are overshadowed by
more obscure mechanisms that have not been identified yet.
It is worth mentioning that both Hofmann et al. and Yoshida et al. observed
Figure 4.1: ETEM images (adapted, with permission, from Ref. [30]) showing nu-
cleation of a SWCNT from a supported Fe3C nanoparticle.
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Figure 4.2: Same as Fig. 4.2 but for a MWCNT.
CNT nucleation on crystalline catalyst nanoparticles. High deformability and ap-
parent “liquid-like” behaviour of these particles is explained by their fast self-
diffusivity [29]. Also, time-resolved X-ray photoelectron spectroscopy (XPS), as
well as post-growth lattice structure analysis, show that the catalyst forms a carbide
during CNT formation. These observations are consistent with the vapour-liquid-
solid (VLS) model of CNT growth [42], even though the catalyst is not technically
liquid.
4.2 Proposed Nucleation Steps
In catalytic chemical vapour deposition, CNTs can form via tip- or base- growth
mode. Tip growth usually occurs in the presence of catalyst particles with weak
adhesion to the substrate [162]. In this mode the catalyst detaches from the sub-
strate and sits at the top of the growing tube, stabilising the “leading” edge and
facilitating further growth at the tip. The opposite end of the tube is also open and
remains chemisorbed to the substrate. This process is analogous to the formation
of semiconducting nanowires, which is why tip-growth is often described using
the VLS model [163].
During base-growth, CNTs nucleate whilst the catalyst nanoparticle remains
adhered to the substrate, stabilising the “trailing” edge and providing carbon feed-
stock to the base of the tube. An important point is that the tip is usually capped
with a (roughly) hemi-spherical fullerene. Dai et al. [40] have proposed that this
cap, or yarmulke, is the first part of the nanotube to nucleate. According to their
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Figure 4.3: A schematic of the possible outcomes during CNT nucleation. There
are two pathways leading to CNT growth, one involving cap lift-off and the other
capillary withdrawal.
“yarmulke mechanism”, a stable cap can pinch off the catalyst surface and lead to
the formation of cylindrical walls under favourable conditions. This mechanism is
believed to be applicable to both SW- and MW- CNTs.
The chemistry and physics of CNT nucleation are far from understood and com-
prise a very active field of research. We shall focus on just one particular (physi-
cal) aspect of the base-growth mode, namely the question of why and when the
yarmulke pinches off the catalyst surface. The dewetting could potentially happen
via lift-off or withdrawal, either of which is necessary for further CNT growth. The
schematic in Fig. 4.3 illustrates what we believe are the two plausible pathways
leading to CNT formation. One corresponds to cap lift-off (0 → 1c) followed by
wall formation (1c→ 2b), resembling the mechanism visible in Fig. 4.1. In the other
pathway, the catalyst is deformed by the formation of CNT walls (0 → 1d) until a
moment when the catalyst dewets and empties the tube interior (1d → 2b). This
scenario is similar to the one in Fig. 4.2 for MWCNTs.
Based on the insight gained from in-situ observations, we propose that dewet-
ting could be determined by two competing factors: strain energywithin the graphitic
network and its adhesion to the catalyst surface. Chemisorption of CNT edges
to the catalyst surface, as well as the effective line tension, could also play an
important role, but we shall exclude this aspect from our analysis for the sake
of simplicity. In the following sections we will test our hypothesis by construct-
ing continuum-based mathematical models and comparing them with MD simu-
lations. The two possible dewetting scenarios, namely cap lift-off and capillary
withdrawal, will be treated separately.
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4.3 Modelling Cap Lift-off
In this section it will be demonstrated how cap lift-off can be viewed as an elas-
tocapillary phenomenon, which is governed by the balance of elastic and capillary
forces. We will first construct a continuum toy model, based solely on the balance
of elastic and surface energies, and show that there is an upper bound on the cap
size that can lift off a particular catalyst size. This prediction will then be tested by
MD simulations.
4.3.1 Continuum Toy Model
Consider the model depicted in Fig. 4.4: a spherical cap of area A adhering to the
catalyst surface. For the sake of simplicity, the catalyst is assumed to be a rigid
sphere of radius R. This may or may not be a reasonable assumption, but one
has to start somewhere. Given this model geometry, we wish to identify a set of
parameters that ultimately determine the relative energies of the adhered and the
lifted states.
Evidently, one has to do work in order to peel the cap off the catalyst. This work
is necessary to overcome the surface energy increaseA∆γ > 0 during lift-off, where
∆γ = γp+ γc− γcp and the surface energy densities γp, γc and γcp are taken to be the
bulk values for the particle-vacuum, cap-vacuum and cap-particle interfaces. We
can employ Young’s equation cos θc = (γc − γcp)/γp to re-write ∆γ = γp(1 + cos θc),
where θc is the contact angle formed by the catalyst particle on a flat graphene
sheet.
A natural question arises: if lift-off increases the surface energy, then what
makes the lifted state stable or even metastable? We will take it as our ansatz that
Figure 4.4: Schematic of our cap lift-off model. The catalyst (in grey) and the cap
(black arc) are approximated by a sphere of radiusR and a spherical dome of radius
r respectively. In the adhered state (left), the cap has the same radius of curvature
as the catalyst (r = R). In the lifted state (right), the cap releases bending strain and
regains its equilibrium curvature (r = re).
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lift-off releases elastic potential energy that is initially stored in the adhered cap.
We shall model the cap, or yarmulke, as a spherical elastic shell of fixed area A. In
the adhered state, its radius of curvature R matches that of the catalyst beneath.
However, if the cap in its relaxed state yields a different radius of curvature re 6= R,
then there is some energy penalty associatedwith the adhered state due to bending.
The meaning and significance of the parameter re requires a more detailed ex-
planation. It is well known that incorporation of pentagonal and heptagonal rings
into graphitic nano-islands can be energetically favourable, particularly if it re-
duces the number of dangling bonds along the island perimeter [164]. Such lo-
cal topological defects often induce a well-defined mean curvature in the whole
structure, just as in fullerene cages. The parameter re is essentially the radius of
this mean curvature in equilibrium. It has been previously demonstrated that, in
the presence of a metal surface, nucleation of a closed cap or a capped SWCNT is
overwhelmingly favoured compared to any structure with dangling bonds or to a
fullerene [164]. Hence, as a CNT nucleates on the surface of a metal catalyst, its
early topology is likely to comprise a (roughly) spherical cap with its edges chemi-
cally stabilised by the catalyst.
The cap’s energy, expressed in terms of curvature, can be Taylor expanded
about R−1 = r−1e . Given that the expansion is about an equilibrium point, which
is a local minimum, the linear term is zero. This means the dominant curvature-
dependent term in the expansion is a quadratic one. Hence, the energy penalty due
to small deviations from the equilibrium curvature is approximately:
Eb(R) = Aκ
(
1
R
− 1
re
)2
, (4.1)
where κ is a cap-specific proportionality constant. Note that, for the sake of sim-
plicity, we neglected the edge effects and assumed the strain field to be uniformly
distributed.
According to our ansatz, curvature radius of the cap must diminish during lift-
off, which requires re < R. This necessary condition is consistent with the fact that
CNTs tend to be narrower than the radius of the parent catalyst [165, 166, 167, 168].
Note that taking the limit of re → ∞ leads to the special case where the cap wants
to flatten (i.e. form a flat graphene sheet), which would be the case if there were
only hexagonal rings present. However, we do not consider this limit here, since
our ansatz prevents the shells with re > R from lifting.
From this elastocapillary balance it follows that lift-off is energetically favoured
when A∆γ < Eb(R). This necessary condition can be rewritten in terms of the
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elasto-capillary length LEC [169]:
1
LEC
≡
√
∆γ
κ
<
1
re
− 1
R
, (4.2)
keeping in mind that re < Rwhen taking the square root. We again emphasise that
our model is unphysical when re > R, because in that case LEC would have to be
negative to satisfy (4.2). By definition, LEC must be positive.
Now, given a particular cap topology with some characteristic re and LEC , we
can infer from (4.2) a lower bound on the catalyst radius from which the cap could
lift. This lower bound is given by the critical curvature radius:
Rcrit =
re
1− re/LEC , (4.3)
such that for R > Rcrit lift-off is energetically preferable. Note that (4.3) yields a
physically plausible Rcrit only when 0 < re < LEC . As one would expect, stiffer
caps (with higher κ) are less prone to bending and hence have lower Rcrit for a
given re. It is also intuitive that larger ∆γ, corresponding to stronger adhesion to
the catalyst, leads to higher Rcrit and hence hinders lift-off.
It must be noted that satisfying (4.2) is insufficient to guarantee spontaneous
lift-off. Having not yet accounted for the dynamics of this process, we cannot rule
out the possibility of it being an activated process. To address this issue, we can
extend our toy model and incorporate a smooth transition from the adhered state
to the lifted state. As shown in Fig. 4.4, we can use the cap’s radius of curvature
r as a dynamic variable that smoothly decreases from R to re during lift-off. It is
important to note that as soon as r decreases from R to R − δr by some arbitrar-
ily small δr > 0, the total surface energy immediately increases by ∆γ. However,
the amount of elastic strain released by this arbitrarily small deviation is corre-
spondingly small. This effectively means that in the adhered state capillary forces
are much stronger than elastic forces, yielding a sharp energy barrier to dewetting
and, hence, lift-off. However, given that CVD synthesis is carried out at temper-
atures ∼ 1000K, thermal energy fluctuations within the cap could help overcome
this barrier. Admittedly, fluctuations in catalyst shape, and hence the curvature
radius R of an adhered cap, could also provide the necessary kick to induce lift-off.
It is worth re-iterating a number of deficiencies in our continuum analysis. First
and foremost, to keep the anlysis simple, the catalyst was assumed to be a rigid
sphere. The adequacy of this “rigid catalyst” approximationwill soon be discussed.
Also, the stress field due to bending of the cap was assumed to be uniform, and the
edge effects have been completely neglected. One would expect the latter to play
a significant role at these length-scales, particularly because the edges are known
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to chemisorb quite strongly on the catalyst surface. The model also fails to accom-
modate the formation and breaking of covalent bonds, which one would expect
to see in highly strained caps. Despite these obvious shortcomings, our simple
model gives a testable prediction of cap lift-off. We will explore this prediction in
subsequent chapters using MD.
4.3.2 Rigid Catalyst Approximation
Prior to commencing ourMD experiments, wewill first discuss the potential role of
catalyst curvature fluctuations. In the continuum model that we have just derived
the catalyst is completely rigid, corresponding to an implicit assumption that its
shape fluctuations are negligible. The sole purpose for this assumption was too
keep the model simple at the very beginning. We now assess the plausibility of the
rigid catalyst approximation by considering curvature fluctuations in the catalyst
and the cap due to thermal energy.
Consider the increase in a cap’s strain energy due to some deviation ∆r from
the equilibrium radius re. According to equation (4.1), the energy penalty is ap-
proximately given by:
∆Estr =
dEstr
dr
∣∣∣∣
r=re
∆r +
d2Estr
dr2
∣∣∣∣
r=re
(∆r)2 + . . . ≈ 4piκ
(
∆r
re
)2
,
where we take only the second order term. After rearranging this expression we
see that an energy kick of magnitude ∆E can induce a curvature fluctuation given
by:
∆r ≈ r2e
√
∆E
Aκ
, (4.4)
whereA and κ are the cap area and bendingmodulus respectively. We can estimate
the magnitude of this effect on a hypothetical cap with re = 5 A˚, A = 2pir
2
e ≈ 157
A˚2 and κ ≈ 1.5 eV, which is approximately the curvature modulus of graphe-
hene [170]. Under typical CVD conditions, at temperatures close to 1000K, thermal
energy fluctuations are of the order of ∆E ∼ kBT ≈ 0.086 eV. This yields fluctua-
tions in the cap radius of the order of ∆r ∼ 0.5 A˚.
In a similar fashion we can estimate catalyst curvature fluctuations under the
same thermal conditions. Thermal noise leads to excursions of the catalyst shape
from that of a sphere, which is the most energy efficient conformation that min-
imises the surface energy. For convenience, we will describe deviations from this
equilibrium state using the toy-model in Fig. 4.5. The surface area of each configu-
ration is S = 4piRH , whereas the volume is
V =
2
3
piH2(3R−H). (4.5)
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Figure 4.5: A model for describing catalyst shape fluctuations. The geometry con-
sists of two adjacent spherical caps, both defined by H and R. In equilibrium (see
text) we have H0 = R0, corresponding to a perfect sphere.
Provided the volume remains fixed, catalyst shape oscillations lead to fluctuations
in the surface energy. The total surface energy of an isolated catalyst particle can
be expressed as Γ = S(R,H(R))γ, where γ is the surface energy density. Note that
we can use the volume constraint (4.5) to establish a relationship betweenR andH ,
effectively making Γ a function of just one variable R. Even though equation (4.5)
can be solved explicitly for H(R), it is more useful to differentiate it implicitly:
dH
dR
=
H
H − 2R
d2H
dR2
=
H
(H − 2R)2
(
3− H
H − 2R
)
.
Solving dS/dR = 2pi(H + RdH/dR) = 0 yields the expected equilibrium condition
H = R = R0. Deviation from this equilibrium shape leads to the following energy
increase:
∆Γ = γ
[
dS
dR
∣∣∣∣
R=R0
∆R +
d2S
dR2
∣∣∣∣
R=R0
(∆R)2 + . . .
]
≈ 8piγ(∆R)2,
where, yet again, we are concerned only with the leading non-zero term. Hence, an
energy perturbation of ∆E can potentially change the catalyst radius of curvature
by:
∆R ≈
√
∆E
8piγ
. (4.6)
Given that Fe, Ni and many other transition metals have γ ' 0.15 eV A˚−2 [171],
thermal fluctuations at 1000 K can induce ∆R ∼ 0.15 A˚.
Note how the approximate expressions for ∆r and ∆R both scale as (∆E)1/2,
and they yield numerical values of comparable order of magnitude. Admittedly,
with a bit more foresight, similar estimates could have been obtained from dimen-
sional analysis. Nonetheless, the relative rigidity of a “typical” catalyst particle and
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a “representative” cap is described by the ratio:
∆R
∆r
' 1
2re
√
κ
γ
∼ 0.3, (4.7)
where we set A = 2pir2e , re = 5 A˚, κ = 1.5 eV and γ = 0.15 eV A˚
−2. The fact that this
ratio is comparable to unity raises some doubt over the validity of the rigid catalyst
approximation, which is effective only in the limit of ∆R/∆r → 0. This indicates
that our current approach to modelling lift-off may not be appropriate, particularly
at high temperatures. Nonetheless, we shall stick with the rigid catalyst approxi-
mation in our MD experiments in order to remain consistent with the model. After
all, the ansatz that is ultimately being tested here is whether or not cap elasticity
plays a role in dewetting, and whether cap lift-off is sensitive to the microscopic
structure of the cap.
4.3.3 Simulation Set-up
Testing the continuum model with MD simulations will give us an indication of
whether the elastocapillary approach is applicable to nanometre length scales. In
our simulations we shall model carbon caps atomistically using a well-established
Tersoff potential [83]. We are going to avoid chemical processes such as carbon-
carbon bond breaking and formation, but instead focus on the elastic behaviour
of graphitic cages that are known to be stable. The Tersoff potential has been
successful at describing the structural and elastic properties of CNTs [172] and
fullerenes [173], demonstrating that it is also suitable for our purposes.
To keep the simulation simple and consistent with our model, we shall neglect
the catalyst atomic structure andmodel it with a radially symmetric Lennard-Jones
field centred at the origin. In this LJ-field, from now on referred to as the “virtual
catalyst”, the potential energy of carbon atom i, with the global coordinate ri, is
given by:
UfieldLJ (r˜i) = ULJ(r˜i)− ULJ(rc) +
r˜i − rc
rc
dULJ
dr˜i
∣∣∣∣
r˜i=rc
, (4.8)
where r˜i ≡ ri − rp + 21/6σ and rp is the desired radius of the particle. The LJ pa-
rameters σ,  and rc (set to 3.2σ) can be varied to manipulate the “softness” of the
cap-particle interaction, as well as its strength and cut-off range respectively. We
will permanently fix σ at 1A˚. The  parameter, on the other hand, can be used to
manipulate the cap-catalyst adhesion strength, which is equivalent to varying ∆γ
in the continuum model. Note that this is not a rigorous mean-field approach to
modelling the Lennard-Jones interaction, and neither does it give a precise descrip-
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tion of the cap-particle interaction, but we will soon demonstrate that it serves as
an adequate and extremely simple framework for generating lift-off.
It must be pointed out that the carbon-catalyst interaction is strongly depen-
dent on the local environment. More precisely, carbon atoms with dangling bonds
strongly chemisorb to the catalyst surface [32]. This is why CNT edges tend to re-
main attached to the catalyst surface during growth. On the other hand, carbon
atoms with three or four covalently bonded neighbours interact with the catalyst
via much weaker van der Waals forces. In order to capture this behaviour, we set
a higher  parameter for carbon atoms with coordination less than three. More
precisely: 0 = 6.85 eV, 1 = 3.46 eV, 2 = 0.78 eV and 3 = 0.13 eV, where each
subscript denotes the coordination of the corresponding carbon atom. The values
were determined from various graphitic structures relaxed on Fe(100) surface using
DFT [174]. With these  values and σ = 2A˚, simulation of a 2500-atom Fe cluster
on graphene at 1800 K yields a contact angle of ∼ 60◦. To weaken or strengthen
the carbon-catalyst binding, the values of 0, . . . , 3 will be uniformly scaled by a
dimensionless factor s.
4.3.4 MD Experiment: (5,5) Cap Lift-off
In this section we employ half a Buckminsterfullerene [175] as our atomistic test-
cap. The edge of this particular cap matches the edge of a (5,5) SWCNT, where (5,5)
refers to the chiral vector [176]. First we check the response of this representative
cap to elastic bending and compare it to equation (4.1). We then design a scheme
for simulating lift-off and test the predictions of our continuum model.
The strain energy test can be done by constraining the cap to a sphere of certain
radius and allowing the individual carbon atoms to relax on that surface. The re-
sultant strain energy curve is shown in Fig. 4.6, demonstrating that (4.1) provides
a qualitatively adequate description of the cap’s elastic response. The continuum
model seems to be quantitatively accurate only for radii near re ' 3.88 A˚. For ref-
erence, a complete Buckminsterfullerene simulated at 1000 K with the same Tersoff
potential has a radius of 3.65 A˚.
Cap lift-off can be forced by gradually increasing rp, as shown in Fig. 4.7. For all
 values there is a global minimum at r = re ' 3.88 A˚, corresponding to the relaxed
state of the cap. The lift-off point is characterised by a drop in the Tersoff potential
energy during catalyst expansion (see Fig. 4.7). We loosely define the critical radius
(Rcrit) as the point of maximum ET for rcat > re. When re < rcat < Rcrit() the
cap wets the surface of the catalyst and undergoes increasing bending strain as its
radius of curvature deviates further from re. At r ' Rcrit() the cap lifts, which
CHAPTER 4. CATALYST DEWETTINGMECHANISMS 68
3.6 3.8 4 4.2 4.4
r
cap(Å)
-5.96
-5.94
-5.92
-5.9
E c
ap
(eV
/at
om
)
4 6 8 10 12
r
cap (Å)
-5.9
-5.8
-5.7
-5.6
E c
ap
 
(eV
/at
om
)
E
cap (MD, Tersoff)
model fit E
str(r)
r
e
 = 3.88 Å
Figure 4.6: Variation in Tersoff energy with cap radius for half a buckminster-
fullerene (30 atoms). The global minimum yields re = 3.88 A˚, whereas Aκ can
be estimated by fitting equation (4.1). The best fit of the entire data set yields
Aκ = 13.0608 eVA˚2/atom and, assuming A = 2pir2e , we get κ ≈ 4 eV. Fitting just
near the global minimum (inset) yields κ ≈ 13 eV. For comparison, the curvature
modulus of graphene is estimated to be in the range of 1.2− 1.6 eV [170].
is accompanied by the release of almost all bending strain. Note that the Tersoff
potential energy remains above the global minimum because the LJ-field causes
slight sagging of the cap after lift-off.
Fig. 4.7 was generated by increasing catalyst radius from 3.2 A˚ to 7.2 A˚ in incre-
ments of 0.01 A˚ . The temperature was rescaled to 1000 K and the cap’s net angular
momentum was subtracted off every MD step. We found that scaling velocities to
higher temperatures introduces more noise and broadening of the tail for r > Rcrit.
We allowed 25 ps for equilibration and another 25 ps for averaging at each value
of rcat. Either reducing the simulation time to 5 ps or extending it to 100 ps has
little effect on the final averages, indicating that 25 ps equilibration and averaging
stages are sufficient.
The strain energy gain ∆ET = ET (Rcrit)− ET (re) is the effective energy barrier
to lift-off, quantifying the maximum amount of strain the cap withstands before
lifting. According to our initial assumptions, the only opposing force is due to
adhesive forces. The adhesion energy (A∆γ) is given by the rise in Lennard-Jones
potential during lift-off: ∆ELJ = ELJ(∞) − ELJ(re). The inset in Fig. 4.7 shows
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Figure 4.7: [TOP] Snapshots of a (5, 5) cap on a virtual catalyst. Yellow sphere is the
rcat isosurface and the red is rcat−21/6σ. Catalyst radius increases from left to right.
Left: the cap wets the catalyst and is not strained (i.e. rcat ≈ re). Middle: strained
cap. Right: cap is lifted and the strain is released. [BOTTOM] Tersoff potential
energy of the cap as a function of catalyst radius. The three data sets correspond
to MD simulations with different  parameters in the LJ-field. Coloured arrows
indicate the magnitude of ∆ET , which is the effective energy barrier to lift-off. The
inset plots ∆ET versus ∆ELJ - the actual barrier calculated from the surface energy
increase.
that∆ET ∼ ∆ELJ as one would expect. Although∆ET is consistently smaller than
∆ELJ , which is probably due to thermal fluctuations assisting lift-off.
Note that the activation energy is ∆ELJ ≈ 0.074 eV/atom for s = 1, which
is comparable to kBT = 0.086 eV at 1000 K. Inspection of instantaneous potential
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Figure 4.8: [LEFT] A demonstration of how the critical catalyst radius (Rcrit) in-
creases with the magnitude of cap-catalyst adhesion (∆ELJ ). For a wide range of
temperatures, Rcrit rises super-linearly and is consistent with the trend predicted
by equation (4.3). Note that we fitted only the 1000 K simulations, constituting
the most complete and uniformly distributed data set (in red). Rcrit(∆ELJ) for a
(5, 5) cap with extra ten atoms is also included for comparison. Addition of this
ring of atoms significantly changes the trend, but it remains consistent with equa-
tion (4.3). [RIGHT] Ball-and-stick snapshots illustrating how the extra ring of ten
carbon atoms is appended to the (5, 5) cap.
energies reveals that, during each simulation corresponding to a particular value
of rcat in Fig. 4.7, the cap is fluctuating between the adhered and the lifted states, as
well as intermediate configurations. Thermodynamic averages, on the other hand,
exhibit a smooth trend with respect to rcat, allowing us to identify two distinct
equilibrium states.
It must be emphasised that these simulations do not account for thermal fluc-
tuations in the catalyst. Hence, lift-off occurs solely by thermal fluctuations within
the cap itself and not the catalyst. This suggests that catalyst fluctuations are not
necessary to induce lift-off, although they could lead to other effects (not consid-
ered here).
Now we test the applicability of our continuum model to lift-off in atomistic
caps. We can plot the values of Rcrit obtained from Fig. 4.7 as a function of corre-
sponding ∆ELJ (= A∆γ). The result of this exercise is presented in Fig. 4.8. Fitting
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equation (4.3) to the MD data yields good agreement between the two approaches,
suggesting that our elastocapillary model is adequate for describing lift-off in this
particular cap. Note that κ is technically the only free parameter since re can be
taken directly from Fig. 4.7. However, using re as a second fitting parameter leads
to better agreement. This numeric inconsistency is an indication that our model
has flaws. Nonetheless, it is evident that the elasticity of our test-cap plays a major
role in the lifting process.
The lift-off point should depend on the structure of the cap, since it is the ar-
rangement of individual component atoms that determines the elastic and surface
properties. As a demonstration, Fig. 4.8 includes a plot of Rcrit(∆ELJ ) for a (5,5)
capwith an extra ring of carbon atoms, constituting the edge of a (5,5) tube. Attach-
ing these extra ten atoms drastically changes Rcrit(∆ELJ ) and appears to facilitate
lift-off. Even though the surface energy barrier to lift-off increases with the addi-
tion of more atoms, the response to bending strain also strengthens, but by a larger
amount. Admittedly, in the elongated (5, 5) cap it is not just bending that occurs
during virtual catalyst expansion, but also radial stretching of the ring of extra 10
atoms. This stretching effectively leads to additional stiffness (i.e. higher κ value),
which is why the critical curvature radius of an elongated (5, 5) cap is smaller than
that of an ordinary (5, 5) cap.
4.3.5 Lift-off in Other Caps
So far we have focussed on one particular structure, namely the (5,5) cap, but there
are (infinitely) many possible structures. Also, CNT caps often contain defects,
which strongly affect their mechanical properties. These factors could be partially
accounted for in our continuum model by specifying appropriate values of re, κ
and ∆γ. It is not at all clear how to map these parameters to different cap topolo-
gies, so we are going to explore this effect with MD.
In this section we shall simulate lift-off in pre-generated (10, 10) and (9, 0) caps
consisting of 110 and 39 atoms respectively. The topology of these caps is shown
in Fig. 4.9, and they consist entirely of hexagonal and pentagonal rings. (Hence we
will refer to them as “pristine” caps, as opposed to “defective” caps with heptag-
onal, octagonal and other ring structures.) In the presence of adequate adhesive
forces, s ≈ 1, these test-caps undergo lift-off in a similar manner as the (5, 5) cap.
However, high  values result in multi-step lift-off, which is shown in Fig. 4.10.
This is an indication that cap lift-off could occur not just in a single event, but as a
cascade of events corresponding to partial lift-off in various sections of the cap.
Visual inspection of the (10, 10) cap structure (see Fig. 4.9) reveals the location
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Figure 4.9: From left to right: view from above of (5, 5), (10, 10) and (9, 0) caps.
6 9 12 15 18
r
cat (Å)
-6.7
-6.65
-6.6
E T
 
(eV
/at
om
)
ε
s
=2.0
ε
s
=1.5
ε
s
=1.0
ε
s
=0.5
4 5 6
r
cat (Å)
-6.2
-6
-5.8
E T
 
(eV
/at
om
)
ε
s
=7.0
ε
s
=6.0
ε
s
=4.0
ε
s
=2.0
Figure 4.10: Bending strain energy curves for a (10,10) cap (left) and a 39-atom cap
(right). Arrows indicate the events leading to complete or partial lift-off.
Figure 4.11: A strained (9, 0) cap (left) undergoing partial lift-off (middle) followed
by complete lift-off (right) whilst the virtual catalyst (not shown) is expanding.
Carbon atoms pinned to the catalyst surface are yellow, whereas those that lifted
off are slate gray in colour.
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of all six pentagonal rings, which manifest themselves as patches of higher local
curvature. One of them is positioned right at the apex, just as in the (5, 5) cap. Dur-
ing the virtual catalyst expansion, this apex pentagon constitutes a permanently
lifted patch with higher curvature than other regions of the cap. Given this obser-
vation, the adequacy of modelling this particular cap as an elastic spherical shell is
questionable. Nonetheless, we do see a well-defined lift-off point for s < 2.0, very
similar to what we have seen in the (5, 5) cap. When s > 2.0 on the other hand,
the adhesive forces become strong enough to prevent complete lift-off. However,
the apex pentagon (that has been lifted the entire time) forces individual carbon
atoms to lift off the catalyst surface in order to relieve local strain. This sequential
unpinning of carbon atoms in the vicinity of the apex pentagon leads to the step-
wise release of strain energy clearly visible in Fig. 4.10. The corresponding energy
drops are comparable to carbon-carbon bond energies (∼ 2 eV), even though the
binding of individual carbon atoms to the catalyst surface is significantly weaker
(∼ 0.2 eV). This suggests that, at each step, release of bending strain occurs via col-
lective unpinning of many (∼ 10) carbon atoms. Once a sufficient amount of local
stress is released, the cap remains in the same partially lifted state as the catalyst
radius increases further.
Note how the (5, 5) and (10, 10) caps are very similar in the sense that they are
both suited for an armchair CNT. Our third structure, comprising a portion of an
elongated fullerene, is a cap for a zigzag (9, 0) tube with a different edge structure.
The number of pentagonal rings is still six, but their arrangement is distinct from
that of in the other two caps.
The occurrence of partial lift-off and stepwise strain release in the (10, 10) cap
could be attributed to its size. However, the (9, 0) cap exhibits similar behaviour,
but not as pronounced. This structure contains only nine atoms more than the (5, 5)
cap, and it has a slightly smaller re (∼ 3.7A˚). Lift-off is a single abrupt event for a
wide range of adhesion strengths (s < 4.0), but an intermediate state appears for
s > 4.0. This partially lifted state corresponds to unpinning of all the carbon atoms
but those belonging to the edge rings. The cap remains partially lifted only for a
short range of catalyst radii and eventually lifts entirely, with only the perimeter
atoms remaining pinned. Snapshots of this lift-off process are shown in Fig. 4.11
Having looked at pristine cap lift-off, we now turn to caps with defects. Struc-
tural defects are thought to have important implications for the mechanical prop-
erties of nanotubes and fullerenes. It would be interesting to see how, if at all,
they influence cap lift-off. A natural starting point would be to introduce a de-
fect in a (5, 5) cap and compare its lift-off behaviour to that of a pristine structure.
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pristine
⇒
defective
Figure 4.12: An illustration of how a single Stone-Wales defect affects the structure
of a (5, 5) cap. The defect is a 90◦ rotation of the bond between two yellow atoms,
replacing the apex pentagon and two hexagonal rings with a rhombus and two
octagons.
4 5 6 7
r
cat (Å)
-5.7
-5.6
-5.5
E T
 
(eV
/at
om
)
5 10 15 20
r
cat (Å)
-5.65
-5.6
-5.55
E T
 
(eV
/at
om
)
ε = 1.0ε0
ε = 2.0ε0
ε = 3.0ε0
ε = 4.0ε0
lifted state
T = 500 KT = 1000 K
r
e
Figure 4.13: Bending strain energy curve for the defective (5, 5) cap structure
shown in Fig. 4.12. Lift-off simulations were carried out at 1000 K (left) and 500
K (right). The runs at 1000 K show erratic variation in Tersoff potential energy,
whereas at 500 K a pattern begins to emerge and it becomes possible to identify
lift-off.
We shall procede by applying the Stone-Wales transformation to a pair of carbon
atoms, as shown in Fig. 4.12. This local topological change has a noticeable effect on
the overall (equilibrated) structure, which, once the defect is introduced, becomes
somewhat lopsided.
Implanting one Stone-Wales defect in a (5, 5) cap significantly changes its lifting
behaviour, as seen in Fig. 4.13. The relationship between ET and rcat is not as clear-
cut as it was in Fig. 4.7, whereas for T ≥ 1000 K it is even difficult to identify re and
characterise lift-off. Evidently, the fluctuations in ET are due to thermally-induced
CHAPTER 4. CATALYST DEWETTINGMECHANISMS 75
distortions around the defect. Running the same simulations at 500 K suppresses
this behaviour, yielding trends that are more similar to the pristine (5, 5) caps with
a well-defined re and an identifiable lifted state. Interestingly, simulations with
s > 2.0 exhibit multi-step lift-off, similar to that of in Fig. 4.10, which did not occur
in the simulations of a pristine (5, 5) cap.
4.3.6 Beyond Lift-off
Our initial proposal was that lift-off corresponds to the point where cap nucleation
ceases and the cylindrical walls begin to form. In other words, a lifted cap serves as
a nucleus for the growing CNT, determining its radius and, possibly, its chirality.
We will now offer some justification for this hypothesis using a lifted (5, 5) cap as
an example.
Consider a lifted (5, 5) cap with its ten edge atoms still in contact with the vir-
tual catalyst. We can artificially introduce ten new carbon atoms on the catalyst
surface, each within a bond-length from (at most) one of the edge atoms. Based
on this initial configuration, one can ask whether the newly introduced atoms will
cause the original edge to detach from the catalyst surface and lift the entire cap.
Indeed, this is exactly what we observe in our simulations, as demonstrated in
Fig. 4.14. Presumably, taking the newly equilibrated structure and introducing ten
more atoms would lead to further elongation of the (5, 5) tube.
The alternative to what we saw would be for the newly introduced and the
original edge atoms to remain pinned at the catalyst surface. This would result
in eventual encapsulation of the catalyst if the supply of carbon atoms continues.
However, our simulations show that this scenario is unlikely due to high concentra-
tion of bending strain around the perimeter. Also, as soon as the new atoms bond
to the cap perimeter, the adhesion of original edge atoms to the catalyst weakens
initial
⇒
final
Figure 4.14: Equilibration of a lifted (5, 5) cap (slate grey atoms) with ten additional
carbon atoms (in yellow) on a virtual catalyst surface(not shown) of a 6.5 A˚ radius.
The initial configuration relaxes by straightening the covalent bonds around the
perimeter and extending along the tube axis.
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since their coordination rises. This reduces the amount of work required to de-
tach what was the cap edge from the catalyst surface, allowing the newly-formed
covalent bonds to straighten along the tube axis.
Despite our intervention in carefully preparing the initial geometry in Fig. 4.14,
the equilibrated structure is a nice demonstration of how new carbon feedstock
binding to the edges of a lifted cap can result in nanotube growth. The details of
this CNT elongation process is beyond the scope of this work, and it has already
been addressed by others (e.g. Refs. [44, 177, 178, 43]).
4.4 Modelling Capillary Withdrawal
Having discussed the significance and implications of cap lift-off, we now discuss
the second process of interest. As we already pointed out, the MWCNT in Fig. 4.2
nucleates via a different route that does not involve cap lift-off. Instead, the cap re-
mains adhered to the catalyst surface, and the CNTwalls formwhilst the deformed
catalyst is still inside the inner cavity. This behaviour evidently does not conform to
the rigid catalyst approximation, because here the catalyst appears to be floppier
than the nucleating tube. At some critical point, as the CNT walls lengthen, the
nanoparticle withdraws from the cavity. The elongation/contraction scenario may
continue in a periodic manner whilst the nanofibre grows [31], which is believed
to be a possible cause for the formation of bamboo-like CNTs [179, 180]. Helveg et
al. have attributed the withdrawal to the point when the increase in catalyst sur-
face energy can no longer be compensated for by the energy gained when binding
graphitic fibre to the catalyst surface. They also found that CNT growth ceases if
the graphene layers encapsulate the particle completely. Hence, the withdrawal
step appears to be a critical step for further growth. The purpose of this section is
to quantitatively analyse this mechanism via continuum and atomistic modelling.
4.4.1 MD Simulations
Given that capillarywithdrawalmay be critical for the continuation of CNT growth,
it would be useful to know what parameters determine the occurrence of this nu-
cleation step. Presumably, strong binding of the catalyst to the CNT walls would
inhibit capillary withdrawal. To investigate the effects of this binding strength, and
to check whether it is the only relevant factor, we carried out a series of short MD
experiments.
We generated a number of capped zig-zag CNTs of the same diameter (9.4 A˚)
but different lengths. We then placed a Ni cluster near the open end of each tube.
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Figure 4.15: Left: Simulated capillary withdrawal of Ni55 from a capped CNT. See
text for more details. Right: Variation in crit with tube length L for Ni55 and Ni147.
Only two cluster sizes were considered: Ni55 and Ni147. When simulating these
systems, we followed the same approach as in Chapter 3 and employed the Tersoff,
EAM and Lennard-Jones potentials to model the C-C, Ni-Ni and Ni-C interactions.
The CNT-catalyst binding strength was controlled by varying the Lennard-Jones
well-depth parameter , which was the same for all carbon atoms. To initialise
the system we used  = 0.04 eV (θc ≈ 100◦), which led to partial encapsulation of
both Ni55 and Ni147. Note that our CNTs were short enough to disallow complete
encapsulation. We then gradually reduced  in increments of δ = 2meV, allowing
the system to equilibrate for 0.2 ns at each value, until the cluster withdrew from
the inner cavity. Capillary withdrawal occurred at some critical value crit, which
was characterised by a sudden drop in the cluster’s radius of gyration Rg. Fig. 4.15
demonstrates the entire procedure and shows how crit varies with tube length.
We will now discuss some of the important features seen in Fig. 4.15. First, our
simulations indicate that the critical binding strength crit is not constant, but that
it varies with catalyst particle size. Second, both Ni55 and Ni147 remained partially
encapsulated for  > 25meV, which means the absorbed state remained favourable
for θc < 120
◦. This is unexpected since capillary rise typically does not occur in
the non-wetting regime (θc > 90
◦). Finally, it is surprising to see that crit dimin-
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Figure 4.16: Our capillary withdrawal model considers the absorbed state (left)
and the withdrawn state (right). The CNT is represented by a hollow cylinder of
radius rt and length l, terminated at one end by a spherical dome. For simplicity,
this dome has the same radius of curvature as the protruding catalyst, which is
approximated by a spherical cap of radius r.
ishes with tube length L, which is somewhat inconsistent with the explanations of
Helveg et al. [31]. It appears that catalyst elongation and binding to the walls of
the CNT lowers the energy of the absorbed state relative to the withdrawn state.
Hence, if withdrawal does not occur right at the start of CNT growth, then it is less
likely to happen later.
The aforementioned features and trends are due to finite size effects associated
with the catalyst particle [181, 182, 183]. We will present a continuum model in
section 4.4.2 that explains this behaviour. However, it is more convenient to take
a more traditional approach and consider the reverse process, namely capillary
absorption. This particular topic will be treated in detail in Chapter 5.
4.4.2 ContinuumModel
We will now demonstrate that, as pointed out by Helveg et al. [31], the point of
retraction can be predicted using a simple surface energy balance. Consider the
model in Fig. 4.16 that represents the absorbed and the withdrawn states. The
corresponding surface energies are:
Γ1 = 2pirhγc + 2pi(lrt + 2r
2 − rh)γct
Γ2 = 4pir
2
0γc + 2pi(lrt + 2r
2 − rh)γt,
where γc, γt and γct are the surface energy densities of the cluster-vacuum, tube-
vacuum and cluster-tube interfaces. Note that h and r are coupled via:
r2t = h(2r − h). (4.9)
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Another geometric parameter can be eliminated using the constant volume con-
straint:
4r30 = 4r
3 + 3r2t l. (4.10)
It is convenient to eliminate h and l, and then consider the (dimensionless) energy
difference:
∆ ≡ Γ1 − Γ2
pir2t
=
8
3
cos θc
(
R3 − R30
)
+
2R2
(
1− cos θc + (1 + cos θc)
√
1−R−2
)
− 4R20,
where R ≡ r/rt and R0 ≡ r0/rt. We also made use of Young’s equation: cos θc =
(γt−γct)/γc. For capillary withdrawal to be energetically favourable, we must have
Γ1 > Γ2, which corresponds to ∆ > 0. Recall that 1 < R < R0 in our model, hence
the expression for ∆ can be simplified by linearising the square root term:
√
1− R−2 ≈ 1− (2R2)−1.
The accuracy of this approximation improves with the magnitude of R, and it
yields:
∆ˆ ≡ 8
3
cos θc
(
R3 − R30
)
+ 4
(
R2 − R20
)− (1 + cos θc) ≈ ∆, (4.11)
where it is important to note that ∆ˆ−∆ > 0. Both∆ and ∆ˆ are plotted as a function
of R in Fig. 4.17 for a range of θc and R0 values. From inspection of (4.11) it is
evident that ∆ < ∆ˆ < 0 whenever cos θc > 0, which means capillary withdrawal
will never occur if θc < 90
◦. This conclusion is not surprising, as it is essentially the
converse of the necessary condition for macroscopic capillary action.
However, satisfying θc > 90
◦ does not guarantee capillary withdrawal! In
Fig. 4.17we can see that, for a givenR0 andR, withdrawal is energetically favourable
only if θc is above some critical value θ
†
c > 90
◦. We can determine this critical point
by solving ∆ = 0 or ∆ˆ = 0, yielding:
cos θ†c = −
6R20 − 3R2
(
1 +
√
1− R−2)
4 (R30 −R3) + 3R2
(
1−√1−R−2) ≈ − 1 + 4 (R20 −R2)1 + 8 (R30 −R3) /3 . (4.12)
This solution is plotted in Fig. 4.18. Physically, it represents an upper limit on the
cluster-tube binding strength that will ensure capillarywithdrawal. More precisely,
if cos θc > cos θ
†
c for some absorbed state characterised byR0 andR, then the catalyst
will prefer to withdraw in order to reduce the surface energy of the whole system.
As expected, taking the limit of R → ∞ and R0 → ∞ reduces equation (4.12) to
cos θ†c = 0 (θ
†
c = 90
◦).
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Figure 4.17: Variation in ∆ (solid curves) and its approximation ∆ˆ (dashed curves)
with R. Left: R0 is fixed at 2.0 and the wetting angle θc is varied. Right: θc is fixed
at 120◦ and the initial particle radius R0 is varied.
For more insight, consider a distribution of catalyst particles that form a contact
angle of 136◦ (cos θc ≈ −0.72) on graphene. According to Fig. 4.18, if a CNT of
radius rt nucleates on a catalyst particle of radius 1.5rt, then capillary withdrawal
will not be energetically favourable at any point. Hence, the tube is likely to stop
growing once it reaches an aspect ratio of ∼ 3.5, at which point the whole catalyst
will be encapsulated. However, if the same CNT nucleates on a catalyst particle
of radius 1.7rt, then the catalyst will prefer to withdraw once the tube has reached
an aspect ratio of ∼ 1.5. After capillary withdrawal, the catalyst will remain at the
root of the CNT and growth will continue.
Since ∆ˆ is a cubic polynomial in R, it is possible to find analytic expressions
for the critical catalyst curvature (Rcrit) or CNT length (Lcrit) at which capillary
withdrawal will occur. The roots of ∆ˆ = 0 are complicated functions of R0 and
cos θc, and two of them are not always real, so these analytic solutions alone are of
limited utility. However, we can gain more insight from the two stationary points
in ∆ˆ. These are found by solving
d∆ˆ
dR
= 8R2 cos θc + 8R = 0,
and their nature can be determined from the sign of
d2∆ˆ
d2R
= 16R cos θc + 8,
yielding a local minimum at R = 0 and a local maximum at R = R†, where
R† ≡ −1/ cos θc. (4.13)
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Figure 4.18: Numerical values of cos θ†c given by equation (4.12). Solid curves are
the exact solution, whereas the dashed curves are the corresponding approxima-
tions. The dot-dashed horizontal line marks cos θc = −0.72 (θc = 136◦).
Only the local maximum is of physical significance. If R† > R0 > 0, elongation
of the absorbed cluster will lower the total surface energy of the system. Since
∆(R0) < ∆ˆ(R0) = −(1 + cos θc) < 0, then R† > R0 will guarantee that the catalyst
will not withdraw. It must be noted, though, that the converse (i.e. R† < R0) will
not guarantee capillary withdrawal.
For capillary withdrawal to occur in our model, it is necessary to meet two
requirements. First, cluster elongation must be energetically unfavourable in the
early stages of CNT growth, hencewemust haveR† < R0. Second, the peak surface
energy of the absorbed state must exceed that of the withdrawn state, i.e.:
∆ˆ† ≡ ∆ˆ(R†) > 0. (4.14)
Fulfilling these conditions is equivalent to satisfying the following inequalities:
R0 > − 1
cos θc
(4.15)
4
3
1
cos2 θc
− (1 + cos θc)− 8
3
R30 cos θc − 4R20 > 0. (4.16)
Satisfying them both will ensure that, for some critical R∗ in the range R† ≤ R∗ <
R0, capillary withdrawal will be energetically favourable.
Note that ∆ˆ†, which is the left-hand side of (4.16), is a cubic function of R0. All
three roots of ∆ˆ† = 0 are real in the range 90◦ < θc < 180
◦, as shown numerically
in Fig. 4.19. However, only one of them satisfies (4.15), yielding a unique critical
particle radius R∗0(θc). Hence, all catalyst particles with R0 > R
∗
0(θc) will satisfy
both (4.15) and (4.16). This means that once their curvature radius reduces to some
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Figure 4.19: Three roots of the cubic equation ∆ˆ† = 0. Only one of them satisfies
(4.15), whereas the other two are unphysical.
critical value R∗ (such that R† ≤ R∗ < R0), these particles will find it energetically
favourable to retract from the inner cavity of the growing CNT. The analytic ex-
pression for R∗0 in terms of θc is cumbersome, but it follows −1/ cos θc reasonably
closely.
To summarise, our model predicts that capillary withdrawal is inhibited by two
factors: the binding of catalyst to CNT walls and the finite size of the catalyst par-
ticle. Our model yields two key parameters, namely R0 and cos θc, which must
satisfy
R0 ≥ R∗0(θc) > −1/ cos θc (4.17)
to ensure capillary withdrawal.
Before concluding this section, we point out that the plots of cos θ† versus L in
Fig. 4.18 are (qualitatively) comparable to the c(L) trends in Fig. 4.15
1. Note how
cos θ† initially rises with L, corresponding to an increase in surface energy of the
adhered state, but soon hits a turning point at L† = L(R†) and decreases for L > L†.
This eventual decrease is exactly what we see in Fig. 4.15, andwe already attributed
it to finite size effects inhibiting capillary withdrawal. Our MD simulations did not
reproduce the initial rise of cos θ†c with L, suggesting that our continuum model
may not be accurate in the limit of L → 0. This inaccuracy is possibly due to the
1In Chapter 3 we established that the Lennard-Jones  parameter is directly proportional to cos θ.
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choice of model geometry, where the graphitic cap and the catalyst particle are
assumed to have matching curvatures. Despite this discrepancy, the model and
the simulations both demonstrate how decreasing the initial size (R0) of catalyst
particles inhibits their capillary withdrawal.
4.5 Discussion and Conclusions
The sole purpose of this chapter was to take a fresh perspective on CNT nucleation
and explore some of the possible mechanisms involved. Based on the recent in-
situ observations of CNT nucleation and growth, we identified and focussed on
catalyst dewetting - a process that has not been modelled before. It essentially
causes the catalyst to unbind from the inner walls of the nucleated graphitic cage,
which appears to be critical for further growth. We then studied this process in the
two opposite limits of “relative rigidity” (or “relative floppiness” if you like). In
the regime where the catalyst is more rigid than the nucleated cage, corresponding
to the behaviour seen in Fig. 4.1, the process was coined as cap lift-off. What we
proposed is that lift-off depends on the elastic response to bending strain and the
wetting properties of a nucleated cap. In the opposite limit, where the catalyst is
floppier than the graphitic cage, the process amounts to what is seen in Fig. 4.2. We
labelled this mechanism as capillary withdrawal and, following the explanation of
Helveg et al. [31], modelled it purely as a capillary phenomenon.
Our cap lift-off model involved balancing elastic and adhesion energies, yield-
ing a minimum catalyst radius necessary for a particular cap to lift. This predic-
tion is in qualitative agreement with MD simulations, where lift-off occurred only
from catalysts greater than some critical size, although apparent numerical incon-
sistencies indicate that the continuummodel is deficient. Our MD simulations also
show that changing cap structure shifts the critical lift-off point. This suggests that
the physical size of catalyst particles may not only affect the radius distribution of
growing CNTs, but also their chirality distribution. It is possible, however, that the
catalyst atomic structure may have a more significant influence on the chirality.
Interestingly, we also found elastic deformation of various cap structures can
lead to stepwise lifting behaviour. Even though our continuum model does not
account for this complication, one could potentially remedy that by building more
sophisticated models based on the same elasto-capillary argument. This step-by-
step lifting corresponds to the appearance of intermediate partially-lifted states.
Our simulations indicate that these states can be globally stable in sufficiently large
caps, in caps with microscopic defects, or in the presence of excessively strong cata-
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lyst binding. In such cases the cap will remain partially lifted indefinitely and may
lead to eventual over-coating of the catalyst. We also found that the presence of a
single defect can significantly change the liftingmechanism, to the point that lift-off
can cease to make sense and partially lifted states can become globally stable.
The main drawback in our lift-off modelling is the reliance on the rigid catalyst
approximation, which is not completely justifiable. We have shown that thermal
fluctuations in catalyst curvature may be comparable to those of in the cap. This
undermines the physical significance of lift-off, since this process may no longer be
meaningful if the catalyst surface is just as floppy as the cap. For instance, if the cap
lifts out of its own accord, the catalyst surface directly beneath can immediately
refill the cavity and re-adhere to the cap surface. A natural way of elucidating
the significance of this issue is to simulate lift-off with an atomistic catalyst2, and
we intend to explore this idea in the near future. Nonetheless, the insight gained
from our current lift-off model could bear implications to CNT growth at lower
temperatures, when the effect of thermal fluctuations is less significant. Though it
is possible that line tension and the chemistry of catalyst binding to the edge could,
in reality, play a more significant role than the elastocapillary effect. This begs for
further investigation.
When a cap is less floppy than the catalyst surface, capillary withdrawal ap-
pears to be amore relevantmechanism. It is particularly evident in Fig. 4.2, where a
nucleated MWCNT significantly distorts the solid catalyst particle until it retracts.
Helveg et al. [31] had previously pointed out that catalyst must retract from the
inner cavity for CNT growth to continue. They also argued that initial elonga-
tion followed by contraction of the catalyst could be explained solely in terms of
surface energetics. Our MD simulation and continuum modelling support this ar-
gument, but we also found unexpected behaviour due to catalyst finite size effects.
More precisely, it appears that smaller catalyst particles are less likely to withdraw.
Hence, capillary withdrawal does not only depend on the tube-catalyst binding
strength, but also the relative size of the catalyst and the tube. This finite-size effect
is the main subject of discussion in Chapter 5, where it is treated in the context of
capillary absorption.
One interesting feature of capillary withdrawal is the absence of any connection
to nanotube chirality, at least not in the model that we consider here. This means
2In fact, we have attempted modelling the catalyst atomistically using an EAM potential for
Fe [184]. For Fe-C interactions we used the Lennard-Jones potential as in Ref. [185]. However,
the cap persistently diffused into the catalyst interior due to exaggerated binding of the dangling
bonds. This could mean that a simple pair potential may not be adequate for modelling the Ni-C
interactions. It could also mean that it may be necessary to have a metal-carbide catalyst.
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that, somewhere along the way, we implicitly assumed that chirality is of little
(if any) significance in the withdrawal mechanism. This assumption is consistent
with the reports that SWCNTs synthesised at higher temperatures tend to have
broader chirality distributions [186, 19]. The currently prevailing opinion in the
literature is that chiral-selective growth of SWCNTs may only be possible through
epitaxy [186, 19, 22, 47] - an effect that relies on crystalline catalysts. Consequently,
cap lift-off is possibly more relevant to selective growth than capillary withdrawal.
We re-iterate that cap lift-off and capillary withdrawal may essentially be re-
garded as models for the same physical process, but describing it in two different
limits. In the regime where the catalyst is rigid, lift-off is an important step that
allows the eventual formation of cylindrical walls. Without lift-off, the cap will
presumably remain adhered to the catalyst surface and eventually overcoat it. In
the limit where the catalyst is relatively floppy, a cap nucleates and forms cylindri-
cal walls out of its own accord, whilst the catalyst spontaneously conforms and fills
the inner cavity. For growth to continue, the catalyst must retract before the point
of complete encapsulation.
Ideally, wewould like to explore themiddle ground where both the catalyst and
cap/tube dynamics are considered. We tried this route, but found it difficult to ad-
equately describe this regime using continuum models. Perhaps more extensive
atomistic simulations targeting particular mechanisms will reap greater benefits.
As we already mentioned, simulating lift-off in the presence of an atomistic (crys-
talline) catalyst would be the first natural step. We also mentioned in the previ-
ous chapters that catalyst particles usually form carbides during CNT nucleation.
This factor was not considered here, and it would be interesting to investigate if
it bares any significant implications. Presumably, the presence of carbon will af-
fect the catalyst wetting properties and crystal structure. Also, carbon distribution
within the catalyst is probably non-uniform, and the overall concentration is likely
to fluctuate. These kinetic effects can change the dynamics of the entire system,
and it would be interesting to examine them. Finally, as we found out in Chapter
3, substrate effects could also have significant implications to SWCNT nucleation.
Given that CVD synthesis is usually carried out using supported catalyst particles,
incorporating the substrate into our models and simulations may also be of value.
Chapter 5
Capillary Absorption of Nanoclusters
In the previous chapter we have identified the capillary withdrawal mechanism
that could potentially be taking place during the early stages of CNT growth. This
mechanism is essentially the reverse of capillary action - a ubiquitous physical phe-
nomenon that has been studied for centuries. In the context of CNT growth, how-
ever, one particular assumption often employed in macroscopic theories of capil-
larity is invalid. In particular, traditional models typically assume the dimensions
of the fluid reservoir to be much larger than the capillary width. This is clearly not
the case in CNT nucleation, as the inner radius of the tube is comparable to the size
of the catalyst nanoparticles. In this chapter we will investigate the effects due to
finite volume of the reservoir on the well established results from macroscopic the-
ories of capillarity. Note that the central issue of this chapter bears consequences
that are not exclusive to CNT synthesis. A good understanding of the nanoscopic
nature of capillary phenomena is crucial to a wide range of applications, some of
which will be pointed out along the way.
5.1 General Motivation
Soon after Iijima’s re-discovery of CNTs[10], it was suggested that their thermal,
electronic, mechanical and optical properties could be enhanced by combining
them with other materials. On the basis of computer simulations, it was pre-
dicted that open CNTs might act as “molecular straws” capable of absorbing dipo-
lar molecules by capillary action [187]. Since then, a variety of methods have been
developed to fill CNTs [188], and the novel properties associated with the com-
posite nanofibres have found applications in electronics, catalysis, separation, and
storage technology [189, 190, 191, 192, 188]. In addition, CNTs filled with nanopar-
ticles have been used to form devices such as high-frequency oscillators [193] and
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nanopipettes [194].
It was also suggested that CNTs could be used as moulds for encapsulating
metal nanowires [189]. Doing so would, for instance, protect the wire from oxi-
dation and prevent breakup by Rayleigh and Peierls instabilities [195]. However,
further studies by Dujarding et al [52, 53] led to the conclusion that only low sur-
face tension melts (γ < 100-200 mN m−1) could be drawn into the inner cavity of
nanotubes through capillary action. Since most pure metals do not wet graphite
(θc > 90
◦), it was deduced that capillary action alone is not sufficient to fill CNTs
with pure metals.
Admittedly, the reasoning of Dujardin et alwas based on the equations for bulk
capillarity, and it is not clear whether the argument extends to the nanoscale. In-
deed, there is certainly experimental evidence that metallic nanoparticles can be
drawn easily into open CNTs. For instance, nanoparticles of various transition met-
als such as Pd, Ni, and Cu, which are used as catalysts during the growth of CNTs
via CVD techniques, are often found encapsulated in CNTs during and after syn-
thesis [48, 49, 50, 51]. In addition, Fujita et al have recently synthesised vertically
aligned CNTs filled with segmented Pd-Co nanocomposites [196], and Zhang et
al report the filling of CNTs by non-wetting Cu nanodroplets [197]. These obser-
vations suggest that capillary forces may be sufficient to drive filling of CNTs by
metallic nanoparticles despite the failure of these metals to wet graphite.
To resolve this apparent inconsistency, we will derive a continuum model that
demonstrates how sufficiently small droplets can, in fact, be drawn inside a CNT
via capillary action, even if they are non-wetting. The theory behind penetration
of a small droplet into a capillary has previously been studied by Marmur [181,
198], who was the first to point out that spontaneous absorption could occur even
for droplets with contact angles higher than 90◦, provided the droplet was small
enough. Our model goes beyond Marmur’s work and considers capillary absorp-
tion of droplets that are supported on a flat substrate. We will then test our model
with MD simulations of Pd nanodroplets and demonstrate excellent agreement be-
tween theory and simulation as to the critical size below which uptake occurs.
We will also look into the dynamics of capillary uptake at the nanoscale. This
particular work is largely curiosity-driven, with the ultimate question beingwhether
hydrodynamics is suitable for modelling nanoscopic flows. However, understand-
ing the dynamics of these capillary processes also affirms the associated timescales,
which could be useful for designing nanofluidic devices.
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5.2 ContinuumModel
Consider a spherical droplet of radius r0 near the open end of a capillary tube with
inner radius rt < r0. Whether the droplet is drawn inside the tube or not depends
on two competing factors: the adhesive attraction of the nanodroplet to the walls
of the tube; and the cohesive forces within the droplet. Strong adhesion lead to
capillary absorption: the spherical droplet will be deformed and pulled inside the
inner cavity of the tube.
Macroscopically, the necessary condition for capillary absorption is that the
fluid must wet the walls of the capillary tube, which corresponds to a contact angle
(θc) of less than 90
◦. This condition arises from considering the pressure difference
∆P across the meniscus formed by the fluid inside the capillary tube. It can be
written as:
∆P =
2γ cos θc
rm
, (5.1)
where γ is the surface tension of the liquid, and rm is the radius of curvature of the
meniscus. If θc < 90
◦, ∆P is positive, resulting in spontaneous absorption of the
liquid into the capillary tube. On the other hand, liquids with θc > 90
◦ will not be
drawn inside the hollow unless external forces are applied.
However, if a small droplet is present near the tube opening, capillary forces
will not only depend on the pressure difference across the meniscus, but also on the
Laplace pressure acting on the surface of the protruding droplet. The magnitude
of this pressure is given by γ/r0, where r0 is droplet radius, and it assists adhesive
forces pulling the droplet inside the tube. It was first pointed out by Marmur that
for sufficiently small droplets, the Laplace pressure can be strong enough to allow
capillary absorption of non-wetting (θc > 90
◦) liquids [181, 198]. The argument
was simply based on balancing the pressure difference across the meniscus with
the pressure acting on the protruding droplet. What follows is a generalisation
of Marmur’s model to droplets supported on substrates. Unlike Marmur, we will
balance surface energies rather than forces, which is a more general approach.
5.2.1 Model Geometry
We are interested in a system consisting of a CNT inner cavity, a metal nanodroplet
and a supporting surface. This system can be represented geometrically in terms
of seven parameters: r0, rt, r, h0, h, θc and φc. The meaning of these parameters is
depicted in Fig 5.1, which shows the three possible configurations the system can
adopt. During encapsulation, or as a result of partial encapsulation, the droplet is
assumed to remain in the shape of a spherical cap. The cap forms a contact angle
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Figure 5.1: Geometrical representation of a nanocapillary. Grey represents the liq-
uid nanodroplet, whereas dashed line is the capillary tube. This model is described
by seven parameter, five of which are independent (see text). Panels on the left and
right depict the case of no encapsulation and complete encapsulation respectively,
and the middle panel describes the intermediate morphology of partial encapsula-
tion.
0 < φc < 180
◦ with the substrate, and if one wishes to study unsupported droplets
then φc can be set to 180
◦. The volume and the two surface areas associated with
this conformation are given by:
V0 =
pi
3
r30(2 + cosφc)(1− cosφc)2
A0 = 2pir
2
0(1− cos φc)
B0 = pir
2
0 sin
2 φc
Once the droplet is fully encapsulated, we approximate its geometry by a cylinder
of height h0 and radius rt, terminatedwith spherical caps at the two endpoints. The
two menisci have a circular base of radius rt and form a contact angle of θc with
the walls of the tube. The volume and surface area of each spherical meniscus are
given by:
Vm = −pi
3
(2 + sin θc) cos θc
(1 + sin θc)2
r3t
Am =
2pi
1 + sin θc
r2t
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The volume and surface area of the cylindrical section are:
Vc0 = pir
2
th0
Ac0 = 2pirth0
If the initially spherical droplet prefers encapsulation, it must fill the tube in a
smooth fashion, which means it has to traverse through various stages of partial
encapsulation. This intermediate geometry is approximated with a cylindrical seg-
ment of height h and radius rt, terminated with a spherical cap inside the tube and
a larger spherical cap protruding out of tube’s end. The meniscus inside the tube
has volume Vc and surface area Ac, whereas the cylindrical column has:
Vc = pir
2
th
Ac = 2pirth
Volume of the protrusion (Vp), as well as the corresponding areas of its curved
surface (Ap) and flat base (Bp) are given by:
Vp =
pi
3
[
r3(2 + cos φc)(1− cosφc)2 −
(
2r +
√
r2 − r2t
)(
r −
√
r2 − r2t
)2]
Ap = 2pir
(√
r2 − r2t − r cosφc
)
Bp = pir
2 sin2 φc.
It is convenient to scale all distances with respect to rt and employ the following
dimensionless variables:
R0 =
r0
rt
and R =
r
rt
H0 =
h0
rt
and H =
h
rt
.
Note that the process of encapsulation must conserve the total mass of our nan-
odroplet. Assuming the droplet’s density doesn’t vary, its volumemust also remain
constant:
Vc0 + 2Vm = V0 = Vp + Vc + Vm (5.2)
This constraint allows us to eliminate two out of the seven variables: either h and
h0, or r and r0. In terms of the dimensionless variables, we end up with the follow-
ing relationships:
H0 =
R30
3
(2 + cosφc)(1− cosφc)2 + 2
3
(2 + sin θc) cos θc
(1 + sin θc)2
(5.3)
H =
R30
3
(2 + cosφc)(1− cosφc)2 + 1
3
(2 + sin θc) cos θc
(1 + sin θc)2
+
− 1
3
[
R3(2 + cosφc)(1− cosφc)2 −
(
2R +
√
R2 − 1
)(
R−
√
R2 − 1
)2]
(5.4)
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5.2.2 Surface Energy Analysis
Given our model geometry, we can compare surface free energies of the three sce-
narios depicted in Fig. 5.1: a spherical droplet near an opening of the tube; a molten
cluster partially absorbed inside the capillary; and a cluster fully encapsulated in-
side the hollow of the tube. The effects of gravity can also be neglected at this
scale. Hence, surface tension is considered to be the primary factor determining
the equilibrium conformation of the proposed system.
For each interface iwe shall express the corresponding energy Γi as a product of
its area Ai with the bulk surface energy per unit area γi. There are three substances
present in the system: the droplet, the tube and the substrate; and the correspond-
ing surface energies per unit area are γd, γt and γs respectively. The quantities
γdt and γds represent the surface energy densities of the droplet-tube and droplet-
substrate interfaces. Note that we assume the surface energies to be independent
of droplet size and shape. Let us first write down the relevant surface energy when
the nanodroplet is fully outside the capillary tube:
Γ1 = A0γd +B0γds + Ac0γt (5.5)
At the other extreme, when the cluster is entirely inside the capillary tube, the
appropriate expression for the surface energy is:
Γ3 = 2Amγd +B0γs + Ac0γdt (5.6)
The surface energy associated with the intermediate case of partial encapsulation
can be written as:
Γ2 = (Ap + Am)γd +Bpγds + (B0 − Bp)γs + Acγdt + (Ac0 −Ac)γt (5.7)
We now define the following energy differences:
∆Γ21 ≡ Γ2 − Γ1 and ∆Γ31 ≡ Γ3 − Γ1 (5.8)
and then divide through by Γs ≡ 4pir2t γd to obtain the dimensionless quantities:
δ21 ≡ ∆Γ21
Γs
and δ31 ≡ ∆Γ31
Γs
(5.9)
The physical interpretation of these quantities is straightforward: whenever δ31 <
0, the nanoparticle prefers complete encapsulation to no encapsulation; if δ21 < 0,
the nanoparticle prefers partial encapsulation to no encapsulation.
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Figure 5.2: Plots of δ31 versus R0 (left) and versus θc (right). Complete encapsula-
tion is preferred to no encapsulation whenever δ31 < 0.
Complete Encapsulation
Let us first determine when complete encapsulation is preferred to no encapsu-
lation. We can substitute Young’s relation for the two contact angles: γd cosφc =
γs− γds and γd cos θc = γt− γdt; and then eliminateH0 from δ31 using equation (5.3).
The resultant expression for δ31 can be rearranged into a more convenient form:
δ31 =
B0(γs − γds)− Ac0(γt − γdt) + (2Am − A0)γd
4pir2t γd
=
B0 cosφc − Ac0 cos θc + 2Am − A0
4pir2t
=
(
1
1 + cos θc
− H0
2
cos θc
)
− 1
4
(1− cosφc)2R20
= A31(θc, φc)R
3
0 +B31(φc)R
2
0 + C31(θc) (5.10)
where the coefficients A31, B31 and C31 depend on the two contact angles and are
defined like so:
A31(θc, φc) = −1
6
cos θc(2 + cosφc)(1− cosφc)2 (5.11)
B31(φc) = −1
4
(2 + cosφc)(1− cosφc)2 (5.12)
C31(θc) =
1
3
(
1
1 + sin θc
+ sin θc
)
(5.13)
Note that δ31 is always negative if θc < 90
◦, implying that partially wetting
droplets will always prefer encapsulation regardless of their size. The expression
for δ31 is plotted versusR0 in Fig. 5.2, where it is seen that sufficiently small droplets
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will still prefer encapsulation even if θc > 90
◦. Similarly, plotting δ31 versus θc
demonstrates how the condition for capillary absorption depends on droplet size.
As droplet size increases, the critical value of θc approaches 90
◦ from above.
One can equate (5.10) to zero and numerically solve the cubic equation for R0,
yielding the maximumdroplet radius at which complete encapsulation is preferred
for a given contact angle. For θc < 90
◦ there are no physical solutions (i.e. encapsu-
lation preferred at all sizes), whereas if θc > 90
◦ there is just one physical solution
R∗(θc) > 1 (plotted in Fig. 5.4 for a number of φc values).
Partial Encapsulation
Thus far we have determined a criterion for when complete encapsulation is pre-
ferred to no encapsulation. However, even if a droplet prefers to be fully inside the
tube, it might not be able to reach that state because of an energy barrier or energy
minima between the two conformations. This possibility motivates us to search for
stationary points in δ21. Let us first rearrange the expression for δ21:
δ21 =
(B0 −Bp)(γs − γds)−Ac(γt − γdt) + (Am + Ap −A0)γd
4pir2t γd
=
(B0 −Bp) cosφc − Ac cos θc + (Am + Ap −A0)
4pir2t
=
1
4
(sin2 φc cosφc + 2 cosφc − 2)R20 −
1
2
H cos θc +
+
1
2
(
1
1 + sin θc
+R
(√
R2 − 1−R cosφc
)
− 1
2
R2 sin2 φc cos φc
)
and now substitute equation (5.4) for H to obtain:
δ21 = A21(θc, φc)R
3
0 +B21(φc)R
2
0 + C21(θc, φc, R) (5.14)
where:
A21 = −1
6
cos θc(2 + cosφc)(1− cosφc)2
B21 = −1
4
(2 + cosφc)(1− cosφc)2
C21 =
1
6
[
1
1 + sin θc
+ sin θc + cos θc
√
R2 − 1
]
+
R
12
(2R cos θc + 3)
[
R cos φc(cos
2 φc − 3) + 2
√
R2 − 1
]
We now have an extra free parameter R, which is the dimensionless radius of
curvature of the protruding droplet. As a function of R, (5.14) has just one real
stationary point: R† = −1/ cos θc. When it is inside the physically plausible region
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Figure 5.3: Plots of δ21 versus R. Left: R0 = 2. Right: θc = 135
◦. Partial encapsula-
tion is preferred to no encapsulation whenever δ21 < 0.
(1 < R† < R0), it manifests a local maximum that represents an energy barrier to
capillary absorption. This barrier vanishes when R† > R0, in which case capillary
absorption is spontaneous. The value of R† is positive only for θc > 90
◦, which
means it becomes physically meaningful only in the non-wetting case. Also note
that, if the droplet is forced over the energy barrier into the tube, then work has
to be done to get it back out, even if complete encapsulation is energetically un-
favourable. In other words, a completely absorbed droplet is either globally stable
or metastable, and it becomes unstable only in the limit of θc → 180◦.
As we already mentioned, it is necessary to satisfy 1 < R ≤ R0. Hence, by
equating R† = R†0 we can define:
R†0 = −
1
cos θc
(5.15)
which yields the critical particle radius below which the spherical droplet will ex-
perience no energy barrier whilst entering the hollow of the tube. We note that in
the limit of an unsupported particle (i.e. φc → 180◦), this expression for R†0 becomes
equivalent to that derived by Marmur [181]. Marmur arrived at this result by bal-
ancing forces along the capillary tube, which constitutes adding the contributions
due to meniscus pressure PC and Laplace pressure PL acting on the protruding
droplet. This immediately leads to the following condition:
PL + PC = 2γ
(
1
r
− cos θc
rt
)
≥ 0,
whichmeans capillary uptake will occur when rt ≥ −r cos θc. We note that Marmur
did not at all consider activated capillary absorption.
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Figure 5.4: Three capillarity regimes for supported and unsupported (φc = 180
◦)
droplets. The area below and to the left of of the solid black curve (R†0) corresponds
to spontaneous capillary absorption. The area above and to the right of the red
solid curve (R∗0) corresponds to the cases where absorption is not preferred. The
narrow gap between the two solid curves is the region of activated capillarity (see
text). Note that the region of spontaneous capillary rise extends beyond the macro-
scopic boundary (θc = 90
◦).
5.2.3 Discussion of Model Predictions
As expected, our model predicts that liquid droplets exhibiting at least partial wet-
ting (θc < 90
◦) of the tube will undergo spontaneous capillary absorption, regard-
less of droplet size. This is consistent with the macroscopic theory of capillarity.
However, according to the model, even if θc > 90
◦, the droplet will still be absorbed
provided it satisfiesR0 < R
†
0. Non-wetting droplets in the regionR
†
0 < R0 < R
∗
0 will
prefer encapsulation, but an energy barrier will oppose their entry into the hollow
of the tube. We refer to this particular region as activated capillarity. Non-wetting
clusters with R0 > R
∗
0 will find it energetically favourable to remain outside the
capillary tube. The three different regimes are depicted in Fig. 5.4.
The implications of our model can be demonstrated with two examples, as
shown in Fig. 5.4. First, consider a distribution of (free) nanoparticles of some
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material that forms a contact angle of say 120◦ on graphene. Given a SWCNT of
1 nm in radius as a capillary tube, it will easily absorb particles with radius r ≤ 2
nm. All particles with r > 2.85 nm, on the other hand, will not be absorbed via
capillary action. And finally, those with 2 nm < r < 2.85 nm may or may not be
absorbed, depending on whether there is enough thermal fluctuation to overcome
the activation barrier to encapsulation.
Alternatively, we can pick a capillary tube with the same cavity dimension,
namely r = 1 nm, and a nanoparticle of particular radius, say r = 2 nm. If we are to
guarantee spontaneous absorption of the particle, we must make sure the capillary
is made of a material on which the particle forms a wetting angle of θc ≤ 120◦. If
the wetting angle is in the range 120◦ < θc < 132
◦, then capillary uptake could
still occur with the aid of thermal fluctuations or some external push. However, if
θc > 132
◦ then encapsulation is not energetically favourable.
To summarise briefly, ourmodel predicts capillary uptake of non-wetting droplets
(θc > 90
◦) provided they are sufficiently small. We are now going to test this pre-
diction using atomistic simulations.
5.3 MD Experiments with Pd Nanodroplets and CNTs
We will test our model predictions for the case when φc = 180
◦ (i.e. when the
droplet is unsupported) using MD simulation. The capillary tube comprised a
zigzag single-wall CNT 220 A˚ long and 30 A˚ in diameter, with all carbon atoms
fixed in space. We expect that chirality will not influence the end result, hence
the geometry of the CNT was kept constant in all the simulations. The droplet
was a molten palladium cluster with a radius of 23 ± 1 A˚, and all Pd atoms were
modelled with EAM potential [184]. The C-Pd interaction was approximated by a
Lennard-Jones (6-12) potential with σ = 2.926 A˚, as in Ref. [111], and the  param-
eter was adjusted to produce the desired contact angle. The timestep was set to 2.5
fs, ensuring adequate conservation of energy during the simulations, which were
carried out without the use of a thermostat.
Initially, the Pd particle was equilibrated in the absence of a CNT or substrate
for 0.25 ns reaching a temperature of approximately 1730 K, and its average radius
〈R〉 was calculated during a further 0.25 ns. To estimate the contact angle, the
molten Pd droplet was deposited on a fixed graphene sheet and equilibrated for a
number of  values. We then calculated θc using the same approach as in section
3.3. We found that θc varies linearly with  in the region 40
◦ < θc < 150
◦, giving us
reasonably accurate control over the wetting angle.
CHAPTER 5. CAPILLARY ABSORPTION OF NANOCLUSTERS 97
Figure 5.5: (Left) Three snapshots fromMD simulation of a non-wetting 3871-atom
Pd droplet (23 A˚ radius) absorbed in a zigzag CNT (15A˚ radius). (Right) A closer
view of a 8217-atom Pd droplet on a substrate and partially absorbed.
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Figure 5.6: Time-series of potential energy E (top) and meniscus height h (bottom)
during simulations with three different contact angles. For θc = 130
◦ and θc =
132◦ meniscus rises super-linearly with time, and this rise correlates with a drop in
potential energy.
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The equilibrated spherical droplet of 〈R〉 ≈ 23 A˚ was then placed adjacent to
the open end of the fixed CNT with diameter of 30 A˚ . This particular geometry
yields R ≈ 1.5, and our model predicts spontaneous capillary absorption for θc <
130◦ with a region of activated capillary absorption 130◦ < θc < 145
◦. Figure 5.5
illustrates the simulated capillary absorption of a non-wetting molten Pd droplet
that was found to form a contact angle of 130 ± 1◦ on graphene. Note that the
encapsulated particle clearly displays a convex meniscus inside the CNT. During
absorption we find that the meniscus and droplet temperature rise superlinearly
with time, while the droplet potential energy decreases as shown in Fig. 5.6. In
this simulation the temperature increased by ∼ 180 K during absorption. This
particular simulation result verifies our model’s prediction that non-wetting melts
can be drawn inside a tube via capillary action.
However, our model also predicts that given R ≈ 1.5, droplets with θc > 130◦
should experience an energy barrier opposing their entry into the hollow of the
tube. To put this to the test, more simulations were carried out with this geometry,
but with smaller values of . Figure 5.6 displays the time evolution of meniscus
height inside the CNT, as well as the potential energy of the droplet, for a number
of contact angles. Molten nanoparticles with θc ≤ 130◦ were drawn in very quickly.
The simulation with θc ≈ 132◦ exhibited a slightly delayed capillary absorption as
well as fluctuations in meniscus velocity. These observations are consistent with
the presence of a small energy barrier, which suggests that at 132◦ the absorption
is activated. Our simulations did not yield capillary absorption of the droplets for
θc ≥ 133◦.
One striking feature in Fig. 5.6 is that during capillary uptake, the meniscus
rises super-linearly. We did not expect this behaviour, because it is not in accor-
dance with the conventional Lucas-Washburn equation. In the next section we will
analyse the dynamics of the meniscus rise in more detail.
5.4 Dynamics of Capillary Absorption
The dynamics associated with macroscopic capillary rise (in the absence of gravity)
is usually modelled with the Lucas-Washburn equation [199]:
h(t) =
(
γrt cos θc
2µ
)1/2
t1/2 (5.16)
where h is the meniscus height and t is time; γ and µ are the surface tension and
viscosity of the fluid; θc is the contact angle formed by the meniscus at the capillary
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wall; rt is the radius of capillary and it is assumed to be constant. The Lucas-
Washburn equation is based on a model that assumes a quasi-steady-state laminar
flow of a Newtonian fluid, negligible inertial and frictional effects, and a constant
contact angle. It also assumes an infinite fluid reservoir, which means the capil-
lary force driving the fluid comes only from the pressure difference ∆P across the
meniscus. One can immediately see that if θc > 90
◦ in equation (5.16), then h(t)
becomes complex, which means the fluid will not rise.
5.4.1 Hydrodynamic Model
Now that we have established the criterion for capillary absorption of finite droplets,
it is useful to know the kinetics associated with the absorption. How fast will the
fluid move inside the tube and what is the flow profile? To answer this question
one needs to solve the Navier-Stokes equations for the flow inside the capillary
tube during encapsulation. The general form of these equations is :
ρ
(
∂v
∂t
+ (v · ∇)v
)
= −∇P +∇ · T˜+ f (5.17)
which is a statement of Newton’s second law in terms of body forces acting on an
element of fluid. Assuming an incompressible Newtonian fluid allows us to write
the stress tensor as:
Tij = µ
(
∂vi
∂xj
+
∂vj
∂xi
)
and since mass conservation requires ∇ · v = 0, we can simplify it further: ∇ · T˜ =
µ∇2v. Let us also assume the flow along the tube to be laminar, which eliminates
any convective acceleration:(v · ∇)v = 0. Provided there are no external forces
like gravity present (i.e. f = 0), we can describe the problem with the simplified
Navier-Stokes equations:
ρ
∂v
∂t
= −∇P + µ∇2v (5.18)
Considering the cylindrical symmetry of our geometry, as shown in Fig. 5.7, it
is most convenient to work with cylindrical polar coordinates (rˆ, θˆ, zˆ). Given our
assumptions and the choice of coordinate system, we have v = (0, 0, vzˆ(rˆ, t)), so the
simplified Navier-Stokes equations reduce to just one differential equation:
ρ
∂vzˆ
∂t
= −dP
dzˆ
+ µ
(
∂2vzˆ
∂rˆ2
+
1
rˆ
∂vzˆ
∂rˆ
)
(5.19)
Assuming a steady-state flow driven by a linear pressure gradient along a cylin-
drical pipe, we can solve for vzˆ(rˆ) given certain boundary conditions (BCs). Let us
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Figure 5.7: Geometrical representation of the capillary tube and the penetrating
droplet in cylindrical coordinates (rˆ, θˆ, zˆ). There are four parameters (r, rt, h, and
θc) describing the geometry, but only three of them are independent due to the
constant volume constraint. Velocity field of the encapsulated fluid has a parabolic
profile with a slip length b. PL and PC represent the Laplace pressure and the
pressure difference across the meniscus, respectively.
employ the Navier slip boundary conditions, which allow fluid flow at the tube
boundary:
vb ≡ vzˆ(rt) = −b ∂vzˆ
∂rˆ
∣∣∣∣
rˆ=rt
where b is the slip length and vb is the fluid velocity at the walls. The main motiva-
tion for using slip BCs is that fluid flow through CNTs is thought to exhibit a large
degree of slipping [200, 201, 202]. This leads to the well-known Poiseuille flowwith
a parabolic velocity profile:
vzˆ(rˆ) =
1
4µ
dP
dzˆ
(
rˆ2 − r2t
)
+ vb
=
1
4µ
dP
dzˆ
(
rˆ2 − r2t
)− brt
2µ
dP
dzˆ
=
1
4µ
dP
dzˆ
(
rˆ2 − 2brt − r2t
)
Flow at the centre of the tube (rˆ = 0) is the fastest, and its velocity is given by:
v0 = − rt
4µ
dP
dzˆ
(2b+ rt)
whereas the average velocity can be obtained by integrating over the pipe cross-
section:
v¯ =
1
pir2t
∫ rt
0
vzˆ(rˆ)2pirˆdrˆ =
rt
8µ
dP
dzˆ
(4b+ rt)
Note that in the limit of b→ 0 we have v¯ → v0/2; but if b →∞ then v¯ → v0, which
is characteristic of a plug flow. Eliminating the pressure gradient from our velocity
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profile and re-writing in terms of v¯ yields:
vzˆ(rˆ) =
2v¯ (r2t + 2brt − rˆ2)
rt(4b+ rt)
.
Vector Laplacian of this velocity profile, with the only non-zero component being
in the zˆ direction, can now be written down in terms of v¯, rt and b:(∇2v)
zˆ
=
∂2vzˆ
∂rˆ2
+
1
rˆ
∂vzˆ
∂rˆ
= − 8v¯
rt(4b+ rt)
Let us now consider the pressure gradient that drives the fluid along the tube.
Assuming it is linear along the encapsulated fluid column of height h, it should be
of the following form:
P (zˆ) = P0
(
1− zˆ
h
)
The expression for P0 can be determined either from the derivative of equation (5.14),
or simply by adding the effects of the Laplace pressure on the protruding droplet
and the pressure difference across the meniscus:
P0 =
2γ
rt
(rt
r
+ cos θc
)
.
Hence the pressure gradient can be written as:
∇P = dP
dzˆ
= −P0
h
= − 2γ
hrt
(rt
r
+ cos θc
)
.
Since the pressure is uniform in the rˆ and θˆ directions for a given zˆ, acceleration
of the fluid is also independent of rˆ and θˆ: ∂vzˆ/∂t = ∂v¯/∂t. Note that the mean
velocity of the fluid inside the tube is simply the rate of change in h, i.e. v¯ = dh/dt,
which means (5.19) can be re-written as a second order ODE in terms of h:
ρ
d2h
dt2
=
2γ
hrt
(rt
r
+ cos θc
)
− 8µ
rt(4b+ rt)
dh
dt
(5.20)
This is a non-linear differential equation because h and r are related via the con-
stant volume constraint. Prior to integrating (5.20), it is convenient to adopt the
following dimensionless variables: R ≡ r/rt, H ≡ h/rt, and τ = t/ts, where
ts ≡ 4µrt
γ(4b/rt + 1)
(5.21)
In terms of these variables, equation 5.20 becomes:
κ
d2H
dτ 2
=
dH
dτ
− 1
H
(
1
R
+ cos θc
)
(5.22)
where κ ≡ ρr3t /(2t2sγ). Note that H and R are related via:
3H ≈ 4(R30 −R3) (5.23)
which is an approximation to the fixed volume constraint stated in equation (5.4).
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Steady-State Approximation
Solving equation (5.22) for H(τ) is not a trivial task, hence we will simplify it by
neglecting inertial effects (i.e. κd2H/dτ 2 → 0) and seek only steady-state solutions.
This yields a first order ODE:
dH
dτ
=
1
H
(
1
R
+ cos θc
)
(5.24)
which is again difficult to solve analytically for H(τ). Marmur proceeded by con-
sidering only the initial stages of encapsulation (i.e. R ∼ R0) and solved an ap-
proximation to equation (5.24) with the presence of gravity. However, we can
rewrite (5.24) in terms of R(τ):
dR
dτ
= − 3(1 +R cos θc)
16R3(R30 −R3)
, (5.25)
and then integrate:
τ − τ0 = −16
3
∫ R(τ)
R0
R3(R30 −R3)
1 +R cos θc
dR.
During encapsulation 1 + R cos θc > 0, so the integrand is finite in the region of
interest. Let us represent the integral by I:
I ≡
∫
R3(R30 −R3)
1 +R cos θc
dR
The integration is straight-forward in the special case when cos θc = 0:
I =
R30
4
R4 − 1
7
R7 ≡ S0(R)
Otherwise one should seek a convenient change of variables. Let us assume cos θc 6=
0 and introduce a new variable u = 1 +R cos θc. We now need to evaluate:
I =
1
cos4 θc
[
R30
∫
(u− 1)3
u
du− 1
cos3 θc
∫
(u− 1)6
u
du
]
=
1
cos4 θc
[
R30I3 −
1
cos3 θc
I6
]
,
where I3 and I6 are special cases of In, which can be expressed using the Binomial
theorem:
In ≡
∫
(u− 1)n
u
du =
n−1∑
k=0
n!(−1)kun−k
k!(n− k)!(n− k) + (−1)
n ln u,
ignoring arbitrary constants of integration. Substituting back for u yields:
In(R) =
n−1∑
k=0
n!(−1)k(1 +R cos θc)n−k
k!(n− k)!(n− k) + (−1)
n ln(1 +R cos θc)
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Figure 5.8: A reproduction of Marmur’s Fig. 7 in ref. [181], which is a comparison
of penetration kinetics for varying contact angles. R0 = 2.32 (equivalent to V0 = 50
in [181]). The solid lines are the exact analytic solutions to equation (5.24), whereas
the dashed lines correspond to Marmur’s approximation.
which means that whenever cos θc 6= 0:
I =
1
cos4 θc
[
R30I3(R)−
1
cos3 θc
I6(R)
]
≡ S(R)
We can now write an implicit solution to the differential equation (5.25):
τ − τ0 =
{
16 [S0(R0)− S0(R)] /3 if cos θc = 0
16 [S(R0)− S(R)] /3 if cos θc 6= 0
(5.26)
which can be expressed in terms of H by substituting the fixed volume constraint:
R ≈
(
R30 −
3H
4
)1/3
.
If one defines complete absorption as the point where R = 1 (i.e. when the droplet
radius matches that of the tube), then total absorption time τtot can be determined
by substituting R = 1 into (5.26).
A direct comparison of Marmur’s approximate solution to equation (5.26) is
shown in Fig 5.8, which demonstrates the error in the approximation as R → 1.
While Marmur’s approximation is very close to the exact solution at the initial
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stages, it exhibits quite different behaviour at intermediate and late times. For ex-
ample, the exact solution predicts a super-linear penetration rate asR→ 1, whereas
Marmur’s approximation remains sub-linear at all times. Both solutions exhibit
sub-linear rise in the initial stages of encapsulation, strongly resembling the
√
t de-
pendence in (5.16). In fact, setting b = 0 and taking the limit of R0 → ∞ reduces
both solutions (written in terms of H) to the Lucas-Washburn equation. However,
this apparent accuracy near t = 0 is of limited utility, because in the early stages of
capillary rise inertial effects will have an effect. Since these effects are completely
neglected in quasi-steady-state models, we only hope to be accurate in the later
stages of capillary uptake.
5.4.2 Molecular Dynamics Simulations
To test the validity of our quasi-steady-state solution, we now compare (5.26) with
the results from a number of MD simulations of Pd droplets and carbon nanotubes.
Note that the solution is quite general, and should be applicable to larger scale cap-
illary flows, provided gravitational effects are still negligible. The potential energy
landscape and simulation methodology used is identical to what was already de-
scribed in Section 5.3, only here a larger nanodroplet ( r ∼ 30A˚) consisting of 8217
Pd atoms was used. To ensure the droplet was molten, it was initially equilibrated
microcanonically for 0.25 ns, reaching a temperature of ∼ 1850 K. We avoided ini-
tial temperatures larger than 1850 K, as we found that this could lead to vaporiza-
tion of Pd atoms during the simulations.
Once equilibrated, the droplet was placed near an open end of the fixed CNT.
Fig. 5.5 displays a snapshot of the system during the capillary absorption simula-
tion. As the simulation proceeded, we monitored the instantaneous radius of the
protruding droplet r(t), as well as the height h(t) of the encapsulated liquid col-
umn and its average radius 〈rt〉 (which is smaller than the CNT radius due to finite
size effects). In all of our simulations, we found 〈rt〉 ≈ 12.9A˚ to be independent of
the  parameter, and we used this value as the length-scale: H(t) ≡ h(t)/〈rt〉 and
R(t) ≡ r(t)/〈rt〉.
Simulations were carried out for a series of  values yielding 70◦ < θc < 130
◦.
For contact angles θc < 70
◦ we find that the exterior and interior of the tube is wet
by the metal: a situation not described by equation (5.26). Furthermore, given the
geometry of our system, the model presented in Refs. [181, 182] predicts sponta-
neous uptake for θc < θ
†
c = 114
◦, where θ†c ≡ cos−1 (−1/R0) and R0 ≈ 2.5. However,
114◦ < θc < 124
◦ corresponds to the region of activated capillarity in this system:
nanodroplets with a wetting angle in this range will experience an energy bar-
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rier which must be overcome by thermal fluctuations for uptake to occur [182]. In
our simulations, only Pd droplets with θc < 125
◦ were absorbed, while those with
θc ≥ 125◦ remained outside the CNT for the simulation duration. We did observe
encapsulation at θc ' 120◦ in the activated capillarity region, but we note that (5.26)
will only apply to the later stages of such flows, once the droplet size has dimin-
ished sufficiently so that 1/R(t) > − cos θc.
Fitting Model to Simulations
Fig. 5.9 shows the evolution of R(t) and H(t) during three separate simulations,
together with fits using the exact solution (5.26) and the corresponding approxi-
mation due to Marmur. In order to make a direct comparison between the exact
solution and the simulation, one needs independent estimates of the density, vis-
cosity, dynamic contact angle and slip length for the flow. When fitting the simula-
tion data using (5.26), we treated ts and τ0 as free parameters. It was assumed that
the advancing wetting angle remains constant during the penetration, and that it
can be approximated with that of a static θc formed on a flat graphene sheet (see
Fig. 5.5). We followed the same procedure for estimating θc from the  parameter as
in Sec. 5.3 and Ref. [182]. Furthermore, we have the option of fitting the model to
the simulation data for R(t) orH(t). Here we have chosen to fit the data for R(t) by
adjusting ts and τ0. We will subsequently compare the fitted values of t
fit
s to those
obtained from independent estimates of all the parameters in equation (5.21).
The model was fitted to our MD data via minimization of the least-squares (χ2
value) for ts and τ0, and the resultant time-scales t
fit
s are listed in Table 5.1. From
Fig. 5.9, we can see that the fits to R(t) are good except for t < 0.1 ns. The in-
ability to match the MD data at early times is not unexpected due to the failure to
include inertial effects in equation (5.24), which will be important during the early
stages of penetration [203]. Note that for t < 0.2 ns, the height of the column in the
MD simulations rises almost linearly with time, which is consistent with an inertia-
dominated transient flow [203]. The corresponding matches to H(t) are also good
for t > 0.2 ns, although for θc = 110
◦ the solution consistently overestimates the
column height. This overestimation of the column height appears to be due to an
increase in the density of the liquid column relative to that of the droplet. This will
be discussed further below. For t > 0.2 ns, equation (5.26) fits the simulations sig-
nificantly better thanMarmur’s approximation, particularly in the case ofR(t), and
it successfully reproduces the super-linear meniscus rise rate in the later stages of
penetration. The super-linear increase in H(t), evident in both the model and MD
simulations, is consistent with the increasing magnitude of the Laplace pressure as
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Figure 5.9: Plots of H(t) (top panel) and R(t) (bottom panel) comparing our exact
solution with Marmur’s approximation and data from MD simulations for three
wetting angles. The time scale ts in the analytic solutions was fitted to theR(t) data.
The exact solution is in much better agreement with MD simulations, particularly
in the final stages of uptake. The arrow in each panel points to the relevant axis.
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R→ 1.
5.4.3 Quantitative Comparison of Hydrodynamics and MD
Thus, we conclude that the steady-state equation can qualitatively describe the in-
termediate and late stage behaviour of the simulated liquid column during droplet
absorption. To demonstrate quantitative agreement, we shall now employ equa-
tion (5.21) to compare the fitted values for ts with values obtained from indepen-
dent estimates of the surface tension γ, viscosity µ and slip length b for the simu-
lated system. We note that this is complicated by the fact that the gradual heating
of a penetrating droplet will affect its surface tension and viscosity. For simplicity,
we shall only focus on the average temperatures and estimate the mean values of
γ and µ during the encapsulation.
Surface Energy
The surface energy of the nanodroplets can be estimated by fitting the variation in
the total energy with droplet size [204]:
Eb(N) = AN +BN
2/3 + CN1/3 +D , (5.27)
where N is the number of atoms, and the coefficients A, . . . , D are treated as free
and independent parameters. The first term on the right corresponds to bulk con-
tributions, which we can subtract from the total energy and obtain an estimate of
the surface contribution γ:
γ(N) = (Eb(N)− AN)/(4pir2d) ,
where rd is the droplet radius. We used expression (5.27) to fit the binding energies
calculated for droplets of 561, 923, 1415, 2057, 2869, 3871, 5083, 6525, 8217, 10179
and 12431 Pd atoms, with corresponding radii between 12A˚ and 34 A˚ . The fitting
was done for droplets equilibrated at 2000 K, 2200 K and 2400 K - spanning the
temperature range relevant to our simulations of capillary uptake. We found only a
very weak variation in γ over this temperature range. The average of the calculated
values yields an estimate of γ ≈ 0.108± 0.006 eVA˚−2.
Viscosity
The viscosity of molten palladium was estimated via the Green-Kubo [205] rela-
tion by recording the shear stress fluctuations in a cubic cell containing 4000 Pd
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atoms. The cell was equilibrated microcanonically (at constant volume), with pe-
riodic boundary conditions applied in the xˆ, yˆ and zˆ directions. To improve the
statistics, the auto-correlation function in the Green-Kubo formula was averaged
over the three independent off-diagonal elements of the stress tensor (Pxy, Pxz and
Pyz). Due to a∼ 6% uncertainty in our estimated volume of the absorbed liquid col-
umn, we calculated µ for three atomic densities: 0.058 A˚−3, 0.063 A˚−3 and 0.068 A˚−3.
To account for the effects of temperature variation, calculation of viscosity for each
atomic density was repeated at two different values of T (2000K < T < 2500K).
Taking the average of these calculations gives µ ≈ 28± 7 eVA˚−3fs.
Slip Length
Finally, we can obtain an independent measure of the slip length by examining the
velocity profiles of the liquid column in the tube. The radial profiles were averaged
along the encapsulated column and over the entire duration of the absorption pro-
cess. The results are plotted in Fig. 5.10, showing that fluid velocity near the CNT
wall is far from zero. The data points were fitted with a parabolic profile, allow-
ing us to estimate the slip length (b) by extrapolating the tangent to the best fit at
the atomic layer closest to the wall. We note that the magnitudes are generally
comparable to the radius of the CNT, and that the largest estimate of 102 A˚ is sig-
nificantly larger than the CNT radius. However, these values are comparable to
the slip lengths reported in the literature for flows of simple liquids over flat hy-
drophobic surfaces [206], although much smaller than the values of up to ∼ 10 µm
reported for flow through carbon nanotube membranes [207].
Comparing Time-scales
Having obtained independent estimates of γ, µ and b, we can now use equation (5.21)
to make an independent prediction of the time-scale values ts. The estimated time-
scales tcalcs are compared with t
fit
s in Table 5.1 for several values of . The two sets
of values are of similar magnitude, and increase proportionally as  increases. This
quantitative agreement is of similar quality to that found by Dimitrov et al [208],
suggesting that the approximations made here are of comparable merit. In sections
5.2 and 5.3 we have shown that the static surface energies of the system are well de-
scribed by the geometric model shown in Fig. 5.1. MD simulations presented here
show that the same model, reproduced in Fig. 5.7 without the substrate, is also ef-
fective at describing the dynamics of the system. These results serve as an arguably
stronger test of the Lucas-Washburn approximation, providing more evidence that
the hydrodynamic approach can give a reasonable quantitative description of cap-
CHAPTER 5. CAPILLARY ABSORPTION OF NANOCLUSTERS 109
r (Å)
de
n
si
ty
(ar
b.
u
n
its
)
ve
lo
ci
ty
(m
/s
)
2 4 6 8 10 12
-20
0
20
40
60
θc ≈ 70°
θc ≈ 70°
θc ≈ 120°
θc ≈ 95°
θc ≈ 95°
θc ≈ 120°
Figure 5.10: Averaged velocity (top) and density (bottom) profiles of the encap-
sulated liquid metal column during the uptake. The density profiles (in arbitrary
units) indicate ordering of the fluid near the walls of the CNT. This corresponds
to the well-defined concentric radial layers of palladium atoms, and the separation
between these layers is around 2.2A˚ . The velocity profile was calculated by aver-
aging the atomic velocities in each radial layer, and then fitted with a quadratic
expression of the form Ax2 +B.
illary flows at this scale. Despite the relatively large density oscillations of the
fluid near the walls, the velocity profiles in our MD simulations remain Poiseuille-
like, which may be why the hydrodynamic approximation used here is ultimately
successful. If the flow was to deviate strongly from this (for example, in tubes
of smaller diameter), we would expect our hydrodynamic model to be much less
effective.
Note that the largest discrepancy in Table 5.1 is the value of ts for the case θc =
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/0 θc t
fit
s (ps) t
calc
s (ps) b(A˚)
1.25 120◦ N/A 0.436 102
1.50 110◦ 0.564 0.885 52
1.75 95◦ 1.020 1.009 46
2.00 90◦ 1.068 1.058 44
2.50 70◦ 1.488 1.553 31
Table 5.1: Values of the time-scales tfits and t
calc
s (fitted to R(t) and obtained from
equation (5.21) respectively) for a series of specified epsilon parameters (0 = 33.5
meV), together with an estimate of the slip length from the flow profiles (b). Note
we did not fit ts in the case where /0 = 1.25, as the contact angle falls in the
range of activated capillarity (see main text). The values of θc have an error of ±5◦,
whereas the uncertainty in tcalcs is about ±30%.
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Figure 5.11: Plots of H(t) for the model and MD data, where the column height
predicted by the model has been scaled to match the observed density.
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110◦. As noted earlier, in the simulations we observe that the density of the liquid
in the column is increased relative to that in the droplet, particularly in the case of
θc ≈ 110◦. In this case, the average density of the droplet is ρd ≈ 59 nm−3, whereas
the encapsulated column has a density of ρc ≈ 65 nm−3. This is not unexpected,
given the strong layering of the fluid that is apparent in Fig. 5.10. Although the
model assumes an incompressible fluid, it can be corrected ad hoc by scaling the
predicted column height to match the observed density change. More precisely,
we swap the constant volume constraint in our model for mass conservation:
Vcρ¯c + Vsρ¯s = V0ρ¯s,
where V0 is the initial droplet volume; Vc and Vs are the volume of the encapsu-
lated cylinder and the protruding droplet respectively, whilst ρ¯c and ρ¯s are the cor-
responding mean densities. In dimensionless form, this simply requires modifying
the constraint (5.23) to:
3ρH ≈ 4(R30 − R3), (5.28)
where ρ ≡ ρc/ρs.
The results of such scaling are shown in Fig. 5.11. Improved fits suggest that
the change in density (≤ 5 − 10%) and layering of the liquid that occurs in the
liquid column only slightly affect the dynamics. We also found that the shape of
the protruding droplet deviates from that of a sphere, particularly towards the end
of encapsulation.
5.5 Discussion and Conclusions
Based on the results presented in this chapter, a number of conclusions can be
drawn. First of all, our continuum model predicts capillary absorption of non-
wetting droplets below a critical droplet size. This result is consistent with the sim-
ulated capillary absorption of palladium nanoparticles by CNTs, indicating that it
extends to the nanoscale. This, in turn, suggests an upper limit on the diameter
of a CNT that can be grown from a catalyst particle of a given size. If the catalyst
particle is too small relative to the size of the nucleated tube, the particle will pre-
sumably be absorbed during growth which may then terminate. Conversely, in the
context of capillary withdrawal discussed in Chapter 4, the catalyst must exceed
a certain critical size to successfully retract from the inner cavity. Such a limit ap-
pears to be consistent with observations of the relationship between tube diameter
and catalyst particle size [165].
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We also used our continuum model to investigate the dynamics of capillary ab-
sorption of nanodroplets by CNTs. En route we found and exact analytical solution
to Marmur’s equation for capillary absorption of small droplets [181]. The solution
predicts a super-linear penetration rate near the point of complete encapsulation,
which is in good agreement with what was observed in MD simulations. The good
quantitative agreement between the solution and the MD simulations supports the
use of the Lucas-Washburn approach for modelling nanoscale capillary flows, pro-
viding one accounts for the finite size of the droplet.
A number of applications could potentially stem from these conclusions. For
starters, our modelling indicates that it should be possible to fill CNTs with non-
wetting liquids (metals in particular), providing the liquid droplets are sufficiently
small. This may lead to new synthetic routes for composite nanofibres as well as
production of nanodevices from CNTs and metal nanoparticles.
In addition, the generalization of the Lucas-Washburn equation to the case of
finite droplets achieved here should be useful for modelling the wicking of droplets
into porous media, or any other capillary flowwhere the drop size is comparable to
the pore radius. Also, the hydrodynamic equation (5.24) and its solution (5.26) are
able to describe the operation of a nanopipette if the meniscus pressure is replaced
by a constant driving pressure.
To conclude this chapter, we point out possible directions for future work. It
is likely that the stronger catalyst binding at CNT edges, which was conveniently
ignored in this chapter, may have an effect on capillary absorption. Also, even
though our continuum model applies to supported particles, the effects of a sup-
porting surface have not been investigated atomistically. It may be worthwhile
pursuing these issues further, as they could bear significant implications in the
context of CNT growth.
Chapter 6
Summary and Conclusions
Selective synthesis of CNTs is still a challenge for experimentalists and theoreti-
cians. The main motivation behind this work was to advance the current state
of knowledge and understanding of CNT growth mechanisms. Given that CVD-
based synthesis is believed to be the most suitable for industrial-scale applications,
only mechanisms relevant to this particular class of growth methods were con-
sidered. We chose to focus on three particular phenomena: the melting and pre-
melting of catalyst particles, the dewetting process during CNT nucleation, and
capillary absorption of small droplets by fully-grown nanotubes. These phenom-
ena were analysed with continuum modelling and MD simulations, which con-
sequently led to interesting results and valuable insight. Although our findings
do not offer a complete solution, they constitute significant progress towards un-
derstanding (selective) CNT growth. They also bear more general and fundamen-
tal impact, conveying the role of substrate effects in solid-liquid phase transitions,
as well as suggesting potential nanofluidic applications. We will now summarise
these findings and draw final conclusions.
In Chapter 3 we demonstrated how epitaxial relationship can affect the melting
and pre-melting behaviour of supported catalyst particles. We used atomistic sim-
ulations to verify that substrates with favourable epitaxy can significantly raise the
melting temperature of nanoclusters. The magnitude of this effect can be compa-
rable to the melting point depression due to curvature. This suggests that a well-
chosen supporting surface can effectively stabilise the (quasi-)crystalline phase of
catalyst particles. If substrate binding is sufficiently strong, the substrate crystal
structure may also induce a particular orientation of crystal planes within the cat-
alyst. Consequently, epitaxial effects can potentially be used to influence the cat-
alytic activity of supported catalysts. This indicates that the substrate crystal struc-
ture alone may have an effect on the properties of CNTs. It should be emphasised
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that substrate atomic roughness played a key role in this study, suggesting that its
inclusion may be necessary for accurate modelling of supported nanoclusters.
The aim in Chapter 4 was to gain an understanding of dewetting - a process
where the catalyst particle unbinds from the inner walls of a nucleated tube. Two
seemingly distinct dewetting mechanisms were identified and then modelled for
the first time: cap lift-off and capillary withdrawal - both of which have been previ-
ously observed in-situ. Our modelling was based on the belief that after dewetting,
be it via lift-off or withdrawal, a growing tube continues to lengthen whilst its chi-
ral vector remains fixed. Thus, a model that would predict the dewetting point
could potentially be used to forecast the structure of CNTs.
To unify cap lift-off and capillary withdrawal, we proposed that they are es-
sentially the same process occurring in two different regimes. The rigidity of the
catalyst relative to that of the nucleating CNT ultimately determines whether lift-
off or withdrawal will occur. Using a continuum approach it was demonstrated
that these processes can be modelled as an elastocapillary phenomenon, described
solely in terms of elastic and surface energies. Two toy-models were derived, both
predicting a lower bound on the catalyst size from which a particular CNT can
grow from. This lower bound yields a critical catalyst size that is always greater
than the inner diameter of the growing cap (or tube). Its dependence on model
parameters was qualitatively verified with MD simulations, although quantita-
tive discrepancies suggest that our models require further amendments. We also
demonstrated that the lift-off mechanism is sensitive to cap topology. It was shown
that very large caps, as well as caps with microscopic defects in them, are less likely
to lift completely and tend to get trapped in partially lifted states. These findings
indicate that it may be possible to identify cap structures that are more likely to lift
from a particular (rigid) catalyst particle. Perhaps there also hides a direct connec-
tion between catalyst properties and CNT chirality.
Our simulations of capillary withdrawal showed that smaller particles are less
likely to retract from a nucleated tube. This size dependence was studied in greater
depth in Chapter 5, but in the context of capillary absorption. We derived a contin-
uum model, based on a surface energy balance, predicting the possibility of capil-
lary absorption of non-wetting droplets. The additional driving force was shown
to result from the Laplace pressure acting on the droplet, pushing it inside the tube
even if the meniscus is convex. Consequently, the conditions for spontaneous and
activated capillary absorption were shown to be a function of droplet size. The
model predictions were verified with MD simulations, indicating that they extend
to the nanometre scale. These findings reinforce our conclusions drawn from the
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study of capillary withdrawal, also yielding an upper limit on CNT diameters that
can stem from a catalyst particle of a given size. They also suggest new methods
for filling CNTs with non-wetting fluids, providing the liquid droplets are suffi-
ciently small, and give an explanation for the capillary absorption of non-wetting
metals during synthesis. Furthermore, we explored the effect of droplet size on the
dynamics of capillary absorption. The initiative had little to do with CNT growth,
as we were merely curious whether continuum hydrodynamics could accurately
describe fluid flow at the nanometre scale. This distraction led to a number of
interesting findings, which support the use of the Lucas-Washburn approach for
modelling nanoscale flows, provided one uses slip boundary conditions and ac-
counts for the finite size of the droplet.
In the end, this thesis does not completely solve the outstanding problem of
selective CNT growth. The growth process in itself is an intricate interplay be-
tween numerous physical and chemical mechanisms, governed by a plethora of
parameters. Gaining sufficient control over it remains a formidable problem, both
theoretically and experimentally, and it may not even have a solution. However,
this work offers promising new perspectives on the subject and suggests directions
for future work.
Appendix A
Fluctuations
In statistical mechanics the equilibrium state is defined by its overwhelming likeli-
hood, but deviations from equilibrium also have non-zero statistical weight. Hence,
at any instant t, the quantity δX (t) ≡ X (t) − 〈X〉 is not necessarily zero. Natu-
rally, the larger the magnitude of δX , corresponding to greater fluctuations, the
less likely it is to be observed. Of course, statistical fluctuations have 〈δX〉 = 0 in
equilibrium, since the deviations are symmetric about the mean value. However,
the squares of these deviations, namely δX 2 = (X−〈X〉)2, as well as their ensemble
averages 〈δX 2〉 = 〈X 2〉−〈X 〉2, can be used to relate different macroscopic variables
to each other or to microscopic quantities. For instance, one can calculate the heat
capacity of an NVT system from the mean squared energy fluctuations:
CV ≡ dE
dT
=
〈δE2〉
kBT 2
. (A.1)
Even though thermodynamic fluctuations are chaotic, they often exhibit unique
short-term correlations. These can be analysed using time auto-correlation func-
tions of the form CX (∆t) ≡ 〈X (t0 +∆t)X (t0)〉. Time correlation of the correspond-
ing statistical noise is given by:
CδX (∆t) = 〈δX (t0 +∆t)δX (t0)〉 = 〈X (t0 +∆t)X (t0)〉 − 〈X 〉2. (A.2)
In equilibrium, the correlations should be independent of t0 and, due to their chaotic
nature, must dissipate at long times, i.e. CδX (∆t)→ 0 as ∆t→∞.
Autocorrelation of fluctuating microscopic quantities are related to a number
of phenomenological transport coefficients via Green-Kubo formulae [205]. For in-
stance, the viscosity of a fluid at rest can be calculated from the integral of shear-
stress auto-correlation:
η =
1
kBT
lim
τ→∞
∫ τ
0
〈Pxy(0)Pxy(t)〉dt. (A.3)
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Similarly, the phenomenological proportionality constant in Fick’s law, namely the
self-diffusion coefficientD, is related to correlations in constituent particle velocities:
D =
1
3
lim
τ→∞
∫ τ
0
〈v(0) · v(t)〉dt. (A.4)
It is well known that for every Green-Kubo formula there is a formally equivalent
Einstein expression, which relates phenomenological transport coefficients to the
mean squared displacement of certain microscopic quantities. For example, equa-
tion (A.4) can be alternatively written as:
D = lim
τ→∞
1
6τ
〈‖r(τ)− r(0)‖2〉. (A.5)
Decorrelation of statistical noise with time can also tell us how an equilibrated
system, with a well-defined Hamiltonian H in its undisturbed state, might re-
spond to a permanent change ∆H applied externally at t = 0. The moment
this perturbation is applied, the equilibrium values of dynamical variables change.
Hence, the system is likely to be out of equilibrium at that instant, i.e. X˜ (0)−〈X〉 6=
0, where 〈X 〉 is the new equilibrium and X˜ (0) is the instantaneous value at the
time of perturbation. However, if left undisturbed henceforth and allowed to equi-
librate, one could ask how X˜ (0) relaxes to 〈X 〉. Provided (X˜ (0)− 〈X〉)2 ∼ 〈δX 2〉, or,
equivalently, if |∆H |  |H |, then it can be shown, with the help of linear response
theory [209, 210], that the relaxation ∆X˜ (t) ≡ X˜ (t) − 〈X〉 → 0 is directly related to
the decay of correlations in δX , at least to first order. More precisely:
∆X˜ (t) ' α〈δX (0)δX (t)〉, (A.6)
where α is a constant related to equilibrium temperature and the magnitude of
the force that caused the initial disturbance. This result is a simplified form of the
fluctuation dissipation theorem and its complete derivation (with proof) is presented
in Ref.[92].
Appendix B
Velocity Verlet
Following Tuckerman et al. [211], the velocity form of Verlet algorithm is derived
using Liouville’s formulation of classical mechanics. In this formulation, time
evolution of any dynamic quantity X (Γ) is governed by the classical propagator
exp(iLˆt), i.e. X (t) = exp(iLˆt)X (0). This interpretation is useful conceptually, but of
little practical use in this mathematical form. However, we can choose to split the
Liouville operator into a momentum part and position part:
Lˆ = Lˆp + Lˆr, (B.1)
where Lˆp ≡ p˙ ·∂/∂p and Lˆr ≡ r˙ ·∂/∂r. Since operators usually do not commute, we
cannot immediately separate the propagator in a similar fashion: exp(iLˆrt+iLˆpt) 6=
exp(iLˆrt) exp(iLˆpt). Instead, we can employ the Trotter identity [212]:
exp
(
iLˆrt + iLˆpt
)
= lim
P→∞
[
exp
(
iLˆpt/(2P )
)
exp
(
iLˆrt/P
)
exp
(
iLˆpt/(2P )
)]P
and consider a large but finite P . At this point it is fitting to define the timestep
δt ≡ t/P and approximate the propagator:
exp
(
iLˆt
)
'
[
exp
(
iLˆpδt/2
)
exp
(
iLˆrδt
)
exp
(
iLˆpδt/2
)]t/δt
. (B.2)
It now becomes apparent how time evolution corresponds to successive applica-
tion of three operators in the square brackets every timestep. Also note that the
effect of exp
(
iLˆrδt
)
and exp
(
iLˆpδt
)
is a simple shift of coordinates: {r(0)}N →
{r(0) + r˙(0)δt}N and {p(0)}N → {p(0) + p˙(0)δt}N respectively. Hence, during each
timestep, X evolves like so:
X (Γt+δt) = exp
(
iLˆp
δt
2
)
exp
(
iLˆrδt
)
exp
(
iLˆp
δt
2
)
X
(
{r(t)}N , {p(t)}N
)
= exp
(
iLˆp
δt
2
)
exp
(
iLˆrδt
)
X
(
{r(t)}N ,
{
p(t) +
δt
2
p˙(t)
}N)
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= exp
(
iLˆp
δt
2
)
X
({
r(t) + δtr˙
(
t +
δt
2
)}N
,
{
p(t) +
δt
2
p˙(t)
}N)
= X
({
r(t) + δtr˙
(
t+
δt
2
)}N
,
{
p(t) +
δt
2
p˙(t) +
δt
2
p˙(t+ δt)
}N)
,
which, keeping in mind that p = mir˙i, corresponds to the following coordinate
transformation:
ri(t)→ ri(t + δt) = ri(t) + r˙i(t+ δt/2)δt
r˙i(t)→ r˙i(t + δt) = r˙i(t) + [r¨i(t) + r¨i(t + δt)] δt/2.
Note that, when advancing the velocities, it is more efficient to split the calculation
of r˙i(t + δt) into two stages. We first advance the velocities by half a timestep:
r˙i(t+ δt/2) = r˙i(t) + r¨i(t)δt/2. (B.3)
Then we update the positions ri(t) → ri(t + δt) and carry out the force calculation
to determine r¨i(t + δt). Finally, the velocities are advanced by another half-step:
r˙i(t+ δt) = r˙i(t +
1
2
δt) +
1
2
δtr¨i(t + δt). (B.4)
This is precisely the velocity form of Verlet integration [90]. Incidentally, the origi-
nal Verlet scheme cannot be derived using the classical propagator. However, since
the separation of the Liouville operator in (B.1) is completely arbitrary, this ap-
proach can be used to generate completely new integration schemes. For example,
simply swapping Lˆr and Lˆp in (B.1) already gives rise to a different variant of the
Verlet integrator with different numerical properties [211].
Appendix C
Order Parameters
Here we give an overview of order parameters that are often used to characterise
solid-solid and solid-liquid phase transitions. Some of them are also used for clas-
sifying the local structure of an individual atom.
Lindemann Indices
One of the most used order parameters for distinguishing “solid” from “liquid” is
the local Lindemann index δ. As the name suggests, it originates from Lindemann’s
melting criterion, and for every atom i it is defined as:
δi = (N − 1)−1
∑
j 6=i
√
〈r2ij〉 − 〈rij〉2
/
〈rij〉 (C.1)
where rij is the distance between atoms i and j, and N is the total number of
atoms. Physically, this parameter is a measure of vibration in interatomic sepa-
rations, which should have a critical value at the melting point according to Lin-
demann’s theory. Indeed, MD simulations have shown that liquids tend to have a
sporadic distribution of δi’s with amean value 〈δi〉N > 0.1, whereas solid atoms un-
dergoing harmonic-like vibration yield sharper distributions with 〈δi〉N < 0.1. This
critical value 〈δi〉N is not quite universal, because Lindemann indices are sensitive
to system size and other factor that affect atomic vibration.
Two major disadvantages of δi is that it is an average quantity and it is insensi-
tive to crystal structure. Thus, it cannot describe the dynamics of the instantaneous
liquid fraction, and it cannot be used to characterise solid-solid transitions. It is
also computationally intensive, but its poor scaling can be improved by averaging
each δi over the ∼ 12 nearest neighbours only, as opposed to the remaining N − 1
atoms. Nonetheless, despite its shortcomings and limitations, Lindemann indices
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are based on a well-established theory, and they are handy for identifying the melt-
ing point and equilibrium phase separation in partially molten nanoparticles.
Atomic Diffusivity
An obvious feature of the liquid state is the mobility of constituent atoms, which
is different in nature from that of the solid state. Liquid atoms are free to diffuse
and explore the entire volume of the nanoparticle, whilst solid atoms are bound to
a particular lattice site and oscillate around it. Hence, it seems natural to classify
atoms as either “solid” or “liquid” based on their diffusivity.
Indeed, NVE trajectories of phase-coexisting nanoparticles do exhibit a bimodal
distribution of atomic diffusivity [130]. The distribution is sensitive to the choice
of ∆t, which appears in equations (A.4) and (A.5), and it is imperative to ensure
that∆t is long enough to resolve the two peaks, but also short enough to minimise
phase switching among atoms during that time interval. However, the two peaks
overlap, which introduces some ambiguity in the classification. This ambiguity
is more apparent in systems with relatively large solid-liquid interfaces, because
atoms near the interface switch phase more frequently. Consequently, this method
is less effective for clusters undergoing surface melting, which is a dominant pre-
melting mechanism in canonical simulations. Also, the use of a thermostat typ-
ically distorts the dynamics of constituent atoms, hence relying on diffusivity to
classify atoms in NVT trajectories could be problematic.
Calculating diffusion coefficients is computationally cheap and is usually done
in the post-processing step. However, atomic diffusivity is technically not an in-
stantaneous quantity because it is evaluated from two instances along the trajec-
tory ri. Despite this time coarse-graining, it is a useful order parameter because,
unlike δi, it does not require averaging over the ensemble. This allows us to track
the collective dynamics of the liquid and the solid fractions.
Steinhardt Parameters
Another useful alternative is the Steinhardt q6 parameter, which is a member of a
whole family of order parameters based on spherical harmonics [147]. To compute
a general ql, we first assign to each atom i a complex vector:
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(rij), (C.2)
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where Nb(i) is the number of nearest neighbours of atom i, l is a free integer pa-
rameter and m = −l,−(l − 1) . . . (l − 1), l. The functions Ylm(rij) are the spherical
harmonics of the relative position vector rij . Steinhardt order parameters are then
defined by:
ql(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm(i)|2, (C.3)
where |qlm(i)|2 = qlm(i)q∗lm(i) as per usual. Each ql(i) is effectively a function of
the angles between vectors to the nearest neighbours, and hence invariant under
translation. Depending on the choice of l, these parameters are sensitive to different
crystal symmetries. For instance, q6 and q4 are a good choice for distinguishing
between cubic and hexagonal structures, as well complete disorder.
Plotting the distribution of ql for a set of atomic trajectories typically yields a
superposition of peaks corresponding to each crystal symmetry present in the sys-
tem. These peaks are usually broadened by thermal fluctuations, which causes
overlap and, hence, uncertainty in the classification. To reduce the overlap area,
Lechner and Dellago have proposed to average each qlm(i) over the Nb(i) nearest
neighbours and i itself [148]. The averaged parameter q¯lm(i), defined as:
q¯lm(i) =
1
Nb(i) + 1
qlm(i) + Nb(i)∑
j=1
qlm(j)
 , (C.4)
is then substituted into (C.3) instead of qlm(i), yielding a modified order parameter
q¯l(i). This spatial coarse-graining leads to a significant reduction in the overlap
area between peaks in ql-distributions, particularly those corresponding to liquid
disorder and FCC symmetry.
Common Neighbour Analysis
A very powerful scheme for identifying various crystal symmetries in atomic con-
figurations is the common neighbour analysis (CNA) [213]. It is based on a tech-
nique first used by Blaisten-Farojas [214] for decomposing first two peaks of the
pair correlation function g(r). This approach was extended by Honeycutt and An-
dersen [215], who then used it to identify local order in Lennard-Jones clusters.
Since then, CNA proved to be a robust method for characterising solid-solid recon-
structions in MD simulations of metal nanoparticles [34, 216, 136].
In the CNA algorithm of Faken and Jo´nsson [213], each atomic pair is assigned
a set of four Honeycutt indices: αjkl. This convention ensures unique correspon-
dence between numbers αjkl and the possible local symmetries. First index is the
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peak number in the radial distribution function that the pair corresponds to. Usu-
ally only nearest neighbours (or “bonded” atoms) are considered, hence α = 1
and jkl become the only relevant indices. Integer j represents the number of near-
neighbours shared by the pair, whereas k is the number of “bonds” among the
common neighbours. Index l is the number of bonds in the longest bond-chain
formed by the common neighbours.
Once all the Honeycutt indices are computed, every atom will have an associ-
ated set of jkl’s, with each member of that set corresponding to a “bond” with a
particular near-neighbour. These signatures are then used to characterise the local
order around each atom. In bulk Lennard-Jones systems, Honeycutt and Andersen
found that a perfect FCC lattice can be characterised by pairs of type 421, which
is the only index that appears for α = 1. A bulk HCP crystal contains indices 421
and 422 of equal ratio, whereas icosahedral order is characterised by bond pairs of
type 555. Many other indices appear in more disordered systems, whilst the abun-
dance of 421 and 422 diminishes significantly. Cleveland et al. have tabulated the
characteristic Honeycutt indices for various atomic arrangements found in metal
nanoparticles [216].
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