Spline Smoothing is used to filter out noise or disturbance in an observation, its performance depends on the choice of smoothing parameters. There are many methods of estimating smoothing parameters; most popular among them are; Generalized Maximum Likelihood (GML), Generalized Cross-Validation (GCV), and Unbiased Risk (UBR), this methods tend to overfit smoothing parameters in the presence of autocorrelation error. A new Spline Smoothing estimation method is proposed and compare with three existing methods in order to eliminate the problem of over fitting associated with the presence of Autocorrelation in the error term. It is demonstrated through a simulation study performed by using a program written in R based on the predictive Mean Score Error criteria. The result indicated that the predictive mean square error (PMSE) of the four smoothing methods decreases as the smoothing parameters increases and decreases as the sample sizes increases. This study discovered that the proposed smoothing method is the best for time series observations with Autocorrelated error because it doesn't over fit and works well for large sample sizes. This study will help researchers overcome the problem of over fitting associated with applying Smoothing spline method time series observation.
Introduction
In non-parametric regression, smoothing is of great importance because it is used to filter out noise or disturbance in an observation; it is commonly used to estimate the mean function in a nonparametric regression model, it is also the most popular methods used for prediction in non-parametric regression models, the general spline smoothing model is given as:
Where; y i is the observation values of the response variable, f is an unknown smoothing function, X i is the observation values of the predictor variable and ε i is zero mean Autocorrelated stationary process. The main objective of this research is to estimate f (.) when x i = t i but not necessarily equally spaced, with t 1 < . . . < t n (time) and ε i is assumed to be correlated [1] . Therefore, this research shall consider the spline smoothing for non-parametric estimation of a regression function in a time-series context with the model;
Where; Y i = observation values of the response variable, f = an unknown smoothing function, t i is the time for i = 1 . . . n, and e ti = zero mean Autocorrelated stationary process.
Smoothing spline arises as the solution to a nonparametric regression problem having the function f(x) with two continuous derivatives that minimizes the penalized sum of squares;
Where;  denotes a smoothing parameter, that is, the rate of exchange between residual error and roughness of the curve f, the parameter λ controls the trade-off between goodness-of-fit and the smoothness of the estimate. If λ is 0 then | ( ) simply interpolates the data, if λ is very large, then | ( ) will be selected so that | ( ) is 0, which implies a globally linear least-squares fit to all data [2] . There are vast literatures on Spline Smoothing modeling of time series data in the presence Autocorrelated error; [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] .
The aim of this study is to propose a new Smoothing method (PSM) by modifying two of the existing spline smoothing methods (i.e. the Generalized Cross Validation (GCV) and Unbiased Risk (UBR)) and compare this modified smoothing methods with three existing estimation methods namely; Generalized Maximum Likelihood (GML), Generalized Cross Validation (GCV) and Unbiased Risk (UBR) for time series observations in the presence of Autocorrelated error in order to eliminate the problem of over fitting associated with the presence of Autocorrelation in the error term. Section one presents the introduction to the study. Section two reviews the existing spline smoothing method and the proposed selection method, Section 3 presents the Monte Carlo simulation study, equation used for generating values in simulation experimental design and data generation, section four compares the four methods via a simulation study, and finally, the result discussion and conclusion were presented in last section.
Parameter Estimation

Generalized cross-validation (GCV) with autocorrelation structure
The term generalized cross-validation (GCV) was coined by [17] and was applied by [18, 19, 20] introduced the Autocorrelation structure in GCV, this is given as;
Where; (Sλ) = the ith diagonal element of smoother matrix, V = the correlation structure, y = (y l , . . . ,yn)
T and f = (f(t1) ,. . . ,f(tn)) T
Generalized maximum likelihood (GML) estimation method with autocorrelation structure
The Generalized Maximum Likelihood (GML) estimation method is an empirical Bayes type criteria developed by [21, 22] while [3] proposed the GML methods for correlated observations with one smoothing parameter given by;
Where; det + (I -S λ ) is the product of the n -m nonzero eigenvalues of (I -S λ ), λ is Smoothing parameter, W is the correlation structure, S λ is the diagonal element of smoother matrix, n is n 1 + n 2 , Pairs of measurement/observations and m is number of zero eigenvalues.
Unbiased risk (UBR) estimation method with autocorrelation structure
The UBR method or CP criterion was suggested by [23] and had been applied successfully by [24, 25, 26, 27] , but [3] provides UBR method with a known Autocorrelation structure for selecting smoothing parameters for spline estimates with non-Gaussian data. It is written as;
Where; n is the pairs measurement/observations{ , }, W is the correlation structure, λ is Smoothing parameters, S λ = is the ith diagonal element of smoother matrix.
Proposed smoothing method (PSM) with autocorrelation structure
A Spline Smoothing model is defined as;
Where; Y is the observation values of the response variable, X is the predictor variable, f is Regression function and  is error term. There is a number of option to consider when model (7) above, they include;
Data transformation, additive terms e.g. quadratic or cubic term and Spline smoothing. This study is interested in Spline Smoothing because it considers non-linearity based on the regression curve by introducing a kink or bends in the y i , this kinks is produced by hinge function and the point of bend on the fit is called knots. Spline Smoothing is simpler to plot and easy to interpret when the relationship is between y and (x, x 2 ). The number of knots is denoted by  , model (7) above can also take the form;
The main purpose of the conversional regression analysis is to minimize the residual Sum of Square (RSS), if RSS is used to compare regression models, the largest model would be chosen even though its not the best model. It is worthy to note that in Spline Smoothing, a method of selection known as Cross Validation (CV) was proposed by [28] . In place of RSS in the conventional simple regression analysis, the error term is therefore defined as
Recall that; = ( ), for the observed and = ( )for the fitted value when a number of knots are introduced, then;
Cross Validation method is defined in terms of variance, thus;
The main of this proposed selection method was to minimize the variance as much as possible in order to have a precise estimate of the parameter of interest,
Where;
is smoothen matrix, it is the squared diagonal matrix and its diagonal entries are denoted by;
Recall that;
Where; I is an identity matrix and [ − ( ) ]is a squared matrix with diagonal entries; [ − ( ) ].
Remember that; = ( ) and = ( ) = ( ), CV selection method is therefore given as;
Since the Euclidean distance makes use of the summation and trace of a matrix, a new spline smoothing selection method was proposed by [28] called Generalized Cross Validation (GCV) defined as;
GCV uses additives operation by considering Euclidean distance and trace of a matrix;
Using Multiplicative operations, another Spline Smoothing selection method was proposed by [29] called Generalized Maximum Likelihood (GML) defined as;
Where; m is number of zero eigenvalues, n -m = non-zero eigenvalues of (1 -S λ ) for correlated error terms
. Where; W = the correlation structure GML becomes modified as;
To extend GCV, Unbiased Risk method was proposed with correlation structure;
And from equation (15), GCV method for estimating spline smoothing (λ) in the presence of autocorrelation structure was given by,
A new Spline Smoothing estimation method is proposed to allow for the presence of correlation structure when UBR (19) and GCV (20) methods were modified when k is set as 1, as seen below;
Combining equations (19) and (20) and substituting k = 1,
Now the behavior of the minimize λ in GCV and UBR methods under the substituted value of k = 1 yield.
Factorizing equation (22) 
The Proposed Smoothing Method (PSM) we derived is the minimizer of V (λ) given by
Where; n is Pairs of observations, λ is the Smoothing parameter, W and − ( − ) are the Autocorrelation structures and S λ is the diagonal element of smoother matrix.
Materials and Methods
Equation used for generating values in simulation
A simulation study is conducted to evaluate and compare the performance of the four estimation methods presented in previous sections. The model considered is
Where; ε's are generated by a first-order autoregressive process AR (1) with mean 0, standard deviations 0.8 and 1.0 and first-order correlations (i.e. ρ = 0.2, 0.5 and 0.8) and its 95% Bayesian confidence interval.
Experimental design and data generation
The experimental plan applied in this research work was designed to have three time series sample Sizes (T) of 20, 60 and 100, three Autocorrelation levels, i.e.  = 0.2, 0.5 and 0.8, four smoothing functions were considered i.e. λ = 1, 2, 3 and 4, two standard deviation were considered, i.e. σ = 0.8 and 1.0. The data were generated for 1000 replications for each of the 72 2 4 3 3     combinations of cases n,  , λ, and σ. The criterion used is the PMSE values to evaluate  fˆcomputed according to each of the estimation given as;
The Predictive Mean Square Error can be divided into two terms, the first term is the sum of square biases of the fitted values while the second is the sum of variances of the fitted values.
Where; ( ) is the observed value and ( ) = fitted/predicted/estimated value [30] . Simulation study was performed by using a program written in R, it was used to estimate all the model parameters, the criterion, the effect of autocorrelation on the estimated parameters and the performances of the four estimation methods i.e. Generalized Maximum Likelihood (GML), Generalized Crossed Validation (GCV), Unbiased Risk (UBR) and the Proposed Smoothing Method (PSM).
Results
In this study, the results of the proposed Spline smoothing estimation method was compared with three existing estimation methods namely; the Generalized Cross-Validation, Generalized Maximum Likelihood and Unbiased Risks, the Predictive mean square errors criterion was used to measure their efficiency.
4.1 Performance of the four smoothing methods based on predictive mean square error criterion when σ = 0.8 Table 1 presents the predictive mean square error for the four estimators, three sample sizes, four spline smoothing levels and three correlation error levels at 0. The predictive mean square error (PMSE) of GML decreases from 3.788134 at λ = 1, to 3.624478 at λ = 3 and then decreased to 3.615046 at λ = 4. At sample size 20 the predictive mean square error is 3.902353, it decreased to 2.328352 as the sample size increased to 60 and further decreased to 2.314015 as the sample size increased to 100. It is noticed that the PMSE of GML increases from 2.638143 to 2.804273 as the autocorrelation error level increases of 0.2 to 0.5, but decreases from 2.804273 to 2.625861 as the autocorrelation level increases from 0.5 to 0.8. For all the other increase in autocorrelation error levels, the PMSE increased correspondingly, thus there is efficiency in GML. For the Proposed Smoothing Method (PSM), it was discovered that the predictive mean square error increases as the autocorrelation level increases and decreases as the sample size increases. At sample size 20 the predictive mean square error of 4.208490 at λ = 2 decreases to 4.202272 at λ = 3 and further decreases to 3.615946 when λ = 4. The predictive mean square error of PSM decreases as the sample size increases, for λ = 1 and autocorrelation level of 0.2. PSM decreased from 4.188747 at sample size = 20 to 2.853925 at sample size 60 and further decreased to 2.287803 at sample size 100. The predictive mean square error of PSM increases from 2.853925 to 1.822216 as the autocorrelation error level increases of 0.2 to 0.5 for sample size is 60 and increases from 1.822216 and 1.812007 as the autocorrelation error level increases of 0.5 to 0.8 for sample size is 60. The predictive mean square error for UBR increases as the autocorrelation level increases and decreases as the smoothing levels and sample sizes increase. At sample size 20 the predictive mean square error of 3.777261 at λ = 1, decreases to 3.469432 at λ = 2, decreases to 3.416732 at λ = 3 but increased slightly to 3.98581 when λ = 4. The predictive mean square error of UBR decreases as the sample size increases, for λ = 2 and autocorrelation level of 0.5, UBR decreases from 3.469432 at sample size = 20 to 1.88788 at sample size 60 and further decreased to 1.431244 at sample size 100. The predictive mean square error of UBR increases from 3.416732 to 3.526772 as the autocorrelation error level increases of 0.2 to 0.5 for sample size is 20 and increases from 3.526772 and 3.611808 as the autocorrelation error level increases of 0.5 to 0.8 for sample size the same sample size. Table 2 presents the predictive mean square error for the four estimators, three sample sizes, four spline smoothing levels, three correlation error levels and at 1.0 sigma level. It was discovered that for GCV, at α = 0.5 and sample size 20 the predictive mean square error of 2.217985 at λ = 1, decreases to 2.038837 at λ = 2, decreases to 1.975886 at λ = 3 and further decreased to 0.873763 when λ = 4. The predictive mean square error increases as the level of autocorrelation increases from 2.217985 when α = 0.2 to 4.652218 when α = 0.5 and to 5.219997 when α = 0.8 for smoothing function (λ) = 1 and sample size = 20. It was also discovered that for smoothing function (λ) = 2, the predictive mean square error decreases as the sample size increases; at n = 20 the PMSE decreased from 2.038837 to 1.036064 at n = 60 and further deceased to 0.106917 at n = 100.
The predictive mean square error (PMSE) of GML decreases as the smoothing parameter increases. For small sample size and at α = 0.8, the predictive mean square error decreased from 1.460676 at λ = 1 to 1.191663 at λ = 2 then decreases to 1.152826 at λ = 3 and further decreased to 1.139958 at λ = 4. The predictive mean square error of GML decreases as the as the sample size increases. At sample size 20 the predictive mean square error is 1.402249, it decreased to 1.285324 as the sample size increased to 60 and further decreased to 0.917754 as the sample size increased to 100. It is noticed that the predictive mean square error of GML increases from 1.344602 to 2.150393 as the autocorrelation error level increases of 0.2 to 0.5, and increases from 2.150393 to 2.723054 as the autocorrelation level increases from 0.5 to 0.8. Thus there is efficiency in GML, but it was observed that predictive mean square error decreased as the autocorrelation error level increases. The predictive mean square error for UBR increases as the autocorrelation level decreases as the smoothing level and sample size increases.
At sample size 20 the predictive mean square error of 3.946115 at λ = 1, decreases to 2.285086 at λ = 2 to 2.166318 at λ = 3 and further decreases to 1.259853 when λ = 4. The predictive mean square error of UBR decreases as the sample size increases, for λ = 4 and autocorrelation level of 0.8, UBR decreases from 2.549091 at sample size = 20 to 2.412688 at sample size 60 and further decreased to 1.540203 at sample size 100. The predictive mean square error of UBR increases from 2.166318 to 2.202126 as the autocorrelation error level increases of 0.2 to 0.5 for sample size is 20 and increases from 2.202126 to 2.563679 as the autocorrelation error level increases of 0.5 to 0.8 for sample size the same sample size, but it was observed that predictive mean square error decreased as the autocorrelation error level increases. Figs. 1 and 6 presents the predictive mean square error estimates of GCV, GML, PSM and in 1000 replications. From these plots we can see that the PSM and UBR estimates have small PSMEs compare with GCV and GML. We conclude that all four methods estimate the smoothing parameters and the functions well but the PSM and UBR provide better estimates than GCV and GML in terms of mean-square error. The PSM method is more stable when the sample size is small, such as when N = 20 while UBR method performs slightly better when N = 60. In this case there were several replications where GCV and GML providing more estimates of smoothing parameters which lead to undersmoothing of the data. This behavior of the GCV method was investigated in Wahba and Wang (1993) and Wang (1998).
Discussion and Conclusion
In this study, Spline smoothing estimation method for time series observations in the presence of Autocorrelated errors were compared based on three sample sizes. The simulation result under the finite sampling properties of PMSE criterion shows that all smoothing methods were consistent but adversely affected by the presence of Autocorrelation in the error term, the smoothing methods ranks as follows, PSM, GML, UBR and GCV. The result suggested that PSM should be preferred when Autocorrelation level is mild and high (α = 0.5 -0.8) and for low Autocorrelation levels in the observations, (i.e. α = 0.2 -0.5) the Unbiased Risk (UBR) should be considered. It was also observed that GCV and GML were mostly affected by the presence of Autocorrelation and therefore had an asymptotically similar behavioural pattern. The study also discovered that the Proposed Smoothing method is preferred mostly at the large sample size and the proposed Smoothing method do not over fit, as shown in the figures above.
