Within the target tracking community there is strong interest in computing a ranked set of assignments of measurements to targets. These k-best assignments are then used to determine good approximations to the data association problem. Much earlier work described algorithms which either had exponential worst case time or were not guaranteed to return the k-best assignments. Most recently, Danchick and Newnam DN93] described a fast algorithm for nding the exact k-best hypotheses. However, in the worst case, k! linear assignment problems must be solved. This correspondence describes an algorithm originally due to Murty Mur68] for optimally determining a ranked set of assignments in polynomial time and which is linear in k.
Introduction
There is considerable interest in the data association or motion correspondence problem, i.e. in determining which measurements originate from which features or targets in the environment. This problem has be extensively studied by the multi-target tracking and surveillance communities BSF88] where two algorithms have received considerable attention; the multiple hypothesis lter (MHT) of Rei79] and the joint probabilistic data association lter (JPDAF) of . While the MHT and JPDAF algorithms are quite di erent in spirit, they share two common stages. The rst validates measurements to targets (or features) in order to construct an association cost matrix. A non-zero entry, d i;j , indicates that measurement z i validated to target y j and the value d i;j denotes the cost of matching z i with target y j . Next, both the MHT and JPDAF require the enumeration of all legal assignment. 1 Each assignment also called an hypothesis, has an associated cost computed from a probability value which is used in subsequent calculations. Unfortunately, enumeration of all the hypothesis matrices is NP-hard. 2 To be published in IEEE Trans. on Aerospace and Electronic Systems. 1 A legal assignment of measurements to targets must satisfy the constraints that (1) a measurement can originate from only a single source target (often called the uniqueness constraints Ull79]) and (2) that a target can give rise to no more than one measurement per cycle. These constraints require that a legal set of assignments, represented as a hypothesis matrix, have no more than a single non-zero entry in any row and/or column.
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It is related to determining the permanent of a (association) matrix Min78]. The importance of the permanent representation is that Valiant Val79] has shown that the evaluation of the permanent of a general 0 ? 1 matrix is NP-hard. Consequently, Collins and Uhlmann CU92] infer that to compute the exact solution to the JPDA (and MHT) must also be NP-hard.
In general, a very good approximation can be obtained by looking at only the k most likely sets of assignments, the remaining hypotheses having neglibible e ect due to their very small probabilities. There is therefore strong interest in determining a ranked set of assignments. Of course, determining the k-best assignments must be accomplished e ciently, i.e. it must not involve enumeration then sorting of all possible sets. Recently, several papers have proposed approximate solutions to this problem. Nagarajan et al NCS87]
present an algorithm in which the k-best hypotheses are generated by an \easy search process instead of going through an extensive enumeration". The authors do not provide a theoretical analysis of the computational complexity of their branch and bound scheme. However, while evidence is presented to demonstrate that in some cases a very signi cant reduction in computation is achieved, in the worst case the cost may still be exponential. Brogan Bro89] provides an algorithm for determining a ranked set of p assignments. However, this set is not guaranteed to be the p-best, i.e. it is possible to miss certain good combinations. A su cient condition is provided to determine q p such that the rst q assignments are optimal. Once again, no formal analysis of the computational complexity is provided.
Danchick and Newnam DN93] recognize that nding the best hypothesis can be formulated as a classical linear assignment problem, see Section (2), and then show how modi cations to the cost matrix followed by repeated solutions to these new assignment problems allow the k-best assignments to be computed.
Danchick and Newnams' algorithm has two disadvantages. First, in the worst case, Danchick and Newnams' algorithm requires the solution of k! linear assignment problems. Though the average case is expected to be considerably better, it is highly desirable to reduce the order of this dependency. Second, at the end of each iteration (or \sweep") Danchick and Newnams' algorithm must identify and eliminate duplicate assignments.
In this correspondence, we describe an algorithm originally due to Murty Mur68] to optimally determine the k-best assignments in polynomial time. The number of linear assignment problems that must be solved is linear in k. In fact, \the computations required at each stage are the solving of at most (n?1) assignment problems, each of sizes 2, 3, : : :, n" Mur68]. The algorithm avoids solving duplicate assignment problems, thereby eliminating the need to compare and delete duplicate hypotheses. Finally, in the average case, the dimension of the assignment problems that must be examined decreases with k.
Algorithm
Consider rst the problem of nding the single most probable hypothesis. This can be cast as a weighted bipartite matching problem by constructing a bipartite graph in which each node on one side represents one of the measurements, each node on the other represents one of the targets, and each arc, < z i ; y j ; l >, gives the log likelihood, l, that measurement z i should be assigned to target y j . The log of the likelihood of a given assignment can be found by summing the log likelihoods of all the arcs that it speci es. Finding the best hypothesis, then, is a matter of nding the assignment that maximizes this sum. This is an instance of the classical assignment problem from combinatorial optimization, and can be solved very e ciently in polynomial time PS82].
To nd the k-best we use Murty's algorithm Mur68] for producing assignments in order of decreasing likelihood. This algorithm is guaranteed to nd the k-best assignments in polynomial time. A brief description of Murty's algorithm follows:
Given a solution, S, to an assignment problem, P, we can partition the assignment problem into a list of new problems with the following properties:
1. The set of valid solutions for any one of the problems in the list doesn't intersect with the set of solutions for any other problem in the list. That is, there are no duplicate problems.
2. The union of the sets of valid solutions for all the problems in the list is exactly the set of solutions for problem P, minus solution S.
Murty gives a method for computing this partitioning in O(N 2 ) time.
For the k-best algorithm, a list of problem/solution pairs is kept. Each pair consists of an assignment problem and its best solution. The list is initialized with the initial problem to be solved. In each iteration, the best solution is found, then removed from the list, and replaced with its partitioning. So, in the rst iteration, the single best solution, S 0 , is found to the problem, and the list is altered so the set of possible solutions no-longer contains S 0 . The next iteration gives the next-best solution, S 1 , and changes the list so that possible subsequent solutions no-longer include S 1 or S 0 ; and so on. The partitioning is performed by the loop in step 4:4.
Discussion
We have implemented Murty's ranked assignment algorithm as part of an MHT tracking algorithm with very good results. Our implementation does not employ a number of further possible optimizations such as tayloring the Hungarian method for use in Murty's algorithm, or keeping the set of problem/solution pairs on a heap structure instead of a simple list. There are some simple modi cations to Murty's algorithm which make it highly suitable for use in an implementation of the MHT method. These include:
1. Solving multiple assignment problems at the same time.
In each iteration of the MHT algorithm, we want to nd the k-best descendents of the k-best hypotheses from the previous iteration. This involves nding the k-best solutions to k di erent assignment problems. The k solutions could come from any subset of this set of problems: they might all be solutions to just one of the problems, they might each be a solution to a di erent problem, half might be solutions to one problem and the rest solutions to di erent problems, etc.
The obvious way of using Murty's algorithm for this task is to run it k times, once for each assignment problem, and then choose the k best solutions from the resulting set of k 2 solutions. However, if instead, we simply change steps 1 and 2 of Murty's algorithm to initialize the list of problem/solution pairs with all k problems at the beginning, and then run the rest of the algorithm only once, the correct result will be obtained for considerably less computation.
Changing the termination condition.
Murty's algorithm need not be restricted to getting only the k-best solutions. Instead, it can be viewed as a ranked queue of solutions, allowing for more sophisticated methods of deciding when to stop generating new hypotheses. This only entails changing the termination condition of the loop in step 4. We have had good results terminating hypothesis generation whenever the likelihood of the next hypothesis is below some xed percentage of the likelihood of the rst (most likely) hypothesis. Nagarajan et al use a similar termination condition NCS87].
3. Allowing multiple possible assignments between the same target and measurement.
In some implementations of the MHT algorithm, targets can follow a number of alternative motion models BSF88] meaning that a given measurement could be assigned to a given target in any of a variety of ways. This would be represented in our implementation as multiple, alternative arcs between the same two nodes in the bipartite graph, each with a di erent log-likelihood. Only two changes are required to make the algorithm in Figure ( and 4:4:5 of the algorithm must be modi ed accordingly. Second, the routine for nding the best solution to an assignment problem, which is called in steps 1 and 4:4:3, must be modi ed so that it ignores all but the most likely arc between any given pair of nodes.
We implemented Murty's algorithm using the Hungarian method PS82] to solve each assignment problem. The Hungarian method has time complexity O(N 3 ). There are faster weighted bipartite matching algorithms but the Hungarian method was most accessible. The complexity of Murty's algorithm using the Hungarian method is O(kN 4 ). This is the worst case time, and the average time is considerably better. In order to investigate the average case performance of Murty's algorithm we ran it on 100 random problems of 19 di erent sizes, using a MIPS R4000 running at 50 Mhz. Each problem of size N required the assignment of N measurements to N tracks. Every one of the possible N 2 assignments was given a random log likelihood. Figure ( 2) shows the average times to initialize the list of problem/solution pairs (steps 1 and 2), and to compute the rst ve best solutions. The time shown for each solution is the time to make one pass through the loop in step 4 of the algorithm, so it includes the time to partition the problem in preparation for the next solution. Figure (2) indicates that the average time to get each solution is roughly O(N 3 ), rather than the worst-case O(N 4 ). This can be expected, since most assignment problems can be solved by just using the single most likely assignment for each measurement. These trivial cases take O(N 2 ) time for the Hungarian method. The loop in step 4.4 of Murty's algorithm then adds an extra factor of N.
It is interesting to note that it takes considerably more time to nd the partitioning of the rst solution than to nd the partitioning of each of the 4 subsequent solutions. The time for partitioning depends on the size of the problem chosen in step 4:1 of the algorithm. In the worst case, this size should be constant. But as the algorithm progresses, the average size of the problems in the set of problem/solution pairs decreases, so the average size of the problem chosen also decreases. Figure (3) illustrates this phenomenon. The top graph shows the time taken for each successive solution to a size 20 assignment problem. The lower graph shows the average size of the problem chosen in step 4:1 of each iteration of loop 4. The same patterns were found for all other problem sizes we examined.
Of course, the problems in these tests are much harder than the average problems found in an actual implementation of the MHT algorithm. It is extremely unlikely to have each of 100 measurements validate to each of 100 targets. A more realistic test, in which each measurement validated to 5 randomly selected targets, with random log likelihoods, revealed a constant increase in speed of roughly a factor of 3.
In conclusion, we believe that an e cient algorithm for generating a ranked set of assignments allows the practical application of Reid's MHT algorithm to many applications. Several researchers have recognized the importance of nding ranked assignments but do not appear to have been aware of Murty's algorithm for generating such a ranking. We believe this algorithm will become the preferred hypothesis generation algorithm for MHT and JPDAF multi-target tracking applications. 
