Self-stabilization is a theoretical framework for fault-tolerance without external assistance. Adoption of self-stabilization in distributed systems has received considerable research interest over the last decade. In this paper, we propose a self-stabilizing algorithm for 3-edgeconnectivity of an asynchronous distributed model of computation. A self-stabilizing depth-first search algorithm is run concurrently to build a depth-first search spanning tree of the system. Once such a tree is constructed, all the 3-edge-connected components of the system can be detected in O(h) rounds, where h is the height of the depth-first search tree. The result of computation is kept in a distributed fashion in the sense that, upon stabilization of the algorithm, each processor knows all other processors that are 3-edge-connected to it. The space complexity of our algorithm is O(n log ∆) bits per processor, where ∆ is an upper bound on the degree of a processor. This space complexity is same as that of the self-stabilizing depth-first search algorithm.
Introduction
The notion of self-stabilization was introduced by Dijkstra in 1974 (Dijkstra, 1974 . It is a theoretical framework for achieving non-masking fault-tolerant behavior of a distributed system. A self-stabilizing system is capable of tolerating any unexpected transient fault without being assisted by any external agent. Regardless of the initial state, it can reach a legitimate global state in finite time and can remain so thereafter unless it experiences any subsequent fault. Many fundamental as well as some advanced graph theoretic problems in computer network have been studied in the context of self-stabilization over the last decade.
The properties of vertex-connectivity and edge-connectivity call for considerable attention in graph theory. These properties measure the extent to which a graph is connected and have great importance in many real life problems. The most direct applications of graph connectivity arise in operation research for scheduling problems and the performance analysis of telecommunication systems and transportation networks. A fundamental criterion for performance analysis of a communication network is its ability to withstand the link or node failures. Another important criterion for network analysis is to determine the highly connected subgraphs and to partition the network into them. Thus graph connectivity represents the reliability of the network in the presence of link or node failures. Furthermore, when the communication links are expensive, the property of edge-connectivity plays a vital role for minimizing the communication cost. In the context of telecommunication system or transportation network, edge-connectivity ( vertex connectivity, respectively) is the smallest number of cables ( switching stations, respectively) that an attacker must destroy in order to separate the network to prevent two surviving stations from communicating to each other. Equivalently, in the context of graph, edge connectivity (vertex connectivity, respectively) of a graph G is the smallest number of edge deletions (vertex deletions, respectively) sufficient to disconnect G. In order to disconnect a 3-edge-connected (3-vertex-connected , respectively) graph, we have to remove at least three edges (nodes, respectively).
Considering the importance of edge-connectivity and vertex- Copyright c 200x Inderscience Enterprises Ltd. connectivity in the distributed models, these properties have been studied and analyzed in the context of self-stabilization. Several algorithms for 2-edge-connectivity and 2-vertexconnectivity are available in the literature of self-stabilization. The algorithm proposed by Chaudhuri (1999) can find the bridge-connected components by assuming the existence of a depth-first search spanning tree of the system. This algorithm stabilizes in two phases and, for a system with n processors, each phase requires O(n 2 ) moves to reach a legitimate configuration by assuming that the preceding phase has stabilized. If a breadth-first search tree of the network is known, then the algorithm by Karaata et al. (1999) can detect the bridges in O(n 3 ) moves and that by Karaata (1999) can detect the articulation points in O(n 3 ) moves. The algorithm by Karaata (2002) finds the biconnected components in O(n 2 ) moves if a breadthfirst search tree and all the bridges of the network are known. Each of the algorithms (Chaudhuri, 1999; Karaata, 1999 Karaata, , 2002 Karaata et al., 1999) mentioned above requires O(n∆ lg ∆) bits per processor, where ∆ is an upper bound on the degree of a processor. Devismes (2005) uses a weaker model (one that does not require every node to have a distinct identifier) to detect the cut-nodes and bridges in O(n 2 ) moves if a depth-first search tree of the network is known. This algorithm is memory efficient (O(n lg ∆ + lg n) bits per processor) but does not find the bridge-connected or biconnected components. Tsin (2007) presented an algorithm that uses the same model as Devismes (2005) but does not assume the existence of a depth-first search spanning tree of the network. Moreover, in addition to finding the cut-nodes and bridges, the algorithm also determines the bridge-connected and biconnected components. The algorithm stabilizes in O(dn∆) rounds and every processor requires O(n lg ∆) bits, where d(≤ n) is the diameter of the network. The complications induced by the 3-edge-connectivity problem are higher than those induced by the 2-edge-connectivity or 2-vertex-connectivity and, to the best of our knowledge, no selfstabilizing algorithm for this problem is available.
The algorithm, proposed in this paper is a self-stabilizing algorithm which computes all the 3-edge-connected components of a distributed system of computers. In a distributed system modeled as an undirected connected graph G = (V, E), a 3-edge-connected component is a maximal subset X ⊆ V such that the local edge-connectivity is at least 3 for any x, y ∈ X, where the local edge-connectivity for two nodes x, y of G is the minimum number of edges in F ⊆ E such that x and y are disconnected in G − F , the resulting graph after removing the edge set F from G. For distributed computer model, efficient algorithms have been proposed for 3-edge-connectivity (Jennings et al., 1996; Tsin, 2006) . The algorithm by Jennings et al. (1996) is a direct implementation of the sequential algorithm of Taoka et al. (1992) . It, therefore, follows the idea of the latter closely by performing multiple depth-first searches over the network, partitioning the network, and classifying the cut-pairs into two different types and determining them separately. In the worst case, the algorithm requires O(n 3 ) time and messages. Tsin (2006) has proposed another algorithm for 3-edge-connectivity for the distributed model which requires only O(n 2 ) time and messages in the worst-case. Furthermore, it is different from Jennings et al. (1996) and Taoka et al. (1992) in the sense that it does not classify cut-pairs into different types and that it makes no attempt to partition the network and performs the depth-first search only once. Since these algorithms (Jennings et al., 1996; Tsin, 2006) are not selfstabilizing, they cannot start execution from arbitrary configuration and are not capable of tolerating the transient faults.
As with the self-stabilizing algorithms for graph connectivity of Chaudhuri (1999) , Devismes (2005) , Karaata (1999) , Karaata (2002) and Karaata et al. (1999) , a self-stabilizing depth-first search algorithm, such as that of Collin and Dolev (1994) , is run concurrently with our algorithm to construct a depth-first search spanning tree of the network. Once such a tree of the system is constructed, our algorithm, in the first phase, computes a set of ordered pairs of nodes at each node. This is done by propagating the set towards the root of the tree. The time complexity of our algorithm is equivalent to those of the aforementioned self-stabilizing algorithms for 2-edge-connectivity and 2-vertex-connectivity. For a system of n processors, the first phase stabilizes after O(nh) moves or, in other words, O(h) rounds, where h is the height of the depth-first search spanning tree. At this stage, each 3-edge-connected component C is detected by a node p ∈ C such that all nodes in C belong to T (p), the subtree rooted at p. To keep the results in a distributed fashion, the second phase of the algorithm is devoted to the propagation of the results of the first phase to all processors.
The space complexity of our algorithm is O(n log ∆) bits per processor. Note that the space required by the self-stabilizing depth-first search algorithm of Collin and Dolev (1994) is O(n log ∆) as well.
Background Knowledge

Distributed System
A distributed system is generally defined as a set of processing elements or state machines interconnected by a network of some fixed topology. Each machine maintains a set of local variables whose contents specify its local state. The global state of the system is expressed in terms of the local states of all processors. The behavior of each machine depends only on local information. Distributed systems are exposed to constant changes of their environment and are subject to transient faults. Yet, a legal global state consisting of the correct local states of the system must be maintained.
Fault Tolerance
Implicit in the definition of fault tolerance is the specification of the global correctness criterion of the system state. A fault occurs when an actual running system deviates from this specification. Based on duration and effect, faults can be justified as transient or permanent. A transient fault is an event that may change the state of a system by corrupting the local states of the machines, but not the behavior. Fault tolerance is the ability of a system to regain its state even in the presence of internal faults and is extremely hard since it involves intricate algorithms to cope with the inherent complexity of the physical world.
Self-stabilization
The property of self-stabilization can recover the system from transient faults and represents a departure from the previous approaches of fault tolerance. Dijkstra (Dijkstra, 1974 (Dijkstra, , 1986 ) explains self-stabilization by studying the complications of maintaining a legal global state when there is no global memory and, therefore, the current global state of the system is recorded in variables distributed over the various processes but the communication facilities are restricted only between neighbors. Dijkstra limited his attention to a ring of finite-state machines and provided its solution for self-stabilization (Dijkstra, 1974 (Dijkstra, , 1986 . For almost one decade, after the introduction, this brilliant work remained unnoticed and very few papers were published in this area. Once this proposal was recognized as a milestone in works on fault tolerance, the idea of self-stabilization rendered a promising research area for the distributed system community with a view to providing a formal and unified approach to fault tolerance with respect to a model of transient failures. Since a self-stabilizing system regains correct behavior regardless of the initial state, the complicated task of initializing the system is no longer needed.
The global state of the system is defined by a predicate which is a boolean function over the whole system. Based on this predefined function, two classes of global states are defined:
Legitimate State: When the system satisfies the predicate, it is said that the system is in a legitimate state.
Illegitimate State: The state of the system is said to be illegitimate when it does not satisfy the predicate.
The goal of a self-stabilizing algorithm is to start from an arbitrary (possibly illegitimate) state and to reach a legitimate state after a finite number of steps (moves). The algorithm can be encoded as a set of rules. Each rule has two parts: the privilege and the move as shown below:
if < privilege > then < move > A privilege of a processor is a boolean function of its own state and the states of its neighbors. A processor that satisfies its privilege can make a move. A move is an action taken by a processor that changes the local state of the processor. Schneider (1993) has defined self-stabilization based on Arora and Gouda (Arora and Gouda, 1992) and Arora (Arora, 1992) . He defines a system Z as self-stabilizing with respect to a predicate P RE if Z satisfies the following two properties:
1. Convergence: Starting from an arbitrary global state, Z is guaranteed to reach a global state satisfying P RE within a finite number of state transitions (moves).
2. Closure: Once P RE is established in Z, it cannot be falsified. That is, any global state reached from a legitimate global state after one or more moves is also legitimate.
Some Definitions from Graph Theory
For ease of explanation of the proposed algorithm, some definitions from graph theory are in order. A connected undirected graph is denoted by G = (V, E), where V is the set of nodes and E is the set of edges of G. Two nodes are neighboring if they are connected by an edge. For a node p ∈ V , the set of neighboring nodes of p is denoted by N eig p . In G, F ⊆ E is a cut or edge-separator if F = ∅ and the total number of components in G − F is greater than that in G and no proper subset of F has this property, where G − F represents the graph after removing F from G. If |F | = k i.e. the number of edges in F is k, then F is called a k-cut. The only edge in 1-cut is called a bridge. A cut with two edges is called a cut-pair or separation-pair. A graph G is k-edge-connected if every edge-separator (cut) of G has at least k edges. The local edge-connectivity, λ(x, y; G), for two nodes x, y of G is the minimum number of edges in F ⊆ E such that x and y are disconnected in
A depth-first search over an undirected connected graph G generates a spanning tree of G and every edge becomes either a tree edge or a non-tree edge. In the self-stabilizing depth-first search algorithm of Collin and Dolev (Collin and Dolev, 1994) , every node p orders its edges by some arbitrary ordering α p . For any edge e = (p, q), α p (q) (α q (p), respectively) is the edge index of e according to α p (α q , respectively).
Let the depth-first search tree, generated from the algorithm of Collin and Dolev (1994) , of G be denoted by T . The root of T is a predesignated node and is always denoted by r. Every node p maintains a variable called P ath p which is a sequence of edge indices from r to p. The algorithm uses a lexicographic order relation ≺ on the path representation and the concatenation of any edge index with a path is denoted by the operator ⊕. If there exists a unique q ∈ N eig p such that P ath p = P ath q ⊕ α q (p), then q is called the parent of p and is denoted by P ar p . For a node p, the set of children Ch(p) = {q ∈ N eig p |p = P ar q }. A node p is a leaf node if Ch(p) = ∅, otherwise it is a non-leaf node.
A u-v tree path is a path in T connecting nodes u and v. A root-to-leaf path in T is a path that connects r and a leaf node. In the spanning tree T , the height of a node p ∈ V is equal to |P ath p | − 1, where |P ath p | is the number of edge indices in the value P ath p . A node q is an ancestor of p in T if P ath q is a prefix of P ath p while p is called a descendant of q. The set of ancestors and the set of descendants of p are denoted by Anc(p) and Des(p), respectively. The sets Anc(p) − {p} and Des(p) − {p} are called the set of proper ancestors of p and the set of proper descendants of p, respectively.
The set of tree edges in T is denoted by E T while E − E T is the set of all non-tree edges. A subtree rooted at p, denoted by T (p), in T is the subgraph of T induced by Des(p). For a tree edge (p, q), we shall assume that p is the parent of q, while for a non-tree edge (s, t), we shall assume that t is an ancestor of s in T . A tree edge (p, q) is called the parent link of q and a child link of p.
An outgoing non-tree edge of p connects p to one of its proper ancestors while an incoming non-tree edge of p connects p to one of its proper descendants in T . Out(p) and In(p) represent the set of outgoing non-tree edges of p and the set of incoming non-tree edges of p, respectively. If two edges, e and e , form a cut-pair in G, then either both edges are tree edges or exactly one of them is a non-tree edge. In the former case, the cut-pair is said to be of type-2 while in the latter case, it is of type-1 (Taoka et al., 1992) .
Model of Computation
The distributed system is represented by an undirected connected graph G = (V, E). The set of nodes V in G represents the set of processors {p 1 , p 2 , · · · , p n }, where n is the total number of processors in the system, and E represents the set of bidirectional communication links between two processors. We shall use the terms node and processor interchangeably throughout this paper. We assume that the graph is bridgeless. (Any graph with bridges can be handled by first dividing the graph into bridge-connected components using the algorithm of Tsin (2007) , and then by applying our algorithm for every such component.) There is a predesignated processor r, called the root, and for the remaining processors there are no distinct identities.
The network is asynchronous and the communication facilities are limited only between the neighboring processors. The program of each processor consists of a set of shared variables and a finite set of rules. Each processor executes the same program with different values. A processor can both read and write to its own variables. It can also read the variables owned by the neighboring processors but cannot write to their variables.
Let X i be the set of possible states of processor At any given configuration a central daemon activates a single processor which executes a single computation step or move. However, following Burns et al. (1989) , a distributed daemon that can select more than one processor to move simultaneously will work as well. Every move takes the system into a new global state. The time complexity of the algorithm is expressed in terms of the number of rounds (Dolev et al., 1997) or the number of moves needed to reach a legitimate state.
Basis of the Proposed Algorithm
Given a set of nodes, let function min returns the node which is the ancestor of all the nodes in the set. For each node v ∈ V , we define two terms: Low1(v) and Low2(v) which were introduced by Tarjan (1972) and Tsin (2006) , respectively.
Let (x, y) be a non-tree edge which forms a type-1 cut-pair with an edge (u, v) . It is pointed out by Tsin (2006) that if we consider that (x, y) is split into a child link (x, y ) of x and a non-tree edge (y , y), then we can replace the type-1 cut-pair {(x, y), (u, v)} with the type-2 cut-pair {(x, y ), (u, v)}, where y is considered as a fictitious child of x. Based on this, we build the data structure for our algorithm in a way such that type-1 and type-2 cut-pairs can be treated exactly alike. As a result, we may assume without loss of generality that all the cut-pairs are type-2 cut-pairs. Theorem 4.1 due to Tsin (2006) gives a sufficient and necessary condition for determining type-2 cutpairs.
Theorem 4.1. In T , let e, e ∈ E T be such that e = (u, v) and e = (x, y), where v is an ancestor of x. Then {e, e } is a (type-2) cut-pair in G if and only if there does not exist a non-tree edge (s, t) such that either s ∈ Des(v) but s / ∈ Des(y) and t ∈ Anc(u), or s ∈ Des(y) and t ∈ Anc(x) but t / ∈ Anc(u).
The idea underlying the algorithm is as follows: for each edge (x, y) (note that if (x, y) is a non-tree edge, then we are talking about the fictitious edge (x, y )), if no cut-pair containing the edge has been determined and if Low1(x) is a proper ancestor of Low2(x), then, by Theorem 4.1, (x, y) is a potential cut-edge that is capable of generating cut-pairs with edges lying on the tree-path Low1(x) − Low2(x). An ordered pair (x, Low2(x)) is thus created to convey such information. This ordered pair is then routed towards the root. On its way up, the ordered pair could be eliminated, or replaced by an ordered pair (x, Low2(x )), where x is an ancestor of x. Suppose at an ancestor v of x, the ordered pair becomes (x, v), then it indicates that the parent link of v and (x, y) form a cut-pair. Based on these cut-pairs, we determine all the 3-edge-connected components.
The Algorithm
The depth-first search algorithm of Collin and Dolev (1994) runs concurrently with our algorithm. Let the depth-first search spanning tree generated by their algorithm for graph G = (V, E) be denoted by T . For ease of explanation, we assume that T is already generated. This type of assumption was also made by Chaudhuri (1999) , Karaata (1999 Karaata ( , 2002 , Devismes (2005) , and Karaata et al. (1999) . The algorithm detects the cut-pairs and the 3-edge-connected components by computing a set of ordered pairs of nodes for each processor in the first phase. This phase is encoded as a single rule for each processor which helps every processor determines the nodes from its descendants which are 3-edge-connected to the node.
The second phase is also encoded as a single rule for each processor. In this phase, the results of the first phase are propagated to all the processors so that, upon stabilization, every processor knows all the processors that are 3-edge-connected to it. The algorithm is self-stabilizing since the variables calculated by the rules for each processor need not be initialized and hence the algorithm can start with any arbitrary initial values for these variables of each processor.
In the description of the algorithm, the function min returns the ancestor of all nodes from a set of nodes, or returns the minimum number from a set of numbers. A similar function min lex returns the node whose path value is lexicographically minimum. At every node v, a set, S(v), is maintained. The structure of S(v) is as follows: Each element of the set is an ordered pair of nodes. The nodes of the ordered pairs all lie on the same rootto-leaf path in T . Moreover, the ordered pairs have a nested ordering, (
Description of the
ancestor of x i while q i+1 is a descendant of q i . The node v is an ancestor of x i , 1 ≤ i ≤ k , and a descendant of
The ordered pairs indicate that, for 2 ≤ i ≤ k , there may be an edge on the x i − x i−1 tree-path that can generate new cutpairs with some edges lying on the q i − q i−1 tree-path, and the non-tree edge (x 1 , Low1(x 1 )) can generate new cut-pairs with some edges lying on the Low1(x 1 ) − q 1 tree-path. Every node v also maintains a set of nodes, 3Set(v), such that the set consists of all those nodes that are confirmed to be 3-edge-connected to v (by Theorem 4.1) and are descendant of v in T . In the set S(v), for every pair of nodes (x i , q i ) ∈ S(v), 1 ≤ i ≤ k , the node x i is represented by its 3Set-value.
Since path v is unique for each v, it can be used as an identifier for node v. Moreover, as all the nodes of the ordered pairs in S(v) all lie on the same root-to-leaf path in T and a node x is an ancestor of a node y if and only if path x is a prefix of path y , the path values of all the nodes in S(v) can thus be marked in the longest path value of S(v). Therefore, the set S(v) can be maintained by marking all the nodes of S(v) in a single path value. The set 3set(v) can also be maintained in the same way. However, for ease of explanation and understanding, we shall explain the computations in terms of set in the entire algorithm.
During the execution of the algorithm, every node v computes Low1(v) and Low2(v) based on the Low1 values it reads from its children and the path values it reads from its outgoing non-tree edges, and creates S(v) based on the sets S (w), ∀w ∈ Ch(v), where S (w) is a subset of S(w) that node v reads from the child w. The subset S (u), u ∈ V, is determined as follows. Let S(u) be {(x 1 , q 1 ), (x 2 , q 2 ), · · · , (x k , q k )} in nested order. Then S (u) is S(u) − {(x k , q k )} if u = q k indicating that there is an edge on the x k − x k −1 tree-path which forms a cut-pair with the parent link of u and all the nodes in 3Set(x k ) form a 3-edge-connected component. Otherwise, S (u) is simply equal to S(u).
S(v), v ∈ V is determined as follows:
If node v has a child w such that Low1(w) = Low1(v), then let w v be the one whose path value is lexicographically minimum. Otherwise, let w v be null. In the latter case, w v = null implies that Low1(v) is defined by an outgoing non-tree edge of v. So, node v simply creates S(v) with only one nodepair, (v, Low1(v)), indicating that only the edges on the path Low1(v) − Low2(v) could form a cut-pair with the non-tree edge (v, Low1(v) ). This is accomplished by marking the path values of v and Low2(v) in the path value of v (recall that path Low2(v) is a prefix of path v ). In the former case, node v reads in S(w v ) and disregards the S sets of the remaining children. However, for each child w whose S set is rejected by node v, v absorbs 3Set(x), ∀(x, q) ∈ S (w), into 3Set(v). This is because, by Theorem 4.1, no new cut-pairs can be generated by any edge within the subtrees of those children. As a result, the nodes in all those 3Set(x) sets are 3-edge-connected to v. Now, let (x 1 , q 1 ), (x 2 , q 2 ), ..., (x k , q k ) (k ≥ 0) be the set S (w v ) in nested order. Then v modifies S (w v ) to calculate S(v), as follows:
Low2(v) is an ancestor of q i } ∪ {∞}). If j = ∞, then by Theorem 4.1, every edge lying on the v − x j tree-path can no longer generate new cut-pair (Figure 1(a) ). Let J(v) denotes the set {( (Figure 1(a) ).
(ii) Let l = min({i| there exists an incoming non-tree edge of v, (s, v), such that s is a descendant of x i } ∪ {∞}). If l = ∞, then by Theorem 4.1, every edge lying on the v − x l tree-path can no longer generate new cut-pair (Figures 1 
since these x i 's, and hence the nodes in their 3Set sets, are 3-edge-connected to v. Then the ordered pairs in
indicating that the edges on the v − x min{j,l}+1 tree-path can generate cut-pairs with the edges on the q min{j,l}+1 − q(v) tree-path. Consequently,
The legitimate state of phase I is defined by the following predicate:
otherwise; Algorithm 1 shows the pseudo code for phase I. [ Any value defined by macro will be replaced by the corresponding macro definition in the rule during the execution. Recall that for v ∈ V , Ch(v), In(v), Out(v), Anc(v), and Des(v) represent Proof. For each node v in T , let d(v) be the distance between v and the leaf with maximum height in T (v), the subtree rooted at v. Clearly, 0 ≤ d(v) ≤ h, where h is the height of T . We prove the lemma by induction on d(v), v ∈ V . Any u ∈ V with d(u) = 0 is a leaf node and w u = null. Therefore, S(u) = {(u, Low2(u))}. Now, suppose for each node x ∈ V with d(x) ≤ k(k ≥ 0), we have S(x) = {(x, Low2(x))} if w x = null, and S(x) = (S (w x )−(J(x)∪L(x)))∪{(x, q(x))} if w x = null. Each q ∈ V with d(q) = k + 1 reads the S sets of its children. Since for each z ∈ Ch(q), d(z) = k, by the induction hypothesis, each S(z), and hence S (z), is correctly calculated. Since T remains unchanged during the execution of phase I, J(q), L(q), and w q are known to node q. Therefore, q must calculate S(q) correctly. That is, ∀v ∈ V such that (v, q(v) )} otherwise. Hence the property is true for each processor p with d(p) ≤ k + 1. With k = h the property holds. Similarly, for every v ∈ V , 3Set(v) is also computed correctly.
Lemma 5.2. During the execution of phase I (Algorithm 1), in each illegitimate state, at least one processor enjoys the privilege.
Proof. Suppose to the contrary that, during Phase I of computation, the system is in an illegitimate state and no processor enjoys the privilege. Since no processor enjoys the privilege, for each v ∈ V with w v = null, S(v) = {(v, Low2(v))} and for each v ∈ V with
By the definition of P REDICAT E 1, this is the legitimate state of phase I which contradicts our assumption. Hence the lemma follows.
Lemma 5.3. During the execution of phase I of computation (Algorithm 1) no illegitimate state can reappear, provided T remains unchanged during the entire period of execution.
Proof. Suppose to the contrary that there are two identical illegitimate states, say L 1 and L 2 , and the number of moves required to reach L 2 from L 1 is m (m ≥ 1) in phase I. Since, in phase I, a move made by a node v ∈ V − {r} may only cause its parent to make a move, this move can never be the cause of its own move. Therefore, there must be at least one node u ∈ V for which S(u) in L 1 is different from S(u) in L 2 which contradicts that L 1 and L 2 are identical. 
Lemma 5.4. For any node
w v := min lex ({w ∈ Ch(v)|Low1(v) = Low1(w )}) if w exists, and w v = null otherwise; / * w v is null if Low1(v) is defined by some outgoing non-tree edge of v * /
/ * Remove the innermost pair from
/ * Subset of pairs in S (w v ) that are interlaced with the pair (s, v) * /
or there exists a non-tree link (x, y) such that x is a descendant of v which forms a cut-pair with the parent link of v if k = 1.
Proof. For the computation of the set
since these x i 's are 3-edge-connected to v, and the ordered pairs in J(v) ∪ L(v) are deleted from S (w v ). This means that there exists no node x b , for b ≤ k − 1, in S(v) which is 3-edge-connected to v. Again, in the computation of S(v), the value of q k is set to either Low2(v) or q l , where l := min({i|∃(s, v) ∈ In(v) ∧ s ∈ Des(x i )} ∪ {∞}), which indicates the farthest (from v) node 3-edge-connected to v in the ancestors of v. Therefore, q k = v implies that no proper ancestor of v is 3-edge-connected to v. Hence there must exist a link lying on the x k − x k−1 tree-path which forms a cut-pair with the parent link of v if k > 1. When k = 1 i.e. S(v) consists of only one pair, all the nodes absorbed into 3Set(v) are 3-edge-connected to v and no descendant of v is 3-edge-connected to any proper ancestor of v. Since q k = v means that no proper ancestor of v is 3-edge-connected to v, there must be a non-tree link (x, y) such that x is a descendant of v which forms a cut-pair with the parent link of v. a 3-edge-connected Proof. Suppose to the contrary, the system is in a legitimate state but a 3-edge-connected component C b , 1 ≤ b ≤ m, has not been detected by v b . This implies that 3Set(v b ) did not absorb all the nodes from the descendants of v b which are 3-edge-connected to v b and that S(v b ) has not been calculated. By Theorem 5.1, the system is still in an illegitimate state which contradicts our initial assumption about the state of the system.
Lemma 5.5. For any node
v ∈ V , let (x 1 , q 1 ) · · · (x k , q k ) be S(v) in nested order in the legitimate state of phase I. If v = q k , then 3Set(v) iscomponent in G. Proof. All nodes descendant of v which are 3-edge-connected to v are absorbed into 3Set(v) and, by Lemma 5.4, no proper ancestor
Phase II (Propagating the 3-Edge-Connected Components to all the Processors)
In phase I, after stabilization, all the 3-edge-connected components of G are detected but the information is available at only one processor of each component. This information is propagated downward in T to let every processor p know the 3-edge-connected component containing p. For every node v, let
is a 3-edge-connected component, and σ v = ∅, otherwise. The information passed through a processor p, in phase II, is a set D p (Definition 4 below) consisting of σ p and zero or more σ t , where t ∈ Anc(p) − {p}. Every processor p calculates its own D p based on the D set of its parent, D P arp , as follows: the processor p reads in each σ s ∈ D P arp such that σ s contains at least one node x ∈ Des(p). These σ s 's form the set D p .
Definition 3. D
For every processor p, the set D p can be calculated recursively.
Definition 4.
Remark 1. For the root r, D r = ∅ since r has no parent. Therefore, D r = {σ r }.
For every node p ∈ V , like the representation of the sets S(p) and 3Set(p) of phase I, the set D p can also be maintained by marking all the nodes in a single path value.
The rule defined for each p ∈ V is:
The following predicate defines the legitimate state for this phase:
The pseudo code of the algorithm for phase II is shown in Algorithm 2. Proof. We have to prove that in the terminal configuration, if
We prove this by induction on height (distance from the root) of every node v, denoted by height(v).
For every node v, 0 ≤ height(v) ≤ h, where h is the height of T . The root r of T is the only node with height 0. In the terminal configuration, D r = {σ r } because D r = ∅ (since r has no parent). Therefore, D r = {σ r }= ∅ ∪ σ r =D r ∪ σ r . Now we assume that for each node p ∈ V − {r} with
Consider the nodes q ∈ V − {r} such that height(q) = k + 1. Each node q reads only from a node, say z, where z is the parent of q. This implies that height(z) = height(q) − 1 = (k + 1) − 1 = k. Therefore, by induction hypothesis, D z is correct at z. The node q reads D q from z. The value σ q is available at q since P REDICAT E1 holds. Hence, q must calculate
Hence the property is true for each processor p with height(p) ≤ k + 1. With k = h, the theorem holds.
Macro:
Rule: tree edge (directed from child to parent) non-tree edge Cut-pairs: Proof. Each σ u (u ∈ V ) is an equivalence class of V w.r.t. the 3-edge-connectivity relation. Hence there is no σ u such that u = p and σ u ∩ σ p = ∅. Let us consider the case when σ p = ∅. If σ p = ∅, then p ∈ σ p and σ p ∈ D p and no v ∈ Anc(p) − {p} has a σ v such that p ∈ σ v . If σ p = ∅, then there is a unique v ∈ Anc(p) − {p} such that p ∈ σ v . This σ v will propagate downward to each u ∈ σ v . Therefore, p must have this σ v in D p . Again, there is no y such that y = v and p ∈ σ y . Therefore, σ v is the only C ∈ D p such that p ∈ C.
Lemma 5.11. In the legitimate state of phase II, let C be the only element of D p such that p ∈ C, then C is the 3-edgeconnected component containing p.
Proof. Let, σ p = ∅. Then, by Lemma 5.10, C is σ p which is the 3-edge-connected component containing p. Again, σ p = ∅ implies that there is a unique v ∈ Anc(p)−{p} such that p ∈ σ v and this σ v must propagate to p in phase II. Therefore, C must be σ v which is the 3-edge-connected component containing p. For processor v 9 , Low2(v 9 ) = v 1 . Suppose w v9 = v 10 . S (v 10 ) = ∅ and, therefore, S(v 9 ) = {(v 9 , v 1 )}. Moreover, as S (v 11 ) = ∅, 3Set(v 9 ) = {v 9 }. (Figure 5 ). Processor v 8 reads in S (v 9 ) (since w v8 = v 9 ). S (v 9 ) = S(v 9 ) since
2 )} and 3Set(v 8 ) = {v 8 } (Figure 6 ). In the same way, for v 7 , S(v 7 ) = S (v 8 ) ∪ {(v 7 , v 4 )} and 3Set(v 7 ) = {v 7 } (Figure 7) . Figure 5 : S(v9) and 3Set(v9) for v9 in the legitimate state of phase I Figure 6 : S(v8) and 3Set(v8) for v8 in the legitimate state of phase I (Figure 10) . 3Set(v 6 ) is absorbed into 3Set(v 4 ). Thus, 3Set(v 4 ) = S(v 5 ) = {(v 9 , v 1 ), (v 8 , v 2 ), (v 6 , v 3 ), (v 5 , v 5 )} S (v 5 ) = {(v 9 , v 1 ), (v 8 , v 2 ), (v 6 , v 3 )} 3Set(v 5 ) = {v 5 } For v ∈ {v 1 , v 2 , v 3 , v 5 , v 10 , v 11 }, we noted that the condition v = q k is satisfied. Therefore, by Lemma 5.5, 3Set(v) is a 3-edge-connected component. As a result, the 3-edge-connected components of G are determined as {v 1 , v 9 }, {v 2 , v 8 }, {v 3 , v 4 , v 6 , v 7 }, {v 5 }, {v 10 }, {v 11 }} at v 1 , v 2 , v 3 , v 5 , v 10 , v 11 , respectively. the algorithm proposed in this paper is the only self-stabilizing algorithm to address the 3-edge-connectivity problem. We have analyzed that the time complexity our 3-edge-connectivity algorithm is equivalent to those of the available self-stabilizing algorithms for 2-edge-connectivity or biconnectivity.
For every node, the path value of any ancestor is a prefix of the path value of the node. Based on this, in our algorithm, a set of nodes are represented by using a single path value. Thus, the space requirement of our algorithm is much less than the existing self-stabilizing algorithms for 2-edge-connectivity or biconnectivity. This technique of reducing the space requirement can be used for any similar self-stabilizing algorithm.
