Numerous process capability indices, including Cp, C pk , Cpm, and C pmk , have been proposed to provide measures on process potential and performance. Procedures using the estimators of Cp, C pk , and Cpm have been proposed for the practitioners to use in judging whether a process meets the capability requirement. In this paper, based on the theory of testing hypothesis, we develop a step-by-step procedure, using estimator of C pmk for the practitioners to use in making decisions. Then, the proposed procedure is applied to an audio-speaker driver manufacturing process, to demonstrate how we may apply the procedure to actual data collected in the factory.
Introduction
Process capability indices (PCIs) have been widely used in the manufacturing industry, to provide a numerical measure on whether a process is capable of producing items meeting the quality requirement preset in the factory. Numerous capability indices have been proposed to measure process potential and performance. Examples include the two most commonly used indices, C p and C pk discussed in Kane, 1 and the two more-advanced indices C pm and C pmk developed by Chan et al. 2 and Pearn et al. 3 Those four PCIs have been defined explicitly as:
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Calculations of the C pmk Value
To calculate process capability, sample data must be collected to obtain the C pmk value. Let X 1 , X 2 , . . . , X n be a random sample from a normally distributed process with mean µ and variance σ 2 measuring the characteristic under investigation. Utilizing the identity min(a, b) = (a + b)/2 − |a − b|/2, the index C pmk can be alternatively written as:
where d = (USL − LSL)/2 and m = (USL + LSL)/2. Pearn et al. 3 considered a natural estimator of C pmk can be defined as:
(X i −X) 2 /n are the maximum likelihood estimators (MLEs) of µ and σ 2 which may be obtained from a stable process. We note that S 2 n + (X − T ) 2 = Σ n i=1 (X i − T ) 2 /n in the denominator ofĈ pmk is the uniformly minimum variance unbiased estimator (UMVUE) of
2 ] in the denominator of C pmk . For processes with target setting on the middle of the specification limits (T = m), which are fairly common situations, the natural estimatorĈ pmk can be rewritten as:
where D = n 1/2 d/σ, Y = nS 2 n /σ 2 and W = n(X − T ) 2 /σ 2 . Under the assumption of normality, the probability density function, the rth moment, and the first two moments as well as the variance ofĈ pmk can be obtained (see Pearn et al. 3 ). We note that the estimator,Ĉ pmk , is biased. But, Chen and Hsu 7 showed that the estimator C pmk is consistent, and asymptotically unbiased. Pearn et al. 3 investigated the moments ofĈ pmk . Pearn et al. 3 also calculated the expected values and variances ofĈ pmk for d/σ = 2(1)6, |µ − T |/σ = 0.0(0.5)2.0, and sample size n = 10(10)50. The first two moments ofĈ pmk can be expressed as the following, where λ = n(µ − T ) 2 /σ 2 : 
Therefore, the bias and the MSE ofĈ pmk can be expressed as:
where Var(Ĉ pmk ) = E(Ĉ 2 pmk )−E 2 (Ĉ pmk ). Table 1 displays the comparison between the expected value ofĈ pmk and the actual value of C pmk for n = 50 and various values d/σ = 2(1)6 and |µ − T |/σ = 0.0(0.5)2.0. As |µ − T |/σ increases, both values of E(Ĉ pmk ) and C pmk decrease for fixed d/σ. We note that the difference between E(Ĉ pmk ) and the value of C pmk is the bias ofĈ pmk . Furthermore, as |µ − T |/σ increases, we note that the variance ofĈ pmk also decreases for fixed sample size n and d/σ (see Pearn et al. 3 ). Table 2 displays the bias and the MSE ofĈ pmk for various values d/σ = 2(1)6, |µ − T |/σ = 0.0(0.5)2.0, and sample sizes n = 10(10)50 in accordance with Pearn et al. 3 The results in Table 2 indicate that as d/σ increases, both the bias and the MSE increase for fixed sample size n and |µ − T |/σ. On the other hand, as sample size n increases, both the bias and the MSE decrease for fixed d/σ and |µ − T |/σ. We note thatĈ pmk is a biased estimator. The results in Table 2 indicate that the bias ofĈ pmk is positive when µ = T , i.e., C pmk is generally overestimated bŷ C pmk . When µ = T , the results in Table 2 also indicate that both the bias and MSE ofĈ pmk decrease in |µ − T |/σ for fixed sample size n and d/σ, i.e., both the bias and MSE ofĈ pmk decrease as the value of |µ − T |/σ increases.
Constable and Hobbs 8 have found that, even if the underlying distribution of the data is normal, small samples do not provide acceptable estimates of the mean and standard deviation of the process. Proper sample sizes for capability estimation are extremely important. The smaller the sample, the higherĈ pmk must be to demonstrate true process capability. However, remember that when sample size n Testing Process Capability Using the Index C pmk with an Application 19 
Testing Process Capability
Using the index C pmk , the engineers can access the process performance and monitor the manufacturing processes on a routine basis. To test whether a given process is capable, we can consider the following statistical testing hypotheses:
H 0 : C pmk ≤ C (process is not capable) ,
We define the test φ * (x) as the following: φ * (x) = 1 ifĈ pmk > c 0 , and φ * (x) = 0 otherwise. Thus, the test φ * rejects the null hypothesis H 0 (C pmk ≤ C) ifĈ pmk > c 0 , with type I error α(c 0 ) = α, the chance of incorrectly concluding an incapable process (C pmk ≤ C) as capable (C pmk > C). Given values of α and C, the critical value c 0 can be obtained by solving the equation P (Ĉ ≥ c 0 | C pmk = C) = α using available numerical methods. The derivation for solving the critical value c 0 is given in the Appendix A, from which we can find the critical value c 0 satisfying the following equation,
Using the techniques of the numerical integration, we can find the critical value c 0 for various values of n, C, Q, and α, which are summarized in Tables A1-A3 and  Tables B1-B3 . To find the exact value c 0 satisfying P (Ĉ pmk ≥ c 0 | C pmk = C) = α for given C and α, we can execute the Turbo C computer program (available from the authors). The program is accurate with an absolute error less than 10 −4 . The tables listed in Table 3 we first determine the value of C and the α-risk. Since the process parameters µ and σ are unknown, then Q is also unknown. But, similar with that for testing C pm in Cheng 5 we can estimate Q by calculating the valuesQ = (X − T )/S n from the sample. Checking the appropriate table listed in Table 3 , we may obtain the critical value c 0 based on given values of α-risk, C,Q, and the sample size n. If the estimated valueĈ pmk is greater than the critical value c 0 (Ĉ pmk > c 0 ), then we conclude that the process meets the capability requirement (C pmk > C). Otherwise, we do not have sufficient information to conclude that the process meets the present capability requirement. In this case, we would believe that C pmk ≤ C.
The Procedure
Step 1. Decide the definition of "capable" (C, normally set to 1.00, or 1.33), and the α-risk (normally set to 0.01, 0.025, or 0.05), the chance of wrongly concluding an incapable process as capable.
Step 2. Calculate the values ofQ = (X − T )/S n andĈ pmk from the sample.
Step 3. Check the appropriate table listed in Table 3 and find the critical value c 0 based on α-risk, C, Q (estimated byQ), and the sample size n.
Step 4. Conclude that the process is capable (C pmk > C) ifĈ pmk value is greater than the critical value c 0 (Ĉ pmk > c 0 ). Otherwise, we do not have enough information to conclude that the process is capable.
In above testing procedure, we find the critical value c 0 based on Q (estimated byQ). We can pick the greatest critical value among those corresponding to all Q-values in Tables A1-A3 and Tables B1-B3 for various values of n, C, and α. Then, we get the more conservative critical values, which are independent of Q, displayed in Tables 4(a) and 4(b). Now, we may obtain the critical value c 0 from Tables 4(a) and 4(b) based on given values of α-risk, C, and the sample size n. If the estimated valueĈ pmk is greater than the critical value c 0 (Ĉ pmk > c 0 ), then we conclude that the process meets the capability requirement (C pmk > C). Otherwise, we do not have sufficient information to conclude that the process meets the present capability requirement. In this case, we would believe that C pmk ≤ C. 
Application of the Procedure
To demonstrate how we apply the proposed procedure to the actual data and test whether the process is capable, we collect some sample data from Nuera, a manufacturer and supplier in Taiwan exporting high-end audio speaker drivers. One characteristic, which critically determines the bass performance, musical image, clarity and cleanness of the sound, transparence, and compliance (excursion movement) of the mid-range, full-range, or subwoofer driver units, is F o (the free-air resonance). For each model of drivers, a unique production specification (LSL, T , USL) for F o is set. One particular model of the 3-inch full-range drivers requires the F o value 80 Hz with ±10 Hz tolerance, i.e., the production specifications for the 3-inch full-range drivers are the following: LSL = 70, USL = 90, and T = 80. Currently, the Nuera's Quality Control Center is implementing a quality program which requires all models of audio-speaker driver products satisfying the quality condition "capable", or 1.00 ≤ C pmk < 1.33 in the current stage. The collected sample data (a total of 100 observations) are displayed in Table 5 . 74  73  77  73  75  82  79  80  82  80   79  72  82  80  73  74  75  81  82  79   82  75  78  81  77  76  77  76  78  75   82  76  77  84  78  80  78  75  78  82   83  72  76  78  78  79  80  81  79  77   71  76  84  76  77  81  78  74  78  75   77  77  81  80  85  80  75  73  75  76   81  78  85  77  73  74  84  80  73  77   75  77  76  80  76  75  79  80  80  77 24 W. L. Pearn et al.
To test whether the process is "capable", we first calculate d = (USL−LSL)/2 = 10, sample meanX = Σ 1 i=1 X i /n = 77.88, and sample standard deviation
2 /n} 1/2 = 3.24. Then, we calculateQ = (X − T )/S n = −0.65 and C pmk = 0.68. Checking Table A1 with C = 1.00, α = 0.01, and sample size n = 100, we find the critical value c 0 = 1.242 for |Q| = 0.65. Clearly, we cannot conclude that the process is capable sinceĈ pmk value is less than the critical value c 0 . We note that we have the same conclusion based on the more conservative critical value c 0 = 1.244 from Table 4 (a) for C = 1.00, α = 0.01, and n = 100.
The quality condition of such a process was considered to be unsatisfactory in the company. Some quality improvement activities involving Taguchi's parameter design were initiated to identify the significant factors causing the process failing to meet the company's requirement set for the current stage, 1.00 ≤ C pmk < 1.33. Consequently, some machine settings for the assembly of the drivers including the gluing of the spiders and Pulux edges as well as other component sticking operations were adjusted. To check whether the quality of the adjusted process is satisfactory, a new sample of 100 observations from the adjusted process was collected, yielding the measurements displayed in Table 6 . Specifications, process capability requirements, and the α-risk remained the same. 81  80  82  79  78  76  78  78  76  81   83  78  81  85  81  78  79  79  80  82   79  79  82  78  82  80  75  85  80  80   80  75  81  78  82  84  76  78  80  79   82  82  78  78  82  78  82  80  82  83   81  78  83  81  82  79  80  79  81  82   79  80  82  77  81  80  81  81  75  76   83  86  82  79  82  85  80  80  77  75   78  85  81  79  81  83  78  78  80  80   79  76  77  74  85  83  76  80  75  82 We perform the same calculations over the new sample of 100 observations. We first calculateX = 79.92, S n = 2.58,Q = −0.03, andĈ pmk = 1.28. To obtain the corresponding value of c 0 , we check Table A1 and obtain the critical value c 0 = 1.173 for |Q| = 0.00, and c 0 = 1.191 for |Q| = 0.05. Using interpolation technique, we obtain the corresponding critical value c 0 = 1.184 for |Q| = 0.03. SinceĈ pmk value is greater than the critical value c 0 , we conclude that the adjusted process meets the company's requirement. We note that we have the same conclusion based on the more conservative critical value c 0 = 1.244 from Table 4(a) for C = 1.00, α = 0.01, and n = 100.
Conclusions
In this paper, we develop a simple procedure using a natural estimator of C pmk proposed by Pearn et al.
3 based on the theory of testing hypothesis. The procedure provides the practitioners an easy way to test the process capability. Factory engineers or supervisors can use the procedure to determine whether their process meets the capability requirements preset in the factory. The proposed procedure is applied to an audio-speaker driver manufacturing process which we studied. Problems causing the process failing to meet the company's requirement were troubleshooted. Quality improvement activities were conducted and machine settings were adjusted. As a result, problems causing the process failing to meet the company's requirement were successfully resolved, and the capability of the adjusted process is concluded to be satisfactory.
Appendix A
Consider the following statistical testing hypothesis for C pmk :
Given a value of C, the p-value corresponding to c 0 is
where
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For C pmk = C, d/σ can be solved as d/σ = 3C 1 + Q 2 + |Q|. Then, d 1 and d 2 can be expressed as functions of C and Q:
Therefore, we have:
In most applications, the value of C would be greater than 1.00. If c 0 ≤ 1/3 for C ≥ 1.00, then the corresponding p-value is far greater than the value of α-risk, we would accept "H 0 : process is not capable" for such small value of c 0 . For c 0 > 1/3, we have:
Under the assumption of normality, Y and Z are independent random variables. In fact, Y is distributed as a central chi-square distribution with n − 1 degrees of freedom and Z is distributed as the standard normal distribution. Let f Y (y) and φ(z) be the probability density functions of Y and Z, respectively. Then, the joint probability density function of Y and Z is f Y,Z (y, z) = f Y (y)φ(z). Hence, the Testing Process Capability Using the Index C pmk with an Application 27 p-value becomes
where Φ(·) is the cumulative distribution function of the standard normal distribution N (0, 1). Now, given values of C, Q, n, and α, the critical value c 0 can be obtained by solving the equation
Appendix B
We will show that given the same values of C, n, and α the critical value c 0 for Q and (−Q) are the same. Since Testing Process Capability Using the Index C pmk with an Application 33 Table B3 . Table B3 . Thus, the p-values for Q and (−Q) are the same. Hence, the critical value c 0 for Q and (−Q) are also the same for same values of C, n, and α.
