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A canonical system of basic invariants of a finite
reflection group
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Abstract
A canonical system of basic invariants is a system of invariants satisfying a
set of differential equations. The properties of a canonical system are related
to the mean value property for polytopes. In this article, we naturally identify
the vector space spanned by a canonical system of basic invariants with an
invariant space determined by a fundamental antiinvariant. From this identi-
fication, we obtain explicit formulas of canonical systems of basic invariants.
The construction of the formulas does not depend on the classification of finite
irreducible reflection groups.
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1 Introduction
Let V be a real n-dimensional Euclidean space, and W ⊆ O(V ) a finite reflection
group. Let S denote the symmetric algebra S(V ∗) of the dual space V ∗, and Sk
the vector space consisting of homogeneous polynomials of degree k and the zero
polynomial. Then W naturally acts on S and Sk. According to Chevalley [2], the
subalgebra R = SW of W -invariant polynomials of S is generated by n algebraically
independent homogeneous polynomials. A system of such generators is called a
system of basic invariants of R. It is easy to construct systems of basic invariants
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for reflection groups of the types An, Bn, Dn and I2. Many researchers constructed
explicit systems of basic invariants for a reflection group of each type (Coxeter [3],
Mehta [12], Saito, Yano, and Sekiguchi [14], and Sekiguchi and Yano [15, 16]).
Let v1, . . . , vn be an orthonormal basis for V , x1, . . . , xn the basis for V
∗ dual
to v1, . . . , vn, and ∂1, . . . , ∂n the basis for V
∗∗ dual to x1, . . . , xn. Although we may
identify V ∗∗ with V naturally, we usually distinguish the basis ∂1, . . . , ∂n from the
basis v1, . . . , vn. We define a bilinear map (·, ·) : S × S → S by
(f, g) = f(∂)g(x) (f, g ∈ S), (1.1)
where x = (x1, . . . , xn) and ∂ = (∂1, . . . , ∂n). Define an inner product 〈·, ·〉 : S×S →
R by
〈f, g〉 = f(∂)g(x)|x=0 (f, g ∈ S). (1.2)
It is not hard to see that 〈f, g〉 = 〈g, f〉 for f, g ∈ S.
Two systems g1, . . . , gn and h1, . . . , hn of basic invariants are said to be equivalent
if there exists A ∈ GLn(R) such that
[h1, . . . , hn] = [g1, . . . , gn]A.
Definition 1.1. A system f1, . . . , fn of basic invariants is said to be canonical if
it satisfies the following system of partial differential equations:
(fi, fj) =
{
1 if i = j
0 otherwise
(1.3)
for i, j = 1, . . . , n.
The canonical system was first defined by Flatto [4, 5] and Flatto and Wiener [6]
for determining the structure of the linear space consisting of P (0)-harmonic func-
tions, where P (k) is the k-skeleton of an n-dimensional polytope P for a nonnegative
integer 0 ≤ k ≤ n− 1. (An R-valued continuous function is called a P (k)-harmonic
function if it satisfies the mean value property on P (k).) Flatto [4, 5] and Flatto and
Wiener [6] verified that there exists a unique (up to equivalence) canonical system
of basic invariants for any finite reflection group, and gave an algorithm to find the
canonical system. In [4, 5, 6], a canonical system of basic invariants was found as a
solution of a certain system of partial differential equations. Definition 1.1 is due to
Iwasaki [9].
Explicit formulas for canonical systems play an important role when we deter-
mine the structure of the linear space consisting of P (k)-harmonic functions. Es-
pecially, from the argument using explicit formulas of the canonical systems, the
structure of the linear space consisting of P (k)-harmonic functions was determined
for any 0 ≤ k ≤ n− 1 when P is a regular convex polytope (see [8, 10, 11]). (When
P is a regular convex polytope, the symmetry group of P is a finite reflection group
of the type A, B, F , H , or I.)
However, the algorithm for constructing a canonical system (given by Flatto
[4, 5] and Flatto and Wiener [6]) does not seem to be effective in practice. (It is
hard to give an explicit formula of a canonical system from the algorithm.) It is
an interesting problem to determine canonical systems. Iwasaki [9] gave explicit
formulas of canonical systems for reflection groups of the types An, Bn, Dn and I2.
Iwasaki, Kenma and Matsumoto [11] gave explicit formulas of canonical systems for
the irreducible finite reflection groups of the types F4, H3 and H4. The problem for
determining canonical systems of basic invariants for the remaining types (E6, E7
and E8) has been open. In this article, we explicitly construct canonical systems of
basic invariants from an arbitrary system of basic invariants (Theorem 3.4). The
construction does not depend on the classification for finite irreducible reflection
groups.
In contrast, making use of the classification, we may refine our construction. In
the case of the types other than Dn (with even n), we may have a straightforward
construction (Theorem 4.1). We need to consider the case of the type Dn with
even n separately. Iwasaki [9] constructed a canonical system of basic invariants
containing the monomial
∏n
i=1 xi = x1 · · ·xn. By using the monomial
∏n
i=1 xi, we
obtain a construction for a canonical system arising from an arbitrary system of
basic invariants (Theorem 4.3).
Let Φ be the root system associated with a finite reflection group W , and Φ+
a positive system in the sense of (5.4) in [7]. For α ∈ Φ, fix a homogeneous poly-
nomial Lα of degree 1 defining the reflecting hyperplane Hα (i.e., kerLα = Hα). A
polynomial f ∈ S is said to be an antiinvariant if wf = (detw)f for all w ∈ W .
Put ∆ =
∏
α∈Φ+ Lα, then ∆ is an antiinvariant. Set
R[∂]∆ := {f(∂)∆ | f ∈ S} .
We naturally identify the vector space spanned by a canonical system of basic in-
variants with ΩW := (R[∂]∆ ⊗R V
∗)W . It is known that the graded vector space
R[∂]∆ affords the regular representation of W (see Bourbaki [1] and Steinberg [18]).
This is a key to constructing canonical systems.
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2 Characterization of the canonical systems
Let R+ be the ideal of R generated by homogeneous elements of positive degrees,
and I = SR+ the ideal of S generated by R+. The following key lemma is obtained
by Steinberg [18].
Lemma 2.1. Let f ∈ S be a homogeneous polynomial. Then we have the following:
(1) f ∈ I if and only if f(∂)∆ = 0,
(2) g(∂)f = 0 for any g ∈ I if and only if f ∈ R[∂]∆,
(3) I is the orthogonal complement of R[∂]∆, and S = I ⊕ R[∂]∆.
It is known that a W -stable graded subspace U of S such that S = I ⊕ U is
isomorphic to the regular representation (see Bourbaki [1, Chap. 5 Sect. 5 Theorem
2]). By Lemma 2.1, the graded vector space R[∂]∆ affords the regular representation
of W .
In the rest of this paper, we assume that W is irreducible and V is generated by
the roots. Then any endomorphism of V is a multiplicative map with a constant in
R, and V is absolutely irreducible (see Bourbaki [1, Chap. 5, Sect. 2, Proposition 1]
and [1, Chap. 5, Sect. 3, Proposition 5]). Therefore, by the general theory of group
representations, we have that the multiplicity of V in the regular representation is
dimR V = n. Note that there exists a W -module U
′ such that R[∂]∆ = V n ⊕ U ′.
We set
ΩW := (R[∂]∆ ⊗R V
∗)W .
Then, according to Orlik and Solomon [13], we have the isomorphism
ΩW = (R[∂]∆ ⊗R V
∗)W ≃ HomW (V,R[∂]∆) (2.1)
as W -modules. Since V is absolutely irreducible, we have dimRΩW = n by [13] (pp.
80).
There exists a unique R-linear map d : S −→ S ⊗R V
∗ satisfying d(fg) =
f(dg) + g(df) for f, g ∈ S and dL := 1 ⊗ L ∈ R ⊗R V
∗ for L ∈ V ∗. The map d is
called the differential map. We set Ω1(V ) := S ⊗R V
∗, then Ω1(V ) naturally has
an S-graded structure. The differential map was associated with basic invariants by
Solomon [17]. For h ∈ S, the differential dh is given by the following formula
dh =
n∑
j=1
∂jh⊗ xj =
n∑
j=1
(∂jh)dxj.
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Hence dh is invariant if h is invariant. Assume that df = 0 for f ∈ R+. Then f is a
constant, and f = 0. Hence d|R+ is injective.
Recall that there always exists a homogeneous canonical system {f1, . . . , fn} by
Flatto [4, 5] and Flatto and Wiener [6].
Lemma 2.2. For a homogeneous canonical system {f1, . . . , fn}, the 1-forms df1, . . . , dfn
are a basis for ΩW over R.
Proof. Let {i, j, k} ⊆ {1, . . . , n}. One has
0 = ∂k(fj , fi) = ∂k(fj(∂)fi) = fj(∂)(∂kfi).
Thus g(∂)(∂kfi) = 0 for any g ∈ R+. By Lemma 2.1 (2), we have ∂kfi ∈ R[∂]∆ and
dfi ∈ ΩW . Note that the 1-forms df1, . . . , dfn are linearly independent over R. Since
dimRΩW = n, the 1-forms df1, . . . , dfn are a basis for ΩW over R.
Define the linear map
ε : (S ⊗R V
∗)W −→ R+
by
ε
(
n∑
k=1
hkdxk
)
=
n∑
k=1
xkhk.
Then ε(dh) = (deg h)h for any homogeneous polynomial h ∈ R+. Define
F := ε(ΩW ). (2.2)
By Lemma 2.2, F = 〈f1, . . . , fn〉R when {f1, . . . , fn} is a homogeneous canonical
system. We thus have the following two W -isomorphisms:
d|F : F
∼
→ ΩW ,
ε|ΩW : ΩW
∼
→ F .
In particular, an arbitrary element of ΩW can be uniquely expressed as dg for some
g ∈ F .
We now introduce an inner product
(·, ·) : ΩW × ΩW → R
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by
(ω1, ω2) =
(
n∑
j=1
gjdxj ,
n∑
j=1
hjdxj
)
:=
n∑
j=1
〈gj, hj〉, (2.3)
for ω1 =
∑n
j=1 gjdxj , ω2 =
∑n
j=1 hjdxj ∈ ΩW . For homogeneous polynomials
f, g ∈ F , we have
(df, dg) =
n∑
j=1
(∂jf, ∂jg) =
n∑
j=1
〈xj∂jf, g〉
= (deg f)〈f, g〉 =
{
(deg f)(f, g) if deg f = deg g,
0 otherwise.
(2.4)
Therefore two W -isomorphisms
d|F : F
∼
→ ΩW ,
ε|ΩW : ΩW
∼
→ F
both preserve the orthogonality of homogeneous elements.
Corollary 2.3. Let {ω1, . . . , ωn} be an orthogonal basis consisting of homogeneous
elements for ΩW . Then the normalization of ε(ω1), . . . , ε(ωn) forms a canonical
system.
3 Construction
The following map is a key to our construction of the canonical system.
Definition 3.1. Define a map
φ : S −→ R[∂]∆, φ(f) := ((f,∆),∆) for f ∈ S (3.1)
where (·, ·) is the bilinear map (1.1).
Proposition 3.2. The map φ satisfies the following:
(1) φ is a W -homomorphism,
(2) φ preserves a homogeneous component of S, i.e., φ(Sk) ⊆ Sk for any nonneg-
ative integer k,
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(3) ker φ = I,
(4) φ is symmetric with respect to the inner product 〈·, ·〉 (1.2), i.e.,
〈φ(f), g〉 = 〈f, φ(g)〉
for f, g ∈ S. Therefore, φ : S → S is diagonalizable by homogeneous polyno-
mials.
Proof. (1) For any w ∈ W , we have
w · ((f,∆),∆) = ((w · f, detw∆), detw∆) = ((w · f,∆)∆).
Hence w · φ(f) = φ(w · f).
(2) For any f ∈ Sk, we have
deg φ(f) = deg∆− deg(f,∆) = deg∆− (deg ∆− deg f) = deg f.
(3) By Lemma 2.1,
f ∈ kerφ⇔ ((f,∆),∆) = 0⇔ (f,∆) ∈ I ∩ R[∂]∆ = 0⇔ f ∈ I.
(4) We may assume that f and g are homogeneous. If deg f 6= deg g then
〈φ(f), g〉 = 0 = 〈f, φ(g)〉. Then we only need to verify the assertion when deg f =
deg g. Put F := (f,∆) and G := (g,∆). We have
〈φ(f), g〉 = 〈g, φ(f)〉 = 〈g, (F,∆)〉 = 〈gF,∆〉 = 〈F, (g,∆)〉 = 〈F,G〉.
Hence 〈f, φ(g)〉 = 〈G,F 〉 = 〈F,G〉 = 〈φ(f), g〉.
Remark. The map φh(f) := ((f, h), h) satisfies the properties (2) and (4), where h
is a homogeneous polynomial. The proofs go similarly to Proposition 3.2.
The map φ induce a linear map φ˜ : Ω1(V )W −→ ΩW defined by φ˜(
∑
f ⊗ x) :=∑
φ(f)⊗ x. By Proposition 3.2 (3),
ker φ˜ = (I ⊗R V
∗)W ,
and then the restriction φ˜|ΩW : ΩW → ΩW is an isomorphism by Lemma 2.1. For
any homogeneous element ω1 =
∑n
j=1 gjdxj , ω2 =
∑n
j=1 hjdxj ∈ ΩW with deg ω1 =
7
deg ω2, by Proposition 3.2 (4),
(
φ˜(ω1), ω2
)
=
(
n∑
j=1
φ(gj)dxj ,
n∑
j=1
hjdxj
)
=
n∑
j=1
〈φ(gj), hj〉
=
n∑
j=1
〈gj, φ(hj)〉 =
(
n∑
j=1
gjdxj,
n∑
j=1
φ(hj)dxj
)
=
(
ω1, φ˜(ω2)
)
.
If deg ω1 6= deg ω2, then
(
φ˜(ω1), ω2
)
= 0 =
(
ω1, φ˜(ω2)
)
. Hence the map φ˜|ΩW is
symmetric with respect to the inner product (2.3) and φ˜|ΩW is diagonalizable with
homogeneous eigenvectors.
Proposition 3.3. There exists a canonical system {f1, . . . , fn} such that df1, . . . , dfn
are eigenvectors of φ˜.
Proof. Let Ud,λ be the subspace of ΩW consisting of homogeneous eigenvectors with
degree d and eigenvalue λ. We assume that Ud1,λ1 6= Ud2,λ2. If d1 6= d2, then Ud1,λ1 is
orthogonal to Ud2,λ2. When λ1 6= λ2, let ω1 ∈ Ud1,λ1 and ω2 ∈ Ud2,λ2. By Proposition
3.2 (4), we have
λi (ωi, ωj) =
(
φ˜(ωi), ωj
)
=
(
ωi, φ˜(ωj)
)
= λj (ωi, ωj) .
Then (ωi, ωj) = 0. This means that Ud1,λ1 is orthogonal to Ud2,λ2 . Hence ΩW is
decomposed into the direct sum of orthogonal components Ud,λ.
Let {ω1 . . . , ωn} be a orthogonal basis for ΩW =
⊕
d,λ Ud,λ. The normalization
of ε(ω1) . . . , ε(ωn) is the required canonical system.
Theorem 3.4. For an arbitrary system of basic invariants {h1, . . . , hn}, the system
{φ˜(dh1), . . . , φ˜(dhn)}
is a basis for ΩW . Therefore, the Gram-Schmidt orthogonalization of{
ε ◦ φ˜(dhi) =
n∑
j=1
xjφ(∂jhi)
∣∣∣∣∣ i = 1, . . . , n
}
(3.2)
with respect to the inner product (1.2) takes a canonical system of basic invariants.
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Proof. We can take a canonical system f1 . . . , fn satisfying that df1, . . . , dfn are
eigenvectors of φ˜ by Proposition 3.3. Let λ1, . . . , λn be the eigenvalues of df1, . . . , dfn,
respectively. All of these are nonzero since φ˜|ΩW is an isomorphism. We may as-
sume that mi := deg fi = deg hi with m1 ≤ · · · ≤ mn. Let i = 1, . . . , n, and
let r be the number of invariants of degree mi in {h1, . . . , hn}. We may assume
mi = · · · = mi+r−1. We only need to verify that the linear independence of
{φ˜(dhi), . . . , φ˜(dhi+r−1)}.
For j = 0, . . . , r − 1, we may write
hi+j =
r−1∑
k=0
aj kfi+k + Pj(f1, . . . , fi−1), (3.3)
where Pj = Pj(f1, . . . , fi−1) is a polynomial in f1, . . . , fi−1 and aj k ∈ R. Since
{h1, . . . , hn} is algebraically independent, we have det[aj k] 6= 0. Then the 1-form
dPj is in ker φ˜ = (I ⊗R V
∗)W . Applying φ˜ ◦ d on the equality (3.3), we have
φ˜(dhi+j) =
r−1∑
k=0
aj kλi+kdfi+k. (3.4)
Therefore, φ˜(dhi), . . . , φ˜(dhi+r−1) are linearly independent since det[aj k] 6= 0.
4 Case observations
By focusing our mind on the classification of finite irreducible reflection groups, we
notice that the construction (Theorem 3.4) is more refined. For this purpose, we
take an orthogonal basis consisting of eigenvectors of the linear map φ˜ for each type
of the classification. We need to make a consideration of two cases; one of them is
the case of the types except Dn with even n (n ≥ 4) and the other one is the case
of type Dn with even n (n ≥ 4).
If W is not of the type Dn with even n (n ≥ 4), then the degrees of basic
invariants are distinct. If W is of the type Dn with even n (n ≥ 4), then the degrees
are the numbers 2, 4, . . . , n, n, . . . , 2n− 2 (see [7, sect. 3.7 Table 1]).
4.1 Types except Dn with even n
We assume that W is not of the type Dn with even n (n ≥ 4). We recall the degrees
of basic invariants are distinct.
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Therefore, for any basic invariants h1, . . . , hn, it follows that {φ˜(dh1), . . . , φ˜(dhn)}
is an orthogonal basis for ΩW . Hence the system (3.2) is an orthogonal basis for F .
Theorem 4.1. Let h1, . . . , hn be a system of basic invariants with deg hi = mi.
Then the normalization of a system
{∑n
j=1 xjφ(∂jhi) | i = 1, . . . , n
}
takes a canon-
ical system of basic invariants.
4.2 Type Dn with even n (n ≥ 4)
Let n = 2ℓ (ℓ ≥ 2). In this subsection, we assumeW is the irreducible finite reflection
group of type Dn. In this case, two basic invariants have degree mℓ = mℓ+1 = n. We
find a homogeneous polynomial f ∈ F of degree n satisfying that df is an eigenvector
of φ˜. It is well-known that
∑n
j=1 x
2i
j (i = 1, . . . , n − 1) and
∏n
i=1 xi form a system
of basic invariants. Hence
∏n
i=1 xi ∈ F (Iwasaki [9] also constructed a canonical
system of basic invariants which contains
∏n
i=1 xi). We will prove that d(
∏n
i=1 xi) is
an eigenvector of φ˜.
The antiinvariant ∆ is given by
∆ =
∏
1≤i<j≤n
(x2i − x
2
j ) =
∑
a∈2Nn
cax
a (4.1)
for some coefficient ca ∈ R. We denote |a| := a1 + · · · + an for a multi-index
a = (a1, . . . , an) ∈ N
n. We write a ≥ b if ak ≥ bk for all k = 1, . . . , n. Put
1 := (1, . . . , 1) ∈ Nn. Let ej ∈ N
n be the j-th unit vector of Nn.
Proposition 4.2. Let f = x1 · · ·xn. Then df is an eigenvector of φ˜.
Proof. Let a, b ∈ 2Nn be muti-indices with |a| = |b| = deg∆. Note that ∂1f =
x1−e1 . Assume that ((x1−e1, xa), xb) 6= 0. Then a−1+e1 ≥ 0 and b−a+1−e1 ≥ 0.
If a 6= b, the multi-index b − a has a component less than or equal to −2 since
|a| = |b| and a, b ∈ 2Nn. Then b − a + 1 − e1 6≥ 0. This is a contradiction, and
a = b. Thus ((x1−e1 , xa), xb) = cx1−e1 for some c ∈ R×. Therefore, we conclude
that
((∂1f, x
a), xb) = c∂1f (4.2)
for some c ∈ R×. By (4.2), we have
φ(∂1f) = ((∂jf,∆),∆) =
((
f,
∑
a∈2Nn
cax
a
)
,
∑
b∈2Nn
cbx
b
)
= λ∂1f (4.3)
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for some λ ∈ R. The map φ is a W -homomorphism and f is invariant. Applying
the permutation (1 j) ∈ W (j = 1, . . . , n) on the equation (4.3), we have φ(∂1f) =
λ∂1f, . . . , φ(∂nf) = λ∂nf . Hence φ˜(df) = λdf .
We take a canonical system f1, . . . , fn for F which contains the monomial fℓ+1 =∏n
i=1 xi. Note that 〈fℓ+1, fℓ+1〉 = 1. Then
(φ˜(dfℓ), dfℓ+1) = (dfℓ, φ˜(dfℓ+1)) = λ(dfℓ, dfℓ+1) = 0. (4.4)
Since dfℓ and φ˜(dfℓ) are orthogonal to dfℓ+1, the 1-form dfℓ is an eigenvector of φ˜.
Let h1, . . . , hℓ, hℓ+1, . . . , hn be a system of basic invariants. We may assume that
deg hi = mi for i = 1, . . . , n. There exist polynomials Pℓ, Pℓ+1 in f1, . . . , fℓ−1 such
that
hℓ = a1fℓ + a2fℓ+1 + Pℓ(f1, . . . , fℓ−1),
hℓ+1 = a3fℓ + a4fℓ+1 + Pℓ+1(f1, . . . , fℓ−1),
where
a1 =
〈fℓ, hℓ〉
〈fℓ, fℓ〉
, a2 =
〈fℓ+1, hℓ〉
〈fℓ+1, fℓ+1〉
= 〈fℓ+1, hℓ〉,
a3 =
〈fℓ, hℓ+1〉
〈fℓ, fℓ〉
, a4 =
〈fℓ+1, hℓ+1〉
〈fℓ+1, fℓ+1〉
= 〈fℓ+1, hℓ+1〉.
We have a1a4 − a2a3 = det
[
a1 a2
a3 a4
]
6= 0 since h1, . . . , hn and f1, . . . , fn are systems
of basic invariants. Hence we have the following.
Theorem 4.3. Let W be the irreducible finite reflection group of type Dn with
n = 2ℓ (ℓ ≥ 2). Let h1, . . . , hn be a system of basic invariants with deg hi = mi. Put
fℓ+1 = x1 · · ·xn. Then the normalization of a system
n∑
j=1
xjφ(∂jh1), . . . ,
n∑
j=1
xjφ (∂j(bhℓ − ahℓ+1)) , fℓ+1, . . . ,
n∑
j=1
xj∂jφ(∂jhn)
takes a canonical system of basic invariants, where
a = 〈fℓ+1, hℓ〉, b = 〈fℓ+1, hℓ+1〉.
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