





































The current methods of storing  research data are as diverse as  the disciplines  that generate  them and are 
necessarily  driven  by  the myriad ways  in which  researchers  need  to  subsequently  access  and  exploit  the 
information they contain. Institutional repositories, data centres and all other methods of storing data have to 
exist within an infrastructure that enables researchers to access and exploit the data, and variant models for 
this  infrastructure  can be  conceptualised. Discussion of effective  infrastructures  for  curating data  is  taking 
place  at  all  levels, wherever  research  is  reliant  on  the  long‐term  stewardship  of  digital material.  JISC  has 
commissioned this study to survey the different national agendas  that are addressing variant  infrastructure 
models,  in  order  to  inform  developments within  the  UK  and  for  facilitating  an  internationally  integrated 
approach to data curation.  
The study of data sharing initiatives in the OECD countries confirmed the traditional perception that the policy 
instruments are clustered more  in the upper end of the stakeholder taxonomy –  i.e. at the  level of national 
and  research  funding  organisations  –  whereas  the  services  and  practical  tools  are  being  developed  by 
organisations at the lower end of the taxonomy. Despite the differences that exist between countries in terms 
of the models used for research funding, as well as the levels at which decisions are taken, there is agreement 
on  the  expected  strata  of  responsibility  for  applying  the  instruments  of  data  sharing.  This  supports  the 
structure of stakeholder taxonomy used in the study. 
POLICY  SUPPORT  FOR  DATA  SHARING 
The lack of a universal model for data sharing policies appears to be a fundamental consequence of research 
funding models differing between  individual  countries.  This  study  found no  evidence of  either  a universal 
model or agreement on what a data sharing policy should include.  
On  an  international  level,  the  key  players  (organisations  like OECD, UNESCO,  EU  and  interest  groups  like 
CODATA, ESFRI) have  concentrated  their policy  statements around  the principle of open access  to publicly 






means  for  accessing  data.  Applying  Open  Access  principles  to  data  is  discussed  at  the  national  level  in 
Germany. 
The main burden of developing and implementing data sharing policies is currently being carried by research 
funding  agencies,  with  an  expectation  (but  not  a  mandate)  that  individual  research  institutions  and 




























the  country  apply,  and  develop  tools  that  facilitate  interaction  between  repositories.  The main  expected 
outcomes are better data curation and dissemination services that are based on shared tools and principles. 
Data  archives  and  centres  funded  directly  by  research  funding  agencies  are  the  dominant  class  of  data 
repositories. But there is a variance in how data curation and sharing infrastructure is offered and models of 
how  these are used  in different  research domains.  In domains  such as  the  social  sciences and medicine  a 
strong tradition exists  for depositing data  in national data centres, which are usually directly  funded by the 
funding  agencies;  in  astronomy,  biomedicine,  earth  sciences  and  physics,  data  centres  with  a  profile  of 
international dissemination are favoured by researchers. The first examples of funding agencies relying on a 
network of  institutional data repositories are emerging (e.g. AHRC  in the UK that stopped funding the AHDS 








resources, unclear  responsibilities  for maintaining  the  repository  (e.g. university  library vs  IT  services), and 
insufficient institutional policy support. The business case for supporting a data repository is not yet clear for 
many research institutions. 
DATA  FEDERATION  AND  ACCESS  SERVICES 
In  the  increasingly  international  and  interdisciplinary  context  of  research,  locating  data  in  disparate 
repositories  in different countries, gaining access to them through a web of  licence agreements  in different 
languages, and re‐using them in a multitude of file formats can be a daunting task. These barriers are not easy 
to  overcome  –  the  sheer  diversity  of  data makes  it  difficult  to  design  tools with  the  range  and  ability  to 
accommodate and translate between the distinctly different data needs of the various domain communities.  
To  bridge  these  gaps,  a  significant  portion  of  data  sharing  infrastructure  funding  is  being  allocated  to 
developing  technical  solutions  for data  federation  from different  repositories  in one  research domain  and 




These  services  are  predominantly  developed  by  short‐term  projects, which  inevitably  are  faced with  the 
transition  to a  sustainable  service environment, with a  long‐term  financial and business  structure  (e.g.  the 
CARMEN project). Development of data access tools and services has started to receive government funding 
and backing in several countries (e.g., the US, Australia, Netherlands, France). 





and medium  sized  laboratories  and  institutes  that may  have  very  different  computing  environments  and 
levels of  IT expertise. To help with automation of the research process and reduce the effort that goes  into 
data  conversion,  various  virtual  research  environments  and  researchers’  toolbox  solutions  are  being 
developed. These are predominantly project‐based  initiatives at this stage, but  in the case of Germany and 
Japan have the backing of a nation‐wide platform. 
RESEARCHER  SKILLS  FOR  DATA  SHARING 
Data publishing to a standard that facilitates re‐use requires the effective planning and management of data 
throughout the  life‐cycle of a project. Studies  in the UK and Australia have demonstrated  low awareness of 
policies  and  requirements,  and  a  lack  of  adequate  data  management  skills  among  researchers.  Similar 
conclusions have been drawn  from digital  library user  surveys. Researchers  require guidance  in  translating 
policy  requirements,  including open access policy,  into operational  tasks  for which  they  can plan and  take 
responsibility. 
Examples of data management plans that are  increasingly required as conditions  for receiving  funding have 
been produced in Australia. Good examples of data management and curation manuals have been developed 
by the UK Data Archive, DCC and ICPSR. 
SUMMARY  OF  THE  ANALYSIS 
POLICY  SUPPORT  FOR  DATA  SHARING 
Collaboration in the development of data sharing and curation policies can be seen on all levels: international 
interest groups are  issuing  joint policy statements, national co‐ordination offices are being set up, research 
funding  agencies  are  agreeing  to  shared principles,  universities  form  self‐organised  groups  to  support  the 












but  the practice  is variable. Researchers  in disciplines  that have  large centralised data centres benefit  from 
the availability of expertise and  resources  for data  curation, whereas other  funding agencies often do not 
have efficient mechanisms  in place for ensuring that their policies are being followed. Several calls for more 
uniform data  sharing policies have been made  (e.g., RIN  in  the UK, GAO  in  the US), especially  to  facilitate 
shared principles across interdisciplinary research boundaries. A significant agreement of common principles 






in the context of  individual research projects.  Institutions themselves have a vested  interest  in sharing data, 
and in some jurisdictions may share or own the intellectual property rights to the data, but institutional data 
sharing  policies  are  not  yet  very  common.  Whilst  growing  awareness  of  the  open  access  principles  is 














their data  resources. Tools  like  the DCC’s Data Audit Framework  (DAF) help with  the  identification of data 
assets  and ULCC’s DAAT  and DCC/DPE DRAMBORA  are of  value  in  assessing what  risks  are being  faced  in 
curating them. These tools do not cover the issues of data quality that are essential in appraising the value of 
data assets and establishing the scope of data curation activities. Policies and requirements that are being put 






mostly  based  on  data  centres  supported  by  research  funding  organisations.  In  the main,  universities  and 
research  institutes  are  either  not  ready,  or  it  is  not  appropriate  for  them,  to  take  this  task  away  from 
centralised data services. Clear policies, more  resources and more skills are needed  to allow universities  to 
enter the data management and curation realm, but with the choice of data sharing channels expanding, the 
physical  location of data becomes  less and  less relevant: access and dissemination services can harvest data 
from a variety of repository environments. Given that one method of data sharing does not preclude the use 
of  other  ones,  and  ultimately  it  is  the  researcher  who  decides  which  (additional)  channels  to  use  for 
dissemination,  the  university  and  institutional  data  repositories  and  social  networking  web  services may 
become more popular  in the  future.  It would still be  in the  interest of research  funding agencies to ensure 
that data  created with  their  funding are  released  to  the public domain, are adequately described,  curated 
over time, and the necessary data security rules are effectively applied. The centralised data repositories will 
continue  to provide  such  a data  control  regime, but  they  should  consider  implementing mechanisms  that 
allow  institutional  repositories  to harvest metadata and  link  to actual data  in  their  repositories, giving  the 
institutions an opportunity to disseminate the data as linked resources. 
In  the  longer  term, however,  there  is a need  to produce and adopt universal  rules  for data description,  to 
define minimum data curation services, and to identify rules for data security that are designed for use across 
different disciplines. The implication here is for more collaboration and the provision of more practical tools 
for  use  at  the  institutional  level, with  lessons  learned  from  the  experiences  of  established  data  curation 
institutions and centres. 




awareness  of  these  data  sharing  policies  has  been  reported  to  be  low  (UKRDS  survey  returned  only  66% 
positive responses) and should be improved, yet researchers have other incentives and requirements to share 
their data: principally, they want to publicise the results of their research, which in some cases includes data; 
some publishers  require data underlying  an  article  to be made  available on  request  to other  researchers; 








change  the  research assessment  rules  to also  include data publications.  If a  general agreement was  to be 





(required  increasingly  to  accompany  new  project  funding  proposals)  has  the  potential  for  incorporating 
structured guidance on how  research data should be managed  throughout  their  lifecycle. Examples of data 




















































on all  levels – from  international organisations and  interest groups, national science organisations, research 
funding bodies and professional associations, to individual universities and research projects. In January 2004 
national governments including that of the UK signed the OECD Declaration on Access to Research Data from 
Public  Funding1 highlighting opportunities  and  agreeing  to work  towards  commonly  agreed principles  and 
guidelines. National level strategy documents are being developed to set priorities for government spending 
on research  infrastructure development. Research funding agencies are collectively agreeing on open access 




services  and  analysis  tools  that  provide  the  researchers with  added  value  to  raw  data.  Infrastructure  to 
support  research  is  receiving much attention and major  funding  is being made available  to develop  it. The 
European  Commission  calls  it  e‐infrastructure  and  defines  it  as  a  new  research  environment  in which  all 
researchers  have  shared  access  to  unique  or  distributed  scientific  facilities  (including  data,  instruments, 
computing and communications), regardless of their type and  location  in the world.2 Data repositories that 
provide  data  curation  and  sharing  are  a  vital  component  of  this  support  infrastructure  that  in  the UK  is 
referred to as ‘e‐science’ or ‘research infrastructure’, in the US as ‘cyberinfrastructure’, and as ‘e‐research’ in 






added  to  this  list.  New  tools  that  form  building  blocks  of  the  Virtual  Research  Environment  are  being 
developed and are likely to emerge as another data sharing model where data stores are directly integrated 
with automated research workflows. 
The  technology  that  supports all  these new opportunities  continues  to evolve  rapidly,  though  researchers’ 
attitudes  to data  creation and dissemination and  skills  to  implement all  the  requirements are not keeping 





































For  research data  to be  and  remain  shareable over  time, both digital  curation  and  access  services will be 
necessary.  This  presumes  that  good  data  management  practices  are  employed  from  the  start  of  every 
research project  to ensure  adequate  curation of data  throughout  their  lifecycle. The  current  state of data 
sharing discussion does not, however, always convey this message to the researchers. 






• Data Audit Framework,7 which will specify good practice  in undertaking an audit of  institutional and 













































The  information  collection  was  undertaken  through  desk  research,  targeted  interviews  and  e‐mail 
communication. The analysis of  collected  information  looked at  the  top‐down drivers  for establishing data 
sharing  infrastructures – policies, strategies and development plans; and compared examples of typical data 
sharing  infrastructure provision  in OECD countries. The project  timeline did not allow  the creation of a  full 
inventory  of  all  data  sharing  initiatives  across  all  the  OECD  countries.  Therefore,  the  focus  was  set  on 
















The discussion of data sharing  issues  is happening on all  levels and  in many different contexts –  from data 
curation  and  access  to  publicly  funded  information  to  legal  and  ethical  constraints.  This  analysis  focused 
primarily on analysing the enablers of research data sharing, and  less on the various barriers. Technical and 
auxiliary topics that are  indirectly  linked with data sharing  infrastructure provision,  like digital preservation, 







different  research  domains,  and  demonstrate  new  and  innovative  approaches.  The  full  list  of  significantly 
overlapping approaches taken and similar solutions developed and applied in many countries and disciplines 
would defeat the purpose of this study. 












research domain and  institutional  level  (Chapter 2). Summaries of main  findings  in each category of policy 
documents  are  presented  at  the  end  of  respective  sub‐chapters.  The  analysis  of  current  data  sharing 
infrastructure provision (Chapter 3) begins with a brief overview of funding and resources made available for 
research infrastructure. Summaries of various national, domain and institutional research data infrastructure 




set  of  recommendations  for  further  work  that  have  emerged  from  this  study  (Chapter  5).  A  full  list  of 
references and materials used in the study is presented in the report appendix. 
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The  rapidly mounting  body  of  research  data  represents  both  a massive  investment  of  public  funds  and  a 
potential source of knowledge that can be used not only  in further research, but also to produce  innovative 
value‐added  services  and  goods.  Today,  a  wider  population  is  seeking  better  access  to  educational  and 





funded  research  and  contribute  to  the  advancement  of  scientific  research  and  innovation.  To  promote 
improved scientific and social return on the public investments in research data, countries have established a 
variety of laws, policies and practices concerning access to research data at the national level. In this context, 
the  Organisation  for  Economic  Co‐operation  and  Development  (OECD)  recognised  that  international 
guidelines would be an important contribution to fostering the global exchange and use of research data. 
The OECD first discussed data sharing  issues  in  its workshops  in 2000,11 and then set up a working group to 
draw  up  commonly  agreed  principles  to  guide  access  to  publicly  financed  research.  Collaboration with  a 
similar working group at CODATA was established. The set of principles was discussed in 2004 when the OECD 
Committee  for  Scientific  and  Technological  Policy  (CSTP)  met  at  a Ministerial  level  to  consider  Science, 
Technology and  Innovation for the 21st Century. The Ministers recognised that fostering open access to and 
wide  use  of  research  data  will  enhance  the  quality  and  productivity  of  science  systems  worldwide,  and 
approved  the Declaration on Access  to Research Data  from Public Funding.12 The communiqué also  invited 
the OECD ‘to develop a set of OECD guidelines based on commonly agreed principles to facilitate optimal cost 
effective access to digital research data  from public  funding to be endorsed by the OECD Council at a  later 
stage’. This request was taken up by OECD’s CSTP, which  launched a project by asking a group of experts to 
develop  a  set of principles  and  guidelines.  The  experts drafted  a  first  set of principles  and  guidelines  and 
engaged  in several  rounds of consultation with  research  institutions and policy making bodies  in  the OECD 
member countries to achieve a consensus. A workshop involving key stakeholders was held  in Paris in 2006, 
which  also  contributed  to  this  process.  The work  leading  up  to  the  final  draft  revealed  that  international 
frameworks to facilitate access were still lacking in the member countries, but also that improved access was 











































In 2008, at  the Ministerial Meeting on  the Future of  the  Internet Economy,  the OECD  released  the  report, 
Shaping Policies of the Future of the Internet Economy, which includes the OECD Principles and Guidelines for 











Recommendations do not give precise guidance on  implementation of  the principles,  they do  represent an 
expression  of  strong  political  commitment  on  the  part  of member  governments  and  are  expected  to  be 




relevance  to UNESCO’s  fields of competence’. Draft guidelines  to advise member  states on policies  for  the 
development  and  promotion  of  public  domain  information,  taking  account  of  both  national  needs  and 
international practices were developed in 2003.17 These underwent an international review process and were 
discussed  at  an  International  Symposium  on  Open  Access  and  the  Public  Domain  in  Digital  Data  and 
Information  for  Science.  The  final  guidelines  were  published  in  2004  as  the  Policy  Guidelines  for  the 



























The European Commission opened up a significant debate over open access  to  research  results  through  its 
Study on the Economic and Technical Evolution of the Scientific Publication Markets  in Europe.21 The report 
focussed  on  research  publications models,  but  also  recommended  that member  states  should  ‘guarantee 
public access to publicly‐funded research results shortly after publication’. The Study was opened for public 
consultation and received numerous reactions that were synthesised into the EC Communication on Scientific 
Information  in  the Digital Age: Access, Dissemination  and  Preservation  (COM  (2007)  56).22  This document 
discusses  the  reasons  for  dissemination  of  scientific  information,  pros  and  cons  of  current  practices  and 
outlines  an  action  plan  for  the  European  Commission.  The  Commission will  also  ‘encourage  universities, 
research organisations,  research  funding bodies and  scientific publishers  to exchange  information on good 
practices in relation to new access and dissemination models for scientific information’. The Communication 




and dissemination of  raw data and peer‐reviewed publications  from publicly  funded  research  results’. The 
European  Commission  carried  out  an  independent  analysis  of  the  responses  received  from  the  public 
consultation  of  the  Green  Paper.  A  large  proportion  of  the  respondents  were  of  the  view  that  data  or 
publication repositories should be available at both national and EU  levels. At the same time, generally free 
availability  of  research  data  was  supported  by  just  over  two  thirds  of  the  respondents,  and  issues  of 
































Another European Commissions  initiative –  the  i2010 programme  for  the development of  the  information 
society – has a Digital Libraries  Initiative that has set up a High Level Expert Group on Digital Libraries. The 
Expert  Group  is  tasked  with  discussing  and  finding  ways  forward  on  potentially  difficult  issues  such  as 








ESFRI,  the  European  Strategy  Forum  on  Research  Infrastructures28  has  published  its  position  on  digital 












The  key  players  on  the  international  level  (organisations  like  OECD,  UNESCO,  EU  and  interest 
groups like CODATA, ESFRI) have concentrated their policy statements around the principle of open 






Skills published  the  Science and  Innovation  Investment  Framework 2004‐201432  in 2004,  that  sets out  the 
Government’s goals  for UK  science and  innovation development  for  this period. The  framework document 
recognised  that  a  significant  proportion  of  the  information  resources  needed  for  research  is  now,  and 
increasingly, in digital form. This is helping the sharing and rapid access to research output, but also presents 
a number of potential risks and challenges. The Office of Science and Innovation (OSI) was tasked to detail a 

















will  be  accessible  now  and  in  the  future’.  The  report  produced made  by  the  Preservation  and  Curation 









on  areas  of mutual  interest.  The  aim  of  JISC’s  development work  in  the  area  of  digital  repositories  and 
preservation  is  to  bring  together  people  and  practices  from  across  various  domains  (research,  learning, 
information services,  institutional policy, management and administration, records management, and so on) 
to ensure the maximum degree of coordination is achieved. The work funded by JISC relating to repositories 
and preservation aims  to create a managed and standards‐aware  interoperable network of  repositories  for 
the UK higher education  community. Ensuring  that users have effective ways of discovering and accessing 
digital materials, for as long as it is useful to do so, is an integral part of this mission.  
The  first  aim  in  the  JISC  Strategy  2007‐2009  is  to  ‘deliver  innovative  and  sustainable  ICT  infrastructure, 
services  and  practice  that  support  institutions  in meeting  their missions’.37 As  part  of  this,  JISC  considers 








and  searchable.  JISC  is  working  to  create  an  open,  seamless  environment  that  will  provide  appropriate 
content to the end user at the right time and in the right place. The commitment to openness also extends to 









managing  and  handling  research  data  and  published material,  and  in making  them  available  for  use  by 
researchers. Resources are scattered over innumerable sites with different platforms, and interoperability in 

















Managers,  Learned  Societies  and  Publishers.40  One  of  the  policy  objectives  of  this  document  states  that 
‘Digital  research  data  should  be  easy  to  find,  and  access  should  be  provided  in  an  environment  which 
maximises ease of use; provides  credit  for and protects  the  rights of  those who have gathered or  created 
data; and protects  the  rights of  those who have  legitimate  interests  in how data are made accessible and 
used’ (p. 3). There is also a call for establishing clear ‘roles and responsibilities of different agents, there is the 
risk of misunderstandings, of wasted  efforts,  and  growing difficulties  in managing  and providing  access  to 
digital  research  data.  Increases  in  the  volume  and  complexity  of  data  mean  that  traditional  informal 
arrangements alone are no longer adequate to ensure the effective stewardship of data, and may need to be 
complemented  by  more  formal  codes’  (p.  8).  The  report  then  specifies  the  roles  of  research  funders, 
researchers, and their support services in libraries, archives and data centres. RIN has also analysed research 
councils’  policies  for  the management  of  research  outputs,41 whether  or  not  researchers  do make  their 
research data available to others, and the  issues they encounter when doing so,42 and training provision for 
researchers on information seeking and management.43 Together the RIN studies and principles form a solid 





but  the data on which  it  rested could not. The US  law also mandates  that even  those  federal government 
works that could be copyrighted, fall  immediately  into the public domain — a provision of great  importance 
given the significant governmental involvement in scientific research.44 
The  National  Science  Board’s  (NSB)  report  Long‐Lived  Digital  Data  Collections:  Enabling  Research  and 











the vision  the NSF will pursue  in making  research data accessible:  ‘science and engineering digital data are 
routinely deposited  in well‐documented  form, are  regularly and easily consulted and analyzed by specialist 
and non‐specialist alike, are openly accessible while suitably protected, and are reliably preserved’. To realise 
this vision, the NSF’s goals for the period of 2006‐2010 are twofold: to catalyse the development of a system 
































NSF  is recognising that policy and management  issues  in data handling occur at every  level, and there  is an 
urgent need for rational agency, national and international strategies for sustainable access, organisation and 
use. Formal policies must be developed to address data quality and security, ethical and legal requirements, 
and  technical  and  semantic  interoperability  issues  that will  arise  throughout  the  complete  process  from 
collection and generation to analysis and dissemination. To govern the development of its services, the NSF is 




and  access,  and  to  bring  them  into  accord  across  programs  and  ensure  coherence’.  This will  lead  to  the 
development of a suite of harmonised policy statements supporting data open access and usability (cf. also 
Chapter 2.3 below). 
Several  inter‐agency groups exist  in the U.S. that are  in the process of developing policy frameworks for the 
management and  sharing of data. The high‐level National Science and Technology Council’s Committee on 
Science set up an Interagency Working Group on Digital Data (IWGdd) in 2006 that has members from most 
government departments, memory  institutions, NASA,  the NSF  and  several  councils.48  The purpose of  the 
IWGdd  is  to  develop  and  promote  the  implementation  of  a  strategic  plan  for  the  Federal  government  to 
cultivate an open interoperable framework to ensure reliable preservation and effective access to digital data 
for  research,  development,  and  education  in  science,  technology,  and  engineering.49  The  strategy  of  the 
working group is to ‘create a comprehensive, transparent, evolvable, and extensible policy, management, and 
organisational framework that makes reliable, effective access to the full spectrum of public digital scientific 
data a driving force for science and American  leadership  in science and  in a competitive, global  information 
society’.  The  IWGdd  comprises  four  framework  groups: policy,  sectors,  technology  and  infrastructure.  The 
final report of the working group should be published  in Spring 2009, but the preliminary recommendations 
have  already  been  presented.  The  key  recommendation  is  that  a  national  coordinating  body  should  be 




















































its  Policy  and  Global  Affairs  Division  to  address  emerging  issues  in  the management,  policy,  and  use  of 
research data and  information at the national and  international  levels.51 The Board will consist of academic 
and  industry  participants  and  a  growing  core  of  data managers will  be  expected  to work with  research 
scientists  in  development  of  protocols  and  practices  for  data  management.  The  Board’s  initial  standing 
committee would  include the U.S. National Committee for CODATA, a committee already constituted under 
the National Academy  of  Sciences.52  The  Board  is  intending  to  provide  independent  and  objective  advice 
through studies and reports, reviews of programs, and assessment of priorities concerning research data and 
information activities and interests of its sponsors. 
In  Australia  the  government  issued  a  national  strategy  Backing  Australia’s  Ability  –  Building  our  Future 
through  Science  and  Innovation  in  2004,  and  has  subsequently  published  two  versions  of  the  Strategic 










































research.  It  is a multi‐disciplinary group of universities,  institutes,  libraries, granting agencies, and  individual 
researchers. The working group started by conducting a gap analysis between the ideal state of research data 
stewardship  in Canada and a description of the current state and now develops strategies to begin filling  in 








research  infrastructure and  to  come up with  recommendations  for development. The  commission’s  report 
Wege  zu  einer  besseren  informationellen  Infrastruktur59  discusses  both  infrastructure  provision  and  legal 
hurdles to sharing scientific microdata and aggregated statistical data at national and international levels, and 
makes  a number of  recommendations  for  improving  archiving  and  access  to  scientific  and  statistical data. 
Recommendations  for access provision are usefully presented  in several categories: economic drivers, data 




Humanities60  that  has  subsequently  been  signed  by  over  250  research  institutions  worldwide.  Although 
initially focussed primarily on research articles, the Open Access discussion now fully covers research data as 










































The  strategies  for  development  of  research  infrastructure  in  Scandinavian  countries make  it  explicit  that 
archiving  and  providing  access  for  re‐use  should  be  a mandatory  condition when  receiving  funding  from 
national  funding  organisations.  Different  levels  of  practice  and  available  services  are  acknowledged  in 
different research areas, and funding will be made available to bring all domains up to level in this area.65 
This study did not identify any national level policy or strategic documents that would mandate 
sharing  of  research  data.  Nevertheless,  access  provision  to  research  data  is  seen  as  a  vital 
element  of  the  general  research  infrastructure  and  all  countries  acknowledge  the  need  to 
develop  the  means  for  accessing  data  alongside  the  other  components  of  research 
infrastructure. The  various models of  funding  research  and  academic  institutions  in different 
countries  is  the most  likely  explanation why  defining models  for making  data  accessible  has 
been  left  to  funding organisations  in different  research domains. There has been a significant 











provide  the  general  framework  for  sharing  research  data,  the  concrete  incentives  and  guidance  for  how 

























The  statement  discusses  the  impact  of  self‐archiving  on  research  publishing,  but  recognises  that  ‘data 














The UK  research  councils’ data management policies have  in  recent  years been  compared  and  thoroughly 
analysed  in several  reports.70 An update  to  the comparative  tables  in  these  reports  is provided below  (see 
Table 3 below), with a focus on data sharing principles. The basic structure of the table has been borrowed 
from  the DISC‐UK  report DataShare: State‐of‐the‐Art Review and amended with additional  fields. The  table 
lists funding bodies and source documents of their policy statements; the policy statement  is supplemented  










































































































































































































































































































































































































As  the  list  in  Table  3  demonstrates,  not  all  research  councils  have  created  an  explicit  policy  on  data 
management and sharing, but most research councils have made it a condition for receiving funding that the 
data resulting from research are deposited in a designated data service or a recognised public data repository. 






of  its  seven  data  centres was  established.  Current  data  policy  is  contained within  a  detailed  Data  Policy 
Handbook,  which  dates  from  2002  and  is  currently  under  review.  NERC  places  high  importance  on  the 














Data Policy (2000)  is under review and will be widened  in scope to  include resources other than data under 
the new title ‘Research Resources Policy’.81 
Following the decision to cease funding the Arts and Humanities Data Service, Arts and Humanities Research 
Council  (AHRC)  grant  holders  were  freed  of  obligation  to  deposit  their  data  with  the  AHDS,  except  in 
archaeology where  the Archaeology Data Service has been  retained. The new AHRC statement,  included  in 















the policy.  It does not define categories of data but  is designed as an  instrument  to promote the potential 
availability of all research data produced as a consequence of Trust funding. All three funding organisations 







(STFC) statements encourage data sharing but  leave  it up  to  the  research organisation  to ensure  that  their 
research outputs are exploited, where appropriate also commercially. 
All  research  councils  and  the Wellcome  Trust  utilise  a  range  of  levers  for  ensuring  compliance with  their 
policies.  The  BBSRC’s  approach  is  perhaps  the most  supportive  amongst  the  councils,  including  advice  on 
standards, guidance and training, whilst the Wellcome Trust supports its broad demands for data sharing with 
a  generous  range  of  options  for  funding  data management.  The  ESRC  uses  both  a  ‘carrot  and  a  stick’, 
providing explicit funding to cover data preparation but withholding final payments of awards until data are 
satisfactorily deposited. All research councils allow a period of exclusive access to data for the data producers 
but  underline  their  intention  that  access  will  be  quickly  and  openly  enabled,  unless  shown  to  be 
inappropriate. The BBSRC provides the most detailed explanation of timescales for different scientific areas. 
The  Wellcome  Trust  expects,  as  an  absolute  minimum,  that  relevant  data  is  made  available  upon  the 
publication  of  research,  and  fully  expect  researchers  to  seek  opportunities  for  sharing  data  prior  to 




the  research councils have, so  far, extended  this policy  to  research data –  the concept of open data  is not 
advocated in any of their policies. The research councils’ designated data centres and services have an explicit 
remit  to  serve  the  research  and  teaching  communities  and  data  is  offered  under  licence  terms,  where 
accessing data  requires both  registration and an  institutional account  (e.g., Athens System). Although non‐




In  2004‐2006  the  ESRC  led  the  development  of  a  National  Strategy  for  Data  Resources  for  the  Social 
Sciences.83 The National Data Strategy is a plan to develop and maintain a robust data infrastructure, ensuring 




































The conclusion that can be drawn  from these  figures  is that although the  formal responsibility  for data has 
been  laid on  the grant holder  it  is difficult  to assess how well  the  research council’s policy and guidance  is 
being met. Even where funding councils stipulate potential sanctions if data is not offered for deposit there is 
still  evidence  that  more  could  be  done  to  improve  researcher  awareness  and  institutional  support  for 
researchers. 
The benefits of sharing data were described by the United States National Academy of Sciences as early as 
1985.88  Subsequently,  national  scientific  organisations  and  research  funding  organisations  have  made  a 
commitment to share and archive research data through their ethical codes (e.g., the American Sociological 
Association,89  the  American  Psychological  Association90),  data  sharing  policies  (e.g.,  NIH)  or  grant 
requirements  (e.g.,  the National  Institutes  of  Justice91).  Individual  programs  that  fund  research  in  specific 








keeping with  this  general  philosophy  but which  also  recognise  discipline,  community,  or  program‐specific 
needs,  limitations, and standards. A sample of these statements can be  found  in Table 4 below. Where the 
NSF statement uses ‘expect’, several programs are ‘requiring’ data to be deposited or made available for re‐
use,  and  also  require  a  data management  and  sharing  plan  to  be  included  in  the  grant  application  as  a 
condition for receiving funding. Despite referring to the general NSF statement the NSF programs’ statements 
do not appear  to  form a  coherent and  consistent  set  that would  cover all NSF  funded  research data with 
uniform requirements for archiving and sharing, often leaving the choice up to the research project. 
The US National Institutes of Health (NIH) has required data sharing in several areas, such as DNA sequences, 







supported  by  NIH  that  involves  human  subjects  and  laboratory  research  that  does  not  involve  human 
subjects. Data management and sharing plans are currently required only from applications for  large grants 
(over  $500,000  a  year).  Given  the  breadth  and  variety  of  science  that  NIH  supports,  neither  the  precise 
content for the data documentation, nor the formats, presentation, or transport mode for data is stipulated. 





























research  projects  funded  by  the  Department  of  Energy  (DOE),  the  National  Aeronautics  and  Space 
Administration  (NASA),  the  National  Oceanic  and  Atmospheric  Administration  (NOAA),  and  the  National 
Science Foundation  (NSF). GAO  surveyed 64 program managers at  the  four major  climate  change  research 
agencies and identified 23 different policies that account for about 80 percent of the agencies’ climate change 
research programs and  that encourage  researchers  to make data available. Some of  the data generated by 























on accessing research data  in a guide that examines the research  institution’s obligations  irrespective of the 
funding  source  and  regardless  of  the  type  of  funding mechanism  selected.100  The  National  Academy  of 
























Protection  of  the  privacy  of  personal  health  information  in  the U.S.  is  protected  by  the Health  Insurance 

















































































































































































































































































































































































































































































































































In  Australia,  the  original  ministerial  Accessibility  Framework  was  proposed  as  a  strategic  framework  to 
improve access to research information, outputs and infrastructure. It is an agreed system‐wide approach for 















included an expectation that data would be shared  in their  funding conditions and have  jointly stated their 




























































































































The German  Research  Foundation  (Deutsche  Forschungsgemeinschaft,  DFG)  has  tied  open  access  into  its 
funding policy  since 2006 when  the DFG’s Senate and  Joint Committee  recommended encouraging  funded 
scientists  to  digitally publish  their  results  and make  them  available  via open  access.  The DFG  expects  the 
research results funded by  it to be published and to be made available, where possible, digitally and on the 
internet via open access. To achieve this, the contributions involved should either be deposited in discipline‐
specific  or  institutional  electronic  archives  (repositories)  following  conventional  publication,  or  should  be 
published in a recognised peer‐reviewed open access journal.121  







term aim  is to assist  in making all knowledge produced at the Max Planck  Institutes  freely available via the 
internet,  and  by  this  help  to  achieve  the  goal  set  by  the  Berlin  Declaration  ‘to  constitute  a  global  and 
interactive representation of human knowledge,  including cultural heritage and the guarantee of worldwide 
access’. While  independent  open  access  policies  are  pursued  at  individual Max  Planck  Institutes  it  is  the 
responsibility of  the Max Planck Open Access Unit  to  support  the  institutes  in  these activities and  to help 
formulate a coherent open access policy for Max Planck Society as a whole.123 
The  Helmholtz  Association  (Helmholtz  Gemeinschaft)  was  actively  involved  in  preparing  the  Berlin  Open 
Access Declaration, and has  followed  the open access principles  since  then. The Association’s  formal Open 
Access Policy covers only research publications,124 but the Association has taken steps to promote open data 
sharing  alongside  publications.  In  2005  it  set  up  a working  group  on  defining  open  access  principles  and 
services  at  the Helmholtz  Society  that defined  four directions, one of  them dedicated  to models  for open 
access  to  research  data.125  The  Open  Access  Project  offers  support  to  individual  researchers  as  well  as 
Helmholtz Centres in realising the open access principles.126 
A similar Open Access Workgroup was set up at the Leibnitz Gemeinschaft that first published nine theses on 

















policy position on open access  to  scholarly output. The workgroup made 30  recommendations  to  research 
funders, universities  and public  research  institutes,  individual  researchers,  scientific  journals  and  societies, 






via open access  repositories.129 The Hyper Archives en Ligne  (HAL)  repository130  run by  the Centre pour  la 
communication scientifique directe  (CCSDS)131 of  the French National Centre  for Scientific Research  (CNRS) 
caters  for  researchers  from  all  fields,  offers  long‐term  preservation  for  the  deposited  content,  and  is  a 
preferable option for depositing French research articles. 




The  Japanese  research  funding  organisations  do  not  explicitly mention  data  in  their  funding  guides  and 
handbooks, although dissemination of publications is covered.133 
Open access has prompted research funding organisations, institutions and even departments within research 
institutions  to  publish  policies  that  often  also  cover  data  as  one  part  of  the  research  output.  The 
recommendation to publish these in open access repositories as soon as the research results are published, is 
a  common  requirement. The Registry of Open Access Repository Material Archiving Policies  (ROARMAP)  is 




The  research  funding organisations around  the globe are making  significant progress  in  taking a 
pro‐active stance  in mandating sharing of research data and are developing policies  in relation to 









Models  of  funding  research  vary  from  country  to  country  –  large  countries  have  research 
foundations and associations that comprise dozens of research institutions, smaller countries have 
















can be  imposed on the next  level. The other part of the explanation  is the services that research 
funding organisations can offer for data archiving and dissemination – where these have been set 
up  centrally  by  the  funders,  or  a  distributed  network  of  institutional  repositories  in  research 
institutes of  the  funding organisation  is present, data deposit and dissemination are most often 
included in the conditions for receiving funding. 
Major differences remain in the degree to which funding organisations see making data accessible 
and  acting  as  its  long‐term  guardians  as  an  appropriate  or  feasible  role  for  themselves.  Co‐
ordination of data sharing principles among research funding organisations is called for to support 
availability of data for re‐use in all fields of research and to thus facilitate interdisciplinary research. 





national and research domain  level funding and services to  individual research  institutions who see this as a 
way of promoting their own work. Open access principles are having a profound effect on rapid development 
of  institutional  level policies  for openly  sharing  research outputs, but not all of  these  incorporate  research 
data yet. The ROAR service currently lists only 24 institutional mandates for open access publication,135 but in 
reality  this number  is much  larger.  In  some sciences  the so called Mertonian  tradition of open science has 
created a  culture where proprietary exploitation of data, as opposed  to  inventions derived  from data, has 
been discouraged and availability of datasets on which a published work was based has been required as a 
condition of publication.136 These principles, where formulated, were the antecendents of open access. 
A  large  number  of  inter‐institutional  policies  can  be  found  that  address  data  sharing  either  directly  or 
indirectly, most often as part of open access policies. 
Many large scale and long‐term research projects have been defining their own data sharing policies, to foster 
exchange  and  promote  the  results  of  the  project. An  example  of  this  is  the US NIH  funded Human Brain 
project  that was  launched  in 1993  to develop  and  support  a new  science: neuroinformatics. The principal 
investigators in the project offer guidelines in support of data sharing, designed to reduce technological and 














The  Atmospheric  Radiation  Measurement  (ARM)  Program  in  the  United  States  is  a  multi‐laboratory, 
interagency  program,  funded  by  the U.S. Department  of  Energy  and  is  a  key  contributor  to  national  and 


















































are attached  to  institutional  repositories  that universities are maintaining.143 University policies on deposit 
























































research data.152 The University of Helsinki now  requires  that  researchers deposit  copies of  their  research 
articles  in  the university’s open  repository.153 Concurrently with establishing  the open access mandate  for 
publications the rector also appointed a working group with the task to analyse how and to what extent could 
research data of the university be made accessible to researchers and the general public.154 




















As discussed above, many  research  funding organisations  require a data management plan  to be part of a 
research project proposal. The project level data policy  is expected to  include high‐level statements on how 
data generated or compiled  in the research project will be made available for access and use. Yet, projects’ 
data  sharing  principles  and  policies  are  often  limited  to  reciting  the  funding  agency’s  principles. A  recent 





















sharing  as  do  research  funders,  especially  through  their  power  to  influence  practice.  Journal  policies  are 
usually  expressed within  ‘instruction  for  authors’  statements.  A  recent  analysis  of  journal  policies  in  the 
genetic  research  area158  showed  that of  the 70  journal policies  found, 53 made  some mention of  sharing 
publication‐related data within their Instruction to Author statements. Of the 40 policies with a data sharing 
policy applicable to gene expression microarrays, 17 were classified as weak and 23 as strong (strong policies 
required an accession number  from database  submission prior  to publication). Existence of  a data  sharing 
policy was also associated with  the  type of  journal publisher: 46% of commercial  journals had data sharing 
policy, compared to 82% of journals published by an academic society; all five of the open access journals had 
a  data  sharing  policy. Most  of  the  analysed  policies  state  that  data must  be made  available  in  a  public 
database.  A  few  are  less  specific,  stating  that  sharing  via  public  webpages  or  supplementary  journal 








A  requirement  to  provide  supporting  data  with  articles  submitted  was  introduced  to  the  Chemical 
Communications. Their submission guidelines state that:160 
Experimental information must be provided to enable other researchers to reproduce accurately the work. 















In  contrast  with  printed  books  and  articles,  sharing  and  re‐using  digital  data  requires  considerable 
infrastructure to be available for researchers. Hence, the world of research data sharing is not yet remotely as 














For data  to be  re‐used,  they need  to be actively curated, adequately described and  linked  to  services  that 
disseminate the data to other researchers and stakeholders. The current methods of storing research data are 
as  diverse  as  the  disciplines  that  generate  it  and  are  necessarily  driven  by  the  myriad  ways  in  which 
researchers need to subsequently access and exploit the  information. Institutional repositories, data centres 
on domain and national  levels,  international data grids, and all other methods of  storing and  sharing data 




established common standards, policies and practice.  It  is supported by clear research  funder policy, 





















or  even  per month.  These  volumes  of  research  data  have  their  own  storage  requirements,  because  they 
cannot be managed  in a  local or web environment to support the required dynamic collaboration work and 
complex analyses of the data. Grid  infrastructures that can host  large and complex datasets and  include the 
computing resources to manage and analyse data are the main environment for hosting and sharing the ‘big 
science’ data. Data grids are in essence distributed federated systems of heterogeneous IT environments that 



























sharing  infrastructures;  compares  the  existing  services  for  data  sharing  and  for  data  discovery;  looks  at 




national governments who continue to support directly the  (centralised) services and participate  in  funding 
research  domain  level  and  institutional  services  through  funding  research. With  new models  for  sharing 
research data appearing, the question of whose funds could or should be used for developing and maintaining 
the services, and the discussion of revenue streams to cover the costs,  is frequently raised. The cost of data 




The OECD  publishes  statistics  on  its  own member  states  and  the  total OECD  investment  in  research  and 
development  climbed  to  USD  818  billion  in  2006,  up  from  USD  468  billion  in  1996.  Gross  domestic 
expenditure on R&D grew by 4.6% annually (in real terms) between 1996 and 2001, but growth slowed to less 
than  2.5%  a  year  between  2001  and  2006.166  The  European Union  has  set  a  target  to  increase  research 
spending to 3% of GDP by 2010. 
The European Commission funding for digital preservation and digital repository infrastructures has been on 
the  rise  and  currently  supports  linking  of  digital  repositories  (2007‐08:  €50  million),  research  on  digital 
preservation (2007‐08: €25 million) and research on accessibility and usability (2005‐08: €10 million). 
The UK government science research budget in 2005‐6 allocated funds for research areas as follows: Arts and 
Humanities  £68m;  Biotechnology  and  Biological  Sciences  £321m;  Central  Laboratories  of  the  Research 
Councils £301m; Engineering and Physical Sciences £575m; Economic and Social Sciences £126m; Medicine 
























In  Australia  the  government’s  national  strategy  Backing  Australia’s  Ability  –  Building  our  Future  through 





These are but a  few examples of the significant  funding made available  for research data  infrastructures  in 
different countries. The next sections explore the services that have been created with this funding. 
3.2 DATA CURATION  AND SHARING SERVICES 















Evidently  one method  of  data  sharing  does  not  preclude  the  use  of  other  ones,  and  ultimately  it  is  the 
researcher who decides which (additional) channels to use for dissemination. The knowledge of existing data 
sharing services, their nature, scope of their collections, target user groups, security and trustworthiness will 
all play  a  role  in making  this decision.  The  sub‐chapters below will  attempt  a  comparison of data  sharing 
services on some of these criteria. 
3.2.1 TRANS‐NATIONAL INITIATIVES 
The European Commission  (EC) has positioned  itself as both a policy‐making body, and a  research  funding 











to  produce  a  reliable  and  scalable  computing  resource  available  to  the  European  and  global  research 
community. At present, it consists of approximately 300 sites in 50 countries and gives its 10,000 users access 
to  80,000  CPU  cores  around  the  clock.  The  EGEE  services  are  being  used  by  ca  150  projects  in  many 
disciplines,171  including  astronomy  and  astrophysics,  computational  chemistry,  earth  sciences,  fusion,  high 
energy physics,  life  sciences and medical  research. Regional and national e‐science grid projects are being 
formed and linked to the EGEE. 




support  for  federated  repositories and  content harvesting  from  repositories  is provided  through  the D‐Net 
software.173  The DRIVER‐II project will  transform  the  initial  testbed  into  a  fully  functional,  state‐of‐the‐art 
service, extending the network to a larger confederation of repositories. 
The  European Union’s  Community  Research  and Development  Information  Service  (CORDIS)  has  set  up  a 
European Strategy Forum on Research Infrastructures (ESFRI) that works on policy  issues and a roadmap for 









• The NMDB  project176  establishes  a  digital  repository  for  cosmic‐ray  data,  and  develops  a  real‐time 
database from many neutron monitoring stations. 




Programme  and  is  closely  linked  to  the  Alliance  for  Permanent  Access  to  the  Records  of  Science.180  The 
project  is  concerned  with  the  preservation  of  digital  information  in  science,  from  primary  data  through 
analysis  to  the  final  publications  resulting  from  the  research.  The  project  is  developing  a  roadmap  and 
recommendations  for  developing  the  e‐infrastructure  in  order  to maintain  the  long‐term  accessibility  and 
usability  of  scientific  digital  information  in  Europe.  As  a  first  step,  the  project  is  conducting  surveys  to 
establish the awareness and needs of different scientific communities for digital preservation. Several online 
surveys have been  launched,  including one aimed at researchers  in different disciplines; one  for publishers; 
one  for  research  funders;  and  one  for  those who manage  and  curate  data.  Additional  surveys  are  being 


















Several  countries  have  initiated  national  level  projects  to  develop  research  data  repositories  and  services 
around them. These are intended to be used by all disciplines and institutions. 
In the UK a feasibility study for providing national level repository infrastructure for research data is ongoing. 




of developing and maintaining a national  shared digital  research data  service  for  the UK Higher Education 
sector. The project has delivered an  interim report182 where preliminary results  from a survey  it conducted 
are  presented  and  three  scenarios  discussed  for  possible  future  development.  The  ‘Hybrid/Umbrella 
organisation’  scenario  has  been  selected  for  further  analysis,  whereas  the  ‘No  Change’  and  ‘Centralised 
repository’  scenarios  have  been  shown  to  be  defective  or  not  acceptable  for  some  stakeholders.  The 
‘umbrella organisation’ should be a combination of regional and specialist repositories. Such an organisation 
would be well‐placed to act as a mediator, as a standards‐setting body and as a source of information about 
data archiving and repositories.  In time  it might become a data repository  in  its own right or take on other 
functions  as  required.  This  would  introduce  the  shared  services  model  into  the  environment  of  grid 
computing  and  cloud‐based  data  storage,  with  an  emphasis  on  distributed  shared  services,  rather  than 
centralised shared services. The UKRDS project has analysed thoroughly the  involved stakeholders and their 






collections  and  managing  organisations,  networked  together  in  a  flexible  technical  architecture  using 
standard,  open  protocols  and  interfaces,  and  designed  to  contribute  to  the  emerging  global  information 
commons.  It will be simultaneously  local, regional, national and global  in nature, and will evolve as science 
and  engineering  research  and  education  needs  change  and  as  new  science  and  engineering  opportunities 
arise. To achieve  this goal  the NSF,  through coordination by  its Cyberinfrastructure Office, will catalyse  the 
development of a system of science and engineering data collections that is open, extensible, and evolvable; 
and will  support  development  of  a  new  generation  of  tools  and  services  for  data mining,  data  discovery, 
integration, visualisation, analysis and preservation.183 
The NSF has envisaged that from a technological perspective, the national data framework must provide for 
reliable  preservation,  access,  analysis,  interoperability,  and  data movement,  possibly  using  a web  or  grid 
services distributed environment. The architecture must use standard open protocols and interfaces to enable 
the broadest use by multiple communities.  It must  facilitate user access, analysis and visualization of data, 
addressing  issues  such  as  authentication,  authorization  and  other  security  concerns,  and  data  acquisition, 
mining,  integration,  analysis  and  visualization.  It  must  also  support  complex  workflows  enabling  data 
discovery. Such an architecture can be visualized as a number of layers providing different capabilities to the 
user,  including  data management,  analysis,  collaboration  tools,  and  community  portals.  The  connections 



















Centre  for  Data  for  Science.185  A  detailed  scoping  report  was  produced  for  developing  the  ANDS  that 
presented both a rationale  for such a service and  its components with estimated budgets and timelines.186 
The ANDS vision is that the disparate collections of research data around Australia can be transformed into a 










• assist existing data  federating  research  communities  to  successfully migrate  into  this more  systemic 
federated framework. 




























be quite daunting and  to  facilitate  the  realisation of  the plans have  contracted  the  implementation of  the 
ANDS Establishment Project to Monash University. 
The Canadian  Social  Sciences  and Humanities Research Council  conducted  an  analysis  for  a National Data 
Archive  in  2002187  that  favoured  a National  Research  Data  Archive Network  over  a  centralised  operating 
agency within the National Archives of Canada. 
All  reviewed  proposals  for  a  national  data  service  have  opted  for  a  distributed,  umbrella‐type 
approach  where  the  national  service  provides  the  environment  for  repositories  –  common 
principles and standards that data repositories in the country apply, and the development of tools 
that  facilitate  interaction  between  repositories.  The  main  expected  outcomes  are  better  data 
curation and dissemination services that are based on shared tools and principles. 
3.2.3 RESEARCH DOMAIN LEVEL INITIATIVES 





























































































































































































































































































































































































































































































































































































































































































academic data  centre as a  requirement by  the  research  funders or as best practice was working  relatively 
successfully. In contrast in the government sector the National Digital Archive of Datasets215 was first set up 
only in 1998 and has had to make a considerable investment into making accessible again older datasets going 
back  to  the  1960s. While  there  has  been  a  conscious  centralised  development  of  national  level  policies, 




recent  reports.216  Findings  of  these  studies will  not  be  repeated  here;  only  significant  examples  of  data 
sharing services are discussed.  
                                                             
The UK Data  Archive  (UKDA)  is  a  centre  of  expertise  in  data  acquisition,  preservation,  dissemination  and 
promotion and  is curator of the  largest collection of digital data  in the social sciences and humanities  in the 
UK.  It  is  funded  by  the  Economic  and  Social  Research  Council  (ESRC),  the  Joint  Information  Systems 
Committee  (JISC)  of  the Higher  Education  Funding  Councils  and  the University  of  Essex.  It  houses  several 
thousand datasets of  interest  to  researchers  in all  sectors and  from many different disciplines.  It provides 
resource discovery and support  for secondary use of quantitative and qualitative data  in research, teaching 
and  learning. As a  lead partner of  the Economic and Social Data Service  (ESDS),  the UKDA  is working with 
MIMAS and the Cathie Marsh Centre for Census and Survey Research (CCSR)) at the University of Manchester. 
The UKDA also provides preservation services for other data organisations, supports the National Centre for e‐
Social Science  (NCeSS)) and  facilitates  international data exchange  through agreements with other national 
archives. The UKDA hosts  the History Data Service and Census.ac.uk,  facilitating access  to  the  census data 
resources for UK higher and further education. 
The UKDA  together with ESRC  is moving  towards a  life‐cycle oriented approach where ESRC notifies UKDA 
within the first 3 months of award of grant to enable evaluation of the potential of long term preservation of 
the  outputs.  The  award  holder  would  then  be  contacted  early  on  in  the  process  before  data  has  been 
collected,  to  advise  on  the  preservation  schedule  and  to  assist  in  identifying  and  overcoming  issues  of 
consent, ethics, confidentiality, copyright, formats and metadata, so that these issues can be resolved before 
they become a problem. 
A  network  of  seven  data  centres  provides  support  and  guidance  in  data management  to  the  researchers 
funded  by NERC.  These  centres  are  responsible  for  the  long‐term  curation  of  data  and  provide  access  to 
NERC’s  data  holdings.  The  centres  provide  focus  for  the  following  disciplines:  Atmospheric  science;  Earth 
sciences;  Earth  observation;  Marine  science;  Polar  science;  Science‐based  archaeology;  Terrestrial  & 
freshwater science; Hydrology; Bioinformatics ‐ data management for environmental genomics research. 
The  Archaeology  Data  Service  (ADS)  supports  research,  learning  and  teaching  with  high  quality  and 
dependable digital resources.  It does this by preserving digital data  in the  long term, and by promoting and 
disseminating a broad range of data in archaeology. The ADS promotes good practice in the use of digital data 
in  archaeology,  it  provides  technical  advice  to  the  research  community,  and  supports  the  deployment  of 
digital technologies. 
The Arts and Humanities Research Council and  the Biotechnology and Biological Sciences Research Council 











The  International Council  for  Science  (ICSU)  created  a network of  scientific World Data Centres  (WDC)217 
during the International Geophysical Year of 1957‐1958. Originally consisting of 27 centres in the US, Russia, 
Europe  and  Japan,  there  are  now  50 WDCs  in  12  countries  and  their  holdings  include  a  range  of  solar, 
geophysical,  environmental  and  human  dimensions  data.  Individual  data  centres  are  hosted  and  funded 
nationally in a variety of different institutions and they serve mainly a national mandate, collecting data in a 
specific domain  from  research  institutions  in  their  country. A  secondary  function  is  to be part of  the WDC 








































• WDC  for  Human  Interactions  in  the  Environment  hosted  by  NASA’s  Socioeconomic  Data  and 
Applications Center230 
• WDC for Meteorology in Asheville, hosted by the National Climatic Data Center231 
These data  centres  are mostly hosted by  institutions  that  collect  the data  themselves, but  all have  global 
significance as vital data collections. Hence, the WDCs have a strong focus on developing tools for data access 
and analysis.  In most  cases  the data are openly accessible, but a  requirement  to quote  the data  source  is 
added. 
The  tradition  of  social  science  data  archives  also  goes  back  over  40  years  in  Europe.  The  European  data 
archives have united  into  the Council of European Social Science Data Archives  (CESSDA)232  that acts as an 
umbrella  organisation.  Since  the  1970s  its members  have worked  together  to  improve  access  to  data  for 
researchers and students. Collectively the 20 constituent CESSDA member organisations serve some 200,000+ 



















The  funding basis  for social science data archives varies –  individual university,  funding agency, academy of 
science and national archives feature among the sponsors of these data repositories. The range of additional 
disciplines  and  the  scope  of  data  that  are  accepted  to  the  data  archives  varies  from  country  to  country, 





The  social  science  data  archives  can  be  funded  by  individual  universities,  like  the  Australian  Social 
Science Data Archive (ASSDA)235 which was established in 1981 at the Australian National University. It 








The French Centre de Données Socio‐Politiques  (CDSP)237 was  founded  in 2005 mainly  for  collecting 
survey  data  that  its  hosts,  the  Fondation  Nationale  des  Sciences  Politiques  (FNSP)  and  the  Centre 
National de la Recherche Scientifique (CNRS), collect and study. CDSP has joined with other similar data 
centres  in  France  –  the  socio‐demographic  data  collections  of  the  Institut  National  d’Études 
Démographiques  (INED)238  and  the micro‐data  archive  from  official  statistics  at  the  Centre Maurice 




The Greek Social Data Bank  (GSDB)241 was  founded  in 1998  to support and promote social empirical 





The  Social  Science  Japan Data  Archive  (SSJDA)242  is  a  unit within  the  Information  Centre  for  Social 
Research on Japan at the Institute of Social Science of the University of Tokyo. Established in 1998, the 
SSJDA collects data  from those organisations and researchers that are unable to distribute their data 
















Royal  Netherlands  Academy  of  Arts  and  Sciences  and  is  also  supported  by  the  Netherlands 
Organisation  for  Scientific  Research.  DANS was  formed  in  2005  on  the  basis  of  the  socio‐scientific 





The Norwegian  Social  Science  Data  Services  (NSD)244  has  been  developed with  the  support  of  the 
Research  Council  of  Norway  since  1971.  In  2003  NSD  became  a  Limited  Company  owned  by  the 
Ministry of Education and Research but  it  still  receives  its main  funding  from  the National Research 
Council.  NSD  data  collections  have  been  built  up  over  the  years  and  cover  a  variety  of  areas  on 
individual  and  regional  levels, on political  and  administrative  systems, national  statistics, population 
and  demographic  data,  higher  education  statistics  and  data  resulting  from  research  at  Norwegian 
institutions. 
NSD  is  the privacy ombudsman  for  research and  student projects  carried out at  all universities,  the 
state,  specialised  and  private  university  colleges,  as  well  as  in many  health  enterprises  and  other 














national  Database  Infrastructure  Committee.  It  is  to  be  a  data  archive  for  social  science  and 
epidemiological  research  datasets.  It  will  also  develop  a  common  information  portal  on  all  data 
holdings  in Sweden  to  facilitate access  to data  in a distributed database environment. As a national 




organisation  with  over  500  member  colleges  and  universities  around  the  world  –  maintains  and 
provides  access  to  an  archive  of  social  science  data.  ICPSR  tailors  itself  as  a  content management 
organisation, curating social science data and providing user support services. ICPSR is acting as a data 
archiving  service  provider  to  several  funding  agencies,  and  is  providing  its  infrastructure  and  data 











• The National Archive of Criminal  Justice Data  (NACJD)249 where projects  funded by the National 
Institute of Justice and the Office of Juvenile Justice and Delinquency Prevention have to deposit 
their data. 
• The  Substance Abuse  and Mental Health Data Archive  (SAMHDA)250  that  is maintained  by  the 
Substance  Abuse  and Mental  Health  Services  Administration  and  is  collecting  data  on mental 
health and abuse of substances. 




ICPSR has prepared a  comprehensive  set of guidelines  for preparing data  for archiving. While  these 
guidelines were written with social science data in mind, they are broadly applicable. 




The  US  National  Institutes  of  Health  National  Center  for  Biotechnology  Information  (NCBI)253  plays  an 
important  role  in  the  management  of  genome  data  at  the  national  level,  supporting  public  databases, 
developing software tools for analysing data, and disseminating biomedical information. NCBI has developed 
a number of data mining tools for their databases that support researchers in their work and runs a range of 
courses  to  train  their  end‐users.  The  NCBI’s  internationally  renown  GenBank254  is  a  genetic  sequence 
database  with  an  annotated  collection  of  all  publicly  available  DNA  sequences.  Submitters  to  GenBank 
currently  contribute over  3 million new DNA  sequences per month  to  the database  and  research  funding 
agencies  in  several  countries  require  their  fundees  to deposit data with Genbank. GenBank  is part of  the 
International  Nucleotide  Sequence  Database  Collaboration, which  comprises  the  DNA  DataBank  of  Japan 
(DDBJ), the European Molecular Biology Laboratory (EMBL), and GenBank at NCBI that all exchange data on a 








In Australia,  the emphasis  is on developing an  infrastructure where  institutional  repositories are  federated 
through  the use of  shared  services  (see Chapter 3.2.4 below), but  some domain  specific data  centres also 
exist. Several science data centres and databases are hosted by the Commonwealth Scientific and  Industrial 






The  Canadian  Geoscience  Data  Repository  (GDR)260  is  a  collection  of  earth  sciences  sector  geoscience 





























Data  repositories  for  specific  research  domains  are  currently  the  predominant  type  of  data 
repositories.  In  some disciplines  there  is  a  long  tradition of depositing  research data  in national 
repositories so they can be re‐used. Many of these data repositories have historically started out as 
projects,  but  have  succeeded  in  institutionalising  the  project  databases  into  data  archives with 
more  secure  funding.  Recently  data  archives  are  being  set  up  consciously,  using  federated 
repository models and having close partnerships with other data archives in the same country and 
internationally. 




The  funding base  for research domain  level data repositories  is varied – most  frequently  it  is the 
research funding agency that maintains the repository, but  it can also be  individual  institutions or 
direct government funding. The established data archives (e.g.  ICPSR, UKDA) have also succeeded 











Whilst  centrally  funded  research  domain‐specific  data  centres  provide  expert  curatorial  facilities  for  the 
deposit, management and re‐use of research data, institutional repositories are developing as an alternative 
location to deposit research outputs. It is fair to say that to date, most emphasis has been on the deposit of 
textual outputs; however,  some organisations are beginning  to explore  the practical benefits and  value of 
institutional digital  repositories  for  the  storage of primary  research data. Many university  libraries provide 
access  to  research  datasets,  but  these  are  data  licensed  from  research  domain  data  archives.  Data 
repositories  for  storing  and  curating  a  university’s own  research  data  are being  set up  separate  from  the 
licensed data access  services. Several  research projects  that have  started  to develop a data  repository are 










































































































































































The  Directory  of  Open  Access  Repositories  (DOAR)278  currently  lists  44  open  access  institutional  data 
repositories from around the world. Only 5 of these are from the UK. An analysis of institutional repositories 
at  Australian  universities279  conducted  in  March  2007  revealed  that  out  of  19  existing  repositories  12 
accepted  research data and datasets  for archiving, but all deposits were voluntary and mostly  intended as 
datasets accompanying a research paper. 
In the United Kingdom, the JISC Digital Repositories Programme has funded several projects that are looking 
into  setting up  institutional data  repositories and providing new  services  for  repositories.  Several of  these 





















structures  generated  by  the  Southampton  Chemical  Crystallography  Group  and  the  EPSRC  UK  National 
Crystallography Service. 
Ensembl289  is  a  joint project between  the European Bioinformatics  Institute  (EBI)  and  the Wellcome  Trust 
Sanger  Institute (WTSI) to develop a repository system which produces and maintains automatic annotation 
on  selected  eukaryotic  genomes.  Ensembl  is  collecting  and  releasing  its  data  and  analysis  into  the  public 
domain immediately and imposes no restrictions on access to, or use of, the data provided and the software 
used to analyse and present it. 
In  the  United  States,  compared  with  the  number  of  institutional  repositories  for  textual  materials,  the 
number of institutionally supported data repositories is not very large and most of them appear to be specific 
to  individual research disciplines. Many university repositories offer  licensed data from other, subject‐based 

















repositories programmes,  the NSF has  funded a National Science Digital  Library  (NSDL) programme290  that 
brings together best examples of repositories. 
Reciprocal Net291  is  constructing  a  distributed,  open,  extensible  digital  collection  of molecular  structures. 
Associated with the collection will be software tools for visualizing, interacting with, and rendering printable 
images  of  the  contents;  software  for  the  automated  conversion  of  local  database  representations  into 
standard  formats  which  can  be  globally  shared;  and  tools  and  components  for  constructing  educational 
modules based on the collection.  
SIO  Explorer292  is making  data,  documents  and  images  from  822  expeditions  by  the  Scripps  Institution  of 
Oceanography (SIO) since 1903 accessible as part of the NSDL. 
The Davidson Data Center and Network  (DDCN)293  is an  integrated,  fully searchable database on  transition 
and emerging markets. DDCN archives and provides free access to socio‐economic micro and macro data on 
transition economies. 
The Geophysical  Institute  at  the University  of Alaska  Fairbanks  is maintaining,  among  other  national  data 













maintains  an  archive  of  social  science  and  health  data.297  Data  archived with  the  Institute will  be made 
available on the Institute's Web site at no cost to depositors or users and the ODUM collection is linked with 
the DataVerse network. 
In Australia,  investigation  into appropriate repository  infrastructure at the  institutional  level has progressed 
through three research projects – ARROW, DART and ARCHER. 
The  Australian  Research  Repositories  Online  to  the  World  (ARROW)  project298  came  into  existence  in 
response to a call for proposals in 2003 by the Australian Commonwealth Department of Education, Science 
and  Training  (DEST).  DEST  was  interested  in  furthering  the  discovery,  creation,  management  and 
dissemination of Australian research information in a digital environment. Specifically, it wanted to build the 
Australian research information infrastructure through the development of distributed digital repositories and 





















The shared storage  layer  is used by different repository management and workflow solutions that cater  for 
different  types of content and  repositories. A  shared discovery  service can be built on  top of  the different 
repository management  systems  (see  also  Chapter  3.3  below).  The  Fedora‐based  repository management 
solution VITAL developed by  the ARROW project and  its commercial partner VTLS  is currently  in use at 14 
university repositories, in some cases also for managing research data. 
The following Dataset Acquisition, Accessibility and Annotations e‐Research Technologies (DART) project300 is 
built on  the design proposed by  the ARROW project  to develop a proof of concept system  for a  federated 
repository  solution  and  collaborative  research work  environment.  The high‐level  architecture of  the DART 










In Figure 10301  the uppermost  layer  shows  researchers,  readers and computer programs. The middle  layer 
shows  the proposed  repositories  (including  traditional publications as  research outputs, and  raw data) and 
the data flows between them and the datasets  in the  lowest  layer. The  lowest  layer shows the data sources 
and their associated storage. 
DART has been working with researchers in three different domains: x‐ray crystallography, digital history and 
climate  research. Of  these,  the  x‐ray  crystallography  demonstrator  is  the  one  that  has  progressed  to  the 
greatest extent and a Gridsphere portal has been created.302 
The  DART  proof‐of‐concept  design  has  been  taken  up  by  the  Australian  Research  Enabling  Environment 
(ARCHER)  project303  to  integrate  it  with  other  open  source  components  and  to  provide  a  robust  and 
comprehensive end‐to‐end set of data acquisition and management tools. The requirements of the national 
ANDS project are being integrated into the design of the ARCHER tools to support large datasets using the SRB 





The  concept  of  data  repository  that  in  the  original  ARROW  project was  envisaged  as  a  single  underlying 











Repositories  for Diffraction  Images  (TARDIS) project.305 TARDIS  is a multi‐institutional collaborative venture 
that aims to  facilitate  the archiving and sharing of  raw X‐ray diffraction  images  from  the Australian protein 
crystallography community.  It  is based on a model of  federated repositories that share dataset descriptions 
and will develop a  staging  repository  for  refining a dataset  collection’s metadata and  for holding  it before 
publication. 
In  Germany,  the  Helmholtz  Open  Access  Project  supports  scientists  as  well  as  the  respective  Helmholtz 
Centres in the realisation of open access. The project newsletter and the Helmholtz Open Access Workshops 
are  two  examples  of  how  the  project  informs  and  advises  researchers.  Most  Helmholtz  Centres  run 
institutional  repositories  that  contain  a  significant  and  steadily  growing  share  of  the  scientific  output, 
including data, of the Helmholtz Association.  
The Germany Science Association is funding the establishment of a German Network of Certified Repositories, 
certified by Deutsche  Initiative  für Netzwerkinformation  (DINI).306 The network  is  intended as  the German 
contribution to interconnecting repositories in the European Research Area via the DRIVER project tools. The 
network focuses on universities and their institutional repositories, but also includes the Max‐Planck Society, 










other  types  of  digital  objects  in  addition  to  text.  The  Japanese  national  access  portal  to  institutional 
repositories currently shows availability of 457 datasets in 7 university repositories.311 
 
The  institutional  infrastructure  for  data  sharing  is  still  emerging. Most  institutional  repositories 
aspire to be more than a stockpile of e‐prints and provide safe harbours for a more inclusive range 
of  the  intellectual  output  of  local  research  and  teaching.  These  repositories  retain  institutional 
identity, but may choose to limit access to specific sub‐communities within the institution instead 
of  public,  web‐wide  open  access.  Institutional  repositories  are  more  interested  in  collecting 
research materials near the end of the research life cycle, employing an acquisition process that is 


















Research has become  international and  interdisciplinary. Locating data  in disparate repositories  in different 
countries,  gaining  access  to  them  through  a  maze  of  licence  agreements  in  different  languages  and 
permissions, and re‐using them  in a multitude of file formats can be a daunting task. These barriers are not 
easy to overcome – the sheer diversity of data makes it difficult to design tools with the range and ability to 


















searching  has  been made much  easier  by  the  emergence  of  a  standard  XML‐based mark‐up  language  for 
social  science metadata  called  the  Data  Documentation  Initiative  (DDI),314  now  in  its  third  version.  The 









contain  research  information.  The  OpenDOAR  project  team  is  undertaking  a  survey  of  the  available 
repositories to determine the scope and scale of the developing repository network. OpenDOAR staff harvest 
and  assign  metadata  to  allow  categorisation  and  analysis  to  assist  the  wider  use  and  exploitation  of 
repositories. OpenDOAR is maintained by SHERPA, and the project is a partnership between the University of 






Europe, developing  common  authentication  and  access middleware  tools, developing metadata  standards, 
creating  thesauri management  tools, extending  the coverage of CESSDA,  investigating  the potential of grid 











Another EU FP7  funded project  is the Ground European Network  for Earth Science  Interoperations  ‐ Digital 
Repositories (GENSI‐DR).318 The project will establish an open earth science (data from space, airborne, in‐situ 
sensors) digital repository and integrated access portal. 





and partners  to be  connected  at  any  time  and  the  structure  can  easily be  adapted  to  emerging needs  in 




aimed  at  archiving,  publishing  and  distributing  georeferenced  data  from  earth  system  research.  Data  are 
archived  as  supplements  to  publications  or  as  citable  data  collections.  The  system  guarantees  long‐term 
availability of  its content  through a commitment of  the operating  institutions. The data and any associated 
material  in PANGAEA  are made  available under  the Creative Commons Attribution  license,  although  some 
datasets have restrictions on their use. PANGAEA is offering services as a designated archive for WDC Mare, 
Ocean Drilling Program and the journal Earth System Science Data. The PANGAEA search engine is powered by 
the  open‐source  software  panFMP  (PANGAEA  Framework  for  Metadata  Portals).  panFMP  is  a  flexible 
framework  for building geoscientific metadata portals  independent of content  standards  for metadata and 
protocols. Data providers can be harvested with commonly used protocols (e.g. OAI‐PMH). 
The  iRODS project321 at  the San Diego Supercomputing Center  in  the US has developed an  integrated  rule‐
based data system that organizes distributed data  into shared collections.  iRODS allows users to access files 
seamlessly  across  a  distributed  environment,  based  on  their  attributes  rather  than  just  their  names  or 




Cross‐domain  repository  search  tools  (e.g. OpenDOAR, OAIster)  allow  searching  for  datasets  in 
institutional repository catalogues using OAI‐PMH, but because the practice of accepting datasets 
into institutional repositories and describing them there vary, these search portals are not (yet) the 
most  efficient  means  of  accessing  data.  Considerably  more  effort  is  being  channelled  into 




Portals  offering  access  to  all  types  of  scholarly  output  on  a  national  level  are  being  developed  in many 
countries. These services rely primarily on institutional repositories and on OAI‐PMH for harvesting metadata; 
some services are also looking into linking publications and their underlying data. 
In the United Kingdom, the  JISC has  funded several projects that develop tools  for cross‐repository search. 











and  institutional  repositories,  which  can  feed  into  personalised  learning  and  research  spaces.  Intute  is 
exploring  the  development  of  full‐text  searching  and discovery with  the  help  of  text mining  tools;  adding 
personalisation  features  to  the  search  functions;  enhancing  and  augmentation  of metadata  creation  via 
automatic classification and meaning‐based taxonomy extraction. Supporting data repositories search  is not 
explicitly in the project scope description but Intute does allow searching for datasets. 
The  Federated  Access  to  Repositories  (FAR)324  led  by  the  LSE  had  a  focus  on  the  access  management 
requirements  needed  for  the  storage  and  sharing  of  data  sets  in  institutional  repositories.  The  project 
contributed  to  the  DISC‐UK  DataShare  project  to  help  develop  an  interface  to  the  repository  for  dataset 
management for specifying a set of access conditions for the deposited datasets and sharing them with other 
users  registered  in  the  repository.  The  project  developed  specifications  for  extending  the  functionality  of 
existing  institutional  repository management  software  packages  to  allow,  among  other  things,  for more 
flexible searching. 
JISC has  also  funded  a Data Audit  Framework  (DAF)325  to provide  research  institutions with  the means  to 
identify, locate, describe, and assess how they are managing their research data assets. DAF combines a set of 
methods with  an  online  tool  to  enable  data  auditors  to  gather  information  on  data  assets. DAF will  help 
ensure that research data produced is preserved and remains accessible in the long term. 
In  the United States, NDIIPP has  funded development of  the Dataverse Network.326 Developed at Harvard 
University  by  the  Institute  for Quantitative  Social  Science,  this  is  open‐source  software  for  digital  library 
management, dissemination, exchange, and  citation of virtual  collections  (dataverses) of quantitative data. 
Dataverses can be used or administered through web‐based clients that communicate with a host dataverse 
network.  Individual dataverses are self‐contained virtual data archives, served out by a Dataverse Network, 
appearing  on  the  web  sites  of  their  owners  (e.g.  individuals,  departments,  projects,  or  universities). 
Dataverses are branded  in  the style of  the owning entity, but are easy  to set up,  require no  local software 
installations, and offer the services of a modern archive controlled by the dataverse owner. Data is displayed 
in  a hierarchy; descriptive  information  can be  searched. Dataverses  and Dataverse Networks  can  federate 
with each other, and with other systems through open protocols (OAI‐PMH and Z39.50).  
In  Australia,  a  number  of  projects  have  been  funded  by  the  government  in  support  of  the  Australian 
Accessibility Framework. The Australian Access Federation (AAF) project327 is focussing on policy frameworks 
and developing  an overarching  set of  governance policies  for  the  trust  federation. A  shared  authorisation 




common  services  for  digital  rights,  search  services  and metadata management.  The  project  provides  an 
essential middleware component to  increase the efficiency and effectiveness of research  infrastructure. The 
MAMS  new  conceptual  architecture  is  capable  of  supporting multiple,  independent models  implemented 
locally within organisations, but with the potential for inter‐institutional communication. 
The Persistent  Identifier and Linking  Infrastructure  (PILIN) project329 was a subset of the ARROW project to 
develop  an  abstract model  for  identifiers  and  their management  and  a  persistent  identifier management 
infrastructure.  The  project  prepared  for  a  sustainable  shared  identifier  infrastructure  in  Australia.  The 
Identifier  infrastructure  enables  management  of  the  full  lifecycle  of  a  data  resource  from  creation  to 
archiving.  
Using  these  facilities,  the  ARROW  project  (see  Chapter  3.3.2  above)  developed  the  ARROW  Discovery 
Service330 for searching all of Australia’s research repositories. The service is provided by the National Library 











of  Australia  and  information  is  harvested  from  the  hosting  repositories  via  OAI‐PMH.  Each  record  found 
through this service  links back to a record  in the original repository. The contents of the ARROW Discovery 
Service are also indexed by Google, increasing the visibility of Australian research throughout the world. 




but may have  its own  identity. The  service  connects  repositories or  ‘data publications agents’ where each 




In  the Netherlands, a national show‐case portal  for scholarly output has been developed  in several stages. 
The Dutch Academy of Arts and Sciences‐funded SURF  foundation  is a collaborative organisation  for higher 
education  institutions and research  institutes aimed at encouraging  innovations  in ICT. The Digital Academic 
Repositories (DARE) programme is an initiative to develop institutional repositories at universities and making 













NWO,  and  a  number  of  research  institutes;  datasets  from  DANS;  and  descriptions  of  research  projects, 
institutes and researchers. At the moment, DANS is the only contributor of datasets to the NARCIS service. 
The Canadian Association of Research  Libraries has developed  a national  search portal334  linking  together 
fourteen  institutional  repositories  and  collections  that  can  also be  searched  for datasets. Current holdings 
contain 33 datasets. 
In Japan, the national Institute of Informatics (NII) launched JAIRO (Japanese Institutional Repositories Online) 
in  2008.  JAIRO  succeeded  JuNii+  (test  version)  in which  academic  information  (journal  articles,  theses  or 




study on  legal  requirements on dissemination of  educational  resources  and  research data.  It  covers  legal, 













plans, but  the  added  complexities of different metadata  requirements  and  lack of data  citation 
rules do not hold promise for the e‐prints portals becoming main access gateway to data as well. 
3.3.3 DOMAIN LEVEL INITIATIVES IN INDIVIDUAL COUNTRIES 
The majority  of  data  repositories  are  organised  around  research  disciplines  and  funding  agencies  in  each 
discipline. These  repositories provide access  to  their own collections and  in almost all cases also  federated 
access  to other domain data  repositories  through metadata harvesting. The number of domain‐based data 
access services is large; some have been already been discussed under international initiatives (section 3.3.1) 
above. A few examples are discussed in this chapter. 
In  the  United  Kingdom,  JISC  has  funded  a  series  of  portal  development  projects  through  its  Portals 
Programme. The eight research subject hubs that were created336 now rely on the  Intute system for search 
and access management. 
The  UK  Citation,  Location  and  Deposition  in  Discipline  &  Institutional  Repositories  (CLADDIER)  project337 



















Australia. The AuScope project will develop an AuScope Exploratorium344  that  is designed  to overcome  the 
issues  with  non‐standardised  data  in  different  institutions  by  developing  an  interoperable  middle  layer 
between  the  institutional  collections  and  the  user  interface.  The AuScope  Exploratorium will build  on  the 
experiences from the Solid Earth and Environment GRID (SEEGRID)345 collaboration project. 
BioGrid Australia346  is a demonstrator system applying  the Service Oriented Architecture  to create a single 
















federation  service  that allows  researchers  to  combine data  from multiple  sources  to produce  larger, more 
statistically  significant  sets  for  clinical  research.  The  data  is  physically  located  across  jurisdictions  within 
independent hospitals  and  research organisations,  and with  authorization  can be  combined,  searched  and 












a web‐based data extraction  system  to provide access  to Statistics Canada datasets, data  files  from Gallup 
Canada and other polling companies, public‐domain files such as the Canadian National Election Surveys, and 
selected files from the ICPSR. The data are marked up using DDI to allow data resource discovery, distributed 





in nature. The core description of such collections has been cast  into common data exchange  formats  (e.g. 






























both  small  and  large  scales  and  allow  researchers  not  only  to  re‐use  existing  data,  but  to  do  this  in 
collaboration with  other  researchers. Use  of  VREs  allows  for  a  faster  learning  process  and  helps  to  build 
structured knowledge environments.  
Virtual Research Environments are seen as vital components of the e‐research  infrastructure.  In the United 
Kingdom,  JISC  is  funding  a  second phase of VRE projects.352  The  first phase  included  fourteen projects  to 
explore  the  definition  of  and  technological  solutions  for  VREs.  In  the  second  phase  (2007‐2009)  four 
integrating pilot projects are funded. 






The  myGrid354  network,  hosted  by  the  University  of  Manchester,  has  developed  e‐science  tools  for  e‐
laboratories.  Among  the myGrid  tools  is  the  Taverna Workbench  that  allows  users  to  construct  complex 
analysis workflows  from components  located on both remote and  local computers, run these workflows on 
their own data and visualise the results. Taverna is an open‐source workflow tool which provides a workflow 






by  the  UK  Engineering  and  Physical  Sciences  Research  Council.  It  will  deliver  a  virtual  laboratory  for 
neurophysiology,  enabling  sharing  and  collaborative  exploitation of data,  analysis  code  and  expertise.  The 
project  involves  20  scientific  investigators  and  practising  researchers  –  neurophysiologists, 
neuroinformaticists and computer scientists at 11 UK universities who are addressing the complete life‐cycle 
of neurophysiology data. 
The  aim  of  the  project  is  to  provide  a web‐based  computing  infrastructure  to  enable  integration  of  data, 
software and knowledge from distributed neuroscientists. These  innovations embody a virtual neuroscience 
laboratory,  linking  experimental  and  analytical  neuroscientists  in  a  translational  pipeline which  challenges 
contemporary  neuroscience,  offering  potential  for  rapid  and  expedient  advancement.356  The  primary 
advantage  of  CARMEN  is  to  reduce  the  requirement  for  expensive  and  often  ethically  contentious 
experimentation, by allowing maximum benefit to be derived from experimental data and analysis methods. 
The Repository  for  the Laboratory  (R4L)357 project aims  to  take aspects of  the work of  the eBank project a 
step  further  by  setting  up  systems  that  will  enable  machine  generated  data  to  be  semi‐automatically 
deposited in institutional laboratory repositories. The scope of the project extends beyond crystallography to 
other areas of chemistry. Links will be made between datasets and the resultant publications and a report‐





















 otherwise  lost  in offline  lab notebooks or shared only within small communities, but can 
networking. The data analysis tools 
ry, but  the  final  tool set should be  independent of 
o r
                                                             







• Understanding  Complexity  in  Natural,  Built,  and  Social  Systems:  deriving  fundamental  insights  into 
systems comprising multiple interacting elements.  





for storing, managing, and sharing primary and preliminary  research data and know‐how.  It has a  focus on 
information not typically published in scientific literature, such as control experiments and negative results – 
knowledge that  is
now  be  easily  disseminated  and  analysed. OWW  has  applied  for NSF  funding  to  extend  the  services  it  is 
already offering. 
In Australia, a number of VRE developments are under way. The AustLit project,362  for example,  supports 
Australian  literary  and print  culture  researchers.  It offers  comprehensive bibliographical  records,  access  to 
federated  data  sources,  specialist  dataset  creation,  scholarly  editing  and  publishing  services  and  also 
community engagement and knowledge transfer via social and scholarly 




to develop new tools  for knowledge creation and organisation. The pilot system  is being developed  for the 
studies of  the Catholic Church  in  the 19th and 20th centu
discipline and geographic  location. The WIKINGER  tools use  semantic networking  to  connect  to a  research 
discipline’s core data repositories and textual databases. 
The eSciDoc364 is a joint project of the Max Planck Society and FIZ Karlsruhe, funded by the Federal Ministry of 
Education  and  Research,  and  aimed  at  building  an  e‐research  platform  for  multi‐disciplinary  research 
organizations.  eSciDoc  consists  of  a  set  of  infrastructure  services  that  provide  common  functionality,  and 





























production  of  research  papers.  The  tools  under  development  include:  topic  maps  and  tag  clouds  of 
institu ort 
layers
in the Netherlands and persistent  identifiers on objects  in repositories, the datasets and publications  in the 
various  repositories are  linked with NOD. This allows  for  fast  connection between  researchers  in different 
domains and provides information about their involvement in different research projects. 
A  different  angle  on  reasons  for  repositories  to  develop  new  services  in  support  of  research models  and 
workflow  is  to maintain  the momentum of content collection  that often dwindles after  the setting up of a 
repository. Academics often find a wide variety of reasons for delaying the archiving of their research output 
and institutional repositories have very little leverage to coerce them to do so. In order to sustain the growth 
of content  in  repositories, a consortium of universities and  institutional  repositories  in  Japan has  started a 
project  ‘Integration and Presentation of Diverse  Information Resources’368 that will develop a range of tools 
for making more efficient use of digital repositories, and support academics in their conduct of research and
tional  repository  contents,  co‐evolutional  academic  research  and  education  through  activity‐supp
 between information stores, plug‐in‐based data conversion framework and integrated search tools. 
It is likely that the concept of Virtual Research Environments will keep evolving as new projects in 
this  area  are  funded.  The  existing  examples  already  automatically  link  data  repositories  and 
research workflows  into  researchers’ workbench  tools.  It will  be  important  to  ensure  that  the 





think much  about  such  issues  as  a matter  of  course. Data  publishing  to  a  standard  that  facilitat   rees ‐use 
    
requires  effective planning  and management of data  through  the  life‐cycle of  a project. Research  funding 
agencies around the world tend towards encouragement rather than enforcement of good data management 
practices. There is concern that progress toward effective data management and sharing is too slow.369  
In  the  setting of  scarce  resources and  time, and often  lack of previous experience or  knowledge of  issues 
around good data management, researchers will need outside help to ensure that their project’s data outputs 
can be disseminated. This help and guidance  is available and,  indeed, recommended to be used by  funding 
agencies. Some funding agencies (e.g. NERC, ESRC) recommend that research projects get  in touch with the 
designated data  repository at  the  start of  the project  to begin a dialogue on good data management and 
documentation  practices.  In  practice,  such  services  are  not  used  very  often  –  the  experience  of  RELU’s 

















data  creators,  institutional  repositories  at  the moment  have  very  little  knowledge  or  guidance  to  offer, 
especially discipline‐specific data management advice. 
Best practice  guidance has been  accumulated  into published manuals  in  some domains.  For  example,  the 













The  research project data management plans  that have been made a  condition  for  receiving  funding  from 
some  research  funding  agencies  in  the  US,  Australia  and  the  UK  hold  significant 
researchers more aware of data sharing  issues, and ensuring that research projects have the necessary data 
management skills available. The requirements for data management plans would have to be supplemented 




tch  social  science data archive DANS has  started a programme  to advise and acknowledge partn
eet the quality guidelines for data by  issuing a  ‘Data Seal of Approval’.377 The Seal will show that the
sation  is  ‘intending to ensure that  in the  future, research data can still be processed  in a high‐qua




The Digital Curation Centre  (DCC) and  the DigitalPreservationEurope  (DPE) project have  jointly developed a 




everyday  data management  of  a  research  project,  or  could  be  used  in  combination with  the  Data  Audit 






















































This  report  has  analysed  the  top‐down  drivers  for  establishing  data  sharing  infrastructures  –  policies, 
strategies and development plans – and  charts examples of  typical data  sharing  infrastructure provision  in 


































The  distinctions  between  these  levels  are  not  always  unequivocal:  a  research  council  may  fund  the 
development of services for several interdisciplinary research themes; many research projects nowadays are 
in  some way  international; projects  that  receive  funding  from  international organisations,  like  the EU,  are 
doing their work and developing services  in  individual countries  in the context of their own  institutions. The 
classification of initiatives proposed in this report follows two main categories: 1. degree of remoteness from 
the actual research data (e.g. a national level policy statement is further removed from the specific details of 














• The general public, who, as taxpayers, are also  investors  in public research, have a strong  interest  in 




open  access policies,  and  as  end‐users  accessing data  from  repositories  and  through  various  access 
portals. 
• Industry  and  private  sector  organisations  are  frequently  users  that  benefit  from  re‐use  of  research 
data, but have traditionally kept their own data outputs proprietary and inaccessible. However, private 
research  institutions are  increasingly outsourcing their research activities to universities and specialist 
research  institutes.  So  far,  the  public‐private  research  partnerships  have  tended  to  add  to  the 
complication of management of the resulting data, because of rights allocation and conditions for re‐
use.  In  this  sense  the participation of private organisations  in  research data sharing has been  rather 
negligible, mainly through their funding for infrastructure building in research institutions that can also 
be used  for sharing results  from other research. The calls  for open access to all  research output and 
better tools for controlling (delayed) access to data hold promise to bring a change to this situation. 
The study of data sharing initiatives in the OECD countries confirmed the traditional perception that the policy 
instruments are clustered more  in the upper end of the stakeholder taxonomy –  i.e. at the  level of national 





policies appears to be a  fundamental consequence of research  funding models differing between  individual 
countries. This  study  found no evidence of either a universal model or agreement on what a data  sharing 
policy should include. 
Significant effort is being put internationally into developing policies and guidance by national level bodies, by 












OECD,  CODATA  and  others  have  started  to  develop  principles  for  open  data  sharing  and  agendas  for 












like CODATA and ESFRI) have  concentrated  their policy  statements around  the principle of open access  to 
publicly funded research outputs. While OECD, UNESCO and CODATA have policies explicitly for data sharing, 





means  for  accessing  data.  Applying  Open  Access  principles  to  data  is  discussed  at  the  national  level  in 
Germany. 
Because of differences  in data  collection, use and management practices  in different domains of  research, 














principles  and  standards  for  access  to  research  data  is  also  becoming  a  trigger;  this  is  supported  by 
statements  from  international organisations and  interest groups and  the Open Access movement who are 
increasingly embracing primary research data. The collaborative effort of developing such policies has usually 





funding  agencies,  with  an  expectation  (but  not  a  mandate)  that  individual  research  institutions  and 























but  the practice  is variable. Researchers  in disciplines  that have  large centralised data centres benefit  from 
the availability of expertise and  resources  for data  curation, whereas other  funding agencies often do not 
have efficient mechanisms in place for ensuring that their policies are being followed. A significant agreement 
of common principles and standards amongst  the  funding agencies  for widening access  to  research data  is 
being stimulated by statements from international groups including the Open Access movement. 
A natural focal point where higher level policy requirements and incentives for researchers to share their data 
meet  is  at  the  institutional  and  departmental  level.  Therefore,  creating  data management  and  sharing 
policies on an  institutional and/or departmental  level would be the rational choice. These policies could still 
follow the broad requirements of national agencies and the research domain, but they would be designed for 
operation  in  the  context  of  individual  research  projects.  Institutions  themselves  have  a  vested  interest  in 
sharing data,  and  in  some  jurisdictions may  share or own  the  intellectual property  rights  to  the data, but 


























an  institutional  level policy or a funding agency policy will depend on the research funding model used  in a 
given country and existing services for data sharing. Ideally, the policy should be accompanied with guidance 
and case study examples, helping researchers to comply with the policies. 
Several  calls  for more uniform data  sharing policies have been made  to  facilitate  shared principles  across 






























These  principles  are  expanded  in  the  report with  guidance  on  how  policy  and  practice may  need  to  be 
changed  to ensure  that  they are  to comply with  the principles. The  report elaborates upon how  these  five 
principles provide  a broad  framework  for developing  good practice.  It  calls  for  a  coordinated  approach  to 


































their data  resources. Tools  like  the DCC’s Data Audit Framework  (DAF) help with  the  identification of data 
assets, and ULCC’s DAAT and DCC/DPE DRAMBORA are of value  in assessing what  risks are being  faced  in 
managing and  curating  them. There  is a host of existing data  stored  in  institutions  that potentially have a 
considerably  larger  need  for  collection,  curation  and  dissemination.  This  cannot  be  achieved  without 















The  proposals  for  national  data  services  have  opted  for  a  distributed,  umbrella‐type  approach  where  a 





Data  repositories  for  specific  research domains are currently  the predominant  type of data  repositories.  In 
some disciplines there  is a  long tradition of depositing research data  in national repositories. Many of these 
data repositories have historically started out as projects, but have succeeded in institutionalising the project 
databases into data archives with a more secure funding. Most frequently it is the research funding agencies 
that  now maintain  the  data  repositories,  but  it  can  also  be  individual  institutions  or  direct  government 
funding. Some long‐established data archives (e.g. ICPSR, UKDA) have succeeded  in offering their services to 
several  funding  agencies  and  other  organisations  in  need  of  digital  preservation  and  data  dissemination 
services. 
There is no obvious case, as yet, for replacing the existing data curation and sharing infrastructure based on 
data centres supported by  research  funding organisations.  Institutionally distributed  local data storage and 
sharing may  provide  a more  agile  approach,  with  the  advantage  of  closeness  to  researchers,  but  a  key 
disadvantage  is  the  current  shortage  of  expertise  and  resources  at  institutional  level. On  the  other  hand, 
domain‐specific data repositories hold materials grouped by subject, data types or purpose commonly used in 
the discipline and  thus  intrinsically  support domain‐ or discipline‐oriented  research needs. Domain‐specific 






access  to  specific  sub‐communities  within  the  institution  instead  of  public,  web‐wide  open  access. 
Institutional repositories are more interested in collecting research materials near the end of the research life 
cycle,  employing  an  acquisition  process  that  is  simple  and  a  preservation  process  that  is  not  designed  to 
 
JISC. Comparative study of international approaches to enabling the sharing of research data. Full report   89 | 
support  complex  content.391  These  limitations  may  decrease  over  time  as  the  institution‐based  data 
repository movement matures. 
In the main, universities and research institutes are either not ready, or it is not appropriate for them, to take 
the  task of data  sharing  from  centralised domain‐specific data  services. Clear policies, more  resources and 
more skills are needed to allow universities to enter the data management and curation realm, but with the 
choice  of  data  sharing  channels  expanding,  the  physical  location  of  data  becomes  less  and  less  relevant: 
access and dissemination services can harvest data from a variety of repository environments. Given that one 









for sharing of preliminary data, subsets of  larger datasets and  results on  individual experiments during  the 
course of a research project. The centrally funded data repositories do not cater for this stage of the research 
process. The social networking software solutions  like blogs and wikis are a popular choice  for  this  type of 
data sharing and the emerging Virtual Research Environment tools are taking advantage of their widespread 
use to fill the gap in the data sharing cycle.  
An example of how different scenarios  for building data sharing  infrastructures and an assessment of  their 
value to different stakeholders has been developed in the medical sector392 (see Figure 12 on the next page). 
This matrix could be further developed into a generic template that can be used by individual institutions and 











In  the  longer  term  there  is  a  need  to  produce  and  adopt  universal  rules  for  data  description,  to  define 














Most OECD countries either already have or are  in  the process of developing a national access portal  to e‐
prints and other content held in institutional repositories. Research data is sometimes part of these plans, but 
the added complexities of different metadata  requirements and  the  lack of data citation  rules do not hold 
promise  for  the  e‐prints  portal  becoming  the main  access  gateway  to  data.  The  cross‐domain  repository 
search tools (e.g. OpenDOAR, OAIster) allow searching for datasets in institutional repository catalogues using 
OAI‐PMH,  but  suffer  from  the  limitations  resulting  from  the  varying  practices  of  accepting  datasets  into 
institutional repositories and describing them. 
Significant  resources are being  invested  in developing domain‐specific data access,  federation and analysis 
tools. Despite being frequently developed by short‐term projects, institutions are taking the commitment for 
supporting these services as valuable resources for the academic community. The domain specific data access 
portals  are  also  aimed  at  harvesting metadata  and  content  from  other,  international  sources,  to make  it 
available  to  researchers at  the host  institution or within  the country. Access  to both data and publications 












the  identification  of  resources  from  their  physical  location,  overcoming  the  problems  of  changing  and 
disappearing URLs, researchers moving between  institutions and projects, and different concurrent versions 
of a dataset  in a repository. Persistent  identifiers are also a significant component  in enabling data citation 
that  plays  a  vital  role  in motivating  researchers  to  share  their  data  via  repositories.  The  existing  PID  and 
referencing  solutions  (e.g. URN, DOI, Handle.net)  are  being  used  in  data  repositories,  but  the  number  of 
projects exploring the potential alternatives for specifically data repositories is confoundingly small. 
4.5  DATA SHARING AND VIRTUAL RESEARCH ENVIRONMENTS 
In  the past, data  repositories have not  succeeded  in building  tools  for efficiently  feeding  into  the  research 
process.  Researchers  perceive  the  cumbersome  process  of  finding  data  from  a  number  of  different 
repositories a barrier that could be solved with additional services. On the other side there  is sometimes an 
unfortunate and artificial distinction drawn between  scholarly publication and  the  research process.  In  the 
Internet age scholarly communication  increasingly permeates the processes of research and scholarship and 
services of data repositories are intertwined with scholarly communication.  
A  growing  number  of  Virtual  Research  Environment  projects  are  funded  that  automatically  link  data 
repositories and  research workflows  into  ‘researchers’ workbench’  tools. The potential  for automating  the 
research workflow and harvesting data directly from repositories is huge in most disciplines. In the long‐term 
perspective, the embedding of data repositories within the research workflow is of critical importance to the 



























for  researchers  to  decide  on  sharing  their  research  data.  Researchers’  awareness  of  these  data  sharing 
policies has been reported to be low (a UKRDS survey returned only 66% positive responses395) and should be 
improved, yet researchers have other incentives and requirements to share their data: principally, they want 








domain  is  typically  characterised  by  having  less  metadata,  more  items,  larger  objects  that  are  often 
continually  updated,  researcher management  of  the  items,  less  concern  for  preservation, mostly  closed 
access and  little exposure of data.  In order  to open up a subset of research  results  to other  researchers  to 
access  and  analyse,  systems  that  support  greater  structuring  of  the  data  collections,  as  well  as  more 
sophisticated access controls are required. Virtual Research Environments are emerging that allow this  level 
of  interaction, but  in the meantime collaboration environments  like wikis and blogs are  frequently used  for 
data  sharing  within  a  close  group  of  collaborating  researchers.  The  final  transition  is  to  a  public  data 
repository which  is  characterised  by  having more metadata  than  the  collaboration  domain,  fewer  items, 
































shared,  are  mostly  linked  with  the  need  to  keep  the  research  process  on  schedule,  and  also  concrete 
requirements from some funding agencies (i.e. data management plan requirements). The enablers for data 
management  throughout  the  research  process  are  the  data management  skills  the  researchers  possess, 
project data management plans, guidance from domain data archives and data curation specialists, and the 
emerging virtual research environments  in various domains. The  infrastructure  for data management  in the 
first domain is predominantly provided by the research institutes and in some cases national and international 
solutions, e.g. grid technologies, are used. 
The motivation  for  opening  their  data  up  for  collaboration with  other  research  teams would  come  from 
project funding rules, research requirements and the wish or need to share data, for example for verification 
purposes. The enablers  for  releasing data  from  the private domain  to  the shared domain are currently not 
that  many  and  rely  either  on  institutional  infrastructure  and  services  or  use  the  Virtual  Research 
Environments where these exist. A few subject specific data centres have the facilities for uploading data into 
researcher’s  private  area  and  giving  access  to  it  there  to  selected  other  users  of  the  same  system.  The 
introduction  of  this  report  alluded  to  the  inconsistency  in  the  use  of  the  term  ‘data  sharing’,  and  the 
interviews carried out as part of  this analysis clearly demonstrated  that  for some  researchers making  their 
data accessible to a few colleagues epitomises all the data sharing that is necessary. This is very often done as 








international  and  discipline‐specific  science  data  centres  and  collections where  the  data  is  deposited  are 
usually  intended to be used by other researchers  in the same or neighbouring disciplines. Publishing data  in 
open  data  repositories  would  normally  require  more  effort  from  the  researcher,  but  the  institutional 
repositories often resort to minimum description of archived objects  





to  make  data  repositories  an  effective  means  of  data  sharing,  researchers  need  to  be  convinced  that 
preparing their data for online publication is a worthwhile effort. The research world is strongly focussed on 
publication  as  an  outcome  –  publications,  citation  rates  and  impact  factors  are  the  traditional  research 
assessment indicators. It would be an incentive to the author if a data publication had the rank of a citeable 
publication, adding to reputation and ranking among peers. First attempts are being made (e.g. in Germany) 
to change  the  research assessment  rules  to also  include data publications.  If general agreement was  to be 
reached on  this  then  researchers would have  an  increased  incentive  to  share data  and  adhere  to  various 
policy requirements, although mechanisms for ensuring the quality of data publications would first have to be 




(required  increasingly  to  accompany  new  project  funding  proposals)  has  the  potential  for  incorporating 
structured guidance on how  research data should be managed  throughout  their  lifecycle. Examples of data 
























These models demonstrate  vividly  that dissemination‐ready data  are  created  through partnerships  among 










These parallel data  lifecycle and  research workflow models  should be explicitly  linked  to  indicate  the data 
management and sharing tasks and responsibilities of the parties involved at each stage of the data life‐cycle. 




library  staff  need  to  live  up  to  these  tasks  and  reconceptualise  their  role  in  the  scholarly  communication 
system from publishers to active collectors and advisers. 
4.7  FUTURE DATA SHARING INFRASTRUCTURE MODELS 




sharing  infrastructure,  the physical  location of datasets  is no  longer  significant  and  researchers  can  freely 
connect to them using automated research workflow components as ‘building blocks’. The multilingual tools 
and  services available  to  researchers have been certified as  trusted, provenance of datasets can be  traced 
using Current Research  Information Systems  (CRIS), and researchers receive due credit  for having produced 
and published their datasets. 
The data sharing infrastructure landscape of today falls short of the fully automated data re‐use environment. 
Examples  where  domain  level  data  centres  provide  infrastructure  and  services  (storage,  curation)  to 
institutional  data  centres  and  other  domains  already  exist  (e.g.  ICPSR, UKDA,  the  proposed  collaboration 











Putting  the  concerns  of  active  data  lifecycle management  at  the  forefront  of  the  argument, Gutman  and 
Green402 propose  a  layered  approach where  researchers,  institutional  repositories  and  centralised domain 
level  data  centres  all  have  a  role. A  dialogue  among  the  three  should  start  from  the  planning  stage  of  a 
research project and continue  throughout  its course. Documentation and ensuing articles  from  the project 
should be deposited with  the  institutional  repositories, preliminary data  could be  shared  through domain‐
specific  tools supporting  the  research process, and  the  final datasets should be deposited with  the domain 
data centre which takes the responsibility for its long‐term curation and dissemination, while being connected 
with  the  contextual  information  (publications)  that  continue  to be available  from  institutional  repositories. 














• UK research funding organisations should each publish and  impose a data management policy that  is 
applicable to all grant holders. 
• UK  research  funding  organisations’  data  sharing  policies  should  recommend  that  universities  and 
research institutions develop their own data sharing policies. 
• JISC,  through  the  DCC,  should  develop,  publish  and  promote  a  model  institutional  data  sharing 
framework. 
• Data sharing policies should  recommend data deposit  in an appropriate open access data  repository 
and/or data centre where these exist. 
• The  Digital  Curation  Centre  (DCC)  should  provide  templates  and  assistance  to  institutions  for  the 
construction  of  data  management  and  sharing  plans  that  meet  the  requirements  of  the  funding 
organisations. 





• JISC  should  explore  the  possibilities  of  institutionalising  the  current UKRDS  project403  into  an  office 
tasked with co‐ordination of data sharing policy and infrastructure development. 







• Policies alone will not  result  in a higher use of  research data –  to ensure optimum accessibility and 
usability  of  data,  a  coherent  set  of  services  for  collecting,  curating  and  accessing  data  needs  to  be 
defined and implemented as data management infrastructure. 
• JISC should continue to support  its repositories programme and more specifically enhance  its support 
to the development of data repositories. 













• JISC  should  endorse  the  use  of  the  DCC  Data  Audit  Framework406  to  enable  higher  education 
institutions to carry out an audit of departmental data collections, awareness, policies and practice for 
data curation and preservation. 
• JISC  should  continue  to  support  its  Virtual  Research  Environment  programme  and  extend  it  to 
investigate different mechanisms and services for managing data sharing across research disciplines. 













• The DCC  resources should be  further employed  to  raise awareness of both data sharing policies and 
data management issues among researchers. 









• Each higher education  institution  should  implement an  institutional Data Management, Preservation 














• More  work  is  needed  to  identify  integrated  information  architectures,  which  link  institutional 
repository and data centre software platforms. 
• The JISC should fund technical development projects seeking to enhance data discovery services, which 
operate across the entire data and information environment.  
• The JISC should commission work to construct new economic models for preservation and data sharing 
infrastructure, to develop sustainable solutions. 
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