Abstract. In this paper, we study asymptotic behavior arising in inverse limit spaces of dendrites. In particular, the inverse limit is constructed with a single unimodal bonding map, for which points have unique itineraries and the critical point is periodic. Using symbolic dynamics, sufficient conditions for two rays in the inverse limit space to have asymptotic parameterizations are given. Being a topological invariant, the classification of asymptotic parameterizations would be a useful tool when determining if two spaces are homeomorphic.
Introduction
Inverse limit spaces with unimodal bonding maps on the interval have been extensively studied, and symbolic dynamics relating to the orbit of the critical point has proven fruitful in the study of such spaces [8, 9, 7, 11, 10, 13, 15] . A natural question to ask is when two inverse limit spaces are homeomorphic. Most notable along this line of inquiry is Ingram's Conjecture, which has generated much research [4, 6, 12, 14, 16] , culminating in the general solution in [3] . A natural extension of this work is to consider unimodal bonding maps on a space other than the interval. In [1] and [2] , a treatment of dendrites (i.e. continua that are locally connected and uniquely arcwise connected) was developed, wherein points are identified with their itineraries under a map f . This approach was used in [2] to prove a generalization of Ingram's Conjecture for k-stars. One advantage to this approach is that difficulties in determining admissibility, that is, whether a given sequence is realized as the itinerary of a point in the space in question, largely vanish. In the interval case, determining admissibility can be quite laborious.
As asymptotic rays are a topological invariant, their study can be useful in determining when two spaces are homeomorphic. Here, by a ray, we mean the image of the nonnegative reals under a continuous bijection. Let f : I → I be a unimodal bonding map with critical point t, where I is the unit interval, and let (I, f ) denote the corresponding inverse limit space. In [5] , it was shown that if t is periodic with period N , then (I, f ) contains at most 2(N − 2) asymptotic rays, excepting any on the N arc-components with endpoints. This work was extended in [11] , wherein a symbolic characterization of asymptotic rays is presented. Additionally, ignoring admissibility, sufficient conditions for rays to be asymptotic were given, and all resultant asymptotic rays, up to period 8, are listed. In some cases, the upper bound of 2(N − 2) is witnessed.
In this paper, we take many of the results given in [11] , and give analagous results for inverse limit spaces of dendrites, as developed in [1] and [2] . The sufficient conditions for arc-components to have asymptotic parameterizations given in [11] carry over to the dendrite case, with some surprising differences. For one, all the itineraries are easily seen to be admissible. This gives rise to new itineraries which were not admissible in the unimodal case. Additionally, the space (I, f ) is known to be chainable, whereas the inverse limit space of dendrites is not. This ultimately results in a countably infinite collection of distinct asymptotic rays on a single arc-component.
The organization of this paper is as follows. The next section gives a survey of the relevant notation and results from [1] and [2] . Section 3 extends many results from [11] to the case of dendrites. Section 4 states the main theory, and lists the relevant asymptotic arc-components for all admissible kneading sequences up to period 5.
Symbolic Representation of Dendrites
We use the symbols N, Z, and Z − to denote, respectively, the positive integers, the integers, and the negative integers. Suppose X is a topological space, and f : X → X is a continous map. We define (X, f ) to be a subset of the product space X Z− , where
We say that (X, f ) is the inverse limit of X with bonding map f .
A dendrite is a locally connected, uniquely arcwise connected continuum. If D is a dendrite, a continuous function f : D → D is said to be unimodal if it is locally one-to-one, excepting a single point t, referred to as the critical point. A pseudoleg is a union of components of D τ − {t} on which f is one-to-one. For the entirety of this paper, we shall assume the critical point t is periodic, and that D τ − {t} consists of two pseudolegs. The pseudoleg containing f (t) is labelled L 1 , and the other pseudoleg is labelled L 2 . If x ∈ D, we define the itinerary of x, denoted ı(x) = ı 0 ı 1 ı 2 . . . as follows:
By the kneading sequence, we mean the itinerary of the critical point t. If ı(x) = ı(y) whenever x = y, then we say f has the unique itinerary property. A unimodal map satisfying the unique itinerary property is said to be tentish. We topologize the symbol set { * , 1, 2} with the basis {{1}, {2}, { * , 1, 2}}, and extend this to the product topology for { * , 1, 2}
N and { * , 1, 2} Z . If a,b ∈ { * , 1, 2}, we say a ≈ b if either a = b or if at least one of a or b equals * , and we expand the definition of "≈" to product spaces in the obvious way. Let σ denote the shift map on { * , 1, 2}
N is said to be acceptable if, for all n ∈ N, σ n (τ ) = τ whenever σ n (τ ) ≈ τ . Given an acceptable sequence τ , an element
N is said to be τ -admissible if, whenever x n = * , we have σ n x = τ and σ n x = τ whenever σ n (x) ≈ τ . The space D τ is defined to be the set of all τ -admissible sequences, and was shown in [1] to be a dendrite. Z . For each n ∈ Z, define π n (x) = x nxn+1xn+2 . . .. LetD τ = {x ∈ { * , 1, 2}
Z : π n (x) ∈ D τ }, and letσ denote the shift map onD τ .
Then h is a topological conjugation betweenσ and the corresponding shift map for (D τ , σ). [{x, y}] , to denote the unique arc in D τ having x and y as endpoints, and (x, y) = [x, y] − {x, y}. Given two points x and y of D τ , it is often useful to find a point in (x, y). The following technique, dubbed the "µ-process," was developed in [1] , and was useful in proving many results (e.g. that D τ is connected). If x = x 0 x 1 . . . and y = y 0 y 1 . . . are distinct elements of D τ , then there exists a minimal n so that
We conclude this section with a characterization of arc-components inD τ . If x = . . .x −2x−1 .x 0x1 . . . is an element ofD τ , we define the backwards itinerary ofx, denoted e(x), to be the reverse sequence . . .x −3x−2x−1 . We define the equivalence class e * via e * = {e(x) :x ∈D τ and e(x) i = e i whenever i ≤ M for some M ∈ Z − }. Given two backwards itineraries e = e(x) and e = e(ŷ), we define the sequence of discrepancies as follows. Let k 1 = min{i|e −i = e −i } and inductively define k i+1 = min{i > k i |e −i = e −i }. We call k 1 the first discrepancy between e and e. If k i+1 does not exist, we leave it undefined and say the sequence of discrepancies is finite. In this case, the sequences e and e have the same tails, and we have e * = e * .
Proposition 2.4. [2, 2.7]
Letx andŷ be points inD τ , where τ is of period N . Let {k i } denote the sequence of discrepancies between e = e(x) and e = e(ŷ). Thenx andŷ are in the same arc-component if and only if {k i } is finite or if there exists a natural number M so that if k i ,k j ≥ M , we have k i ≡ k j mod N and, for each i,
Asymptotic Rays in Inverse Limits of Dendrites
Supposex ∈D τ . For each N ∈ Z, let T N (x) = {ŷ ∈D τ : y i ≈ x i for all i ≤ N }, and let T (x) = T −1 (x). If e = e(x), we may write T N (e) in place of T N (x). It is easily verified that T N (x) is a closed subset ofD τ , and is homeomorphic to π N (T N (x)).
Lemma 3.1. [1, 2.14]Suppose y ∈ D τ and e is a backwards itinerary for some point inD τ . Then there exists a uniquex ∈D τ such that π 0 (x) = y andx ∈ T (e).
Lemma 3.2. T N (e) is uniquely arc-wise connected.
Proof. If e i = * for some i ≤ N , then T N (e) consists of a single point. Suppose e i = * for all i ≤ N . Letx andŷ be distinct elements of T N (e). Since D τ is arc-wise connected, there exists an arc A in D τ having π N (x) and π N (ŷ) as endpoints. Let
, and for i < N , let p ′ i = e i . By the previous lemma, there exists a uniquep
is a subarc of T N (e), with endpointsx andŷ. Furthermore, since D τ is uniquely arc-wise connected, T N (e) is as well.
Proof. Since T N (e) is a closed subset of the compact spaceD τ , we have that T N (e) is compact. This, coupled with the previous proposition, yields the desired result.
If e and e are backwards itineraries occurring inD τ , we seek a way to determine when T (e) and T ( e) are share a common boundary point. To that end, we make the following definition: for each 0 ≤ i < N , let β i (e) = max{k : e −k e −(k−1) . . . e −1 ≈ τ 0 τ 1 . . . τ k−1 and k ≡ i mod N }. If no such match exists, we will leave β i (e) undefined.
Proposition 3.4. Suppose τ is of period N , and e is a backwards itinerary with e −k = * for some positive integer k. Then, there exists a unique 0 ≤ i < N such that β i (e) is defined. In particular, i ≡ k mod N .
Proof. This follows easily from the definition of admissiblity.
Proposition 3.5. Suppose e is a backwards itinerary, with e i = * for all i and τ is of period N . Suppose β k (e) is defined. Define e by setting e i to be either 1 or 2 when β k ≤ i < 0 and i ≡ k mod N , and e i = e i otherwise. If e = e, then T (e) ∩ T ( e) consists of a single point.
Then we clearly havex ∈ O ∩ T (e). Since T (e) is closed, it follows thatp ∈ T (e). Thatp ∈ T ( e) follows similarly.
It remains to show that T (e) ∩ T ( e) ⊆ {p}. Supposeq ∈ T (e) ∩ T ( e). Pick j minimally so that e j = e j , and note that j ≡ β mod N . Ifq j = * , we may construct an open set containingq, and missing one of either T (e) or T ( e). Hence, q j = * . Ifq −β = * , then π −β (q) ≈ τ , but π −β (q) = τ , contradicting admissibility. Hence,q −β = * , which impliesq =p.
The proof for when β = ∞ is similar.
Corollary 3.6. Suppose τ is of period N , and let e be a backwards itinerary oc-
Proof. By Lemma 3.5, whenever β i (e) is defined, it corresponds to a boundary point of T (e) which projects to σ i (τ ). π 0 T (e) is connected, and [{σ i (τ )|β i is defined}] is the smallest connected subset of D τ containing the σ i (τ )'s.
Example Let τ = * 112 and e = 1 ∞ . Then the pointp 1 with backwards itinerary 1 ∞ * is a boundary point for T (e), and is adjacent to the continuum T (e 1 ), where e 1 = 1 ∞ 2. Moreover, T (e) also shares boundaries with T (e 2 ) and T (e 3 ), where e 2 = 1 ∞ 21 and e 3 = 1 ∞ 211. Hence, it follows that T (e) contains a branch point (i.e., a pointp so that T (e) − {p} consists of more than two components). This corresponds to the central branching point of D: 1 ∞ (cf [1] , Theorem 1.22 and Definition 1.23).
In general, a boundary point of T (e) may also be a branch point. For example, again let τ = * 112, and definep to be the point with backwards itinerary 1 ∞ * 112 * 112. Thenp ∈ T (e 1 ) ∩ T (e 2 ) ∩ T (e 3 ), where e 1 = 1 ∞ 21112, e 2 = 1 ∞ 21121112, and e 3 = 1 ∞ 22112. And, if β k (e) = ∞ for some k, there exists an infinite collection of backwards itineraries, whose corresponding continua share a common boundary point. For example, for each n, let e n = (1112)
Lemma Suppose φ : [0, ∞) →D τ is a continous bijection. We call the image of φ a ray, and φ a parameterization. Suppose φ : [0, ∞) →D τ parameterizes a ray Φ. Let e = e(φ(0)), and suppose that e −i = * for all i ≤ −1. As s increases, the backwards itineraries e(φ(s)) may also change. Pick s 1 minimal so that e(φ(s 1 )) = e. Then, by Proposition 3.8, φ(s 1 ) is a boundary point between T e and T e(φ(s 1 + ε 1 )) for sufficiently small ε 1 . Let Re = e(φ(s 1 + ε 1 )). Continue inductively, picking s n > s n−1 minimally with e(φ(s n )) = R n−1 e. Then φ(s n ) is a boundary point between T R n−1 e and T e(φ(s n +ε n )) for sufficiently small ε n , and let R n e = e(φ(t n +ε n )). We define the folding pattern, {α n (Φ)}, or simply {α n } when the ray Φ is understood, by letting α n be the sequence of discrepancies between R n−1 e and R n e. If Φ ′ is a ray originating in T ( e) with folding pattern {α i } we let d n (Φ, Φ ′ ) denote the first discrepancy between R n e and R n e. Note that each α n is a (potentially finite) sequence, each element of which is congruent modulo N . We let C(α n ) denote the least nonnegative element of this congruence class. Let φ ′ parameterize Φ ′ , and let d be a metric compatible with the topology ofD τ . We say the rays Φ and Φ ′ are asymptotic provided that d(φ(s), φ ′ (s)) → 0. Of course, this definition allows for trivial asymptotic behavior (e.g. any ray is asymptotic to itself). However, our chief concern will be with asymptotic rays that are on distinct arc-components.
There are notable differences in our use of R n e, as compared with the development in [11, 10] , for the space (I, f ). In particular, in (I, f ), R n e is a function of the backwards itinerary e. Whereas in our treatement, given a backwards itinerary e, there are multiple valid choices for Re, depending on which of the β i e's are defined. Indeed, if β i e = ∞ for some i, there are infinitely many options for Re. Additionally, given a backwards itinerary e, once choices have been assigned to R n e for each n ∈ N, this defines a unique ray inD τ . We state this more formally with the following proposition. Proposition 3.9. Suppose e = e(x) for somex ∈D τ . Let e 1 be a backwards itinerary, distinct from e, so that T (e 1 ) shares a common boundary point with T (e). Let γ 1 denote the sequence of discrepancies between e and e 1 . Continue inductively, letting e n ∈ {e i : i < N } be chosen so that T (e n ) and T (e n−1 ) share a common boundary point, and let γ n denote the sequence of discrepancies between e n−1 and e n . Then there exists a unique ray Φ inD τ , so that α n (Φ) = γ n for all n ∈ N.
Proof. This follows from Lemma 3.2 and Proposition 3.5.
Example Suppose τ = * 112, and let e = 1112, e 1 = 2112, e 2 = 21122111, and e 3 = 21122211. Then, by Proposition 3.5, there exists a ray Φ beginning in T e, and travelling through T e 3 by way of T e 1 and T e 2 . For such a ray, we have e 1 = Re, e 2 = R 2 e, e 3 = R 3 e, and the folding pattern for Φ begins with α 1 = {4n} ∞ n=1 , α 2 = {1}, and α 3 = {3}.
As mentioned previously, there are several (in fact, infinitely many) distinct rays originating in T e. Indeed, we could take α 1 to be any subsequence (finite or infinite) of {4n} ∞ n=1 , which corresponds to a distinct path along the arc-component for which T e is a subset.
Proof. This follows from Proposition 3.6.
The following can be stated more generally (cf. [11] , Proposition 1); but the following will suit our purposes. Proof. Without loss of generality, suppose ρ(σ C(αn) τ, σ C( αn) τ ) = 0 for all n. Let e = e(φ(0)) and e ′ = e(φ
, and expand these in the obvious way to get the parameterizations φ and φ
Main Results
Lemma 4.1. Suppose e and e are backwards itineraries, and let j ≤ d, where d is the first discrepancy between e and e. Let w 1 w 2 . . . w j ∈ {1, 2} j , ψ = . . . e −(j+2) e −(j+1) w 1 w 2 . . . w j , and ψ = . . . e −(j+2) e −(j+1) w 1 w 2 . . . w j . Then there exists an n so that ψ = R n e and ψ = R n e.
Proof. By Proposition 2.4, there exists rays R and R, respectively originating in T (e) and T ( e) and peregrinating through T (ψ) and T ( ψ). Hence, there exists integers n 1 and n 2 so that R n1 e = ψ and R n2 e = ψ. Hence, we need only show n 1 = n 2 .
Suppose
be the sequence of discrepancies between e and ψ. Then e −km . . . e −1 ≈ τ 0 . . . τ km−1 . Since k m ≤ j, we also have e −km . . . e −1 ≈ τ 0 . . . τ km−1 . Moreover, by Proposition 3.5, all the k i 's are congruent modulo the period of the kneading sequence. Hence, T ( e) and T ( ψ) share a common boundary point, and n 2 = 1. Now, suppose n 1 > 1 and we proceed by induction. By Proposition 2.3, the first discrepancy between R n1−1 e and e is at most k. By the inductive hypothesis, the last discrepancy between R n1−1 e and R n1−1 e is at most k. Apply the same argument as used in the base case to conclude the proof.
Analogues of the following theorems were given in [11] for inverse limits of unimodal maps of the interval. Before proceeding, we will introduce some new notation. If x = x 0 x 1 x 2 . . . and y = y 0 y 1 y 2 . . . are elements of D τ , let d(x, y) = min{i : x i ≈ y i }. Additionally, if a ∈ {1, 2}, we use a ′ to denote the unique element of {1, 2} − {a}. Proof. Let
By Lemma 4.1, there exists an integer n so that we may define
Next, take α n+1 (e) = l + 1 and α n+1 ( e) = N + l + 1, and we have
Hence, each of R n+1 e and R n+1 e are left-shifts of the original itineraries e and e, and all folds thus far have been congruent modulo N . We now proceed by induction. Suppose n i−1 is defined so that R ni−1 e = eA and R ni−1 e = eA, and all folds thus far have been congruent modulo N . Pick m so that
where, V n is a {1,2}-block with V n ≈ τ 1 . . . τ n . Next, take α m+1 (e) = |A| + N + 1 and α m+1 ( e) = |A| + 1 and obtain
Take α ni (e) = |A| + l + 1 and α ni ( e) = |A| + l + N + 1, and we have
and all folds have been congruent modulo N . Hence, we have constructed rays Φ and Φ ′ for which d n (Φ, Φ ′ ) → ∞, and π 0 (R n e ∩ Φ) = π 0 (R n e ∩ Φ ′ ) for all n. Proposition 3.11 implies the constructed rays are asymptotic. 
, then there exists asymptotic rays originating in T (e) and T ( e).
Proof. We begin by taking α 1 (e) = N + 1 and α 1 ( e) = 1, and obtain
Additionally, since the first discrepancy between e and e is not less than k, we may apply Proposition 2.3 and pick n so that
. . ν k Next, take α n+1 (e) = N + k + 1 and α n+1 ( e) = k + 1, and we have
Hence, we have shifted copies of the original backwards itineraries, and all folds have been congruent modulo N . As before, proceed by induction to achieve the desired result. Proof. We begin by taking α 1 (e) = N + 1 and α 1 ( e) = 1, and we obtain
. . . ν N We then take the path to
we may take α n (e) = k + 1 and α n ( e) = N + k + 1, and we have
Hence, we have left-shifted copies of the original itineraries, and all folds have been congruent modulo N . As before, proceeding by induction concludes the proof. It is easily seen that the respective tails for e and e "line up," having infinitely many discrepancies, and neither being equivalent to τ . For Theorem 4.4, after rewriting e so that the tails "line up," we have:
Again, it is easily noticed that the tails are discrepant infinitely often, with neither being equivalent to τ .
There are some noticable differences between this result, and the comparable result for (I, f ) presented in [11] . For example, for (I, f ), the backwards itineraries may not be admissible. Moreover, the situations described in Theorems 4.3 and 4.4 are mutually exclusive in (I, f ). As shown in Figure 1 , these may happen concurrently inD τ . However, in [11] , the author was able to give more information on the asymptotic structure of the asymptotic arc-components in (I, f ) (e.g., whether they form "fans," "cycles," or even combinations thereof). ThatD τ is not chainable makes analogous results difficult. The following corollaries address this line of inquiry. Proof. In the inductive step, we may alter our choice for V |A| .
Corollary 4.7. The asymptotic arc-components in Theorem 4.2 form a k-fan (ie, the k rays are pairwise asymptotic).
Proof. For each j ∈ {1, 2, . . . N − 2}, let e j = 12 N −2 112 N −1 12 j . As shown in Theorem 4.2, each of the e j 's are asymptotic to a ray Φ j emmanating from T (e), and we need only show that each Φ j is the same ray. The proof is similar to that of Theorem 4.2.
