Data distribution, data replication, and system reliability are key factors in determining the availability measures for transactions in distributed database systems. In order to simplify the evaluation of these measures, database designers and researchers tend to make unrealistic assumptions about these factors. In this paper, we investigate the effect of such assumptions on the computational comple.,dty and accuracy of such evaluations. We represent a database system with five parameters related to the above factors. Probabilistic analysis is employed to evaluate the availability of readonly and read-write transactions.
tors in determining the availability measures for transactions in distributed database systems.
In order to simplify the evaluation of these measures, database designers and researchers tend to make unrealistic assumptions about these factors. In this paper, we investigate the effect of such assumptions on the computational comple.,dty and accuracy of such evaluations. We represent a database system with five parameters related to the above factors. Probabilistic analysis is employed to evaluate the availability of readonly and read-write transactions.
We consider both the read-one/write-all and the majority-read/majority-write replication control policies. We conclude that transaction availability is more sensitive to variations in degrees of replication, less sensitive to data distribution, and insensitive to reliability variations in a heterogeneous system. The computational complexity of the evaluations is found to be mainly determined by the chosen distributed database model, while the accuracy of the results are not so much dependent on the models. to the mean-time-to-fail of the components), then this reliability will be close to 1. However, since transactions take a finite but significant amount of time to execute, it is quite possible that the nodes that are involved in the execution of a transaction (and available at the start of execution) may tin this paper, the basic unit of access in a database is referred to as a data object. 2The number of copies of an object that are required to be accessed by a transaction depends on the operation (read or write) and the replica copy control (e.g. read-one/writeall, majority) [3, 18] .
fail during its execution.In this case, the transactionis saidto be aborted. In suchcases, the executionneeds to be restarted. Formaldefinitionsandevaluationof thesetwo metrics(TSA and TFA) dependonseveral factorssuchasthe faultmodel of thesystem(includingthe reliabilitiesof the systemcomponents), thetransactionexecutionpolicy,the datadistribution policy,the degree of datareplication,the concurrency and commitprotocols, andthe characteristics of thegiventransaction [4, 7, 9] .In addition,TFA depends on the executiontimesof transactions.
Eventhoughit is theoreticallypossible to formulateequations expressing the two metricsin termsof the abovementioned factors,the evaluationof theseequationsis extremelycumbersome and requiresunreasonably high computationtimes. The evaluationof the exact valuesfor thesemeasures generallyinvolvesboth analysisandsimulation.Evaluationtoolswith such largeexecutiontimes are certainly not acceptable to a databasedesigner who needsto evaluatea numberof suchpossibledatabaseconfigurations beforearriving at a final design.
To overcome theseproblems, designers and researchers generallyresort to approximationtechniques [7, 8, 16] . Thesetechniques reducethe computation time by makingsimplifyingassumptions regardingdatadistribution, data repfication,and transactionexecution.The time comple._ity of these techniques primarily depends on the underlyingmodelaswell asthe evaluation technique.
The effectof data distributionand replicationmodelson evaluationof transactionresponse time hasbeenmeasured in earlierstudies [13] 
Problem Description
In this paper, a read-only transaction is characterized by the average number of data objects that it reads (i.e., its read-set size). Similarly, a read-write transaction is characterized by the number of data objects that it reads (read-set size), and the number of data objects that it updates (write-set size).
The problem of estimating the availability of a read-only transaction may be formulated as:
Given the following parameters, estimate TSA, and TFA_ for a readonly transaction that requires s data objects for read access.
• n, the number of nodes in the database 4
• N, the index set for the nodes in the database; N = {1,2 .... , n}
• d, the number of data objects in the database
• D, the index set for the data objects in the database; D = {1,2,...,d}
• GD, the global data directory that contains the location of each of the d data objects; the GD matrix contains d rows and n columns, each of which is either a 0 or a 1; i.e., GDij = 0 or 1, Vi E
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• the reliability of the nodes in the network.
The problem of estimating the metrics for a read-write transaction can be similarly defined. 
Y
The number of data objects accessed from the ith group
The average number of copies of a data object
The number of copies of a data object in the I th class
The number of data objects in the database
The number of data objects in the ith class
The number of data object groups
Number of live nodes
Number of nodes
The number of nodes in the ith class
The number of copy classes
The number of reliability classes
The average node reliability
The reliability of a node in the ith class The size of the read-only object set
The size of the read-write object set [12, 16, 17] . Thus, the copies of all the data objects in a given group are allocated to the same set of nodes. We refer to this strategy as A2.
Some database designers place no explicit limit on the number of data objects that may be placed at a node [7] . This strategy is named as B1. Others restrict the number of data objects that may be placed at a _ven node. This may be attributed to storage limitations or for security reasons [11] . We refer to this strategy as B2.
For simplicity, several analysis techniques assume that each data object has the same number of copies (or degree of replication) in the database system [6, 16] . Some other techniques characterize the degree of replication of a database by the average degree of replication of data objects in that database [7] . In this paper, both these categories are referred to as C1.
Others treat the degree of replication of each data object independently.
We refer to this as strategy C_. JR2] There are no limits placed on the number of data objects that may be placed at each node.
[R3] The average degree of replication (c) of a data object is given.
JR4] The copies of a data object are allocated randomly.
[R5] Each node in the system has identical reliability (= r).
Further, to simplify the illustration of the current analysis, we make the following assumptions regarding the distribution of groups, and the participating node set determination:
[R6] Each transaction is equally likely to access any data object.
[RT] The transactions that enter the distributed system are coordinated by a set of reliable servers that search the distributed database system (i.e., the availability of nodes and their dictionaries) for the availability of the required data objects.
Due to Rule RT, we will not distinguish transactions that are received at different locations in the system. Thus, we will disregard the originating node as a parameter in this analysis s. Given that exactly k of the n nodes are available (i.e., up), the probability that at least one copy of a given data object is available is given by:
(1)
By definition of the read-one/write-all policy, Pk.1 represents the probability that a data object is available for read access in the system. Since each data object is allocated independently to the nodes in the system (by Rules R1
and R2), the probability that all s data objects required by Tl are available for read access within these k nodes can then be expressed as:
Assuming the reliability of any given node to be r (from Rule R5), the probability that TI has successfully started is: 
From here, the probability that none of the ns nodes have failed during time t is given by:
Estimating n, for transaction T1 is a complex problem. This problem has been well investigated and the details of the solutions may be found in [15] .
In this paper, we assume that n_ for T1 has been obtained a priori for a given data distribution and fault model.
Derivation of Availability for Read-write Transactions
Let us now consider a read-write transaction T2 with s objects in its readset and y objects in its write-set. Let us assume that for a given read-write transaction write-setC_read-set [3, 7] . Thus, among the s data objects, y objects are both read and written, while x = s -y data objects are only read. (Note that the intersection of the read-only and the read-write sets of the data objects is empty.) Since the replication control algorithm follows a read-one/write-all policy, T2 needs to access all c copies of the y data objects and any one copy of the x data objects.
Given that exactly k of the n nodes are available (i.e., up), the probability that all c copies of a given data object are available is given by:
Since each data object is allocated independently to the nodes in the system (by Rules R1 and R2), the probability that all y data objects required by T2 are accessible for update is expressed as:
Similarly, the probability that all x data objects are available for read access may be computed as:
From here, the probability that T2 is successfully started may be computed as:
The finish availabilities for T_ may be similarly computed using Equations (4) and (5) 
km rn
Similarly, the expression for the finish availability for T1 may be expressed as: that the data objects are now grouped, and the groups are then allocated to nodes in the system. This may be described as:
[R9]
[R10]
The data objects are first grouped and the groups are then allocated, to the nodes. Let the d data objects be partitioned into t distinct groups. Let dk represent the number of data objects in group k. Thus,
There are no limits placed on the number of groups that may be placed at each node.
[a11]
The degree of replication is the same for each group (c).
The copies of a group are allocated randomly.
Each node in the system has identical reliability (r).
Again, to simplify analysis, we make the following assumptions:
[R14] Each transaction is equally likely to access any data object.
[R15] The transactions that enter the distributed system are coordinated by a set of reliable servers that search the distributed database system (i.e., the availability of nodes and their dictionaries) for the availability of required data objects.
Derivation of Availability for Read-only Transactions
Once again let us consider transaction T1 executing under a read-one/writeall policy. Given that k of the n nodes are available (i.e., up), the probability that at least one copy of group k is available is given by:
1 -(12) (:) If the vector GA =< al, a2, ..., at > represents the number of data objects accessed by T1 from each of the t groups, then the probability that T1 is successfully startedmay be computedas:
o,,
(i5)
(17)
ak = s and Vk 1 < k < t 0 <:
When data objects are equally distributed among the groups (i.e., dl = d_ = ... = dt = d), then this expression may be further simplified as:
The expression for TFA, is the same as in Equation (5 In computingTSA'_ we should recall that if a data object is write accessible under a given node availability conditions, it is also read accessible.
However the reverse is not true. These two facts are made use of in deriving the following expression for TSA'_:
As before, when data objects are equally distributed among the groups
, this expression may be simplified as:
The finish availability TFAz,y may be computed using Equation (5) where n, is now replaced by nr,_ which is assumed to be known a priori in this paper.
Derivation of Availability for Transactions with Majority Consensus
As describedin Section4.1.3,underthe majority consensus protocolboth the read-set andread-writesetaretreatedin the samewayfor access probability computations. Thus, weonly considera read-onlytransactionwith a read-set sizeof s. The expression for TSA_ can now be written as:
ILl where Pr(GA) and f(k) are as defined in Equations (14) and (15).
Once again, when data objects are equMly distributed among the groups
, this expression may be written as: 
Computational Complexity
We now analyze each of the evaluation methods (for Models 1-6) for their computational complexity.
• Let us refer to Model 1. From Equations (3) and (9) and O(n 2 + n(c 2 + s)) respectively (Equations (24) and (25)).
• 
Space Complexity
We now discuss the space complexity for the six models:
• Since Model 2 requires that the di values be stored, and that the GA vectors be generated, it requires O(t) storage, where t is the number of data groups.
• Model 4 requires O(p) storage to contain the p copy classes.
• Model 5 requires O(nd) storage for the GD matrix.
• Model 6 requires O(q) storage to contain the node reliability class information.
Thus, Model 5 has the largest storage requirement.
These complexities are summarized in Table 3 .
Model
Computational Comple.,dty "Read-only Read-write Majority 1 2 3 4 5 6 Table2: In Model 3, we assume that each of the n nodes in the system is allocated ezactly the same number of data objects (equal to dc/n). In Model 5, we assume that the d data objects are allocated systematically so that the copies of the i th data object are allocated, in a circular manner, to the nodes starting from (i • n) + 1.
o(_) o(t) o(_) o(p) O(,,d) O(q)
In Model 6, we assume that n/3 nodes have reliability r 0.1, n/3 have reliability r + 0.1 and the rest have a reliability r. 10 (vi) For s > 25, the availabilities appear to be independent of the read-set size. This implies that computations for s > 25 are redundant.
(vii) The evaluations with models 2 and 5 seem to differ at higher values of n. The evaluations with the other four models are close for n = 20. This is an interesting observation.
(viii) Once again, the variations in degree of replication of individual data objects appears to have a dominating effect on availability evaluations.
• For read-write transactions with read-one/write-all policy, (ix) The availabilities for s > 5 are significant only when r > 0.99.
(x) Sincethe availabilitiesaregenerallylow, the effectof the differences in the modelsseemto beinsignificant.At highreliabilities (i.e. r _> 0.99), the evaluations with model 4 seem to deviate from the evaluations with the other models.
We will now study the effect of the individual model parameters.
• Models 1 and 3 are very simple, and need no further investigation.
Evaluations with model 2 represent the effect of data object grouping on availability ( Figure 4 ). As the number of groups is increased, the availability seems to be decreasing. This effect seems to diminish for g _> 25. This effect is insignificant for read-write transactions.
Similarly, this effect seems to vanish at high node reliabilities.
Evaluations with model 4 represent the effect of variations in degrees of replication of data objects ( Figure  5 ). The effect of these variations seem to be insignificant on read-write transactions. The effect of copy variations seem to be more apparent at high node reliabilities.
Similarly, this effect seems to be more pronounced on read-only transactions (with read-one/write-all policy) than the other two classes.
Model 5 represents tile effect of data distribution on the availability evaluations.
From Figure 6 , it may be observed that the distribution effect is only evident at s >_ 10. In addition, the effects are more significant for read-only transactions than the other two classes. The effect is less evident at high node reliabilities.
Model 6 represents the effect of node reliability variations on availabilities. From Figure 7 , it may be observed that the variations have almost no effect on availability evaluations.
Conclusions
The current investigations on measuring the effect of data distribution, replication, and fault models on transaction availability evaluation have resulted in some very interesting observations. As part of this study, we chose six modelsrepresenting six differentparametricassumptions that researchers and designers generallytend to makein their analysis. Usingprobabilistic analysis,we derivedexpressions for transactionavailabilityfor three classes of transactions:read-only(read-one/write-all policy), transactions with majority-read/majority-write policy,andread-writetransactions (with read-one/write-all policy). The effectof the six parameters is measured by evaluatingavailabilities (for differentread-set sizes).Fromhere,weconclude that:
By choosing a properdistributeddatabase model,the computational comple.,dty of transactionavailabilityevaluations canbe significantly reduced.
• Forvaluesof s _<10,all modelsresuItin almostthe sametransaction evaluation.
• It is not necessary to evaluatetransactionavailabilitiesfor valuesof s>25.
Evaluationsfor the read-onlytransactions(with read-one/write-all policy) are moresensitiveto databasemodelingthan the other two classes of transactions.
The degreeof replicationof individual(or group)data objectsseems to havea significanteffecton transactionavailabilities.Thus,when differentdata objectshavedifferentcopies,adoptingaveragedegree of replicationto represent ant objectin a system,may not resultin accurateavailabilityevaluations.
The actualdistributionof dataobject copieshassome, if not significant, impact on availability evaluation.
In a heterogeneous environment where different nodes may have different reliabilities, it is sufficient to represent each node by the average node reliability, without affecting the availability evaluations.
Data object grouping (logical or physical) does not seem to effect the accuracy of availability evaluations as long as the number of groups is not too small (e.g. When d = 1000, g _>25 is sufficient). Here, we assume that each node has exactly the same number of data objects
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Here, each data object may have its own degree of replication specified.
For an efficient computation, we classify the data objects into p categories (i < p < n) based its degree of replication, dt denoted the number of data objects in the l th category where each object has c_ (1 _< ct _< n) copies.
The expressions for TFA,, TFA'_,y, tions (26)-(28).
CA '
CA" k= 1 
Here, we assume that the entire data distribution is available as a dictionary, GD.
(1,,(s))
S -Node status vector; Sj = 1 => Node j is up; Sj = 0 => Node j is down.
f(S) -The number of data objects available for read with the given node status vector (S). This is computed by scanning the columns of the GD matrix corresponding to the live nodes (as given by S).
if(S)
-The number of data objects available for update (i.e. all c copies of these data objects are available at the live nodes) with the given node status vector (S). This is also computed by scanning the columns of the GD matrix corresponding to the live nodes (as given by S).
f"(S)
-The number of data objects available with a majority of copies among the available nodes.
As before this is computed by scanning the columns of the GD matrix corresponding to the live nodes (as given by S).
f'"(S)
-The number of nodes available (or up) as indicated by the vector S.
Here each node may have its own reliability. For computational purpose, we categorize the nodes based on their reliability. We assume that there are q
(1 _< q _< n) such categories. We let ni to represent the number of nodes with reliability ri, and ai to represent the number of currently active (or up) nodes with this reliability.
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