A stochastic generalized Born (GB) solver is presented which can give predictions of energies arbitrarily close to those that would be given by exact effective GB radii, and, unlike analytical GB solvers, these errors are Gaussian with estimates that can be easily obtained from the algorithm. This method was tested by computing the electrostatic solvation energies (∆G ) and the electrostatic binding energies (∆G ) of a set of DNA-drug complexes, a set of protein-drug complexes, a set of protein-protein complexes, and a set of RNA-peptide complexes. Its predictions of ∆G agree with those of the linearized Poisson-Boltzmann equation, but it does not predict ∆G well, although these predictions of ∆G may be marginally better than those of traditional analytical GB solvers. Apparently, the GB model itself must be improved before accurate estimates of ∆G can be obtained.
Introduction
The linearized Poisson-Boltzmann equation (PBE) is frequently applied to biophysical problems, such as computing electrostatic solvation energies (∆G ) and electrostatic binding energies (∆G ) [14] . However, solving the PBE on finite-difference or -element grids and integrating the resulting potentials to obtain ∆G and ∆G can be slow. Researchers have therefore proposed various generalized Born (GB) models to approximate the linearized PBE's predictions of ∆G with analytical formulas [2, 19, 20, 22, 23, 29, 30, [37] [38] [39] . Using these formulas, one can obtain estimates of ∆G and ∆G much more quickly than by solving the linearized PBE, and they therefore appeal to researchers, particularly when high-throughput estimates of these energies are required, such as in molecular mechanics GB surface area (MM-GBSA) energy calculations [3, 16-18, 28, 33, 40] . Studies have shown that the GB model's estimates of ∆G agree with those of the linearized PBE [2, 19, 22, 29, 37, 39] , and these findings are confirmed in the present study. However, as can be seen in the Results and Discussion, ∆G is typically orders of magnitude smaller than the ∆G of the complex and its components, whose differences mus be taken to compute ∆G , as discussed in the Computational Methods. That any two models generate estimates of ∆G that are highly correlated therefore does not guarantee that those two models will give consistent estimates of ∆G . The present study demonstrates that although the two analytical GB models considered, the GBSW [19, 20] and GBMV [22, 23] models in the CHARMM package [7] , produce estimates of ∆G that agree well with the linearized PBE, their estimates of ∆G generally do not agree with those of the linearized PBE. Ideally, the GB model could be improved so that its predictions of ∆G agree with those of the linearized PBE, but in addition to the GB approximation itself, parameters of the model, the effective GB radii, must also be approximated. In most GB solvers, these effective GB radii are computed from analytical approximations whose accuracies are difficult to determine. The accuracies of competing GB models are therefore difficult to evaluate, as their errors cannot be disentangled from the errors in the approximations of the effective GB radii. Some researchers have computed exact effective GB radii to overcome this problem [24, 30] , but such calculations are extremely slow, requiring a separate solution to the linearized PBE for each atom. The present study describes a new solver of the GB mode that overcomes these problems. Based on stochastic walkon-spheres (WOS) solvers of the linearized PBE [6, 13, 26, 27, [34] [35] [36] , this new solver estimates the effective GB radii stochastically and in the limit of infinite computation time will converge to the solution with exact effective GB radii. Additionally, the error arising from the approximation of the effective GB radii can be computed, and therefore estimates of ∆G and ∆G of any desired accuracy can be acquired. Because this solver's estimates of ∆G converge to those that would be obtained with perfect effective GB radii, it could be used to evaluate the differences between competing GB models and potentially lead to models that can generate more accurate predictions of ∆G .
Computational Methods

The Generalized Born Model
The GB model used in the present work is a modification by Srinivasan et al. of the original GB model and includes the effect of a possibly nonzero salt concentration [37] :
where is the charge on the i'th atom, κ is the inverse of the Debye length, ε is the exterior dielectric constant, ε is the interior dielectric constant, and is given by
where is the distance between atoms i and j, and B is the Born radius of atom i and is defined by
where ∆G is the electrostatic solvation energy of the molecule altered by turning off all charges except that on atom i while preserving the original molecule's interior and setting the exterior dielectric constant to infinity. (See Fig. 1) 
Computing the Effective Born Radii Stochastically
WOS PBE [13, 26, 27, [34] [35] [36] solvers have recently been shown to be competitive with traditional deterministic solvers if appropriate numerical optimizations are performed [6] . The solver presented here uses the methods developed in the WOS PBE solvers to compute ∆G , the electrostatic solvation energy of an artificial molecule introduced as a convenience to enable quick computation of the B . An example of such an artificial molecule is shown in Fig. 1 . The molecular interior is the same as in the original problem, but all of the charges except that on atom i are set to 0 and ε = ∞. To compute ∆G we express it in terms of the reaction-field potential rather than the total electrostatic potential [5, 8, 15, 25] . First, write the total potential at a point r for this artificial molecule, (r), as
where R (r) is the reaction-field potential at r and
is the potential at r when ε = ε rather than ∞ and r is the location of the i'th atom's charge. ∆G can then be written as has singular points at the charge locations, but R does not and therefore obeys the Laplace, rather than Poisson, equation inside the molecule:
R (r ) can then be written in terms of R on the surface of the i'th atomic sphere:
where the integral is carried out over the surface of the i'th sphere. R (r ) can therefore be estimated by randomly sampling many uniformly-distributed points on the surface of the i'th sphere and averaging R at those points. However, if those points are still in the molecular interior, R (σ ) is not known. To compute it, note that if σ is inside the molecular interior it must be inside another, overlapping atomic sphere, and R (σ ) can be written as an integral of R over the surface of this sphere [21] . If the overlapping sphere is sphere j, then
where R is the radius of sphere j, this integral is taken over the surface of sphere j, and
is the Poisson kernel. Therefore, R (σ ) can be estimated by R σ if σ is randomly sampled from the distribution given by K σ R σ . If σ is in the molecular interior this process can be repeated until finally R (r ) is approximated by R (σ ) where σ is a point on the surface of the molecule.
Because ε = ∞, the molecule is grounded, and (σ ) = 0. R (σ ) can therefore be computed by
and therefore if many points on the molecular surface are randomly sampled in this manner, R (r ) is given by the average of these potentials:
Finally, this equation can be combined with Eqs. 3 and 6 to obtain an expression for B :
To summarize, for each atom 1/B is obtained by averaging the results of several estimates obtained from the following algorithm:
Step (1). Following Eq. 8, R (r ) is estimated by R (σ ) where σ is a point randomly sampled uniformly from the surface of sphere i.
Step (2) . If σ is on the surface of the molecule, go to Step (4). Otherwise, R (σ ) is estimated by R σ where σ is a point randomly sampled on the surface of sphere j, one of the spheres not including sphere i that contain the point σ , according to the density given by the Poisson kernel.
Step (3). If σ is on the surface of the molecule, go to Step (4). Otherwise, go to Step (2).
Step (4) . R (σ ) can now be obtained by noting that = 0 on the molecular surface because ε (σ ) = ∞, as in Eq. 4, and an estimate of 1/B can be obtained as in Eq. 13.
Computing the Error in the Electrostatic Solvation Free Energies
The error in ∆G , δ∆G , can be computed from the standard error propagation formula:
where δ (1/B ) is the error in 1/B , which can be extracted directly from the sampling process, and
. The other derivatives in this equation can be computed as follows: 
As discussed in a previous paper on a WOS PBE solver [26] , the efficiency of the code can be improved by setting each atom's contribution to the variance equal. To do this, ∆G was estimated by running a small number of trajectories, N , from each atom (unless otherwise stated, 15 trajectories were used for this step). The desired size of the error ς could then be estimated by multiplying ∆G by the desired error fraction. Because the stochastic GB method is a Monte Carlo method, the expected error in ∆G is inversely proportional to the square root of the number of samples, N , used in its estimate:
A could be estimated from small run:
where [δ (1/B )] is the error in 1/B taken from small run. The desired number of trajectories, N , to be run from each atom could then be estimated according to
This procedure led to the desired convergence of ∆G and is much more efficient than running an equal number of trajectories from each atom. For all computations of ∆G in the present study, we targeted a relative accuracy of 0.1%:
Computing the Electrostatic Binding Free Energy and its Error
For the PBE calculations in this study the ∆G were computed by taking the differences between the total electrostatic energies of the bound states and those of the two unbound states, but this could not be done in the GB calculations because the GB model gives ∆G , not the total electrostatic energy of a state. Therefore, in the GB calculations ∆G was computed from
where ∆G , ∆G 1 , and ∆G 2 are the electrostatic solvation energies of the complex and its components and ∆G C is the Coulombic binding free energy, or the electrostatic binding free energy in vacuum, where ε = ε = 1. The computation of the B was accelerated by recording both the point at which a trajectory left the complex and where it left its component of the complex, allowing B in the unbound state, B , to be computed from the same trajectory as B in the bound state, B , where j is either 1 or 2 depending on which component of the complex contains atom i, thus reducing the total number of steps that had to be taken. The error propagation formula can be used to express the error in ∆G , δ∆G , in terms of each atom's contribution to the error: (δ∆G ) 2 = δ∆G 
where δ∆G is δ∆G calculated from small run. For all computations of ∆G in the present study, we targeted an absolute accuracy of 1.0 kcal/mol:
Structure Preparation
The present study examines four sets of biomolecular complexes: a set of DNA-drug complexes, a set of protein-drug complexes, a set of protein-protein complexes, and a set of RNA-peptide complexes. [4] . One of the protein-drug complexes (pdb ID: 1QVU) had two drugs binding to it, ethidium (ET) and proflavin (PFL). The binding energies of these drugs to the protein were considered separately by deleting one of the drug molecules at a time to create structures with only one drug bound. For NMR structures, the first model was used, and hydrogens were removed from the molecules. All waters and ions were removed from the structures. The pdb2pqr utility [11, 12] was then used to build the hydrogens and add the charge and radius information from the AMBER force field [10] . For input into CHARMM, psf files with the charges from the pqr files and crd files with the atomic radii stored as the B-factor column were generated. The pqrs used in this paper can be downloaded from http://www.sb.fsu.edu/~mfenley/stochastic_gb/downloads/gb_pqr_sets.tar.gz
Electrostatic Calculations
All ∆G and ∆G were computed with an interior dielectric constant of 1, an exterior dielectric constant of 80, a 1:1 salt concentration of 0.1 M, and a temperature of 298.15 K. All calculations were done with a van der Waal's, vdW, surface because the stochastic GB solver can currently only use this surface. The algorithm could, however, be modified to handle other surface definitions, and as some researchers support the use of the vdW surface [31, 32] , we felt that the present algorithm could be useful. All linearized PBE calculations were performed with the ACG PBE solver [5] with a fine grid spacing of 0.3 Å and all three grid dimensions 3 times larger than the largest dimension of the molecule. These calculations appeared to be converged with respect to grid spacing, as shown in the Supporting Information. The ACG solver was used because the adaptive grid that it uses allows it to compute the required energies more quickly, more accurately, and in less time than competing solvers. Particularly for the large protein-protein complexes examined here, the adaptive grid greatly enhanced the accuracy of our calculations by allowing us to use much finer grid spacings near the molecular surface than would have been easily attainable with nonadaptive grids. A comparison of predictions of ∆G for the DNA-drug complexes betweeen ACG and the freely available software APBS [1] can be found in the Supporting Information. The comparison GB calculations were performed with the GBSW [19, 20] and GBMV [22, 23] modules in the CHARMM package [7] , but GBMV was designed to reproduce the linearized PBE's predictions of ∆G with the solvent-excluded (SE) molecular surface [9] rather than a vdW surface. The parameters of this module therefore had to be adjusted to better match the vdW surface definition. To do so, the parameter WATR was changed to 0.0 Å instead of the default of 1.4 Å, as this represents the probe radius of the surface, with 1.4 Å being consistent with an SE surface and 0.0 Å being consistent with a vdW surface. Additionally, P6, corresponding to the number in the denominator of the exponent of the exponential in Eq. 2 was set to 4.0 rather than 8.0, to be consistent with the Born model as implemented in the stochastic solver. Despite these changes, the GBMV model is not designed to reproduce the vdW surface, and some of the differences between its predictions and those of the other solvers may be attributable to these differences. All of the timing calculations were performed on a single core of an Intel (R) Core (TM) i7 CPU 920 @ 4.01 GHz with 9 GB of random-access memory. For all GB solvation calculations the solver used a negligible amount of memory (less than 4.3 kB for the largest complex), in contrast with ACG which requires a large amount of memory for its finite-difference grid, an advantage shared with the analytical GB solvers. This advantage of GB solvers becomes particularly pronounced for complexes with a large number of atoms. 
Results and Discussion
In Figure 2 , ∆G for all of the complexes in the present study given by the three GB models are plotted against the predictions of the linearized PBE. All three GB models agree well with the linearized PBE, except for the GBMV model when trying to predict ∆G for the protein-drug complexes. However, this failure is probably attributable either to the GBMV not being optimized to work with a vdW surface or to the small spacing in ∆G of these complexes, which occurs because these complexes only differ by the identity of the bound drug. Each of these electrostatic solvation energies could be calculated to 0.1% accuracy with the stochastic GB solver in less than 60 seconds, which is much faster than the linearized PBE solver, but slower than either analytical GB solver (3) . Such comparisons in speed are difficult to make both because the speed of the stochastic solver is highly sensitive to its accuracy and because the accuracies of the analytical solvers, and indeed that of the linearized PBE solver, are unknown. In Figure 4 the ∆G are displayed. If we define a good prediction to have an R 2 > 0 9, none of the GB solvers consistently matched the PBE calculations for all datasets. Indeed, most of the R 2 were much less than 0.9. The exceptions are for the DNA-drug complexes, where for the stochastic solver R 2 = 0 972, and the RNA-peptide complexes, where for the stochastic solver R 2 = 0 980 and GBSW, for which R 2 = 0 939. The stochastic solver may be slightly better than the two analytical GB solvers, as for the two datasets where some of the predictions were reasonable (R 2 > 0 9), the stochastic solver gave better predictions. The times that it took to converge these binding free energies to desired accuracies of 1 kcal/mol as a function of the number of atoms is plotted in Figure 3 . The timings for computing ∆G are not as impressive as those for computing ∆G because for some of the largest complexes the stochastic solver and the deterministic solver of the linearized PBE took comparable amounts of time, on the order of minutes. However, as discussed above, these comparisons are difficult to make fairly, as the accuracies of the analytical GB solvers and even those of the solver of the linearized PBE are unknown. If one was willing to accept a small amount of additional error the stochastic solver would become much faster. For example, if an accuracy of 2 kcal/mol were acceptable, the execution time of the solver would be reduced by a factor of 4, and if an accuracy of 10 kcal/mol were acceptable it would be reduced by a factor of 100. Because the results found here indicate that significant differences remain between the linearized PBE and the GB even when ∆G is converged to an accuracy of 1 kcal/mol, perhaps this requirement is too stringent, at least until the GB approximation itself is improved. More work needs to be invested in improving the GB model itself before these estimates of ∆G will be reliable, and perhaps the stochastic solver will aid in these efforts because of the ability to separate the errors arising from the approximation of the effective GB radii from those arising from the GB model itself.
Conclusions
The stochastic GB solver presented here provides estimates of ∆G that agree with the linearized PBE, but this accomplishment is not very impressive, as the analytical GB methods also give good estimates of ∆G . However, as shown in the Results and Discussion section, the analytical methods do not provide estimates of ∆G that agree with the linearized PBE. Unfortunately, improving the analytical GB solvers is complicated because the errors in the underlying GB model cannot be separated from the errors arising from approximating the effective GB radii. The stochastic GB solver presented here could help overcome these problems because the error in ∆G arising from the estimation of the effective GB radii can be made arbitrarily small. The results in the Results and Discussion section indicate that, although the stochastic solver may marginally improve the GB estimates of ∆G , these estimates are still unacceptably far from those given by the linearized PBE, particularly for sets of systems with small spreads in ∆G . Further work is therefore required to improve the GB approximation itself. Although a stochastic solver of a differential equation may be presumed to be slow, the solver presented here can compute each of the ∆G for the complexes to 0.1% accuracy in less than 60 seconds, making it slower than the analytical GB methods considered here but much faster than solvers of the linearized PBE. Performing comparisons on a level playing field is difficult because the accuracies of the GB analytical methods are unknown. Because the method is stochastic, estimates of ∆G could be made much more quickly, at the cost of greater errors in the energy. In contrast, the calculations of ∆G are much slower, taking on the order of minutes to converge to an accuracy of 1 kcal/mol, as would be expected of the higher accuracies required to compute ∆G . The results in the Results and Discussion section indicate that the GB approximation itself creates errors larger than 1 kcal/mol, and therefore in practice the stochastic solver could be asked to run to much lower accuracy, perhaps about 10 kcal/mol. If the accuracy were relaxed in this manner, the code would finish in 1/100 of the times presented here, making it much faster than solvers of the linearized PBE.
