Abstract-one of the key problems in multi-agent coalition formation is to optimally assign and schedule resources. An improved multi-objective evolutionary Algorithm (IMOEA) is proposed to solve this problem. Compared with several well-known algorithms such as NSGA, MOEA, experimental results show the algorithm is very suitable for coalition formation problem.
I. INTRODUCTION
With the demand of production practice and development of agent technology, the needs of people no longer limited to a single agent. The researchers have been interested in multi-agent system which composed by multiple agents. Multi-agent system has become a hot topic in artificial intelligence, because the multi-agent system has many advantages that can not be found in single agent. The current important trend of agent technology is highly intelligent and group.
On the one hand, the researchers design and develop a more sophisticated independent intelligent agent, which is a more complex individual that full of information perception, target recognition, decision analysis, optimization and search integrated; on the other hand, with the idea of swarm intelligence in recent years, people use a number of relatively simple agent composition of groups to implement complex tasks that some single or small number of agent can not complete [1] .
How to generate optimal agent coalition is a key issue of multi-agent system. Researchers generally believe that the problem was first introduced around 1993, and then this problem was followed by a variety of important conferences, academic journals and research reports, coalition problems became an important research direction. Sandholm [2] proved that finding coalition structure was a NP complete problem. DeVany [3] found that with the number of agent increasing, in order to quickly find the optimal coalition structure was very difficult. He thought it should look for sub-optimal instead of optimal solution, and used information theory to measure the complexity of coalition structure. But he did not provide this algorithm can be used to find the suboptimal solution. Jingan Yang [4] used genetic algorithm for agent coalition, Na Xia [5] utilized ant colony optimization algorithm for this problem, Guo-fu Zhang [6] introduced the particle swarm optimization algorithm for solving complex coalition problems, etc. Many algorithms were proposed to improve the quality of solutions, but they were for single task of a single objective optimization [7] . In real life, the system may have multiple tasks at any time; such problem was called multi-task multi-coalition [8] . Chao-feng Lin [9] used ant colony optimization algorithm in multi-task environment, Zhao-pin Su [10] used the immune algorithm for multitask coalition parallel study.
Until now, many algorithms and methods were proposed to coalition problems, But the convergence of the existence of the above algorithm was slow, while global optimization was not strong [11, 12] . In this paper, we did further researches on agent coalition formation problem in dynamic environment and improved the speed of finding pareto optimal solution [13, 14] . A model of multi-objective agent coalition formation was proposed.
II. BACKGROUNDS

A. Multi-objective Evolutionary Algorithm (MOEA)
Several multi-objective evolutionary algorithms (MOEA) were proposed from early 1990s. Such as MOGA, NPGA, NSGA, SPGA, NSGA-II, SPEA2, etc [15, 16] . Multi-objective optimization problem is a complex problem often encountered in engineering. Multi-objective evolutionary algorithm has been successfully applied in many fields such as electronics, environmental science, finance, economics, geometry, physics information and resources.
B. Model of Multi-objective Agent Coalition Formation
In this paper, we assume that: } ,... , { ,... , The multi-objective agent coalition is to find a set of solutions that are superior among all the solutions when all objectives are considered. The agent coalition is a multi-objective optimization problem and can be depicted as follows:
is the time that all tasks of system are completed.
III. ALGORITHM DESIGN
A. Initialization and Mutation Operator Figures and Tables
The population size depends on the nature of the problem but typically contains several hundred or thousands of possible solutions. Traditionally, the population is generated randomly, covering the entire range of possible solutions (the search space). Occasionally, the solutions may be "seeded" in areas where optimal solutions are likely to be found.
Mutation operator is the core of the multi-objective evolutionary Algorithm. It will have a direct impact on the performance of the algorithm is shown. In IMOEA, due to chromosomal or entangled in a superposition state of the state, updates can not be used in the traditional GA mutation operation.
The specific methods are as follows: the variation of the probability increases while small chromosome individual, this way can maintain the diversity of the population, and search for a broader solution space to avoid falling into the local optimum. Decrease in mutation probability while large individual chromosome,, so that this way can reduce the amount of computation and ensure the diversity of groups. Therefore defined mutation probability:
Mutation operation would also undermine the good general values of the individual; the mutation probability is smaller in biological evolution, multiplied by 0. 
B. The Selection of Global Optimal Solution and Local Optimal Solution
The key question of MOEA is the choice of the optimal solution and the global optimal solution. It is natural to be selected by objective function value in single objective problems. But the objective function value is difficult to be determined by which solution better in the multi-objective optimization problems, which can not be selected. So this approach is taken, for the selection of the global optimal solution, all the Pareto solutions in accordance with the sort of potential future value of F , the greatest potential value is the global optimum solution. iii) Through non-dominated sorting and crowding distance sort rebuild the archive set
IV. EXPERIMENTAL RESULTS AND ANALYSIS
We design experiments of NSGA [7] , MOEA and IMOEA. The parameters of experiments are set as follows: tasks require the ability vector > =< Table 1 ,2). Table 1 ,2). Pareto solution distribution based on three algorithms is shown in Figure 1,2,3 . The statistical comparisons are shown in Table 1 and Table 2 . Table 1 shows the best coalition value found by MOEA, NSGA and IMOEA. Table 2 shows multi-objective evaluation of optimal coalition.
From Table 1 , 2, it can be seen that IMOEA can get better results. We can see that in the environment 1, task can not be solved by the three algorithms. In the environment 2, three algorithms can generate agent coalition, but the quality of the results is different, the sum of coalition value of our algorithm is the largest, and our algorithm has the highest utilization rate of resources. And results are the best. In the environment 3, MOEA and NSGA have a great waste of resources, coalition value is very small, and the advantages of our method are obvious.
From Figure 1 , 2, 3, we can see our algorithm also has the fastest convergence.
The above results show that our algorithm can generate multi-task coalition in typical conditions promptly and efficiently, and the solution quality is better than other two algorithms, and can avoid the deadlock of the coalition and waste of resources.
V. CONCLUSIONS
Agent coalition is a key issue of multi-agent system, there are still many areas to be studied, especially for dynamic environments. We face not only the complexity of the agent coalition formation, but also the actual application process including not only the combination of resources, task allocation, but also co-verification, cosimulation and other follow-up steps. Of course these are the next step work.
