dence. In the planning stage, the user calculates error probabilities, as functions of one's design choices (sample size, choice of alternative hypothesis, choice of likelihood ratio (LR) criterion k ) in order to ensure a reliable study design. In the data analysis stage one no longer pays attention to those error probabilities. In this stage, one calculates the LR for two simple hypotheses (i.e. trait locus is unlinked vs. trait locus is located at a particular position) as a function of the parameter of interest (position). The LR directly measures the strength of evidence for linkage in a given data set and remains completely divorced from the error probabilities calculated in the planning stage. An important consequence of this procedure is that one can use the same criterion k for all analyses. This contrasts with the situation described above, in which the value one uses to conclude significance may differ for each marker and each dataset in order to accommodate a fixed test size, ␣ . In this study we accomplish two goals that lead to a general algorithm for conducting evidential MP linkage studies. (1) We provide two theoretical results that translate into guidelines for investigators conducting evidential MP linkage: (a) Comparing mods to lods, error rates (including probabilities of weak evidence) are generally higher for mods when the null hypothesis is true, but lower for mods in the presence of true linkage. Royall [J Am Stat Assoc 2000; 95: 760-780] has shown that errors based on
Introduction
Linkage analysis can provide an important tool for gene mapping on its own, and can provide data to guide prioritization of potential causal sequence variants identified as a part of next-generation sequence studies. It is commonplace for linkage studies to compute lod scores or mod scores (lod scores maximized over unknown disease model parameters), and to declare significant linkage when the observed lod/mod score exceeds some critical value deemed significant, where that critical value is determined by frequentist paradigm arguments. (Other published alternatives do exist, e.g. the posterior probability of linkage (e.g. Vieland [1] ) and the false discovery rate (e.g. Devlin et al. [2] )). That is, a given, fixed type I error level (test size ␣ ) determines the critical value at which one declares significant linkage evidence, and this critical value is calculated from the probability distribution of the lod score.
In multipoint (MP) linkage analysis, one computes the MP lod/mod score based on two simple hypotheses for the location parameter (i.e. trait locus is unlinked vs. trait locus is located at a particular position), and for this scenario, standard likelihood ratio (LR) testing theory does not apply. The distribution of the test statistic (lod or mod) under the null hypothesis does not have a standard form. Rather, this distribution varies as a function of marker information and density, genetic model, number and structure of pedigrees, and the affection status distribution [3, 4] . Consequently, the critical value at which the MP lod or mod score can be declared significant can vary by dataset and even by marker. Xing and Elston [3] suggest that, as a consequence, one should take care in interpreting MP parametric lod scores. However, Hodge et al. [4] point out that despite the unknown and varying critical value, the probability of obtaining strong evidence favoring linkage from the MP lod score when there is no linkage (referred to as M 0 ), converges to zero with increasing information. This behavior was already known for lod scores (proven by Royall [5] ) and we demonstrated this via simulation for mods previously [4] . This implies that MP lod scores provide reliable linkage evidence on their own, irrespective of their corresponding frequentist critical value. Interpreting the statistical evidence for linkage directly from the LR or lod score is, in fact, an implementation of the evidential statistical paradigm.
The evidential paradigm [5] [6] [7] provides an alternative way to assess statistical evidence in a given dataset. In this paradigm, one bases inference solely on pure likelihood methods rather than using alternative measures of statistical evidence such as p values or Bayes factors. One uses the LR, calculated from two simple hypotheses for the parameter of interest, as the measure of evidence. One also calculates error probabilities, in the forms of probabilities of misleading evidence and probabilities of weak (inconclusive) evidence, to provide measures of the operating characteristics of the paradigm under different scenarios. These probabilities ensure that interpreting linkage evidence directly from the LR has a low probability of leading to incorrect conclusions about linkage. However, these error rates play no role in the subsequent interpretation of the statistical evidence for linkage, which is based solely on the value of the observed LR for two simple hypotheses. We review the paradigm more fully in Section 2.
Evidential methodology has been developed for diverse applications including, for example, bioequivalence trials [8] , nonparametric approaches [9] , health economics [10] , robust regression [11] , two-point linkage analysis with known disease model [12] , sample size estimation [13] , and genetic association analysis [14] , as well as for dealing with the multiple testing paradox [15] . More complete details can be found in those papers. Here we extend this suite of evidential methodology to MP linkage analysis, under both known and unknown disease models, allowing investigators to conduct MP linkage analysis evidentially.
The evidential paradigm draws the important distinction between uncertainty and statistical evidence [7] : The LR measures the strength of statistical evidence, and this measure is mathematically and conceptually distinct from the frequency with which misleading evidence could occur (error probabilities). As a consequence, the evidential paradigm has the advantage of interpreting the evidence in the observed data set , as opposed to interpreting statistical evidence in terms of repetitions of the same experiment.
Another advantage of the evidential paradigm is that one can determine, after performing the analysis, whether one actually does have inconclusive ('weak') evidence or not. This contrasts with a power analysis in the frequentist approach, wherein one has only a probability ahead of time of being unable to reject the null hypothesis. Moreover, a power analysis does not distinguish between evidence that is truly inconclusive and evidence that actually strongly supports the null, as an evidential analysis does.
In addition to these and the other usual advantages of the evidential over the frequentist paradigm [6, 16] , in MP linkage analysis the investigator can specify a common criterion for all markers and all studies. In contrast, under the frequentist paradigm, it is not straightforward to determine the required critical value to ensure a size ␣ test corresponding to the MP lod/mod score, since the distribution of the MP lod is, in general, unknown [3] [4] [5] . Rather, once the ␣ level is fixed at some value, say 0.05, then the criterion for linkage (e.g. 3.3) needs to be different, depending on the distribution of the MP lod/mod. In contrast, with the evidential paradigm, the user specifies a cutoff, choosing a criterion that corresponds to the desired level of 'strength of evidence'.
In Section 2 we review salient aspects of the evidential paradigm. In Section 3 we develop two useful guidelines for investigators applying this paradigm. Then in Sections 4 (Methods) and 5 (Results) we present numerical results from our extensive simulations that, when combined with results from [4] , illustrate how MP lod and mod scores can provide reliable linkage evidence in the absence of a corresponding frequentist critical value. Finally, in the Discussion (Section 6) we tie all this together to outline a coherent evidential approach to conducting a MP linkage study. Box 1 summarizes the overall algorithm involved in conducting a MP linkage analysis using the evidential paradigm.
Review of the Evidential Paradigm and Previous Work
Royall [6] and Blume [7] introduced the evidential paradigm, and the methodology for two-point linkage analysis for known disease models was developed by Strug and Hodge [12] . Since evaluating the MP lod and mod scores over the whole genome is analogous to evaluating two-point lod and mod scores over the range of possible recombination fractions, the evidential paradigm is straightforward to apply to MP linkage analysis. Here we briefly summarize.
LR and the Criterion for Strong Evidence
To formulate the LR, one puts the null hypothesis H 0 of 'no linkage' in the denominator. For the numerator, one inserts a simple alternative hypothesis, H 1 (also see Sec. 3.2). Once the data have been observed, the investigator calculates and reports the LR as a function of the parameter of interest (in MP linkage analysis, that parameter is the location in the genome). The investigator then interprets each ratio as the strength of the evidence favoring various alternatively hypothesized parameter values over the null hypothesized value of no linkage.
One chooses a value k as the criterion for 'strong evidence', such that if a LR is greater than or equal to k , this is interpreted as strong evidence in favor of the hypothesis in the numerator, whereas if the LR is less than or equal to 1/ k , that is strong evidence for the hypothesis in the denominator. 1 Benchmarks for k have been suggested and justified in the literature [6, 7, 16] . Some reasonable values of k are 32 and 100, whereas in the linkage literature, classically a value of k = 1,000 (corresponds to a lod score of 3.0) has been used.
Additionally, 1/ k support intervals are calculated to give a set of parameter values that are consistent with the data, since the MLE is not better supported over these parameter values by a factor of k or more; these are analogous to confidence intervals yet have a different interpretation [6, 7, 9, 16, 17] . For lods and mods, one works with the log 10 LR , so one uses c , defined as c { log 10 k , as the corresponding criterion. If the lod or mod falls between c and -c , that outcome is interpreted as 'weak evidence', i.e. evidence that is not strong enough to favor either of the two hypotheses.
The Error Probabilities
Prior to data analysis, error probabilities are calculated from two simple hypotheses, the one representing 'no linkage', and the other a single simple alternative (e.g. a position across the genome for MP linkage analysis, or a specific value of the recombination fraction for two-point linkage analysis). The simple alternative is chosen for planning purposes only and has no effect on the investigator's ability to interpret the LR at other simple alternatives once the data have been observed, as we explain further below.
If the null hypothesis is true, then a small LR leads to the correct conclusion, whereas a large one gives misleading information. The first outcome is referred to as 'strong' evidence and the second one as 'misleading' evidence. We denote their respective probabilities as follows:
where W 0 represents the third outcome, in which log LR falls between the two criteria. If the alternative hypothesis is true, a large LR leads to the correct conclusion, so we define:
Note that it follows from (1) and (2) that
From (1) and (2), the reader can see that M 0 is analogous to type I error ( ␣ ), and S 1 is analogous to power, in the frequentist paradigm. However, M 0 plays a different role than type I error: Instead of fixing ␣ , and then seeing what cutoff value that corresponds to, the investigator fixes the cutoff value k (or c on the log 10 scale), then determines what the error levels are. The investigator is concerned with the corresponding M 0 (the evidential analog to type I error) only in the planning phase. Moreover, the investigator is less concerned with the actual value of this error probability and simply wants to ensure that it remains 'small' across the genome (i.e. less than some value, such as 0.05) [7] . This guarantees that interpreting strong evidence vis-à-vis the LR for two simple hypotheses has a low probability of leading one to draw incorrect conclusions about linkage evidence. Royall [5] has derived bounds that ensure this for lod scores. Here we extend this reasoning to MP mod scores, and we also investigate what happens under the alternative hypothesis (i.e. when the true state of nature is linkage).
The corresponding M 0 plays no role in the interpretation of the evidence strength, or in what critical values are required to interpret a given lod or mod score as representing strong linkage evidence or lack thereof; the error 1 The two criteria need not be symmetric. One can specify one value k 1 1 for the level of evidence required to accept H 1 , but use 1/l as the criterion for accepting H 0 , where another value l 1 1 can be either greater than or less than k ). See Strug and Hodge [12] for further discussion.
probabilities merely provide an assurance that the study design is reliable. This is because in the evidential paradigm, error probabilities and evidence strength are independent concepts [7, 12] . That is, their probability values do not affect the strength of the statistical evidence in the observed data, nor do they affect the probability that the observed evidence is misleading.
Royall [5] has shown that the probability of misleading evidence is bounded asymptotically for quite general one-parameter models (e.g. MP lod scores), for multi-parameter fixed-dimensional models, and even for profile likelihoods. In large samples, the type I error analog, M 0 , cannot exceed ⌽ (-Ί හ 2ln හ k ) for any sample size or any alternatively hypothesized parameter value, where ⌽ is the standard normal cumulative density function (this result also holds for M 1 ). Therefore, for MP lod scores in large samples we can be confident that both M 0 and M 1 will remain small, and thus one is able to interpret the statistical evidence for linkage directly from the MP lod score, irrespective of a frequentist critical value. MP mod scores, on the other hand, are not LRs or profile LRs since they maximize the ratio over the unknown trait parameters in numerator and denominator simultaneously 2 . Here we will evaluate the evidential error rates for MP mod scores via simulation, in order to ensure that MP mod scores are embodied by the operational characteristics fundamental to the evidential paradigm: (1) small M 0 ( n , k ) and M 1 ( n , k ) and (2) decreasing W 0 ( n , k ) and W 1 ( n , k ) with increasing sample size. These results will justify use of the evidential paradigm in MP linkage studies when the disease model is unknown and requires maximization over multiple trait parameters.
Our Previous Work
In Strug and Hodge [12] we applied the evidential paradigm to classical two-point linkage analysis, under simple generating models (GMs). We illustrated applications of the evidential paradigm in fully informative gametes, in double backcross sibling pairs, and in nuclear families, analyzing single-gene traits for which the disease model is known but reduced penetrance may be incorrectly specified. We combined analytical studies and simulations to develop the operational characteristics of the evidential paradigm as applied to linkage analysis, illustrating the resulting low rates of incorrect conclusions (i.e. small values of M 0 and M 1 ). We showed that, for reasonable values of k and of the recombination fraction specified under H 1 (i.e. 1 ), M 0 and M 1 were naturally very low, and W 0 and W 1 could be well controlled with sample size during the planning phase.
As part of the work in Hodge et al. [4] we presented some results for M 0 for MP lods and mods for two simple hypotheses (as computed in the evidential paradigm). In extensive simulations we confirmed that within the limits of simulation, not only were the M 0 very low, but, even more importantly, they decreased with increasing sample size for both MP lods and MP mods. (As mentioned in the Introduction, the lod results for two simple hypotheses follow directly from Royall [5] , but the mod results required investigation by simulation.)
For example, we generated nuclear families under a dominant or recessive model with reduced penetrance, and analyzed them under the same model; i.e. the analysis model (AM) was the same as the GM for each analysis (lod analyses). Even when we used the low lod cutoff value of c = 0.9 (corresponds to k = 8), values of M 0 quickly dropped from very small (between 0.001 and 0.022) to essentially zero as dataset size increased from 10 to 30 families. For the corresponding mod analyses, using the same cutoff value, M 0 values were of course higher (though still below 0.04 even for datasets as small as 10 families) and required dataset sizes of 75 families before they approached zero; however, when we used a cutoff of c = 1.5 ( k = 32), M 0 values were near zero by the time dataset size reached 50 families. For detailed numerical results see table 1 and figure 1 in Hodge et al. [4] .
In the current study we continue with the situation of two simple hypotheses, and we extend these results to W 0 , as well as studying the behavior of the error probabilities for MP lods and mods under the alternative hypothesis of linkage, in order to ultimately present a coherent algorithm to implement MP linkage analysis using the evidential paradigm (Box 1).
Two Guidelines for Conducting Evidential MP Linkage Analysis
In order to conduct an MP linkage study evidentially, i.e. to calculate a lod/mod score and interpret the strength of the linkage evidence from that lod/mod value itself, one needs to know that the probability of errors is small for a given criterion, k, sample size and parameter vector. For lods we know the behavior of the error rates from Royall [5] . For mods, simulation is required in order to explore 2 A profile LR is constructed by maximizing separate profile likelihood functions (max L( )) in the numerator and denominator of the ratio, where is the unknown trait model. In contrast, a mod score is defined as max log10 LR( ), i.e. the unknown trait model parameters are maximized over the whole ratio. the behavior of these error probabilities. When we estimate the size of these error rates, two questions arise: (1) When is it sufficient to base error rate estimates on lods (i.e. rely on large sample results) rather than calculate the mod errors (Section 3.1)? (2) What parameter value should be used for the simple alternative hypothesis, to calculate errors (Section 3.2)? Box 1(A) summarizes the roles of these two guidelines in an evidential MP linkage study, while Box 1(B) provides the analysis algorithm.
Relative Magnitudes of Errors for Lods and Mods
Obviously, if one uses the same cutoff value for both lods and mods, the mod error rates will be higher than lod error rates if the true state of nature is 'no linkage,' and lower if the true state of nature is 'linkage'. Thus, both M 0 and S 1 will be higher for mods than for lods.
It is less clear what happens to the W i , the probabilities of weak evidence. It turns out that under some reasonable assumptions, W 0 is greater for mods, whereas W 1 is greater for lods; thus the W i parallel the behavior of the M i , not of the S i . Table 1 summarizes these relationships, and our simulations (described below) demonstrate the patterns. Section 2 of the Appendix gives proofs for the behavior of the M and S, Section 3 gives supporting arguments for the behavior of the W.
In summary, since under the alternative , mod error rates are less than lod error rates, and since the M 1 are bounded for lods [5] , we can be assured that M 1 calculated from mods are small. Therefore, assuming MP mod scores under the alternative behave reliably according to the operational characteristics of the evidential paradigm (i.e. have small M 1 ( n , k ) and decreasing W 1 ( n , k ) with increasing sample size), one needs to calculate only M 0 based on mods in order to ensure low misleading error rates for a given study. For a well-designed study, however, one should be aware of the study's corresponding probabilities of weak evidence, W 0 and W 1 , and sample size should be chosen as best as possible to minimize these probabilities.
Choosing the Alternative Hypothesis for Planning Purposes
In order to calculate the required planning probabilities M 0 , W 0 , and W 1 , the user must specify not only the null hypothesis of no linkage, but also a simple alternative hypothesis. This simple alternative should be the most conservative choice such that the corresponding probability for this simple alternative serves as an upper bound for any pair of markers in the genome scan. It is easy to misunderstand the role of this alternative hypothesis and to think that specifying it limits one's analysis or one's abilities to draw conclusions from one's data. However, that is not the case. The alternative hypothesis plays a role only in planning the study and plays no role in data analysis.
To understand this, consider that between any two marker loci A and B, the greatest probability of misleading evidence when there is no linkage (i.e. the maximum M 0 ) will occur at the midpoint between the two loci. This is true since at positions closer to either locus, there is more evidence against linkage with that locus. Table 2 illustrates this phenomenon for two loci separated by 10 cM. The table shows values of M 0 (exact, not simulated), calculated at distances of 0.1, 1.0, 2.0, 3.0, 4.0, and 5.0 cM from the first locus, and illustrates how the maximum M 0 always occurs in the middle (calculations as in Hodge et al. [4] ). Thus, one can safely choose the midpoint between two markers to represent the alternative simple hypothesis. This provides a conservative estimate of the error rate under H 0 , since for any other alternative that error rate would be smaller. Likewise, for any other alternative, W 0 is smaller. This implies that the largest sample size estimate also comes from the choice of the alternative at the midpoint.
Further, among all pairs of contiguous marker loci, one can pick that pair whose two loci are spaced furthest apart. The results for that pair will then be conservatively applicable to all other pairs. (Also see last paragraph of Section 5, Simulation Results, as well as Box 1.)
Simulation Methods

Generating Model
Here we use the same simulation models as in Hodge et al. [4] . Briefly, we simulated two marker loci, A and B , separated by a distance of 10 cM. The trait was due to either a dominant or recessive model with reduced penetrance. Let T represent the trait allele and t , the wild type. For the dominant GMs, the frequency of T was 0.01, and the penetrance vector for genotypes ( TT , Tt , tt ) was ( f , f , 0.001), where f assumed the values 0.20, 0.50, or 0.80 (models D20, D50, and D80, respectively). For the recessive GMs, frequency of T = 0.14, and penetrance vectors = ( f , 0.001, 0.001), where f assumed the same three values (models R20, R50, and R80, respectively). For the linkage scenario, the trait locus was linked to both markers, either located halfway between the two marker loci (results shown in tables 3-5 ) or located at marker A (results not shown). Simulations were performed at the midpoint to start with, so as to correspond to the H 0 simulations [4] . Results when the trait locus was located at one of the markers were very similar (see Results for details). For the nonlinkage scenarios, the trait locus was not linked to either marker.
We simulated four-child nuclear families with at least two affected children. Parents were typed and were fully informative except for phase (that is, both parents were heterozygous at both marker loci, with no marker alleles in common, but their phases were unknown), and parental affectedness status was known.
Analysis Models
We analyzed the simulated data assuming a number of AMs, among which the true model (the GM) was always included. Dominant AMs D10, D20, ..., D90 had penetrance vectors ( f , f , 0.001) where now f assumed values 0.1, 0.2, ..., 0.9, respectively; and similarly for recessive AMs R10 through R90. For each GM and each value of n ( n = 10, 20, 30, 40, 50, 75), we simulated N = 1,000 datasets of n families each. Each dataset was first analyzed via MP lods, i.e. where we assumed the correct GM in order to perform the analysis. Then each dataset was analyzed via MP mods; here we determined a max lod for each of the 18 different AMs, then determined the maximum of those 18 maxima. These AMs were chosen to be comparable to those used in the earlier papers [3, 4] , and serve as an approximation to a true mod score, which would require an optimization procedure to calculate. Scores were calculated at only one position, located halfway between the two markers. We used cutoff values of k = 8 and 32, or, equivalently on the common log scale, c = 0.9 and 1.5.
For each analysis, we tabulated the proportion of times, out of 1,000, that the appropriate score (max lod or max mod) was less than or equal to -c (this proportion represents M 1 ), fell between -c and c ( W 1 ), or was greater than or equal to c ( S 1 ).
Simulation Results
M 0 and S 0 can be found in Table 1 of Hodge et al. [4] . Tables 3-5 here show the simulation results for M 1 , W 1 , S 1 , respectively, when the trait locus is located halfway between markers A and B. Table 6 shows results for W 0 , i.e. when the trait locus is not linked to either marker. In Table 2 . Values of M 0 at positions between markers A and B, for cutoff value c = 0.9, for different numbers (n) of fully informative gametes n D istance from locus A, cM ( table 3 ) we can see that for each of the six GMs considered, and for all sample sizes, we observe very few instances of misleading evidence, the worst case occurring under a recessive model with 20% penetrance, for k = 8 with 10 families ( M 1 = 0.010). Otherwise, we see that, with increasing information, these rates quickly approach 0 as n increases, as would be predicted for lods based on Royall [5] . As expected (Appendix, Section 2), comparing table 3 a to b confirms that M 1 is uniformly smaller after maximizing over the 18 AMs. Therefore, for the models considered here, which cover a broad grid of potential models, at relatively small sample sizes, M 1 is essentially negligible -even for low values of k .
Turning to table 4 and the probability of observing weak MP linkage signals when there is linkage we see that: W 1 increases with k , for a given GM and sample size; W 1 decreases with increasing sample size n , for a given k and GM; and W 1 decreases as penetrance increases, for a given k and n . These results hold in both dominant and recessive models, for both lods and mods. Moreover, comparing individual cells from table 4 a and b indicates that W 1 is smaller when one maximizes over all the 18 AMs rather than analyzing at just the true model, thus supporting the argument in Section 3 of the Appendix. Table 5 shows the probabilities of strong evidence for lods ( table 5 a) and mods ( table 5 b). Since M 1 + W 1 + S 1 = 1 (eq. 3), it is not surprising to see that S 1 is smaller for larger k, is larger for larger n , and is larger for higher penetrances. Also, S 1 is always greater for mods than for lods when H 1 is true (Appendix, Section 2).
Finally, table 6 gives the probabilities of weak evidence when there is no linkage (H 0 ). These results qualitatively mirror those for W 1 , in both dominant and recessive models, for both lods and mods. That is, W 0 also increases with k , for a given GM and sample size; decreases with increasing sample size n , for a given k and GM; and decreases as penetrance increases, for a given k and n . Unlike W 1 , W 0 is larger for mods than for lods, also supporting the argument in Section 3 of the Appendix.
Interestingly, the values for W 0 are consistently larger than those for W 1 , as we see if we compare tables 4 and 6 , cell by cell. Yet misleading evidence probabilities (M i ) remain very small under both H 0 and H 1 . Table 7 illustrates what happens to W 0 and W 1 as we move from lods to mods, for some typical examples. The table gives M, W, and S for two GMs (one dominant, one recessive, both with 50% penetrance) and datasets of 20 families, using k = 32 as the criterion. Under H 1 (part b of table 7 ), mov- ing from lods to mods has only a small effect on the probabilities of strong evidence, S 1 (already high), and weak evidence, W 1 (already low). In contrast, under H 0 ( table 7 a), the probability of strong evidence, S 0 , goes from reasonably high (0.82 for the dominant example, 0.94 for the recessive one) to much lower (0.37 dominant, 0.035 recessive). Yet almost all of that shift shows up in W 0 , the probability of weak evidence, not in misleading evidence, which rises only slightly. In other words, although M 0 does increase in mods as compared to lods (Appendix, Section 2), even for mods it remains very small, as we had shown in our earlier work [4] . We also examined what happens under H 1 when the trait locus is located at one of the two marker loci. The results (not shown) for these runs are qualitatively similar to those where the trait locus is halfway between the two markers, but are slightly more favorable, in that the probabilities of weak evidence ( W 1 ) are slightly smaller, and the probabilities of strong evidence ( S 1 ) slightly greater. Therefore, the results shown in the tables represent the worst-case scenarios.
Discussion
Summary
In this study we have investigated via simulation the operational characteristics of the evidential paradigm when applied to MP linkage analysis for both lod and mod analysis. We have demonstrated that the operational characteristics of the evidential paradigm we observed in Strug and Hodge [12] continue to hold for MP mod scores despite being non-standard evidence functions, allowing us to extend the paradigm to MP linkage analysis with unknown disease models.
Here we have provided the theoretical results required to guide investigators on how to calculate the error probabilities of the evidential paradigm, described in Section 3 and summarized in Box 1. We have also performed extensive simulations, which indicate that the evidential approach can yield low error rates under the null and alternative hypotheses for both lods and mods ( tables 3-6 ).
Favorable Operating Characteristics of the Evidential Paradigm
The evidential paradigm is straightforward to apply to MP linkage studies, requiring only that MP lods or mods be calculated. The strength of the linkage evidence can then be interpreted directly from the observed value of the lod/mod score.
We have seen that although the probability of observing misleading evidence is, in general, quite low, the corresponding probabilities of weak evidence can be large. We reiterate that, just as in the two-point linkage case [12] , during the planning stage investigators should focus more on minimizing weak signals, than on minimizing the misleading evidence probabilities. If the probability of weak evidence is too high, one can lower it either by increasing sample size or by choosing a lower value of k . Increasing sample size is the ideal solution but is not always possible. However, it may be feasible to lower k. Investigators tend to focus on reducing type I error probabilities in the frequentist paradigm, which in turn corresponds to larger required critical values analogous to the role of k. In the evidential paradigm, raising k has only a minor effect on lowering the probabilities of misleading evidence, but a larger effect on raising the probabilities of weak evidence [13] (also see tables 3-5 in this paper). Instead, investigators should focus on minimizing weak evidence probabilities, and for that purpose, one should not increase k beyond what is compelling [6, 16] . This concept of explicitly minimizing the probability of weak evidence represents a novel contribution of the evidential paradigm [18] .
Advantage of Single Criterion
We have shown that, in contrast to frequentist analysis of MP linkage, with the evidential paradigm one can use a common linkage criterion for MP studies, presuming an investigator has established that the evidential error probability of misleading evidence for a proposed MP linkage study is small. Using the frequentist paradigm, if one requires type I error control of, for example, 5%, then the linkage criterion for significance would be different at each marker and across every study.
Meaning of Error Probabilities in the Evidential Paradigm
We return to the subject of what the error M 0 actually means . We have referred to it as being analogous to 'type I error' but it is really quite different. As we have mentioned, a major strength of the evidential paradigm lies in keeping the measure of errors separate from the measure of evidence [6, 7] . The fundamental distinction is that M 0 is a measure of uncertainty, not of evidence. Consider a study that yields an M 0 value of 0.01. All that this value is telling us is that if the null hypothesis is true -i.e. if the disease/trait really is not linked to these markers -there is only a 1 in 100 probability that we will observe a high LR that will mislead us into concluding linkage. This M 0 = 0.01 does not say anything about how strong the evidence is in favor of linkage; for that, we look at the actual value of the lod (mod) calculated from the given data set. Future work will determine whether the asymptotic upper bound on the probability of misleading evidence [5] holds for MP mod scores, avoiding the requirement of calculating M 0 to ensure it is small. (Table 1) 
Appendix: Relative Magnitudes of Evidential Errors for Lods and Mods
Notation and Setup
Consider a set of m LRs, LR i , i = 1, ..., m , and let LR max denote the maximum of the m LR s. Any individual LR i corresponds to an individual lod analysis, whereas LR max corresponds to a mod analysis.
Also consider two positive numbers:
• For LR max , let P * be the probability that LR max is less than or equal to a , i.e. P * { Pr[ LR max ^ a ], and similarly,
First we examine M and S ; then we will turn to W .
Implications for M and S
From basic probability principles, it is straightforward to show that the probability of the max LR being less than or equal to a cannot exceed the probability for any of the individual LRs to be less than or equal to a . That is, Pr Pr Pr ,
On the other hand, the probability of the max LR being greater than or equal to b cannot be less than the probability for any of the individual LRs to be greater than or equal to b , i.e. Applying these two results to the evidentialist paradigm, let b represent k , our upper cutoff value for strong evidence supporting H 1 , and let a represent 1/ k , our lower cutoff value for strong evidence supporting H 0 .
• When H 0 is true, then LR i being less than or equal to a represents strong evidence, whereas LR i being greater than or equal to b represents misleading evidence; hence, S i = P i and M i = R i ; also S * = P * and M * = R * . It follows from (A.1) and (A.2) that the probability of strong evidence will be less for mods than for lods, and the probability of misleading evidence will be greater for mods than for lods, as summarized in table 1 , in the ' H 0 true' column.
• When H 1 is true, it is the other way around: LR i being less than or equal to a represents misleading evidence, whereas LR i being greater than or equal to b represents strong evidence; hence, M i = P i and S i = R i ; and M * = P * and S * = R * . Now the probability of strong evidence is greater, and the probability of misleading evidence less for mods than for lods, as in the ' H 1 true' column in table 1 . These conclusions simply formalize the obvious fact that if one maximizes the lod over multiple models, one will achieve a LR that is greater than or equal to the LR resulting from only a single lod. If the null hypothesis is true, this procedure makes a misleading result more likely, whereas if the alternative is true, the procedure makes a not-misleading result more likely.
Implications for W
Under H 0 , W * is generally greater for mods than for lods, whereas under H 1 , W * is less for mods than for lods. We do not have definitive proofs of these relationships, but we show reasonable qualitative arguments here:
Working again with the P , Q , and R , and writing ' LR between' as shorthand for the event a ! LR ! b : i.e. the probability that the max LR is 'between' ( Q * ) can be expressed as -• the probability that any one LR -say, LR i -is 'between' ( Q i )
• minus the probability of the event in which LR i is 'between' but at least one other LR j is greater than or equal to b ( A i ) • plus the probability that LR i is less than or equal to a , and the maximum of all the other LR j is 'between' ( B i ). Considering what A i and B i in (A.4) represent, we argue as follows (again letting b represent k , and a represent 1/ k ):
• In a well-designed study, when H 0 is true, all the R i , which represent probabilities of misleading evidence for the individual LR s, will be very small. Then assuming a reasonable sample size, the P i (probabilities of strong evidence when H 0 is true) will be reasonably large, and the Q i , which represent probabilities of weak evidence, will be reasonably small, or in any case not larger than the P i . Each A i in (A.4) is largely governed by the presumably small probability that at least one of the LR is greater than or equal to b , whereas B i represents the probability of the intersection of two events, neither of which has a very small probability. Thus, most often B i will be greater than A i , and consequently Q * in (A.3) will be greater than any of the
