In this paper we investigate the existence and uniqueness of semilinear stochastic Volterra equations driven by multiplicative Lévy noise of pure jump type. In particular, we consider the equation
b(t − s)u(s) ds dt + F (t, u(t)) dt
where Z and Z L are Banach spaces,η is a time-homogeneous compensated Poisson random measure on Z with intensity measure ν (capturing the small jumps), and η L is a time-homogeneous Poisson random measure on Z L independent toη with finite intensity measure ν L (capturing the large jumps). Here, A is a selfadjoint operator on a Hilbert space H, b is a scalar memory function and F , G and G L are nonlinear mappings. We provide conditions on b, F G and G L under which a unique global solution exists. We also present an example from the theory of linear viscoelasticity where our result is applicable.
Introduction
In this work we analyse the existence and uniqueness of a class of stochastic Volterra equations driven by Lévy noise. To be more precise, let Z and Z L be two Banach spaces,η be a compensated Poisson random measure on Z with intensity measure ν, and η L be a Poisson random measure on Z L independent toη with finite intensity measure ν L . With given mappings G, G L and F and initial data u 0 , satisfying certain conditions specified later, we are interested in the solution of the equation
b(t − s)u(s) ds dt + F (t, u(t)) dt
(1) The examples that we have in mind that can be described via (1) are linear models of viscoelastic materials perturbed by random abrupt forcing. Therefore, we impose conditions on the memory kernel b that are typical in that setting, see [46, Chapter 5] for more details. We also would like to mention that Volterra equations, especially with the specific kernel b(t) = c ρ t ρ−2 , 1 < ρ < 2, are an important modeling tool in many fields of sciences, such as mechanical engineering (including viscoelasticity) [3, 13, 36, 37] , chemistry [1] , physics (heat conduction) [44, 45] , neurology [38, 40] and several other fields [20, 30] .
Gaussian perturbations are not always appropriate for interpreting real data in a reasonable way. This is the case when, for example, one wants to model abrupt pulses by a random perturbation process or when the time scale of the random process is much finer then the time scale of the deterministic process or when extreme events occur relatively frequently. In all these cases, a natural mathematical modeling framework could be based on Lévy processes or general semimartingales with jumps.
Existence and uniqueness of solutions for Gaussian noise driven Volterra equations in various frameworks have been treated by several authors, see, for example, [4, 5, 6, 7, 8, 9, 14, 19, 26, 27, 28, 29] for an incomplete list of papers and the references therein. For an additive fractional Brownian motion driven linear parabolic stochastic Volterra equation we refer to [50] while for linear additive square-integrable local martingale driven stochastic Volterra equations we refer [49] . Finally, we mention [18] where the regularity (but not pathwise) of a class of linear stochastic Volterra equations were investigated in an additive Poisson random measure setting but with different smoothing properties of the deterministic solution operator than the one in the present paper (as subdiffusion, rather than dissipative waves in viscoelastic materials as in the present paper, was considered). As far as we know nonlinear stochastic Volterra equations with multiplicative non-Gaussian noise have not been analysed in the literature.
The main results of the paper are Theorem 3.3 and Theorem 4.3. In Theorem 3.3 we prove, using a fixed point argument, that (1) has a unique mild solution with certain cádlág path regularity when G L = 0 and G satisfy some integrability conditions with respect to ν. In Theorem 4.3 we show that a global mild solution with the same cádlág path regularity to (1) still exists when G L = 0 and the finite measure ν L satisfy a mild condition at infinity.
The paper is organized as follows. First, in Section 2 we introduce some necessary preliminary material and also state our main assumption on the memory kernel and on the operator A. Then, in Section 3, we investigate the existence and uniqueness of a mild solution of (1) with G L = 0 and G satisfying some integrability conditions with respect to ν. In Section 4 we extend this result by allowing G L = 0 but no integrability condition is assumed on G L as we take ν L to be a finite measure. Here we will use the representation of the Lévy process or compound Poisson process associated with η L in terms of a sum over all its jumps. If there would be no memory term, one would simple glue together the solutions between the large jumps. However, if there is a non-trivial memory term, the solution is not a Markov process, hence, it is not possible to apply the gluing technique. We deal with this difficulty by introducing special Hilbert spaces, taking into account the jump times and sizes. In Section 5 we present an example describing the velocity field of a synchronous viscoelastic material in the presence of an abrupt force field modeled by space-time Lévy noise.
Finally, we note that we use Poisson random measures to describe the stochastic perturbation for two reasons. Firstly, using a notation based on Poisson random measures simplify many calculations and, secondly, the use of Poisson random measures allow for a more general framework than Lévy jump processes. For a precise connection between Poisson random measures and Lévy processes and integration with respect to these we refer to [17] , [33, Appendix] , [42, and [48, Chapter 4] .
Preliminaries
In this section we shortly introduce some preliminary results and state our main assumptions on the the operator A, memory kernel b. The operator A is typically an elliptic differential operator. We will assume the following.
Assumption 2.1. The operator A : D(A) → H is an unbounded, densely defined, linear, self adjoint, negative-definite operator with compact inverse.
Throughout the paper we will use the fractional powers of the operator −A and the spaces associated with them. Let α ∈ R. Then, for α < 0 we define H Next we formulate our assumptions on the memory term typical in the theory of viscoelasticity so that the deterministic equation exhibits a parabolic behaviour, c.f. [32, Assumption 1] and [14, Hypothesis (b) 
is nonincreasing and convex, see [46, Definition 3.4] . In particular, throughout the paper we assume the following.
Furthermore, 
with 1 < ρ < 2 and η ≥ 0.
Under Assumptions 2.1 and 2.2 on A and b it follows that there exists a strongly continuous family (S(t)) t≥0 of resolvents such that the function u(t) = S(t)u 0 , u 0 ∈ H, is the unique solution of the Cauchy problem 
In the remainder of the section we will investigate deterministic and stochastic convolutions. In order to proceed we first introduce some notation. Let E be a Banach space and let T > 0 be fixed. For 1 ≤ q < ∞, and all λ ≥ 0 let L q λ (0, T ; E) denote the space of all integrable functions
Deterministic convolutions
Let us denote the convolution of an appropriate function ξ : [0, T ] → H and family of resolvents (S(t)) t≥0 by (Cξ)(t) :
We have the following result.
Proposition 2.5. Under the Assumptions 2.1 and 2.2, for any 0 < α < 
Stochastic convolutions
In the next paragraph we would like to show a similar result for stochastic convolutions. First, we introduce the setting we will use throughout the whole paper. Let A = (Ω, F , F, P) be a complete filtered probability space with right continuous filtration {F t } t≥0 , denoted by by F. The random perturbation we are considering will be specified via a compensated Poisson random measure. Definition 2.6. Let Z be a separable Banach space and ν be a σ-finite measure on (Z, B(Z)). A (time-homogeneous) Poisson random measure η on (Z × R + , B(Z) ⊗ B(R + )) over (Ω, F , F, P) (Poisson random measure on Z for short) with compensator γ := ν ⊗ λ is a family η := {η(ω, ·) :
, where M I (Z×R + ) is the set of nonnegative measures on (Z×R + , B(Z)⊗ B(R + )) endowed with the σ-algebra M I (Z × R + ) generated by all mappings
: Ω →N is a Poisson random variable with parameter γ(B);
(iii) η is independently scattered, i.e. if the sets B j ∈ Z⊗B(R + ), j = 1, · · · , n, are disjoint, then the random variables η(B j ), j = 1, · · · , n, are independent.
The difference between a time homogeneous Poisson random measure η and its compensator γ, i.e.η = η − γ, is called a compensated Poisson random measure. The measure ν is called intensity measure of η.
Since it would exceed the scope of the paper, we do not tackle here stochastic integration with respect to Poisson random measures. A short summary of stochastic integration is given e.g. or Breźniak and Hausenblas [11] or in [42] , where the stochastic integral is defined for all progressive measurable processes, i.e. for all processes which can be approximated by simple predictable cáglág processes. The following inequality corresponds to the Itô isometry, compare e.g. [22] . Assume that E is a Hilbert space. Then, for any p ∈ [1, 2] and q = p n for some n ∈ N, there exists a constant C > 0 such that for all progressively measurable processes
we have (see e.g. [22, 24] )
By interpolation techniques one can prove inequality (4) for all q with p ≤ q < ∞. We finish with the following version of the Stochastic Fubini Theorem (see [53] ).
Theorem 2.7. Assume that E is a Hilbert space and
is a progressively measurable process. Then, for each T ∈ [a, b], we have a.s.
We continue by introducing some notation. As before, fix 1 ≤ q < ∞, 0 < m < ∞, and a Banach space E. Then, M m,q λ (0, T ; E) denotes the space of all progressively measure processes ξ :
With this notation Proposition 2.5 immediately implies the following result. 
. Next, we investigate the properties of the stochastic convolution operator defined, for an appropriate process ξ :
For any q, p ≥ 1 and
Proposition 2.9. Let η be a Poisson random measure with intensity measure ν. Under the Assumptions 2.1 and 2.2, for any
such that for any
we have
Proof 2.2. Applying inequality (4) we obtain
Using the estimates in Lemma 2.4 we get
Finally, it follows by Fubini's Theorem and the Young inequality for convolutions, that
which gives the assertion.
Proposition 2.10. Let E be a Hilbert space and ξ :
ν; E) be a progressively measurable processes. If b satisfies Assumption 2.2, then the process t → G(ξ)(t) has a cádlág modification in E.
Proof 2.3. The statement follows the same way as the proof of [43, Proposition 3], see also, [25] for the original idea for using an unitary dilation. Note that, for any ω > 0, the mapping t → e −ω|t| S(|t|) is strongly continuous, positive definite, and S(0) = I. This follows from [43, Proposition 6] provided that the function t → r ω,µ (t) := e −ω|t| s µ (|t|), µ > 0 is fixed, is positive definite where s µ is defined bẏ
It is easily seen, using in particular the sector condition (2) on b, that s µ is non-negative, continuous and bounded by 1, cf. [46, Corollary 1.2]. We calculate the Fourier transform of r ω,µ in terms of the Laplace transform s µ of s µ as as
where the non-negativity of the last term follows from the sector condition (2) on b. Hence, by Bochner's theorem (more precisely, the distributional version, the Bochner-Schwarz theorem), it follows that r ω,µ is positive definite being continuous and the Fourier transform of a tempered non-negative measure. Hence t → e −ω|t| S(|t|) has a unitary dilation {U(t)} t∈R , a strongly continuous unitary group, on some Hilbert space E 1 ←֓ E with e −ω|t| S(|t|)x = ΠU(t)x, x ∈ H, where Π : E 1 → E is the orthogonal projection. Then
The statement then follows from the regularity of stochastic integrals, see, for example, [21, Theorems 1 and 2, pp 181-182].
Stochastic Volterra equations with integrable jumps
In this section we start to investigate the existence and uniqueness of a mild solution to the Volterra equation
Here,η is a compensated Poisson random measure on Z with intensity measure ν and η L is Poisson random measure on Z L independent toη with finite intensity measure ν L . In case the stochastic perturbation is Gaussian we expect that the solution process is continuous. In case the stochastic perturbation is Lévy, or more generally given by a Poisson random measure, we do not necessarily expect this, but rather that the solution belongs to the space of Skorokhod functions. For more information about Skorokhod space and topology we refer to Billingsley's book [10] or Ethier and Kurtz [23] .
Definition 3.1 (Mild Solution). We say that u is a mild solution of equation (SDE) in H 0 , if u belongs P-a.s. to D(0, T ; H 0 ), u is adapted to (F t ) t≥0 and we have P-a.s.,
Furthermore, we suppose that for all z ∈ Z L , and r ∈ [0, T ], P-a.s.,
and for all t ∈ [0, T ] it holds P-a.s. that
First we will show existence and uniqueness of a mild solution when G L = 0; that is, for the case where there are no big jumps, and therefore we consider the equation
Our assumptions on F , G and the initial condition are as follows.
Assumption 3.2. Fix p < q. We will assume that
) is continuous and for all t ∈ [0, T ] it is Lipschitz continuous with Lipschitz constant L G in the second variable;
Now, we can formulate one of our main results. Theorem 3.3. Suppose that Assumption 2.1 and Assumption 2.2 are satisfied. Let η be a Poisson random measure with intensity measure ν. In addition, suppose that the coefficients F and G and the initial condition u 0 and the numbers α F , α G and α I satisfy Assumption 3.2. If
then there exists a mild solution of (SDE1) in H −α . In particular,
If, in addition, also
then, for each t
).
Proof 3.1. First we will prove the existence and uniqueness of a process u satisfying (6) using Banach's fixed point theorem. Then, we will investigate the regularity of the trajectories of u in H −α ; that is, the cádlág property, to show that u a mild solution in H −α according to Definition 3.1. Finally, we will prove that u(t) ∈ L q (Ω; H A −α I ) whenever (7) holds.
Step I. Put
) let us define the integral operator
), Z maps X λ into X λ , and that Z is a strict contraction on X λ . The fact that T maps H A −α I in X λ , follows from the Lemma 2.4. In particular, a straightforward calculations gives
, and therefore,
Corollary 2.8 and the Lipschitz continuity of F imply that the operator
is Lipschitz continuous with Lipschitz constant L F C(α F , λ) such that lim λ→∞ C(α F , λ) = 0. Proposition 2.9 and the Lipschitz continuity of G implies that the operator
is Lipschitz continuous too with Lipschitz constant L G C(α G , λ) where
Hence, for all u 0 ∈ H A −α I and for all u ∈ X λ we have
In particular, the operator Z is Lipschitz continuous with Lipschitz constant L λ , such that L λ → 0 as λ → ∞. Hence, for λ sufficiently large, there exists a fixed point in X λ .
Step II. Next, we show that u has a cádlág in modification in H A −α . Notice that the resolvent family S is strongly continuous in H A −α ; that is, for all
Next we show that the process
has even a continuous modification in H A −α . Let 0 ≤ r < t ≤ T and σ > 1 and δ > 1 arbitrary. Then
To estimate for e 1 we use Hölder's inequality and, from
Step I, the fact that u ∈ M q,q λ (0, T ; H) together with the Lipschitz continuity of F and Jensen's inequality, to calculate
. Next we bound e 2 . We use Fubini's Theorem, Hölder's inequality and, from Step I, the fact that u ∈ M q,q λ (0, T ; H) together with the Lipschitz continuity of F and Jensen's inequality to get
. Therefore, choosing δ large enough so that δ(−(α F − α)ρ + Step III. Finally, we have to show that under the additional condition (3.2) the random variable u(t) is H A −α I -valued for any t ∈ [0, T ]. In fact, we will show that there exists a constant C(λ) > 0 such that for any process ξ ∈ X λ and t ∈ (0, T )
We have that
is a bounded operator,
Next, we will treat the second summand. Here, Minkowski's inequality, Lemma 2.4 and the Lipschitz property of F taking into account that (7) holds together with Hölder's inequality give
Since the RHS can be estimated by C(1 + |u|
) we now bound the third summand. Inequality (4), gives
is bounded, we get
Finally, using the fact that α I ≥ α G we get, by the Lipschitz continuity of G, that
which completes the proof of assertion (17) and also the proof of the theorem.
The stochastic Volterra equations with non-integrable iumps
As in the previous section, let Z and Z L be two Banach spaces,η be a compensated Poisson random measure on Z with intensity measure ν, and η L be a Poisson random measure on Z L independent toη with finite intensity measure ν L . In applications, the first Poisson random measure will be of infinite activity capturing the small jumps, the second one is of finite activity capturing the large jumps.
In order to realize the independent random measures we considerη be a compensated Poisson random measure on (Z × R + , B(Z) ⊗ B(R + )) over
with intensity measure ν where
With an abuse of notation we denote byη the compensated Poisson random measure on (
In this section, we will show that there exists a unique global mild solution over (Ω, F , {F t } t∈[0,T ] , P) even in the case of unbounded jumps; i.e., we consider the equation
(18) Here we will use the representation of the Lévy process process or compound Poisson process associated with η L in terms of a sum over all its jumps. If there would be no memory term, one would simply glue together the solutions between the large jumps. Since we have a non trivial memory term, the solution does not generate a Markov process and it is not possible to glue together the solutions. Another possibility would be to adopt the approach taken in [42, Section 9.7] and truncate the intensity measure ν and employ a stopping time argument. However, then the conditions on G L would have to be strengthen significantly which we would like to avoid. Therefore, we take a different approach and we first proof existence and uniqueness of a solution given the large jumps and show thereafter that the argument remains valid when the jumps are the jumps of a Lévy process.
To this end, we suppose that the Poisson random measure η L with finite intensity measure ν L on Z L is constructed the following way (see, [42, Theorem 6.4] ). Let σ = ν L (Z L ), and let {τ n : n ∈ N} be a family of independent exponential distributed real-valued random variables on Ω L with parameter σ. Consider
and let {N(t) : t ≥ 0} be the counting process defined by
Observe that for any t > 0, N(t) is a Poisson distributed random variable with parameter σt. Let {Y n : n ∈ N} be a family of independent,
is a Poisson random measure with intensity measure ν L and
In the following, we will use the same notation as in the Section 3. We introduce the following assumption on the finite intensity measure ν L .
We make the following assumption on the mapping G L .
Assumption 4.2. The mapping
G L : [0, T ] × H A −α I × Z L −→ H A −α I , (t, x, z) → G L (t, x, z),
is continuous and Lipschitz continuous in the second variable with Lipschitz
The main result of this section is as follows. 
then there exists a mild solution of (18) in H −α . In particular,
-valued random variable.
Proof 4.1. As indicated above, the proof proceeds in 2 steps.
Step I. In the first step, we will show that for any deterministic N < ∞,
there exists a process u over A S such that u solves P S -a.s. the integral equation (21) 
In this step we will use the notation E for the expectation over Ω S to shorten notation. Using the notation introduced in Step I of the proof of Theorem 3.3 we define the integral operator Z 0 by
Next, we define a space and an operator to apply a fixed point argument. In order to do this, let
for all i = 1, . . . , N the random variable
with norm
Let us define a operator Θ acting on X(λ, K) by putting
) ∈ X(λ, K). We will show in the first part, that for any K > 0 and λ > 0 the mapping Θ maps X(λ, K) into itself, and, in the second part, that there exist numbers K, λ > 0 such that Θ is a contraction on X(λ, K).
First note that there is a modification of t
Step II of Theorem 3.3 together with the assumption on G L show. Therefore, the one sided limits Z 0 (ξ, (
Next, Corollary 2.8, Proposition 2.9 and the Lipschitz continuity of F and G imply that the operators F and G map X λ into itself. Finally, from estimate (9) and Assumption 4.2, it follows that for each i = 1, . . . , N the terms
Indeed, one can show by similar calculation as done for estimate (9) , that for (y i ) N i=1 the following estimate holds:
Taking the sum over i = 1, . . . , N we get
, where C depends on N. Thus, we have shown that
.
It remains to show that
But this follows by estimate (17) in
Step III of the proof of Theorem 3.3.
Next, we show that there exist numbers λ > 0 and K > 0 such that Θ is a contraction on H(λ, K). First, we will analyse Z 0 (ξ, (
) we see that Tu 0 will disappear. Similarly as in Step I of the proof of Theorem 3.3 we know from Corollary 2.8 and the Lipschitz continuity of F that the operator
is Lipschitz continuous with Lipschitz constant L F C(α F , λ) with
Again, Proposition 2.9 and the Lipschitz continuity of G implies that the operator
is Lipschitz continuous as well with Lipschitz constant L G C(α G , λ) with lim λ→0 C(α G , λ) = 0. It remains to consider the mappings
. . , N. Similar calculation as for (9) gives for (y i )
and therefore,
Thus, setting
The Lipschitz property of G L in the second variable gives
Taking the sum over i = 1, . . . , N gives
where C depends on N. Therefore, we have shown that
Again, we begin with mimicking the calculations done in Step III of the proof of Theorem 3.3. In particular,
We are going to estimete the two summands separately. First, we get for a fixed T j that
with C(λ) → 0 as λ → ∞. Similarly we get for the second summand using that α I ≥ α G ,
Finally, using the Lipschitz property of G L , we have
, where C depends on N.
Collecting the estimates and summing up over j = 1, . . . , N we get
Where 1 ≤ C(λ, T, N) ≤ C for all λ > 1. In summary, we obtain
If K is chosen such that
for all λ > 1 and then λ > 1 is chosen large enough so that C 0 (λ) ≤ 1 2 , and
then there exists a number 0 < k < 1 such that
Thus, we have proven that there exist numbers λ, K > 0 such that Θ is a strict contraction on H(λ, K). Applying Banach's fixed point theorem, it follows that there exists a process ξ * ∈ X λ with a cádlág modification in H −α such that
Step II. Fix N, n ∈ N and put
where {T j : j = 1 ≤ j ≤ N} and {Y j : 1 ≤ j ≤ N} are defined in (19) and (??). As the contraction constant k in (26) only depends on N and n and
Step I also show that, there is 0
where in the definition of Θ we allow {T j : j = 1 ≤ j ≤ N} and {Y j : 1 ≤ j ≤ N} be random variables from (19) and ( 
. It remains to show that lim n→∞ P L (B n ) = 1. First, note that given N(T ) = N, the times {T i : i = 1, . . . , N} are uniformly distributed on the interval [0, T ] (see [15, Proposition 2.9] ) and are independent of {Y j : j ≥ 0}. Fix n ∈ N. To give an lower estimate of P L (B n ), observe that
Throwing T 3 into the interval [0, T ], by the Bayes formula, we get
Iterating, we get
there exists a constant c > 0 such that
As noted before, the sets {A N n , N = 1, ..., g(n)} are disjoint for fixed n and therefore,
Under the condition N = N(T ) the random variables T i , i = 1, . . . , N and Y i , i = 1, . . . , N, are mutually independent. In addition, N(T ) is a Poisson distributed random variable with parameter σT = ν L (Z L ) T and N(T ) is independent of Y i , i = 1, . . . , N. Therefore, using Assumption 4.1, estimate (28) together with Bernoulli's inequality, we get for n large enough that
as n → ∞. Thus lim n→∞ P L (B n ) = 1 and the proof is complete.
Application to isotropic synchronous viscoelactic materials
One motivation for this work are the linear models of viscoelasticity. In the linear theory for homogeneous isotropic viscoelastic the velocity fileld v of the material occupying a bounded region O ⊂ R 
where g denotes an external body force, see, for example, [46, Chapter 5] . For simplicity, we set the density of the material equal to constant 1. The functions a and c are called the shear modulus and the compression modulus, respectively. The material is called synchronous if for some γ > 0 it holds that c(t) = γa(t). Suppose that a(t) = 
We consider the external body force to be abrupt in irregular time and space instances and it is modelled by g(x, t) =L(x, t) where L is a space time β-stable Lévy process with β < 1, having only positive jumps. For the definition of the space time Lévy noise, we refer to [12, Section A.3, Definition A.13]. We supplement (30) by initial and Dirichlet zero boundary conditions:
Now, applying Theorem 4.3 to (30) with boundary conditions (31) with g(x, t) =L(t, x)y 0 , following result can be stated. For simplicity, we take v 0 = 0. .
