Abstract-In this paper, we develop solutions for the loading of digital subscriber loop (DSL) multicarrier (MC) systems that present constraints both on overall available energy and maximum energy per carrier. In the emerging G.DMT-based systems planned for high-throughput multimedia applications, the constraint on the peak-energy arises from spectral compatibility issues. However, until today, optimal solutions for loading peak-energy constrained MC systems do not seem explicitly developed in the literature. Hence, starting from suitable applications of the Kuhn-Tucker conditions, in this paper, we present the analytical relationships characterizing the optimal solution of the peak-energy-limited loading for the general case of concave "rate-functions," and then, we apply them in the context of the so-called "gap analysis." Thus, a low-complexity iterative algorithm implementing this solution is also developed, and its performance is numerically tested on several ANSI-standard asymmetric DSL (ADSL)-type loops impaired by crosstalk. Furthermore, a version of the presented loading algorithm that guarantees integer bit rates with low computational effort is also presented, and its performance is tested. The carried-out performance comparisons allow us to evaluate the throughput loss induced by peak-energy constraints in emerging ADSL-like services.
choice [4] , [5] . However, since DSLs present both attenuations and crosstalks that quickly increase with the utilized band, in order to maximize performance, the available energy must be carefully allocated over system carriers [14] . Furthermore, this task should be accomplished according to specified issues planned to guarantee spectral compatibility among different services sharing the same cable [9] , [12] , [19] , [24] . In this regard, we remark that in order to avoid catastrophic narrowband interferences in the emerging DMT-based ADSL systems, Issue 2 of ANSI T1.413 Standard [12] has recently specified admissible spectral masks. However, although several loading algorithms for MC modems have been published in the last years (see, for example, [3] , [7] , [8] , [11] , [13] , and the excellent contribution in [6] for an extensive overview), nevertheless, none of them explicitly accounts for peak-energy constraints, and in any case, optimal solutions "ad-hoc" developed for loading peak-energy-limited MC systems do not seem available in the literature. Therefore, since the above algorithms typically account for constraints on the overall energy but neglect peak-energy limitations, their behavior on ADSL-type application scenarios is somewhat similar. In fact, they tend to gather most of the available energy in a small subset of carriers located at the lowest frequencies of the system band, but in doing so, peak-energy limits are typically violated [1] , [9] , [12] , [19] . In particular, this is true specially in high-throughput G.DMT-based applications [24] , where power budget as high as 100 mW is available, and dynamics of the link attenuation over the system band can be of the order of 80 dB [1] , [9, ch. 4] , [13] , [24] , . Therefore, in Section III, we characterize via closed-form analytical relationships the solution for optimal loading of peak-energy limited MC systems in the general case of concave "rate-functions," 1 and then, in Section IV, we develop a computationally efficient iterative algorithm that converges to the optimal solution. Thus, in Section V, we apply the developed optimal loading algorithm to the downstreams of several emerging ADSL-type G.DMT-based systems, and then, we evaluate, via performance comparisons, the throughput loss arising from peak-energy constraints. Finally, in Section VI, we present a version of the peak-energy limited loading algorithm that guarantees integer values for the bit-rates conveyed by the system carriers, and we also test the related performance. Some summarizing remarks and hints for future research are pointed out in the conclusive Section VII.
II. ABOUT LOADING OF PEAK-ENERGY-LIMITED MULTICARRIER SYSTEMS
Let us consider an MC system composed by subchannels, where the T-sampled baseband (complex) th output is related to the corresponding (complex) input symbol as (1) where the complex gain accounts for the amplitude/phase distortion introduced by the th subchannel. Furthermore, in (1) is a zero-mean white Gaussian complex sequence independent from and with variance , which accounts for the overall disturbance (thermal noise plus crosstalks) affecting the th subchannel (see [1] , [9] , [22] , [23] , and references therein for crosstalk models in DSL applications). Assuming the disturbing sequences , mutually independent, Shannon's capacity of the resulting set in (1) of (independent) parallel channels is given by the known formula where energy of the th transmitted complex stream; channel SNR (CSNR) characterizing the th subchannel; natural logarithm. Since capacity represents the ultimate theoretical information-rate conveyable by the system, and thus, infinite-complexity coding is needed for achieving it, actual information throughput really supported by practical QAM-modulated coded MC systems can be effectively evaluated following a quite general approach. Suppose that for each subchannel, we know the rate-function , which for a target error probability , fixes the number of bits that can be transmitted at the given for a certain SNR . Of course, summarizes the behavior of the particular modulation/coding scheme adopted for the transmission, which, in the sequel, we assume to be shared among all the subchannels. Under these assumptions, the conveyed rate of the multicarrier system can be expressed as (2) where is the SNR in the th subchannel. This general setting subsumes as a particular case the so-called "gap approximation" [1, ch. 7] , [16] whenever we assume , with the additional position , where is the CSNR for the th subchannel, and is the "SNR gap." 2 As it is known, measures the SNR loss of the actual system with respect to the corresponding capacity [16] .
The loading problem we consider in the following section requires maximization of the throughput in (2) conveyed by the described MC systems subject to the following constraints:
where in (3b) is the total energy available for the transmission of the input streams, whereas in (3c) is the maximal energy allowed to the th system input. 3 In the next section, we consider this topic and develop the (analytical) relationships characterizing the set of input energies for the optimized loading.
Remark (About Validity of the Gaussian Assumption)
About the adopted Gaussian model for the crosstalk terms in (1), some comments are in order. Results reported in [22] confirm the validity of this assumption when multiple disturbers act, but when few disturbers are present, the Gaussianity assumption falls short. However, it has been recently remarked in [27] that sensitivity of the channel capacity on non-Gaussian noise depends only on its autocorrelation function; therefore, sensitivity of the above-introduced channel capacity on nonGaussian disturbing noise coincides with the corresponding sensitivity with respect to a Gaussian noise with the same autocorrelation function. These considerations support actual effectiveness and utility of the results presented in the following sections, even in application scenarios impaired by non-Gaussian crosstalk.
III. OPTIMAL PEAK-ENERGY-LIMITED LOADING
The constrained optimization problem addresses in the previous section assumes the following expression, once it is recognized that for each subchannel, the SNR is maximize subject to and (4)
The optimal solution is based the following proposition, which is proved in the Appendix.
Proposition 1: Assuming that is a continuously differentiable, strictly increasing, and strictly concave function, the solution to the constrained optimization problem in (4) is characterized by the following relationships (for ):
where is the inverse of the function , and the parameter is the solution to the following equation:
Eventually, the maximized system throughput is computable as (6) From the theoretical point of view, Proposition 1 constitutes the main contribution of this work; the derived relationships fully characterize the solution to the considered loading problem, and, moreover, they are suitable for the evaluation of the performance of the resulting optimized system.
It is worthwhile noting that the above general solution is quite different from the water-filling one, depending strongly on the function ; nevertheless, it can be interpreted as a form of water filling, where, as the level (corresponding to 1/ ) of the water increases, its volume in differently shaped, limited-capacity bottles measures the energy allotted to each subchannel.
In the next section, we specialize the function in the particular case of the gap approximation.
A. Optimal Loading Within the Gap Approximation
When the gap approximation can be consider to hold (see note 2), it is a simple task to draw the optimal loading (within the gap approximation) starting from the general result of the previous section. In fact, this case can be easily accounted for setting with the position , where, as stated in Section II, is the SNR gap.
Then, the solution to the optimal loading is based on the following proposition, which is a direct consequence of Proposition 1.
Proposition 2: Under the hypothesis that the gap approximation holds, the solution to the constrained optimization problem in (4) where the real positive parameter 4 can be computed by solving the following nonlinear equation (8) Finally, the resulting maximized system-throughput can be directly computed on the basis of as 5 (9) With reference to the solution of Proposition 2, some explicative remarks are in order.
Remark 1: The allocation in (7b) of the maximal admissible energy level to the less-disturbed subchannels does not take place in the classical water-filling-type loading algorithms (see, for example, [1, ch. 7] ), and in fact, it directly arises from the peak-energy constraints (3c). As a consequence, it can be easily verified that when these last constraints are absent [that is, all are set to infinite in (3c)], then (7b), (8) , and (9) reduce to those characterizing the standard water-filling solution [2] .
Remark 2: Whenever the overall available energy is assigned, we can expect that the effect of the additional constraints (3c) on is to lower the throughput conveyed by the MC system below the corresponding one computable via the standard water-filling procedure [2] . Although this loss may be application-dependent and it seems hard to quantify it via closed-form analytical formulas, nevertheless, we can expect that the throughput loss induced by (3c) may be noticeable in application scenarios where (largely) dominates , and, in addition, the CSNRs exhibit large dynamics. The numerical results presented in Section V confirm this conclusion and show that the effective throughput supported by emerging G.DMT MC systems may be (substantially) reduced by spectral-compatibility requirements that limit the admissible peak-energies , .
B. Interpretation as an "Iterated Water-Filling" Procedure of the Loading of Proposition 2
According to Remark 1, in general, the proposed loading is not water filling. Nevertheless, in this section, we develop an interpretation of the presented solution that allows computation of the channel energies in a graphical fashion via iterated applications of the standard water-filling algorithm to decreasing-size subsets of the overall channels.
For the sake of clarity, we directly focus on the case , , but the extension of the presented interpretation to the general case of different peak-energies over the subchannels is straightforward. More in detail, this interpretation relies on the following two observations. First, the validity ranges of (7b) point out that the channels candidates to receive the maximum energy level are those with the largest CSNRs, whereas the links that should be turned off possess the lowest CSNRs. Second, when inequality is met, energies are allocated to the channel inputs according to relationship in (7b), which leads to a standard water-filling type algorithm (see Remark 1). Thus, after sorting the CSNR from largest to smallest, according to the second observation, we begin to apply the water-filling procedure to the set of subchannels to allocate overall available energy . After execution of the water-filling algorithm, we compare the energy so obtained for the first subchannel to . If does not exceed , then the overall procedure ends, and the resulting distribution for the input energies coincides with that achievable via the standard water-filling procedure. On the contrary, when is greater than , according to the relationship in (7b), we clip to , reduce the available total energy by , and start a second water-filling procedure. This last procedure operates only on the remaining subchannels of index ranging from 2 to and attempts to allocate to them a total energy equal to . More in general, at the beginning of th iteration of the algorithm, we have and . Therefore, we proceed to apply the water-filling procedure only to the last subchannels with the overall energy set to . If the energy so obtained for the input of the th channel is less (or equal) than , then the procedure stops; in the opposite case, is clipped to , is reduced by , and a new iteration of the water-filling algorithm is started over the last subchannels. The flowchart of Fig. 1 summarizes the iterative procedure, which obviously converges to the input energies dictated by (7) and (8) .
IV. LOW-COST ALGORITHM FOR THE OPTIMAL LOADING WITHIN THE GAP APPROXIMATION
Direct computer implementation of the loading according to the flowchart of Fig. 1 presents (in the worst case) a computational complexity proportional to . Thus, in the sequel, we develop an iterative algorithm converging to the solution dictated by (7b) that is easy to implement and presents a complexity that grows only linearly with . According to the results of Section III-B, in the case , the solution to the optimal loading is given by (7b), which depends on the parameter , which is the root of (8); thus, solving this last equation suffices for the resolution of the problem. Toward this end, let us consider the function so defined:
This last is a continuous increasing function for , with and ; furthermore, since at the extremes of the interval it takes on the values and , which, under the assumption are opposite in sign, we can thus conclude that there exists a value of for zeroing (10) . Stating the existence of the root of (8), we proceed numerically to its evaluation. In this regard and with reference to the particular numerical method to be used, it is important to observe that the function in (10) is not differentiable, and thus, methods like Newton's cannot be used. Bearing this in mind and looking for a low-complexity numerical algorithm that, at the same time, is fast in convergence and requires only one evaluation per cycle of the function in (10), we considered as possible candidates the secant and bisection methods [21] . They are iterative algorithms that build up the sequence converging toward the desired root by computing the th term as a convex combination of the preceding two ones. However, while the bisection method uses constant coefficients, the secant one utilizes function-depending weights accounting for the particular form of the equation to be solved, thus speeding up the rate of convergence of the overall searching procedure. These arguments (which are also supported by numerical simulations) led us to choose the secant method to search the root of (10). The pseudocode in Table I details the resulting secant-based loading algorithm implementing solution of the constrained maximization problem. In particular, in the first step of the algorithm, the variable , which represents the tolerance for the zero value, is initialized. Specifically, determines the number of iterations for the loop starting from step 7 of Table I , and in general, small values lead to a large number of iterations.
With reference to the proposed loading algorithm of Table I  (see Table II ), some remarks are in order.
Remark 1: When , , there is no limitation on the allowed peak energy, and the solution provided by the algorithm reduces to the standard water-filling one.
Remark 2 (On the Computational Complexity):
About computational complexity, it is important to note that the proposed algorithm does not need to sort the NSRs , as the waterfilling does. In addition, in order to evaluate its computational complexity, we refer to Table IV, where we have assumed that the loop ranging from steps 7 to 17 is executed times. Since the variable , on which the variable depends, is independent of , we conclude that the asymptotic complexity of the algorithm is . Moreover, from the carried-out numerical II  COMPUTATIONAL ANALYSIS FOR THE BIT-LOADING ALGORITHM OF TABLE I tests, we have experienced that in the considered applications, the mean value for is 5 for CSA-type loops, and typically, it ranges from 2 to for-mid CSA loops to 8 to 9 for T1 ones.
Remark 3 (Loading Algorithm for the Generalized Solution of Proposition 1):
The convergence of the proposed algorithm is guaranteed by the continuity of the function (10) and the existence of the root in the interval . Now, since the function (11) shows similar properties for (see the proof in the Appendix), we can conclude that for the generalized optimal loading, the secant method also applies. In particular, the pseudocode of Table I still holds, with the replacement of , , , , , and in lines 2 5, 9, and 18 of Table I with , , , , and , respectively.
V. APPLICATION OF THE PROPOSED LOADING ALGORITHM TO EMERGING ADSL DMT SYSTEMS
In this section, we present numerical results and performance plots obtained via an application of the proposed optimal loading algorithm of Table I to the downlink of emerging DMT ADSL systems standardized by ANSI [12] , [19] , [24] . The key parameters of these systems are summarized in Table III , and they agree with the specifications reported in [12] and [24] . These systems employ tones 6 to convey the payload downstreams, and in principle, they should be able to support high-bit-rate applications, as, for example, MPEG video services [1, ch. 8], [19] . Loops tested for supporting these systems are the so-called T1.9, CSA4, CSA6, and midCSA6, whose detailed descriptions can be found, for example, in [1, ch. 8] and [12] . 7 For these high-bit-rate systems, spectral compatibility issues are quite pressing and demand for a power-spectral-density (PSD) peak value of 36.5 dBm/Hz [12, Issues 2 and 24] that gives rise to a peak-energy of about 0.2 J for the subchannels. As far as crosstalk is concerned, ANSI specifications [12] , [24] generally dictate for a worst-case scenario where 49 6 The first seven tones convey service information. 7 We will not pursue this topic further. We only note that in the carried-out numerical loadings, the coefficients g ; 1 i N in (2) [12] , [24] ADSL competing services are present. Therefore, according to [12] , in the carried-out tests, we have considered this worst-case scenario and then we have numerically evaluated the interfering PSDs according the standards models reported by [1, (3.73) and (3.77)]. In particular, for the self-FEXT PSD , we have utilized the following model suggested by standards [1, ch. 3] :
, where is the PSD of the disturbing ADSL-type concurrent services [1, ch. 3] , is the insertion-loss, is the loop length (measured in feet), and the constant refers to the worst case with 49 disturbers [1, ch. 3] . The energy and rate distributions obtained via the application of the proposed peak-energy-limited loading algorithm of Table I are reported in Figs. 2-5 for T1.9, CSA4, CSA6, and midCSA6 loops, respectively. For comparison purposes, these figures also report the corresponding distributions arising from application of the standard water-filling algorithm [2] , which does not consider peak-energy limitations. In addition, we have experienced that a value for the parameter in Table I of gives rise to good complexity-versus-performance tradeoff, whereas no noticeable performance gains are achieved by setting below 10 . More in particular, the carried-out numerical tests pointed out that for , the average number of iterations per carrier performed by the proposed algorithm of Table I is limited, and it ranges from about 0.001 for the midCSA6 loop to about 0.02 for the T1.9 loop.
A. Throughput Loss and Performance Comparison for the Considered Test-Loops
The CSNR curve for T1.9 test-loop impaired by the above described crosstalks is drawn in Fig. 2(a) , and the resulting input energy and rate distributions generated by the loading algorithm of Table I are drawn as continuous lines in Fig. 2(b) and (c) , respectively. For comparison purposes, the corresponding distributions obtained via the water-filling algorithm are also reported in the same figures as circled lines. Now, according to Remark 1 of Section III-A, Fig. 2(b) confirms that the water-filling algorithm tends to condense the overall available energy over a small subset of channels located at the lowest frequencies of the transmission band, thus violating the peak-energy constraint . Table I (continuous line) and the water-filling one (circled line).
On the contrary, the optimized algorithm of Table I satisfy the constraint, and then, it also attempts to allocate energies to channels placed at higher frequencies [see Fig. 2(b) ]. However, satisfaction of the peak-energy constraint is paid in term of reduction of the overall throughput conveyed by MC system. In fact, from the rate-allocation curves of Fig. 2(c) , we may compute that the difference between the overall throughput achieved via the water-filling loading and the corresponding one dictated by the peak-energy constrained algorithm of Table I is of the order of about 100 kb/s. Similar conclusions also hold for CSA4, CSA6, and midCSA6 test-loops, whose performance curves are reported in Figs. 3-5 , respectively. More in detail, Figs. 3(c) , 4(c), and 5(c) allow us to evaluate throughput losses induced by the peak-energy constraint, which are of about 100 kb/s, 20 kb/s, and 50 kb/s for CSA4, CSA6, and midCSA6 loops, respectively.
Last, according to Remark 2 of Section III-A, the reported rate-allocation plots confirm that loading algorithm of Table I and the standard water-filling one approach a similar behavior on loops thaat present CSNR curves with low dynamics, whereas the behavior of these algorithms substantially differs when the CSNR values are very dissimilar over the frequency band of the channel.
VI. SUBOPTIMAL INTEGER-BIT VERSION OF THE PROPOSED LOADING ALGORITHM
The standard water-filling algorithm and the proposed one of Table I share the drawback of giving rise to noninteger bit rate distributions that, at present, comport nonminor complications in practical implementations of QAM-based MC modems [4] , [5] . Thus, in this section, we develop a loading procedure that in addition to the constraints in (3a)-(3c) also reckons in the integer nature of the number of bits to be allotted. In this regard, we begin to note that that constraint on the maximum energy limits the maximum number of bits of the th subchannel to . 8 8 bxc denotes "floor" function. Hence, since the optimal (not integer) loading of Section III allots to the th subchannel (12) bits, if we choose an assignment for the corresponding integer-bit version according to the relationship with (13) then it is possible for a suitable set of to achieve an integer-bit distribution with total throughput close to the optimal one. At this point, we make the assumption that (14) and thus, we turn the problem into the search of the maximum 9 for which the total energy is within the constraint. Therefore, once is computed using the algorithm of Section IV, 9 There are, in general, different values of but such that (13) is constant over them. Furthermore, we recall that maximum values allowed energies are typically specified within the 63 dB margin [24] ; hence, in practice, rough evaluations of may be sufficient for implementing the integer-bit version of the proposed loading algorithm. can be easily determined via an application of the bisection method, 10 as detailed in Table IV , where the pseudocode of this procedure is reported, and the following equivalent form of (12) is used: (15) With reference to the computational complexity of the proposed integer-bit algorithm, we note that it is obtained by cascading the algorithm of Section IV with the bisection method, and the complexity of this last depends on the variable , which sets number of iterations for the loop starting from Step 6 of Table IV . Now, since , our simulations confirm that values for of the order of 4 suffice for the convergence so that we can conclude that the complexity is essentially dominated by the algorithm for the computation of . It should also be noted that the exponential in Steps 8 and 16 can be implemented as a shift, that is, via an increment of the exponent of the binary representation of . Finally, it is important to remark actual effectiveness of the proposed integer-bit algorithm; in fact, numerical values of the last column of Table V show that loss experienced by the integer-bit loading of Table IV with respect to the fractional-bit  optimal one of Table I is limited, and it ranges from 6% to 12% of the corresponding conveyed rate. To support this conclusion, we have also implemented more complex loading procedures; they are based on the greedy algorithm, with which we have proven their optimality under very general conditions. These algorithms require multiple sorting operations, but we have obtained the same rates of the third column of Table V.
VII. CONCLUSIONS
In this paper, we have focused on loading of MC systems that present constraints both in terms of total and peak input energy over the systems subchannels. An analytical characterization of the solution for the optimal loading valid for the gen-eral case of concave rate-functions has been presented and then applied to the particular case where the so-called "gap analysis" holds. A computationally efficient algorithm implementing this optimal solution has been developed, and its performance has been tested on some self-FEXT impaired ADSL applications.
The presented results are not considered to be conclusive, and indeed, they suggest some interesting hints for future research. Specifically, it may be of interest to test performance of the proposed loading algorithms over emerging application scenarios characterized by several heterogeneous disturbing sources as those addressed, for example, in [23] . Furthermore, understanding (possible) link between proposed integer-bit version of loading algorithm and greedy-type optimization procedures [11] may give rise to additional interesting developments of the approach pursued in Section VI. These and some other related topics are currently investigated by the authors.
APPENDIX PROOF OF PROPOSITION 1 IN SECTION III
Without loss of generality, in the sequel, we assume ; in fact, if for some subchannels, the corresponding terms in the expression of in (4) are vanishing, and since the total energy is bounded, the optimal distribution for the energies implies for these subchannels. Now, let us consider the optimization problem addressed in Section III. Since the corresponding feasible region is a convex closed subset of and, in addition, the rate , under the stated hypotheses for , is a strictly concave and continuously differentiable function over , then there exists at most one global maximum of over , and Kuhn-Tucker conditions are sufficient for the optimality [20] . Bearing this in mind, we write the optimization problem in standard form as which implies since from (A.7), and . Thus, the solution for the considered optimization problem is found in the sequel by analyzing allowable values for .
• If , it follows from (A.7) and (A.8) that , and (A.6) takes on the expression It is interesting to note that on the basis of the demonstration and, in particular, of the consideration leading to (A.17), the optimization problem can be recast in an equivalent form by substituting the inequality constraint (A.2) with the equality one, as in (A. 19) 
