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ABSTRACT
The rapid developments that have occurred in quantum computing platforms over
the past few years raise important questions about the potential for applications of
this new type of technology to fluid dynamics and combustion problems, and the
timescales on which such applications might be possible. As a concrete example, here
a quantum algorithm is developed and employed for predicting the rate of reactant
conversion in the binary reaction of F + rO → (1 + r) Product in non-premixed
homogeneous turbulence. These relations are obtained by means of a transported
probability density function equation. The quantum algorithm is developed to solve
this equation and is shown to yield the rate of the reactants’ conversion much more
efficiently than current classical methods, achieving a quadratic quantum speedup,
in line with expectations for speedups arising from quantum metrology techniques
more broadly. This provides an important example of a quantum algorithm with a
real engineering application, which can build a connection to present work in turbu-
lent combustion modelling and form the basis for further development of quantum
computing platforms and their applications to fluid dynamics.
1. Introduction
Estimation of the conversion rate of chemical reactants has been the subject of broad investigations
in combustion literature for over seven decades [1]. In non-premixed systems, there are two factors
by which this rate is influenced: (1) the speed at which the reactants are brought into the reaction
zone and (2) the rate at which they are converted to products through chemical reactions. The
rate of reactant conversion is characterized by the Damko¨hler number (Da). As Da → ∞, the
limiting rate of conversion is achieved. In most analysis of turbulent reacting flows, the statistical
mean value of this rate is of both theoretical and practical interest [2–5]. The probability density
function (PDF) methodology has been particularly effective for estimating this value [6–11], and
the transport equation for the PDF is typically simulated numerically via classical Monte-Carlo
(MC) methods [12].
This work explores to what extent the solutions to problems of this type could be sped up on
a quantum computing architecture. Quantum computing is undergoing rapid development across
a range of platforms [13–20]. In this potentially transformative paradigm, the underlying physical
properties of microscopic objects are used to encode and process information. This makes it possible
to take advantage of quantum physics to perform certain classes of computations using very different
methods to traditional classical computing. It can lead to large relative speedups, usually quantified
by how the number of elementary operations required to solve a problem scales with the problem
size (see, for example, Ref. [21]).
Inherently, quantum computing derives its possible speedup over classical computing due to some
properties of quantum physics that have no classical analogue. One such property is superposition:
the underlying units of information - so-called quantum bits, or qubits, can be placed in a superposi-
tion state that encodes information in its amplitudes. Another property is quantum entanglement,
where quantum states with non-classical correlations exist and the state of each qubit cannot be
described independently from the state of the other qubits. Quantum interference is also a key
property as it is the reason behind the preparation of quantum states in superposition that are
mostly supported in those states that encode information about the solution to a problem. Quan-
tum algorithms that present important quantum speedups, such as Shor’s factoring algorithm [22],
exploit the properties discussed above.
Remarkably, quantum computing hardware has already evolved to a stage where it is important
to identify key short and long-term applications, and to begin to optimize hardware towards the
most promising applications. The challenge is then to design algorithms that could run on such
hardware. The development of quantum algorithms, while hard, is then exceptionally important.
In a recent article [23], the present authors developed a quantum algorithm for accurately predict-
ing properties of turbulent fluid flows. These results are another contribution to the significant and
recent work in developing quantum algorithms for related search and sampling problems [24–32]. In
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particular, recent results in quantum metrology have shown that with a quantum algorithm, it is pos-
sible to achieve a quadratic complexity improvement over current classical algorithms [28, 31, 33].
In more detail, classical probabilistic methods for parameter estimation output an estimate within
precision of order 1/
√
Nr, where Nr is the number of computational steps performed (e.g., the num-
ber of samples or repetitions). In contrast, there exist quantum computing methods that provide
the estimate within precision of order 1/Nr, where Nr now refers to the number of basic quantum
operations and should be then compared to the number of classical computational steps. Fixing
a particular level of precision would then lead to the conclusion that quantum computers would
require quadratically fewer resources than traditional classical computers for parameter estima-
tion. These quantum metrology algorithms were conceptually adapted to compute quantities that
otherwise would be computed using classical MC sampling methods [26].
In Ref. [23], the algorithm based on Ref. [28] was used to simulate turbulent mixing. This was
demonstrated by consideration of the classical scalar mixing modelled via the coalescence/dispersion
(C/D) closure [34–36]. In the present work, the objective is to demonstrate that the methodology
has the potentials for applications in a wider range of classical problems. The applicability of the
method of Ref. [23] to the more complex case of chemically reactive turbulent flows is here analyzed.
It is important to remark that by generalizing and extending the application areas of quantum
algorithms, as done in this paper, further and needed connections between scientific communities
investigating turbulent reacting flows and developing quantum algorithms will result.
2. Formulation
In what follows, the error scaling of classical MC methods and of the quantum algorithm when
applied to the specific problem of reactive flow is analyzed. The general formulation of this problem,
which is specialized for the relevant examples in §3, is now introduced.
The problem regards the transport of two initially segregated reactants F (x, t) and O(x, t), where
x−t denote the (homogeneous) space-time. In particular, an idealized irreversible binary reaction of
the type F +rO → (1+r) Product with initially segregated reactants is considered. The turbulence
field is assumed to be statistically homogeneous, and all of the chemical species are assumed to have
identical and constant thermodynamic properties. The quantity P (Ψ, t) denotes the joint PDF of
the two reactants (Ψ : ψ1 ≡ F,ψ2 ≡ O) and, at the initial time (t = 0), the two species are assumed
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to be totally segregated:
P (Ψ, 0) = WF δ(ψ1 − F0)δ(ψ2) +W0δ(ψ1)δ(ψ2 −O0), WF +WO = 1 . (1)
Here, F0 and O0 are the respective initial mass fractions of the two species, and WF and WO are
the respective weight factors of the two reactants. For modelling of the reactant conversion rate,
the family of coalescence/dispersion (C/D) mixing models is considered by the evolution equation
for the joint PDF [35, 36]:
∂P (Ψ, t)
∂t
= −2βωP (Ψ, t)
+ 2βω
∫
dΨ′
∫
dΨ′′P (Ψ′, t)P (Ψ′′, t)
×
∫ 1
0
dαA(α)δ[Ψ− (1− α)Ψ′ − 1
2
α(Ψ′ + Ψ′′)]
− ∂
∂ψγ
[Sγ(Ψ)P (Ψ, t)] . (2)
S(Ψ) denotes the chemical source term with its rate measured by the Damko¨hler number, and
summation is implied over the index γ. A(α) is the PDF of the random variable α, 0 ≤ α ≤ 1. The
value of α determines the conditions of mixing. For the example here, Curl’s model is used [37], in
which A(α) = δ(α− 1). Other models can be readily used as well. The parameter ω is the mixing
frequency and determines the rate of variance decay. The parameter β depends on A(α) as follows:
β =
1
a1 − 12a2
, am =
∫ 1
0
dα αmA (α) . (3)
Through integration of Eq. (2) all of the pertinent single-point statistics of the reacting field can be
determined. The most important of these statistics are the ensemble mean values of the reactants’
concentrations, denoted by < ... >. Furthermore, r = 1 with F0 = O0 = 1 are assumed, and the
species are introduced in stoichiometric proportion: WF = WO =
1
2 . With this, the Shvab-Zeldovich
variable [2, 3] (or the mixture fraction [38]) is defined:
J (x, t) = F (x, t)−O(x, t) . (4)
For reactive flows with non-equilibrium chemistry (finite Damko¨hler (Da) numbers), full numerical
solution of Eq. (2) is required. In the limit of infinitely fast chemistry (Da → ∞), the statistics
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of the two reactants are related to those of the Shvab-Zeldovich variable J . Through integration
of Eq. (2) all of the pertinent single-point statistics of the reacting field can be determined. Of
significant importance is the rate of reactant conversion measured by:
Z(t) = 1− < F > (t)
< F > (0)
. (5)
3. Results
Taking a system that is described by Curl’s model as an example, the quantum algorithm provides
the estimation of the rate of reactant conversion in Eq. (5), Z(t), within certain precision. The
important variable to quantify the complexity of the quantum algorithm is Nr that, as mentioned,
refers to the number of repetitions, or times a certain quantum state has to be prepared. This
quantum state encodes information about the probabilities of an analogue classical MC method
that also provides an estimate of Z(t). Then, to analyze the advantages of the quantum algorithm,
Nr should be compared with the number of repetitions of the MC method to provide the estimate
within the same precision and confidence levels.
MC methods simulate a PDF derived from the original one, Eq. (2), after a number of approxima-
tions. These approximations are mainly based on discretizations of continuous parameters, including
the time evolution. The actual PDF that MC methods simulate result in the mean rate of reactant
conversion ZMC(t). As the size of the discretization parameters become smaller, it is expected that
ZMC(t) converges, in some sense, to Z(t). Here, the approximation error |ZMC(t) − Z(t)| is not
analyzed, since both the quantum algorithm and classical MC will provide an estimate of ZMC(t)
within the given precision. The main result is that the quantum algorithm requires quadratically
less resources than classical MC to obtain an estimate of ZMC(t) within the same precision.
3.1. Simulations via classical MC methods
To demonstrate the performance of classical MC as well as to provide a basis for comparison
with the quantum algorithm, MC simulations are conducted of Eq. (2). The limit of infinitely fast
chemistry is considered first. In this case, the marginal form of Eq. (2) is considered with Ψ ≡ ψ for
the Shvab-Zeldovich variable. For this mixing controlled condition, the source term for the Shvab-
Zeldovich variable is S = 0. For finite rate chemistry calculations, the joint PDF of two reactants is
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considered (Ψ : ψ1 ≡ F, ψ2 ≡ O). The mixing operations for ψ1 and ψ2 are identical to that for ψ,
but the chemistry terms are accounted for with inclusion of S(Ψ, t). For clarity of the presentation
below, the subscripts for ψ are dropped unless they are needed. In all calculations, the mixing
frequency is (arbitrarily) set to ω = 1.
To simulate Eq. (2) via classical MC methods, a certain number of computation elements or
‘particles’, Np, is chosen. For each element, a random variable ψ
k(i, tj) is associated. Here,
k = 1, 2, ..., Nr refers to the MC run, i.e., there are Nr executions of the MC method; i =
1, 2, ..., Np refers to a specific particle; and tj = j.∆t is the physical time at the j-th step
in any run, which has been discretized using time steps of size ∆t. In MC, the joint PDF of
all particles is Q(ψk(1, tj), ψk(2, tj), ..., ψk(Np, tj)) and simulates P (Ψ, t). The initial distribution
Q(ψk(1, 0), ψk(2, 0), ..., ψk(Np, 0)) shall represent P (Ψ, 0), and is independent of k. After the k-th
MC run, a random vector (ψk(1, tq), . . . , ψ
k(Np, tq)) is generated. Each such vector can be used to
estimate quantities such as the reactant conversion rate, or to generate an estimate of the PDF
Q(ψk(1, tq), ψk(2, tq), ..., ψk(Np, tq)), for instance, by building a histogram. The precision of the
estimates will depend on Nr, Np, and ∆t.
Simulations are conducted for 0 ≤ t ≤ 3 with ∆t = 0.1 and Np = 103. The initial state in each
classical MC run is determined according to the initial state of the original PDF. For the Shvab-
Zeldovich variable when Da→∞, P (ψ, 0) = 12δ(ψ − 1) + 12δ(ψ + 1). This initial PDF is simulated
in MC by setting ψk(i, 0) = −1, for all particles labelled by i such that 1 ≤ i ≤ Np/2, and
ψk(i, 0) = +1 otherwise. The superscript k refers to the k-th MC run and satisfies 1 ≤ k ≤ Nr. The
MC method provides an estimate of ZMC(t) for different values of t. The precision of the estimate
improves as the number of MC runs increases. In particular, after a total of Nr runs, the estimation
of the limiting rate of reactant conversion is calculated as
ZˆMC(t) := 1
Nr
Nr∑
k=1
ZˆkMC(t) . (6)
For Da→∞, in each MC run a random vector (ψk(1, t), . . . , ψk(Np, t)) is generated to calculate the
estimation:
ZˆkMC(t) := 1−
1
< F > (0)
1
Np
Np∑
i=1
(
H(ψk(i, t)) · ψk(i, t)
)
, (7)
whereH(ψ) is the Heaviside step functionH(ψ) = 0.5(1+sgn(ψ)). For finite Da values, the effects of
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chemistry are taken into account by inclusion of the chemical source term on the MC particles (Ψk :
ψk1 , ψ
k
2 ) [6]. The initial condition for the joint PDF is P (Ψ, 0) =
1
2δ(ψ1)δ(ψ2−1) + 12δ(ψ1−1)δ(ψ2).
This initial PDF is simulated in MC by setting ψk1 (i, 0) = 0, ψ
k
2 (i, 0) = +1, for all particles labelled
by i such that 1 ≤ i ≤ Np/2, and ψk1 (i, 0) = +1, ψk2 (i, 0) = 0, otherwise. The estimation of the
reactant conversion rate or any of the moments are directly calculated over the Ψ field.
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Figure 1. Estimates of the rate of reactant conversion obtained from MC simulations of a reacting flow process using Curl’s
model. (a) Growth of the estimated rate of reactant conversion as a function of time. The blue dotted line is for Nr = 217 × 24
and the black circles are for a more accurate estimate using Nr = 220 × 60. The estimated quantities are ZˆMC(t) and Z˜MC(t),
respectively. (b) Comparison of two estimated rates of reactant conversion for Nr = 217 × 24 (black line) and Nr = 220 × 24
(red line) with Z˜MC(t) of (a). The relative errors, determined by the error bars, decrease as t increases.
The results for infinitely fast chemistry obtained from MC simulations are shown in Fig. 1. The
behaviour of ZˆMC(t) as a function of time for Nr = 217× 24 MC runs is shown in Fig. 1 (a). These
results are compared with a more precise estimate of ZMC(t), denoted by Z˜MC(t), obtained from
Nr = 2
20 × 60 MC runs. A comparison between ZˆMC(t) for two different values of Nr, normalised
by Z˜MC(t), is given in Fig. 1 (b). To obtain the error bars of Fig. 1 (b), ZˆkMC(t) is first computed
according to Eq. (7) for each run k = 1, . . . , Nr. The estimated standard deviation associated with
the average value ZˆMC(t) [Eq. (6)] is calculated as
σˆZMC (t) =
[∑Nr
k=1(Zˆ
k
MC(t)− ZˆMC(t))2
(Nr − 1)
]1/2
. (8)
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To reach a 99.75% confidence level for the estimation of ZMC(t), the statistical error should be
C(t) := 3σˆZMC (t) , (9)
which is defined as the estimation error of the MC simulation in this setting. The error bars of
Fig. 1 (b) denote the regions
[
ZˆMC(t)− C(t)
Z˜MC(t)
,
ZˆMC(t) + C(t)
Z˜MC(t)
]
. (10)
The simulation results of Fig. 1 and the estimation error of Eq. (9) result in a scaling of the
estimation errors with respect to the number of runs of order 1/
√
Nr.
3.2. Simulations via quantum algorithms
The quantum algorithm developed here is based on quantum phase estimation, similar to that
of Ref. [23]. An actual implementation of the quantum algorithm would require the development
of the corresponding quantum hardware for a problem of an appropriate size-scale, which does
not yet exist. This section analyzes then the quantum resources that would be required for an
actual implementation. To this end, classical simulation results of the quantum algorithm are also
presented.
To describe the algorithm, a brief explanation of quantum computing is necessary. The elementary
unit of quantum information in quantum computing is a qubit. Unlike classical computation, a
qubit’s state can be in a superposition of the 0 and 1 states. In standard notation, these states
are described as |0〉 and |1〉. The coefficients in the superposition can be complex and satisfy a
normalization condition [39]. A quantum computer is built upon many qubits (n) and a generic
quantum state is then a superposition of all possible basis states. The number of such basis states
grows exponentially with the number of qubits as 2n. The allowed operations on the state of the
quantum computer are unitary transformations, which are typically described as a sequence of
simpler one and two-qubit operations. That sequence forms a quantum circuit whose complexity is
mainly determined by the number of such simple operations. Each operation on the quantum state
can modify all of its amplitudes, providing the opportunity to manipulate large amounts of data.
Quantum algorithms are then formulated in three parts. The first part is the initial state prepara-
8
tion, the second part is specified by a quantum circuit that acts on the initial state [39, 40], and the
third part is the measurement that provides classical information about the problem to be solved.
To obtain good statistics, the three parts must be repeated sufficiently many times. The difficulty
in programming a quantum computer lies then in finding ways to take advantage of properties of
quantum mechanics, including the ability of preparing quantum states in superposition.
The quantum algorithm of Ref. [23] was designed by adapting the tools of quantum metrology
(i.e., high-precision quantum measurements) of Ref. [28] to turbulent mixing problems. A similar
approach is followed here to solve reacting flow problems. In particular, the same problem as that
of §3.1 is considered. The following is a summary of the main steps of the quantum algorithm
for reacting flow problems. These steps have to be repeated for each value of t. A more detailed
description can be found in Ref. [23].
• First is the preparation of a many-qubit quantum state, denoted by |ψ〉, which is a linear
superposition over states in the computational basis. The amplitudes in this superposition
encode the same sampling probabilities as that of the classical MC method for some value of
t. This is the part where the physical processes are simulated, and involves the application of
essentially classical operations on the quantum state [23]. Such operations can be implemented
on a quantum computer via two-qubit gates using standard techniques [39].
• Second is the construction of a unitary operation U , which has an eigenvalue eiθ. U is designed
such that ZMC(t) = cos(θ/2).
• Third is the computation of an estimate of the eigenphase θ, labelled by θˆi, using the phase
estimation algorithm (PEA).
• The above procedure is repeated L times, where L depends on the confidence level of the
estimation, and i = 1, . . . , L. The output of the quantum algorithm is the median value of
these L phase estimations, denoted by θˆ.
The desired (estimated) quantity is then obtained by using its connection to the (estimated) eigen-
phase: ZˆQ(t) = cos(θˆ/2).
The optimal application of the operations in the first step will depend on details of the quantum
hardware, and this is not the part of the algorithm where a speedup will arise, as the number
of operations is of the order of that of a single classical MC run. The speedup of the quantum
algorithm as a whole arises instead from reducing the number of samples required to obtain a
particular accuracy for a particular parameter of interest, as shown below.
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The definition of Nr for the quantum algorithm is somewhat different from that in the classical MC
method, but as in the classical case represents the number of repetitions and therefore quantifies
the computational cost of obtaining a sufficiently accurate estimate. Here, Nr is the total number
that a unitary operation V , which prepares the initial state as V |0 . . . 0〉 = |ψ〉, is implemented.
The state |0 . . . 0〉 is a many-qubit trivial state where all qubits are initialized in the computational
basis state |0〉. If the implementation of each PEA returns an estimate θˆi within m bits of precision,
and M = 2m,
Nr = M × L . (11)
Since ZMC(t) ∈ [0, 1], the range of θ is [0, pi]:
θ = 2 arccos(ZMC(t)) . (12)
Each PEA uses m ancillary qubits that encode the estimate of θ upon measurement. In binary
form, this estimate is
θˆi = 2pi[.b
′
1 . . . b
′
m] = pi(b
′
1 + b
′
2/2 + . . .+ b
′
m/2
m−1) . (13)
b′j is the output state of the j-th ancillary qubit in the PEA obtained after measurement. The
values of b′j can then be either 0 or 1. The probabilities of outcomes of the last bit is given by
Pr(b′m = 0) =
1
2
(1 + cos(Mθ)) , Pr(b′m = 1) = 1− Pr(b′m = 0) . (14)
This probability is obtained as a result of the implementation of the PEA and is well discussed
in Ref. [28]. For the remaining bits b′j , the probabilities of obtaining outcomes 0 or 1, are given
recursively. In particular, for j = m− 1,m− 2, . . . , 1, these probabilities are
Pr(b′j = 0) =
1
2
(
1 + cos(2jθ − pi[.b′j+1...b′m])
)
, Pr(b′j = 1) = 1− Pr(b′j = 0) . (15)
The output probabilities of the quantum algorithm depend on θ, the quantity to be estimated. It is
possible then to simulate the quantum algorithm on a classical computer by assuming knowledge
of θ and then randomly sampling the bits b′j according to the above probabilities. Clearly, if θ
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is assumed to be known a priori, no algorithm is necessary to obtain its estimate. However, the
classical simulation of the quantum algorithm under this strong assumption still provides useful
information in terms of the quantum resources that will be needed in the general case where θ
is unknown. As shown below, these resources will depend on the precision and confidence level
required for the estimate.
The precision level of the estimation of θ, θ, is of order of the least significant bit and then
θ ≤ 2pi/M . From Eq. (12), the precision in the estimation of ZMC(t) using the quantum algorithm,
noted as Q, is
Q :=
∣∣∣cos((θˆ + θ/2)/2)− cos(θˆ/2)∣∣∣ . (16)
When θ  1, Q is of order 1/M and, from Eq. ((11)), this is also of order L/Nr. Then, the
precision Q depends on the inverse of Nr, proving a quadratic quantum speedup with respect to
classical MC methods to achieve the same precision level. Increasing the number of repetitions L
only increases the confidence level, but not the precision. After L repetitions of quantum PEA
algorithm, the median value of these estimates is the output of our quantum algorithm (θˆ). The
confidence level c, which is the probability that θˆ is within precision Q, can be bounded [28, 41]:
c ≥ 1− 1
2
(0.8)L . (17)
Thus, to reach a desired confidence level c, the number of repetitions L is
L ≥ log(2(1− c))
log(0.8)
. (18)
For a confidence level c = 99.75%, L is chosen to be 24.
Figure 2 shows classical simulations of the quantum algorithm for estimating ZMC(t), according
to the above procedure for sampling the bits b′j . The values as a function of time t for 0 ≤ t ≤ 3
are plotted. The quantum algorithm also takes Np, ∆t, ω, and β as input parameters. As in the
previous section, these are set to Np = 10
3, ∆t = 0.1, ω = 1, and β = 2. The increasing behaviour
of ZMC(t) as a function of t is demonstrated in Fig. 2 (a). The results are for m = 17 ancillary
qubits used in the PEA, i.e., m bits of precision in the estimate of the eigenphase θˆ. The number
of eigenphase estimates is L = 24 and the output is obtained from ZˆQ(t) = cos(θˆ/2). The results
of the quantum algorithm are in agreement with the highly accurate results obtained via classical
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MC calculations. As in the previous section, these highly-accurate MC calculations were obtained
from Nr = 2
20 × 60 runs, allowing to obtain estimates Z˜MC(t) that are very close to the actual
value of ZMC(t). The estimated rates of reactant conversion from the quantum algorithm relative
to Z˜MC(t), for two values of Nr, are shown in Fig. 2 (b). In this case, the quantum algorithm was
simulated for m = 17 and m = 20 bits of precision in the PEA, and L = 24. The error bars were
obtained according to Eq. ((16)). The relative errors decrease as a function of time because the
Z(t) approaches 1 as t increases. The extension for finite rate kinetics requires MC simulation of
the joint PDF transported equation. The results showing the estimates of the mean rate of reactant
conversion obtained from classical simulations of the quantum-algorithm are presented in Fig. 3,
where the simulation parameters are the same as those of Fig. 1 except for different Da values.
t
0 0.5 1 1.5 2 2.5 3
Zˆ
Q
(t
)
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Z˜MC(t)
ZˆQ(t)
t
0 0.5 1 1.5 2 2.5 3
Zˆ
Q
(t
)/
Z˜
M
C
(t
)
0.99995
1
1.00005
1.0001
Nr = 2
17
× 24
Nr = 2
20
× 24
(a) (b)
Figure 2. Estimates of the rate of reactant conversion obtained from classical simulations of the quantum-algorithm that
would solve a reacting flow process using Curl’s model. The input parameters are the same as those of Fig. 1. (a) Growth of
the estimated rate of reactant conversion as a function of time. The blue dotted line is the quantum-algorithm simulation for
Nr = 217×24 and the black circles are for the accurate MC estimate Z˜MC(t) obtained using Nr = 220×60. (b) Comparison of
two estimated rates of reactant conversion for Nr = 217 × 24 (black line) and Nr = 220 × 24 (red line), given by the quantum
algorithm, with Z˜MC(t). A different scale than that of Fig.1(b) is used here because of different error ranges. Smaller error
values within these estimates are already obtained for values of Nr where m = 17 and 20.
The parameters used in the simulations of the quantum algorithm are such that they provide a fair
comparison with the previous MC simulations. It is observed that, for Nr ≥ 217× 24, the quantum
algorithm provides more precise estimations of ZMC(t) than classical MC methods. Figures 4-5
show comparisons of estimation errors from classical MC methods (C) and the quantum algorithm
(Q). These errors are plotted as a function of Nr. It is observed that C decreases as 1/
√
Nr while
Q decreases as 1/Nr, demonstrating a quadratic quantum speedup of the quantum algorithm with
respect to MC. The advantages of the quantum algorithm are more obvious in the plot from certain
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Figure 3. Estimates of the rate of reactant conversion obtained from classical simulations of the quantum-algorithm that
would solve a reacting flow process using Curl’s model. The simulation parameters are the same as those of Fig. 1 except for
different Da values. (a) Growth of the estimated rate of reactant conversion as a function of time in different cases of Da values.
For Da= 0.1, the purple dotted line is the quantum-algorithm simulation for Nr = 217 × 24 and the blue circles are for the
accurate MC estimate Z˜MC(t) obtained using Nr = 220 × 60. For Da= 1, the green dotted line is the quantum-algorithm
simulation for Nr = 217 × 24 and the orange circles are for the accurate MC estimate Z˜MC(t) obtained using Nr = 220 × 60.
For Da → ∞, the cyan dotted line is the quantum-algorithm simulation for Nr = 217 × 24 and the yellow circles are for the
accurate MC estimate Z˜MC(t) obtained using Nr = 220 × 60. (b) Comparison of two estimated rates of reactant conversion for
Nr = 217× 24 (black line) and Nr = 220× 24 (red line), given by the quantum algorithm, with Z˜MC(t) and Da= 1. A different
scale than that of Fig.1(b) is used here because of the different error ranges in the two calculations. Smaller error values within
these estimates are already obtained for values of Nr where m = 17 and 20.
values of Nr for which Q ≤ C . However, the genuine advantage is in the different scaling of the
algorithm. Naturally, the resources required for a computation will always depend on prefactors
that are dependent on the hardware, and classical and quantum algorithms will naturally run on
different hardware.
4. Concluding Remarks
Following on from Ref. [23], a quantum algorithm that leads to a quadratic speedup over classical
MC methods in estimating statistical properties of a turbulent reacting flow has been demonstrated.
In this demonstration, several restricting assumptions are imposed, and need to be discussed. First,
turbulent mixing is simulated via the family of coalescence/dispersion (C/D) mixing model. The
quantum algorithm as developed here would yield the same speedup in conjunction with MC simula-
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Figure 4. Comparisons of errors output by the classical MC method (C) and the simulated quantum algorithm (Q) in the
estimation of the rate of reactant conversion ZMC(t) for the case Da →∞. The results are for values of t = 1, 2, 3 and different
Nr = 2m × L, with m = 10, 14, 17, 20 and L = 24.
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Figure 5. Comparisons of errors output by the classical MC method (C) and the simulated quantum algorithm (Q) in the
estimation of the rate of reactant conversion ZMC(t) for the case Da= 1. The results are for values of t = 1, 2, 3 and different
Nr = 2m × L, with m = 10, 14, 17, 20 and L = 24.
tion of alternative mixing closures [9, 42–55]. Second, is the assumption of a single-step, irreversible
binary reaction. Determination of the reactants’ conversion rate with this model is very useful from
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both theoretical [2, 36, 38, 47, 52, 55] and practical standpoints in analysis of plug flow reactors
[4, 56–58]. Extensions to PDF calculations with reversible reactions and multi-step kinetics are
straightforward. Third, with the assumption of homogeneity, the effects of advection and spatial
diffusion are masked in the formulations. Extension to an inhomogeneous flow simulation is also
straightforward. To do so, more modelling is obviously required to describe the PDF evolution. Fi-
nally, with the single-point PDF descriptor, no information is available pertaining to the evolution
of the turbulence time/length scales. Therefore, in the context as considered, the mixing frequency
is prescribed arbitrarily. In practical applications, this must be provided by external means (tur-
bulence models, experimental data), or a multi-point PDF formulation [51]. In all of these cases, a
quantum speed-up would be realized similar to that in the examples presented here.
As with Shor’s algorithm for factorization of integer numbers, quantum algorithms such as the one
presented here will require large-scale quantum computing hardware in order to encode and solve
real-world problems of interest in aerospace. Because such hardware is quite probably a decade or
two away, it is vital to use this basis as a starting point to connect communities of computational
fluid dynamics and developers of quantum algorithms. This work should form the basis for further
investigation of quantum algorithms for reacting flows, bridging between these two fields. We hope
that this will lead to further optimized algorithms (and perhaps optimized quantum hardware) for
dealing with turbulent reacting flow problems, including algorithms for specific applications that
could be usefully implemented on much nearer-term hardware.
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Nomenclature
Da. Damko¨hler number.
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F . fuel.
J . Shvab-Zeldovich variable.
j. the ordinal number of ancillary qubits in PEA algorithm, 1 ≤ j ≤ m.
k. the ordinal number of repetitions, 1 ≤ k ≤ Nr.
L. the number of realizations of the quantum algorithm.
l. the ordinal number of realizations of the quantum algorithm, 1 ≤ l ≤ L.
m. the number of ancillary qubits used in the quantum phase estimation algorithm.
Nr. the number of repetitions in Monte-Carlo simulations.
Np. the number of particles in Monte-Carlo simulations.
Nt. the number of time steps in Monte-Carlo simulations.
O. oxidizer.
P . PDF.
Pr. Probability
ps. probability of success of each execution of quantum PEA algorithm.
Q. approximated PDF of MC method.
q. the ordinal number of time steps in MC method, 1 ≤ q ≤ Nt.
r. the stoichiometric coefficient.
t. physical time.
tq. physical time at q−th time step
W . area weight of the reactant.
Z. reactant conversion rate.
Greek letters
ξ. the composition space for the mixture fraction.
∆t. the time step of MC simulations.
Ψ. the composition field.
ψ, the marginal composition field.
σ. the standard deviation of estimation via classical MC methods.
. the estimation error.
θ. the eigenphase.
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Subscripts
0. time zero (inlet of plug flow reactor).
C. classical algorithm.
st. stoichiometric.
MC. Monte-Carlo simulations.
Q. quantum algorithm.
Other symbols
〈 〉. probability average.
.ˆ estimation value
.˜ a very accurate estimation value used as a normalization factor.
| 〉. ket notation of a quantum state.
〈 |. bra notation of a quantum state.
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