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Abstract 
WC give an algorithm for finding the set of all rooted trees with labelled leaves having subtrees 
homeomorphic to each of a given set of rooted trees with labelled leaves. This type of problem 
arises in the study of evolutionary trees. 
1. Introduction 
In biological studies, the evolutionary relationship between a few species is often 
represented by a rooted tree with labelled leaves. The leaves represent the species and 
the internal vertices represent the ancestors. Such trees are also used in biogeographical 
analysis to represent the biological relationship between geographical areas. In this case, 
the labels represent the areas. It often happens that a few trees have been constructed. 
relating subsets of the species (or geographical areas) under consideration, and it is 
desired to combine the input trees into one output tree [4, 51. A similar problem arises 
in the theory of relational databases ([l]). 
The general problem is one where the input is a set of rooted trees with labels at the 
leaves and the output is a single tree or a set of trees where the leaves are labelled with 
all the labels in the input trees, and which “fits” the input trees as much as possible. 
In the most general case, some input trees may have multiple labels at the leaves: 
that is, one leaf is labelled with several labels, as happens with biogeographical input 
trees. It is also possible that some input trees contain conflicting information. In this 
article, we consider the simple case where each leaf is labelled by a single label, the 
labels all being different, and that conflicting information in the input trees results in 
no output tree. It is conventional to assume that such trees have no vertices of degree 
2. We shall generally call such a tree an evolutionury tree and talk about species and 
ancestors, even though in some applications the labels are not species. 
We say that an output tree is compatible with an input tree, if the input tree is 
topologically equivalent to a subtree of the output tree that respects the labelling. A 
* Corresponding author. 
0166-218X/96/$1 5.00 0 1996 Elsevier Science B.V. All rights reserved 
SSDI 0166-2 18X(95)00074-7 
20 A4.P. Ng and N.C. Wormaldl Discrete Applied Mathematics 69 (1996) 19-31 
g cf b e d a 
a b c 
is a subtree of 
a b c 
abc abcde 
a triple @c)a two fans 
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set S of trees is consistent if there exists some tree that is compatible with all the trees 
in S. 
In terms of standard graph theory, the problem we study here is one of recon- 
struction. We are given a set of rooted trees with labelled leaves and need to find 
a rooted tree T such that T contains subtrees homeomorphic to all the given trees. 
We also discuss another variation, in which “homeomorphic” is replaced by “con- 
tractible”. 
Our main results are algorithms which (1) produce a single tree compatible with a 
given set of input trees, if the set is consistent (algorithm OneTree), and (2) produce 
all trees compatible with a given input (algorithm AllTrees). The running times of 
our algorithms are polynomial in the size of the input in the case of OneTree, and 
polynomial in the size of the output in the case of AllTrees (whose size of output may 
be exponential in the size of the input). 
Our general approach is to break up each input tree into a set of triples and fans. A 
triple is a tree with three leaves and two internal vertices. A fan is a tree with at least 
three leaves and one internal vertex. We denote a triple by (ab)c where a and b are 
the labels of the two closest leaves and c is the label of the third leaf, and a fan by 
ab . . . e where these are the labels of the leaves. A fan with k leaves is called a k-fan. 
We then combine all the triples and fans to build output trees that are compatible 
with all of them. 
Aho et al. [l] show how to solve our problem of finding one compatible tree very 
efficiently. In the case that the input consists only of 12 triples, they achieve time O(n*) 
[ 1, Theorem 31. Fans were not considered explicitly, but an n-fan is equivalent to a 
set of approximately n2/5 3-fans (see Proposition 2 in Section 3 below). A 3-fan can 
be expressed in terms of constraints of the type they do consider in [ 1, Section 3, 
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“Extensions”]. There they claim that an input of II constraints can be dealt with in the 
same time (O(n2)), but it seems likely that the intended reference is to [ 1, Theorem 
41 (O(n’logn)). Instead of duplicating their work on these problems, we present our 
results on these problems in a slightly weaker form as a lead-up to our results on 
the problem of finding all compatible trees. For finding just one compatible tree, our 
method is implicit in [I, Section 3, “Extensions”]. Constantinescu and Sankoff [2] also 
solve the problem of finding all compatible binary trees, but in the absence of fans, and 
with a less efficient algorithm than ours. Fans make this problem especially interesting 
and nontrivial. 
Kannan et al. [3] consider the problem of constructing a binary evolutionary tree, 
assuming that all the triples that are subtrees of the final output tree are available on 
request. Our problem is more general in that the inputs are trees that need to be broken 
down. that the trees are not necessarily binary, and that not all the triples and fans are 
available. 
Steel [8] considers a similar problem which is more restricted in a way, but more 
general in a different direction. He considers a set of input trees (not necessarily rooted) 
and asks the question: is there an efficient way to determine whether the set is consis- 
tent - meaning, does there exist a tree which is compatible with all the input trees? 
However, he considers a type of compatibility slightly different from ours, which we 
shall call weak compatibility. This corresponds to the contractibility variation of our 
problem mentioned above. Suppose T is a tree with a label set A and t is a tree labelled 
from a subset A’ of A. Let TIA, denote the tree induced on A’ by deleting all edges 
not connecting vertices labelled from A’ and suppressing all vertices of degree 2. We 
say T is weukly compatible with t and write TiA, 4 t if t can be obtained from I‘,,, 
by contracting certain edges. (This is weaker than compatibility, since T is compatible 
with t if and only if TiilJ = t for some A’.) The two types of compatibility are equiv- 
alent if t is a binary tree. Thus, the two types of consistency determined by the two 
types of compatibility coincide if and only if all the input trees are binary. (Readers 
of [8] should note that Steel uses “consistent” where we would use “compatible” and 
vice versa.) 
Steel’s general approach and ours are similar, in that each of the input trees is 
broken up into smaller parts-triples and fans in our case and quartets (binary trees 
with four leaves) in his. In the case of rooted trees, he ensures that all the quartets 
include the root and are thus the same as our triples. However, because he uses weak 
compatibility, the fans carry no information and are not kept. Instead, fans that are 
part of an input tree are broken down into extra quartets. 
Steel shows that the problem of determining if a set of input trees (not necessarily 
rooted) is consistent is NP-complete. For rooted trees, however, he states (Theorem 2) 
that. because of the algorithm in Aho et al. [l], a compatible tree (if one exists) can 
be constructed in polynomial time. This is the same as our OneTree algorithm applied 
to triples. 
The problem of constructing all trees weakly compatible with a set of input rooted 
trees is not considered in [8]. However, this can be solved using our algorithm AllTrees 
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by applying it to the set of triples obtained from Steel’s breaking up algorithm; since 
triples are binary the two types of compatibility coincide. 
2. Formal description of an evolutionary tree 
There is a natural association between the vertices of an evolutionary tree and the 
nonempty subsets of the label set. Let A be the set of labels and S a nonempty subset 
of A. Then there is a unique vertex that represents the “most recent” common ancestor 
of all the species in S, where “most recent” means farthest from the root. We denote 
this vertex by us. The vertices of a rooted tree are partially ordered in the following 
natural way. We shall write v < v’ if v is further from the root than v’. This induces 
a partial ordering 3 on the set of nonempty subsets of A. Specifically, for nonempty 
subsets Si and SZ of A, we define 
Sl 5 s2 iff us, d vs2. 
It follows that if Si C S2 then Sr 5 S2. 
For any internal vertex v, the set {S : us = v} contains an element with two labels. 
This is because v has degree at least 3 and so there are at least two edge-disjoint paths 
that lead from 11 to two distinct leaves labelled by say, a and 6. Then, vtabl = v. This 
means any internal vertex can be represented by a pair of labels from A. The induced 
partial ordering on the set {{a, b} : a, b E A, a # b} has the following properties: 
1. For all a E A, the set C, = {{a,~} : x E A,x # u} is totally ordered. 
2. For all a, b and c E A, 
{u,c} + {u,b} * {u,c} = {b,c} 
and 
{a,~} = {a,b} + {arc} k {kc}. 
3. For all a, b, c and d E A, {u,b} -X {c,d} + {c,d} = {a,~} = {b,c} or 
{c,d} = {a,d} = {b,d}. 
4. For all a, b, c and d E A, {u,b} = {c,d} + {c,d} = {a,~} = {b,d} or 
{c,d} = {u,d} = {b,c}. 
Indeed, an evolutionary tree with label set A can be defined as a partial ordering on 
the set of pairs of elements of A that satisfies certain properties including these ones. 
To do this formally, let A be any finite set and 3 be a partial ordering on the Cartesian 
product A x A such that 
1. (a, b) = (b, a) for all a, b E A. 
2. (a,~) 4 (a, 6) for all a, b E A and a # b. 
3. For all a E A, the set C, = {(a, b) : b E A} is totally ordered. 
4. For all a, b and c E A, (u,b) + (a,~) + (a,~) = (b,c). 
5. For all u, b, c and d f A, (a,b) + (c,d) + (c,d) = (a,~) = (b,c) or (c,d) = 
(u, d) = (b, d). 
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6. For all a, b, c and d E A, (a,b) = (c,d) + (c,d) = (a,~) = (b,d) or (c,d) = 
(a,d) = (b,c). 
Properties (5) and (6) force a lot of pairs to be equal and eliminate the possibilities 
of cycles. In particular, it can be shown that 
7. (C,A) ? (a,b) + (C,d) E C, n Ch. 
We can represent (d4 x A, 3) by a graph as follows. Each equivalence class of equal 
pairs is a vertex and two vertices are adjacent if and only if they are adjacent in a 
chain C’, for some a. For each a, the element (a,~) is a leaf and is labelled by u. 
Property (7) shows that the graph is an evolutionary tree with label set A. 
3. Taking trees apart 
Our main object in this section is to present Algorithm Breakup, which constructs 
from an input tree T a set G of triples and fans which define T uniquely. The idea 
is to start from the top of a branch and “trim” off a triple or fan as appropriate, and 
then repeat the process. 
BreakUp(A, T, G) 
Input: non-empty set A = {al, ~2,. , a,} of labels, tree T with label set A. 
Output: set G of triples and fans. 
1. If T is a triple or fan then add T to G and return. 
2. Identify among the set of all internal vertices of T a vertex 1: = “I~,, a,, l, say, that 
is minimal under the partial ordering <. 
3. If deg(u) > 3 then 
add fan ai, a,, to G, where ai,, , q, are the labels of the leaves attached 
to c. 
Let A’ = A \ {ui3,. , a,, } and T’ = tree obtained from T by deleting the leaves 
with labels ai,,. . ,uil. 
else 
identify a label ui, where ti{,8,,,,Xj is the immediate successor to v and add :he 
triple (a,, urz)uiX to G. Let A’ = A \ {ui, } and T’ = tree obtained from T by 
deleting the leaves with labels n,, and ai,, and label the vertex v by u,?. 
4. BreakUp(A’, T’, G). 
We shall show that the set G of triples and fans determines a unique tree with label 
set A and so it must be the tree T we started with. Let t, denote the triple or fan that 
is obtained at the ith step, let Ti denote the resultant tree and To = T. Let L, denote 
the label set of 7;. We have G = {tl, . , tm}. 
Lemma. 7; is the unique tree with label set Li thut is compatible with T,,., und f,+l. 
Proof. Suppose T is a tree with label set L, that is compatible with Ti+, and t,+l We 
shall show that T = Ti for the cases when tit1 is a fan and when it is a triple. 
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Suppose ti+l is the fan ai, . . . a,, . We want to show that (Q,,c) =r (ui3, c), for all 
c # ai,, a,, . If c E {Ui,) . . . ) aik}, then (u~,,c) =f+, (ui3,c) implies that (ai,,c) =T (ai,,c). 
If c E L, \ {Ui,,. . . , aik }, then, by construction, (ai,, C) > r,,, (ai,, ail) =tr+, (ai,, ai, ). SO, 
(Ui,, C) > T (Ui,,Ui?) implies that (Ui,,c) =T (ab,~), by property (4). AS ai, and ail are 
symmetric with respect to T, interchanging the labels ai, and ai, gives the same tree 
T. The same comment applies to uia,. . ,uik. So, 2’ must be z. 
Suppose ti+l = (~;,ai,)ai,. We want to show that (ai,,~) =T (ai2,c), for all c # 
ai, Y ai:. This is true for c = Uis, because it is implied by ti+l which is imbedded in 
T. If c E Li \ {ai }, then, by construction, (ail, C) > r,, , (ai,, ai, ) > l,,, (ai,, ail). SO, 
(a,, , c) > T (Ui,, Uiz) implieS that (Ui,, c) =T (Ui2, c), by property (4). Since interchanging 
the labels ai, and Ui2 gives the same tree T, we must have T = 7;. 0 
Theorem 1. T is the unique tree with label set A that is compatible with the set G 
of triples and fans given by algorithm Breakup. 
Proof. We shall prove that T, is the unique tree with label set Li that is compatible 
with {ti+l,. , tk}, and we shall use induction on the number k - i of elements in 
{t,+l,...>tk}. 
If k - i = 1, the theorem is obviously true. Now suppose c+l is the unique tree with 
label set Lj+i that is compatible with {t,+z, . . , k . t } Let T be a tree with label set Li 
that is compatible with { ti+l , . . , tk}. Then T is compatible with {ti+z, . , tk} and &+I, 
and so is compatible with Ti+l and tr+l, by induction. By the lemma, T = Ti. 0 
We do not attempt to break any large fans down into smaller fans, because the 
number of 3-fans required to represent a n-fan is quadratic in n, as shown by the 
following. 
Proposition. Let n > 3. If there is a unique tree F with labels al,. . . , a,, compatible 
with a set F,, . . . , Fk of k j-fans, then k 2 [n(n - 1)/51. 
Proof. Clearly the n-fan with leaf labels al,. . , a, is compatible with F1, . . . ,Fk, and 
so F must be this fan. We make two more initial observations: 
(i) every pair of labels ai and aj must occur together in at least one of the 3-fans 
Fi; otherwise the tree with ai and aj up the same branch at the root, and all other 
leaves up different branches, will also be compatible. 
(ii) For the three labels in a fan Fi, some other fan must contain just two of them; 
otherwise, these three labels could all go up the same branch at the root. 
For a graphic description of the rest of the proof, consider the complete graph K,, on 
vertices al,...,a,. Each fan Fi corresponds to a triangle Ti in K,, whose vertices are 
the labels in Fi. By (i), the triangles Tl, . . . , Tk cover the edges of K,,. By (ii), each 
triangle c shares an edge with at least one other triangle Tj. Assign each edge of 
T, the weight w where w is the reciprocal of the number of triangles Tj containing 
that edge. Then by (ii), the sum of the weights of all the edges in c is at most 5/2, 
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and so the sum of all edge weights is at most 5k/2. On the other hand, these edge 
weights must sum to the total number of edges of K,, that is, to n(n - I )/2. Thus 
n(n - 1 )i2 d 5k/2, and the result follows. 0 
From [6], it appears that the Proposition is sharp; that is, for any k satisfying the 
Proposition, there will be a set of k 3-fans with n labels which determine a unique 
tree. 
Steel [S] breaks up a rooted tree into triples only. As a fan carries no information by 
his definition of compatibility, he can trim off a triple at any vertex adjacent to a group 
of leaves. Since fans have more significance under our definition of compatibility, they 
need to be treated more carefully, and it is more convenient for us to trim from the 
top down. In Steel’s breaking up algorithm, if t‘ is a minimal vertex adjacent to a set 
of leaves labelled by a,, uiL (k 3 2) then the triples (a?, a&, (a,, ccl; )a,. , (a,, a,, )a 
are created, where a IS such that L’{~,,,~) is the immediate successor to 2’. The leaves 
are then deleted and 1; is labelled by a,, . The process is then repeated. 
4. Finding a compatible tree 
Algorithm OneTree constructs a single tree from a set of input triples and fans, if 
the input set is consistent. Inconsistent input will result in the output of the empty tree. 
Thus, the algorithm can be used as a test for consistency. The idea is to start at the 
root level and use the input triples and fans to divide the labels into disjoint subsets, 
where labels in the same subset must lie in the same branch attached to the root. These 
constraints are generated from the observations that for a triple (ah)c, the labels u and 
b must be on the same branch, whilst for a fan (ah. e), the labels must all be on 
one branch or else each one on a different branch. After the division, each branch is 
considered as a tree and the process repeated. 
OneTree( G,A. c, T) 
Input: set G of triples and fans, nonempty set A = {a,, . , a,} of labels containing 
all labels in G, vertex U. 
Output: tree T with root vertex L’. 
1. If II = 1. set T = v with label ai and return. If n = 2, create T by attaching two 
new vertices to u’, label them at and a2 and return. 
2. Create sets S, = {a;}, i = 1,. . . ,n. 
3. For each triple (uh)c, merge the two sets S, and Sj containing a and h (if i # j). 
4. repeat 
for any fan F with at least two labels in the same set S,, merge S, with all sets 
Sj containing any label in F. 
until 
each fan with at least two labels in the same set S, has every label in S,. 
5. If there is now only one set S;, set T = 8 and return. 
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6. For each set Si, create a vertex tii, set G’ := the set of triples and fans containing 
only those labels in S,, and call OneTree(G’, Si, ui, r’). If T’ = 8, then set T = 8 
and return. Otherwise, add T’ and the edge UUi to T. 
Note 1 (Binary trees). If there are no input fans then it may be desired to find a 
binary tree consistent with the input, in which case Step 6 can be altered slightly to 
put a binary tree on v and the vertices 0,. This produces a binary tree output. Note that 
if we wish to find all binary trees, it is not enough to put all possible binary trees on 
these vertices. However, the algorithm AllTrees in the following section can perform 
this task correctly. 
Note 2. In the opposite direction, if vertices of degree greater than 3 are permitted, 
it may be desirable to find a tree compatible with G having the minimum possible 
number of vertices. OneTree does this. 
Theorem 2. If the input set G is consistent, OneTree returns a tree T with root 
vertex v and compatible with G. If G is inconsistent, it terminates with T = 8. 
Proof. First suppose the input is consistent. Let T be a tree compatible with the input. 
Consider the mergings of sets carried out in Step 3 of Algorithm OneTree. It is seen 
by induction on j that after the jth merging, if any two labels are in the same set S, 
then they must be in the same branch at the root of T. The same is true of Step 4. 
Thus, we have 
Lemma. If u and v are labels in difSerent branches of T at the root, then Algorithm 
OneTree does not place u and v into the same set S,. 
We use this lemma to show that the algorithm outputs a nonempty tree. Trivially, 
any subset of a consistent set of triples and fans is consistent, and so each call of 
Algorithm OneTree in Step 6 is with consistent input. By the Lemma, at least two sets 
Si are formed if there are more than two labels. Thus by induction, Algorithm OneTree 
eventually outputs a nonempty tree. 
Now suppose that the algorithm returns a nonempty tree TO. We need to show that 
TO is compatible with the input. By induction, Step 6 ensures that TO is compatible 
with all the triples and fans whose labels are contained within one subset S,. Also, in 
view of Step 3, TO is compatible with any triple with labels from two different Sl’s. 
Step 4 takes care of fans with labels from two different $‘s. Hence, TO is compatible 
with the input. 
From these two conclusions we have the theorem. 0 
5. Finding al1 compatible trees 
Algorithm AllTrees, described below, constructs the set of all trees that are consistent 
with a set of input triples and fans. The effect of OneTree is to merge sets of labels 
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that need to be on one branch, because the merging is forced by the presence of some 
input triples or fans. Other compatible trees could be obtained by introducing extra input 
triples and fans, so long as these are not inconsistent with the input set. The effect is 
to cause extra mergings. Thus, the set of all trees can be constructed by introducing 
all possible mergings, so long as they are not inconsistent with the input set. 
Algorithm AllTrees is similar to OneTree, but after Step 4 we need to create all pos- 
sible further mergings of the current sets SI, . , Sk consistent with all the fans. We use 
the dynamic programming paradigm in order to obtain polynomial time complexity for 
the algorithm. The underlying strategy is to find all possibilities for the leftmost branch 
of the tree and then amalgamate with all solutions for the remaining tree recursively. 
We will choose a vector Y = (q, . . , rk ) such that r, = 1 if S, is in the same branch 
as S1, and Y, = 0 otherwise. We need to choose I- so that for each fan, 0, 1, or all the 
labels in the fan are contained in the union of the sets S, for which r, = I. This is 
achieved by enforcing two Rules described below. We use r, = 2 to denote that ri is 
undecided so far. 
To save looking for all solutions for one branch and then finding that the triples and 
fans are inconsistent, we first check for consistency using OneTree. The consistency 
check is not part of AllTrees because it only needs to be done once, and AllTrees calls 
itself recursively. Thus, the algorithm for finding a list L of all solutions to a given 
input set is 
OneTree( G, A, D, T); 
if T # 8 then AllTrees (G,A, u,L) else set L = 0. 
AllTrees is defined as follows. Steps 2, 3 and 4 are the same as in OneTree. Step 5 
uses a procedure Branches defined below. The effect of Branches is to create a list A4 
of all compatible trees which can be made subject to the constraint that the set of labels 
in any branch must be the union of some collection of the Si, with the restriction that 
if the logical variable “first” is true, then there must be at least two branches. 
AllTrees( G, A. c, L) 
Input: set G of triples and fans, nonempty set A = {al,. . , a,} of labels, root 
vertex c. 
Output: list L of trees. 
1. if n = 1 then set 7’ = n with label al and return with L = {T}. 
if n = 2 then create T by attaching two new vertices to U, label them al and u2 
and return with L = {T}. 
2. Create sets S, = {a,}, i = 1,. . , n, and set L = 0. 
3. For each triple (ab)c, merge the two sets Si and Sj containing a and h (if i # ,j). 
4. repeat 
for any fan F with at least two labels in the same set S,, merge S, with all sets 
S, containing any label in F. 
until 
each fan with at least two labels in the same set S; has every label in S,. 
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5. set r&...,rk = 2; 
set r1 = 1; 
set first = true; 
set T = v and M = {T}; 
Branches(first, rl, . . . , rk, S1,. . , &,h!f); 
Branches calls itself recursively, building the list A4 by adding one branch at a time to 
all trees already in M. To define it, we first define two “rules” for modifying variables 
tl,, . . , tk whose action depends on the fans. For each rule we describe which fans it is 
applicable to and what the outcome is. 
Rule 1. 
applicable fan: any fan F containing labels in two different sets S, and S,, with t,,, = 0 
and tn = 1. 
action: for every set S, with p # n containing a label in F, if t, = 2 set 
t, = 0, and if t, = 1, set failed = true. 
Rule 2. 
applicable fan: any fan F containing labels in two different sets S,,, and S,, with tm = 1 
and tn = 1. 
action: for every set S, containing a label in F, if t, = 2 set t, = 1, and if 
t, = 0 set failed = true. 
Note that in the application of these two rules, any fan all of whose leaves are contained 
in one of the Si will be totally ignored. 
Branches(first, rl, . . . , rk, S,, . . . , Sk, M) 
if r, > 1 for some i then 
set i = the least number for which ri = 2; 
set tj = rj for all j # i, and set ti = 0; 
set failed = false; 
repeat 
select a fan F applicable for Rule 1 and carry out the action specified 
until 
failed or no fans remain to which Rule 1 is now applicable except those to 
which it has already been applied in this loop; 
if not failed then Branches(first, tl,. . . , tk, 5’1,. . ,Sk, M); 
settj=rjforallj#i,andti=l; 
set failed = false; 
repeat 
select a fan F applicable for Rule 1 or Rule 2 and carry out the action 
until 
failed or no fans remain to which Rule 1 or Rule 2 is now applicable except 
those to which that rule has already been applied in this loop; 
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if not failed then Branches(first, tl,. . , tk, SI,. . .&, M); 
else 
if T, = 0 for some i or not first then 
merge all S, with r, = 1 into a new set B; 
create a vertex c’; 
set G’ = the set of triples and fans containing only those labels in B; 
AllTrees( G’, B, d, L’); 
for each tree T in M and each tree T’ in L’, make a new tree by joining 
the vertex v of T to the vertex c’ of T’. and let M’ denote the list of all 
resulting trees (so that 1M’I = JMIJL’l); 
if Y, = I for all i then 
append the list M’ to the list L 
else 
relabel those sets S, not in B as Sr,. . . .&I; 
set first = false, rl = 1, and ~2 = = q./ = 2; 
Branches( first, ~1, . . . , yk’, SI , . , .S~~, M’); 
end Branches 
Note. If it is desired to restrict the output to binary trees, then there can be no fans 
in the input, and the procedure Branches should be replaced by a much simpler one 
which just runs through all possibilities of merging the sets S, into two sets, for the 
labels up each of the two branches, calling AllTrees for each of these two sets to 
complete each branch. 
Theorem 3. &f’ the input set G is consistent, AllTrees returns c1 list L oJ’ crll trees 
computihle with G with root t’ertex v und labels in A. 
Proof. Let T be a tree compatible with the input. From the proof of Theorem 2, it is 
evident that it must be possible to obtain T by altering OneTree so that the appropriate 
further mergings are carried out in Steps 3-5. 
To verify that AllTrees produces a list L of all trees which can be obtained in such 
a way and are compatible with the input, we show inductively that if A4 is a list of 
trees with root vertex v, then Branches(first, ~1,. ,rk, S,,. . . ,&, M) appends to L 
every tree of the form T* U T where T* E M and 2’ has the following properties: T 
is compatible with G; the root vertex of T is v; the set of labels in any branch of T 
at c is the union of some collection of the S,; if “first” is true, then the sets S, must 
be split between at least two branches at G; the labels in Si are in the same branch as 
St if I*i = 1, and in a different branch from SI if Y; = 0. By U here we mean that the 
vertex L’ in both trees is identified. 
To demonstrate this statement, we observe that when ri > I for some i, Branches 
treats two cases for a set Sj which is so far undecided (that is, y, = 2): Sj goes firstly 
into a different branch from Sr, and secondly into the same branch. 
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Take the former case first. We can assume by induction that before setting ti = 0, 
there are no applicable fans for Rules 1 or 2. It follows that in the application of Rule 1, 
where we do not set any new t, = 0, no fans will become newly applicable for Rule 
2. Moreover, it is clear that the action of Rule 1 resulting from an applicable fan 
represents a property of sets Si which is necessary of all trees in L; that is, in all trees 
in L, the labels in sets Si for which ti = 0 must lie in different branches at u from 
those in Sr, given the values of the tj which were assigned outside the application of 
Rule 1. The variable “failed” is only set true if contradictory information is obtained. 
Similar observations apply to Rule 2, which covers the latter case. 
Now consider the second part of Branches, in which rI < 1 for all i. Assume that 
ri = 0 for some i or “first” is false. All possibilities for the branch containing labels 
in Si is formed by AllTrees, and so M’ contains all possible trees consistent with G 
which can be formed by joining this branch as an extra branch to the root vertex of 
trees in M. If no Yi is 0, this list is appended to L as required. Otherwise, Branches 
does the job of determining the other branches at v consistent with G and formed from 
sets S, for which rj = 0. 
Finally, consider the case that Yi = 1 for all i and “first” is true. Then Branches 
appends nothing to L, as required. 0 
We now turn to the time complexity of these algorithms. 
Theorem 4. (a) The running time of OneTree is O(h(n)) where 
h(n) = n(n + t + bn)a(n + t + f), 
n is the number of labels, t is the number of triples, f is the number of fans, b is 
the sum of the squares of the numbers of leaves in the funs, and u is the inverse 
Ackermann function. 
(b) The running time of AIlTrees is O(h(n) + bfn) times the number of trees in 
its output. 
Note. The function a is almost constant. For practical purposes, we can assume a(n + 
t + f) < 4. (This is true provided n + t + f < g( 16) where g is defined by g(0) = 1, 
g(k) = 2q(k-‘).) 
Note. Setting ti = 0 does not fit in with the framework of rules given in [I], since their 
operations on the sets S, are all merge operations. Thus, their method is not directly 
applicable in Branches. However, it seems plausible that their method can be modified 
to achieve a more efficient version of Branches. 
Proof. (a) Each call of OneTree adds an extra vertex to the tree T, which has at 
most 2n - 1 vertices since it has n leaves and no nonroot vertices of degree 2. Thus 
OneTree calls itself recursively at most 2n - 1 times before terminating. In each call, 
the time is dominated by Steps 2, 3 and 4. Step 2 takes time n, and Steps 3 and 4 
M P Ny und N. C. Wonnaldl Discrete Applied Muthematics 69 (1996J 19-31 : I 
cause a sequence of so-called union-find operations. As explained by Sedgewick [7], 
we can test m pairs of labels (find operations) for membership in the same set, and 
combine their sets (union operations) if they happen to be different, in time mr(m) for 
CY as above. There are t pairs of elements whose corresponding sets need to be found 
for possible merging in Step 3. In Step 4 each pair of labels in every fan may be 
tested in each iteration of the repeat loop. There are at most b such pairs, and these 
find operations dominate this step. The repeat loop is repeated at most n times since 
the number of mergings is at most n (the number of sets goes down by 1 with each 
merge) and so the time taken for Steps 3 and 4 is O(t + bn)cr(t + bn). Multiplying by 
2rr - I gives the stated result. 
(b) The crux of this result is that every time that AllTrees(G’,B, c’,L’) is called 
within Branches, the output list L’ will not be empty. This is because B is just a 
subset of the set of all triples and fans. and Branches never gets called if the original 
input is not consistent. Thus, when Branches is called within AllTrees the output will 
be nonempty. The analysis of the union-find operations required in (a) is applicable 
here for each call of AllTrees. For each call of Branches, there is extra work due 
to the applications of Rules 1 and 2 to find a suitable set of values of the t,. The 
time required for these operations in one call of Branches is O(bJ‘) since the repeat 
statements are repeated at most f times and for each repetition at most h pairs ot 
labels are considered. Each call of Branches which calls branches reduces the number 
of Y, which are 2, so the time from when Branches is called to when AllTrees ia 
next called or the call of Branches terminates is O(kbf’). This either leads up to the 
successful creation of a subtree of size at least k, or leads to another call of Branches 
which will be successful. Thus all this takes time 0tnb.f’) per tree in the output. The 
theorem follows. 0 
Finally we remark that it would be easy to reorganise AllTrees so as to ensure that 
there is polynomial time delay between the trees being outputted. 
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