An important step in today's Integrated Circuit (IC) manufacturing is optical proximity correction (OPC). While OPC increases the fidelity of pattern transfer to the wafer, it also significantly increases IC layout file size. This has the undesirable side effect of increasing storage, processing, and I.O. times for subsequent steps of mask preparation. To alleviate the growing volume of layout data, a new layout data format, Open Artwork System Interchange Standard (OASIS), was introduced in 2001 by SEMI's Data Path Task Force. Even though OASIS results in a more efficient representation than the previous industry standard format GDSII, there is still room for improvement by applying data compression techniques. In this paper, we propose two such techniques for compressing layout data, including OPC layout, while remaining complaint with existing industry standard formats such as OASIS and GDSII. Such compliance ensures that the resulting compressed files can be viewed, edited, and manipulated by industry standard CAD viewing and editing tools without the need for a decoder. Our approach is to eliminate redundancies in the representation of the geometrical data by finding repeating groups of geometries between multiple cells and within a cell. We refer to the former as "inter-cell sub-cell detection (InterSCD)" and latter as "intra-cell sub-cell detection (IntraSCD)". We show both problems to be NP hard, and propose two sets of heuristics to solve them. For OPC layout data, we also propose a fast compression method based on IntraSCD which utilizes the hierarchical information in the pre-OPC layout data. We show that the IntraSCD approach can also be effective in reconstructing hierarchy from flattened layout data. We demonstrate the results of our proposed algorithms on actual IC layouts for 90nm, 130nm, and 180nm feature size circuit designs.
INTRODUCTION
As the semiconductor industry moves toward denser designs with smaller feature sizes, pattern transfer from reticles to wafers, referred to as lithography, becomes more challenging. To correctly fabricate these circuits using current lithographic machines, resolution enhancement techniques (RET) such as optical proximity correction (OPC), phase shift masking, scattering bars, and tiling are routinely performed on the layout data. 1 Denser circuit designs and increased usage of RET have resulted in significant data volume explosion. Specifically, The International Technology Roadmap for Semiconductors indicates that a single layer of uncompressed fractured layout will exceed 400 Gigabytes in 2007, 2 and GDSII layout file sizes are likely to grow to many gigabytes. 3 In particular, OPC is a major contributor to the expansion of layout data volume. OPC often destroys hierarchical structures in layout designs, and adds vertices to polygons causing over 10X increase in file size.
There exist compression algorithms to reduce the mask data size in the rasterized domain for direct write lithography system. 4, 5 There are also algorithms which can be adapted to compress hierarchical IC layout data. Specifically, Chen et al. 6 have investigated algorithms to compress dummy fills in IC layouts which exhibit high degree of spatial regularity. Veltman and Ashida 7 propose a compression technique for E-Beam writers by finding a set of polygons with identical repetitions that can be referenced as a single geometrical library.
In this paper, we propose two compression techniques to reduce the layout data size by finding repeating groups of polygons in the layout. Our techniques are designed in such a way that the resulting compressed layouts remain compliant with standard industry formats such as GDSII and OASIS, and can therefore be read by industry standard CAD viewing and editing tools without a decoder. In Section 2, we describe the problem of finding repeating groups of geometries between multiple cells and within a cell. We refer to these problems as inter-cell sub-cell detection (InterSCD) and intra-cell subcell detection (IntraSCD) respectively. In Section 3, we present a set of greedy algorithms to solve these two problems. In Section 3.4, we extend the IntraSCD algorithm to exploit the hierarchical information in the pre-OPC layout in order to compress the post-OPC layout; in doing so, we achieve a factor of five speed up with little or no loss in compression efficiency as compared to the IntraSCD method in Section 3.2. Section 4 discusses experimental results on actual IC layout data. Finally, conclusions and future research directions are included in Section 5.
SUB-CELL DETECTION PROBLEM
IC layouts have a well defined hierarchical structure, and layout interchange formats such as OASIS and GDSII provide syntax to describe the hierarchy efficiently. However, the hierarchical structure is partially destroyed during the OPC process. Despite this, it is possible to reconstruct some hierarchy by finding groups of polygons that undergo the same proximity correction. Empirical observation of post-OPC data reveals repeating groups of polygons both across multiple cells and within a cell. As shown later, we exploit both of these redundancies in reducing the file size of the semihierarchical post-OPC layout data.
We begin by defining terminologies used throughout the paper. We define rectangle, trapezoid, polygon, and placement as geometries. A placement is a reference to another cell in the layout. A cell is a collection of geometries in a two dimensional plane, and a sub-cell is a subset of the geometries that are within a cell. A rigid transformation is associated with each placement. Two geometries are the same if they are of the same geometrical shape; in the case of placement, they need to reference the same cell, and have the same type of transformation. The compression ratio (CR) is the ratio of the size of the OASIS layout file to the size of its compressed version.
Inter-cell Sub-cell Detection
In the InterSCD problem, we wish to find a group of geometries that appear in two or more cells. In OASIS, geometries are defined each time they occur in a cell. For instance, if a group of 4 geometries occur in N different cells, then they result in 4N definitions when only 4 definitions would suffice. By detecting this group of 4 geometries, it is possible to create one cell from them which can then be referenced by each of the N cells with a placement operator. Figure 1 shows an example of four cells and a group of 4 polygons that occur in each of the four cells. Rather than defining the 4 polygons separately in each cell, we create a placement in each of the cells that references a new cell containing the 4 polygons. In this case, it is sufficient to define the 4 polygons once rather than 4 times. In Figure 1 , the placement in cells A, B, and D are translated version of the sub-cell, and the placement in cell C is a rotated and translated version of the sub-cell. We now formally define the InterSCD problem:
Inter-cell Sub-cell Detection Problem: Given m cells, {C 1 , C 2 , ..., C m }, find the sub-cell which maximizes |SC r | * r for m ≥ r ≥ 2.
A sub-cell SC is defined to occur in a cell C if there exists a transformation L that maps every geometry in SC to some geometry in C. |SC r | denotes the number of geometries in the sub-cell, and r is the number of cells that SC r occurs in. This problem is NP hard since it is a special case of the largest common point set (LCP) problem 8 with r = m, each geometry mapped to a point, and each cell mapped to a point set. In the LCP problem, for a collection of d-dimensional point sets SS = {S 1 , S 2 , ..., S m }, the objective is to find a maximal set U that is congruent to some subset of S i for i = {1, 2, ..., m}. A set U is congruent to a set V if there exists a transformation that takes U into V .
Intra-cell Sub-cell Detection
In the IntraSCD problem, we wish to find groups of geometries that occur at multiple locations within a cell. The OASIS format provides different operators for representing repetitive geometries. 3 In this paper, we assume that all repetitive geometries are represented with the "TYPE 10" repetition operator. With the "TYPE 10" operator, representing N instances of a geometry requires one geometry definition and N two dimensional coordinates. Compression is achieved by finding sub-cells which occur multiple times within the cell. For instance, 4 polygons occurring N times in a cell would require 4 definitions and 4N coordinates to represent. Grouping the 4 polygons together into one cell would only require N rather than 4N coordinates. Figure 2 shows a cell with 30 polygons and a group of 4 polygons that occur four times in the cell. Rather than using 16 coordinates to represent the 16 polygons, only 4 coordinates are used to create 4 placements in the cell that reference the sub-cell. In Figure 2 , the first, second, and fourth placements are translated versions of the sub-cell, and the third placement is a rotated and translated version of the sub-cell. We now formally define the IntraSCD problem:
Intra-cell Sub-cell Detection Problem: Given a cell, C, find the sub-cell SC r which maximizes |SC r | * r for 2 ≤ r ≤ m, subject to the constraint that the maximum Euclidean distance between any two geometries in SC r is less than or equal to dist.
The maximum Euclidean distance between two geometries is constrained because most circuit designs are created by connecting smaller functional circuit units together, and the smaller circuits are limited in size. A sub-cell SC occurring in r locations implies that there exist r transformations, T 1 , T 2 , ..., T r such that T i (SC) maps uniquely to a group of geometries in C. m denotes the frequency of the most repeated geometry in C. As shown in the appendix, IntraSCD is an NP hard problem.
SUB-CELL DETECTION ALGORITHMS
InterSCD and IntraSCD are both NP hard problems, and cannot be solved optimally within a reasonable amount of time for large layouts. In this Section, we describe two greedy algorithms to solve them. Our proposed approach to the InterSCD problem currently detects groups of geometries that are translation invariant. Future research will address rotation and reflection invariant cases. 
Inter-cell Sub-cell Detection Algorithm
Before detecting a common sub-cell among a large collection of cells, the cells are pre-processed using hierarchical clustering algorithm to group similar cells together. This results in computational efficiency because cells that do not share any geometries with other cells are quickly eliminated from further consideration. Hierarchical clustering begins by assigning each of the N cells in the layout to a separate cluster. Then the two clusters that are most similar according to a distance metric are merged together into a single cluster. The clustering algorithm re-computes the distance between the new cluster and the remaining clusters, and again merges the two most similar clusters. This is repeated until all of the clusters have been merged into a single cluster. The distance between two clusters is defined as:
where
and
N i and N j denote the number of cells in the i th and j th cluster respectively, and
is the distance between the m th cell in cluster i and n th cell in cluster j. common shape is a function that determines the number of geometries that cells C i , C j have in common irrespective of their locations. The distance between two clusters is the average of the distances from any cell in one cluster to any other cell in the other cluster. Once hierarchical clustering is completed, a collection of clusters are generated by cutting the hierarchical tree at a certain height in such a way that each cluster contains cells that most likely share a common group of geometries. We have empirically determined to cut the tree at the height in which the distance between two clusters exceeds 0.35. Figure 3 shows an example of a hierarchical cluster tree created after the clustering process. As seen, cutting the tree at distance 0.35 results in 3 clusters, namely {C1, C2, C5} , {C3, C6}, and {C4}.
Having obtained a collection of clusters through the above hierarchical clustering and cutting procedure, for each cluster the algorithm looks for a sub-cell which maximizes |SC r | * r, where r is the number of cells the sub-cell occurs in for that cluster, and |SC r | is the number of geometries that the sub-cell contains. Figure 4 shows the flowchart for our proposed InterSCD algorithm. The basic idea behind the algorithm is to recursively update the candidate sub-cell SC In the first stage, the algorithm starts by choosing and removing two cells, C i and C j , from the cluster that are closest in terms of the distance metric in Equation(2). It then exhaustively searches for the largest sub-cell, SC (1) , that is common to both cells under translation in a manner to be described shortly. SC (1) is set as the initial sub-cell if its number of geometries exceeds some threshold. Otherwise, another pair of cells whose distance is the next closest is chosen.
Having found the largest sub-cell, SC (1) , between C i and C j in the first stage, the algorithm sets SC * ← SC (1) , and numC ← 2 where in general numC denotes the number of cells which contain SC * as a sub-cell. It then moves on to the next stage as it finds more cells in the cluster that contain overlapping geometries with SC * . Specifically, at stage 2, the algorithm re-computes the distance between SC * and the remainder of the cells in the cluster according to Equation(2). The cell that is closest to SC * , i.e. C (2) , is chosen from the cluster; then, exhaustive search is applied to find the largest sub-cell, SC (2) , between SC * and C (2) . At this point, we need to decide whether to update SC * with SC (2) as the possible candidate to be considered in future stages. Our approach is to update
The reason for having numC + 1 in the left side of the inequality is that at From the above description, it is clear that a major component of the described algorithm has to do with finding the largest group of overlapping geometries between 2 given cells, C i and C j . Our approach for the above problem is to perform an exhaustive search as follows: for every geometry G that occurs in both C i and C j , the algorithm finds a translation mapping, Γ, that takes G in C i to C j . This mapping is applied to all of the geometries in C i , and the number of geometries that Γ(C i ) and C j have in common is determined. The group with the most number of common geometries is selected as the largest group of overlapping geometries. Figure 5 shows an example of how the above approach works. After the hierarchical clustering step, cells A, B, C, and D are assumed to be grouped together in a cluster. Cells A and B are the closest with 6 geometries in common. The exhaustive search finds the largest group of geometries, SC (1) , that occurs in cells A and B, and sets SC * ← SC (1) . Cell C and SC * are the closest, and SC (2) is the largest group of geometries between cell C and SC * . Because SC (2) has 4 geometries occurring in three cells, while SC has 4 geometries occurring in two cells, the algorithm updates SC * as SC * ← SC (2) . Finally SC (3) is the sub-cell found in the third stage. SC (3) has 3 geometries occurring in all four cells as compared to SC (2) which has 4 geometries occurring in 3 cells; since |SC (3) | * 4 = 12 is not greater than |SC * | * 3 = 12, we do not update SC * . Hence, the final solution as computed by the proposed InterSCD algorithm is SC * ← SC (2) .
Intra-cell Sub-cell Detection Algorithm
For IntraSCD, we have developed a greedy algorithm that grows the solution sub-cell at each iteration. The basic idea behind our proposed iterative algorithm is to select an initial geometry as an initial sub-cell, and to add more polygons to the sub-cell until there is no additional benefit in adding more polygons. Once this happens, we replace all the geometries in the cell corresponding to the newly found sub-cell with a reference to the sub-cell, and repeat the above process for the remaining geometries in the cell. Figure 6 shows the flow diagram of our proposed IntraSCD algorithm. The algorithm begins by ranking all the geometries according to the number of repetitions of each geometry in the cell. In this Section, we are primarily concerned with repetitions under translation. In Section 3.3, we will extend this algorithm for rotations and reflections. The geometry, G max , with the most number of repetitions is selected, and set to SC (0) if its number of repetitions is greater than some threshold. Let G max k denote the k th instance of the geometry in the cell; then for each instance G max k , all possible combinations of 2 or 3 geometries are created using G max k and its closest neighbors that are within a certain distance from it. In doing so, the number of neighbors is limited to 200 so as to limit complexity. There are there are over 39 million candidate groups to consider. Hence, even modest number of instances of G max results in large number of candidate groups requiring significant amount of computation to select the best group.
To alleviate this, we have devised a pruning method to eliminate candidates that result in few instances after adding 1 geometry to SC (0) . Specifically, assume the maximum number of instances for a candidate group with 1 added geometry is N ; then there is no need to add a second geometry to any of these candidates with M instances if M < 2N 3 . This is because at each iteration, the goal is to choose the candidate sub-cell which maximizes the benefit; therefore, even in the best case scenario whereby the number of occurrences for a candidate group with 1 added geometry remains at M after the addition of a 2 nd geometry, the total score for this candidate group is still less than 2N . In general, assume SC (i) has l geometries, and the maximum number of instances for a candidate group composed of SC (i) and one other geometry is N ; then, there is no need to add a second geometry to any candidate groups composed of SC (i) and another geometry having M instances if M < l+1 l+2 N . At the end of the first iteration, the best candidate group consisting of 1 or 2 added geometries to SC (0) is selected as follows:
is the j th candidate created during the 1 st iteration;
the algorithm checks to see whether
If it is, then more geometries that are within a certain distance of the bounding box of SC (1) are added to SC (1) by repeating the above process. If not, the iteration stops, the newly found sub-cell replaces the repeating group of geometries in the cell, and the process repeats by selecting another geometry in the cell as an initial sub-cell.
In general, let SC (i) denote the solution sub-cell at the i th iteration, and SC (i) j be be the j th candidate sub-cell created during the i th iteration. We set
j | is the number of geometries in the j th candidate sub-cell generated at iteration i, and numInst
j is the number of instances of SC (i) j in the cell. After selecting the best candidate generated during iteration i, i.e. SC (i) , we continue adding more geometries to the SC (i) if the following condition is satisfied,
. If the condition is not satisfied, then the iterative step of adding more polygons to SC (i−1) ends, and placements referencing SC (i−1) are created at the locations where SC (i−1) occurs in the cell. The above process is repeated until all of the geometries in the cell have been visited to determine whether they can form repeating groups of geometries with their neighbors. Figure 7 shows an example of the IntraSCD process for a cell with 31 different geometries. Initially in Figure 7 (a), the polygon with 5 instances is selected and set to SC (0) . Then all possible combinations of 2 and 3 geometries are formed with SC (0) and its neighbors. Figure 7 (b) shows the group of three polygons that results in the highest score among all the combinations after the 1 st iteration. Since (1) , the algorithm continues. At the end of the 2 nd iteration, another polygon is added to SC (1) resulting in a group of 4 polygons as shown in the top sub-cell in Figure 7 (c) called SC (2) . Figure 7 (c) also shows two other groups of geometries considered in the second iteration. However, these groups only occur once in the cell and are not selected. SC (2) with 4 geometries appearing on the top of Figure 7 (c) is selected because it is the one that maximizes our metric, namely |SC| * numInst. The algorithm continues
In the third iteration, the algorithm attempts to add more geometries to SC (2) . However, (|SC
, and so the iterative step of adding polygons to SC (2) stops. The final solution is SC (2) as shown in Figure 7 (d); all the geometries corresponding to SC (2) are removed from the cell, and placements that reference SC (2) are added to the original cell as shown in Figure 7 (d). We continue by selecting the geometry with the most repetition in the cell and setting it as an initial sub-cell. However, at this point either the remaining geometries do not have enough repetitions, or the sub-cell created after their first iteration does not satisfy the condition
Extension of IntraSCD to Rotation and Reflection
The IntraSCD algorithm described above only considers geometries that are the same under translation. However, circuit designs contain rotated and/or reflected geometries, and as such, the above algorithm is unable to take advantage of those to further reduce the file size. We now extend the IntraSCD algorithm in Section 3.2 in order to take into account rotations and reflections. We refer to IntraSCD with extensions to rotation and reflection as IntraSCD+Ext.
Recall that in the algorithm of Section 3.2, the geometry with the most number of repetitions under translation is selected as an initial sub-cell. Geometries are added to the sub-cell at each iteration until there is no gain in the score by adding more polygons. To extend the algorithm to rotations and reflections, the geometry, G max , with the most number of repetitions under translation, rotation, and reflection is selected as the initial sub-cell SC (0) . Because of the Manhattan nature of layouts, we only focus on multiples of 90 degree rotations. ), and selects the group, SC (1) , with the highest score using the exact same steps described in the IntraSCD algorithm in Section 3.2.
Having found SC (1) , the algorithm proceeds in the same way as the IntraSCD algorithm. Specifically, during the k th iteration, the algorithm selects geometries in the cell that are within a certain distance to the bounding box of each instance of
, with an associated transformation T m . The transformation, T m , is applied to neighboring geometries of SC (k−1),l , and candidate groups are created using each instance of SC (k−1) and its transformed neighboring geometries. The candidate group with the highest score is selected as described in the IntraSCD algorithm. Specifically, 
is the j th candidate group generated at iteration k, and numInst
is the number of instances of SC (k) j in the cell. We continue the iteration by adding more polygons if
. If the above condition is not satisfied, then a new cell that contains the geometries of SC (k−1) is created, and placements with the proper transformation referencing the sub-cell are created at the locations where SC (k−1) occurs in the cell. The iteration steps described above are repeated until all of the geometries in the cell have been examined. Figure 8 shows an example of how IntraSCD+Ext algorithm works. In Figure 8 (a), the polygon with the most number of instances under translation, rotation, and reflection is selected and set as SC (0) . Figure 8(b) shows the group of three polygons that results in the highest score among all the combinations after the 1 st iteration. Since (1) , the iteration continues in order to add more polygons to SC (1) . At the end of the 2 nd iteration, we add another polygon to SC (1) resulting in a group of 4 polygons as shown in the top sub-cell in Figure 8 (c) which we call SC (2) . Since |SC (1) | * numInst (1) = 12 < |SC (2) | * numInst (2) = 16, we continue the iteration. Finally, in Figure 8(d) , we see that the group SC (3) occurs only once in the cell, and |SC (3) | * numInst (3) = 5 is less than |SC (2) | * numInst (2) = 16; therefore, the iteration step stops, and SC (2) is chosen as the solution. The algorithm continues by selecting another geometry with the most repetition in the cell and setting it as an initial sub-cell. However, at this point either the remaining geometries do not have enough repetitions, or the sub-cell created after their first iteration does not satisfy the condition
IntraSCD Exploiting Pre-OPC Hierarchy (IntraSCD + EHier)
The greedy IntraSCD algorithm can be computationally expensive on dense layouts. Since part of the data expansion during OPC is due to the destruction of the design hierarchy, it might be possible to exploit the original pre-OPC hierarchy to reconstruct the hierarchy after OPC. As we will show shortly, in doing so, we can also speed up IntraSCD by up to a factor of 6 with little or no loss in compression efficiency.
Close examination of the post-OPC data reveals that much of the original cell hierarchy is destroyed during the OPC process, but some of the geometries from different instances of a cell undergo the same proximity correction. It is possible to find the geometries in the post-OPC layout that correspond to a particular cell instance in the original pre-OPC layout. This way, rather than having to add one or two geometries at a time within the IntraSCD algorithm, we can find all of the geometries that belong to the same group in one step. However, due to proximity effects, not all corrections are identical for each instance of a cell; hence, we need additional processing steps in order to find the repeating group of geometries.
We begin by collecting the N groups of geometries in the post-OPC layout, G 1 , G 2 , ..., G N , that belong to the N instances of the same cell in the pre-OPC layout. This can be done by intersecting the bounding box of each cell instance in the pre-OPC layout with the geometries in the post-OPC layout. Since OPC only makes local modifications to the polygons, the geometries that intersect with the bounding box correspond to the geometries of each instances of the same cell in the pre-OPC layout. Designers create complex logic circuits by connecting smaller, simpler functional circuit units such as "AND" gates together. These smaller circuits, when placed on a layout, may be transformed geometrically to satisfy some constraints placed by designers. For instance, suppose C in Figure 10 (a) represents a small circuit unit, and C1, C2 are two placements that references C in a pre-OPC layout; the corresponding post-OPC layout is shown in Figure 10 (b). Figure 10 (b) also shows the two group of geometries G1 and G2 that can be obtained by intersecting the post-OPC geometries with the bounding box of C1 and C2 in the pre-OPC layout. As seen, C1 is a translated version of C, and C2 is a translated and 90
• rotated version of C. These transformations are readily available in the pre-OPC layout data, and therefore, corresponding inverse transformations can be applied to G1 and G2. In doing so, we map all of the geometries in G1 and G2 to the same location and orientation as shown in Figure 10 (c).
After obtaining the N groups of geometries in the post-OPC data, G 1 , G 2 , ..., G N , corresponding to the N instances of the same cell in the pre-OPC data, C 1 , C 2 , ..., C N , we search for a group of repeating geometries between G 1 , G 2 , ..., G N . This problem of finding a repeating group of geometries between G 1 , G 2 , ..., G N can be solved with the InterSCD algorithm described in Section 3.1. However, the hierarchical clustering step can be omitted since G 1 , G 2 , ..., G N are known to share common geometries as they correspond to the same cell instance in the pre-OPC layout. Additionally, since the transformations that were applied to C to create C 1 , C 2 , ..., C N in the pre-OPC data are known, corresponding inverse transformations can be applied to G 1 , G 2 , ..., G N so that the geometries in G 1 , G 2 , . .., G N are mapped to the same location and orientation. In doing so, the exhaustive search performed by the InterSCD algorithm to find the largest group of repeating geometries between two cells can be omitted. Rather, a simple "AND" operation is required to find the largest group of repeating geometries between two cells. Special attention must be paid to handle overlaps between placements. If two placements overlap in the pre-OPC layout, then their bounding boxes must be restricted to the portion which do not overlap rather than the full bounding box of the cell that they reference. This is because a Boolean "OR" operation is typically performed by the OPC software on the overlapping regions, and therefore, the geometries in these regions are not likely be part of a repeating group of geometries. 
Figure 12: An example of a layout with multiple levels of hierarchy; cell C is a child cell of top-cell and cell D is a child cell of cell C.
children cells. This is needed in order to find repeating groups of geometries corresponding to children cells within other children cells. Figure 12 shows an example of a layout with multiple levels of hierarchies where cell C is a child cell of the top-cell, and cell D is a child cell of cell C. By merely intersecting the bounding box of each instance of cell C in the post-OPC layout, the repeating geometries corresponding to cell D would go undetected. To address this, we propose the following: Begin with the largest cell, C, and gather all of the geometries in the post-OPC layout that correspond to each instance of C in the pre-OPC layout. Then the inverse transformation is applied to each group of geometries to obtain N groups of geometries in the same orientation. If C contains children cells, then we gather all of the geometries in the post-OPC corresponding to instances of each child cell in the pre-OPC layout. This is applied recursively until the there are no more children cells. Once the geometries corresponding to the cell at the lowest level of the hierarchy have been reconstructed, the cell on the next higher level of the hierarchy is reconstructed and so on. This process continues until the cell at the top level of the hierarchy is reconstructed.
So far, we have described ways of exploiting the pre-OPC hierarchy information in order to find repeating groups of geometries corresponding to cell instances in the pre-OPC layout. However, there may also exist repeating groups of geometries in the post-OPC layout that do not belong to some cell in the pre-OPC layout. Therefore, to ensure highest compression ratios, we apply the IntraSCD algorithm to find any remaining repeating groups of polygons in the post-OPC layout.
RESULTS USING SUB-CELL DETECTION
We have applied the above InterSCD and IntraSCD algorithms to actual industrial post-OPC layouts. The first data set consists of the Poly and Active layers for a 3.5mm × 3.5mm chip with 180nm feature size. For this set, OPC has been carried out by the layout owner with industry standard OPC software. The second data set consists of the Poly, Metal 1, and Metal 2 layers from 8mm × 8mm and 4.3mm × 4.3mm chips with 130nm feature size. The third data set consists of the Poly, and Active layers from 1.4mm × 1.4mm and 1.8mm × 1.8mm chips with 90nm feature size. We run OPC software from a major vendor on the second and third data sets with standard OPC recipes. The original post-OPC data and the compressed post-OPC data are encoded in the OASIS format.
InterSCD Results
For the first data set, we have found the InterSCD algorithm to work well, and the IntraSCD algorithm not to result in noticeable gain. We believe this is due to the way the data is processed by the OPC software. Furthermore, we notice that many of the post-OPC cells from the first layout data set are much smaller than those from the second and third data sets. Therefore, IntraSCD, which detects similar groups of polygons within a cell, can not result in significant gain on the first layout data set containing small cells. Table 1 shows the inter-cell sub-cell compressed file sizes in bytes encoded in OASIS format for post-OPC data set 1. As shown, the average compression ratio is around 2 for both layers.
IntraSCD Results
For the second and third data sets, the IntraSCD algorithm works well, while the InterSCD algorithm results in little gain. The fifth column of Table 2 shows the results of applying the IntraSCD algorithm on the second and third layout data sets. The compression ratios range from 1.80 to 2.46 for the Poly layer, and 1.40 to 1.55 for the Active layer. However, the compression ratios for the Metal layers are rather low i.e. in the range of 1.12 to 1.39. This can be explained by noting that the Metal layers contain many polygons with only a few instances.
Comparing the fifth and sixth columns of Table 2 , we see that for all the layouts IntraSCD+Ext achieves higher compression ratio than translation only IntraSCD. From the 7 th column of Table 2 , the compressed Poly and Active layouts using the IntraSCD algorithm are 5 to 10 percent larger than the ones with IntraSCD+Ext. The corresponding gains for Metal 1 and Metal 2 are on average 3 and 1 percent respectively. The rotation and reflection gains for Metal 2 are smaller than those of Poly and Active because Metal 2 is created using routing software, and as such, has fewer geometries that are invariant under rotation and reflection; on the other hand, Poly and Active layers are typically created by placing reflected, rotated versions of standard cells.
IntraSCD Applied on Flattened Layout
It is also possible to run IntraSCD algorithm to reconstruct the hierarchy for flattened layouts. We carry out this process for pre-OPC data since we can compare the reconstructed hierarchy with the original hierarchy to determine the performance of the IntraSCD algorithm. (a) (b) (c)
Figure 13: (a) 6 geometries with 4 overlapping ones; (b) group of 3 geometries that repeat twice in (a); (c)result of performing Boolean "OR" on (a).
There are two ways to flatten a layout; one is to push every geometry from the hierarchical layout to the top level of the hierarchy which we call flattened layout (FL). Another is to push the geometry to the top level and perform a Boolean "OR" operation to remove any overlaps between geometries; we refer to this as flattened layout with "OR" (FLWOR). For the purpose of this discussion, we define FL data as not having gone through a "OR" operation. Industry standard CAD tools offer both alternatives as a way to flatten layout data. In general, we would expect the FLWOR not only to result in smaller file size than FL, but also to have fewer repeating geometries than FL as the "OR" operation removes some of the repetitions in the flattened layout. Table 3 shows file sizes of the pre-OPC hierarchical layout, FLWOR, and the IntraSCD compressed FLWOR in bytes. As shown in the Table, IntraSCD manages to do a reasonable job of reconstructing the hierarchy by significantly reducing the size of the FLWOR even though the "OR" operation destroys repetitions. However, as it is to be expected, IntraSCD cannot result in file sizes that are as small as the original hierarchical ones. Specifically, the compressed file sizes using IntraSCD are 1.31 and 2.11 times larger than the size of the pre-OPC hierarchical layout for the Poly and Active layers of layout 3b respectively, and 2.22 and 3.22 times larger for the Poly and Active layers of layout 3a respectively. The IntraSCD algorithm performs worse on the Active than Poly layers of both layouts 3a, and 3b. The main reason is that the Active layer consists of many overlapping geometries, and once a Boolean "OR" operation is performed, many groups of repeating geometries are removed.
To show the effects of the "OR" operation on repeating geometries, consider Figure 13 . Figure 13(a) shows an example of two overlapping groups of geometries without the "OR" operation, and Figure 13(b) shows the group of repeating geometries consisting of 3 polygons within Figure 13(a) . However, performing a Boolean "OR" operation on Figure 13 (a) as shown in Figure 13 (c), does not results in a group of 3 geometries that repeats twice; rather it results in one geometry that repeats only twice. Table 4 shows the file sizes of pre-OPC hierarchical layouts, FL, and the compressed FL layouts in bytes. Comparing the fifth columns of Tables 3 and 4 , we see that applying IntraSCD to FL results in smaller file sizes than to FLWOR. This implies that compressed IntraSCD file sizes are closer to the original hierarchical file sizes if IntraSCD is applied to FL, rather than to FLWOR. This is also shown in the last column of FLWOR to hierarchical is larger than the IntraSCD FL to hierarchical. The gain is more pronounced for the Active than the Poly layers as Active has many more overlapping geometries. The small 3.3% improvement in compression ratio of the Poly layer of layout 3a and no improvement of the Poly layer of layout 3b can be attributed to the fact that layout 3a contains memory cells with overlapping Poly geometries, while the Poly layer of layout 3b has no overlapping geometries. As explained earlier, performing a Boolean "OR" removes some of the repeating groups of geometries that the IntraSCD algorithm exploits to reduce the file size.
IntraSCD+Ext on Flattened Layout
We apply the IntraSCD+Ext on the pre-OPC FL as shown in Table 5 . By considering groups of geometries that are the same under translation, rotation, and reflection, the file size can be further reduced as compared to translation only. As seen in column 5 of Table 5 , for FL data, IntraSCD+Ext decreases the file size by 6 to 37 percent as compared to IntraSCD. In addition, the gain over IntraSCD is higher for layout 3a than layout 3b. This is in part due to the fact that layout 3a contains memory, and memory blocks are assembled by placing translated, rotated and reflected memory bit-cells together. As such, there are many more groups of geometries that are invariant under rotation, and reflection in layout 3a than in layout 3b. Overall, both IntraSCD and IntraSCD+Ext perform better on layout 3b than 3a. Layout 3a contains memory blocks that are very compact and hierarchical, and our algorithm is unable to rediscover all the repetitions that are present in the original, compact, hierarchical layout data. Table 6 compares the compression ratio and run time of IntraSCD and IntraSCD+EHier described in Section 3.4. As seen in the fifth column of Table 6 , exploiting pre-OPC hierarchy can reduce the run time by a factor of 1.35 to 6.08 with small or no loss in compression efficiency as compared to the IntraSCD algorithm. The longest runtime for IntraSCD among all the layouts is 58 minutes for the post-OPC Active layer of layout 3b. Exploiting the pre-OPC hierarchy reduces the runtime by a factor of 5. Comparing the second and third columns of Table 6 , in the worst case we observe less than a 5.5% decrease in compression ratio.
Exploiting pre-OPC Hierarchy Results

CONCLUSIONS AND FUTURE WORK
We have presented a class of lossless compression algorithms for post OPC IC layout data. In addition to being lossless, the compressed layout data remains fully format compliant, which means that the compressed data can be read by industry standard CAD viewing/editing tools without the need for a decoder. Our proposed algorithms find redundancies in terms of repeating geometries within a cell and between cells. We have shown that our approach achieves reasonable compression ratio on the Poly and Active layers. Furthermore, we have developed a method to exploit the pre-OPC hierarchy information in order to speed up the process of finding common groups of geometries within a cell. In doing so, we have demonstrated an average of 5 times increase in speed while suffering a small or no loss in compression efficiency.
In the future, we plan to run our algorithms on more extensive sets of data. We also need to gain a better understanding of why the performance on the Metal layers is not as high as the Poly and Active layers, and determine techniques to improve the compression ratio for the Metal layers. Future work also involves extension of the InterSCD algorithm to rotations and reflections.
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APPENDIX
In this appendix, we show that the IntraSCD problem is NP-hard by reducing the known NP hard 1-dimensional largest common point set problem (LCP) to the IntraSCD problem. For each point, P ji , in the point set S i , define a corresponding square in C ss , with bottom left coordinate of the square at (L(p ji ), 0), where L(·) is a function that maps P ji to some value in , and set dist to d min . To make the notation simpler, each square in C ss is considered as a 1-dimensional point with value L(p ji ), and C ss as a 1-dimensional point set.
A new point set C ss is created by initially setting it to S dmax . Then each point set from SS is added one at a time to C ss . Let
L(P ji ) = P ji + P + D + 1 + distance(S i ).
For every point P ji ∈ S i , a new point, L(P ji ), is created in C ss . Once all of the points from S i have been added to C ss , D and P are recomputed, and another point set S i+1 is added to C ss . This is repeated until all of the point sets have been added. At the end of the process, there is a new point set C ss = P If SS sub is a solution to the LCP problem and SS sub contains K points, then it is also a solution to the intraSCD problem. By construction, a point set that repeats n times in C ss can not contain points mapped from two different point sets S i and S j , and therefore can not have point set with more than K points that repeats n times. If there exists such a set, then SS sub would not have been a solution to the LCP problem. Suppose C Then C ss = {2 1 , 6 1 , 9 1 , 12 1 , 30 2 , 32 2 , 34 2 , 75 3 , 76 3 , 79 3 }, where the subscript denotes the point set from the point came, and dist = 4. Notice any subsets of C ss which are mapped from two different point sets have a distance greater than 4. In this example, {2, 6}, is a solution to the LCP and the intraSCD problem.
