Introduction
As a servo ioop error sensor, the wavefront sensor is one of the key parts in the adaptive optical system. Numerous as the types of wavefront sensor may be, the choice is critically restricted by the limited signal photons and limited detect time for astronomical applications. It is preferable to use the Hartmann-Shack (H-S) wavefront sensor using an intensified charge-coupled device (ICCD) as a photon detector because they are highly sensitive, flexible, and complex. We first discuss in detail the characteristics, regularities, and relationships of centroiding enors of image spots, caused by limited and discrete sampling, photon noise, and readout noise. Then we introduce an experimental device of the H-S wavefront sensor. Finally, we provide an experimental and theoretical estimation of its performance.
Analyses of Centroiding Accuracy
A schematic configuration of the H-S wavefront sensor is shown in Fig. 1 . As is well known, the radical limitation of the H-S type wavefront sensor is that of centroiding image spot accuracy. Centroiding errors, as a matter of fact, come mainly from the incident photon noise, the discrete and limited sampling of the image intensity distribution, and the readout noise of the detector unit. Goad Abstract. A detailed analysis of the characteristics, regularities, and relationships of the centroiding errors of image spots caused by discrete and limited sampling, photon noise, and readout noise of the detector in a Hartmann-Shack wavefront sensor, wherein an image intensified charge-coupled device used as a photon detector is presented. The theoretical analysis and experimental results herein prove useful for optimum design and application of the sensor.
Sampling Error
The centroid position of an image spot with profile 1(X)is 
JJ(X) dX
For an ideal photodetector array of finite size, quantity, and duty ratio of pixels, the detected centroid position of image spot would be
where
is the detected photon events in the (i,j)'th pixel;
[(X-0.5 -is the structure function of detector array; W(X) = l1(X/L) is the subwindow function divided for the subaperture on a detector array; "/ is the duty ratio of pixels in the X direction; Subject terms: adaptive optics; wavefront sensor; statistics.
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(1) as the Gaussian width irA of an image spot increases, the magnitude of the discrete sampling errors will decrease sharply. But it will be restricted by the cutoff errors at the window edge and the readout noise, discussed later. Calculations made have also shown that if the duty ratio of pixels goes down, the discrete sampling errors will go up. However, they are almost independent of the subwindow size. If the ratio of the image spot width to the pixel size ffA/a is larger than about 0.5, the root mean square of centroiding error .nInInl caused by discrete and limited sampling will be less than°•°2
A' whose effects can therefore be neglected.
Readout Noise Error
Various and complicated as noise sources in a wavefront sensor may be, they are mainly made up of the so-called readout noise at the output or input sides of the sensor. If only the readout noise of the detector is taken into consideration, the variance of detected centroid positions of an image spot can be derived from Eq. (2) as
where U = X, P,3 V = P1 r and r, are the variances of U and V, respectively; and is the covariance of U and V. From the calculation, it can be deduced that (4) where S is the variance of photon events P,3 counted at the (i,j)'th pixel and S,fkl is the covariance for the (i,j)'th and (k, l)'th pixels in a subwindow.
If only the readout noise or is taken into account, and a uniform response of pixels is assumed, we have S,21=j .
(5)
Because the number of pixels assigned for each subwindow is usually big enough, we are justified to set S,Jkl =0. Substituting Eqs. (4) and (5) (6) where X is the average centroid position of image spot in the subwindow as the image spot is wobbled by the air turbulence.
Because the average centroid position of image spot in each subwindow can be shifted to be coincident with its origin of coordinates by adjustment, the variance of image spot centroid position (X) can be related to the variance of incident wavefront tilt (a2) within subaperture. In the case of subaperture diameter being equal to the atmospheric coherence length r0, the variance of incident wavefront tilt by definition4 should be It can be found that the centroiding errors of image spots are dependent not only on the readout noise itself but also on the size of the subwindow assigned for each image spot on the ICCD and the total number of photons included in each subaperture. Reducing the size of the subwindow can help to reduce effectively the centroiding errors caused by the readout noise, as shown in the experimental results of Table 1 . However, it will be also restricted by the sampling errors and dynamic range of image spot wobbling. Therefore, a trade-off should be made between the readout noise and the subwindow size, pixel size, and image spot size.
As to the influence of photon noise on the centroiding error or image spot, substituting o in Eq. (5) with P,1, we find the well-known equation, o=o-N . 
Performance Estimation
Because all of the previously mentioned errors are independent of each other, the complete centroiding errors of image Within a subaperture, the maximum optical path difference (OPD) error concerned with the centroiding error of image spot is Wmax = \/°x , (17) and the rms of OPD error is LWrms = VX (41) =O.lS2XffX/crA (for CA) , Note that in the case of square subaperture, F# is understood as the ratio of focal length of the lenslet to its clear aperture 1 1 size of square. For example, if we have B = 0.5, L = M = 12, ( )°r 01 V= 100, and a = b, then the variance of centroiding ( 1 2) errors calculated from the preceding related equations can be deduced as ff? cr0+00025 + 0.0018 = 0.0043 (13) and WrmsO.l46XffX/ffBX/52 (for SA)
where the units of o•, L, M, and r are the pixel size, whereas the units of (Tr and V are the photon event.
3 Experimental Results Figure 4 shows an experimental H-S wavefront sensor device using an ICCD as a photon detector in which the lens array consists of 76 lenslets with the 255-mm focal length and a clear aperture of 1 .5 X 1 .5 mm2. The image spot array is thus enhanced by an image intensifier coupled to a high-framerate CCD with a most powerful relay lens. An associated photon counter is used for calibrating magnitude of the light source.5 An optical wedge is used for simulation of the wave- front tilt. The V(X) filter in the system can be used to eliminate the spectral response difference between the photon counter and the ICCD. For an actual ICCD detector, the major source of the centroiding errors comes from the readout noise and the photon noise. Therefore it is meaningful to measure the readout noise of the detector unit directly. Generally speaking, the noise made in an ICCD detector operated in multiphoton mode consists mainly of the inherent photon noise of the photon signals and the readout noise of detector and its associated circuits. Because they are independent of each other, the variance of the total noise can be measured at the output end of ICCD as6'7 ff = g2o-+ g2o , (20) where g is the photon gain of ICCD detector and r is the variance of photon events, which is equal to its mean value pi according to the Poisson distribution. Hence, we have
where Po 5 the mean number of photons at the output side of the ICCD. For computer data processing convenience, this equation can be modified as
where k is the convertor factor of single photon event into digits in the calculations. If we let ka0 = n0, kg =G, and kp0 = P0, then we have n=GP0+G2o .
(23)
It is evident that by recording two frames of flat-field P0 and P; and one frame of dark-field D for different photon signal levels, we can deduce a series of data about total noise variances and their corresponding mean signals calculated from the following equations, respectively, n=; : (P01-P1) Figure 5 shows the experimental results of the readout noise r and the digitalized photon gain G of an ICCD detector, where the readout noise is quite significant, because the ICCD was not being cooled. The experiments also show that an accuracy of X/14 rms OPD has been achieved corresponding to a 100 X 100 mm2 subaperture and 1 ms of sampling time for a sixth visible magnitude of object.
Conclusions
The ICCD detector has displayed a good performance with an H-S wavefront sensor operated with the faint objects, but its readout noise, in addition to the photon noise, may seriously degrade the centroiding accuracy of image spot. The 
