Abstract
60
Introduction

23
The design principles for environmental monitoring programmes are well understood and widely documented.
24
They include precepts such as: determining clear objectives, spending as much time as necessary to define the 25 questions to be answered, setting data quality and quality control requirements, never beginning without 26 knowing how the data will be analysed. Unfortunately, these and many other key principles are more often 27 ignored than adhered to by programme designers. Often, the tendency is to proceed on the basis of what has 28 been done before or to be guided primarily by what can apparently be afforded.
29
A. J. Underwood 1 has noted that "Much sampling to detect and quantify human environmental disturbances is
30
flawed by a lack of appropriate replication". Whilst Underwood refers to replication in the spatial sense, similar 31 considerations apply in the temporal realm, where trends are of interest. The point is that the determination of 32 the number of samples to be taken or measurements made as a key design decision. Taking too many samples 33 wastes resources, but, more commonly and more seriously, taking too few leads to lack of clear conclusions and
34
in many cases the waste of even more time and effort. In fairness to programme designers, it is rarely possible
35
for particularly well-informed decisions to be taken concerning optimising numbers of samples, because
36
information about the variance of environmental parameters is unavailable or unreliable.
37
The UKWIR (UK Water Industry Research) chemicals investigation programme (CIP) 2,3 is one of the largest 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   3 The simplest to attempt to detect change is to undertake two sets of analyses, one to establish initial conditions 58 and a second set to determine whether or not any later change is detectable as statistically significant at an 59 appropriate level of confidence.
60
An approach that concentrates all the monitoring effort into only two occasions and analysing approximately the 61 same number of samples on each occasion is the simplest strategy. It does have the weaknesses that no 62 information on the nature of any actual or any potential future trend is obtained as this is based on only two 63 sampling occasions, and that it is not possible to know in advance when the second set of analyses should be 64 carried out. This might mean that that analysing too soon fails to achieve detection or that putting off analysis 65 delays the detection of an important or much needed change. The choice of sampling times also might be 66 affected by shorter-term, non-permanent (e.g. seasonal) changes that should not be allowed to confuse the issue.
67
Nevertheless, having decided to adopt this simple approach, the next step is to consider the capability -the 68 power -to detect changes. This is characterised by; 
78
c) The required power -this is the probability of correctly detecting a true effect as statistically 79 significant. Power is influenced by the choice of significance level for the test, the size of the effect 80 being measured, and the number of measurements involved. Power is an expression of how sure we 81 wish to be that the effect of interest will be detected; it is determined by the specified number of 
86
The statistical power of a test to detect an effect is the probability that the null hypothesis (i.e. that there is no 87 trend) will be rejected when there is, in fact, an effect. It is the probability of making the correct decision.
88
Power, and the number of samples required and hence the cost of sampling and analysis are inversely related, as 89 is illustrated below. 
104
values which underlines the use, described below, of the large CIP data set in this context.
105
The calculations of sample numbers shown in Fig 
114
such measures would need to be applied for a long time before it could be shown that they had been successful.
115
Detection of changes for CIP determinands
116
A description of the CIP sampling regime is required to provide background to the use of CIP data to estimate 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 effluent quality over the two-year period. Separation of these elements was not possible, though it is reasonable 125 to assume from previous analyses 2 and quality control data that the variance of effluent quality predominated.
126
The CoV values between sites were than examined and the 25 th , 50 th and 75 th percentiles noted for each 127 determinand. 
142
It might be judged that the majority of substances and sites listed on the x-axis of Fig2(a) might fall into this low
143
CoV category. However, it should also be noted that a quarter of sites will be subject to CoV values of greater 144 than the 75%ile CoV, so there is not complete confidence of detection of the 50% change at all sites even for 145 these most favourable cases.
146
Consideration of the higher CoV substances listed in Fig. 2(b) leads to the conclusion that even where the CoV
147
is not greater than the median (i.e. half of sites) detection of change will in many cases require considerably concurrently, but not necessarily at the same rate (as they would in a linear trend).
165
The key question to be asked in trend detection is slightly different from that for the detection of a change. It is 166 more along the lines of "for a given real trend and monitoring frequency, how long would it take for a 167 significant change to be detected?" An example can illustrate the process. Suppose the underlying trend is one in 168 which concentration exponentially decreases with a half-life of 5 years and samples are taken and analysed once 169 every two months (illustrated for CoV of 0.6 in Fig. 3) . Assessments of the significance of correlation are then 170 made each year, as the data series extends, until a statistically significant correlation is evident. Assessment need
171
to be made on an annual basis in order to negate seasonal effects.
172
The question of power can be answered by Monte Carlo simulation. By generating a thousand simulated series
173
of bi-monthly samples for an extended period (in this case for 11 years, but the length of the series does not 174 matter provided it is sufficiently long). It can be assessed, in the long run, how long it takes for significance to 175 be achieved. The fact that the correlation is carried out at each year end, incorporating all the available data
176
(unlike the simple differences between successive tests on average values) offers the prospect that the 177 cumulative effect of change might provide an increased power that the simpler tests cannot achieve. 
181
The simulation results showing year of detection of a statistically significant trend and numbers of sample 182 analysed for different data CoV values are shown in Table 2 .
183
This rank correlation method has the advantages over simple difference methods in that it is not dependent on 184 having a precise estimate of starting conditions, it provides the opportunity for convincing non-statistical
185
visualisations of data to illustrate change (of course, supplemented by statistics) and, importantly, the approach
186
to sampling provides a continuous analytical load that is more likely to lead to better analytical support and the 187 opportunity to generate credible quality control data than might be the case for analyses carried out in discrete 188 batches. The example above suggests that it might be unlikely to achieve reliable detection of trends resulting in 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 It has been shown that detection of changes of less than 50% in the concentration of many trace contaminants in 
204
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