We construct trace codes over Z 4 by using Boolean functions and skew sets, respectively. Their Lee weight distribution is studied by using a Galois ring version of the Walsh-Hadamard transform and exponential sums. We obtain a new family of optimal two-weight codes over Z 4 .
Introduction
Most trace codes have their coordinate sets indexed by the elements of a finite field, or in the case of Z 4 -codes by the Teichmüller set of a Galois ring [7] . This is the case, for instance, of the quaternary Kerdock codes [5] . Recently, Ding investigated a different way of constructing trace codes by indexing their coordinate places by the elements of a difference set [2] , and in some cases, the support of a Boolean function [2, §VI] .
In this paper we generalize Ding's approach to Z 4 -codes. The support S f of a Boolean function f is mapped to a subset of a Teichmüller set by inverse reduction modulo 2. The Lee weight distribution of the code is studied by means of a variant of the Walsh-Hadamard transform, which is in fact the Walsh-Hadamard transform for a family of generalized Boolean function with domain F n 2 and range Z 4 . In fact some of our codes ( §4.1) will have the codes of [2] as residue codes and as torsion codes. Another approach, with a different defining set yields three-weight codes. Using a natural generalization of skew sets of [2] , we obtain two-weight codes the Gray images of which meet the recent Griesmer bound for nonlinear binary codes of [1] .
The material is organized as follows. The next section sets up the basic notations and definitions. Section 3 gives a character sum approach to the weight distribution of our trace codes. Section 4 discusses the two families of codes we mentioned and give, for the second family, its weight distributions when the Boolean function is 1 bent or semi-bent. Section 5 recapitulates the obtained results and makes some conjectures for future research.
Preliminaries

Rings
In this subsection, we recall several basic facts on the algebraic structure of the Galois ring GR(4, m) and fix several basic notations. For more knowledge on Galois rings we refer to Wan's book [11] .
For convenience later, let R = GR(4, m). Denoted by R * the group of units. In R with maximal ideal I = 2 , there exists a nonzero element ξ of order 2 m −1, which is a root of a basic primitive polynomial h(x) of degree m over Z 4 and
It can be showed that any element c ∈ R can be written uniquely as c = a + 2b with a, b ∈ T . It can be also showed that T ≡ F 2 m (mod 2).
Recall that the trace map tr from F 2 m to F 2 is defined by tr(a) =
Define the generalized trace map T r from R to Z 4 by T r(c) = tr(a)+2tr(b) for all c = a + 2b ∈ R.
Codes and Gray map
A linear code C over Z 4 of length n is a Z 4 -submodule of Z n 4 . For any two vertors x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ Z n 4 , the Euclidean inner product of x and y is defined by x, y = n i=1 x i y i , where the operation is performed in Z 4 . The dual code of C is denoted by C ⊥ and defined as C ⊥ = {y ∈ Z n 4 : x, y = 0, ∀x ∈ C}. By definition, C ⊥ is also a linear code over Z 4 . The residue code Res(C) of C is the binary code defined as Res(C) = {x ∈ F n 2 : ∃y ∈ C, y ≡ x (mod 2)}. The torsion code T or(C) is the binary code defined as T or(C) = {x ∈ F n 2 : ∃y ∈ C, y = 2x}. The Lee weight w L (x) of x = (x 1 , x 2 , . . . , x n ) is defined as w L (x) = n 1 (x) + 2n 2 (x) + n 3 (x), where n i (x) denote the number of occurences of a i symbol in x.
For any
, where r(x) = (r 1 , r 2 , . . . , r n ), q(x) = (q 1 , q 2 , . . . , q n ) are binary vectors. Then φ is a weight-preserving map from (Z 
We define a linear code of length n over Z 4 by C D = {c a = (T r(ad 1 ), T r(ad 2 ), . . . , T r(ad n )) : a ∈ R}, and call D the defining set of this code C D . This construction is generic in the sense that many classes of known codes could be produced by selecting the defining set [2] . The objective of this paper is to construct linear codes C D by using three classes of D ′ s defined later. If the set D is well chosen, the code C D may have good or optimal parameters. Otherwise, the code C D could have bad parameters.
3.2
The Weights of C D It is convenient to define for each
It is easily seen that for any
where χ is the canonical additive character of R, ybD denotes the set {ybd : d ∈ D}, and χ(ybD) = x∈D χ(ybx) for any subset S of R.
that is,
Construction of Z -codes by Boolean functions
Let f be a Boolean function from F 2 m to F 2 . The support of f is defined to be
Take a setS f ⊆ T such thatS f ≡ S f (mod 2). Let the size of set S f be n f , that is,
where w ∈ F 2 m . By [2] , the Walsh spectrum of f is the following multiset
Case of
T r(wx) with w ∈ R. In this case D =S f , the weight distribution of CS f can be worked out in this subsetion. To this end, we need the following lemma [12] .
Lemma 4.1. Let ǫ be the primitive 8th root of unity, given by ǫ =
. For any w = r + 2s ∈ R with r( = 0), s ∈ T , we have
, where w ∈ R and f (x) = 1 if x ∈S f , otherwise 0. The functionf (w) is not the WalshHadamard transform but it plays a similar role in estimating the weight distribution as the classical Walsh-Hadamard transform in [2] . Moreover, the main result of this subsection is described in the following theorem.
Theorem 4.2. Let symbols and notations be as above. Let w = r + 2s ∈ R with r, s ∈ T . Then CS f is a linear code over Z 4 with length n f and its Lee weight distribution is given by the following multiset:
∪ {{0}},
Proof. It is trivial that w L (c 0 ) = 0. As defined previously, we have 2
with s ∈ T \{0}. From the previous discussion in the Sections 2.1 and 3, we have
On the other hand,
where the last equality follows by . It remains to consider w = r+2s with r = 0. Now consider
So it is necessary to analyze the exponential sum E(w). By a simple calculation, we have
where the last equality follows by T r(rx) = tr(rx) + 2Q(rx) in [7] . Furthermore, let f r (x) = f (x) + Q(rx), we get ℜ(E(w)) = ℜ(W fr (s) + W fr (r +s)). Hence, the Lee weight distribution of CS f is given by the multiset in (3). This completes the proof.
Note that Q(x) = m−1 i,j=0 j>i x 2 i +2 j is a quadratic function. The rank of the quadratic form g is defined to be the codimension of the binary vector space
Let g be a quadratic form of rank h, then |V g | = 2 m−h . When m ≤ 8, it not difficult to determine numerically the rank of Q(x). Indeed it can be proved that the bilinear form B attached to Q is B(x, y) = Lemma 4.4. Let f be a Boolean degree 2 and let 2h be the rank of the associated quadratic Boolean function. Let 
Proof. It is not hard to get n f = 2 m−1 when f is a affine function. The result follows by Theorem 4.1, Lemma 4.2 and Equation (4). In the sequence, we will employ bent Boolean functions and semi-bent Bollean function to construct linear binary codes with only a few weights. From Theorem 4.2, we can obtain the following results immediately. 
Case of D
In the light of Theorem 4.2, the linear code CS f has more Lee-weights. In order to get few Lee-weights, we change the definition set of C D . In this subsection, the definition set of C D is D = {d = x + 2y : x ∈S f , y ∈ T }. The main result of this subsection is described in the following theorem. Theorem 4.13. Let symbols and notations be as above. Let w = r + 2s ∈ R with r, s ∈ T . Then C D is a linear code over Z 4 with length 2 m n f and its weight distribution is given by the following multiset:
Proof. It is trivial for w L (c 0 ) = 0. Let w = r + 2s ∈ R with r, s ∈ T and (r, s) = (0, 0). By a simple calculation, we have
where δ r,0 = 1, if r = 0, 0, if r = 0. As defined previously, if w ∈ R * , we get w L (c w ) = |D| = 2 m n f . Now, suppose that w = 2s with s ∈ T \{0}, then
Applying Equation (1), for any w = 2s ∈ I\{0}, the Lee weight of the codeword c w is equal to 2 m n f + 2 m−1 ℜ(W f (s)). Hence, the weight distribution of C D is given by the multiset in (5). This completes the proof. and 2 m n f , respectively.
Construction of Z 4 -codes by skew sets
A subset D of F * q is called a skew set of F q if D, −D and {0} form a partition of F q . Recall that the maximal ideal of Galois ring R generated by 2. For simplify, denoted by I the maximal ideal. Now, we extend the notion of skew sets from fields to rings as follows. Table I . 
2m − 2 m by using Griesmer bound. Consider the case m = 2, then we have a [12, 4, 6] 2 linear code.
In fact, there is a version of the Griesmer bound for binary non linear codes [1, Theorem 6 ] that applies in case of distance of the form 2 a − 2 b . Thus, combing Lemma 5.4 and Equation (6) , φ(C D ) is a optimal code.
Besides the binary image φ(C D ), there exits a binary code which is canonically associated with C D . In the sequel, we will investigate the binary code which call torsion code T or(C D ). 
Conclusion
In the present work we have studied a family of linear codes over the ring Z 4 . Given a classical Boolean function, or, equivalently its support we have discussed two different constructions of Trace codes. Building on the results in [2] , we give upper and lower bounds on the minimum Lee distance. It is worth noticing that both the residue and torsion codes of the first type of codes we have constructed here are the trace codes of [2] . This gives a pair of crude bounds on the Lee minimum distance. However, the weight distribution is difficult to analyze in general, and we could give only partial results when the Boolean function is affine. In particular, computing the rank of a certain quadratic form is a challenging open problem. A better understanding of this quadratic form could lead to a better choice of the Boolean function. The second construction is easier to analyze, and yields threeweight codes. Eventually, a natural generalization of skew sets yields a family of optimal two-weight codes. Using difference sets or relative difference sets might give more powerful results. Another path of inquiry would be to use a similar approach for Z 4 valued Boolean function like in [9] .
