ABSTRACT This paper continues our previous hierarchical consensus work by considering a nonlinear case. All agents are partitioned into a set of groups, each of which contains a value called group information, representing a convex combination of all agents' states inside. The control input for each agent consists of two parts, i.e., agent state inside its associated group and its group information. When the received group information is a nonlinear transformation, it is shown that the consensus can be achieved under the proposed scheme in both discrete time and continuous time. Finally, the numerical simulations are performed to validate the theoretical results.
I. INTRODUCTION
In the past few years, distributed coordination of multi-agent systems captured enhanced attention due to its broad applications in various fields like wireless sensor networks [1] , [2] , unmanned vehicle formation control [3] , [4] , and multi-agent reinforcement learning [5] .
The consensus problem plays a fundamental role in distributed multi-agent systems. The basic idea is to update each agent's state by its own and its neighbors' states such that all states converge to a common value. To investigate the inner mechanism of a consensus problem, many scholars have done a substantial amount of works in recent years.
Jadbabaie et al. [6] and Olfati-Saber and Murray [7] first built a theoretical frame work by utilizing a Vicsek's model. Following their work, the results were generalized by Ren and Beard [8] to the weakly joint connectivity based on Wolfowitz theorem. Moreau [9] introduced a set-valued Lyapunov function to multi-agent systems with time-dependent communication links. Lin et al. [10] studied the state agreement problem for coupled nonlinear differential equations based on nonsmooth analysis. The early works revealed the necessity of containing a quasi-strongly connected topology.
Apart from the topological properties of networks, the influences of noise, time-delay and nonlinear models
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were also considered. In [11] , a high-order leaderfollowing consensus problem was investigated via Algebraic graph theory, Riccati inequality and Lyapunov inequality. Zhu and Jiang [12] analyzed the leader-following consensus problem in event-based systems by considering time-delay influence. A nonlinear leader-following consensus problem was considered via distributed impulsive control in [13] . Du et al. [14] used a non-smooth backstepping control technique to deal with the robust consensus of second-order systems. Ren and Yu [15] solved the robust consensus of fractional systems with disturbance by Mittag-Leffler stability theory and inequality techniques. Li et al. [16] studied the consensus problem with general linear and Lipschitz nonlinear dynamics by adjusting the coupling weights among neighboring agents.
Up to now, almost all existing studies analyze the consensus problem based on the relative agent state among agents. They ignore the utility of aggregation, such that no aggregate information is utilized. In practice, an aggregation approach has been widely used in hybrid networks to reduce system computation and communication loads such as PageRanking [17] and Boolean networks [18] . In addition, hierarchical structure is used to accelerate the convergence rate in large-scale networks. It should be noted that in cluster consensus [19] - [21] , agents are also partitioned into several groups to reach local consensus in each group. Fundamentally, the information flows among the agents rather than groups, i.e., aggregation is not considered.
As far as we know, our previous work was the first one to utilize the information flow among the groups to solve a consensus problem. We defined a concept called group information for each group, that contained a value concerning all agents' states inside the group. In [22] , we studied a stochastic network whose agents at each time were randomly partitioned into two groups, and only the interaction between them, i.e., the group information, was applied as the control input to achieve almost sure consensus. In [23] , all agents were divided into several groups, in which linear information flow occurred both inside each group and among the groups, and thus necessary and sufficient conditions on topological properties to achieve consensus were provided.
In this work, we continue the work in [23] by discussing a nonlinear case. All agents are partitioned into several groups to construct a hierarchical network in which agent state interacts inside each group at a low level and group information exchanges among the groups at a high level. The group information is also defined as a random convex combination of all agents' states in the corresponding group as in [23] , but the control input among the groups is a nonlinear transformation of group information. In this work, the network topologies both inside each group and among the groups are assumed continuously connected. Sufficient conditions are proposed to achieve consensus in discrete and continuous-time, respectively. This paper is organized as follows: Section II introduces some preliminaries on graph theory and coefficient of ergodicity. The system model and assumptions are given in Section III. Section IV gives the main results and related analysis. Numerical simulation results and conclusions are presented in Sections V and VI, respectively.
Notations: In this paper, we use x and boldface x to denote a scalar and vector, and R and Z (Z + ) to represent the real number set and (positive) integer set, respectively. R | * | is used to indicate ( * -order) vector. The symbol |·| and · are used to represent the cardinality of a set, and the standard Euclidean norm. In addition, we let the capital letters I and J denote group indices, and lower-case letters i and j represent single agents.
II. PRELIMINARIES
In this section, we introduce some concepts of graph theory and the definition of coefficient of ergodicity.
Let G = (V , E, A) be a weighted directed graph composed of a finite node set V , edge set E ⊂ V × V and a weighted adjacency square matrix A in which all elements are nonnegative. If there exists an edge from node i to node j, then a ij > 0, and a ij = 0 otherwise. We say this directed graph connected if and only if there exists at least one node i ∈ V , such that for any other node j, we could obtain a sequence of We say a square matrix A stochastic if it is nonnegative and every row sum equals 1. Given a stochastic matrix A ∈ R n×n , its coefficient of ergodicity λ(A) [24] is defined as
III. PROBLEM FORMULATION
We consider n agents in a discrete-time system
or continuous-time systeṁ
where x i (k) ∈ R and u i (k) ∈ R represent the state and control input for agent i at time k, respectively. The initial state is denoted by
with the corresponding agent number |G I | = 0 and n I =1 |G I | = n. Similar to [23] , the control input for each agent consists of two parts. One is the agent state from its intra-group neighbors. Another is what we call group information from the neighboring groups with the definition to be given later. A two-level hierarchical structure is then obtained. An example is shown in Fig. 1 , where the agent state interacts inside a group, and group information exchanges among groups.
Therefore, we build a new aggregated directed graph G = ( V , E, A) with V {1, 2, · · · , n} representing a set of groups, E ⊂ V × V , and nonnegative weighted adjacency matrix A = (α IJ ) ∈ R n×n indicating the information flow among groups. To better illustrate the differences, in this work we use capital letters I and J as group indices, and use lowercase letters i and j to represent single agents.
Now we give the formal definition of group information. Definition 1 [23] : Let G I : R |G I | → R be the convex combination of all agents' states in group G I . That is,
where b I j is the (time-varying) nonnegative coefficient satisfying j∈G I b I j = 1, I = 1, · · · , n. In this paper, we consider the received information among groups as a nonlinear transformation of group information in consideration of practical needs and applications, i.e., f ( G J (k)), rather than the linear expression of group information in [23] .
Objective: The objective of this work is to achieve consensus in a hierarchical network by utilizing the agents' states inside each group and nonlinear transformation of group information among groups.
IV. MAIN RESULTS
In this section, we discuss hierarchical consensus with nonlinear transformation of group information in discrete and continuous-time, respectively.
A. DISCRETE-TIME CASE
For each agent i ∈ G I , we present the control law (4) where
a ij x j with j∈G I a ij = 1 is a linear consensus control law used for agent i in group G I . f (·) denotes a nonlinear transformation, µ ∈ (0, 1) and α IJ means the information flow from group G I to group G J . The network topology among groups may be directed and time-varying due to the environment influence or change in a state. To analyze such a network of agents, we give the following assumptions.
Assumption 1: The aggregated graph V and the topologies inside each group are continuously connected.
Assumption 2: The nonlinear function f satisfies
for any x and y. L is a positive constant. Assumption 3: Each A(k) is stochastic, and
Now we give our first main result. Theorem 1: When the group information is given as (3), and Assumptions 1 -3 are satisfied, system (1) under control law (4) achieves consensus.
Proof: We define a candidate Lyapunov function as
Case 1: When two agents i and j are in the same group G I , it is obtained by control law (4) that they share a common intergroup information J α IJ (k)f ( G J (k)) and different intragroup information g I i (k). Thus we have
Case 2: When two agents are in separate groups, i.e., i ∈ G I 1 and j ∈ G I 2 , then
in which the fifth line is established because
By adding the module in (7), we obtain
By Assumptions 1 -3, (6) and (8), we have that for any agents i and j,
and thus
that approaches 0 as k grows. This completes the proof.
Remark 1:
If g is a nonlinear consensus control law, satisfying g(x) − g(y) ≤ L 1 x − y for any x and y with L 1 > 0, (9) becomes
and the convergence condition is
B. CONTINUOUS-TIME CASE
In a continuous-time system, we describe time as [t 1 , t 2 , t 3 , · · · ) with t k = (k − 1)h, k ∈ Z + and h → 0 + is the time interval. Therefore, the control law for each agent i ∈ G I during t ∈ [t k , t k+1 ) is given aṡ
where
a ij x j with j∈G I a ij = 1 is a linear consensus control law. Denote
, and α IJ (k) = α IJ (t k ) for simplicity. (11) can be rewritten as
That is,
We need the following assumption in a continuous-time case.
Assumption 4: Each A(k) is stochastic, and
Theorem 2: When the group information is given as (3), and Assumptions 1, 2 and 4 are satisfied, system (2) under control law (11) achieves consensus.
Proof: Similar to a discrete-time case, we define a candidate Lyapunov function as
Case 1: When two agents i and j are in the same group G I , by (12), we have
and
Case 2: When two agents i ∈ G I 1 and j ∈ G I 2 , we have
By Assumptions 1-2, 4, (13) and (14), we get that for any agents i and j
for any small h → 0 + , when k + 1 1/(ηh),
This completes the proof. 
V. SIMULATION RESULTS
In this section, we propose several numerical experiments to verify our results. In our simulation setting, n = 15 agents are partitioned into n = 4 groups with agent counts |G I | being 4, 3, 4 and 4, respectively. The states of agents are initialized as random values between 0 and 100. Two intergroup topologies are shown in Fig. 2 with adjacency matrices Fig. 3 when the adjacency matrix of inter-group topology is A 1 , A 2 and half probability for each matrix, respectively, with V (x(k)) = max i x i (k) − min j x j (k) used as a metric. The simulation results in Fig. 3 validate our theoretical result.
Next, we consider the case that the inter-group control law f (x) = x 2 /200 such that f (x) − f (y) ≤ x − y for x, y ∈ (0, 100), and the intra-group control law g(
From (10) we know that 0.5 ≤ 2 − L 1 − δ is a sufficient condition to guarantee consensus. Thus, different L 1 are considered, and the results are shown in Fig. 4 . It is observed that consensus is ensured when (10) is satisfied, and the result is otherwise uncertain.
B. CONTINUOUS-TIME CASE
In this subsection, we consider a continuous-time case. We set the time interval h = 0.001,
a ij x j with j∈G I a ij = 1 a linear combination and µ = 0.5. 
C. CONVERGENCE-TIME
In the above simulations, coefficient µ is given 0.5. It is already known that consensus is achieved when µ ∈ (0, 1). Here we provide another simulation by letting µ constantly change from 0.05 to 0.85 with the rest simulation setting given as the first simulation in a discrete-time case. Each round is repeated 1000 times with the average iteration count to achieve the convergence proposed in Fig. 6 in which the convergence condition V (x(k)) < 0.1. From the simulation result, the iteration count grows with µ, which is due to faster consensus inside each group by (6) , such that the hierarchical structure turns to a classical consensus problem among agents.
VI. CONCLUSIONS
This paper investigates a hierarchical scheme to achieve consensus in multi-agent systems. All agents are partitioned into several groups, and both the agent state inside each group and group information from neighboring groups are introduced as the input to update the agents' states. A special nonlinear transformation of group information is discussed and sufficient conditions are provided to achieve consensus in both discrete and continuous-time cases.
There are still many open questions. First, we aim to consider the environment noise and time-delay influence. Second, the relationship between the convergence rate and network topology should be taken into account. In addition, we will discuss more general nonlinear cases in hierarchical networks. 
