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Abstract
Genomic data relating to the functioning of individual genes and their products are
rapidly being produced using many different and diverse experimental techniques.
Each piece of data provides information on a specific aspect of the cell regulation
process. Integration of these diverse types of data is essential in order to identify
biologically relevant regulatory modules. In this thesis, we address this challenge by
analyzing the nature of these datasets and propose new techniques of data integra-
tion.
Since microarray data is not available in quantities that are required for valid infer-
ence, many researchers have taken the blind integrative approach where data from
diverse microarray experiments are merged. In order to understand the validity of
this approach, we start this thesis with studying the heterogeneity of microarray
datasets. We have used KL divergence between individual dataset distributions as
well as an empirical technique proposed by us to calculate functional similarity be-
tween the datasets. Our results indicate that we should not use a blind integration
of datasets and much care should be taken to ensure that we mix only similar types
of data. We should also be careful about the choice of normalization method.
Next, we propose a semi-supervised spectral clustering method which integrates two
diverse types of data for the task of gene regulatory module discovery. The technique
uses constraints derived from DNA-binding, PPI and TF-gene interactions datasets
to guide the clustering (spectral) of microarray experiments. Our results on yeast
stress and cell-cycle microarray data indicate that the integration leads to more
biologically significant results.
Finally, we propose a technique that integrates datasets under the principle of max-
imum entropy. We argue that this is the most valid approach in an unsupervised
setting where we have no other evidence regarding the weights to be assigned to in-
dividual datasets. Our experiments with yeast microarray, PPI, DNA-binding and
TF-gene interactions datasets show improved biological significance of results.
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Chapter 1
Introduction
“We are drowning in information, while starving for wisdom” - E.O.
Wilson
The most fundamental unit of life, a living cell, functions by a complex orchestra-
tion of various genes and their products (mRNA, proteins etc.). In a more abstract
manner we can say that genes are interrelated in highly structured networks of in-
formation flow in order for the cells to function. A network of such gene products
(proteins) known as transcription factors (TFs) which regulate the production of
other transcription factors or other proteins is called a transcriptional regulatory
network (TRN) or gene regulatory network (GRN). The understanding and recon-
struction of this regulation process at a global level is one of the major challenges
for the nascent field of bio-informatics (Schlkopf et al., 2004).
Considerable work has been done by molecular biologists over the past many years in
identifying the functions of specific genes. In an ideal world it would be desirable to
apply these results in order to build detailed models of regulation where the precise
action of each gene is understood. However, the large number of genes and the
complexity of the regulation process means that this approach has not been feasible.
Research into discovering causal models based on the actions of individual genes has
encountered a major difficulty in estimating a large number of parameters from a
paucity of experimental data. Fortunately however, biological organisation opens
up the possibility of modelling at a less detailed level. In nature, complex functions
of living cells are carried out through the concerted activities of many genes and
1
2gene products which are organized into co-regulated sets also known as regulatory
modules (Segal et al., 2003). Understanding the organization of these sets of genes
will provide insights into the cellular response mechanism under various conditions.
Recent advances in measurement technologies and computing resources have led to
the wide availability of a considerable volume of genome-wide data on gene activity
measured using several diverse techniques. By fusing this data using an integra-
tive approach, we can try to unravel the regulation process at a more global level.
Although an integrated model could never be as precise as one built from a small
number of genes in controlled conditions, such global modelling can provide insights
into higher processes where many genes are working together to achieve a task. Var-
ious techniques from statistics, machine learning (Hastie et al., 2001) and computer
science have been employed by researchers for the analysis and combination of the
different types of data in an attempt to identify and understand the function of
regulatory modules.
There are two underlying problems resulting from the nature of the available data.
Firstly, each of the different data types (microarray, DNA-binding, protein-protein
interaction and sequence data) provides a partial and noisy picture of the regulatory
process. They need to be integrated in order to obtain an improved and reliable pic-
ture of the whole underlying process. Secondly, the amount of data that is available
from each of these techniques is severely limited. To learn good models we need lots
of data (Yeung et al., 2004), yet data is only available for a few experiments of each
type. To alleviate this problem many researchers have taken the path of merging
all available datasets before carrying out an analysis. Thus there can be some con-
fusion regarding the term integrative because it has been used to describe both of
these two very different approaches to data integration: one among datasets of the
same type, for example microarrays, but from different experiments, and the other
among different types of data, for example microarray and DNA binding data. The
goal of this thesis is to analyze the problems resulting from the existing integrative
approaches and suggest better solutions for improved data integration.
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Figure 1.1: Eukaryote cell
Figure 1.2: Central dogma of molecular
biology: DNA −→ RNA −→ Protein
1.1 Biological Background
This section presents a brief overview of elementary molecular biology concepts that
are essential in order to fully understand this thesis. For a detailed understanding
please refer to any standard text on molecular biology like Alberts et al. (2002)∗;
Hunter (1993) has written a brief yet excellent introduction specially for people with
computing background.
Cells, which are the most fundamental units of life, differ in higher organisms, e.g.
multicellular animals and plants, known as eukaryotes from those of the less evolved
prokaryotes, e.g. bacteria, in having a well-defined nucleus (see Figure-1.1†) which
carries the genetic material. The nucleus is the most prominent structure inside the
eukaryotic cell and the genetic information inside it is contained in the form of a
deoxyribonucleic acid (DNA) molecule. DNA has a double-helix structure formed
by two complementary strands, each made up of a sequence of nucleotides which
are composed of adenine, thymine, cytosine or guanine.
The central dogma of molecular biology is that the sequence information on the
∗a free web book is available at http://www.web-books.com/MoBio/
†image taken from online book at http://www.estrellamountain.edu/faculty/farabee/
biobk/biobooktoc.html
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DNA is converted into ribonucleic acid (RNA) through the process of transcription.
This sometimes is also referred as gene expression. RNA, through the process of
translation is later converted into a sequence of amino acids that results in a protein
(see Figure-1.2‡). The functional unit on the DNA that codes for an individual
protein is known as a gene. The sequence of the nucleotides in the double helix
within a gene specifies the primary structure of a protein. The complete sequence of
nucleotides on the DNA is also referred to as the DNA sequence. Higher organisms
are made up of various different cell types each of which performs a specific role
requiring a specific set of gene products. The fascinating fact is that each of these
cells contains exactly the same set of genes (DNA) but a different set of gene prod-
ucts. The remarkable diversity among the cells is a result of a precisely controlled
mechanism of expression and regulation of a subset of genes in each cell type.
Figure 1.3: Gene regulation
The transcription process begins when TFs are activated by a trans-membrane re-
ceptor, leading them to bind to gene regulatory elements and to promote access to
the DNA and facilitate the recruitment of RNA polymerase to the transcriptional
start site as shown in Figure-1.3. The gene regulatory elements of the DNA, also
known as promoter regions, are situated upstream of the gene at a distance which
can vary from a few base pairs to hundreds of base pairs. The regulatory elements
contain binding sites for multiple transcription factors allowing each gene to respond
‡image source: http://en.wikipedia.org/wiki/File:Central\_Dogma\_of\_Molecular\
_Biochemistry\_with\_Enzymes.jpg
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to multiple signalling pathways and facilitate fine-tuning of the messenger ribonu-
cleic acids (mRNAs) that are produced. Once the transcription factors are bound
on the regulatory elements, they can either promote or inhibit gene expression. In
the case of a promoter, the process of transcription starts. A protein called RNA
polymerase starts to copy the information contained in the gene into mRNA. These
mRNA molecules, being exact replicas of the gene, contain both exons (which will
be used in the later process) and introns (which will be removed). A process known
as splicing removes the introns and the remaining mRNA, called spliced mRNA,
is transported out of the nucleus into the cellular material. There it is translated
into a polypeptide chain with the help of ribosomes and this chain then folds into a
three-dimensional structure known as protein.
The previous paragraph gives only a partial picture. Since transcription factors
themselves are proteins, the same process may regulate them. In fact, there are
genes that code just for transcription factors. This process is similar to a feedback
loop in which transcription factors are regulated by other transcription factors. A
major goal of bioinformatics is to understand how transcription factors affect gene
expression and which groups of genes are co-regulated by certain sets of transcription
factors.
1.2 Data Sources
Recent technological advances have led to an explosion in both the quantity and
types of data being generated. Various observation techniques capture different
facets of the cell regulatory process. These are primarily generated by molecular
biologists using experimental techniques. Some of the types currently available are:
• mRNA expression measured using microarrays.
• Whole genome transcription factor binding measured using chromatin immunoprecipitation
(ChIP) on chip.
• TF binding motifs from the promoter sequences of genes.
• Protein-protein interactions using co-immunoprecipitation and other techniques.
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1.2.1 Microarrays
One of the most important sources of data
Figure 1.4: A cross-section of hy-
bridized cDNA microarray
related to the transcription process is the
genome-wide measurement of mRNA expres-
sion levels carried out using microarrays. These
have received considerable attention in the
last six years and various technologies for
microarray measurement have been devel-
oped (Schulze and Downward, 2001). A mi-
croarray allows simultaneous measurement
of the expression levels of a large number of
genes. It consists of a grid of a large number of microscopic spots of DNA oligonu-
cleotides on a silicon chip, each containing a specific DNA sequence. Depending
on the specific technique of manufacturing, these are either called cDNA microar-
rays or oligonucleotide microarrays. Microarray technology is based on the concept
of hybridization which means that DNA has complementary strands and given the
right conditions, complementary strands will bind to each other. We want to mea-
sure mRNA content, and since mRNA is complementary to the DNA strand from
which it was created, it will bind to its complement on the probe. Therefore, each
of the spots contain a short section of a gene or other DNA element that we want
to study as a probe to hybridize a complementary cDNA sample (mRNA). Before
hybridization, the target is tagged with a fluorescent dye so that after hybridiza-
tion, the intensity of colour detected by a fluorescence-based detector indicates the
abundance of the target.
Two-channel microarrays as shown in Figure-1.4 are hybridized with samples from
two conditions, e.g. diseased tissue versus healthy tissue, and are tagged with two
different colours. Fluorescent dyes Cy3 (green) and Cy5 (red) are commonly used for
tagging these samples. The two coloured cDNA samples are mixed and hybridized
to a single microarray that is then scanned. Relative intensities of each colour are
then used to identify up-regulated and down-regulated genes. On the other hand, in
single-channel microarrays, the arrays are designed to give estimates of the absolute
levels of gene expression. Therefore, comparison of two conditions requires two
separate single-dye hybridizations.
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Similar expression profiles identify genes that may be controlled by a shared regu-
latory mechanism. Paul Spellman is one of the microarray pioneers who used it to
study global expression of genes at various time points in yeast cell cycle (Spellman
et al., 1998). He along with some other researchers (Gasch et al., 2000) also studied
the response of the yeast genes when subjected to various kinds of stress. Pro-
cessing microarray data to reduce the errors introduced at various stages is known
as normalization. Quackenbush (2006) provides a good overview of the techniques
used for normalization and analyzing while Smyth et al. (2003) discuss in detail the
statistical issues involved in normalization.
1.2.2 ChIP on chip
ChIP on chip, also referred to as ChIP-chip assay is a technique which allows us to
study genome wide binding of transcription factors to the DNA simultaneously. It
combines ChIP with microarray technology (chip) to determine in vivo all the re-
gions of interest on the DNA’s promoter regions, i.e., where each of the transcription
factors bind. Harbison et al. (2004) determined the global genomic occupancy of
203 transcription factors in yeast, which are all known to bind to DNA in the yeast
genome. Lee et al. (2002) produced a similar yeast dataset for a smaller number of
transcription factors. Both these researchers reported results in the form of a confi-
dence value (statistical P value) of a transcription factor attaching to the promoter
region of a gene. The reason behind using statistical techniques was to average the
errors in microarray technology and account for multiple cell populations. One of
the prominent problems with such approaches is that in order to infer whether a
transcription factor attached to the promoter sequence or not, we have to choose an
arbitrary artificial threshold of the P-value.
1.2.3 Transcription factor binding motifs
Transcription factor binding motifs are sequence patterns observed in the intergenic
regions of the genome usually located upstream of the genes (promoter region). They
are thought to be responsible for allowing access of transcription factors to binding
sites which eventually leads to regulation of transcription. While ChIP-chip provides
in vivo evidence of TF binding, this is an indirect technique that was used before
the advent of ChIP-chip. The primary reason for considering this as an information
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source in the presence of ChIP-chip data is that ChIP-chip is very noisy and uses
evidence from multiple experiments (Lee et al., 2002) to report the possibility of a
TF binding to the promoter region of a gene in the form of a p-value.
Most of the approaches to identifying these were based on first clustering genes
by co-expression, and then looking for common sequences in the upstream regions
of the genes located in the same cluster. The upstream sequences are catalogued
in the Yeast Proteome Database (YPD), as well as Saccharomyces cerevisiae Pro-
moter Database (SCPD) which is dedicated to the curation of yeast genes’ promoter
sequences (Zhu and Zhang, 1999).
1.2.4 Protein-protein interactions
The interactions between proteins is im-
Figure 1.5: Protein-protein interactions in
yeast
portant for many biological functions,
e.g. signal transduction, where signals
from outside a cell are transmitted to
the inside by protein-protein interactions
of the signaling molecules. This dataset
is important for our study because pro-
teins are gene products and proteins with
similar functions and localization are more
likely to interact in groups. This was
shown by Schwikowski et al. (2000) where
they observed that proteins of known
function and cellular location tend to
cluster together with 63% of the interactions between proteins with a common func-
tional assignment and 76% occurring between proteins found in the same subcellular
compartment. Therefore, genes producing interacting proteins are more likely to be
co-regulated and have similar functionality. This was verified by Ge et al. (2001)
who provide global evidence that genes with similar expression profiles are more
likely to encode interacting proteins. Protein-protein interaction data for yeast is
available as a result of advances in technologies like co-immunoprecipitation, mass-
spectroscopy and yeast two-hybrid assays. There has been a tremendous growth in
this type of data in the recent years. Gueldener et al. (2006) have manually com-
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piled a protein-protein interaction (PPI) dataset from the literature and published
large-scale experiments for yeast which is used as a reference and has been called a
gold standard because of its quality and comprehensiveness (Yu et al., 2004).
1.3 Research Goals and Our Approach
The underlying problem that is addressed results from the nature of the available
data. The problem is two fold: firstly, each of the current datasets, e.g. microarrays,
DNA-binding, protein-protein interaction and sequence datasets, provide a partial
and noisy picture of the whole process. Hence, we need to integrate them in order to
obtain an improved and reliable picture of underlying process. Secondly, the amount
of data that is available for each of these types is severely limited. To learn good
models we need lots of data. Yet, data is only available for few of the experiments of
one type. To alleviate this problem many researchers have taken the path of merging
available datasets and then learning clusters from it. So, we see that there are two
distinct types of integration happening, one among different types of datasets and
the other among datasets of the same type but from different experiments.
Results are very hard to replicate when the datasets are different even if they result
from experiments with the same conditions but done by different experimenters.
As clearly stated by Orphanides and Reinberg (2002) there is no single model of
regulation and each cell process has evolved its own detailed regulation model. There
are certain motifs that can be seen in most of the processes but the actual details of
the process are very different from one another. Furthermore, for each underlying
motif, the real size of the motif is very different from process to process and geneset
to geneset. So, even though many researchers have used this approach of integrating
data-sets (both types), it’s not very clear what the implications on the final results
are.
The first part of our research work focuses on understanding the impact of integra-
tion of the latter type (using datasets of the same type but different experiments)
on the global modelling related to the transcriptional gene regulation processes.
Most of the algorithms have justified their results qualitatively by interpreting their
results with the help of biologists. We are interested in studying the quantitative
information overlap among various datasets and whether our current algorithms
are able to leverage the integration of diverse datasets in meaningful biologically
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relevant results. Specifically, we studied the correlation between the theoretical dis-
tribution difference among the datasets being merged (using Kullback-Leibler (KL)
divergence among distributions) to the functional difference among them (computed
using cluster similarity). We also studied how much the functional similarity (in our
case, the cluster similarity) varied because of dataset integration as we slowly inte-
grate increasingly diverse datasets.
The second part of our research deals with proposing a framework and analysis of
integrating datasets of different types, e.g. microarray, ChIP-chip and PPI datasets.
The exact amount of overlap and correlation among functional datasets is unclear
(Werner-Washburne et al., 2002; Kemmeren, 2002), yet data integration has been
shown to increase the accuracy of tasks like gene function prediction compared to
single source of data (Ge et al., 2001; Gerstein et al., 2002). For data integration,
spectral clustering has been used as our primary tool. The main reason behind
this choice is that it is based on computing similarities of variables which results in
affinity matrices. Similarity computation allows us to normalize diverse datatypes
(which were previously considered unintegrable) into a common format (affinity ma-
trices) and then integrate them. Increasingly, biological datasets are non-vectorial,
e.g. sequence and PPI data (which is available as a graph). There have been a lot
of recent developments in various techniques of similarity computation among these
non-vectorial datasets. With this as our foundation, two innovative techniques of
integrating these datasets have been proposed.
1.3.1 Thesis Scope
Bioinformatics has grown into a vast field. It is not possible to describe in detail all
of the techniques that have been followed or that have been used by the providers
of publicly available data. We have not included the details of within array normal-
ization techniques of microarray data used by their experimenters and assume that
all the microarray data is suitably normalized.
Even though we have used k-means clustering algorithm, we have not discussed it
as it is one of the most well known and elementary techniques. Similarly, we have
not discussed the Gene Ontology in great detail. For all these, suitable references
have been provided in the thesis.
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1.4 Thesis Contributions and Publications
• A comprehensive and critical review of research work done in this field has
been published as
– Mishra, A. and Gillies, D. (2008). Data integration for regulatory gene
module discovery. In Daskalaki, A., editor, Handbook of Research on
Systems Biology Applications in Medicine. IGI Global, Hershey, PA.
• Issues related to calculation of biological significance of clusters using Gene
Ontology has been published as
– Mishra, A. and Gillies, D. (to be published in 2010). Validation Issues in
Regulatory Module Discovery. In: Huma Lodhi and Stephen Muggleton
(eds.), Elements of Computational Systems Biology, John Wiley & Sons,
Inc. ISBN: 0470180935.
• An empirical technique to calculate the functional similarity of datasets using
the concept of cluster similarity has been developed. We propose this can be
used as an index for dataset similarity after showing a very high correlation
with underlying data distribution differences. We have also demonstrated that
dataset integration should only be done by first choosing similar datasets,
otherwise the signals present in the datasets could be overwhelmed by noise.
Part of this work published as
– Mishra, A. and Gillies, D. (2007). Effect of microarray data heterogeneity
on regulatory gene module discovery. BMC Systems Biology, 1(Suppl
1):S2
• A semi-supervised spectral clustering technique to integrate two datasets where
one is acting as a source of supervision on the clustering of the other has been
developed. We validated the results using Gene Ontology. Part of this work
published as
– Mishra, A. and Gillies, D. (2008). Semi supervised spectral clustering for
regulatory module discovery. In Data Integration in the Life Sciences,
pages 192-203.
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• A principled technique to integrate two diverse datasets where no evidence is
available regarding their individual weights (importance) has been developed
using the principle of maximum entropy. We validated the results after spectral
clustering of the integrated matrix using Gene Ontology.
• Modular and reusable software implementations of all the techniques has been
developed using python§ and R¶.
1.5 Thesis Outline
The outline of this thesis is as follows. In Chapter-2, we present a critical literature
review related to the evolution of the research related to transcriptional regulatory
networks and modules. Even though this field is relatively new, the amount of
research done is enormous because of increasing focus and funding. This chapter
tries to tie together all the past efforts into a coherent story.
In Chapter-3, we study the effect of integrating increasingly diverse microarray
datasets. For functional similarity, we compute the cluster similarity among datasets
using modified Rand’s index. To estimate the theoretical difference between the un-
derlying distributions of individual datasets, we use the KL divergence. Finally, we
study the correlation between the two measures (functional and theoretical).
In Chapter-4, we start with a discussion of spectral clustering and its theoretical
foundations. In order to integrate microarray datasets with other datasets e.g.,
PPI and DNA-binding datasets, we propose a semi-supervised spectral clustering
technique. We apply this technique on two of the popular yeast microarray datasets
and evaluate the results of integration using the Gene Ontology.
While the semi-supervised algorithm is heuristic in combining separate evidence of
similarity, in Chapter-5, we propose a more principled approach to integration of
similarity matrices. We merge similarity matrices derived from various datasets (mi-
croarray, PPI and DNA-binding) using the principle of maximum entropy (Jaynes,
1957) and analyze the results.
§a popular programming language with efficient Linear Algebra library
¶a software environment for statistical computing
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Finally, Chapter-6 concludes this thesis with remarks about the drawbacks and
challenges faced in our approach. It details where the field is heading and what
would be the future challenges. We also discuss the scope and direction of extending
the current work in future.
Chapter 2
Regulatory Module Discovery
Algorithms
In this chapter, we review the research done in data integration techniques for reg-
ulatory module discovery. Initial research in this area involved plain clustering of
microarray data. This was followed by progressively sophisticated modelling as well
as integration of various data types.
2.1 Plain Clustering
When microarray data started becoming available in the late 1990s, a prime goal
was to identify sets of genes that act together functionally to perform certain cellular
tasks such as metabolism or cell-cycle functions. In this early phase of data analysis,
various clustering algorithms, e.g. Eisen et al. (1998), were applied in order to find
such gene modules. An assumption behind this clustering approach was that co-
expression implied co-regulation. In other words, if sets of genes were showing
similar patterns of microarray expression, they must be co-regulated and hence
belong to the same module. So, co-expression was assumed to imply co-regulation
and co-regulation was assumed to imply similar function. However, both these
assumptions are not always correct. The validity of the resulting clusters could be
tested by identifying common promoter elements on the upstream portion of genes
within the same cluster on the assumption that genes are co-regulated because they
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have similar promoter elements. Another popular way to show validity was by
using gene ontology to show that the majority of genes belonging to a module were
similar in function. This was done by computing the enrichment of gene ontology
terms in each of the clusters. Better clusters were expected to have more significant
enrichment of these terms. In these early works, no external information was used
to guide the process of clustering. A review of the early techniques based on ad-hoc
as well as model based clustering can be found in de Jong (2002).
2.2 Causal Networks
Naturally, the research community wanted to model the causal relationships among
various genes in much more detail, and this precipitated a second phase of modelling
in which mostly Bayesian networks and their variants, such as dynamic Bayesian
networks (DBNs), were applied to model the gene regulatory processes (Friedman
et al., 2000; Husmeier, 2003; Murphy and Mian, 1999; Zou and Conzen, 2005).
Friedman et al. (2000) were the first to utilise Bayesian networks for modelling gene
expression data and they tried two types of local distribution - discrete (multinomial)
and continuous (linear Gaussian) to express the relation between dependent genes.
They tested the work on the microarray expression data of Spellman et al. (1998).
When networks that modelled the data accurately were identified, two pairwise
features were computed from them - Markov relations and order relations. The
Markov relation just checks if each gene of a pair is in the Markov blanket of the
other. This would imply a direct causal relationship between them indicating a
biological relation. The order relation checks if X is ancestor of Y in all the networks
of an equivalence class. This can be determined directly from the directed graph by
checking whether there is a path from X to Y that is directed towards Y consistently.
An order relation implies that the two genes have a role in some more complex
regulatory process. Temporal aspects of data were incorporated into the model by
adding a discrete variable as the root. They suggested that non-linear local and
temporal models should be used for better accuracy. Their analysis of the results
shows that the method is sensitive to the choice of local model and in the case of the
multinomial distribution is also sensitive to the discretization method used. Werhli
et al. (2006) carried out a comparative study of the performance of modelling gene
regulatory networks using graphical Gaussian models (GGMs), relevance networks
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and Bayesian networks (BNs). They used both laboratory data as well as simulated
data to evaluate the different approaches. They observed that on both types of data,
Bayesian networks outperformed both relevance networks and graphical Gaussian
models.
The major difficulty with this fine tuned modelling approach is that for such a high
dimensional problem involving many thousands of genes, the amount of experimen-
tal data available is never enough for accurate modelling. Moreover, it is very hard
to deal with the cyclical feedback nature of gene networks using Bayesian networks
since, without the explicit incorporation of time, they only handle acyclic relation-
ships among the variables. The end result of such models was that the performance
was not good and not many verifiable findings were made (Husmeier, 2003). In order
to improve upon the results, work was done to incorporate better prior knowledge
in the Bayesian network based modelling. Imoto et al. (2003) combined PPI, DNA
binding, promoter element motifs as well as literature text mining. Tamada et al.
(2003, 2005) also used similar diverse datasets to build Bayesian network models.
Ihmels et al. (2002) proposed an algorithm called Signature, which performs bi-
clustering, that is to say clustering genes, and conditions together based on ex-
pression data. It is unlike the more established bi-clustering algorithms in that it
does not simultaneously generate data partitions but works in steps. The input
to the algorithm is a set of genes and, in the first step, experimental conditions
under which these genes change their expression above a threshold are chosen. In
the second stage, all genes that have changed expression significantly under these
conditions are selected. They evaluate the consistency of their clustering algorithm
by analysing the recurrence of the output gene sets in their resulting modules when
the input is mixed with irrelevant genes. The idea is that the results of any good
algorithm should not deviate too much when slight perturbations are introduced in
the data. A module is considered to be reliable if it is obtained from several dis-
tinct slightly perturbed input gene sets. Since it carries out a refinement of clusters
in two stages, there can be no guarantee that the results would be clustered in a
globally optimal manner. A better formulation might be to use the expectation
maximization (EM) algorithm in order to maximise their objective function.
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2.3 Supervised Module Algorithms
After these initial frustrations in moving from very naive modelling (plain clustering)
to highly detailed modelling (DBN), research began to tread a path somewhere in
the middle. This pragmatic approach did yield very good results and is still the
basis of current research. One of the most complete studies using these types of
weakly supervised methods was carried out by Segal et al. (2003). Their method,
called Module Networks algorithm, takes as input a gene expression data set and
a large precompiled set of candidate regulatory genes and outputs groups of co-
regulated genes (modules), their regulators, and a regulation program that specifies
behaviours of the modules as a function of regulator’s expression and the conditions
under which regulation takes place. It uses an iterative procedure that searches for
a regulation program for each module (set of genes) and is based on the EM method
that is initialised with the results of another clustering algorithm. For each cluster
of genes, it searches for a regulation program that provides the best prediction of
the expression profiles of genes in the module as a function of the expression of a
small number of genes from the regulator set. After identifying regulation programs
for all clusters, the algorithm re-assigns each gene to the cluster whose program
best predicts its behaviour. It iterates till convergence, refining both the regulation
program and the gene partition in each iteration.
In their experiments, they compiled a set of regulators from the Saccharomyces
Genome Database (SGD) (Cherry et al., 1998) and the YPD (Payne and Garrels,
1998) based on annotations that broadly suggest that certain genes have a regulatory
role, as either a transcription factor or a signalling protein. They also identified
more potential regulators by finding genes similar to those above but removing
the global regulators from the list. Microarray data for gene expression for yeast
was collected from the Stanford Microarray Database (SMD). They chose a subset
that had significant gene expression change and removed from this set the cluster
known to be generic environmental response genes. Finally, they added all the genes
from the regulator list above. With these two datasets (expression and regulators),
they use a module network learning algorithm (Segal et al., 2005) to find separate
sets of regulators and the regulated modules. They obtained modules that showed
significant similarity in promoter element motifs as well as annotations in the gene
ontology compiled by the Gene Ontology Consortium (2001).
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At about this time, more significant prior knowledge started becoming available in
the form of ChIP-chip DNA binding data and other sources as described in the
previous chapter. The next step of research focused on ways of integrating these
datasets in order to find gene modules.
Bar-Joseph et al. (2003) describe an algorithm for discovering regulatory modules.
Their algorithm is called Genetic Regulatory Modules (GRAM), and combines mi-
croarray expression data with DNA-binding data. This was one of the first papers to
have combined these two sources in order to achieve better clusters. DNA-binding
data provides direct physical evidence of regulation and thus offers an improvement
on previous work where only indirect evidence of interaction, for example promoter
sequences, were used for prior information. The GRAM algorithm begins by per-
forming an exhaustive search over all possible combinations of transcription factors
indicated by the DNA-binding dataset using certain (strict) threshold P-values. This
yields sets of genes that are regulated by sets of transcription factors. This gene list is
filtered by studying their expression patterns to find genes that show co-expression.
These act as seeds for gene modules. The next pass revisits transcription factors
and expands the seed modules by adding genes with a relaxed P-value criterion that
show co-expression. GRAM allows a gene to be part of more than one module. They
identified 106 modules with 655 distinct genes regulated by 68 transcription factors.
Within a module, the role of each transcription factor was identified as activator
or repressor by analysing the correlation between the transcription factor’s expres-
sion and the expression of regulated genes. Validation was done by analysing the
promoter gene sequences in same cluster using the TRANSFAC (Wingender et al.,
1996) database to identify common sequences.
Tanay et al. (2004) analysed several diverse datasets in an attempt to reveal the
modular organisation of the yeast regulation system. They defined modules as
groups of genes with statistically significant correlated behaviour across the diverse
datasets. Their algorithm is called Statistical-Algorithmic Method for Bicluster
Analysis (SAMBA) which is an extensible framework that can be easily updated
when new datasets become available. In their analysis, they have integrated ex-
pression, PPI and DNA-binding datasets. In SAMBA, all genomic information is
modelled as weighted bi-partite graphs. Nodes on one side of graph represent genes
while the other side represents properties of genes, for example proteins encoded
by them. Edges between property nodes and gene nodes are assigned weights. A
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module is a sub graph of this bi-partite graph and a high quality module is defined
as a heavy sub graph in the weighted bi-partite graph. The key point is that all
sources of data are considered as properties of genes or proteins encoded by genes
and there is one unified representation of all data as a bi-partite graph. Since their
algorithm is based on combinatorial principles rather than graph theoretic (spectral)
methods, there are no guarantees of a globally optimum partitioning. For evalua-
tion, they found the biological significance of resulting clusters by calculating the
enrichment score of all gene ontology (GO) terms associated with the genes of a
module and later annotated the modules with the highest valued terms, that is to
say those terms that are shared by the highest number of genes. They also analysed
600 base pairs in the upstream promoter region of the genes in a module for common
motif enrichment. For each potential motif, they calculated the enrichment score
among all the genes of the module. The positive aspect of their approach is that it
utilises all sources of information in one uniform representation and only requires a
measure of similarity of genes across a subset of properties. It also allows overlap-
ping modules (with common genes), which is not a feature of traditional clustering
algorithms. One of the limitations of their approach is that all sources of data are
assigned equal weights and it isn’t possible to weigh them separately according to
reliability or importance.
In a later piece of work, Tanay et al. (2005) extended the work described above by
investigating the SAMBA algorithm in more detail. They analysed more diverse
datasets and focused more on the biological significance of the results, explaining
them much more fully. The paper mainly describes a study of fresh data in the
context of an extensive compendium of existing datasets using SAMBA. They
proposed that future work should be carried out on integration across species on
the basis that transcription modules are highly conserved among species.
The work of Lemmens et al. (2006) is similar to other module discovery algorithms
in that they propose a very simple and intuitive algorithm to find co-regulated
sets of genes that have similar expression profiles, the same binding transcription
factors and a commonality of promoter motifs. The principal difference from other
algorithms is that where others used motif information to validate their results,
they have used it in order to find the modules itself. Their algorithm, known as
ReMoDiscovery works in two passes. In the first pass, known as the seed discovery
step, tightly co-expressed genes having a minimum number of common transcription
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factors and a minimum number of common conserved motifs are put together in
separate modules known as seed modules. In the second pass, known as the seed
extension step, the size of the modules is increased by computing the mean of the
module’s gene expression and ranking the remainder of the genes in the dataset in
order of their decreasing correlation with the mean profile. They compared their
algorithm results with SAMBA and GRAM (discussed earlier) and reported their
findings. All parameters, such as the cut off for various datasets, have been chosen
without much justification, and the basic idea seems very similar to the work of
Bar-Joseph et al. (2003). Some of the comparison metrics used do not seem very
sound, for example average functional enrichment values have been calculated for
the modules without normalising to account for the size of the modules. Similarly,
summary statistics like minimum and maximum number of genes in modules do not
provide relevant information for comparison of algorithms .
Huang and Pan (2006) investigated a traditional clustering method known as k-
medoids which is a robust version of the k-means clustering method. Unlike k-
means, which uses the mean of all genes in a cluster as its centre, k-medoids uses
the most central gene (median). It is found by locating the one with minimum
average dissimilarity to rest of the genes. They incorporated prior knowledge into it
by modifying the distance metric used while clustering. They have used microarray
expression data for clustering while biological knowledge about the known similarity
between pairs of genes is derived from gene ontology. Previous approaches to include
biological knowledge in distance based clustering methods have used gene ontology
and metabolic pathways to estimate distance or similarity measures among gene
pairs and then used these along with microarray expression based distance metrics
to create an average distance, which is later used to cluster expression data. Huang
and Pan used a shrinkage approach for the distance metric to shrink it towards
zero in cases where there is strong evidence that two genes are functionally related.
Their algorithm has two steps in which the first step uses the shrunk distance metric
to cluster genes whose functionality is known from gene ontology. The second step
clusters the remaining genes. In the second step clustered genes are assigned to either
one of the step one clusters or to a step two cluster, depending on their distance
from the medoids. The shrinkage parameter is chosen using cross validation. They
evaluated their algorithm using both simulated as well as real data. In a later piece
of work, Pan (2006) used known functions of genes from existing biological research
to assign different prior probabilities for a gene to belong to a cluster. He developed
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an EM algorithm for this stratified mixture model.
The research described above concerns the evaluation of individual techniques to
integrate data from multiple sources. Some researchers have also focused on creat-
ing generic frameworks for data integration. Troyanskaya et al. (2003) developed
a meta framework for integration of diverse sources of data. We call it meta be-
cause it doesn’t directly integrate the datasets but uses results from other techniques
like clustering algorithms and combines them with other evidence. Their proposed
framework is known as MAGIC (Multisource Association of Genes by Integration of
Clusters) and is based on a Bayesian network whose conditional probability tables
have been built with the advice of yeast genetic experts. Given a pair of genes, it
outputs the probability that they are functionally related after weighing the evi-
dences from various sources. Evaluation of the predictions from the system is done
using gene ontology data.
Most of the techniques that we have described work well for real (numerical) data
but are less effective when dealing with string data, for example gene sequences, or
graph data such as protein interactions. In many cases ad-hoc techniques have been
deployed. In an approach to this problem, Lanckriet et al. (2004a) have proposed a
framework where such diverse data could be merged in a principled manner. It is
based on kernel methods (Shawe-Taylor and Cristianini, 2004) in which algorithms
work on kernel matrices that are derived from pairwise similarity among variables
using kernel functions. If a valid kernel function can be defined to encode the similar-
ity between two variables, then the methods are applicable regardless of the different
types of data - strings, vectorial or graphical - being used. This framework provides
a means to integrate more diverse types of data as and when they become avail-
able in the future. The original paper proposed the framework only for supervised
learning but extensions to unsupervised learning are possible.
Chapter 3
Data Integration for Regulatory
Module Discovery
3.1 Introduction
As discussed in the first chapter, a transcriptional regulatory module is a set of
genes that is regulated by a common set of TFs. A considerable amount of work
has been carried out to determine the network of inter-relationships between these
regulatory modules, with the aim of understanding how they act together in order to
carry out the complex biological functions of a cell. Microarrays allow us to study
a large proportion of genome expression simultaneously. These expression data
have been used to build models of the regulatory networks. In some of the recent
work, integrative genomics, in which data from experiments relating to different
conditions or even different organisms are merged together, has been suggested as a
method to discover these regulatory modules (Tanay et al., 2005; Segal et al., 2004).
The approach compensates for the fact that the models have a very large number
of variables (genes) whereas the number of repeats of microarray experiments is
typically quite small. Thus, for a typical single experiment, there is not enough data
to model the regulatory modules reliably. Another justification for the integrative
approach is that, in evolution, many genes are believed to have similar roles in
different organisms and so collective analysis should help to counter experimental
error in individual experiments.
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The motivation behind the research presented in this chapter is that, in our view,
blind integrative genomics can lead to misleading or incorrect results. Researchers
conduct experiments with clear objectives in mind. For example, research conducted
on yeast to study meiosis will profile gene expression in sporulation media and will
have clear meiotic signal in the data. But, hardly any of these conditions will be
in common with the experiments related to stress conditions on yeast. Integration
should be used when we are only concerned about either the background patterns or
the most dominant patterns, and are not interested in patterns that may be visible
in certain individual experiments. The global regulatory module network is the sum
of smaller local regulatory module networks and by taking the integrative approach
we run the risk that significant information from individual networks will be masked
by the pooling process.
We believe that integrative genomics can sometimes be a useful technique. Our
hypothesis is that as microarrays from different experimental conditions but same
experiment type, for example stress, are merged, we should be able to readily iden-
tify stress specific regulatory modules. The clusters of co-regulated genes obtained
should reinforce the local (stress specific) regulatory modules while suppressing
the noise. By contrast, when microarrays from various different experiment types
are merged together then the local (dataset specific) regulatory modules would be
masked by conflicting patterns from other diverse datasets. Only sets of the genes
that are strongly expressed among the majority of the conditions for which datasets
have been mixed would be observed to behave in a consistent manner while the
other genes would be expressed in an unpredictable manner. This should result
in regulatory modules that are not very similar to the modules obtained with the
original datasets.
One possible way of determining the similarity between datasets is using a sta-
tistical measure like the Kullback-Leibler divergence between the distribution of
the different datasets (Wit and McClure, 2004). We computed the difference in
data distributions of various distinct and progressively mixed microarray datasets
as discussed later. However, the problem with Kullback-Leibler divergence or other
statistical methods is that such a theoretical measure is not guaranteed to be a
good indicator of functional similarity. They don’t say much about how the final
clusters are affected when we mix datasets. Therefore we validated our results by
taking the functional route and studying the eventual effects directly by calculating
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the similarity among the resulting modules. We carried out experiments in which
we obtained regulatory modules from various datasets and their mixtures and then
measure their similarities to each other. In this way, we show that progressive mix-
ing of data of differing types inhibits the discovery of local regulatory modules at
the cost of more dominant regulatory modules.
For our experiments, we chose to use the Module Networks algorithm (Segal et al.,
2003) (refer Chapter-2), which is a well established approach and has had recog-
nised success in finding biologically relevant modules. For measuring the similarities
among the regulatory gene modules resulting from this algorithm, we chose to use
the modified Rand Index (Hubert and Arabie, 1985) which has been shown to be
a very stable measure of partition similarity. To our knowledge, there hasn’t been
any thorough study investigating the effects of mixing diverse datasets on the re-
sulting clusters. We also haven’t seen any research on understanding the correlation
between theoretical data distributions and its impact on the resulting clusters.
3.2 Methodology
In order to validate our hypothesis, we chose to work with two very diverse datasets
compiled from yeast experiments. One of them is from experiments to study the
gene expression when yeast is exposed to stress conditions. The other dataset was
from the study of cell-cycle related genes in which the pattern of activity is very
different from the previous one. The expression of genes when stress conditions are
created is much more drastic (both repressed and induced genes) than the normal
cell-cycle, where optimal conditions are created for growth and the expression levels
are much smaller. We want to show how progressive dilution of these two datasets
with other dissimilar datasets affects the similarity among resulting clusters. We
would expect that, as we dilute the datasets, the resulting cluster similarity to the
original dataset cluster decreases.
All the data used in our analysis were taken from the SMD (Sherlock and Hernandez-
Boussard, 2001) which hosts c-DNAmicroarray data-sets from various experimenters.
We decided to focus our study on yeast as the regulatory mechanisms in more com-
plex organisms are more involved and yeast has been studied extensively in recent
years. We started with analysing data by individual researchers for experiments
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related to stress. In particular, we used data from Gasch et al. (2000) submitted
by A.P. Gasch which we refer to as DS-STRESS1 (76 microarrays), Saldanha et al.
(2004) called DS-STRESS2 (49 microarrays) and Gasch et al. (2000) submitted by
P. Spellman called DS-STRESS3 (41 microarrays). We merged all 183 stress related
microarray slides available (not only the above three) to create the data set that we
refer to as DS-STRESS. To compare these clustering against an entirely different
category, we took 93 microarray data sets for cell-cycle experiments (Spellman et al.,
1998) referred to as DS-CCYCLE. A further mixing of both stress and cell-cycle data
created a data set that was named DS-STRESS-CCYCLE (276 microarrays). Fi-
nally, we pooled all the available data (523 microarrays) for yeast (not only stress
and cell-cycle) and named it DS-ALL. The clusters resulting from all these different
data groupings were compared. In order to have a reference point to compare the
similarity values, we also generated a random microarray dataset for all the genes
by sampling random numbers from a Gaussian distribution with zero mean and unit
standard deviation. This dataset was named DS-RANDOM.
To analyze the data we did some standard pre-processing to the datasets. We used
the log2 of the ratio of the mean of Channel 2 (experimental expression) to the mean
of Channel 1 (control expression). We also used total intensity normalization which
is based on the assumption that the average log ratio on the array should be zero.
Having organised the data, we did three types of studies with the following further
processing.
1. We took all the data described above without further processing.
2. We filtered the genes by choosing those where log(base2) ratio had changed
by two fold at least once among all experiments. This retains only those genes
that have shown significant change in their expression.
3. We scale normalized each of the above data-sets (without any filtering) across
slides to account for different experimental conditions or different data-sets by
using a variant of median absolute deviation (MAD) (Yang et al., 2002). Note
that this is different from normalizing microarray replicates for removing noise.
The data that we are using has already been normalized to account for that.
MAD is a measure of statistical dispersion and is a more robust estimator of
scale than the sample variance or standard deviation. MAD is unaffected by
the magnitude of the distances of a small number of outliers whereas in the
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standard deviation, the distances from the mean are squared, therefore, large
deviations are weighted more heavily, and thus outliers can heavily influence
it. For our computations, the MAD for the ith slide (or condition) is given by
MADi = medianj{|Mij −medianj(Mij) |} (3.1)
where j ranges across all the genes, i ranges across all the slides (conditions)
andMij is the individual microarray value. We compute the MAD value for all
the slides and then normalize this score for each slide by taking into account
other slides.
ai =
MADi
I
√
ΠIi=1MADi
(3.2)
Mij(final) =
Mij
a2i
(3.3)
As suggested by the authors, we have divided each value for slide i by a2i . This
normalization takes into account the MADs for all slides and has been found as
a reliable way to normalize variation across slides in microarray studies (Yang
et al., 2002).
3.2.1 Kullback Leibler divergence among datasets
Before we start computing the cluster similarity among datasets, we first need to
understand how different (quantitatively) the underlying data distributions are. For
this, we have used the KL divergence which is a statistical measure to compare
distributions.
For two distributions F and G with densities f and g respectively, the KL divergence
between them is defined as
dKL(F,G) =
∫ ∞
−∞
f(x)log
f(x)
g(x)
dx (3.4)
However, KL divergence is not a distance measure as it lacks symmetry ((dKL(F,G) 6=
dKL(G,F ))), i.e., the KL divergence from F to G is not the same as from G to F.
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There have been some suggestions regarding how to make it symmetric. Jeffreys
(1946) suggest that it should be modified to
dJeffreys(F,G) =
dKL(F,G) + dKL(G,F )
2
(3.5)
which is the mean of both the values. Johnson and Sinanovi (2001) suggest the
harmonic mean and name it as resistor-average mean
1
dResistor(F,G)
=
1
dKL(F,G)
+
1
dKL(G,F )
(3.6)
We have used the dJeffreys to validate our results. Determining the underlying
distribution of microarray data is another challenge, and more so with so few repli-
cates. We have assumed that the gene expression data across slides (experiments
or conditions) has a Gaussian distribution following Wit and McClure (2004) who
have found that after a logarithmic transformation, most microarray gene expres-
sion values across slides have a Gaussian distribution. Another key benefit is that
a Gaussian distribution yields an analytically simple and elegant computable form.
If rF and rG replicate arrays are spotted for conditions F and G and p is the total
number of genes then the two microarray datasets (F and G) could be represented
as
fij : i = 1, . . . p, j = 1, . . . , rF
gij : i = 1, . . . p, j = 1, . . . , rG
and the empirical KL divergence under the assumption of normality (Gaussian dis-
tribution) can be calculated as (Wit and McClure, 2004)
dˆKL(F,G) =
p∑
i=1
[
log
σˆgi
σˆfi
+
1
2
( σˆ2fi
σˆ2gi
+
(µˆgi − µˆfi)2
σˆ2gi
− 1)]
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where
µˆfi =
1
rF
rF∑
j=1
fij (3.7)
σˆfi =
1
rF − 1
rF∑
j=1
(fij − µˆfi)2 (3.8)
are the sample mean and variance of the observations associated with the ith gene. It
should be noted that this assumes that each of the genes have a univariate Gaussian
distribution and they are independent of each other. In essence we are computing
pairwise KL divergence between corresponding gene replicate data from two different
experiments.
3.2.2 Cluster similarity
For clustering, we have used the software package Genomica (Segal et al., 2003)
which has been provided by the authors of the Module Network algorithm. The
reason we chose this algorithm was because it has been shown in literature to identify
biologically meaningful clusters. Its clustering process is driven by the expression of
known TFs. The algorithm works as follows: given a gene expression dataset and
a precompiled set of candidate regulatory genes, it simultaneously searches for a
partition of genes into modules, and for a regulation program for each module that
explains the behaviour of the genes in the module. It uses an EM approach to do
the search. For each module, the procedure searches for a regulation program that
provides the best prediction of expression profiles of the genes in the module as a
function of the expression of a subset of genes from the candidate regulator set. The
approach is iterative and runs till convergence, refining both the regulation program
and the gene modules in each iteration.
This algorithm, apart from microarray data, also requires a list of TFs as prior
knowledge on which to base the clustering. Our TFs were taken from the Yeastract
database (Teixeira et al., 2006)∗.
Since we are comparing the results on different data-sets our goal is to check the
closeness of these resulting clusters (on different data-sets). This closeness was
∗using their web interface http://yeastract.com/ in Sept. 2006 when it had 145 TFs
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validated using cluster similarity as described in the next section.
3.2.3 Cluster similarity indices
In order to compare the clusterings obtained on the different datasets, we need
a measure of similarity. We have chosen a well established measure of clustering
similarity - the adjusted Rand’s Index - which was proposed by Hubert and Arabie
(1985).
The Rand’s index works on the concept of pair-wise matching on each of the cluster
sets that are being compared. Given a set of objects of cardinality n, S = s1, ..., sn,
suppose we obtain two clusterings C1 and C2 such that C1 = c11, ..., c1k and C2 =
c21, ..., c2k where
⋃k
i=1 c1i = S =
⋃k
j=1 c2j. If:
N11 = number of pairs of objects in the same cluster in both C1 and C2
N00 = number of pairs of objects in different clusters in both C1 and C2
N01 = number of pairs of objects in different clusters in C1 but same cluster in C2
N10 = number of pairs of objects in the same cluster in C1 but different clusters in C2
then agreement(A) is the sum of N11 and N00 and disagreement(D) is the sum of
N01 and N10. A is the sum of pairs where both clusterings agree and D, where
both disagree. The Rand’s index is simply the fraction in agreement to the total
(agreement + disagreement), i.e.,
RC1C2 =
(N11 +N00)
(N11 +N00 +N01 +N10)
and its value lies between 0 and 1. When the two partitions are identical, the Rand’s
index is 1. It falls to 0 when the two clusters have nothing in common. The biggest
drawback of this index is that it doesn’t have a good spread of values. Another
problem with the Rand’s index is that the expected value of two random partitions
does not take a constant value. This is an expected statistical property of any good
index to compare clusterings. The modified version of the Rand’s index - also known
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Datasets Cluster Similarity Index
Rand’s adjusted Rand’s
DS-STRESS3 & DS-RANDOM 0.945 0.001
DS-STRESS3 & DS-CCYCLE 0.946 0.100
DS-STRESS3 & DS-STRESS3 (different runs) 0.957 0.453
Table 3.1: Comparison of Rand’s Index and adjusted Rand’s Index. Spread of values
by Rand’s index is skewed while the adjusted Rand’s index shows a very wide spread
of values.
as adjusted or modified Rand’s index corrects for this by assuming the general form
RC1C2adj =
index value - expected(index value)
maximum(index value) - expected(index value)
For a detailed derivation of the analytical form of this equation, please refer Hubert
and Arabie (1985).
Its maximum value is 1 and its expected value in the case of random clusters is 0.
Based on an extensive empirical comparison of several such measures, Milligan and
Cooper (1985) recommended this index as the best measure of agreement even when
comparing partitions having different numbers of clusters. We did a comparison of
Rand’s and adjusted Rand’s index on our clustering results. Table-3.1 shows that
the spread of values by Rand’s index is skewed (all the values seem to be above
0.94). On the other hand, the adjusted Rand’s index shows a very wide spread of
values. Based on this justification, we chose to use it for all our cluster comparisons.
Our whole methodology is summarised in Algorithm-1.
1: Pre-process the datasets using the filtering and normalization steps discussed
earlier to create 3 separate datasets (normal, filtered and scale normalized).
2: Process (mix) datasets so that they contain data from progressively diverse
microarray experiments.
3: Run clustering algorithm over each of these resulting datasets.
4: Calculate cluster similarity among the resulting sets of clusters.
5: Compute KL divergence among all these datasets.
6: Compute the correlation coefficient between the cluster similarities and KL di-
vergences.
Algorithm 1: Summary of methodology
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3.3 Results
3.3.1 Cluster similarity among datasets
The results of cluster similarity computations are in Tables-3.2, 3.3, and 3.4. The
clustering algorithm groups together functionally similar genes. By using the modi-
fied Rand index, we measure the similarity among the resulting sets of clusters. We
ran the clustering algorithm 4 times for each dataset and have reported the mean
values of all these runs. This was done because the initialization of the clustering
algorithm is done by another non-deterministic algorithm. We observed that the
final results did not have significant standard deviation (values in brackets in Table-
3.2(a)). For clarity of presentation, we have not reported standard deviation values
in remaining tables.
We first compared the individual stress datasets to each other to compare how similar
the various runs of the same dataset are as well as to other stress datasets. We then
compared each of the stress datasets against DS-STRESS, DS-STRESS-CCYCLE,
DS-ALL, DS-CCYCLE which are increasingly distant from the stress datasets as
described earlier. As a reference, we also compared them against DS-RANDOM
which is a randomly generated dataset and gives us a baseline against which to
compare the rest of the similarity values.
The values in Table-3.2(a), 3.3(a), and 3.4(a) indicate the level of similarity among
the same type of datasets. The results in all three suggest that even among datasets
of the same type, e.g. stress, there is considerable variation in similarity values,
for example DS-STRESS1 and DS-STRESS3 are much more similar to each other
than to DS-STRESS2 which could be explained from the fact that they were done
under similar conditions. We also observe that DS-STRESS1 is slightly more similar
to DS-STRESS2 than DS-STRESS3 across all three classes. Another interesting
observation is that DS-STRESS1 is more similar to DS-CCYCLE than DS-STRESS2
pointing to the fact that there could be large variations in results even under similar
conditions.
Results in Table-3.2(b) show the expected trend. As diverse datasets are merged,
the similarity of the resulting clusters to the original dataset falls progressively.
We observe that all three stress datasets are most similar to the combined stress
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(a) Cluster similarity among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0.5420 (0.0161) 0.0261 (0.0024) 0.0709 (0.0024)
DS-STRESS2 - 0.5070 (0.0162) 0.0213 (0.0014)
DS-STRESS3 - - 0.5227 (0.0483)
(b) Comparison of clustering of individual stress datasets versus progressively
mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE DS-RANDOM
DS-STRESS1 0.1616 0.1368 0.1186 0.0354 0.0003
DS-STRESS2 0.0606 0.0555 0.0528 0.0176 0.0001
DS-STRESS3 0.1105 0.1109 0.0989 0.0309 0.0001
(c) Comparison of cell-cycle and stress to mixed data clustering
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL DS-RANDOM
DS-CCYCLE 0.0418 0.4736 0.0783 0.0638 0.0007
DS-STRESS 0.5288 0.0418 0.2197 0.1784 0.0003
Table 3.2: Cluster similarity among full (non scale-normalized) datasets
(a) Cluster similarity among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0.6600 0.1747 0.2417
DS-STRESS2 - 0.5500 0.1155
DS-STRESS3 - - 0.5933
(b) Comparison of clustering of individual stress datasets versus progressively
mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE DS-RANDOM
DS-STRESS1 0.3425 0.3378 0.3434 0.0981 0.0037
DS-STRESS2 0.1060 0.0920 0.0759 0.0252 0.0022
DS-STRESS3 0.2470 0.2534 0.2325 0.0925 0.0023
(c) Comparison of cell-cycle and stress to mixed data clustering
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL DS-RANDOM
DS-CCYCLE 0.0663 0.4768 0.0812 0.0614 0.00068
DS-STRESS 0.5986 0.0663 0.3067 0.2244 0.0013
Table 3.3: Cluster similarity among filtered (non scale-normalized) datasets
(a) Cluster similarity among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0.4446 0.0125 0.0340
DS-STRESS2 - 0.4740 0.0086
DS-STRESS3 - - 0.4652
(b) Comparison of clustering of individual stress datasets versus progressively
mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE DS-RANDOM
DS-STRESS1 0.0550 0.0468 0.0532 0.0070 0.0001
DS-STRESS2 0.0186 0.0165 0.0192 0.0025 0.0003
DS-STRESS3 0.0419 0.0345 0.0364 0.0053 0.0004
(c) Comparison of cell-cycle and stress to mixed data clustering
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL DS-RANDOM
DS-CCYCLE 0.0068 0.5310 0.0117 0.0093 0.0008
DS-STRESS 0.4751 0.0068 0.0781 0.0623 0.0003
Table 3.4: Cluster similarity among full (scale-normalized) datasets
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dataset (DS-STRESS). As the combined stress data is mixed with cell-cycle data,
the similarity value falls. Since DS-ALL is even more diluted in stress data (it
combines even more non-stress data), the similarity value has fallen further. All
the stress datasets’ similarity to DS-CCYCLE is very low, as we expected because
of very different nature of expression in these diverse experiments. The similarity
values for the random data-set are near zero in all the cases. Another interesting
observation is that stress dataset seem to be very dominant in the final mixture (DS-
ALL) as we see that the similarity values haven’t fallen a lot between DS-STRESS
and DS-ALL. Across all three stress datasets, we observe that the similarity values
across DS-STRESS, DS-STRESS-CCYCLE and DS-ALL are much closer than the
rest.
Table-3.2(c) shows the results at a more macro level using all stress data and all
cell-cycle data. These results generalise and substantiate our earlier observations
as the same trends are more robust here because of aggregation of data. Again
we observe that similarity values across DS-STRESS, DS-STRESS-CCYCLE and
DS-ALL are much closer than the rest.
When we filtered the datasets, retaining only those genes that changed their expres-
sion value by two fold at least once, the results, shown in Table-3.3 are somewhat
different from the previous study. We observe that the similarity values are much
higher when compared to the earlier unnormalized datasets. An explanation for this
is that as we have retained only genes that are highly expressed, the total number
of genes is smaller, and the uncorrelated background expression has been reduced.
Results in Table-3.3(a) show similar trend as the earlier one where DS-STRESS1
and DS-STRESS3 are much more similar to each other than to DS-STRESS2. DS-
STRESS1 is also slightly more similar to DS-STRESS2 than DS-STRESS3. Like
the previous study, the similarity values in Table-3.3(b) indicate that DS-STRESS,
DS-STRESS-CCYCLE and DS-ALL are quite similar to each other. The similarity
values are in similar range and sometimes the trend is not very sharply delineated
among them.
A further look at Table-3.3(c) indicates that the cell-cycle data is almost equally dis-
similar from each of the mixes (DS-STRESS, DS-STRESS-CCYCLE, and DS-ALL)
like the previous study. This indicates that the stress data is somehow dominat-
ing other data in the combined datasets. The combined stress data is showing the
expected trend as its similarity values are falling as more diverse data is mixed.
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Our third study used scale normalization (with MAD) in order to bring all the ex-
pression values across various different experimental conditions into the same range.
We chose to do this after observing that the stress expression values fall in a much
larger range than the cell cycle values, which might explain the disparate similarity
values found when the datasets were merged together in the previous two studies.
After scale normalization, we got some interesting results as shown in Table-3.4.
The similarity values fell considerably, especially among different types of datasets.
We believe that the reason for this is that as the range of expression values have been
brought to a similar scale, the clustering algorithm is not able to identify dominant
clusters as clearly as earlier.
Table-3.4(a) show similar trend as the earlier one where DS-STRESS1 and DS-
STRESS3 are much more similar to each other than to DS-STRESS2. DS-STRESS1
is again slightly more similar to DS-STRESS2 than DS-STRESS3. Based on the re-
sults so far, it is possible that the DS-STRESS2 is not representative of the combined
stress behaviour indicating that the data may be of lower quality.
Table-3.4(b) shows that DS-STRESS, DS-STRESS-CCYCLE and DS-ALL are again
quite similar to each other as the similarity values are in similar range and sometimes
the trend is not very sharply delineated among them. Table-3.4(c) shows similar
trends as seen previously.
3.3.2 KL divergence among datasets
The results for KL divergence computations using Jeffreys’ adjustment (refer eqn-
3.5) among various datasets are shown in Tables-3.5, 3.6, and 3.7. Table-3.5 shows
the KL divergence among the non-scale normalized datasets. Table-3.6 has the
results for filtered (non-scale normalized) datasets while Table-3.7 has the results
for the scale-normalized datasets. While cluster similarity was used for functional
difference among datasets, these denote the theoretical difference among the datasets
by computing the KL divergence between the underlying distributions. One thing
to note is that these are distances while the values in the cluster similarity section
were similarity values. Therefore, smaller KL-divergence indicates more similarity.
Like the computations using cluster similarity, we first compared the individual
stress datasets to each other to study their similarity. The values in Table-3.5(a),
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(a) KL Divergence among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0 4843.3 1329.0
DS-STRESS2 - 0 4712.3
DS-STRESS3 - - 0
(b) KL Divergence among individual stress datasets versus progres-
sively mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE
DS-STRESS1 1066.2 897.29 1131.0 1885.25
DS-STRESS2 1226.6 1598.2 1646.0 5116.5
DS-STRESS3 1139.5 1039.2 1234.1 2747.0
(c) KL Divergence among cell-cycle, stress and mixed datasets
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL
DS-CCYCLE 2186.5 0 1190.7 1805.8
DS-STRESS 0 2186.5 125.5 194.5
Table 3.5: KL Divergence among full (non scale-normalized) datasets
(a) KL Divergence among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0 475.5 242.7
DS-STRESS2 - 0 367.9
DS-STRESS3 - - 0
(b) KL Divergence among individual stress datasets versus progres-
sively mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE
DS-STRESS1 130.60 121.20 129.30 217.50
DS-STRESS2 670.75 952.40 1011.20 638.40
DS-STRESS3 132.10 226.65 199.20 380.70
(c) KL Divergence among cell-cycle, stress and mixed datasets
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL
DS-CCYCLE 340.5 0.0 198.3 297.5
DS-STRESS 0.0 340.5 92.0 147.7
Table 3.6: KL Divergence among filtered (non scale-normalized) datasets
(a) KL Divergence among stress datasets
DS-STRESS1 DS-STRESS2 DS-STRESS3
DS-STRESS1 0 4960.7 2116.05
DS-STRESS2 - 0 4390.90
DS-STRESS3 - - 0
(b) KL Divergence among individual stress datasets versus progres-
sively mixed datasets
DS-STRESS DS-STRESS-CCYCLE DS-ALL DS-CCYCLE
DS-STRESS1 2885.85 2451.55 3819.50 3179.65
DS-STRESS2 1179.95 1203.85 1501.85 7768.15
DS-STRESS3 2244.15 1944.65 2804.85 5644.25
(c) KL Divergence among cell-cycle, stress and mixed datasets
DS-STRESS DS-CCYCLE DS-STRESS-CCYCLE DS-ALL
DS-CCYCLE 6818.35 0.00 4947.10 7625.75
DS-STRESS 0.00 6818.35 376.70 466.65
Table 3.7: KL Divergence among full (scale-normalized) datasets
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3.6(a), and 3.7(a) indicate the level of similarity among the same type of datasets.
Like the results of cluster similarity, the results in all three suggest that even among
datasets of the same type, e.g. stress, there is considerable variation in similarity
values, for example DS-STRESS1 and DS-STRESS3 are much more similar to each
other than to DS-STRESS2 which could be explained from the fact that they were
done under similar conditions. We also observe that DS-STRESS1 is slightly less
similar to DS-STRESS2 than DS-STRESS3 across all three classes. This is in con-
trast to the observations in cluster similarity where DS-STRESS1 is slightly more
similar to DS-STRESS2 than DS-STRESS3. It could be explained by the fact that
clustering involves a number of steps that could loose information.
We then compared each of the stress datasets against DS-STRESS, DS-STRESS-
CCYCLE, DS-ALL, DS-CCYCLE which are increasingly distant from the stress
datasets as described earlier. As seen in Table-3.5(b), all the stress datasets’ simi-
larity to DS-CCYCLE is very low as we expected because of very different nature
of expression in these diverse experiments. Again, as diverse datasets are merged,
the similarity of the resulting clusters to the original dataset falls progressively.
We again observe that this trend is not very distinct among DS-STRESS, DS-
STRESS-CCYCLE and DS-ALL. Like previously, we attribute it to the fact that
those datasets are quite similar. Table-3.5(c) shows the results of the tests at a more
macro level using all stress data and all cell-cycle data. These results generalise and
substantiate our earlier observations as the trends are more robust here because
of aggregation of data. This table has another very interesting result. The values
for divergence between DS-STRESS and DS-STRESS-CCYCLE and DS-ALL are
extremely low (125.5 and 194.5). This means that they are very close from the
perspective of their data distribution. This could be the reason why other datasets’
similarity to them were in close range and many times overlapping among them.
When we filtered the datasets, retaining only those genes that changed their expres-
sion value by two fold at least once, the results, shown in Table-3.6 are again (like
cluster similarity) different from the unnormalized data as the similarity values are
much higher when compared to the unnormalized datasets. Results in Table-3.6(a)
show similar trends to the earlier one where DS-STRESS1 and DS-STRESS3 are
much more similar to each other than to DS-STRESS2. DS-STRESS1 is slightly
less similar to DS-STRESS2 than DS-STRESS3. Like the previous study, the simi-
larity values in Table-3.6(b) do not show a distinct trend. But Table-3.6(c) has the
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Non-Scale normalized Filtered Scale normalized
DS-STRESS1 -0.726 -0.834 -0.812
DS-STRESS2 -0.731 -0.807 -0.433
DS-STRESS3 -0.776 -0.932 -0.576
DS-STRESS -0.967 -0.952 -0.978
DS-CCYCLE -0.925 -0.994 -0.660
Table 3.8: Pearson’s Correlation betwen KL divergence and Cluster similarity. There
is a very strong correlation between the results of KL divergence among the datasets
and the cluster similarities.
expected trend of falling similarity with increasingly diverse data. It also indicates
that DS-STRESS, DS-STRESS-CCYCLE and DS-ALL are quite similar to each
other. This reinforces the idea that the stress data is somehow dominating other
data in the combined datasets.
Our third study used scale normalization (MAD) in order to bring all the expression
values across various different experimental conditions into the same range. Like the
results of cluster similarity, the similarity values fell considerably, specially among
different types of datasets (Table-3.7). Again, we believe that the reason for this
is that as the range of expression values have been brought to a similar scale, the
clustering algorithm is not able to identify dominant clusters as clearly as earlier.
Table-3.7(a) show similar trends to the earlier one where DS-STRESS1 and DS-
STRESS3 are much more similar to each other than to DS-STRESS2. DS-STRESS3
is again slightly more similar to DS-STRESS2 than DS-STRESS1. Again the trend
in Table-3.7(b) is not very distinct while Table-3.7(c) shows expected trend as seen
previously.
3.3.3 Correlation between KL divergence and cluster simi-
larity
In order to correlate the findings of KL divergence computations with the cluster
similarities, we computed the Pearson’s Correlation among the corresponding KL di-
vergence values and the cluster similarity values. For each of datasets, DS-STRESS1,
DS-STRESS2 and DS-STRESS3, all the observations were combined into a single
vector of observations. The results of correlation calculations are shown in Table-3.8.
It is clear from the results, that for all the datasets, there is a very strong correlation
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among the results of KL divergence among the datasets and the cluster similarities.
The negative values only indicate that the correlation is negative which is expected
because cluster similarity values are similarity while the KL divergence is a distance.
If we convert both of them to either similarity or distance then the correlation would
turn positive with the magnitude remaining the same. For unnormalised and filtered
data, the correlation values are high, indicating strong correlation. The interesting
pattern here is that as we move from full data to filtered data (both non scale-
normalised) there is a slight improvement in the correlation values. This indicates
that filtering of unwanted genes that mostly act as noise makes the datasets cleaner.
On the other hand, after normalization, the values are not so strong. As we saw
earlier in Table-3.4, even the similarity values had fallen after normalisation. This
is the reason why the correlation is not strong here consistently.
Based on the correlation results shown in Table-3.8, we consider cluster similarity
to be an excellent indicator of dataset similarity. The cluster similarity values are
in the range of 0 to 1 and we would like to propose cluster similarity as an index
of microarray dataset similarity. It is easy to compute, unlike KL divergence. This
index would be especially helpful for researchers who are anyways doing clustering
as part of their analysis. This extra step would help them understand if various
datasets that they are working on are compatible or not.
3.3.4 Effect of data heterogeneity
We also studied the variation of cluster similarity with the percentage of similar
data as shown in Figure-3.1). For each mixed dataset, we calculated the fraction
of original data type (e.g stress or cell-cycle) in the resulting mix. Similarity values
were then plotted against these fractions. In all the figures, we see the general trend
that as the fraction of the original datatype is increasing the cluster similarity values
rises. We also observe that the combined datasets (both stress and cell-cycle) show
a more consistent upward trend as compared to individual stress datasets. This is
consistent with the observations we had in the earlier section and could be attributed
to the dominance of stress data when mixed with other types. Figure-3.1(b) shows a
gradually increasing trend though it’s not as smooth as Figure-3.1(a) because of the
increased dominance of the stress datasets when data is filtered. As seen from Figure-
3.1(c), the general trend remains that similarity values increase with increasing
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(a) Full (non scale-normalized) data
(b) Filtered (non scale-normalized) data
(c) Full (scale normalized data)
Figure 3.1: Variation of cluster similarity with data homogeneity. As the fraction
of the original datatype is increasing the cluster similarity values rises.
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fraction of similar data. These figures validate our hypothesis that we should be
cautious towards integrating diverse datasets as they might be contributing to more
noise and removing the original signals from the datasets. When we need to integrate
different datasets, we should first compute their similarities and then only integrate
similar ones while removing widely diverse ones.
3.4 Discussion
Learning the structure of genetic regulatory module networks has attracted a lot
of attention in the past years. We saw a review of these techniques in Chapter-2.
Recently, many researchers have focused on integrated approaches where they ana-
lyze a big compendium of microarrays gathered from various sources. Hughes et al.
(2000) created a reference database or compendium of whole-genome microarray
data for yeast from 300 diverse mutations and chemical treatments under similar
growth conditions. They used this to identify the pathways perturbed by an unchar-
acterized mutation by computing the similarity of expression of the uncharacterized
mutation to the ones in the compendium.
A similar compendium approach was followed by Tanay et al. (2005) who used
data encompassing 1767 conditions from 60 different publications to find regulatory
programs. The key difference from Hughes et al. (2000) is that while Hughes et al.
(2000) had created the compendium from experiments under similar conditions in a
single lab, Tanay et al. (2005) have used data from widely varying conditions. They
followed the normalization methods suggested by individual authors to process the
individual datasets. However, they did not do any combined (across all conditions)
normalization to account for diversity across different datasets. This compendium
was then used as a reference against which new data was compared. They used
the SAMBA algorithm (refer Chapter-2) to transform all sources of information
into generalized conditions (bi-partite graphs) and then analyzed them together.
They also reported that stress data dominated their entire compendium because of
extreme response of the organism to environmental stress.
Myers and Troyanskaya (2007) have also addressed the problem of heterogeneous
data integration. In research that was carried out after the publication of our re-
search (Mishra and Gillies, 2007), they measured context-dependent variation for a
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wide variety of public genome data for yeast, including a large number of microarray,
PPI and sequence datasets. Not surprisingly, one of their finding is that the quality
of datasets varies dramatically and the degree to which we should trust any dataset
depends on the process we are interested in. They have proposed a Bayesian ap-
proach to perform context-sensitive integration of data for protein network recovery.
We have observed in both cluster similarities and KL divergences that stress data,
which has much much higher levels of change in expression, has dominated the final
clusters when mixed with the cell-cycle data where the expression level changes are
much lower. This is in line with the observations made by Tanay et al. (2005) in their
large scale microarray integration study. They state that two opposite environmental
stress responses dominate their entire compendium and the responses to stress are so
strong and widespread that other, condition-specific regulatory programs are hard
to detect without the combination of multiple studies and sensitive algorithms.
One source of error in our results might be attributed to the fact that our simi-
larity index is based on pairwise matches of genes in each sets and even though
the adjusted Rand’s index is one of the most stable indices for cluster similarity,
yet it’s not perfect. Another drawback of our KL divergence computations between
pairs of datasets is that we have assumed the covariance matrix is diagonal with no
interactions among various genes. This assumption is a very naive one even though
some researchers have found it to be quite useful (Wit and McClure, 2004) for prac-
tical purposes. The KL divergence between two multivariate Gaussian distributions
N0(µ0,Σ0) and N1(µ1,Σ1) is given by (Kullback, 1997),
KL(N0 ‖ N1) = 1
2
ln |Σ1Σ−10 |+
1
2
trΣ−11 ((µ0 − µ1)(µ0 − µ1)T + Σ0 − Σ1) (3.9)
This involves estimating the covariance matrix. Because of the small number of
experimental data available compared to the dimensionality of data, the resulting
covariance matrix usually turns out to be singular and hence can not be inverted
as required above. This forced us to use the independence assumption among genes
which might have introduced some errors in KL divergence computations.
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3.5 Conclusion
One of the original contributions of our work is that we have outlined an empirical
technique to calculate functional similarity of datasets using the concept of cluster
similarity. Based on its high correlation with underlying data distribution differ-
ence, we would like to propose it as an index of microarray dataset similarity. We
have also showed that similarity values gradually fall with increasing fraction of dis-
similar data. As argued in Orphanides and Reinberg (2002), all cellular regulatory
mechanisms are very local in nature and trying to use a blind integrative approach
is most likely going to prove futile in determining meaningful results. We have tried
to establish this from a different point of view that as more diverse data-sets are
merged then the similarity to individual data-sets (which have more local patterns)
is reduced and the dominant ones overshadow the weaker signals. Therefore, before
taking a blind integrative approach, much care should be taken to ensure that we
mix only similar types of data. We should also be careful about the choice of nor-
malization method. In our results we demonstrated that normalization can distort
the data and affect the resulting clusters significantly.
The next chapter deals with data integration of a different type from that we have
seen here. It deals with integration of different types of data and details a framework
for that.
Chapter 4
Semi-supervised Regulatory
Module Discovery
“Just as the constant increase of entropy is the basic law of the universe,
so it is the basic law of life to be ever more highly structured and to
struggle against entropy” - Vaclav Havel
While our previous chapter discussed the impact of data integration of the same type
(microarrays), in this chapter we focus on the integration of the other type, where
datasets of different types are used in a cooperative manner. Different datasets are
not being merged literally, but one is used to guide the clustering of the other. We
propose a type of clustering method with supervision extracted from prior biological
knowledge in order to guide the process of clustering.
When a small amount of prior knowledge is available in the form of pairwise re-
lationships between genes, instead of simply using this knowledge for the external
validation of the results of clustering, we can use it in order to guide the clustering
process thus providing a limited form of supervision. We call these methods semi-
supervised clustering ∗ because unlike supervised or constrained clustering (Bradley
et al., 2000), the final results of clustering is not required to enforce the constraints.
∗This is different from Semi-Supervised Learning (Grira et al., 2005) which is a class of machine
learning techniques that make use of both labelled and unlabelled data for training. They are
called semi-supervised because the available knowledge is far from being enough for fully supervised
learning even in a transductive form.
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The constraints act as guidelines and are enforced only if they are complementary
to the data being clustered. For semi-supervised clustering to be profitable, the two
sources of information, i.e., the similarity measure (used by all clustering methods)
as well as the constraints available should not completely contradict each other. In
our novel formulation, named semi-supervised spectral clustering (SSSC), supervi-
sion (prior knowledge) is provided in the form of binary constraints and clustering is
done in the spectral space (Shi and Malik, 2000; Ng et al., 2001). The prior knowl-
edge is derived from DNA binding data from ChIP-chip experiments, PPI data and
known TF-gene interactions from a curated database. These are used to guide the
process of clustering microarray data.
4.1 Spectral Clustering
The goal of any clustering is to partition a set of points into disjoint sets where
the points within a partition are as similar as possible while points within different
partitions are as dissimilar as possible. In this section, we discuss how spectral
clustering achieves this objective.
4.1.1 Graph notations
Given a set of data points, we can compute similarities between them using a suit-
able similarity function. Given these similarities between the data points, a dataset
can be represented as a graph which is a set of vertices and edges connecting vertices
(V,E). The vertices (V) represent the data points while the edges (E) represent the
links between the data points. Usually a certain threshold of similarity value is
chosen above which the edges are linked between data points. For weighted graphs
the edges also have the similarity values as weights. Once we have this undirected
weighted graph, the goal of a clustering algorithm is to partition it such that edge
weights between the points within a partition are high while the edge weights be-
tween points of different partitions are low. We begin with some definitions.
Let G = (V,E) be an undirected weighted graph with vertices V = v1, . . . , vn, edges
E = e1, . . . , en and each edge eij between vertex i and j has a non-negative weight
wij. The weights matrix W = (wij)i,j=1,...,n is also known as the adjacency matrix
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of this graph. For non existing edges, wij = 0. The graph is assumed to have no
self-edges, i.e., wii = 0. In order to understand spectral clustering we need some
more definitions for this graph.
The degree (di) of a vertex vi is defined as
di =
n∑
j=1
wij
which intuitively is the row-wise sum for the respective row of the adjacency matrix.
In the graph, this can also be understood in terms of sum of edge weights for that
particular vertex. The degree matrix D is defined as the diagonal matrix with the
individual vertex degrees d1, . . . , dn along the diagonal, everything else being 0.
4.1.2 Similarity matrices and graph Laplacians
There are various ways of converting similarities between a given set of data points
into a graph - both in choosing the similarity function to compute similarities among
the data points as well as deciding about how to turn the similarity values into a
graph.
A ε-neighbourhood graph is obtained by joining edges between points whose simi-
larity values are larger than ε. Figure-4.1 shows two examples of such a graph using
two different values of ε. A k-nearest neighbour (KNN) graph has edges between a
point and k other points that are most similar to it. This leads to a directed graph
because the neighbourhood relation is not symmetric, i.e., va might have vb as one
of its k-nearest neighbours but the vice-versa might not be true. To convert this
into an undirected one, we can either totally ignore the direction or take a more re-
strictive approach where two nodes are connected only if both of them are k-nearest
neighbours of each other. The latter type is also referred to as a mutual k-nearest
neighbour graph.
A fully connected graph is one where all pairs of points have positive similarity
values and are connected. This leads to a denser graph in comparison to previous
ones. While in the earlier ones, the local neighbourhood relationship was enforced
with either a threshold (ε) or a maximum of k-neighbours, in a fully connected
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graph we have to choose a similarity function that should do this. For all our work,
we have used the Gaussian similarity function which encodes this neighbourhood
relation automatically. In this function, exp
(
−‖x−x
′‖2
2σ2
)
, σ controls the width of
the neighbourhood and x,x
′
represent the two variables between which similarity is
being computed. The Gaussian similarity function is an exponential function, there-
fore depending on σ, the similarity falls non-linearly (exponentially) with increasing
distance. This property makes it desirable to use where neighbourhood relations
are important. Various other similarity functions for vector data are discussed in
Chapter-5.
Spectral clustering is based on the Laplacian matrix which has its origins in spectral
graph theory (Chung, 1997). There are various types of Laplacians. All of these
assume that we have an undirected graphG with positive weight matrixW (wij ≥ 0)
and a corresponding degree matrix D. An unnormalized Laplacian is defined as
L = D −W
The matrix L has the following properties
• L is always symmetric and positive semi-definite.
• L has n non-negative, real-valued eigenvalues λ1(= 0) ≤ λ2 ≤ · · · ≤ λn. The
number of smallest eigenvalues (=0), i.e., its multiplicity, corresponds to the
number of connected components in the graph.
There are two popular variants of the normalized Laplacian. They are defined as
Lsymmetric = D
−1/2LD−1/2 = I −D−1/2WD−1/2 (4.1)
Lrandomwalk = D
−1L = I −D−1W (4.2)
where D−1/2 is the inverse square root of matrix D. Since D is a diagonal matrix
and the square root of a diagonal matrix D is formed by taking the square root of
all the entries on the diagonal
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Like the unnormalized Laplacian, the normalized ones are also always symmetric
and positive semi-definite. They too have non-negative, real-valued eigenvalues λ1(=
0) ≤ λ2 ≤ · · · ≤ λn and the multiplicity of the smallest eigenvalue is the number of
connected components in the graph. Laplacians could be interpreted as gradients
on graphs and it is related to differential geometry.
4.1.3 Graph clustering
As seen earlier, given a set of data points, a similarity function can be used to
calculate the pairwise similarities among them, resulting in a similarity matrix.
Given its graph representation, the clustering can be defined as a graph partitioning
problem where the edges between the points of the same cluster have high weights
while the edges between points belonging to different clusters have low weights.
Before we discuss the algorithm in detail, we discuss the general problem of graph
clustering and its relation to spectral clustering.
We know that the key objective of clustering is to find sets of points that are maxi-
mally similar to each other within a set and maximally dissimilar to points in other
sets. If we have a similarity graph, as discussed earlier, the problem can be restated
to find a partition of the given graph such that the edges between points within
a partition have higher weights as compared to edges between points in different
partitions. Graph clustering or partitioning is an old problem and has been ex-
haustively studied †. Spectral clustering can be derived as an approximation to the
graph partitioning objectives (von Luxburg, 2006). Before we start, we need some
definitions.
If we have two disjoint partitions A, B then
Cut(A,B) =
∑
i∈A,j∈B
wij
†For a good review, see Schaeffer (2007)
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So, if we have a graph G with adjacency matrixW , then we can construct a partition
by solving the min-cut problem, which can be understood as choosing the partitions
A1, . . . , Ak such that we minimize the following cut.
Cut(A1, . . . , Ak) =
k∑
i=1
Cut(Ai, A¯i)
where A¯ is the complement of A. While theoretically it can be solved, yet in practice
it may yield clusters of size 1 (trivial clusters), which is not usually the goal of
clustering. We want clusters that are reasonably big. This is specified in terms of
two popular objective functions namely RatioCut and normalized cut or NCut.
RatioCut(A1, . . . , Ak) =
k∑
i=1
Cut(Ai, A¯i)
|Ai| (4.3)
NCut(A1, . . . , Ak) =
k∑
i=1
Cut(Ai, A¯i)
vol(Ai)
(4.4)
While in RatioCut the normalizing factor is the |Ai|, which is the total number
of vertices (points) in the ith partition, in NCut, the normalizing factor is vol(Ai)
which is the sum of all edge weights in the partition. The role of this normalizing
factor is to make the partition balanced as measured by number of vertices or sum of
edge weights. Even though the formulation is simple and elegant, it is an NP-hard‡
problem. The spectral clustering algorithm is a way to solve a relaxed version of
these objective functions.
Another way to understand this is that in both RatioCut and NCut, the numerator
tries to achieve the objective of making different clusters as dissimilar to each other
as possible, i.e., minimize the between cluster similarity. This is one half of the
key requirement of any clustering algorithm’s objective. The other half is that
the within-cluster similarity should also be maximized. In other words
∑
i,j∈Awij
and
∑
i,j∈A¯wij should be maximized. Let’s see how this is satisfied in each of the
objective functions.
‡NP-hard (nondeterministic polynomial-time hard) is a class of problem in computational com-
plexity theory
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∑
i,j∈A
wij =
∑
i∈A,j∈A∪A¯
wij −
∑
i∈A,j∈A¯
wij (4.5)
= vol(A)− Cut(A, A¯) (4.6)
We can see that NCut satisfies this by maximizing vol(A) and minimizing Cut(A, A¯).
RatioCut doesn’t lead to this objective. As shown in von Luxburg (2006), relaxing
NCut leads to using the normalized Laplacian in spectral clustering while relaxing
RatioCut leads to the use of unnormalized Laplacian. Therefore, normalized spec-
tral clustering satisfies both the key clustering criteria while unnormalized spectral
clustering only implements the first criteria. One key point to note is that there is no
guarantee on the quality of the clustering solution of the relaxed problem compared
to the exact solution.
4.1.4 Algorithm explanation
Spectral clustering is a technique in which the eigenvectors of the Laplacian matrix
(which is derived from the similarity matrix) corresponding to the smallest eigen-
values are used to derive a clustering of the given data points. The methods are
called spectral, because they make use of the spectrum§ of the graph. It has been
applied to diverse domains, e.g. image segmentation (Shi and Malik, 2000; Weiss,
1999) and bioinformatics (Speer et al., 2005). Most spectral clustering algorithms
can be considered to have three stages:
Normalization This consists of computing the similarity matrix from the raw data
using a suitable similarity function. We call this the normalization step be-
cause different types of data (vector, graph or string) get converted to a com-
mon format (similarity matrix).
Eigen Decomposition This consists of computing the eigenvalues and the corre-
sponding eigenvectors of the similarity matrix. This step could be considered
as the mapping of original data to the spectral domain.
§The set of eigenvectors of the normalized Laplacian matrix is usually called the spectrum of
the Laplacian (or the spectrum of the associated graph)
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Clustering This step consists of using a traditional clustering algorithm (usually
k-means) to cluster the vectors in the spectral domain.
Different spectral clustering algorithms differ in the number of eigenvectors used
(single or many) as well as the type of Laplacian used (unnormalized or normalized).
Verma and Meila (2003) did a systematic comparison of different popular spectral
(Shi and Malik, 2000; Ng et al., 2001; Meila and Shi, 2000) and traditional clustering
algorithms on artificial as well as real-world datasets. They report that spectral
methods are more stable to noise than other tested algorithms. Both Shi and Malik
(2000) and Meila and Shi (2000) have used the Lrandomwalk normalized Laplacian
while Ng et al. (2001) have used the Lsymmetric normalized Laplacian. Apart from
this, there is no major difference between the techniques of all these algorithms.
Since Verma and Meila (2003) did not find significant differences among the two
normalized Laplacians, we have used the algorithm by Ng et al. (2001) which is the
most recent one. This algorithm is described in Algorithm-2.
Require: Dataset (X), number of clusters (k)
1: Calculate the symmetric similarity matrix Kn×n using Gaussian similarity func-
tion Kij = exp
(
−‖xi−xj‖2
2σ2
)
if i 6= j, and set Kii = 0.
2: Calculate normalized Laplacian L′ = D−1/2KD−1/2 where D is the diagonal
matrix with djj =
∑
i dji
3: Find the eigenvectors v1, v2, . . . , vk corresponding to the largest k eigenvalues of
L′.
4: Use these k eigenvectors as columns to get Vn×k.
5: Normalize the row to have unit norm, i.e., Un×k such that uij = vij/(
∑
k v
2
ik)
1
2
6: Cluster the points representing the rows of this matrix (ui)i=1,...,n using k-means
algorithm into k clusters, C1, C2, . . . , Ck.
7: Output clusters A1, A2, . . . , Ak such that Ai = {xj |uj ∈ Ci}. This assigns the
original point xj to cluster Ai if uj is in cluster Ci.
Algorithm 2: Spectral clustering
In the previous description of this algorithm, we had mentioned that the eigenvec-
tors corresponding to the smallest eigenvalues are used. However, in the step-3 of
algorithm, we are proposing to take the eigenvectors corresponding to the largest k
eigenvalues. This is because here we are using the Laplacian L′ instead of the form
Lsymmetric=I−L′ described earlier (refer eqn-4.1). This changes the eigenvalues from
λi to 1− λi.
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To summarize the functioning of this algorithm: it changes the representation of the
data points from the original space to the spectral space after the various steps (1-
5) of transformation as shown in Algorithm-2. After that, any clustering algorithm
can be used to cluster the data points. The reason for this transformation is that it
allows better identification of non-linear clusters. Non-linear patterns are very hard
to identify using traditional clustering methods but after the spatial transformation
it becomes trivial to find them. For a detailed understanding of why this algorithm
works, refer Ng et al. (2001).
Spectral clustering is very appealing because it yields a very standard linear algebra
problem for which there are various efficient solvers (algorithm implementations)
already available. It can be implemented for even large datasets if the similarity
matrix is sparse. Unlike traditional clustering algorithms like k-means, there are no
issues of dependency on starting point or getting stuck in local optimum. On the
flip side, choosing the right similarity function and its parameters is non-trivial.
4.2 Datasets and Our Algorithm
4.2.1 Microarray datasets
We have used two popular microarray datasets on which the clustering is carried
out, both of them based on experiments done on yeast (Saccharomyces cerevisiae).
The dataset by Gasch et al. (2000) was obtained by exposing yeast to diverse en-
vironmental (stress) conditions such as temperature shocks, hydrogen peroxide, the
superoxide generating drug menadione, the sulfhydryl-oxidizing agent diamide, the
disulfide-reducing agent dithiothreitol, hyper and hypo-osmotic shock, amino-acid
starvation and nitrogen source depletion. More than 900 genes showed drastic re-
sponse to these environmental changes. We selected only those genes that displayed
a change of three fold in at least one experiment. There were 1246 genes fulfilling
this criterion. The assumption behind this selection strategy is that the majority
of genes which do not show much change in their expression levels during a process
are unrelated to it.
The second microarray dataset was based on cell-cycle experiments by Spellman
et al. (1998) where the objective was to identify yeast genes which were involved
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in cell-cycle regulation. This was achieved using DNA microarrays synchronized
using three independent methods: α factor arrest, elutriation, and arrest of a cdc15
temperature sensitive mutant. Again, we selected only those genes that displayed
a change of two fold in at least one experiment. There were 1732 genes fulfilling
this criterion. The reason why we only filtered for two fold change is because stress
leads to a much more widespread expression change across the genome. Therefore,
the number of genes that show change at two fold are too high. On the other hand,
expression level changes are not that severe in a normal cell-cycle study. So, the
number of genes at two fold change are not that high.
In both the datasets, for data imputation we use the R impute package which uses
k-nearest neighbour algorithm to impute missing values. It uses a Euclidean distance
metric for finding nearest neighbours. We used the log2 of the ratio of the mean of
Channel 2 (experimental expression) to the mean of Channel 1 (control expression)
since this is likely to create a Gaussian distribution (Wit and McClure, 2004).
For the experiments where we combined microarray with DNA-binding data, we
needed to do other steps of pre-processing. We found the list of genes responsible for
the TFs that were tested for binding. Then we ensured that our microarray dataset
had those. The reasoning behind this is that some of them might be missing after
the filtering step. In such a case, they were extracted from the original unfiltered
dataset and incorporated in the final filtered one. The number of these is small
compared to the total number of genes and we didn’t want to loose any of them.
4.2.2 DNA-binding dataset
One of the datasets which we have used to guide the clustering process is the DNA-
binding dataset on yeast (Harbison et al., 2004). It was created using genome-
wide location analysis techniques to determine the genomic occupancy of 203 DNA-
binding transcriptional factors. In this dataset, the likelihood of a particular TF
binding to the promoter region of another gene is reported in terms of a confidence
value (p-value). A lower p-value indicates higher confidence. In order to extract
binary constraints from this dataset, we need some threshold on these reported
p-values of interactions. We investigated a range of p-value cut-offs, each corre-
sponding to a certain set of constraints. This was to study the impact of number
and quality of constraints on the biological significance of clustering. Since these are
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p-value Number of Constraints
All Genes Common Genes (Stress) Common Genes (Cell-cycle)
0.0001 2061 544 681
0.0005 3436 846 1032
0.001 4358 1053 1288
0.005 8562 1959 2442
0.01 12455 2776 3505
0.05 35917 7407 9713
0.1 63531 12579 17055
Table 4.1: Number of constraints from DNA-binding dataset at various p-value
thresholds. As the p-value cutoff is increased, the number of constraints increases.
experimentally determined, we consider them as a more reliable evidence of genetic
interaction. After extracting the constraints, we use them for guiding the clustering
process.
As stated, we used the p-value thresholds to convert the confidence value data into
binary constraints. For example, if the p-value threshold is 0.001 then all values
below this are considered as definitely bound and hence assigned a value of 1. The
rest are assigned 0 (not bound). A significant point to note is that these p-value
cut-offs have a dual role. They determine the number of constraints as well as the
quality of constraints. As the p-value cutoff is increased, the number of constraints
increases, but a higher p-value also indicates lower confidence, hence the quality of
the constraints falls. Table-4.1 shows the number of constraints corresponding to
various p-value cut-offs. Figure-4.1 shows these constraints graphically where we
can see that the graph density is very high at p=0.001 compared to at p=0.0001.
Our constraints are transformed into a m×n matrix where m is the number of genes
and n is the number of TFs. This constraints matrix is used to modify the similarity
matrix that we obtain from the microarray data as discussed in Section-4.2.5.
4.2.3 PPI dataset
Another source of constraints is the popular PPI dataset from MIPS Comprehen-
sive Yeast Genome Database (CYGD) (Gueldener et al., 2006). It has been called a
gold standard because of its quality and comprehensiveness (Yu et al., 2004). This
dataset has information related to the proximity of proteins in yeast based on more
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(b) Constraints at p=0.001
Figure 4.1: Constraints derived from DNA-binding dataset at various p-value cutoffs
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than 15446 protein-protein interaction records (9200 physical, 6400 genetic) which
was compiled manually from the literature (3680 from single experiments) and pub-
lished large-scale experiments. In addition to this, 268 manually extracted protein
complexes as well as 783 complexes derived from large-scale experiments results in
87000 putative binary interactions.
4.2.4 TF-gene interactions dataset
We also derived constrains from an independently curated database of known TF-
gene interactions known as YEASTRACT(Yeast Search for Transcriptional Regula-
tors And Consensus Tracking). YEASTRACT¶ (Teixeira et al., 2006) is a curated
repository of 34471 regulatory associations between transcription factors and target
genes in Saccharomyces cerevisiae, based on more than 1000 bibliographic references.
In this database, the curators consider interaction to have occurred when there is
change in the expression of the target gene owing to the deletion (or mutation) of
the transcription factor-encoding gene. They also consider evidence based on TF
binding to the promoter region of the target gene based on band-shift, footprinting
or chromatin immunoprecipitation assays. They also describe potential associations
but we have not considered them as we wanted to stick to known facts.
4.2.5 Semi-supervised spectral clustering
We propose a semi supervised form of the spectral clustering method, which is
detailed in Algorithm-3 and shown in Figure-4.2. We are clustering microarray data,
hence the genes can be considered the variables and their pairwise similarity values
are calculated using a Gaussian affinity function. We have chosen this similarity
function because it naturally encodes the local neighbourhood property and its value
falls rapidly as the pairwise dissimilarity increases. Once we have this similarity
matrix, we use the constraints derived from our secondary datasets to modify it.
Since our constraints already encode our belief about potential interactions, we set
each value in the similarity matrix to 1 (maximum similarity) if there is a 1 in the
corresponding constraints matrix. All other values are left unchanged as we have
no information regarding them. The idea behind changing the values to represent
¶interactions file created on 25/12/2008
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maximum similarity is to give the algorithm the maximum incentive to keep them
in the same cluster. The resulting matrix is the final similarity matrix that we use
for spectral clustering (Steps 3-7). We have used the algorithm suggested by Ng
et al. (2001). The implementation was done in R using readily available libraries for
linear algebra.
We calculate the normalized Laplacian and then find its eigenvalues. If we believe
there are k clusters then eigenvectors corresponding to the k smallest eigenvalues
are chosen. If we arrange these k eigenvectors column-wise then we end up with a
n× k matrix. Each row of this matrix is then normalized to have unit norm. Then
we cluster the rows using the k-means clustering algorithm. For all these integrated
matrices, the k-means clustering of the eigenvectors was started from fixed centres.
These 50 centres, each representing a cluster, were the genes encoding the TFs that
had the highest numbers of DNA-interactions in the DNA-binding dataset. The
idea behind this choice is to guide the clustering process to start from meaningful
positions rather than random ones. Again, in step-4 of algorithm, we are proposing
to take the eigenvectors corresponding to the largest k eigenvalues. This is because
here we are using the Laplacian L′ instead of the form Lsymmetric=I − L′ described
earlier (refer eqn-4.1). This changes the eigenvalues from λi to 1− λi.
Require: Dataset (X), number of clusters (k)
1: Calculate the symmetric similarity matrix Kn×n using Gaussian similarity func-
tion Kij = exp
(
−‖xi−xj‖2
2σ2
)
if i 6= j, and set Kii = 0.
2: Use the constraints to modify K,Kfinal = K ⊕ C where C is the constraints
matrix. K ⊕ C implies that we set Ki,j = 1 where Ci,j = 1.
3: Calculate the normalized Laplacian L′ = D−1/2KfinalD−1/2 where D is the di-
agonal matrix with djj =
∑
i dji
4: Find the eigenvectors v1, v2, . . . , vk corresponding to the largest k eigenvalues of
L′.
5: Use these k eigenvectors as columns to get Vn×k.
6: Normalize the rows to have unit norm, i.e., Un×k such that uij = vij/(
∑
k v
2
ik)
1
2
7: Cluster the points representing the rows of this matrix (ui)i=1,...,n using k-means
algorithm into k clusters, C1, C2, . . . , Ck.
8: Output clusters A1, A2, . . . , Ak such that Ai = {xj |uj ∈ Ci}. This assigns the
original point xj to cluster Ai if uj is in cluster Ci.
Algorithm 3: Semi-supervised spectral clustering
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Figure 4.2: Visual representation of semi-supervised spectral clustering
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4.2.6 Toy dataset explorations
The semi-supervised problem can be stated as - there is a real distribution of data
points that have certain pairwise similarities and an ideal clustering can be derived
from it. We want to recover a clustering as close to the ideal one based on observing
some noisy datasets and some facts (acting as constraints in our setup) that are
known to us. Before we start work on real datasets we are going to show that semi-
supervised clustering indeed is able to leverage external information in the form of
pairwise constraints in order to better the clustering results.
In order to do this, we take a toy dataset with non-linear patterns (points belonging
to two classes are present in the form of two spirals) as seen in Figure-4.3(a). This
dataset consists of two concentric clusters (300 points belonging to two classes) and
was chosen because this is a specially hard problem on which most traditional clus-
tering algorithms fail. It also shows the effectiveness of spectral clustering in finding
non-linear clusters which is not possible with traditional clustering algorithms. To
represent the known facts or constraints, we extract some random constraints from
it. Then to represent a noisy dataset, we skew the σ with which pairwise similarities
are computed from its optimum value to some random non-optimum value. After
this, we study if the addition of progressively increasing quantities of the known re-
lationships (constraints) improves the cluster quality of the noisy dataset. We have
used five-fold validation to study the effectiveness of our algorithm. So, in every run
of the experiment 80% of the data acts as training data while remaining 20% is test
data. The exact steps are detailed below
1. Take the spirals dataset which has two classes visually represented as red and
black points as seen in Figure-4.3(a). We compute the optimal σ with which
to compute pairwise similarities by finding the least cumulative sum, across
all the clusters, of sum of squared distance of all points in a cluster from its
cluster centre as shown in Equation-5.29. With this optimal σ we compute
the similarity matrix. We also generate a noisy version of it by changing the σ
to a random non-optimal value with which pairwise similarities are computed.
The results of clustering with optimal and non-optimal σ values are shown in
Figures-4.3(a) and 4.3(b) respectively.
2. From the original dataset, we generate all possible pairs between all the points
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in each of the two classes respectively. Out of all these pairs, according to
5-fold cross validation procedure, take 4 parts as the training set and the
remaining one as the testing set.
3. Draw 5 pairs of constraints from the training set randomly.
4. Apply these pairwise constraints to the non-optimal similarity matrix, i.e.,
set the pairwise similarity of these data points to 1. Cluster it using spectral
clustering.
5. Compute the similarity between the resulting clusters and the original clus-
tering using modified Rand’s index (discussed in Chapter-3).
6. Repeat this process 10 times by randomly drawing constraints from the train-
ing set.
7. Increase the number of constraints used in Step-3 by 5 and repeat the whole
process till perfect clustering is obtained all the time.
8. Repeat this process 5 times for 5-fold cross validation.
In Figures-4.3(b)-4.3(h) we observe the results of one of the runs where increasing
number of constraints are being applied. We see that the quality of clustering
improves as the number of known constraints increase. We also observe that with
a relatively small number of constraints (50), we are able to retrieve the original
clustering.
In Figures-4.4(a) to 4.4(e), we see that in all the runs, clustering quality improves
quickly as the number of known constraints are applied. The cluster similarity
(to the original clustering) improves quickly with reducing standard deviation as
the number of constraints increase. The goal of semi-supervised clustering is to
use external knowledge in the form of known pairwise relations between variables
in order to improve the quality of clustering. We have shown that applying more
constraints does indeed lead to better clustering.
4.2.7 Parameter optimization
For any clustering algorithm, the most important decisions are the choice of the
number of clusters and the free parameters. In our case, the similarity among gene
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(a) Original dataset clustering (b) Noisy dataset clustering
without any constraints
(c) Noisy dataset clustering
with 5 constraints
(d) Noisy dataset clustering
with 10 constraints
(e) Noisy dataset clustering
with 15 constraints
(f) Noisy dataset clustering
with 20 constraints
(g) Noisy dataset clustering
with 25 constraints
(h) Noisy dataset clustering
with 50 constraints
Figure 4.3: Visual indication of Spirals dataset clustering quality improvement with
increasing number of constraints. With a relatively small number of constraints
(50), we are able to retrieve the original clustering.
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(a) Run-1
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(b) Run-2
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(c) Run-3
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(d) Run-4
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(e) Run-5
Figure 4.4: Various runs showing clustering quality improvement with increasing
number of known constraints. The cluster similarity (to the original cluster) im-
proves quickly with reducing standard deviation as the number of constraints in-
crease.
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pairs is calculated using a Gaussian similarity function and the only free parame-
ter is the width of the Gaussian, σ. For any unsupervised task of an exploratory
nature, the correct number of clusters is data dependent. We chose to use 50 clus-
ters in our experiments, based on earlier justifications by Ihmels et al. (2002) and
Segal et al. (2003) which showed that the Saccharomyces Cerevisiae genome con-
tains approximately 50 sets of functionally related genes. Both the authors have
shown statistically that this number provides a better fit to the underlying data
distribution, compared to a higher or lower numbers of modules.
In order to determine the value of σ, we chose to use cluster quality as the parameter
to optimise in order to get the optimal value of σ. There are two major class of
algorithms to validate the cluster quality. External validation algorithms evaluate
a clustering result based on the knowledge of the correct cluster class labels. This
is external information that is not contained in the dataset, hence the name. This
allows an objective evaluation and comparison of clustering algorithms based on
known facts. In cases where no class labels are available, or the available labels
are not reliable, we need to use internal validation measures. Internal validation
techniques do not use external class labels, but utilise information intrinsic to the
data itself. They try to measure how well a given clustering corresponds to the
natural cluster structure of the data.
Internal Validation Indices
Internal measures take a clustering and the underlying dataset as the input, and use
information intrinsic to the data to assess the quality of the clustering.
Dunn’s index can be defined as
Dunn’s index = min
Ci∈C
(
min
Cj∈C\i
(
dist(Ci, Cj)
maxCk∈C diam(Ck)
))
where diam(Ck) is the maximum (complete) distance between two points within a
cluster and dist(Ci, Cj) is the minimum (single) distance between any two points in
clusters Ci and Cj . We can observe that the value of this index is high if the inter-
cluster separation is high compared to the largest cluster diameter. This corresponds
to a fundamental objective of good clustering, namely to maximize the inter-cluster
separation and minimize the intra-cluster distances. Hence better clustering will
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have higher values of this index. This index, though very easy to comprehend, can
be quite unstable especially in the presence of outliers.
Another popular internal cluster quality validation index - Davies-Bouldin’s index
that aims to identify sets of clusters that are compact and well separated, is defined
as
Davies Bouldin’s index =
1
M
M∑
i=1
max
j=1...M
j 6=i
(
σCi + σCj
δ(Ci, Cj)
)
where M is the total number of clusters, σCi is the average distance of all points
in the ith cluster from the cluster centre and δ(Ci, Cj) is the distance between the
cluster centres of the ith cluster and jth cluster. The value of this index decreases if
clusters i and j are compact and their centres are far away from each other. Hence
smaller values of this index indicate better clustering.
The Silhouette index is another well known cluster validity index.
s(i) =
b(i)− a(i)
max(a(i), b(i))
For each datum i, let a(i) be the average dissimilarity of i with all other data within
the same cluster. We can interpret a(i) as how well matched i is to the cluster it
is assigned (the smaller the value, the better the matching). Then find the average
dissimilarity of i with the data of another single cluster. Repeat this for every
cluster of which i is not a member. Denote the lowest average dissimilarity to i of
any such cluster by b(i). The cluster with this average dissimilarity is said to be the
neighbouring cluster of i as it is, aside from the cluster i is assigned, the cluster in
which i fits best.
From the above definition it is clear that
−1 < s(i) < 1
For s(i) to be close to 1 we require a(i) b(i). As a(i) is a measure of how dissimilar
i is to its own cluster, a small value means it is well matched. A large b(i) implies
that i is badly matched to its neighbouring cluster. Thus an s(i) close to one means
that the datum is appropriately clustered. If s(i) is close to negative one, then
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by the same logic we see that i would be more appropriate if it was clustered in
its neighbouring cluster. The average s(i) of a cluster is a measure of how tightly
grouped all the data in the cluster are. Thus the average s(i) of the entire dataset
is a measure of how appropriately the data has been clustered.
We chose to use Dunn’s Index and Davies Bouldin’s index in our studies to find the
optimum value of σ. The underlying logic of using this to choose σ is to search for a
value which results in the best quality clusters. We carried out this σ optimization
without using the supervision step, clustering only the microarray dataset because
our objective is to study the impact of supervision. If we incorporate it prior to
optimization then the constraints will impact the original similarity matrix.
We ran the spectral algorithm for a range of σ values. The range of σ values was de-
termined as both the upper and lower extremes beyond which all the points resulted
in a trivial clustering (single cluster). For each σ value, we did 10 runs as spectral
clustering depends on k-means which has random starting points. We also repeated
the k-means algorithm twenty five times, each run being initialised randomly, and
chose the best clustering with the minimum total dispersion. Dispersion was com-
puted by taking the cumulative sum of within-cluster sum of squared distances (from
each point to the centre) across all the clusters of a clustering run.
Stress dataset
The results for the Dunn’s index based sigma optimisation for the Stress dataset
is shown in Figure-4.5 which shows the mean values along with standard deviation
error bars. The x-axis uses a log-scale because of the spread of the data. For Dunn’s
index, where higher values are better, the plot has the optimal region between
0.003 and 0.005 where the standard deviations are low. The maximum value (best
clustering) within this region is at σ = 0.005. It is worthwhile to note that the best
quality clustering also has a very low standard deviation.
As seen in Figure-4.6, the Davies-Bouldin’s index, where lower values indicate better
clustering, has its optimal region between 0.003 and 0.03. It has its minimum value
(best clustering) at σ = 0.01. However, the standard deviation is unacceptably
high. Considering that the next best value is σ = 0.005 and it also has low standard
deviation as well as it is in agreement with the Dunn’s index values we choose this
4.2. Datasets and Our Algorithm 65
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0.0001  0.0005  0.001  0.005  0.01  0.05  0.1
D
un
n’
s 
In
de
x
Sigma
Figure 4.5: Stress dataset: Sigma optimization using Dunn’s Index
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Figure 4.6: Stress dataset: Sigma optimization using Davies Bouldin’s Index
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as the optimal sigma value for this dataset (Stress) for further computations.
Cell-cycle dataset
The result for Dunn’s index based optimisation for the Cell-cycle dataset is shown
in Figure-4.7 which shows the mean values along with standard deviation error bars.
The x-axis uses a log-scale because of the spread of the data. Dunn’s index has its
maximum value (best clustering) at σ = 0.03 and has a very low standard deviation
there.
As seen in Figure-4.8, the Davies-Bouldin’s index has its minimum value (best clus-
tering) at σ = 0.05 and the optimal region between 0.01 to 0.7. However, the
standard deviation there is higher in comparison to at σ = 0.03. Based on the
consensus of both, we have used σ = 0.03 value for all our further analysis for this
dataset (Cell-cycle).
4.3 Statistical validation of results
The datasets that we have, represent experiments done under particular conditions.
If we base our results just on those datasets, the results that we obtain could be
purely by chance because of the characteristics of those particular datasets and
it would be dangerous to draw conclusions based from them. Therefore, we have
perturbed the datasets and report the mean and variance of results in order to justify
that the results are not random. We begin by showing that spectral clustering results
are immune to minor perturbations of data and the resulting clusters are not widely
different from each other. The exact procedure is outlined as follows:
1. We used the full Stress and Cell-cycle datasets. The Stress dataset had 6361
genes while Cell-cycle dataset had 6353 genes including non-annotated open
reading frames (NORFs). Since not much is known about the function of
NORFs, we removed all the NORFs from the datasets. That left us with 6251
genes in the Stress dataset and 6257 genes in the Cell-cycle dataset. They had
156 and 60 experiment counts respectively.
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Figure 4.7: Cell-cycle dataset: Sigma optimization using Dunn’s Index
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Figure 4.8: Cell-cycle dataset: Sigma optimization using Davies Bouldin’s Index
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2. We created ten perturbed datasets from both the Stress and Cell-cycle datasets
after sub-sampling (drawing 90% of the genes randomly without replacement).
3. In order to compute the similarity matrix from the Stress and Cell-cycle
datasets, we need to find the most optimum sigma. In order to do this we
compute the Dunn’s index and Davies Bouldin’s index for each of the datasets.
The same sigma is used for all the perturbed datasets because sigma should
not change significantly for a dataset because of small perturbation.
4. Once we have the optimum sigma values, we compute the similarity matrices
for all the original and perturbed datasets and then cluster them using Spectral
clustering. Then we compute the Dunn’s and Davies Bouldin’s index for the
resulting clusters. Finally, we report the mean and standard deviation of the
indices.
As we can see in the mean and standard deviation values in Table-4.4, the Spectral
clustering algorithm itself is quite stable with perturbations of data and resulting
cluster qualities are not widely varying. We can see that the results of the Cell-cycle
dataset have more variance in comparison to the Stress dataset. This is seen in the
results of both Dunn’s and Davies Bouldin’s indices.
Next we did a similar analysis of our proposed semi-supervised spectral clustering
algorithm to demonstrate that it too does not produce results randomly and is con-
sistent across sub-sampled datasets. In semi-supervised clustering, we are applying
constraints in order to improve the quality of clustering. In order to justify that
our results are not accidental, we need to sub-sample the microarray datasets as
well as the constraints and then apply the sub-sampled constraints. We created ten
constraints datasets from each constraints dataset by sub-sampling (drawing 90%
of the genes randomly). Then we combined pairs of perturbed micro-array and con-
straints datasets, clustered them using Spectral clustering and then reported the
Dunn’s and Davies Bouldin’s clustering quality indices. We repeat this for all pairs.
To reiterate, this was to demonstrate that our results are not random and that they
are statistically valid.
Tables-4.5 to 4.9 show the cluster quality results of individual combinations of
datasets. We have compiled the mean and standard deviation values of these indi-
vidual results in Table-4.10.
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Serial No. Dunn’s index Davies Bouldin’s index
1 0.04398243 3.188676
2 0.04306639 3.231177
3 0.04160664 3.136993
4 0.03673846 3.191647
5 0.04010983 3.154793
6 0.04787347 3.146264
7 0.02902327 3.212804
8 0.02349388 3.24161
9 0.03802108 3.163264
10 0.0563652 3.188100
11 0.03952356 3.168467
Table 4.2: Dunn’s and Davies Bouldin’s index values for perturbed Stress dataset.
Results indicate that Spectral clustering results in consistent cluster quality.
Serial No. Dunn’s index Davies Bouldin’s index
1 0.03368041 2.989561
2 0.04296991 3.026842
3 0.01052886 3.127289
4 0.03681052 2.967362
5 0.04211076 3.005138
6 0.01081028 3.112537
7 0.03603748 3.027375
8 0.02896914 2.975535
9 0.03686515 3.038505
10 0.03952675 2.871799
11 0.02926203 3.00763
Table 4.3: Dunn’s and Davies Bouldin’s index values for perturbed Cell-Cycle
dataset. Results indicate that Spectral clustering results in consistent cluster qual-
ity.
Description Dunn’s index Davies Bouldin’s index
Mean St. Dev Mean St. Dev
Stress only 0.0400 0.0087 3.1840 0.0341
Cell cycle only 0.0316 0.0113 3.0136 0.0693
Table 4.4: Summary of mean and standard deviation values of individual microarray
datasets. This indicates that our results are not random and a small perturbation
in data doesn’t change the results.
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Serial No. Dunn’s index Davies Bouldin’s index
1 0.03089432 3.556163
2 0.03321191 4.226998
3 0.02888006 3.957121
4 0.02731343 3.766975
5 0.03100476 3.748136
6 0.04172875 3.611934
7 0.02727648 3.70486
8 0.03053157 3.908451
9 0.03172383 3.733790
10 0.03420332 3.403322
11 0.0312116 3.477314
Table 4.5: Dunn’s and Davies Bouldin’s index values after combination of sub-
sampled Stress and ChIP-chip datasets
Serial No. Dunn’s index Davies Bouldin’s index
1 0.04904669 3.563832
2 0.05276492 3.552624
3 0.03059342 3.65504
4 0.03120301 3.729151
5 0.03151477 3.712506
6 0.03608802 3.581163
7 0.02796911 3.691222
8 0.04236918 3.713929
9 0.03390614 3.513863
10 0.0332141 3.770361
11 0.03531316 3.625731
Table 4.6: Dunn’s and Davies Bouldin’s index values after combination of sub-
sampled Stress and PPI datasets
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Serial No. Dunn’s index Davies Bouldin’s index
1 0.02777897 3.523816
2 0.01287181 3.365275
3 0.03601802 3.40098
4 0.02776162 3.563739
5 0.03599602 3.4396
6 0.03671904 3.631468
7 0.03603748 3.429060
8 0.03518232 3.406876
9 0.03876811 3.441273
10 0.03532557 3.563856
11 0.03534912 3.297843
Table 4.7: Dunn’s and Davies Bouldin’s index values after combination of sub-
sampled Cell-cycle and ChIP-chip datasets
Serial No. Dunn’s index Davies Bouldin’s index
1 0.01359537 3.289819
2 0.04214127 3.544937
3 0.02760288 3.562716
4 0.03359021 3.419286
5 0.03575436 3.438057
6 0.03155372 3.764982
7 0.03372035 3.576627
8 0.02835823 3.557268
9 0.03526276 3.68283
10 0.04028695 3.344107
11 0.03255372 3.578498
Table 4.8: Dunn’s and Davies Bouldin’s index values after combination of sub-
sampled Cell-cycle and PPI datasets
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Serial No. Dunn’s index Davies Bouldin’s index
1 0.02746167 4.34282
2 0.03222197 4.390683
3 0.02823931 4.232013
4 0.02939493 4.362611
5 0.02742154 4.269306
6 0.02760314 4.416886
7 0.02787649 4.089062
8 0.02709607 3.842911
9 0.02733636 4.4379
10 0.02829065 4.429637
11 0.02746646 4.165664
Table 4.9: Dunn’s and Davies Bouldin’s index values after combination of sub-
sampled Cell-cycle and Yeastract datasets
Description Dunn’s index Davies Bouldin’s index
Mean St. Dev Mean St. Dev
Stress-Chip 0.0316 0.0040 3.7359 0.2339
Stress-PPI 0.0324 0.0071 3.6367 0.0431
Stress-YT 0.0367 0.0080 3.6463 0.0843
Cell-cycle-Chip 0.0325 0.0074 3.4603 0.0992
Cell-cycle-PPI 0.0322 0.0076 3.5236 0.1406
Cell-cycle-YT 0.0282 0.0015 4.2709 0.1820
Table 4.10: Mean and standard deviation of Dunn’s and Davies Bouldin’s index
values for all combined datasets. This shows that the results of semi-supervised
clustering are not random and small perturbations in data do not change the results
significantly.
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We observe that the results of semi-supervised clustering are stable with perturba-
tions in both the datasets. For the Stress dataset the variability in results is even
lower than observed for the stress only dataset according to Dunn’s index, but the
Davies Bouldin’s index displays higher variability. For the Cell-cycle dataset, the
variability according to Dunn’s index has fallen in all the instances of integration as
compared to the Cell-cycle only dataset. However, again Davies Bouldin’s index is
displaying higher variability.
Now that we are confident of clustering quality as well as the semi-supervised cluster-
ing results, we analyse the biological significance of combinations. For this, we need
to observe the results of combinations of original datasets and not the perturbed
versions.
4.4 Biological Significance Analysis
Evaluation of the results of our clustering algorithm requires careful consideration
since there are no gold standards against which performance can be measured. The
two prominent types of cluster validation measures are internal and external vali-
dation indices. As indicated earlier, internal indices take a dataset and the resulting
clustering and use information fully intrinsic to the data itself to assess the quality
of clustering while external validation indices use information independent of the
dataset for validating the clustering. We already saw the use of an internal valid-
ity measure for parameter (σ) selection. As they are fully dependent on the data
itself, internal indices do not give any indication of the biological significance of the
resulting clusters.
There are various other methods that have been used in the past for external val-
idation, many of which have used the information available in the Gene Ontology.
They calculate the statistical significance of the gene ontology terms in the clusters.
While this method gives us general ideas about which clusters might represent what
functions, it doesn’t allow us to functionally compare different clustering results nu-
merically. Some attempts have been made to provide such a numerical index using
mutual information and related concepts by Gibbons and Roth (2002) and Gat-Viks
et al. (2003) using Gene Ontology annotations.
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In order to compare two sets of clusters, e.g. before and after data integration, we
have used the technique suggested by Gibbons and Roth (2002). We briefly discuss
the ideas of these two papers and then justify our rationale behind our choice.
4.4.1 Numerical Biological Significance comparison (using
mutual information)
Gibbons and Roth (2002) devised a figure of merit, z-score, based on mutual infor-
mation between a clustering result and gene annotation data. The z-score indicates
relationships between clustering and annotation, relative to a clustering method that
randomly assigns genes to clusters. A higher z-score indicates a clustering result that
is further from random.
The GO project is a collaborative effort to address the need for consistent descrip-
tions of gene products in different databases. The GO collaborators are developing
three structured, controlled vocabularies (ontologies) that describe gene products in
terms of their associated biological processes (BP), cellular components (CC) and
molecular functions (MF) in a species-independent manner. The project not only
writes and maintains the ontologies themselves but more importantly also makes
cross-links between the ontologies and the genes and gene products in the collab-
orating databases. It is organized as three separate tree structured sets (directed
acyclic graph (DAG)), consisting of directed edges and vertices, such that each ver-
tex may be descended from several others. Annotation of a gene with a descendant
attribute implies that the gene holds all ancestor attributes. They have parsed an-
notation from SGD of S. cerevisiae genes with GO attributes in such a way that
attributes are inherited through the hierarchy, producing a table of ˜6300 genes and
˜2000 attributes in which a 1 in position (i,j) indicates that the gene i is known
to possess attribute j, and a 0 indicates our lack of knowledge about whether gene
i possesses attribute j. In other words, absence of annotation is not the same as
absence of function.
We have not used the graphical structure and inter-relationships among the terms
in the ontology graph. We have used only the relationship maintained between
the ontology and genes and gene products across the BP category of it as we were
interested in ascertaining whether the cluster were enriched in certain biological
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processes.
With this gene-attribute table, they construct a contingency table for each cluster-
attribute pair, from which they compute the entropies for each cluster-attribute
pair (HAiC), for the clustering result independent of attributes (HC), and also
for each of the NA attributes in the table independent of clusters (HAi). Using
the definition of mutual information between two variables X and Y, MI(X, Y ) ≡
H(X) +H(Y )H(X, Y ), and assuming both absolute and conditional independence
of attributes, they expand the total mutual information as a sum of mutual informa-
tion between clusters and each individual attribute. They compute the total mutual
information between the cluster result C and all the attributes Ai as:
MI(C,A1A2, ....ANA) =
∑
i
MI(C,Ai) = NAHC +
∑
i
HAi −
∑
i
HAiC
where summation is over all attributes i.
They score a partitioning as follows:
• Compute MI for the clustered data (MIreal), using the attribute database
derived from GO/SGD;
• Compute MI again, for a clustering obtained by randomly assigning genes to
clusters of uniform size (MIrandom), repeating until a distribution of values is
obtained;
• Compute a z-score for MIreal and the distribution of MIrandom values (with
mean mrandom and standard deviation srandom) according to
z =
MIreal −mrandom
srandom
The z-score can then be interpreted as a standardized distance between the MI
value obtained by clustering and those MI values obtained by random assignment of
genes to clusters. The larger the z-score, the greater the distance, and higher scores
indicate clustering results more significantly related to gene function.
Clusters to which genes were randomly assigned were chosen to be as nearly uniform
in size as possible, so that some of the success of a clustering algorithm relative to
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Description Before integration After integration % Gain
Stress with ChIP-chip dataset 89.2 86.7 -2.8
Stress with PPI dataset 89.2 95.2 6.72
Stress with Yeastract dataset 89.2 93.2 4.48
Cell-cycle with ChIP-chip dataset 52.2 44.8 -14.17
Cell-cycle with PPI dataset 52.2 55.2 5.74
Cell-cycle with Yeastract dataset 52.2 64.8 24.13
Table 4.11: Comparison of Biological significance index values before and after semi-
supervised integration. For both microarray datasets, combination with PPI and
Yeastract datasets lead to better significance values while when combined with ChIP-
chip dataset, it leads to diminished Biological significance.
random may derive from producing nonuniform cluster size distributions. Uniform
cluster sizes yield the highest value of HC , which allows for the highest possible
MI(C,X) for some variableX of unknown entropy H(X), because 0 ≤MI(C,X) ≤
min(HC , H(X)).
Gat-Viks et al. (2003) devised a method that is based on projecting vectors of
biological attributes of the clustered elements onto the real line, such that the ratio of
between-groups and within-group variance estimators is maximized. The projected
data are then scored using a non-parametric analysis of variance test, and the score’s
condence is evaluated.
Even though both the techniques use non-parametric techniques, we chose the former
because Gat-Viks et al. (2003) have indicated that their technique is sensitive to
small perturbations in the clustering solution.
Results
We started with the full set of Stress and Cell-cycle datasets as discussed earlier.
The reason we had chosen Stress and Cell-cycle datasets is because they represent
two ends of the spectrum (Tanay et al., 2005). For the ChIP-chip, PPI and Yeastract
datasets, we took all the interactions that were between the common set of genes
between the microarray and the interactions datasets. The biological significance
index values before and after semi-supervised clustering are in Table-4.11.
The different initial biological significance values for Stress and Cell-cycle datasets
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(89.2 and 52.2 respectively) are because of the nature of the data. Stress on the
organism leads to extremely high levels of activity in the expression levels and many
more genes are coordinating together which leads to higher significance values. Cell-
cycle on the other hand is a routine activity and the expression patterns of genes do
not change so extremely leading to smaller significance values.
We observe that the Stress dataset when combined with ChIP-chip constraints leads
to slightly worse biological significance (-2.8%) after the combination. On the other
hand, combination with PPI and Yeastract constraints lead to better significance
values (6.72% and 4.48% respectively). For the Cell-cycle dataset too, combination
with ChIP-chip dataset leads to reduced biological significance (-14.17%). When
combined with both PPI and Yeastract constraints the biological significance has
gone up. Based on the results we could say that the ChIP-chip dataset is probably
the noisiest and does not bring much new information leading to reduced significance
for the original datasets. One of the reasons for this is that integration could be
meaningful if each of the datasets complement the other. If there are a lot of
conflicting information in each of the datasets then the resulting matrix will have
a lot of noise and this will be reflected in the final clusters. We know that ChIP-
chip and PPI are uncurated datasets i.e. the information there is derived from
experiments which always has the possibility of inducing noise. On the other hand
Yeastract dataset is a manually curated dataset. That is the reason we see a high
improvement when combined with it for both Stress and Cell-cycle datasets.
The goal of integration is to have more biologically relevant clusters from which
hypotheses could be derived to be carried out and validated in wet labs. All our
result data is available upon request.
4.4.2 Qualitative Biological Significance (using Gene Ontol-
ogy annotations)
Now that we have results of quantitative biological significance before and after ap-
plying our algorithm, we would also like to qualitatively analyze the resulting clus-
ters after applying our algorithm. We would like to identify the biological processes
represented by the genes in each cluster. For this, we use Genomica’s gene set en-
richment module available online (http://genie.weizmann.ac.il/genomica_web/
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enrichment/gene_sets.jsp). It allows us to compute p-value of a HyperGeometric
distribution to find the enrichment of individual genes in a cluster as detailed below.
The result of a clustering algorithm is a set of gene clusters. In order to find out
how biologically significant the cluster set is, we have again used Gene Ontology
(Consortium, 2001) annotations. So, from this database, we extract annotations for
each gene in a cluster. Then, we would like to know if any GO term is overrepre-
sented in the cluster compared to that happening by chance. This can be answered
by p-value from statistical hypothesis testing. The p-value is the probability of ob-
taining a result at least as extreme as the one that was actually observed, given that
the null hypothesis is true. So, under our null hypothesis that the set of genes is
randomly picked from the whole gene population we compute this p-value using a
HyperGeometric distribution as the probability that n randomly chosen genes will
have k or more annotations of a certain type and can be written as
P (X ≥ k) =
n∑
i=k
(
K
i
)(
N−K
n−i
)
(
N
n
)
Here, the total number of genes is N of which K are known to be of the par-
ticular annotation type that we are interested in. The cluster that we test for
over-representation has n genes.
In all our computations, we have only used GO terms that were associated with
at least three genes in any cluster. Also, we have only used those terms that had
p-value less than 0.01. We excluded all clusters that were having less than 3 genes
or more than 500 genes in them considering them trivial clusters. In order to correct
for multiple hypothesis, we have used the False Discovery Rate with 0.05 threshold.
A sample of terms and their p-values obtained for the combined Stress and ChIP-chip
datasets can be seen in Table-4.12 where we see the clusters to which a particular
enriched GO term belongs and its corresponding p-value.
Genomica also outputs a visual indication of the GO annotations that are signifi-
cantly enriched using a colour code which is useful for analysis. The graphical view
is a matrix of the two collections - gene sets and GO annotations, where each colored
entry indicates that the two collections have a statistically significant overlap, and
the intensity of each colored spot represents the fraction of genes in the overlap.
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Cluster Number Enriched GO Term P-value
Cluster 1 translation 8.44E-093
Cluster 1 ribosome biogenesis and assembly 6.84E-007
Cluster 1 protein-RNA complex assembly 1.06E-007
Cluster 1 ribosome assembly 1.62E-011
Cluster 1 ribosome 1.83E-096
Cluster 1 small ribosomal subunit 1.41E-042
Cluster 1 structural constituent of ribosome 1.60E-110
Cluster 1 ribosomal small subunit biogenesis and assembly 1.16E-008
Cluster 1 ribosomal small subunit assembly and maintenance 4.34E-007
Cluster 1 cytosol 2.32E-097
Cluster 1 cytosolic part 4.11E-120
Cluster 1 telomere maintenance 8.30E-006
Cluster 1 ribosomal large subunit biogenesis and assembly 1.71E-005
Cluster 1 eukaryotic 48S initiation complex 9.11E-051
Cluster 1 large ribosomal subunit 3.36E-051
Cluster 1 cytosolic large ribosomal subunit (sensu Eukaryota) 1.50E-060
Cluster 1 regulation of translation 2.16E-005
Cluster 1 regulation of translational fidelity 1.59E-007
Cluster 1 ribosomal large subunit assembly and maintenance 7.36E-007
Cluster 1 ribosomal small subunit export from nucleus 7.64E-005
Cluster 2 cell wall 6.63E-006
Cluster 2 DNA bending activity 3.43E-006
Cluster 4 pyrophosphatase activity 1.44E-005
Table 4.12: A subset of GO term enrichment values for the stress microarray dataset
after integration with ChIP-chip data
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We used Genomica to output images that represent the GO term enrichment before
and after the semi-supervised clustering. The images in Figures-4.9 to 4.12 are stress
related while Figures-4.13 to 4.16 are cell-cycle related.
Stress vs Stress and ChIP-chip
While Figure-4.9 shows the GO term enrishments in the Stress dataset alone, Figure-
4.10 shows the enrichments when Stress dataset is combined with the ChIP-chip
dataset. Apart from processes like RNA processing, RNA metabolic process, ri-
bosome biogenesis, macromolecule biosynthetic process and translation which are
common enrichment observed in the results both before and after the integration,
the Stress dataset when combined with the ChIP-chip dataset also shows significant
enrichment for processes like biosynthetic process, cellular localization, hydrolase
activity, amine metabolic process, amine biosynthetic process, chromosome orga-
nization and biogenesis and regulation of cellular process. The genes associated
to these biological processes should be studied further to find relationships among
them.
Stress vs Stress and PPI
Figure-4.11 shows the GO term enrichments when Stress dataset is combined with
the PPI dataset. Biological processes like RNA metabolism, RNA binding, rRNA
processing, RNA processing, 35S primary transcription, nucleic acid binding, DNA
metabolic process are common significant enrichments observed in the results both
before and after integration. When combined with the PPI dataset, the Stress
dataset also shows significant enrichments for processes like oxidoreductase activity,
transcription from RNA polymerase II promoter, transcription, regulation of tran-
scription, regulation of metabolic process, developmental process, cell cycle phase,
mitotic cell cycle, biological regulation, regulation of cellular process and chromo-
some organization and biogenesis as compared to the Stress dataset alone.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 4.9: Sections of the image showing significant GO term enrichment in Stress
only dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 4.10: Sections of the image showing significant GO term enrichment in Stress
dataset combined with knowledge (constraints) from ChIP-chip dataset.
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(a) Section of the image showing significant enrichments
(b) Section of the image showing significant enrichments
Figure 4.11: Sections of the image showing significant GO term enrichments in Stress
dataset combined with knowledge (constraints) from PPI dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 4.12: Sections of the image showing significant GO term enrichment in Stress
dataset combined with knowledge (constraints) from Yeastract dataset.
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Stress vs Stress and Yeastract
Figure-4.12 shows the GO term enrichments when Stress dataset is combined with
the Yeastract dataset. Translation, macromolecule biosynthetic process, biosyn-
thetic process, 35S primary transcript processing, ribosomal biogenesis and assem-
bly, RNA binding, DNA metabolic process, nucleic acid bing, rRNA processing,
RNA processing and RNA metabolic process are some of the common enriched
processes observed before and after integration. However, processes like response
to stress, transcription factor activity, positive regulation of transcription, positive
regulation of biological process, RNA polymerase II transcription factor activity,
response to chemical stimulus, regulation of transcription from RNA polymerase
II promoter, DNA binding, response to stimulus, cellular localization, chromosome
organization and biogenesis, mitotic cell cycle, cell cycle, cell cycle phase, telomere
maintenance, amine metabolic process, organic acid metabolic process, oxidoreduc-
tase activity, regulation of metabolic process, regulation of transcription, transcrip-
tion, regulation of cellular process, transcription of regulator activity and biological
regulation are other significant enrichment observed only in the Stress combined
with Yeastract dataset as compared to the Stress dataset alone.
Cell-Cycle vs Cell-Cycle and ChIP-chip
While Figure-4.13 shows the GO term enrishments in the Cell-cycle dataset alone,
Figure-4.14 shows the enrichments when the Cell-cycle dataset is combined with
the ChIP-chip dataset. DNA metabolic process, translation, macromolecule biosyn-
thetic process and biosynthetic process are found to be common to the Cell-Cycle
dataset before and after combination with the ChIP-chip dataset. After combina-
tion, we see significant enrichment for response to stress, response to stimulus and
regulation of transcription from polymerase II when compared to Cell-Cycle data
set alone.
Cell-Cycle Vs Cell-Cycle and PPI
Figure-4.15 shows the GO term enrichments when Cell-cycle dataset is combined
with the PPI dataset. The DNA metabolic process, RNA processing, rRNA process-
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(a) Section of the image showing significant enrichment
Figure 4.13: Sections of the image showing significant GO term enrichment in Cell-
cycle only dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 4.14: Sections of the image showing significant GO term enrichment in Cell-
cycle dataset combined with knowledge (constraints) from ChIP-chip dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 4.15: Sections of the image showing significant GO term enrichment in Cell-
cycle dataset combined with knowledge (constraints) from PPI dataset.
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(a) Section of the image showing significant enrichment
Figure 4.16: Sections of the image showing significant GO term enrichment in Cell-
cycle dataset combined with knowledge (constraints) from Yeastract dataset.
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ing, the RNA metabolic process, macromolecule biosynthetic process, biosynthetic
process and translation are some of the common enriched processes observed in both
the data sets. Besides these, Cell-Cycle when combined with the PPI dataset also
showed significant enrichment for oxidoreuctase activity, response to stress, cell-
cycle, chromosome organization and biogenesis and protein binding when compared
to the Cell-cycle dataset alone. We observe that even though cell-cycle processes
were not accentuated earlier, after combination with the PPI dataset, they shows
up prominently.
Cell-Cycle vs Cell-Cycle and Yeastract
Figure-4.16 shows the GO term enrichments when Cell-cycle dataset is combined
with the Yeastract dataset. The RNA binding, 35S primary transcription process,
RNA processing, rRNA processing, RNA metabolic process, macromolecule biosyn-
thetic process, translation and biosynthetic process are the common significant en-
richment sites observed in the Cell-cycle dataset both before and after combination
with the Yeastract dataset. The Cell-cycle dataset when combined with the Yeas-
tract dataset also showed enrichment significantly for RNA modification, response
to stimulus, mitotic cell cycle and DNA metabolic process when compared to the
Cell-cycle dataset alone.
4.5 Related Work and Discussion
4.5.1 Constrained clustering
The concept of applying prior knowledge in the form of constraints to clustering
algorithms is not new. Initial supervised clustering algorithms were modifications
of traditional ones and ensured that the resulting clusters had to satisfy the applied
constraints. One of the first papers in this area by Bradley et al. (2000) proposed a
constrained version of the famous k-means (Macqueen, 1967) clustering algorithm
by posing the problem in terms of minimum cost network flows. Their objective
behind adding the constraints was to assign a certain minimum number of points to
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each cluster. Tung et al. (2001) have done a systematic study of various constrained
clustering algorithms. Basu et al. (2008) is a recent book on constrained clustering.
4.5.2 Semi-supervised clustering
While constrained clustering algorithms work towards satisfying known constraints,
other distance based clustering algorithms were developed in which the metric that a
clustering algorithm uses in order to calculate distance between a pair of data-points
was modified by incorporating constraints from other sources of data. These were
the first semi-supervised clustering algorithms. They did not enforce the constraints,
but used the constraints to provide guidance in the cluster formation process. This
is the crucial difference between a supervised and a semi-supervised clustering algo-
rithm. In the former, the constraints are derived from known ground truth and have
to be satisfied, whereas in the latter, the constraints are additional sources of infor-
mation but are considered noisy and hence not necessarily exactly correct. This is a
characteristic of the DNA-binding, PPI and TF-gene interactions data that we use
for deriving our constraints, and also our justification for using the semi supervised
algorithm.
Klein et al. (2002) used the concept of “must-link” and “can-not link” constraints on
hierarchical agglomerative clustering (Jain and Dubes, 1988). They reported that it
improved upon earlier constrained clustering algorithms and required a much smaller
number of constraints for similar accuracy. According to them constraints suggest
space-level generalizations beyond their instance-level assertions. In other words, if
a point A is linked to another point B, then A should also probably be linked to
points that are near B and vice-versa. They used this idea to propagate constraints.
Basu et al. (2004) have proposed a probabilistic model for semi-supervised clustering
based on Hidden Markov Random Fields (HMRFs) that provides a more principled
framework for incorporating supervision. It combines the constraint based and dis-
tance based approached into a single unified model.
Our technique is likewise based on the concept of using the constraints obtained from
one dataset in order to modify the similarity value that is obtained from another
dataset. The key difference is that while all the previous work has used this principal
to do clustering in some feature space, our technique uses the modified similarity
values to cluster in spectral space (spectral clustering).
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Spectral clustering
The field of spectral clustering was started by Donath and Hoffman (1973) who
came up with the idea of constructing graph partitions using the eigenvectors of an
adjacency matrix. It has generated a lot of interest in recent years (Shi and Malik,
2000; Ng et al., 2001) in clustering related research and has been applied from object
retrieval (Jain and Zhang, 2007) to brain surface flattening (Angenent et al., 1999).
A nice review of this subject and its relation to other related topics can be found in
von Luxburg (2006) and an upcoming‖ book by Ding and Zha (2008).
As we have discussed earlier, spectral clustering works on similarity matrices. In
that respect, it is similar to multi-dimensional scaling or in general, the broader class
of metric multidimensional scaling (de Leeuw, 2005) algorithms which also operate
on a similarity matrix and are useful for visualization of high dimensional data by
mapping it to lower dimensions. The key difference between these and spectral
clustering is that while they operate in the feature space, spectral clustering works
in the spectral space. Spectral clustering has close relations to the field of non-linear
dimensionality reduction techniques like manifold learning (Saul et al., 2006; Chen
et al., 2006) and semi-supervised learning (Grira et al., 2005). Nadler and Galun
(2006) have discussed the fundamental limitations of spectral clustering. Dhillon
et al. (2005) have shown the equivalence between kernel k-means (Shawe-Taylor and
Cristianini, 2004) and spectral clustering. This result gains importance when the
similarity matrix is too large for eigen-decomposition and iterative techniques need
to be used.
Even before the recent interest in spectral clustering, a matrix formalism has been
used to describe the functional states of transcriptional regulatory systems. Gian-
chandani et al. (2006) used such a model to characterise the properties of transcrip-
tional regulatory systems (TRSs) and facilitate the computation of the transcrip-
tional state of the genome under any given environmental conditions.
One of the first applications of spectral clustering to bioinformatics was by Kluger
et al. (2003) who used it to simultaneously clusters genes and conditions (biclus-
tering) for various cancer datasets. In a cancer context, the clusters correspond to
genes that are markedly up or down regulated in patients with particular types of
‖to be published in Feb 2010
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tumors. They present a number of variants of the approach, depending on whether
the normalization over genes and conditions is done independently or in a coupled
fashion. They analysed publicly available cancer expression data sets, and exam-
ined the degree to which the approach is able to identify clusters. They have also
compared the performance against a number of reasonable benchmarks (e.g., direct
application of SVD or normalized cuts to raw data). Speer et al. (2005) used spectral
clustering to cluster Gene Ontology terms to find sets of genes that might be func-
tionally related. They used an information theoretic measure borrowed from text
mining, where it had been used to calculate semantic similarities between words, to
calculate the similarity values between the terms of the Gene Ontology.
Semi-supervised spectral clustering
Kamvar et al. (2003) propose an algorithm for classification called spectral classi-
fication which modifies the similarity matrix to 1 if the known training data be-
long to the same class and 0 otherwise. The similarity matrix is subject to eigen-
decomposition and then classification is done in the spectral space. The advantage
of doing this is that they can use labelled data (provides class constraints) as well
as unlabelled data (similarity computation). They report better performance than
the naive Bayes classifier in classifying newsgroups. They have also proposed a con-
strained spectral clustering with must-link and cannot-link constraints along with
an additive normalized laplacian (Fiedler, 1975) and used it for classification. The
results and the comparison with other algorithms for this is not systematic and
clearly presented which makes it difficult to judge its performance.
Kulis et al. (2005) proposed a semi-supervised version of the kernel k-means algo-
rithm. The difference between our formulation and theirs is that after modifying
the similarity matrix we use spectral clustering while they have used kernel k-means
algorithm. They argue that this might be better for larger datasets where eigenvalue
computation might be computationally expensive whereas kernel k-means being a
iterative algorithm, doesn’t face this problem. This is true but the drawback with
kernel k-means is that like k-means it can get stuck in local optima while spectral
techniques always try to approximate the global optimum.
Most algorithms discussed till now rely critically on a good metric over their in-
puts. If a clustering algorithm fails to find clusters that are meaningful, then the
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recourse usually is to manually tweak the metric until sufficiently good clusters are
found. Xing et al. (2003) proposed an algorithm that, given examples of similar
(and, if desired, dissimilar) pairs of points, learns a distance metric that respects
these relationships. They also demonstrate that the learned metrics can be used to
significantly improve clustering performance.
4.5.3 Co-clustering
This is a related and overlapping technique where two or more sources of data are
combined. The key difference from semi-supervised or constrained clustering is that
in co-clustering, one dataset is not used to guide the other. Rather, both the datasets
are combined with equal or varying weights by combining their distance metrics to
come up with a new one which is then used for clustering. We will see a detailed
discussion and review in the next chapter.
4.6 Conclusion
We have proposed a technique to integrate diverse datasets where one is acting as
a source of supervision on the clustering of the other. As part of this, we have
investigated whether constraints are useful at all in order to retrieve the original
clustering from a noisy version of the original dataset. We also investigated two
methods for determining the best Gaussian kernel to obtain the affinity matrix from
the data. Further, we have used a validation method which scores the resulting gene
clusters by reference to a third type of data (Gene Ontology). Our results indicate
that semi-supervised spectral clustering leads to improved biological significance if
the datasets from which known facts are extracted is not widely varying from the
datasets on which they are applied.
Since our technique is quite generic, in future, our work can be extended by using
other sources of prior knowledge, for example the similarity between the promoter
sequences of genes. In the next chapter, we propose a technique where instead of
creating definite constraints, we extract similarities from graphs of interactions and
then integrate the datasets. It is based on the principle of maximizing the entropy
of the resulting matrix.
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One of the shortcomings of this research is that it is known that gene regulation is
a very condition specific activity and hence the expression values that we observe
are a result of regulation happening at one particular time. However, the datasets
that we have used are from different conditions. The microarray datasets as well
as the DNA-binding, PPI and Yeastract datasets were not experimentally observed
at the same time or even by the same researchers. This is also a fundamental
limitation of the underlying experimental techniques, since microarrays themselves
do not represent a single time point, but rather the integration of gene activity over
a time period. Moreover, knowledge about gene modules is not complete and this
hinders the validation process.
Chapter 5
Maximum Entropy Kernel
Integration for Regulatory Module
Discovery
“But since the affairs of men rest still incertain, Let’s reason with the
worst that may befall.” - William Shakespeare (Julius Caesar)
5.1 Introduction
As we saw in the previous chapters, each of the current datasets, e.g. microarrays,
DNA-binding, protein-protein interaction and sequence datasets, provide a partial
and noisy picture of cell regulation. Hence, integration among these is required in
order to obtain an improved picture of the underlying process. Initial methods of
data integration in regulatory module discovery were mostly ad-hoc approaches that
used clustering with some form of prior knowledge. Later on these were enhanced
to incorporate model based clustering methods as well. One of the major drawbacks
of these techniques was that they worked well on vectorial data but as soon as other
types of data were encountered, the principled nature of the algorithms broke down
and they had to resort to ad-hoc statistical techniques for finding correlations in
datasets.
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In the previous chapter we proposed a similarity based method which is very perti-
nent for non-vectorial data as there are established techniques to compute similarity
from these. We will continue using similarity based techniques in this chapter. The
bigger challenge that we saw in the last chapter was that of ad hoc combination
of datasets. Since they are reported as p-values, the DNA-binding data could be
interpreted as similarity values. The similarity values in the DNA-binding dataset
were converted into constraints and then combined to the microarray data using ad
hoc p-value thresholds. In order to do the integration in a principled manner, we
needed a framework under which various types of data could be integrated and their
effects analyzed. Various earlier researchers have used the Bayesian framework for
merging data, but in our opinion it is unsuitable to cope with non-vectorial data
(strings, graphs) in a principled manner as it was primarily developed for vectorial
data.
To summarise, the problem now is reduced to having two similarity matrices and
we need some method to integrate them. A simple approach to integrating matrices
is the shrinkage method. When there are two similarity matrices K1andK2, a final
combination K could be written as,
K = µK1 + (1− µ)K2 (5.1)
which represents a convex combination∗ of K1 and K2 with the shrinkage param-
eter µ ranging between 0 and 1, and controlling what fraction of each similarity
matrix contributes towards the final matrix. The shrinkage method is named so
because depending on the µ, we shrink the contribution of the original evidence.
For example, if we are combining microarray data with PPI data to improve the
predictions based just on microarray data, then the contribution of microarray data
is being shrunk from its original contribution (which is 1). Optimum µ values can
be chosen after running these various weight combinations of datasets through the
Spectral clustering algorithm and then optimizing for the best cluster quality using
the Dunn’s or Davies-Bouldin’s index values. While this is reasonable from a prac-
tical viewpoint, it’s not very principled. That motivates us towards our next step
which is to use the principle of maximum entropy (Section-5.4) in order to merge the
similarity matrices. As we will see in following sections, this allows us to merge two
∗A convex combination is a linear combination of where all coefficients are non-negative and
sum up to 1
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datasets when there is no evidence available regarding their individual importance.
For example, when we have two noisy data sources e.g. microarray and PPI, and no
other evidence regarding their individual importance, we can combine them to get
better inference using the principle of maximum entropy.
As discussed in Section-5.4, we need a more specialised version of the similarity ma-
trix for maximum entropy integration. The extra requirement is that our similarity
matrices should be positive semi-definite. There is a separate but similar branch
of machine learning that operates only on such matrices and is known as kernel
methods. We describe these in Section-5.2. Throughout this chapter, we have used
similarity matrices, kernels and kernel matrices interchangeably to refer to positive
semi-definite symmetric similarity matrices.
5.1.1 Spectral or eigen-decomposition
Spectral or eigen decomposition of a symmetric n× n matrix A is represented as
A = QΛQ−1
where Λ = diag(λi) is the diagonal matrix, λi’s are the eigenvalues of A and Q =
[q1, . . . , qn] is the square n × n matrix whose ith column is the basis eigenvector qi
of A.
A symmetric matrix A is said to be positive definite if
xTAx > 0 for all non-zero x
A symmetric matrix A is said to be positive semi-definite if
xTAx ≥ 0 for all non-zero x
All the eigenvalues of a positive definite matrix are positive whereas the eigenvalues
of a positive semi-definite matrix are non-negative.
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5.2 Kernel Methods
Kernel methods are algorithms that operate on a type of data representation known
as a kernel matrix. Kernel matrices provide a general framework to represent data
and satisfy certain mathematical properties. A kernel matrix is defined not in terms
of individual variables but in terms of pairwise similarity among all variables. So,
instead of using a mapping φ : X → F to represent each object x ∈ X by φ(x) ∈ F ,
a real valued similarity function k : X × X → R is used and the dataset with n
variables is represented by a n × n matrix of pairwise similarities kij = k(xi,xj). The
most significant fact regarding these methods is that once we have a kernel matrix
representation of the data then the original data is not required and the methods
can work on just these matrices. This is where the real beauty of these methods
arise as different types of data types do not necessitate changes in the underlying
algorithm. Kernel methods require that a kernel matrix is symmetric and positive
semi-definite. This means that if k is an n× n matrix of pairwise similarities then
ki,j = kj,i for 1 ≤ i, j ≤ n, and c>kc ≥ 0 for any c ∈ Rn. This also implies that the
matrix has non-negative real eigenvalues.
Each similarity value (ki,j) in a kernel matrix is calculated using a so called kernel
function ( k(x,y) ) that acts a suitable similarity between the variables. Hence, a real
valued kernel matrix could be obtained for diverse data types (strings and graphs)
as long as a similarity function can be defined over a pair. This nice property
leads to complete separation of similarity function definition from the algorithms
that operate on these matrices. This is specially useful in bioinformatics because
of diverse types of datasets (as pointed in previous chapter) where a real valued
representation of individual variables is non intuitive while a similarity score makes
sense, e.g. genomic sequences. We will see different types of kernels in Section-5.2.1.
5.2.1 Various kernel or similarity functions
We provide a short description of various possible kernels for different data types
(vectors, strings and graphs) and their properties.
5.2. Kernel Methods 100
Vector Data
• The Linear or Dot kernel is the simplest one.
kL(x,x
′
) = xTx
′
(5.2)
• The Polynomial kernel is a more general case of the linear kernel
kPoly(x,x
′
) = (xTx
′
+ c)d (5.3)
where d is the degree of the polynomial and c is a constant. When c is non-zero
then this kernel corresponds to a feature space spanned by all products of at
most 2 variables i.e., {1, x1, x2, x21, x1x2, x22}. When c is zero then this space is
restricted to only the products of exactly 2 variables i.e., {x21, x1x2, x22}.
• The most popular and widely used kernel function used for real data is the
Gaussian or Radial Basis Function (RBF) kernel
kG(x,x
′
) = exp
(
−‖ x− x
′ ‖2
2σ2
)
(5.4)
the width of the Gaussian being controlled using σ. This affinity function
naturally encodes the local neighbourhood property and its value falls rapidly
as the pairwise dissimilarity increases.
• Another popularly used kernel is the Sigmoid kernel
kS(x,x
′
) = (kxTx
′
+ θ) (5.5)
where k > 0 and θ < 0 are the gain and threshold.
Graph data
A graph is informally defined as a set of nodes connected by edges. In bioinformatics,
typical examples of a graph would be the interactions between the proteins of an
organism or the interaction network representing the metabolic pathway. Other
common examples of such graphs are social networks and hyperlinked internet web
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pages. While a graph represents local similarity i.e., a node’s direct interactions in
its neighbourhood, we need a similarity function that represents global similarity
i.e., a node’s interaction to every other node in the graph. The simplest measure of
similarity on a graph is the shortest-path distance, but it is not positive semi-definite
which is our requirement. Apart from this, this is very sensitive to insertions and
deletions of edges. A more robust similarity measure is required which could perhaps
average over many paths. The physical process of diffusion suggests a natural way of
propagating such local information and has led to the most popular type of similarity
on graphs known as the diffusion kernel (Kondor and Lafferty, 2002).
Laplacian L of an undirected unweighted graph is defined as,
Li,j =


−1 for i ∼ j,
di for i=j,
0 otherwise
(5.6)
where i ∼ j implies that i and j are connected by an edge and di is the number of
edges originating from ith node. The kernel function on the graph can be defined
using the negative of this Laplacian (H = −L) as
Kβ = e
βH = lim
m−>∞
(
I+
βH
m
)m
(5.7)
where β is a positive constant and I is an identity matrix. Kβ represents an expo-
nential family of similarity functions with generator H and bandwidth parameter β.
Using power series expansion this can be expanded to
Kβ = I+ βH +
β2H2
2
+
β3H3
3!
+ . . . (5.8)
Note that eβH yields a matrix but it is not the same as component-wise exponen-
tiation eβHij . If a matrix is diagonal then its exponential can be obtained by just
exponentiating every entry on the diagonal, i.e., eD = diag(ed11 , ed22 , . . . , ednn). This
is an important property that could be used for computing the exponential. If we
diagonalise H i.e., if H = UDU−1 and D is diagonal, then eH = UeDU−1. Based
on this, we have used the technique discussed in Moler and Loan (2003) to com-
pute our matrix exponentials. It involves computing the normalized eigenvalues and
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eigenvectors of H .
H =
n∑
i=1
viλiv
T
i (5.9)
which when replaced in Equation-5.8
Kβ =
n∑
i=1
vie
βλivTi (5.10)
This similarity function is also known as the diffusion function because its differential
equation form resembles the diffusion equation of heat through continuous media
in classical physics (Kondor and Lafferty, 2002). The function of β is to control
the extent of diffusion similar to the σ of the Gaussian kernel. In fact, as shown
in Schlkopf et al. (2004), there is a straightforward correspondence between the
diffusion kernel and the Gaussian kernel. The former can be considered a discretized
version of the latter. In the next section we discuss our actual technique of similarity
matrix integration.
5.2.2 From similarities to a valid kernel
Sometimes we have a well defined measure of similarity between a pair of objects,
but the resulting matrix is not a valid kernel matrix according to the strict definition
of positive semi-definiteness. In such cases, two methods have been proposed in the
literature that may be used to convert the similarity matrix to a valid kernel. Tsuda
(1999) has proposed a principled technique called empirical kernel map. Roth et al.
(2002) have proposed an ad-hoc technique of eigen-decomposition of the similarity
matrix and then removal of negative eigenvalues. They have also showed that this
preserves the cluster structure of the data. When we are not sure if the similarity
matrix that we have obtained is a kernel matrix then one of these techniques could
be used to make it a kernel matrix.
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5.2.3 Kernel normalization
In order to add kernels, we need to normalize them so that they are on the same
scale. Given an unnormalized kernel matrix, K, the normalized version is
Kˆij =
Kij√
Kii ×Kjj
(5.11)
This can be easily computed if we define A = (1/
√
K11, . . . , 1/
√
Knn). Then, Kˆ =
K ∗ (AAT ), where ∗ denotes element-wise product.
5.3 Principle of Maximum Entropy
5.3.1 Entropy
While the term entropy is popularly associated with thermodynamics, the entropy
which we describe here comes from information theory. This branch of applied
mathematics and electrical engineering which deals with quantification of informa-
tion was introduced by Claude E. Shannon in his seminal paper (Shannon, 1948).
While this original paper dealt with the engineering problem of the transmission
of information over a noisy channel, the scope of information theory has widened
a lot and touches subjects as diverse as cryptography to neurobiology. The most
fundamental result of this theory is the source coding theorem, according to which,
on average, the number of bits needed to represent the result of an uncertain event
is given by its entropy. In other words, entropy is a measure of the uncertainty
associated with a random variable.
If a discrete random variable X takes values x1, . . . , xn then its entropy H is
H(X) = E(I(X))
where E is the expected value and I(X) is the information content or self-information
of X. Now, if p(xi) is the probability of X taking value xi then the entropy can
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explicitly be written as
H(X) =
n∑
i=1
p(xi)I(xi) = −
n∑
i=1
p(xi) logb p(xi),
where b denotes the base of the logarithm. The unit of entropy is the bit or nat for
bases 2 and e respectively. If any of the probabilities vanish (p(xi) = 0 for any i, we
use the fact that limp→0 p log p = 0 and hence the value for that particular i is zero.
Differential entropy also known as continuous entropy tries to extend the idea of
Shannon entropy which is restricted to random variables taking discrete values to
continuous probability distributions, e.g. Gaussian distribution. Another widely
used measure of entropy for the continuous case is the relative entropy of a distribu-
tion also popularly known as the KL divergence (refer Section-3.2.1). We will later
maximize the differential entropy associated with a Gaussian distribution in order
to merge similarity matrices (refer Section-5.4).
5.3.2 Principle of maximum entropy
Before we discuss our technique in detail, here we discuss the background and philo-
sophical underpinnings of principle of maximum entropy. While in the earlier section
we made a strict distinction between entropy associated to thermodynamics and in-
formation theory, at a more philosophical level, connections can be made between
these two seemingly unrelated subjects. According to E.T. Jaynes in his seminal
papers (Jaynes, 1957, 1982)
Thermodynamics should be seen as an application of information
theory and the thermodynamic entropy is interpreted as being an esti-
mate of the amount of further Shannon information needed to define the
detailed microscopic state of the system, that remains uncommunicated
by a description solely in terms of the macroscopic variables of classical
thermodynamics.
He proposed correspondence between statistical mechanics and information theory
and suggested that the entropy in statistical mechanics, and the information entropy
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in information theory, are essentially the same thing. Consequently, statistical me-
chanics should be seen just as a particular application of a general tool of logical
inference and information theory.
Suppose some testable information about a probability distribution is known. If we
consider the set of all probability distributions which encode this information then
the principle of maximum entropy (MaxEnt) states that the probability distribution
which maximizes the information entropy in view of the testable information is the
true probability distribution. By choosing to use the distribution with the maxi-
mum entropy allowed by our information, we are choosing the most uninformative
distribution possible. If we choose any distribution with lower entropy then that
would imply that we are assuming information which we do not have. On the other
hand, if we choose a distribution with a higher entropy that would violate the con-
straints of the information we possess. Thus the maximum entropy distribution is
the only reasonable distribution. The Maximum entropy principle is used to choose
the smoothest distributions out of all possible distributions.
In our context, intuitively, each similarity matrix represents a distribution and we
need to merge them so that the final distribution doesn’t make assumptions about
the individual weights of the matrices because that information is unavailable. We
allow maximum entropy for the resulting distribution implying no assumptions what-
soever. This is the only approach available to us for kernel integration in the unsu-
pervised domain.
Information theory as shown in Section-5.3.1 defines information in terms of prob-
ability distributions thus providing us with a quantitative measure of uncertainty
(entropy) or ignorance. This can be maximized to find the maximally unbiased
probability distribution.
5.4 Maximum Entropy Kernel Integration
We assume the similarity matrix which is a symmetric positive semi-definite ma-
trix to be the covariance matrix of a Gaussian distribution. Based on the earlier
justification for the maximum entropy principle, we need to combine two similarity
matrices such that the resulting one has maximum entropy.
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Now, a Gaussian distribution is represented as,
p(x|µ,Σ) = 1
(2pi)n/2|Σ|1/2 exp
{− 1
2
(x− µ)TΣ−1(x− µ)} (5.12)
where |Σ| is the determinant of the covariance matrix Σ, and µ is the mean of
distribution. Its differential entropy is given by (Brookes, 2005),
H(p(x)) = −
∫
+∞
−∞
∫
+∞
−∞
. . .
∫
+∞
−∞
p(x)ln(p(x))dx (5.13)
=
1
2
(n + nln(2pi) + ln|Σ|) (5.14)
In order to maximize H(p(x)) we can ignore the first two terms (n and nln(2pi)) in
equation-5.14 as they are constants. So, it becomes a problem of maximizing the
ln|Σ| term. We know that the determinant of a symmetric matrix is equal to the
the product of its eigenvalues, i.e.,
|Σ| =
k∏
i=1
λi
where λi (i = 1 . . . k) are the k eigenvalues of Σ. Therefore,
ln|Σ| = ln( k∏
i=1
λi
)
(5.15)
=
k∑
i=1
ln(λi) (5.16)
Also, since logarithmic functions are monotonically increasing, so we can restate that
in order to maximize the entropy of a Gaussian distribution, we need to maximize the
ln|Σ|† which is equivalent to maximizing the sum of the eigenvalues of its covariance
matrix. Now assume that our covariance matrix is a combination of two covariance
matrices and so can be rewritten as
K =
2∑
i=1
µiKi (5.17)
= µ1K1 + µ2K2 (5.18)
†this is also popularly known as log det maximization in optimization theory literature (Boyd
and Vandenberghe, 2004)
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where µ1+µ2 = 1. Now, according to spectral decomposition of a symmetric matrix,
Λ = UKUT (5.19)
= U
(
µ1K1 + µ2K2
)
UT (5.20)
= µ1UK1U
T + µ2UK2U
T (5.21)
= µ1Z1 + µ1Z2 (5.22)
where U is orthonormal and Λ = diag[λ1, λ2, . . . , λn] is the diagonal matrix of eigen-
values. Matrices Z1, Z2 are not diagonal matrices because U does not always di-
agonalises them. But, as U is the eigenvector matrix of the linear combination of
K1 and K2, the off-diagonal elements of Z1 and Z2 cancel each other out (Thomaz
et al., 2004; Thomaz and Gillies, 2005). Therefore,
Λ = diag[µ1λ
1
1, µ1λ
1
2, . . . , µ1λ
1
n] + diag[µ2λ
2
1, µ2λ
2
2, . . . , µ2λ
2
n] (5.23)
= diag[µ1λ
1
1 + µ2λ
2
1, µ1λ
1
2 + µ2λ
2
2, . . . , µ1λ
1
n + µ2λ
2
n] (5.24)
(5.25)
where µ1λ
1
1, µ1λ
1
2, . . . , µ1λ
1
n are the variance of K1 spanned by the U eigenvector
matrix and µ2λ
2
1, µ2λ
2
2, . . . , µ2λ
2
n are the variance of K2. In order to maximize Eqn-
(5.16), we need to maximize the individual eigenvalues of the combined covariance
matrix. So, effectively it implies that we need to maximize each of the (µ1λ
1
i +
µ2λ
2
i ) terms. As stated previously, the eigenvalues of positive semi-definite matrices
are non-negative. We have used kernel functions to compute similarities, which
resulted in our similarity matrices being positive semi-definite. Since this is a convex
combination of two terms, and all the eigenvalues are non-negative, therefore, in
order to maximize it, we just need to take the maximum out of both the terms
because,
(µ1λ
1
i + µ2λ
2
i ) ≤ max(λ1i , λ2i ) (5.26)
when both µi, λi are positive. Therefore, the maximum entropy is obtained at either
(µ1=0, µ2 = 1) or (µ1=1, µ2 = 0) for each eigenvalue, i.e., we do not take the
combination of both the terms but only one of them which is the maximum. To
summarise, our matrices are not combined using any particular values of µ1, µ2 but
by just picking the maximum of both the variances spanned by U.
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Till now we discussed the theoretical justification of the technique, next we discuss
the practical aspects of its implementation.
5.4.1 Algorithm
From the discussion of the preceding section it is clear that in order to calculate
U , we need a K which is an unbiased (a=b) linear combination of two similarity
matrices, i.e., has equal contribution from both the matrices. Since any unbiased
combination gives the same set of eigenvectors we have chosen a = b = 1. The final
algorithm is described in Algorithm-4.
Require: Similarity Matrices (K1 and K2)
1: Calculate the eigenvectors U of matrix K obtained by K = K1 +K2.
2: Use this U to calculate the variance contribution of both K1 and K2. These are
diag[UK1U
T ] = diag[λ11, λ
1
2, . . . , λ
1
n] (5.27)
diag[UK2U
T ] = diag[λ21, λ
2
2, . . . , λ
2
n] (5.28)
3: Now form the final eigenvalue matrix Z by choosing the maximum eigenvalues
from each diagonal matrix (5.27 and 5.28).
Z = diag[max(λ11, λ
2
1), max(λ
1
2, λ
2
2), . . . , max(λ
1
n, λ
2
n)]
4: Finally, compute the maximum entropy matrix
KME = UZUT
Algorithm 4: Maximum Entropy Similarity matrix Integration
The principal idea here is that we keep the dominant eigenvalues, while getting rid
of the smaller, and hence unreliable ones, and replacing them with better ones from
the other dataset.
5.5 Datasets and Methodology
We have used the same datasets that were used in the previous chapter as discussed
in Section-4.2. They are the yeast microarray datasets (Gasch et al., 2000; Spellman
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Dataset Pair Number of genes
Stress and ChIP-chip 2346
Stress and PPI 4508
Stress and Yeastract 5654
Cell-cycle and ChIP-chip 2346
Cell-cycle and PPI 4508
Cell-cycle and Yeastract 5654
Table 5.1: Number of genes considered for individual dataset pairs
et al., 1998), DNA-binding dataset (Harbison et al., 2004), PPI dataset (from MIPS
Comprehensive Yeast Genome Database (CYGD)) (Gueldener et al., 2006) and the
TF-gene interactions (YEASTRACT) (Teixeira et al., 2006).
While in the previous chapter, we used a full set of genes from the microarray
datasets and applied available constraints on them, in this chapter we are unable
to use the full set of genes. This is because now we are combining two matrices
which must be similar in size. Therefore, We first pre-process and find common
genes between pairs of datasets that are being combined. In the previous chapter,
after removing the NORFs, the Stress dataset had 6251 genes and Cell-cycle dataset
had 6257 genes. They had 156 and 60 experiment counts respectively. The counts
get changed after finding common sets of genes among dataset pairs. The final
number of common genes when pairing microarray datasets with ChIP-chip, PPI
and Yeastract datasets are shown in Table-5.1.
After pre-processing, for the microarray datasets, we compute the similarity matrices
from both of them using parameters obtained by the optimization procedure in the
previous chapter. For the PPI, Yeastract and ChIP-chip datasets that are in the
form of pairwise interactions, we have used the total within-cluster sum of square
distances as we did not have access to original data vectors but only the similarity
(or adjacency) graph. For these datasets, we need to do the optimization of the
parameter for computing the diffusion matrix. As shown in Equation-5.8 we need
to find the optimum value for β. To do this, we first compute diffused matrices
for a range of β values and then we do spectral clustering on each of these diffused
matrices to find the best parameter, which is the one that yields the best cluster
quality. This optimization is different from the microarray dataset ones because here
we don’t have the original data vectors because of the nature of graphical data where
only links are specified. Because of this, we can’t use distance based optimization
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techniques. So we have used a simpler and straightforward metric called withinss in
order to judge the cluster quality. For a clustering run of the algorithm, we compute
this by finding the cumulative sum across all the clusters of sum of squared distance
of all points in a cluster from its cluster centre.
withinss =
k∑
i=1
∑
xij∈Ci
(xij − x¯i)2 (5.29)
where C1, . . . , Ck are the different clusters and x¯i are the cluster centres. Since we do
not have access to the data points, we compute the withinss of the vectors on which
k-means clustering is done for spectral clustering (refer Step-6 of Algorithm-2). A
better clustering will have a lower withinss value (hence more compact).
Once we have the similarity matrices from both datasets that are being integrated,
we merge both of them using the maximum entropy technique as discussed in
Algorithm-4. We then use spectral clustering on resulting similarity matrix to get
our final clusters and then validate the biological significance of our results using
the Gene Ontology annotations like the previous chapter.
5.5.1 Parameter optimisation results
ChIP-chip, PPI and Yeastract datasets
As seen in Figure-5.1(a), for the ChIP-chip dataset, the optimum value (smallest
withinss value implies tightest clustering) is at β = 10 where the total withinss falls
significantly. It also has one of the smallest standard deviations at that point. For
the PPI dataset, as seen in Figure-5.1(b), the optimum value again is at β = 10
where it has the smallest withinss value. Even though the standard deviation is not
the lowest, yet we chose it because the value is significantly lower than its neighbours.
Figure-5.1(c) for the Yeastract dataset, has a optimum range between β = 5 and
β = 10, where the optimum value is at β = 5 while the combination of small value
and small standard deviation is at β = 10. We chose β = 5 because of the smallest
withinss value.
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(c) Yeastract β optimization using total within-cluster
sum of square distances
Figure 5.1: ChIP-chip, PPI and Yeastract datasets: Beta optimization
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5.6 Biological Significance Analysis
5.6.1 Numerical Biological Significance comparison (using
mutual information)
Results
We follow the same procedure that was followed in the previous chapter (refer
Section-4.4.1) for biological validation of the resulting clusters using the technique
based on mutual information by Gibbons and Roth (2002). The results of the inte-
gration of the stress microarray dataset with ChIP-chip, PPI and Yeastract are in
Table-5.2. We have reported percentage gains in index values before and after inte-
gration for each pair of datasets being integrated. In order to compare our results
with the semi-supervised technique, we also reran the semi-supervised experiments
on the filtered (common) gene sets. For each pair of dataset, the first one is referred
to as A and the second as B. For example, in the first full row of Table-5.2, Stress
dataset is referred to as A, while the ChIP-chip dataset is called B.
The results in Table-5.2 clearly indicate that both our data integration techniques
help improve the quality of the resulting clustering biologically. Both datasets A
and B have improved biological significance after integration except in one scenario
where the ChIP-chip is integrated with the Stress dataset. MaxEnt integration has
resulted in improvements for the Stress datasets with every other dataset except
for the ChIP-chip dataset. We also observe that the MaxEnt technique has outper-
formed the semi-supervised one except the ChIP-chip dataset combination where
the semi-supervised technique shows a small improvement. Also, more than the
Stress datasets, the improvement in the B datasets i.e. the ChIP-chip, PPI and
Yeastract datasets, when combined, is better.
For the Cell-cycle dataset, as shown in Table-5.3, the results are somewhat different.
Here, too both the datasets, A and B, have improved biological significance after
integration. The MaxEnt technique has resulted in improved biological significance
after combination in all the cases. However, the results for MaxEnt are not always
better than the semi-supervised all the time. While for the Stress dataset, the
semi-supervised integration with ChIP-chip dataset had performed better than the
MaxEnt one, for the Cell-cycle dataset, it’s the opposite. MaxEnt is better than the
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Datasets Semi-supervised integration Maximum entropy integration
Dataset
A
Dataset
B
After
inte-
gra-
tion
Gain
for A
Gain
for B
After
Inte-
gra-
tion
% Gain
for A
%
Gain
for B
Stress &
ChIP-
chip
62.3 27.5 59.6 -4.3% 116.72% 59.4 -4.65% 116%
Stress &
PPI
62.3 29.2 66.5 6.74% 127.73% 75.1 20.54% 157.19%
Stress
& Yeas-
tract
62.3 38.0 94 50.88% 147.36% 109.0 74.95% 186.84%
Table 5.2: Stress microarray dataset: Comparison of Biological significance index
values before and after maximum entropy data integration. Both our data inte-
gration techniques help improve the quality of the resulting clustering biologically.
Both datasets A and B have improved biological significance after integration except
in one scenario where the ChIP-chip is integrated with the Stress dataset.
Datasets Semi-supervised integration Maximum entropy integration
Dataset
A
Dataset
B
After
inte-
gra-
tion
Gain
for A
Gain
for B
After
Inte-
gra-
tion
Gain for
A
Gain
for B
Cell-
cycle &
ChIP-
chip
39.1 27.5 39.7 1.53% 44.36% 48.2 23.27% 75.27%
Cell-
cycle &
PPI
39.1 29.2 40.9 4.60% 40.06% 39.3 0.51% 34.58%
Cell-
cycle &
Yeas-
tract
39.1 38.0 59.3 51.66% 35.94% 47.6 21.73 % 25.26%
Table 5.3: Cell-cycle microarray dataset: Comparison of Biological significance index
values before and after maximum entropy data integration. Both the datasets, A and
B, have improved biological significance after integration. The MaxEnt technique
has resulted in improved biological significance after combination in all the cases.
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semi-supervised one for the ChIP-chip dataset combination. For PPI and Yeastract
combinations, the semi-supervised is better.
As we discussed earlier this technique merges two datasets by taking their dominant
eigenvectors. The PPI and Yeastract are both curated datasets. Most of the curated
datasets are taken from experiments that are conducted in non-stress environments
to study the regular activities of genes. Therefore, they are more similar to the
Cell-cycle dataset. Because of this similarity, the Cell-cycle dataset has not gained
much from the others. In the case of Stress, they were very dissimilar and hence
both gained information from each other which led to improvement in their scores.
5.6.2 Qualitative Biological Significance (using Gene Ontol-
ogy annotations)
We put the final clusters of genes (before and after combination) through Genomica
which is a tool to analyze the characteristics of resulting clustering using Gene
Ontology and has been detailed in the previous chapter. The images in Figures-5.2
to 5.4 are stress related while Figures-5.5 to 5.7 are cell-cycle related.
Stress vs Stress and ChIP-chip
Figure-5.2 shows the enrichments when the Stress dataset is combined with the
ChIP-chip dataset. We observe that nucleic acid binding, ribosome biogenesis and
assembly, macromolecule biosynthetic process, translation and biosynthetic process
are common significant enrichments observed in results, both before and after inte-
gration. Processes like mitotic cell cycle, regulation of cell cycle, nucleotide biosyn-
thetic process, ribonucleotide metabolic process, oxidoreductase activity, response
to pheromone, conjugation, cell division, reproduction, organic metabolic process,
amine metabolic process, and amine biosynthetic process are significantly enriched
in combined Stress and ChIP-chip dataset as compared to Stress only.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 5.2: Sections of the image showing significant enrichment in Stress dataset
combined with ChIP-chip dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 5.3: Sections of the image showing significant enrichment in Stress dataset
combined with PPI dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 5.4: Sections of the image showing significant enrichment in Stress dataset
combined with Yeastract dataset.
5.6. Biological Significance Analysis 118
Stress vs Stress and PPI
Figure-5.3 shows the enrichments when the Stress dataset is combined with the
PPI dataset. Protein RNA complex assembly, macromolecule complex assembly,
nucleic acid binding, DNA metabolic process, rRNA processing, RNA processing,
ribosome biogenesis and assembly and RNA metabolic process are the common en-
richments observed before and after combination of datasets. After combination
of Stress and PPI datasets, the significantly enriched processes are oxidoreductase
activity, carbohydrate metabolic process, transcription from RNA polymerase II
promoter, transcription regulator activity, response to stimulus, response to stress,
protein binding, mitotic cell cycle, cell cycle, M phase, cell cycle phase, developmen-
tal process, cell development, chromosome organization and biogenesis, biological
regulation, regulation of cellular process and transcription.
Stress vs Stress and Yeastract
Figure-5.4 shows the enrichments when the Stress dataset is combined with the Yeas-
tract dataset. Macromolecule biosynthetic process, translation, rRNA processing,
RNA processing, RNA metabolic process, ribosome biogenesis and assembly, pro-
tein RNA complex assembly, ribosome assembly, 35S primary transcript processing,
nucleic acid binding, RNA binding, processing of 20S pre-rRNA and DNA metabolic
process are the common enriched processes both before and after combination. Pro-
cesses like cellular localization, transcription, cell development, macromolecule com-
plex assembly, ribosomal large subunit biogenesis and assembly, ribosomal large sub-
unit assembly and maintenance, sno RNA binding, carbohydrate metabolic process,
chromosome organization and biogenesis, DNA packaging, regulation of cellular pro-
cess, biological regulation, response to stimulus, response to stress, developmental
process, amine metabolic process, generation of precursor metabolites and energy,
telomere maintenance, oxidoreductase activity and organic acid metabolic process
are significantly enriched after the Stress and Yeastract datasets are combined.
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(a) Section of the image showing significant enrichment
Figure 5.5: Sections of the image showing significant enrichment in Cell-cycle dataset
combined with ChIP-chip dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 5.6: Sections of the image showing significant enrichment in Cell-cycle dataset
combined with PPI dataset.
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(a) Section of the image showing significant enrichment
(b) Section of the image showing significant enrichment
Figure 5.7: Sections of the image showing significant enrichment in Cell-cycle dataset
combined with Yeastract dataset.
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Cell-Cycle vs Cell-Cycle and ChIP-chip
Figure-5.5 shows the enrichments when the Cell-cycle dataset is combined with the
ChIP-chip dataset. Translation, macromolecule biosynthetic process and biosyn-
thetic process are the only three common significant enrichments observed both
before and after combination of datasets. When Cell-Cycle and ChIP-chip datasets
are combined, we observe that ribosome biogenesis and assembly, cell cycle, cell cycle
phase, mitotic cell cycle, regulation of cell cycle, cell wall organization and biogen-
esis, cell wall division, reproduction, conjugation, response to pheromone, organic
acid metabolic process, amine metabolic process and response to stimulus processes
have significant enrichments.
Cell-Cycle vs Cell-Cycle and PPI
Figure-5.6 shows the enrichments when the Cell-cycle dataset is combined with the
PPI dataset. DNA metabolic process, macromolecule biosynthetic process, biosyn-
thetic process, translation, RNA metabolic process, rRNA processing, RNA process-
ing are a few of the common enrichments in both before and after integration. How-
ever, the response to DNA damage stimulus, cell cycle, mitotic cell cycle, cell cycle
phase, M phase, biological regulation, regulation of cellular process, developmental
process, regulation of transcription, regulation of metabolic process, transcription,
cellular localization, cell development, response to stimulus, response to stress and
ribosome biogenesis assembly are processes which showed significant enrichment in
the combined Cell-cycle and PPI dataset.
Cell-Cycle vs Cell-Cycle and Yeastract
Figure-5.7 shows the enrichments when the Cell-cycle dataset is combined with the
Yeastract dataset. The macromolecule biosynthetic process, translation, biosyn-
thetic process, RNA metabolic process and DNA metabolic process are common
enriched processes both before and after combination of datasets. After Cell-cycle
and Yeastract datasets are combined, we observe that processes related to response
to stimulus, cell cycle, ribosome biogenesis and assembly and generation of precursor
metabolites and energy are significantly enriched.
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The goal of integration is to have more biologically relevant clusters from which
hypotheses could be derived to be carried out and validated in wet labs. All our
result data is available upon request.
5.7 Related Work and Discussion
Combining evidence from multiple biological datasets is not a new phenomenon.
Earlier efforts in this direction related to clustering were classified under co-clustering.
In this technique, the datasets are combined by assigning equal or varying weights to
each dataset. For distance based clustering techniques, individual distances derived
from each datasets are merged in order to come up with a new one which is then used
for clustering. Hanisch et al. (2002) proposed a distance metric that combines infor-
mation from expression data and biological networks and uses it for clustering genes.
They define a graph distance function on a metabolic network derived from MIPS
(Gueldener et al., 2006) and combine it with a correlation-based distance function
for microarray gene expression measurements. They assigned equal weights to both
the sources and then used the resulting distance for hierarchical clustering. They
show that their technique was able to find biologically meaningful clusters. Huang
and Pan (2006) developed a similar algorithm in which instead of combining the
two information sources with equal weights, they used a shrinkage approach with
the genes belonging to the same functional classes assigned zero distance (maximal
similarity) and the rest of the genes using the distance calculated from the microar-
ray data. This is then used for K-medoids clustering on simulated as well as real
data for gene function prediction. Brameier and Wiuf (2007) proposed co-clustering
based on a combined distance metric from microarray gene expression data and
Gene Ontology terms for self-organising map (SOM). Apart from distance based
clustering, various researchers have combined datasets using model based clustering
as well (Pan, 2006).
Kernel integration has been used in the field of supervised learning in order to
combine kernels from different datasets. Holloway et al. (2006) used it for predicting
the TF binding locations on DNA. They have used 18 different datasets - both
sequence and non-sequence (expression, GO) and calculated kernels from them. The
goal was to combine the kernels and then use the final combination for classification
using support vector machines (SVMs) . They have used each kernel individually
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and calculated the F statistic (a widely used measure for performance of a classifier).
In order to combine the kernels, these F values were used as weights for each of the
kernel. One of the drawbacks is that the F-statistic does not take into account
the relationship of the variables but only a macro view of the performance of the
whole kernel encoding. They reported that combining all datasets resulted in 73%
coverage of known interactions.
A more mathematically sound approach to kernel integration was developed by
Lanckriet et al. (2004b). They have formulated the optimization problem as a con-
vex optimization problem and then used semi-definite programming (SDP) to solve
it. The technique is both statistically sound and computationally efficient. They
used this technique in order to classify different classes of proteins (membrane vs
ribosomal) using kernels derived from protein sequence, microarray expression and
protein-protein interaction data. They have reported an improvement in the classifi-
cation results when the kernels are combined as compared to individual kernels. The
biggest drawback of such techniques is that the weights that are assigned to each
dataset do not take into account the correlation between different variables across
datasets and assigns one common weight for the whole dataset. Our technique tries
to solve it by picking only the highest eigenvectors.
Lewis et al. (2006) did an investigation of weighted and unweighted kernel combi-
nation in classifying GO terms associated with protein sequences using SVM. They
came to the interesting conclusion that for this particular task, an unweighted combi-
nation of kernels is better than weighted ones. In order to compute the weights they
too have used the SDP technique. Sun et al. (2008) developed a technique to learn
an optimal diffusion kernel as a convex combination of many kernels constructed
from biological networks and then used the optimal kernel for protein function pre-
diction. They report superior performance for the combined kernel in comparison
to individual kernels.
Most of the above kernel combination techniques are based on supervised learning
and the individual kernel weights are optimized using some training data. But
Kernel integration in an unsupervised setting (when training data is unavailable) is
hard because we have no way to compute the individual weights.
Tsuda and Noble (2004) used a very different approach to guess a kernel matrix
from incomplete data. The underlying approach is that some values in the matrix
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are known and they try to fill in the rest so that the resulting matrix has maximum
possible entropy. They used this to compute kernels from PPI data and metabolic
network and used these for the classification task and report that the maximum
entropy kernel beats the diffusion kernel in classification accuracy. Fujibuchi and
Kato (2007) have used the maximum entropy devised by Tsuda and Noble (2004)
and applied it on three microarray datasets (heterogeneous kidney carcinoma, noise
introduced leukemia and heterogeneous oral cavity carcinoma metastasis) for the
purpose of evaluating its classification performance as compared to single kernels
(linear, polynomial and rbf). They report better overall performance for the maxi-
mum entropy kernel compared to others in classification performance.
In practise, the principle of maximum entropy is useful when applied to verifiable
information. A piece of information is verifiable if it can be determined whether
a given distribution is consistent with it. Given this information, the maximum
entropy procedure consists of seeking the probability distribution which maximizes
information entropy, subject to the constraints of the information. This constrained
optimization problem is typically solved using the method of Lagrange multipliers.
Both these approaches to kernel approximation (Tsuda and Noble, 2004; Fujibuchi
and Kato, 2007) using maximum entropy are based on maximising the entropy
subject to certain constraints. However, this is very different from our approach
where we do not treat it as a entropy maximisation subject to certain constraints.
We try to assume a distribution with maximum entropy as the ideal distribution
when no other information is available in order to combine the similarity matrices.
So, when we have multiple sets of evidence, e.g. PPI and microarray data, we try to
combine them through their similarity matrices such that the resulting distribution
(of the combined similarity matrix) has the maximum entropy.
The ideal scenario of its use is where one of the datasets is a very noisy sample while
the other one is a compendium or reference dataset collected over time from various
sources. The compendium acts as an average of all known observations, which when
combined using this technique with the sample, fills in the eigenvalues about which
the sample dataset is most confused about. So, the sample dataset gets to keep all
its prominent eigenvalues while borrowing ones from the compendium about which
it is not so confident.
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5.8 Conclusion
We have proposed a technique to integrate two diverse datasets where one is available
in the form of vectorial data while the other is available in the form of a graph. The
core idea is based on work done by Thomaz et al. (2004). While they had used it to
combine covariance matrices where one of them is singular, we have extended its use
to general kernel combination after observing the similarities between the properties
of a covariance matrix and a similarity matrix obtained using a kernel function. Our
results indicate that the proposed technique leads to better biological significance
of resulting clusters in most circumstances.
Integrating such diverse datasets is not possible unless we resort to some kind of
normalization. We have used similarity functions to compute similarity matrices for
these datasets as the normalization step. We have used the same techniques that we
used in the previous chapter in order to compute the similarity function parameters.
While in the supervised setting we have an objective function that we can use to
optimize the contribution of each of the similarity functions, in an unsupervised
setting there is no such facility. Hence, most previous works have used ad-hoc
techniques in order to integrate different datasets. We argue that under such a
setting when no further evidence is available to assign weights to individual datasets
then the principle of maximum entropy is the most natural and valid choice. Apart
from conceptual elegance, other benefits of this technique are that no time consuming
optimization is required to search for contributions of each dataset and fairly simple
and intuitive linear algebra computations are needed. Since our technique is quite
generic, in future, our work can be extended to integrating other sources of data,
for example the similarity between the promoter sequences of genes.
One of the key shortcomings for the biological validation of our results is that it is
not possible to get datasets that were generated on the same strains under similar ex-
perimental conditions. Both our datasets were compiled by independent researchers.
When datasets that are generated under similar conditions start becoming available
we would be more confident in assessing the biological significance of the results.
There is no gold-standard for validating the clusters and there are no reference
datasets on which we can compare the results with other techniques. Gene ontology
while being one of the more informative sources of validation is still an indirect
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validation technique. Also, there is a fundamental limitation of the underlying
experimental techniques, since microarrays themselves do not represent a single
time point, but rather the integration of gene activity over a time period.
Chapter 6
Summary and Future Work
6.1 Summary
The theme of this thesis is data integration. We started with outlining an empirical
technique to calculate functional similarity of datasets using the concept of cluster
similarity. This could be used as an index of microarray dataset similarity. We
have also showed that similarity values gradually fall with increasing fraction of
dissimilar data. We have established that as more diverse data-sets are merged then
the similarity to individual data-sets (which have more local patterns) is reduced
and the dominant ones overshadow the weaker signals. So, before taking a blind
integrative approach, much care should be taken to ensure that we mix only similar
types of data. We should also be careful about the choice of normalization method.
In our results we demonstrated that normalization can distort the data and affect
the resulting clusters significantly.
In order to integrate different types of datasets, we have proposed a technique to
integrate two different types of datasets where one is acting as a source of supervision
on the clustering of the other. The source of supervision is in the form of binary
constraints derived from DNA-binding, PPI and TF-gene interactions data, and
are applied on microarray data. We computed the biological significance of the
combined datasets using Gene Ontology annotations. The results indicate that
both the Stress and Cell-cycle microarray datasets when combined with PPI and
Yeastract constraints lead to better biological significance index values. However,
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when combined with ChIP-chip constraints it leads to slightly degraded biological
significance for both. Based on the results we could say that the ChIP-chip dataset
is probably the noisiest and does not bring much new information leading to reduced
significance for the original datasets.
Finally, we have proposed another technique to integrate two diverse datasets where
one of the datasets is non-vectorial. For this, we have used the principle of maximum
entropy considering it as the most valid approach under the unsupervised clustering
setting where we have no other evidence regarding the weights to be assigned to
individual datasets. Again, we computed the biological significance of the combined
datasets using Gene Ontology annotations. Like the semi-supervised technique, the
MaxEnt integration has resulted in improvement of biological significance for both
the Stress and Cell-cycle datasets when combined with other datasets (except for the
ChIP-chip dataset). We also observe that the MaxEnt technique has outperformed
the semi-supervised technique for the Stress dataset (except when combined with
the ChIP-chip dataset) while for the Cell-cycle dataset, the results for MaxEnt are
not always better than the semi-supervised integration.
The results clearly indicate that both our proposed data integration techniques help
improve the biological significance of the resulting clusters.
6.2 Challenges and Future Directions
Holistic Data Integration Transcriptional regulation occurs at multiple points
from transcription to actual protein synthesis. It is well known that tran-
scription activity (mRNA concentration) alone is not a perfect indicator of
protein concentration (Griffin et al., 2002) as there are many post transla-
tional factors, e.g. mRNA stability, protein degradation, post-translational
modifications, that affect the process. As more protein concentration data
(proteome) and newer types of data, e.g. nucleosome positions (Segal et al.,
2006; Field et al., 2008; Kaplan et al., 2008) become available, we need to
develop techniques that can integrate all these and future sources of data in
order to develop more precise models of regulation. Some of the ways in which
our work could be extended are detailed below.
• For semi-supervised clustering, our work can be extended by using other
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sources as prior knowledge, for example the constraints derived from
known genetic interactions based on metabolic interaction data or path-
way data. In future, when different types of data from experiments con-
ducted simultaneously become available, the reliability of our technique
would increase.
• For maximum entropy integration, other sources of gene similarity could
be derived from known genetic interactions based on metabolic interac-
tion data or pathway data or similarity of promoter gene sequences (Vert
et al., 2006) and then used with the model discussed in Chapter-5.
• We have used the maximum entropy technique in order to combine two
similarity matrices and used this integration for clustering which is known
as an unsupervised classification technique in machine learning literature.
We would also like to explore the possibilities of this integrated matrix
which has all the properties of a kernel to do SVM based classification and
compare the results to other methods of kernel combination (Lanckriet
et al., 2004b) and shrinkage based methods.
• Many researchers have used microarray data for cancer classification. Co-
variance matrix estimation is essential for many of these classification
techniques, e.g. linear discriminant analysis (LDA) and regularized dis-
criminant analysis (RDA) as they involve computing the inverse of the
covariance matrix. If the dataset has a large number of variables but only
few samples, it is known as the “Small n, Large p” or n  p problem.
Microarray datasets are a typical case of this because the number of genes
(p) is very large while the number of available microarray samples (n) is
very limited. In such a case, the estimated covariance matrix looses its
full rank (rank deficient). This leads to many unwanted properties. If the
covariance matrix is not full rank then it is not positive definite anymore,
which is a requirement for many algorithms that might use this covari-
ance matrix as a similarity matrix, e.g. kernel based classifiers (SVM).
Another bigger problem is that this rank deficient covariance matrix is
not invertible. There has been a lot of research in proposing better esti-
mators of the covariance matrix, e.g. Scha¨fer and Strimmer (2005). As
shown by Thomaz and Gillies (2005) where this formulation was first used
for face detection, the maximum entropy principle is an ideal candidate
for an estimator of the covariance matrix when some prior knowledge is
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available. We intend to use it for cancer classification and compare the
results with existing shrinkage based methods e.g., Tai and Pan (2007),
who combined covariance matrices and then used the resulting covariance
matrix in RDA for cancer classification.
System Dynamics Another growing area of research is based on more detailed
modelling using reaction kinematics of gene products. This could help in
understanding not only the qualitative models of regulation but also detailed
quantitative ones.
Prior Knowledge Most of the past research in molecular biology involved working
with a small number of genes. This has led to the accumulation of a huge
amount of biological knowledge. Genome wide global modelling of regulation
has mostly used this high quality data for validation of the results. Apart from
validation, this prior biological knowledge could be used to produce better
models by integrating them along with other sources of experimental data.
Incoherently Integrated Datasets Orphanides and Reinberg (2002) argue very
explicitly that there is no single model of regulation and each cell process has
evolved its own detailed regulation model. Moreover, we usually observe only
a few snapshots of these processes, which makes it very hard to reconstruct
the underlying mechanisms. The data that is integrated comes from various
laboratories where experiments are done under different conditions and with
different platforms. We must be very careful while integrating such data and
care must be taken to check beforehand if the data shows similar trends. The
above conditions are some of the reasons why some researchers (Dolinski and
Botstein, 2005) have found the amount of overlap in the results based on
different datasets to be small.
We Don’t Know Biology fully! Another big challenge that inhibits precise mod-
elling of the process is lack of available data about the 3D structure of chro-
matin (DNA). Apart from the promoter sequence, the 3-D structure of chro-
matin decides whether a transcription factor is allowed access to a certain
position or not. Sometimes a transcription factor itself facilitates changes in
the chromatin structure that allows it access to the promoter sequence. Better
techniques of modelling the chromatin structure will definitely aid in a better
regulation model.
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Complexities of Higher Organisms Simple unicellular organisms have the ad-
vantage that the sample of cells used in an experiment is homogeneous. Each
cell is assumed to be performing the same regulatory actions. Based on the
results so far, we are far away from a fully comprehensive model of regulation
in even simpler organisms like yeast. Higher organisms pose other challenges
because of cell and tissue heterogeneity. Apart from this, multi-cellular organ-
isms are a big challenge as it’s very difficult to segregate the expression of one
cell from its neighbouring ones. Most genomic techniques measure an average
signal in a sample from a cell population. When analysing a heterogeneous
tissue, this is a big concern as individual signals from different cell types are
obfuscated. Moreover, the averaging effect introduces an additional source of
noise as the proportions of different cells are different across samples.
Validation of Results Interpretation of results is very hard because it is done in-
directly. Because of the huge quantity of hypothesis that could be derived from
the clustering results, it is not possible to validate them experimentally. So
most of the validation is done indirectly using other sources of data, e.g. gene
ontology annotations. Even though gene ontology databases have contributed
significantly to the creation of a common language to describe properties, we
do not have annotations for all genes and gene products. Without high quality
annotations, the best algorithms are rendered useless as we can never know
how accurate they are. Another issue is that no standardised data sets exist
on which existing and future techniques could be compared. Recent years have
seen a huge increase in research on innovative techniques. Yet, there are no
gold standards in validation unlike standardised data sets in other fields like
Information Retrieval. We need more standard datasets and better validation
metrics to more fruitfully analyse the effectiveness of various algorithms and
measure their effectiveness progressively.
6.3 Final Remarks
Despite all the challenges, high-throughput technologies have changed the research
focus from studying a handful of genes to studying interactions at the whole genome
level. The explosion in data generation has made Biology quickly move towards
becoming an information science. Data integration seems to be the only approach
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which can help us understand the complex underlying processes responsible for func-
tioning of organisms. An extensive amount of further research is required both in
the measurement and analysis processes to improve our understanding of how genes
interact. We have only begun to understand regulation quantitatively and have a
long way to go before we can construct fully detailed regulatory network models.
Future research in the area of integration will continue as more data of different
types become available. The focus will likely shift towards integration of data from
multiple cell types, conditions and even organisms. Apart from integration tech-
niques, future research is likely to move towards better validation of the various
techniques and the creation of gold standards against which results can be assessed.
Despite all the challenges, positive results have been achieved with human tumour
expression data while studying both individual cancers and, with an integrative
approach (Segal et al., 2004), simultaneously studying a large cancer compendium
of multiple datasets. These have shown that the future of this area of research is
bright.
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Acronyms
mRNA messenger ribonucleic acid
RNA ribonucleic acid
TF transcription factor
TRN transcriptional regulatory network
TRS transcriptional regulatory system
GRN gene regulatory network
DNA deoxyribonucleic acid
PPI protein-protein interaction
ChIP chromatin immunoprecipitation
GGM graphical Gaussian model
KL Kullback-Leibler
BN Bayesian network
DBN dynamic Bayesian network
EM expectation maximization
SGD Saccharomyces Genome Database
YPD Yeast Proteome Database
GRAM Genetic Regulatory Modules
SAMBA Statistical-Algorithmic Method for Bicluster Analysis
SCPD Saccharomyces cerevisiae Promoter Database
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SMD Stanford Microarray Database
MAD median absolute deviation
LDA linear discriminant analysis
RDA regularized discriminant analysis
SVM support vector machine
SDP semi-definite programming
SSSC semi-supervised spectral clustering
KNN k-nearest neighbour
HMRF Hidden Markov Random Field
SOM self-organising map
