A numerically generated encryption pattern in practical optical security systems is processed through real display devices such as electronically addressed spatial liquid-crystal devices (LCDs). The pattern to be encrypted must be therefore congenial with electronic interfaces. In usual fact, the quality of a decrypted image in a practical system is greatly degraded due to the mismatch between the desired encryption pattern and the generated pattern without consideration of the device structures, such as lattice structures of LCDs. We take into account lattice structures for the displays of encryption and key patterns in real optical security systems and apply a simulated-annealing like method for the optimization of an encrypted binary hologram. We successfully demonstrate the decryption of holograms by this method. #
Introduction
Optical pattern recognition for validation and security verifications has been one of the important issues of optical image processing for the past decade. [1] [2] [3] [4] [5] [6] [7] [8] As one technique, a method of joint transform correlation (JTC) has frequently been used for optical security systems for identification of biometric images. 7) In that method, an image such as a fingerprint pattern is encrypted by a random key mask, and the joint Fourier transform of the image to be encrypted and the key pattern conforms an encrypted hologram. The hologram is printed on a card or a document for authenticity, such as a credit card or a passport. The hologram is read when and where necessary and decoded by using the same key that is used for the encryption. In practical optical security systems, a digital technique is used for the image encryption, since the time required to calculate an encryption pattern is not a critical factor and the encryption of an image and printing of the encrypted hologram on a card may be done offline. On the other hand, fast processing is required to decode an encrypted image and verify it. Accordingly, the optical technique is very suitable for such processing.
We have proposed a method of image encryption appropriate for optical decoding and demonstrated the validity of the method by numerical simulations. 7) In the previous paper, a binary encrypted hologram is used for ease of optical reading and the degraded decryption image due to the binarization is successfully recovered by the optimization of the hologram. 7) In that system, we assume that not only a hologram but also a decryption key are displayed through electronic imaging devices. Even when we use optically addressed spatial light modulators (SLMs) with smart-pixels in optical security systems, we must inevitably use some electronic devices to project the images onto the SLMs. For example, a liquid crystal television (LCTV) display panel is frequently used for such purpose, either an amplitude or phase modulation device. Such an imaging device has a lattice structure, in which the clear aperture is less than 100% and only limited light from the lattice structure passes through each pixel. Figure 1 shows an example of a microscopic image of a liquid crystal display used as an electronically addressed SLM. The aperture ratio is about 0.55 in this case. In the joint transform system using real electronic devices, the decrypted image is greatly degraded due to the presence of the lattice structure if we use an encrypted hologram generated from pure numerical calculation without considering that structure. Or in the worst case, the original image could not be reconstructed due to the degradation.
In this paper, we apply the method of simulated-annealing like optimization for a binary hologram in real optical security systems and demonstrate successful decryptions of original images in the presence of lattice structures. The optical security system we treat here is the joint Fourier 80 µm Fig. 1 . Example of lattice structure of a liquid crystal television display used for electronically addressed spatial light modulator. Ã E-mail address: tajohts@ipc.shizuoka.ac.jp OPTICAL REVIEW Vol. 14, No. 5 (2007) [266] [267] [268] [269] [270] transform system. Both for the displays or projections of the hologram and the decryption key, we consider the use of electronically addressed SLMs such as LCTV panels. The procedure of the image encryption and decryption, which we are discussing here, is the same as those in the previous paper.
7)

Optical Decryption System
In the image encryption process, an image hidden by a random phase mask is jointly Fourier transformed with another random pattern as a key for the encryption, and an encryption hologram is formed in the Fourier plane. We assume that this calculation is done digitally by an electronic computer. Then the hologram is decrypted by an optical system as shown in Fig. 2 . The hologram is illuminated by a Fourier transformed pattern of the decryption key. The decryption key is the same pattern used for the encryption. The decrypted image is obtained in the Fourier plane of the hologram. The decrypted pattern is spatially separated from noise components in the decryption plane. In actual applications, such as in credit card identification, a realvalued binary hologram is suited for the digital-electronic image processing. Binarization of the hologram is frequently employed to construct a robust security system, and for ease of fabricating holograms and reading-out holograms. So we employed a binary hologram as an encrypted pattern in the same manner as the previous paper.
In the previous numerical simulation, we did not consider the lattice structure of each pixel for the encrypted hologram and random decryption key. For the later comparison, we show an example of the numerical results based on the original method in Fig. 3 . A fingerprint image in Fig. 3 (a) is encrypted with a random key pattern as shown in Fig. 3(b) . The size of the fingerprint image is 32 Â 32 with an 8-bit gray-scale. The total size of the pattern in the input plane is 128 Â 128. The hologram obtained by the Fourier transform of the joint pattern originally has a gray-scale image. In the previous method, the gray-scale hologram was binarized according to the sign of the real part of each value of the hologram. However, the image quality of the decrypted pattern was greatly degraded due to the binarization; therefore, the optimization of the hologram was introduced. Figure 3 (c) is the optimized hologram. Each pixel of the binary hologram was assumed to have either the value of þ1 or À1 (namely, the hologram is a phase type), since it has the merit of the optical efficiency for the reconstruction. The plus and minus values of the pattern are easily implemented by using a phase modulation SLM. For example, the values of þ1 and À1 correspond to those of the phase values of 0 and of the phase-only modulation SLM. The optimized hologram was decrypted by the random decryption key and the result of the decryption is shown in Fig. 3(d) .
Degradation of Decrypted Image by Periodic Structure of LCDs
In the numerical simulation in Fig. 3 , we did not consider a finite aperture size of each segment of the LCDs for the display of the hologram and key patterns, which may be used in actual optical systems. In usual fact, the hologram and the random key pattern are displayed using electronic devices, which have periodic structures and a partially opaque aperture in each pixel. Such an example has already been shown in Fig. 1 . Even when an optically addressed smartpixel SLM is used for the read-out devices in the system, the original picture is usually displayed and projected through an electronic display device such as an LCTV panel. Therefore, we assume the use of electronic display devices for the decryption of the encrypted hologram in a real optical security system. We here assume that each pixel of an image in the input plane has a clear aperture ratio of 25%. Actual display devices, for example an LCTV panel, have a rather larger value of the clear aperture, however, we use this value for the easiness of the numerical simulations. Figure 4 shows the result of the numerical simulation for such a case. Figure 4(a) is the same hologram as in Fig. 3(b) , but it is embedded in the periodic lattice structure. The total size of the pattern in the input plane is expanded to 256 Â 256 due to the presence of this periodic lattice structure. Figure 4(b) is the same random key pattern as that in Fig. 3(c) , but it is also embedded in the periodic lattice structure. Using the hologram and the random key pattern in Figs. 4(a) and 4(b) , the decryption was performed; the result is shown in Fig. 4(c) . We see no indication of the original pattern of the fingerprint image. In the optical security system discussed here, the decryption is not a simple reconstruction of the hologram, such as illumination by a plane wave. The hologram is illuminated by the Fourier transform of the random key pattern. Therefore, the illumination of the Fourier transform of the periodic lattice structure greatly affects the reconstruction of the hologram. It has less redundancy than a simple holographic reconstruction done by a plain wave illumination. Without considering the lattice structure, at worst case, we cannot extract any information from the reconstructed pattern as shown in Fig. 4(c) .
Optimization of Hologram
We first define the cost function and discuss the algorithm for the optimization. In the optimization of a hologram, the value of each pixel in the hologram is flipped þ1 to À1 or vice versa as a perturbation. Then we define the cost function to evaluate the degree of image reconstruction. The cost function is calculated for each flip and the perturbation is accepted or not according to the simulatedannealing like method. The cost function defined here is the mean-square error between the original image intensity to be reconstructed and the estimated one and is given by 7) E
where pðx; yÞ is the amplitude of the original image to be reconstructed, Iðx; yÞ is the intensity of the estimate, and the scaling factor is defined by
The cost function is obviously zero when the estimate converges to the original image. The basic flow of the optimization method employed here is shown in Fig. 5 . Each step in the diagram is described as follows:
Step 1: As an initial input for the iteration, a binary phase pattern calculated from the original hologram is used. The hologram is reconstructed and the initial cost function E (E old ) is calculated. The reference for the reconstruction is the random key pattern used for the encryption. In the previous paper, 7) it was proved that the cost function monotonically and rapidly decreases without trapping any local minimum when the temperature of the simulated annealing is set to zero. This fact comes from the random nature of the reconstruction process in the present method. Therefore, we do not consider the temperature in the following optimization process, i.e., the temperature T ¼ 0.
Step 2: The perturbation is applied to one of the pixels of the hologram and the other pixels remain unchanged. The phase is flipped 1 to À1 or À1 to 1. Then the estimated hologram is reconstructed and the new cost function E new is calculated.
Step 3: The difference between the cost functions before and after the perturbation ÁE ¼ E new À E old is calculated. If ÁE < 0, the new phase is accepted and the cost function is retained as an old cost function for the next perturbation. Otherwise (ÁE ! 0), the perturbation is rejected.
Step 4: Steps 2 and 3 are repeated for every pixel.
Step 5: If the cost function of each iteration has still a large value, the next iteration is performed again. If the cost function is lowered enough, the iteration is stopped.
Next, we consider the optimization of the hologram when it contains a periodic lattice structure. Throughout the following optimization, the decryption key pattern, which also has a periodic lattice structure, is not changed and is assumed to be the same pattern as shown in Fig. 4(b) . On the other hand, starting from the encryption hologram shown in Fig. 4(a) , the value of each pixel of the hologram is modified by flipping from þ1 to À1 or vice versa. In each flipping, we test the newly decrypted image as to whether it gives rise to a good reconstruction or not. The flipping is successively repeated for every pixel. If the cost function for the optimization still has a large value, the next iteration is performed. When the value of the cost function is sufficiently lowered, the iteration stops. Then, the image is optimized to reach a good estimate.
In the numerical simulation for the optimization, the area of the image to be compared with the decrypted pattern is expanded to 64 Â 64 pixels due to the presence of the periodic opaque lattice structure. Therefore, we used the fingerprint image with 64 Â 64 pixels as the ideal target image as shown in Fig. 6(a) . Figure 6(b) is the optimized hologram calculated by the proposed method when it contains the lattice structure. Using the optimized hologram together with the random key pattern in Fig. 4(b) , we obtain the decrypted pattern shown in Fig. 6(c) . We can successfully decrypt an image close to the original one, though periodic multiple images are reproduced in the reconstruction. These multiple images originate from the presence of the periodic lattice structure of the display panels. Figure 7 shows the cost function of the iterations for the optimization.
Though the simulated annealing technique (it is noted that the method of the optimization is not exactly equal to a simulated annealing method) is a time-consuming one, the cost function can be greatly lowered within a few iterations and we obtained a good estimate.
We have tested the method for several images with different structures. Fig. 8 is a binary one. Also, the lattice image was successful decrypted. Although the method of image encryption and decryption is a different scheme from the present joint Fourier transform, an optimization technique similar to the present method has been tested for various images.
12) It is proved that the optimization method discussed here is universally applicable for arbitrary images. The cost function for the optimization in Fig. 8, which is not shown here, shows the same trend as that in 7 for the iteration step. For Fig. 8 , the value of the cost function rapidly decreases within a few iterations and reaches almost less than 10% of the initial cost. Both the final decrypted images in Figs. 6 and 8 are the results for the iteration number of 30. At this iteration number, the cost function is less than 5% of the initial cost. The cost function of 5% is considered an adequate criterion for the reconstruction of the original images. Indeed, a correlation between the original and decrypted images of over 95% is obtained at this figure and the reconstructed image can be used for identification in the security system.
12)
Conclusion
We successfully demonstrated an image decryption by the optimization of a binary hologram when both the hologram and the key for decryption were embedded in electronic displays with periodic lattice structures. Previously, many methods and systems for optical image encryption and decryption have been proposed, however, they were only verified by numerical simulations without considering the use of real electronic display devices in the optical systems.
Some of the methods even had difficulties in the optical implementation due to the lack of appropriate real optical devices. We earlier proposed a new technique of image encryption and decryption suitable for optical security systems.
7) The JTC technique still has an advantage for a compact optical system. Therefore, the technique of the JTC is very promising for the optical realization of image security systems.
We have shown the optimization of a hologram in the presence of a periodic opaque lattice structure assuming real optical security systems. The method was only tested by numerical simulation. It may be difficult to conduct the optimization by numerical simulation when an electronic device used in an optical security system has a lattice structure with an arbitrary aperture ratio. However, we can perform the optimization of a hologram iteratively on a real system using optical devices through a computer control with an optical-electronic interface. For example, an initial estimate of the hologram is displayed on an electronically addressed SLM having a lattice structure. Then, it is optically decrypted by a random key also displayed on another electronically addressed SLM. The decrypted image can be optically compared with the original image (such as by using the optical correlation technique). Flipping each pixel value of the hologram on the SLM through the computer control, we can optically and electronically perform the same optimization as done by the numerical simulation discussed here. In an actual situation, a lattice structure to display an image is not the only issue to be overcome. However, based on the same principle proposed here, structures of image acquisition devices, a misalignment between optical acquisition and display devices, and even aberrations in optical elements can be compensated by the optimization of a binary hologram. Then we can obtain optically an optimized binary hologram for image decryption for a particular optical system. We are now preparing experimental verification in real optical systems based on the present method and the results will be reported elsewhere.
