Land-use regression (LUR) models provide location and time specific estimates of exposure to air pollution and thereby improve the sensitivity of health effects models. However, they require pollutant concentrations at multiple locations along with land-use variables. Often, monitoring is performed over short durations using mobile monitoring with research-grade instruments. Low-cost PM monitors provide an alternative approach that increases the spatial and temporal resolution of the air quality data. LUR models were developed to predict hourly PM concentrations across a metropolitan area using PM concentrations measured simultaneously at multiple locations with low-cost monitors. Monitors were placed at 23 sites during the 2015/16 heating season. Monitors were externally calibrated using co-located measurements including a reference instrument (GRIMM particle spectrometer). LUR models for each hour of the day and weekdays/weekend days were developed using the deletion/substitution/addition algorithm. Coefficients of determination for hourly PM predictions ranged from 0.66 and 0.76 (average 0.7). The hourly-resolved LUR model results will be used in epidemiological studies to examine if and how quickly, increases in ambient PM concentrations trigger adverse health events by reducing the exposure misclassification that arises from using less time resolved exposure estimates.
Introduction
Exposure to increased mass concentrations of airborne particulate matter (PM) has been associated with multiple adverse health effects Anderson et al., 2012; Raaschou-Nielsen et al., 2013; Loomis et al., 2013; Dadvand et al., 2013) . In the United States, criteria air pollutants, including PM 10 and PM 2.5 , are measured at fixed air quality monitoring stations in the National Ambient Air Quality Standards (NAAQS) compliance monitoring network managed by state, local, or tribal agencies (Solomon et al., 2014) . Generally, one or at most, a few urban stations are deployed within major cities to assess the citywide concentrations of air pollutants for regulatory compliance purposes. The resulting data are also commonly used to estimate the exposure for the residing population. However, air pollution can exhibit spatial variability within urban areas (Hodzic et al., 2005; Isakov et al., 2007; Levy and Hanna, 2011; Eeftens et al., 2012; Hoek et al., 2015; Shairsingh et al., 2018) because of the locations and strengths of local sources, the effect of street canyons and complex terrain, and urban heat island effects. The spatial coverage of routine monitoring networks is generally insufficient to capture this spatial variability required to accurately represent human exposure for use in epidemiological studies without some degree of exposure misclassification. Such limited accuracy may negatively bias health effects model estimates and underestimate the air pollution impacts on human health (Thurston et al., 2009; Sarnat et al., 2010; Özkaynak et al., 2013) .
Recent studies have reported increased mortality associated with increased PM 2.5 concentrations in the previous few hours (Lin et al., 2017a (Lin et al., , 2017b . Given the temporal and spatial variability in PM 2.5 concentrations, it is important to obtain sufficient temporal and spatial resolution in the PM exposures to provide adequate information for epidemiological studies to estimate its short-term health impacts. Landuse regression (LUR) models (Hoek et al., 2008 (Hoek et al., , 2011 Clougherty et al., 2008 Clougherty et al., , 2013 Beelen et al., 2010; Hoogh et al., 2013) incorporate monitoring data and land-use variables to provide improved exposure estimates. Previously, a daily model was developed to provide estimates of the wood smoke tracer (Su et al., 2015a) , Delta-C, and black carbon (BC) concentrations at the residences of 246 ST-elevation myocardial infarction (STEMI) patients treated at the University of Rochester Medical Center during the winters of [2008] [2009] [2010] [2011] [2012] . Using case-crossover methods, the rate of STEMI was associated with increased Delta-C and BC concentrations on the same and previous 3 days after adjusting for 3-day mean temperature and relative humidity (Rich et al., 2018) . Since this LUR model only provided 24-h exposure estimates, this study could not examine whether increased pollutant concentrations in the previous few hours were associated with an increased rate of STEMI. Thus, it could not fully assess the role of these particulate species in triggering STEMIs since prior work had found that recent short-term exposures were associated with STEMI events (Gardner et al., 2014; Pope et al., 2015; Zhang et al., 2016; Argacha et al., 2016; Akbarzadeh et al., 2018) . Therefore, sophisticated spatial-temporal models are needed to minimize exposure error and bias by better predicting concentrations at individual locations for individual hours, especially for outcomes with short-term responses to air pollution (i.e, < 24 h).
Recent development of low-cost PM monitors (LCMs) permits the cost-effective deployment of many sampling points. LCMs are becoming valuable by enabling the increased spatial resolution of air quality measurements (Snyder et al., 2013; Kumar et al., 2015; Holstius et al., 2014) . LCMs are much less expensive than scientific-grade instruments, physically smaller and lighter, and have low power demands. However, they are not designed to meet rigid performance standards and require careful calibration and post-processing of data (Budde et al., 2013; Kumar et al., 2015; Holstius et al., 2014; Wang et al., 2015; Gozzi et al., 2016; Sousan et al., 2016; Manikonda et al., 2016; Carminati et al., 2017; Zikova et al., 2017a Zikova et al., , 2017b Kelly et al., 2017) .
Even with many LCMs providing substantially improved spatial resolution and temporal detail, they cannot provide detailed personal exposure estimates at any given location and time. Thus, models are needed to predict concentrations when and where there are no monitoring data. LUR models incorporate multiple kinds of predictor variables. These predictors may include highway locations, traffic volumes, population data, property assessment information, land-use, physical geography, and meteorology (Hoek et al., 2011 (Hoek et al., , 2015 . Linear regression models are then developed to determine which predictors (independent variables) best reproduce the monitoring data (dependent variable).
Rochester is a medium-sized city in the northeastern U.S. Previous studies (Su et al., 2015a) performed mobile measurements throughout the urban area of Rochester by deploying scientific-grade instruments for black carbon (2-wavelength aethalometer) and PM 2.5 (beta attenuation monitors). The data were then used to feed LUR models. However, the PM results showed poor fits to the data (R 2~0 .35), and therefore, only black carbon results were presented. Thus, the prior work evinced large spatial variations in PM across the urban area. Rochester has only a single site at which pollutants are measured using EPA Federal Reference (FRM) or Federal Equivalent (FEM) Methods. Thus, the intraurban spatial variability of PM cannot be estimated using a single central site given that the nearest air quality monitoring site is located 60 miles away in Buffalo, NY. Alternative approaches are needed to improve the spatial coverage and reduce misclassification in personal exposures and allow effective study of the health effects of ambient air pollutants. This study assesses the hourly small-scale variability of PM across Rochester by using data collected with LCMs during a winter campaign as input for LUR models. The study takes advantage of the synergy between an extensive set of spatially resolved PM data and the application of sophisticated LUR models based on the deletion/substitution/ addition (D/S/A) algorithm van der Laan, 2004a, 2004b) . Model robustness and reliability is insured by a cross-validation scheme and incremental F-test statistic is used to select the optimal number of predictors to be included into the models. The exposure estimates from these models will be used in future studies of PM impacts on STEMIs and other short-term health outcomes.
Materials and methods

Study area
The study was performed in Monroe County, New York, U.S., which lies on the southern shore of Lake Ontario and includes the City of Rochester (~210,000 inhabitants, 2010 Census). Monroe County is the center of the greater Rochester metropolitan area (~1.1 million inhabitants), which also encompasses several surrounding counties (Supplementary Information (S) Fig. S1 ). The emission scenario comprises typical diffuse urban emissions and few industrial sources. Road traffic is a major emission source across the metropolitan area on highways and secondary roads (Fig. S1 ). Natural gas and bottled liquid petroleum gas (LPG) are largely used for domestic and commercial heating. However, residential wood combustion is becoming an increasingly used alternative for space heating (NYSERDA, 2015) . Biomass burning has recently been estimated to contribute up to~30% of PM 2.5 mass in winter in this area (Wang et al., 2011 (Wang et al., , 2012 . Industrial emissions are dominated by a coal-fired cogeneration plant located in the suburban area (Fig. S1) ; off-road transport (diesel rail, shipping, airport) and wastewater treatment plants are other potential local PM sources. Regional advection of polluted air masses from Toronto (ON), Buffalo (NY), the Ohio River Valley, and the eastern coast of U.S may also affect the air quality in this region (Emami et al., 2018) .
Experimental
Ambient PM concentrations were measured using commercially available LCMs (Speck, Airviz Inc., Pittsburgh, PA, USA) during the heating seasons of 2015/2016 (December to March) and 2016/2017 (November to March) at 23 and 25 residential locations, respectively. These monitors are described in detail by Manikonda et al. (2016) . This system uses an infrared LED-based Samyoung DSM501A dust sensor. A small fan pulls the air into the sensor and the concentrations can be measured with an adjustable time resolution (30 s to 4 min). Data are stored in the internal memory or uploaded to the manufacturer's server when connected to a Wi-Fi network. Preliminary tests reported stable responses over wide ranges of particle concentrations (0-1000 μg/m 3 ) and high repeatability of results (Wang et al., 2015) . Lab tests showed these units have a good agreement with conventional scientific-grade instruments (aerodynamic particle sizer and GRIMM spectrometers) when exposed to wide concentration ranges (0-500 μg/m 3 ) of both cigarette smoke and test dust particles (Manikonda et al., 2016) . Field studies reported large biases, but good reproducibility and an overall precision of 12.2 ± 6.2% when measuring outdoor PM concentrations (Zikova et al., 2017a) . Zikova et al. (2017b) presented the data collected over two winter campaigns and indicated that the use of a network of monitors can be useful to estimate the spatial and temporal variability of urban PM.
The LCMs were placed outdoors at the homes (mostly in backyards) of volunteers having wood burning appliances in their homes or reporting frequent wood smoke in their neighborhood. An additional LCM was placed at the New York State Department of Environmental Conservation monitoring site in Rochester, NY (USEPA site code 36-055-1007; 43°08'46"N, 77°32'52"W). Fig. S2 presents the spatial characteristics of the sampling sites during the 2015/2016 season in terms of the percent coverage of natural and anthropogenic land cover categories and road types calculated with 250 m buffers around each site. Fig. S2 shows that the sites were broadly representative of both natural and anthropogenic environments, i.e. all the land cover categories included into the LUR models were generally represented by the selected sites. Results for the road characteristics show that 2 sites were close to highways, 8 sites were located near major roads and all sites reported~2% to~16% of the buffer area represented by local roads.
The LCMs were mounted in waterproof plastic-fiberglass boxes with two 90°bent inlets (2 cm in diameter) for air exchange and a 6 W bulb to prevent freezing (Fig. S3) . The internal fan in the unit was used to induce flow into the box. PM concentrations were recorded every minute. A mid-term check of the sampling sites was performed to check and maintain the instruments, clean the box and the inlets and outlets.
Data handling
A known limitation of LCMs is their low accuracy (US EPA, 2017). However, they do possess reasonable precision (Manikonda et al., 2016) . Thus, the data from such sensors can be made useful through appropriate calibration techniques (Budde et al., 2013 (Budde et al., , 2014 Holstius et al., 2014; Manikonda et al., 2016; Zikova et al., 2017a Zikova et al., , 2017b Kelly et al., 2017; Li et al., 2014) Data were processed as previously described (Zikova et al., 2017a (Zikova et al., , 2017b providing a robust dataset with 1-h time resolution. Hourly averages were computed from the original 1 min time-resolved data when at least 75% of records (45 min) were available for a given hour. Instrumental biases were determined for each monitor using the results of a 3-day field co-location period with a GRIMM 1.109 aerosol spectrometer. Separate corrections were applied to the data from each monitor by multiplying by the ratios between mean PM 2.5 concentration measured by the GRIMM and those measured by the individual LCMs (Zikova et al., 2017a (Zikova et al., , 2017b . No detection limits (DL) were set for the Specks.
Air quality and spatial predictor variables
The variables available for the LUR modeling are listed in Table 1 . Two variable types were incorporated into the models. One class of variables are specific to each given location in the modeling domain and do not change over time. They include:
• Housing. The number (N) of bedrooms, fireplaces, kitchens, and stories, property value, and year built were obtained from the property assessment data of Monroe County for 2013. For each parcel, N was calculated as (parcel count/parcel area in ha)/100. The data were rasterized at 10 × 10 m spatial resolution, and predictors were calculated as sum of values within each buffer.
• Roadways. The geocoded locations of highway, major, and local roadways were computed using road network data provided by ESRI Business Analyst 2010 (Redlands, CA, USA). The data were rasterized (10 ×10 m) and the percent of covered areas was calculated for each buffer;
• Railroad. The geocoded location of railroad lines was obtained from NYS Department of Transportation (NY DoT) and handled similarly to roadways;
• Traffic Counts. The annual average vehicular daily traffic counts (AADT) for highway and major roads were obtained from the NY DoT highway performance management system (HPMS). AADT data are expressed as annual averages and the hourly variations are not accounted for. The diurnal traffic profiles for typical major roads in Rochester during winter were separately provided by DoT, which commissioned hourly counts of traffic during two whole weeks (December and January). The traffic profiles are shown in Fig. S4 . The combined hour of day and day of week average profiles were then used as a scaling factor to model the AADT over the study period (called "modeled AADT"). Holidays were modeled as Sundays. AADT and modeled AADT were both included in the predictor list after data were rasterized at 10 × 10 m spatial resolution and sum of values within each buffer was calculated.
• Elevation. The digital elevation model (DEM, 10 ×10 m) was obtained from the U.S. Geological Survey (USGS) and the average elevation was set as buffer statistics.
• Land-use. Land-use data were extracted from the USGS National • Meteorology. Since meteorology may further affect the PM concentration some weather variables measured at the Rochester international airport (KROC) were also added, including air temperature, humidity, barometric pressure and scalar components of wind (u, v relative to the North-South and West-East axes, respectively). Weather data collected at KROC were taken as representative of the meteorology across the County (Wang et al., 2011; Emami et al., 2018 ).
• Air Quality Data. Because PM concentrations can be correlated to other air pollutants, hourly air quality data measured at the DEC site were also included into the model as independent variables. CO, NO, reactive nitrogen (NO y ), SO 2 , O 3 , PM 2.5 (TEOM-FDMS) were measured using FRM or FEM methods (details provided in Table S1 ). Nitrogen dioxide was assessed as the difference between NO y and NO. Hourly concentrations of BC and Delta-C (marker for biomass burning calculated as difference between absorbance at 370 and 880 nm; Wang et al., 2011) were also measured with a 2-wavelength aethalometer. Raw data were corrected for non-linear loading effects (Turner et al., 2007; Virkkula et al., 2007) . All of the air pollution data collected by DEC that were below the DLs were set to DLs/2 (Table S1 ).
D/S/A model
A comprehensive discussion of the D/S/A algorithm has been provided by van der Laan (2004a, 2004b) This algorithm has been successfully applied in several prior LUR model developments (Beckerman et al., 2013a (Beckerman et al., , 2013b Su et al., 2015a) . Briefly, the D/S/A approach implements a data-adaptive estimation method from which estimator selection is based on cross-validation under specified constraints. The D/S/A interactively generates n-order polynomial generalized linear models in three steps: (i) a deletion step removing a term from the model; (ii) a substitution step replacing one term with another; and (iii) an addition step adding a term to the model. The cross-validation scheme (V-fold) randomly partitions the original input dataset into V equal size subsamples (V=3, in this study): V-1 subsamples are used as training dataset and the remaining subsample is retained as the validation data for testing the model. The V-fold process minimizes the chance of overfitting the model because the data validation is repeated V times (i.e. all V subsamples are used once as validation dataset) and results are combined to produce a final estimation. The D/S/A models were run under R (version 2.15.3).
Results and discusson
Overview of LCM calibration and data
The average ( ± standard deviation) PM 2.5 concentrations measured by the TEOM-FDMS (FEM method) at the DEC site were 8.0 ± 5.6 (range 1-41 µg/m 3 ) and 6.0 ± 4.7 µg/m 3 (range 1-32 µg/m 3 ), respectively in 2015/2016 and 2016/2017. The mean concentration during the second period averaged only 74% of the first period mean concentration. After the correction of the LCMs using the results of the co-location with the GRIMM spectrometer, a similar decrease in concentrations for the second year was also observed by the LCMs (71%). However, the corrected concentrations measured by the LCMs (average 3.5 ± 0.9 and 2.4 ± 0.4 µg/m 3 during the first and second campaign, respectively) were lower than the FEM values. The underestimation suggests that the bias correction did not adequately reflect the differences between the TEOM-FDMS and the GRIMM values (Halliburton et al., 2007) . A further correction based on the TEOM-FDMS data was performed by multiplying the LCM PM by the mean ratios of the TEOM/LCM PM values recorded in each of the two seasons. This scaling factor provided "FEM-like" average PM 2.5 concentrations. The correlation between TEOM PM 2.5 and LCM PM at the DEC site (r) was 0.47 across all hours of the day during the 1st season, but the r was only 0.1 during the 2nd season. The correlations among the LCMs were also substantially higher during the first season (Zikova et al., 2017b) . The potential degradation of the sensing elements was not substantial since the LCM results agreed with the GRIMM (r = 0.6) during the co-location test after the second sampling campaign. It is likely that the low PM 2.5 concentrations observed during the 2nd season reduced the signal-to-noise ratio in the data. Thus, the result suggest that the concentrations are sufficiently low that the responses from the LCMs that the 2nd season results were unreliable and unusable to develop the LUR models. Consequently, the LUR models were based only on the 1st season data.
Despite these limitations, a preliminary analysis of PM data for the first season showed reasonable sit-to-site correlations (Fig. S5) . The correlations between the TEOM and the LCM deployed at DEC site ranged from 0.4 (6 A.M.) and 0.6 (evening, midnight). The different PM sources (traffic, heating) and atmospheric chemical processing during the day may drive the agreement among the instruments (LCMs detect particles primarily in the size range of 0.5-3 µm). In addition, the LCM network data were also able to produce sensible daily spatial patterns (Zikova et al., 2017b) . Maps of interpolated PM concentrations were computed for each hour of the day. Results show minimal concentrations over all the sites at 5-6 A.M., followed by an increase until noon at several sites due to the morning rush hour. Then, the PM concentrations were almost stable until about 3 P.M., when a second peak occurs and raises the PM concentration to maximum levels (around 6 P.M., i.e., during the evening rush hour). These maps are available as animations at http://www.mdpi.com/1424-8220/17/8/1922/s2.
Relationships between PM and predictors
The relationships between the dependent variable (LCM PM) and each independent variable (both buffer and non-buffer predictors) were initially investigated by calculating the Pearson correlation coefficients.
Figs. S6 and S7 show the correlations with the air pollutants measured at the NYS DEC site and the airport weather variables for each weekday and weekend day hour, respectively. Generally, data collected on weekdays showed the highest positive correlations with CO, NO y , SO 2 , PM 2.5 , BC, and Delta-C. Lower correlations were found for weekend days, irrespective of the sampling season (Fig. S6 ). The correlations with nitrogen oxides and BC exhibited peaks during the morning rush hours (7-10 A.M.), evening rush hours (4-10 P.M.), and overnight. This pattern may be due to higher traffic emissions during the rush hours on weekdays. Lower mixing layer heights and wind speeds may contribute to the nighttime correlations. Low correlations were found with the measured weather variables (Fig. S7) . The uniformly low correlations with RH (r < |0.27|) indicates a limited effect of atmospheric humidity on the LCM measurements since hygroscopic growth is a known issue for light scattering systems (Lundgren and Cooper, 1969; Covert et al., 1975; Wang et al., 2015; Zikova et al., 2017a) . Fig. S8a -d present the distance decay curves for all the buffer predictors: such curves express the correlation of the dependent variable against the predictor statistics at varying buffer sizes and hours, separately for weekdays and weekends. Generally, the distance decay curves of spatial predictors show: (i) correlations ranging from − 0.35-0.4; (ii) similar hourly patterns for increasing buffer radii for most predictors; (iii) similar patterns during weekdays and weekends; and (iv) rapid variations of the correlations by varying the buffer radii for some predictors.
Model set-up
The final dataset included~55,000 observations (hourly PM concentrations at the sites during the 2015/2016 season). There were 2297 possible spatial variables, including 23 predictors for each buffer size with 23,000 possible buffers after excluding the null variance buffers. Such buffers occurred for some predictors at the smaller buffer sizes. There were 9 measured air pollutants, 5 weather variables and the estimated hourly traffic counts. The cross-validation scheme was set such that each model run used 2/3 of observations for model training and 1/ 3 for model validation. Final models were built and tested after evaluating numerous preliminary trials using different model set-ups, data sets, and sets of predictors:
• Models were originally run for each hour, irrespective of the day of week. However, road traffic is a major local source of PM and exhibits different hourly profiles during weekdays and weekends (Fig.  S4 ). Final models were therefore run separately for weekdays (Monday to Friday) and weekends (Saturday and Sunday, and holidays falling on weekdays), improving the fit with the measured PM concentrations.
• Distance decay curves for several buffer predictors (Fig. S8a-d) show relatively high correlations even for larger buffers. Since previous studies reported distances of up to 5 km for impacts on PM 2.5 (Beckerman et al., 2013a) , and PM-bound components (Su et al., 2015b) , all buffers were included in the models. These large buffers may be associated with background effects. The distance decay curves were also computed using square root and quadratic predictors. No improvement of correlations have been detected with transformed data.
• Previous applications of the D/S/A model to the LUR problem (Beckerman et al., 2013a ) used log-transformed data to decrease the likely violation of the assumption of homoscedastic errors. However, using transformed data may produce results that are difficult to interpret and initial data assessments, distance decay curves were examined for log transformed and square root value and found no improvement in the calculated correlations. Thus, based on these results and the prior experience (Su et al., 2015a (Su et al., , 2015b , we did not apply any data transformations.
• Since the number of independent variables selected by the model is a user-specified constraint, the optimal number of variables was subsequently selected by analyzing the statistical significance using incremental (partial) F-tests. The model was run sequentially with the addition of a term (from 6 to 50 variables) until no statistically significant (p < 0.05) increase in adjusted R 2 were obtained.
• D/S/A implements an aggressive covariate search algorithm to fit generalized linear models predicated on the power of cross-validation (CV) to select the best predictive models. This CV method has asymptotically optimal properties for deriving and assessing performance of predictive models (an exhaustive explanation is provided in Beckerman et al. (2013a Beckerman et al. ( , 2013b and references therein). Briefly, the cross-validation performance is estimated using the L2 loss function (called CV risk). The CV risk is defined as the expectation of the squared cross-validated error and is based on the CV-R 2 values. The approach tests nearly all covariate combinations.
Then, the selection of the best model implemented into the D/S/A algorithm is based on a plot that shows the average CV risk as a function of the size of the model. Generally, as the model increases in size, the CV risk decreases until it reach a minimum. In this study, the best models were selected following the F-test results, which also returned low CV risks (close to minima).
• Both first and mixed first-and second-order polynomial function models were computed as discussed elsewhere (Su et al., 2015a (Su et al., , 2015b . First order (linear) models were ultimately selected as the best solutions because they generally required a lower number of predictors to meet the incremental F-test criteria (parsimony). In addition, using second-order polynomial functions may produce solutions including both linear and squared terms with opposite signs for the same predictor. This situation should be avoided because (i) the interpretation of results is complicated and (ii) the models show very limited improvement (Su et al., 2015a) . Fig. S9 shows an example of the application of incremental F-test.
Model results
The diagnostics (adjusted R 2 and number of selected predictors) for the selected linear models are summarized in Fig. 1 . The list and the occurrence of predictors are reported in Fig. 2 and Fig. S10 for weekdays and weekends, respectively. Models selected 17-25 predictors (average 21) during weekday hours, with adjusted R 2 ranging between 0.66 and 0.76 (average 0.7) (Fig. 1, left plot) . Weekend models included 16-26 predictors (average 19) with R 2 in the 0.63-0.77 range (average (0.7) (Fig. 1, right plot) . A decrease in R 2 values occurred between 7 and 9 A.M., i.e. morning rush hours, and higher R 2 values were found overnight (2-4 A.M.). High traffic emissions may produce compositional changes that result in poorer agreement among the monitors. Fresh emitted carbonaceous particles are emitted during rush hours resulting in changes in the particle scattering and, possible biases in the reported mass although such effects should have been modeled by the BC variables measured at the central site. Hourly traffic profiles included in the models (Fig. S4 ) were previously measured but were not routinely monitored by DoT on several main roads. The hourly traffic patterns on local roads were estimated. Generally, highways, scrublands, barren lands and pasture/hay dominated the occurrence of buffer predictors, with highways showing the highest buffer sizes (often greater than 2 km), followed by barren lands (Fig. 2 and S10 ). Local roads involved smaller buffer sizes (≤800 m). The effect of road traffic on the spatial variability of PM is evident. Traffic-related predictors were selected for all hours, with highways affecting the PM concentrations at greater distances, local road on small scales, and major roads at an intermediate level. The effect of highways was significantly lower during the weekends than during weekdays. Humidity and air temperature were the most commonly selected weather variables. DC, BC, and PM 2.5 were the more frequently included air pollutants. This latter result further indicates the role of carbonaceous including traffic exhaust and wood smoke affecting the PM concentrations detected by the light scattering-based LCMs.
To illustrate the model output, PM concentrations were estimated for midnight and noon on a typical weekday and a typical weekend day. These results are shown as a set of maps in Fig. S11 . These days were selected because the measured DEC air pollutants concentrations and weather parameters approximated the whole season mean values (no pollution peaks, clean air events, nor extreme weather conditions). The maps were computed by calculating the buffer statistics at a 250 × 250 m grid resolution. The maps show reasonable spatial patterns. Higher concentrations were modeled within the downtown Rochester area, except during weekday at noon. This result reflects higher emission rates from domestic heating occurring overnight and during the weekends overall the day, while less domestic emissions are expected on working days at noon (people at work). The effect of road traffic over the major roads is mostly evident on weekdays at midnight (highways and major roads) and on weekends at noon (local and major roads). These results may be driven by (i) the combined effect of the lower mixing layer height overnight and traffic emissions in the evening hours, and (ii) the traffic peak observed around noon on the weekends that is not present on weekdays (Fig. S4) . The absence of a clear spatial pattern on weekdays at noon is likely related to the greater pollutant dispersion by higher mixing layer height, higher wind speeds, and the Fig. 2 . Model results for weekdays in the 1st season data. For each predictor selected by the model, the colors (see bottom legend bar) report the buffer size, while the numbers refer to the times a predictor is called during a hour (in case of buffer predictors called more than one time, the color refers to the average of the buffers). The right bar plots on the right are proportional to the total count, i.e. the number of times a predictor is called overall the 24 h, irrespective of the buffer size.
lower downtown traffic volumes around noon on workdays. These results provide confidence in the ability of these models to extrapolate exposure assessments in other periods to support future epidemiological studies.
Final remarks, limitations, and future needs for research
Urban central air quality monitoring sites are located to represent the citywide air quality and are usually used to assess the community exposure to air pollutants. However, the sparse spatial coverage of current air quality networks is likely insufficient to adequately capture the intraurban variability in PM concentrations. This spatial variation can be determined using special sampling campaigns performed by coupling data measured with scientific-grade instruments and subsequent LUR modeling. However, extended campaigns using scientificgrade instruments are difficult to perform due to high costs, power requirements, logistics, and maintenance needs. In addition, although these studies provide precise and accurate data, they usually only allow for a limited numbers of locations, short duration monitoring periods and/or measurements that may not produce a full set of 24/7 data. Consequently, these methods still lack the spatial resolution and temporal coverage needed for accurate exposure assessments. Mobile monitoring will have mismatched space-time pairings and limited temporal data. This latter issue is critical when the investigated air pollutant is affected by strong diurnal/weekly patterns.
The combined use of a network of LCMs and LUR modeling provide an effective way to estimate the intraurban PM variability. This study does not provide a direct evidence that the LCM-LUR approach is preferable to using a reference grade central monitor. To answer that question directly would require a double sampling campaign with LCMs and conventional research-grade instruments collocated side-by-side. Such a study would be costly and difficult to justify and execute. The results presented here are promising and show that LCM-LUR is a viable way that can be further developed. Data provided by the LCMs are able to catch the intra-urban spatial variability of PM although affected by measureable and correctable bias. The subsequent application of LUR has the potential advantage of extending the results to other times and locations and better modeling the spatial variability of PM with reasonable power (R 2 values in the range of 0.6-0.7). Since future advances in micro-scale technology providing cheaper and more reliable sensors, the adoption of LCM alternatives to conventional monitoring stations can be expected to grow although not for regulatory purposes.
Conclusions
This study demonstrates the use of data obtained with continuously reading LCMs. Although the LCM data are less accurate than scientificgrade instruments, they provide continuous measurements at many locations over a whole season that can be calibrated to provide useful estimates of the concentrations over time and space. This study has limitations. Current LCMs for PM use dust sensors based on light scattering and estimate the PM mass concentration by implementing algorithms developed under lab conditions. Hence, data provided by LCMs will not provide the same accuracy as conventional PM reference methods. Careful instrument calibration and data validation are needed prior to and after the sampling campaigns to ensure unbiased data. In addition, the LCMs do not perform well for low PM concentrations. The LCM technology needs to be improved to better approximate ambient PM concentrations similar to conventional monitoring instruments and efforts are underway to make such improvements. This study supports the use of LCMs with LUR modeling to provide useful estimates of the intraurban spatial and temporal variations of PM at reasonable costs such that this approach can be replicated in other locations where improved exposure assessments are needed.
