[1] We present gas/aerosol partitioning calculations of multicomponent aerosols and aerosol associated water on a global scale. We have coupled a computationally efficient gas-aerosol scheme (EQSAM) to a global atmospheric chemistry-transport model (TM3). Our results show that gas/aerosol partitioning strongly affects the gas-phase concentrations at relatively low temperatures. During winter and at night during all seasons the calculated aerosol load, including water, is considerably higher than without accounting for gas/ aerosol partitioning. The reason is that gaseous nitric acid near the surface is often neutralized by ammonia and therefore partitions almost completely into the aerosol phase to yield ammonium nitrate (NH 4 NO 3 ). The aerosol NH 4 NO 3 has a longer atmospheric residence time compared to the corresponding precursor gases (NH 3 and HNO 3 ) and can therefore be transported over larger distances, for instance from India to Africa and Europe. These modeling results are intriguing; however, verification requires in situ measurements. A comparison with a limited set of ground-based measurements indicates that our model yields realistic results for the ammonium-sulfate-nitrate-water aerosol system in relatively polluted locations where ammonium nitrate is important. For remote locations for which we underestimate the total aerosol load, however, it will be necessary to also account for other aerosol species such as sea salt, mineral dust and organic compounds. We further show that assumptions on turbulent mixing and model resolution have a much stronger effect on aerosol calculations than the uncertainties resulting from the simplifications made in EQSAM.
Introduction
[2] Recently, the interest in the global atmospheric chemical and climate implications of aerosols has increased tremendously [Langner and Rodhe, 1991; Charlson and Heintzenberg, 1995; Pham et al., 1995; Feichter et al., 1996; Chin et al., 1996; Roelofs et al., 1998] . From the COSAM workshop (Comparison of large scale atmospheric Sulfate Aerosol Models), in which nearly a dozen global models participated, it was however concluded that the results for sulfur components can differ substantially [Barrie et al., 2001; Roelofs et al., 2001; Lohmann et al., 2002] . Most of the differences originated from the treatment of cloud and precipitation processes. Model results for sulfate were on average within 20% of the observed concentrations at remote sites while SO 2 at these locations was overestimated by as much as a factor of two or more. The results from model-measurement comparisons for sulfur species thus indicate that the processes controlling the sulfate aerosol cycle are not fully understood or are at least not yet sufficiently accurately modeled. Besides sulfate, other aerosol species like organic aerosols [Liousse et al., 1996] , black carbon [Cooke and Wilson, 1996] , mineral dust [Tegen and Fung, 1994] and sea salt compounds [Gong et al., 1997] have been investigated, however, these species have been treated separately. Only recently multicomponent aerosols have been considered in global studies, including semivolatile compounds such as nitrate [Van Dorland et al., 1997; Metzger et al., 1999; Adams et al., 1999] . These three-dimensional global model studies nevertheless used prescribed chemistry fields and therefore do not account for a dynamical treatment of the aerosol compounds, which is important for gas/aerosol partitioning feedback and for the realistic representation of aerosol associated water. Model studies have shown that the most important parameter affecting the direct climate forcing of aerosols is the water uptake, which is nonlinearly dependent on the aerosol composition [Pilinis et al., 1995] . Moreover, a recent model study by Adams et al. [2001] states that the water uptake above 90% RH makes a very substantial contribution to the direct aerosol forcing.
[3] It is therefore important to fully account for the aerosol composition. Compounds other than sulfate must be considered additionally and simultaneously. For instance, nitrate aerosol can be as important as sulfate in some continental regions. Measurements indicate that the mass fraction of nitrate can exceed that of sulfate in western European urban aerosols [Diederen et al., 1985; Ten Brink et al., 1996] . Moreover, nitrate may gain future importance. As a result of air pollution abatement in the United States and western Europe the emissions of sulfur gases from fossil fuel use have been reduced by a factor of 2 to 4 since the 1970s. Despite control measures such as the introduction of catalytic converters emissions of nitrogen oxides have decreased much less or have even increased during the same period, associated with a growing transport sector. The relative importance of nitrogen oxides (NO x = NO + NO 2 ) compared to sulfur dioxide (SO 2 ) and hence of nitrate compared to sulfate aerosol is increasing in most industrialized regions of Europe and North America.
[4] Here we focus on the implications of gas/aerosol partitioning for global modeling, including a fully dynamical treatment of the semivolatile ammonium nitrate aerosol fraction. The calculations have been performed with our Equilibrium Simplified Aerosol Model (EQSAM), incorporated in a global atmospheric/chemistry transport model. EQSAM has been presented in an accompanying paper [Metzger, 2002] (hereinafter referred to as M2002) The global model is described in section 2. In section 3 we present results of gas/aerosol partitioning calculations based on Metzger [2000] . We focus on the space-time variability, the gas/aerosol partitioning, the vertical distribution, and the global aerosol loads, including a discussion of gas-aerosol feedbacks. We will evaluate some recent improvements of the global model in section 4. We will compare the uncertainties of nonthermodynamic origin with the uncertainties associated with the assumptions made on the aerosol state. The aerosol state calculations include gas/liquid/solid partitioning (also solid aerosols), reduced gas/liquid partitioning (assuming metastable aerosols), and the combination of both (i.e., the hysteresis effect of aerosols under varying relative humidity). In section 5 we will compare our model results with ground-based measurements and briefly summarize results of an extended comparison presented by Jeuken et al. [2001] , including changing European aerosol precursor emissions. A discussion and conclusions are presented in section 6.
Chemistry-Transport Model
[5] A schematic overview of the global chemistry-transport model TM3, incorporating EQSAM, is presented in Figure 1 ; the next subsections describe the different modules.
Tracer Transport Processes
[6] The TM3 chemistry-transport model (CTM) has evolved from the TM2 model as developed by Heimann [1995] . In TM3 the chemical continuity equation is solved
m denote the tracer mixing ratio advected by the threedimensional wind fields and transported by parameterized convection and turbulent diffusion. S is the net source/sink term that can be subdivided into emissions, chemical production or destruction, the loss by precipitation scavenging processes or by dry deposition at the surface
Three-dimensional tracer transport is accounted for by advection for the resolved motions and by convection and vertical diffusion for the unresolved (subgrid scale) motions. The advection of tracers in the model is calculated with the slopes scheme of Russell and Lerner [1981] . The subgrid scale convection fluxes are calculated using the method of Tiedtke [1989] . In previous versions of the model the turbulent mixing was described by the parameterization of Louis et al. [1982] . Recently, a new boundary layer scheme, similar to the scheme used in the European Center for Medium-range Weather Forecasts (ECMWF) model [Beljaars and Viterbo, 1998 ] has been implemented. For stable atmospheric conditions we used the (old) local formulation of Louis et al. [1982] , and for unstable conditions a formulation (nonlocal) based on Holtslag and Boville [1993] . In addition, the time resolution for meteorological averaging has been increased from 6 to 3 hours. The new vertical diffusion scheme has been tested in TM3 by comparing surface and profile measurements of the radionuclide radon ( 222 Rn) with model output [Jeuken, 2000] . It was concluded that due to the increased temporal resolution of 3 hours instead of 6 the diurnal cycle in radon surface concentrations is more realistic. Furthermore, the absolute concentrations are better simulated with the new diffusion scheme but were still somewhat overestimated by the model indicating that mixing remains underestimated. The effect of the mixing scheme on the aerosol concentration will be discussed in section 4. Most results are based on a horizontal resolution of 10°Â 7.5°and 19 vertical levels; however, in section 5 we present simulations at the currently highest model resolution of TM3, which is 2.5°by 2.5°and 31 layers in the vertical. The model uses meteorological data of the year 1997 and a spin-up of 12 months.
Meteorological Data
[7] To accurately calculate the gas-, aqueous phase and aerosol chemistry in the model we prescribe three-dimensional meteorological input fields, including cloud cover (cc) and the cloud liquid and ice water (clwc and ciwc) content from the ECMWF analyses (Figure 1 ). Since ''wet'' processes are of major importance for the chemistry of sulfate and nitrate aerosols, accurate cloud fields are crucial. Because we use prescribed cloud fields for TM3 we do not account for potential feedbacks between aerosol mass and cloud formation, in contrast to GCMs that calculate the cloud fields online though not referring to actual meteorological conditions (needed to compare model results with measurement data).
Emissions
[8] Anthropogenic emissions of NO x , NH 3 , and SO 2 have been taken from the historical Emission Database for Global Atmospheric Research (EDGAR), available on a 1°Â 1°grid for the year 1990 [Olivier, 1996] . Van Aardenne et al. [2001] have updated the emission estimates and calculated trends based upon demographical, economical, agricultural, and technological developments during the past century. After 1990 we have extrapolated the 1990 emission data based on the increase of energy consumption to which we refer in the following as EDGAR D . The seasonal variation in NO x and SO 2 emissions is based upon the Global Emission Inventory Activity (GEIA) database for 1985 [Benkovitz et al., 1996] . The GEIA database distributes the emissions over two layers, below and above 100 m altitude. Volcanic sulfur emissions have been estimated by Andres and Kasgnoc [1998] , who distinguish continuously active from sporadically erupting volcanoes. DMS (Di-methyl sulphide) emissions are obtained by combining the oceanic surface concentrations compiled by Kettle et al. [1999] with turbulent air-sea exchange coefficient calculated by using the parameterization by Liss and Merlivat [1986] . For DMS land-emissions and SO 2 natural emissions we use the estimates of Spiro et al. [1992] . All other emissions are described by Houweling et al. [1998] . For Europe we optionally use SO 2 emissions from the CORINAIR (Core Inventory AIR) project (see section 4 for the effect on the aerosol calculations). In contrast to the global EDGAR D data, reported CORINAIR emissions take into account the changes in emission factors, e.g., changes in the SO 2 emission factors from fossil fuel use by electric power generation (considering changes since 1990). While the total of SO 2 emissions for Europe (including European Russia) in the EDGAR D database is 22 Tg S, it is only 12 Tg S in the CORINAIR database. Both databases are used in section 5 and provide interesting insights into the effect of emission reductions on the abundance of sulfate and nitrate.
Chemistry
[9] The sulfur cycle is coupled to the photochemistry code of TM3; the latter described by Houweling et al.
[1998]. This code calculates the background tropospheric CH 4 -O 3 -HO x -NO x chemistry. It includes nonmethane hydrocarbons (NMHC's), which are based on a modified version of the Carbon Bond mechanism [Gery et al., 1989; Houweling et al., 1998] . To calculate photolysis rates we use the scheme by Krol and van Weele [1997] ; it is consistent with local cloud cover and ozone columns . We have added the gas and cloud phase reactions of SO 2 , DMS, NH 3 , SO 4 2À and NH 4 + [Dentener and Crutzen, 1994] . For a complete list of all other gas phase reactions we refer to Houweling et al. [1998] .
[10] SO 2 and its oxidants H 2 O 2 and O 3 are dissolved into the cloud droplet according to their Henry's Law equilibrium. For SO 2 and NH 3 an effective Henry's law constant is used, taking into account dissociation into HSO 3 À and SO 3 2À and NH 4 + effectively allowing more SO 2 and NH 3 to dissolve. Both the dissociation equilibrium and rate coefficients are pH dependent. Ignoring the contribution of weak acids and bases the pH is calculated from the concentration of strong acids and bases as
[11] The subscripts a and g indicate dissolved aqueous and gaseous species, respectively. For pH > 4.3 also the dissociation of the weak acids SO 2 and CO 2 , as well as the base NH 3 are taken into account.
[12] In many models the sulfur cycle is linked to offline calculated fields of OH, H 2 O 2 and O 3 [Feichter et al., 1996; Langner and Rodhe, 1991] . In some models the H 2 O 2 concentration is allowed to gradually recover after reaction with SO 2 . However, in reality the recovery of H 2 O 2 depends on the local chemistry regime. Lohmann et al. [2002] conclude that models that calculate the chemistry of the oxidants online are better able to simulate measured instantaneous profiles of SO 2 and sulfate. Roelofs et al. [1998] also conclude that coupling between sulfur chemistry and photochemistry leads to better agreement with observations. However, the average overestimation of SO 2 levels is less in models with prescribed oxidant fields . In this work all oxidants are explicitly calculated. Additionally, we calculate heterogeneous reaction rates of N 2 O 5 on preexisting aerosol surface resulting in the formation of HNO 3 [Dentener and Crutzen, 1993] . Since the aerosol in our model is MSA (methanesulfonic acid) and ammoniumsulfate-nitrate and water only, we might underestimate the rate of this reaction. Most other sulfur-cycle models do not account for ammonia, but assume that a fixed fraction of sulfate is neutralized by ammonium. Ammonium however can have a strong, spatially variable feedback on the sulfur cycle via the calculation of the pH and is therefore included in our model (see sections 3 and 4).
Aerosol Module
[13] Our thermodynamic equilibrium aerosol module is the computationally efficient model EQSAM as described in M2002, which is based on a number of parameterizations [Metzger et al., 2000] . The model uses a noniterative activity coefficient calculation, a subdivision in typical domains and it uses mutual deliquescence relative humidities as applied in the state-of-the-art equilibrium model ISORROPIA [Nenes et al., 1998 ]. The aerosol components ammonium, sulfate and nitrate are treated as tracers, and can be removed after transport by dry and wet deposition. Note that the aerosol components have a longer residence time than the precursor gases. The residence time of ammonia and nitric acid is on average about 0.5 -3 days because of the quite effective dry deposition, while that of the ammonium nitrate aerosol is nearly a week.
Dry Deposition
[14] Dry deposition is a major sink for reactive trace gases like SO 2 and NH 3 . Especially in winter, when low H 2 O 2 and OH concentrations limit SO 2 oxidation it can be the dominant sink of SO 2 . We use the ''resistance in series'' dry deposition scheme as described by Ganzeveld et al. [1998] , which contains a relatively detailed description of surface characteristics. The deposition velocity can be written as the reciprocal of the aerodynamic resistance, the quasi-laminar boundary layer resistance, and the surface resistance. The surface resistance of SO 2 strongly depends on snow cover and surface wetness. For sulfate and nitrate aerosol the deposition velocity is dependent on two parameterized size distributions, for continental and maritime conditions, and further depends on the wind velocity, which may increase the contact surface area over ocean when the sea roughness increases. Most meteorological surface fields, for example, the aerodynamic resistance are calculated from ECMWF data. Vegetation descriptions are derived from a global ecosystem database [Olson et al., 1983] . Variables like snow cover and surface wetness are prescribed by climatological data [Claussen et al., 1994] . According to Van der Hurk et al. [1999] the snow covered fraction is substantially smaller than one in forested areas. We therefore adjust the dry deposition over these areas by restricting the snow cover to a maximum of 70% over such surfaces.
Wet Deposition
[15] The generation of synoptic precipitation is calculated in TM3 from the cloud liquid and ice content, using the same formulations as in the operational ECMWF weather forecast model [Tiedtke, 1993] , and normalizing to the ECMWF ground-level precipitation amounts. In-cloud scavenging of gases and aerosols is calculated according to these local precipitation rates, using a first order loss approach [e.g., Guelle et al., 1998a Guelle et al., , 1998b . HNO 3 is highly soluble and is scavenged in clouds with the same rate as cloud water is converted into precipitation. The scavenging rate for other gaseous species is scaled to HNO 3 according to its (effective) Henry equilibrium. Following Roelofs and Lelieveld [1995] , the mass transfer of gases to the raindroplets is taken into account as well. Below cloud scavenging of gases is calculated as the product of the mass transfer coefficient and the dimensionless rain liquid water content divided by the raindroplet radius [Roelofs and Lelieveld, 1995] . To calculate this radius and the rain liquid water content we use the empirical formulas proposed by Mason [1971] . The mass transfer coefficient is calculated as a function of the Schmidt and Reynolds numbers [e.g., Seinfeld, 1986] .
[16] The same scaling with respect to HNO 3 is applied to below-cloud scavenging rates. For below-cloud scavenging of accumulation mode aerosols we adopt a scavenging efficiency of 0.05 mm À1 , taken from Dana and Hales [1991] , for a lognormal background aerosol distribution with r = 0.13 mm, s = 1.9 [Jaenicke and Börnstein, 1988] and a frontal rain spectrum with a geometric mean droplet radius R g of 0.02 cm with s = 1.86. It should be noted that the scavenging coefficient is strongly dependent on the actual choice of r and s. For below-cloud scavenging of SO 2 we assume that the maximum scavenging rate (i.e., the rate of HNO 3 scavenging) is only limited by the amount of H 2 O 2 in the falling rain with a pH below 5, assuming fast reaction of H 2 O 2 and S(IV). Above pH = 5 the below-cloud scavenging rate of SO 2 is equal to the scavenging rate of HNO 3 , assuming that oxidation by O 3 effectively removes S(IV). By keeping track of the amount of H 2 O 2 and H + scavenged in the grid cells above, the below cloud-scavenging rate of SO 2 is calculated. This simplified method probably presents an upper limit for the below cloud scavenging of SO 2 since it assumes that all reactions are fast compared to the timescales of rain formation and droplet residence times. The removal of tracers in convective clouds has been parameterized as a function of the updraft mass flux [Balkanski et al., 1993] . In this method, scavenging is directly coupled to the intensity of convection assuming 100% efficiency for deep, 50% for shallow (precipitating) convective clouds.
Aerosol Distributions
[17] From measurements and theory it is known that aerosol distributions exhibit a strong spatial and temporal variability. This variability is caused by both the nonuniform distribution of the sources of aerosols and aerosol precursor gases and the variable atmospheric conditions, where the synoptic weather fluctuations control much of the variability. These fluctuations influence the aerosol precursor emission and deposition processes, which to a large extent control the atmospheric residence time of the aerosol particles and the potential for long-range transport. Furthermore, aerosol formation is governed by meteorological parameters, such as the temperature and relative humidity, which are all highly variable for various timescales, regions and altitudes. Especially the aerosol formation from trace gases (gas-to-particle conversion) explicitly depends on all of these parameters, as well as the presence of preexisting aerosol particles or cloud droplets. As a result, the gas/ aerosol partitioning exhibits strong diurnal variability and a pronounced seasonal cycle.
Gas/Aerosol Partitioning
[18] To illustrate the temporal variability of the gas/ aerosol partitioning, we show in Figures 2a and 2b time series for 1997 for a single grid box in rural Germany (10°E, 50°N). For this location we show in (Figure 2a ) the meteorological parameters temperature (°C) and relative humidity (%), and in ( Figure 2b ) the surface mass ratio of aerosol nitrate to sulfate, the fraction of the dry particulate matter (PM), i.e., PM/(PM + H 2 O) (%), the partitioning of particulate nitrate relative to the sum of particulate nitrate and HNO 3 (%), and the gas ratio of residual ammonia to nitric acid. The time intervals shown are 6 hours. According to these properties the diurnal and annual cycle can be characterized as follows. At low temperatures (<10°C) and at high RH (>70%), i.e., the northern hemispheric winter season (November -April), nitric acid is predicted to partition completely into the aerosol phase ( Figure 2b ). This results in a significant amount of nitrate aerosol as compared to sulfate. In fact, the nitrate mass in winter is calculated to be four times that of sulfate, with comparable nighttime concentrations in summer. During daytime in summer the nitrate fraction can be very low, e.g., sometimes less than 10% of gaseous nitric acid partitions into the aerosol phase. The reason is that at relatively high temperatures ammonium nitrate is thermodynamically not stable. Additionally, ammonium nitrate that might be formed during night evaporates during day at higher temperatures, because ammonium nitrate is semivolatile. Furthermore, the ammonium nitrate formation depends on the availability of ammonia, which is partly controlled by the presence of sulfate. If sulfate is abundant, ammonium nitrate formation is assumed to take place only if sulfate is completely neutralized by ammonia. Since the sulfate concentrations strongly depend on the photochemical oxidation of sulfur dioxide, they are highest during summer. Hence ammonium a Figure 2 . Time series for a single grid box at the surface for the year 1997, representing rural conditions in Germany (10°E, 50°N): (a) Temperature (°C) and relative humidity (%); (b) mass ratio of aerosol nitrate to sulfate; the dry aerosol fraction (%), i.e., PM/(PM + H 2 O); the nitrate partitioning i.e., NO 3 À /(HNO 3 + NO 3 À ); and the gas ratio of residual ammonia to nitric acid (mol/mol), i.e., NH 3 /HNO 3 .
nitrate concentrations are predicted to be highest during cold atmospheric conditions, and therefore during wintertime and also at night throughout the year.
[19] The corresponding ammonium partitioning, on the other hand, does not show such a strong seasonal cycle (not shown). The reason is that ammonia partitions into the aerosol phase only if it neutralizes either nitric acid or sulfuric acid, apart from the fraction that directly dissolves into cloud droplets. While the neutralization of nitric acid by ammonia is more important during winter months or during night (to form ammonium nitrate), ammonia additionally neutralizes sulfuric acid mostly during day and during summer to form ammonium sulfate salts. While during winter nitric acid rather than ammonia limits the nitrate aerosol formation, the opposite is true for the summer. This limitation is indicated by the high values of the gas ratio (NH 3 /HNO 3 ) in winter and their absence in summer ( Figure 2b ). It should be noted, however, that the seasonal cycle of the ammonia emissions in our model calculations is very uncertain, because of a lack of global information. Owing to the strong nitrate partitioning from the gas phase, the calculated aerosol associated water also exhibits a seasonal cycle, related to the total dry particulate matter. The aerosol water fraction during local winter can reach 80% of the average dry aerosol mass. Although in summer this fraction is lower, 50% of the aerosol mass can still be water. Associated with the diurnal cycle, a water fraction of up to 90% can occur anytime of the year. Since high water fractions are always associated with high relative humidity (RH), it is important to explicitly calculate the aerosol associated water mass.
Global Aerosol Distributions and Temporal Variability
[20] In Figures 3a -3d we present global aerosol distributions. First, we focus on calculated monthly means in January (top) and July 1997 (bottom). Figure 3a shows the surface layer mole fraction of aerosol nitrate relative to the sum of nitrate and sulfate (in contrast to the mass ratio of aerosol nitrate to sulfate shown in Figure 2 ). Figure 3b shows the vertically integrated total particulate aerosol mass (burden), and Figure 3c the associated aerosol water (column burdens in mg/m
2 ). To demonstrate the temporal variability of the spatial aerosol distributions we additionally show in Figure 3d , for July 1997, the surface mole fraction of aerosol nitrate (same as Figure 3a) for the time averages of early morning at 0600 GMT (top) and the early evening at 1800 GMT (bottom). Note that these times correspond to 0°E (GMT); other places have other times.
[21] Figure 3a shows that in many regions in the Northern Hemisphere (NH) in January the nitrate mass at the surface often exceeds that of sulfate. In summer (July) such high nitrate/sulfate fractions are only predicted for a few smaller regions, i.e., western Europe and parts of the eastern United States. Similarly, for the Southern Hemisphere (SH) we calculate relatively high nitrate/sulfate fractions during winter (July), for example, in the industrialized regions of South Africa, Brazil, and South Australia. The vertically integrated total particulate matter shown in Figure 3b does not reflect such a strong seasonal variability (comparing January and July), apart from some regions, such as East Asia. In East Asia, the three times higher total aerosol mass in January compared to July reflects efficient wet removal by the monsoon precipitation. In contrast, the Mediterranean region, Arabia, and parts of North Africa show slightly higher aerosol burdens for local summer (July). Remarkably, the high aerosol load in winter over central Europe, which can extend over parts of Russia, appears shifted southward in summer. Similarly, the high aerosol load that occurs in winter over the eastern United States extends farther across the North Atlantic Ocean in summer. This indicates that long-range transport can strongly influence the global aerosol distribution. Note that we have not considered sea salt and mineral dust aerosol, which might also significantly contribute to the total aerosol mass at some remote sites. Nevertheless, the fact that the variability of the total aerosol mass is generally much less compared to the surface mole fraction of aerosol nitrate further indicates that most of the nitrate aerosol mass resides in the lower atmosphere, i.e., in the boundary layer, where the variability is largest. This also indicates that most of the vertical aerosol burden is made up by the nonvolatile and less variable aerosol species sulfate. In contrast to the dry aerosol mass, the associated aerosol water column shown in Figure 3c shows a strong seasonal variability. While peaks of the aerosol water mass are predicted to be higher in winter over Europe and Asia, more aerosol water is predicted for the eastern United States in July. In addition, a larger region is then characterized by high aerosol water contents, extending across the North Atlantic Ocean to Europe in summer. Similarly, during the SH summer (January), large amounts of aerosol water are predicted over the South Pacific region and part of Antarctica, which is not the case during the local winter. Note that the predicted amount of aerosol water was limited to RH = 99% to exclude cloud formation; clouds are prescribed and determined diagnostically from the ECMWF data archive.
[22] The diurnal variation in July is illustrated in Figure  3d by the large fluctuations of the surface mole fraction of aerosol nitrate. On average, during early morning at 6:00 hour (0°E) (top) the aerosol mole fraction is dominated by nitrate rather than sulfate for large parts of Europe, where the nitrate mole fraction even exceeds 0.8. In contrast, the calculations for early evening at 1800 hour (bottom) show comparable mean concentrations, i.e., nitrate/sulfate fractions of $0.5 over part of Europe, and lower fractions elsewhere. The daily variations over South Africa are quite striking. The nitrate mole fractions are less than 0.1 in the early evening, while these fractions exceed 0.8 during early morning. Other regions of the world also show significant diurnal fluctuations at the corresponding local times though less pronounced at these times. Depending on the region, the explicit representation of gas/aerosol partitioning leads to a higher aerosol load than without considering gas/ aerosol partitioning. In turn, the higher aerosol load is associated with an additional amount of aerosol water, which depends nonlinearly on the dry aerosol mass, a consequence of the gas/aerosol partitioning.
Zonal Distributions
[23] In the previous sections we have investigated the spatial and temporal variability of global aerosol patterns. In this section we investigate the corresponding vertical distributions of the aerosol components ammonium nitrate and sulfate. We focus in Figure 4a on August 1997 for which we show monthly mean values of a zonal cross-section at 80°E (over India), and of a zonal cross-section at 6°E, crossing the previously discussed location in rural Germany (section 3.1). This period has also been studied by Jeuken et al. [2001] . In Figure 4b we show the corresponding global distribution of ammonium nitrate at approximately 270 hPa.
[24] Figures 4a and 4b illustrate that ammonium nitrate aerosol may be formed and transported to the free troposphere, even in summer. Remarkably, concentrations can reach up to 200 pptv at 200 hPa over the convective region south of the Himalaya (Figure 4a, top) . The only possibility to form nitrate in our model is through aerosol neutralization by ammonia. In Europe during summer there is not sufficient ammonia available to fully neutralize sulfate, as discussed previously. In contrast to ammonium nitrate, sulfate over Europe in summer has a maximum near the surface, with concentrations up to a factor of 5 higher than ammonium nitrate (Figure 4a, bottom) . However, the model predicts ammonium nitrate in the free troposphere over Europe, which actually originates from southern Asia. The explanation is that in northern India ammonia is emitted at relatively high altitudes. During the Indian summer strong monsoon convection is associated with upper tropospheric dry easterlies, while substantial amounts of ammonia are convectively transported above the boundary layer. The convective clouds through which the ammonia is transported are hardly acidic so that the ammonia is only partly dissolved and removed by precipitation. Once transported to the upper troposphere surplus ammonia neutralizes nitric acid that is present in higher amounts than sulfuric acid. As a result, an extended plume of ammonium nitrate is predicted to exist in the upper troposphere. Hence surface emitted ammonia from northern India forms ammonium nitrate that can be efficiently transported in the subtropical jet stream toward Africa and even to southern Europe near the tropopause.
Aerosol Budgets
[25] The calculated global aerosol budgets have been summarized in Figures 5a and 5b , showing various calculated aerosol loads within the boundary layer (the first 5 model layers up to 1 km) and the free troposphere (assuming the tropopause at 100 hPa). Figures 5a and 5b show the seasonal variability of aerosol nitrate and sulfate in 1997, receptively.
Seasonal cycle
[26] The comparison of Figures 5a and 5b shows that, in contrast to sulfate, the global tropospheric amounts of nitrate aerosol exhibit a strong seasonal cycle. Relatively large amounts (about 50%) of sulfate occur in the free troposphere where the variability is small. Although the sulfate burdens are more than an order of magnitude higher compared to nitrate, the latter adds significantly to the aerosol mass (about 20%) during northern hemispheric winter, i.e., from October until April/May. In winter, the total global mass is dominated by the northern hemispheric boundary layer, while free tropospheric (FT45N-0) sulfate and nitrate is important from March until November.
Feedback on chemistry
[27] To estimate the effects of gas/aerosol partitioning on the global chemistry calculations, we summarize here the changes in the budget concentrations for the coupled aerosol run compared to the ''sulfate-only'' run that excludes gas/ aerosol partitioning and thus only accounts for aerosol (ammonium bi-)sulfate. The following changes of the gas/ aerosol loads occur in the BL for January 1997 between 90°N and 45°N: À49% for NH 3 (g), +33% for NH 4 (a), +12% for SO 4 2À (a), À22% for HNO 3 (g), À4% for SO 2 (g), <1% for O 3 , NO x (g) and H 2 O 2 (g). In general, changes are smaller in July 1997. Positive differences indicate higher concentrations of the gas/aerosol partitioning run compared to the ''sulfate-only'' run.
[28] The differences in column burden (integrated mass from the surface up to the tropopause (100 hPa)) for ammonia and ammonium are very significant. Ammonia largely partitions into the aerosol phase if gas/aerosol partitioning is considered. For instance, up to about 50% of the ammonia occurs on average in the aerosol phase in the northern hemispheric BL (90N-45N) . This leads, due to differences in the turnover time, to an (nonlinear) increase of particulate ammonium by approximately 33%. The change of ammonia and ammonium is partly caused by the fact that aerosol ammonium is less efficiently removed from the atmosphere compared to gaseous ammonia. The longer residence time of ammonium allows for long-range transport, so that ammonium nitrate can even act as a source of ammonia if the atmospheric conditions favor evaporation, i.e., when ammonium nitrate is thermodynamically not stable. For instance, ammonium nitrate that has been formed during night or at colder locations may volatilize after transport during daytime, therefore adding to ammonia remote from the original ammonia source, thus acting as a reservoir species. Furthermore, higher ammonium concentrations lead to a higher aerosol and cloud pH, enhancing oxidation processes relevant to atmospheric chemistry. For example, the oxidation of sulfur dioxide is enhanced if the cloud pH increases due to additional ammonium that results from the gas/aerosol partitioning. Therefore the sulfate burden increases by 12% and SO 2 concentrations decrease by approximately 4%.
[29] Changes are smaller for HNO 3 than for ammonium (vertical integral), which is globally reduced by 22% as a result of the ammonium nitrate formation. These values differ on regional scales. For instance, nitric acid can partition completely into the aerosol phase over Europe in winter, as discussed previously (section 2.3). In the next section we will discuss the sensitivities of these results to various model assumptions.
Gas/Aerosol Partitioning Sensitivities
[30] In this section we compare the differences that are associated with using different equilibrium models (see also the discussion in section 3 of M2002) with the differences inherent from the assumptions on the aerosol state and the parameterization of meteorological processes. First, we Figure 6 the relative differences in the aerosol radiative forcing depending on the various assumptions on the aerosol states. We chose radiative forcing to present these results since it integrates the aerosol column while it also emphasizes the radiatively important regions and seasons. Because we do not (yet) consider sea salt or mineral aerosol, we likely underestimate the radiative effects. We therefore focus here only on the relative differences, according to Figure 7 of M2002. There we showed that the global forcing based on the nonnatural aerosol calculated with EQSAM agrees well with those calculated with ISORROPIA [Nenes et al., 1998 ], the thermodynamic model that was used in studies by Adams et al. [1999 Adams et al. [ , 2001 . The aerosol states depend on the modeling assumptions and include (R1) (ammonium bi-)sulfate-only calculations, similar to those represented in previous aerosol calculations in climate change studies [e.g., Intergovernmental Panel on Climate Change (IPCC), 1996]. Note that in R1, although gas/aerosol partitioning has been neglected, the aerosol water associated with sulfate aerosols is explicitly calculated. The differences that will be discussed in the following therefore represent the lower limit of the differ- 90°N-45°N latitude, 45°N-0°, 0°-45°S, 45°-90°S), and the total burden. Aerosol loads are given in 10 9 moles; to obtain, e.g., the masses of sulfate and nitrate these values must be multiplied by the mole mass 96 and 62 (g/mol), respectively. ences (with respect to previous studies). R2 refers to equilibrium calculations based on the full gas/liquid/solid aerosol partitioning, while in (R3) equilibrium calculations assume metastable aerosols. Note that (R3) corresponds to the assumptions made by Adams et al. [1999 Adams et al. [ , 2001 . R4 represents gas-liquid-solid calculations (similiar to R2), however, additionally accounting for the hysteresis effect of aerosols (see also Figure 4 of M2002). R4 is therefore the most realistic model. Subsequently, we quantify the differences in the aerosol concentrations associated with various model resolutions, and, e.g., the effects of two different boundary layer mixing schemes.
Dependency on Equilibrium
Modeling Assumptions 4.1.1. R3 Versus R1 (Metastable Versus Sulfate-Only)
[31] Figure 6a shows for 6 hour time intervals the 1997 temporal development of the global average aerosol direct radiative forcing at the top of the atmosphere (W/m 2 ), using EQSAM metastable aerosol calculation (R3), which is well within the range of previous studies as compiled in the work of the IPCC [1996] . Figure 6b shows the relative difference (%) between the metastable aerosol run and the reference run (R3-R1). The difference is largest for the months October until April; the total aerosol radiative forcing of (R1) is approximately 25% less compared to that of (R3). This relatively large difference shows that the neglect of gas/liquid aerosol partitioning leads to a considerable underestimation of the total global direct aerosol radiative forcing. The differences are largest for the northern hemispheric winter when aerosol nitrate adds an about equal amount to the total aerosol mass compared to sulfate. In summer less nitric acids partitions into the aerosol phase. Ammonium nitrate is not stable at higher temperatures, and the model sulfate concentrations are highest. Note that the large variability in Figure 6a is a result of the diurnal cycle; the total direct forcing is largest at noon in summer over northern hemispheric polluted regions. 
R3 Versus R2 (Metastable Versus Solids)
[32] In the previous section we have assumed that aqueous aerosols remain in a metastable (aqueous) phase, although solid aerosols might be formed if the relative humidity is sufficiently low. To quantify the relative differences in the total direct aerosol radiative forcing caused by explicitly calculating gas/liquid/solid equilibrium partitioning according to section 3.2 of M2002, we show in Figure  6c the differences (R3-R2). Because of the high fraction of aerosol nitrate, differences are again largest in the northern hemispheric winter season, i.e., in the range of 5% lower if full equilibrium calculations (R2) are considered compared to (R3). Although this global value is not high, the local effects can be considerably larger, which might be important if column closure between aerosol physical and chemical properties is pursued in measurement campaigns.
R3 Versus R4 (Metastable Versus Hysteresis)
[33] In the previous section we have compared solids (R2) and supersaturated aerosol compounds (R3). While the aerosols are assumed for (R3) to remain in the aqueous phase regardless of the actual relative humidity, solids can form for (R2) if the RH decreases below the deliquescence relative humidity (RHD) of the salt compound. However, in reality in the atmosphere aerosol particles exhibit hysteresis: at decreasing RH an aqueous salt solution can exist in a supersaturated state until it crystallizes, often far below the RHD. In turn, at increasing RH dry particles remain solid until they deliquesce at the RHD [e.g., Charlson et al., 1978; Tang, 1980] . For instance, the crystallization RH of (NH 4 ) 2 SO 4 is about 39%, that of NH 4 HSO 4 is about 2% [Tang and Munkelwitz, 1994] and that of NH 4 NO 3 about 10% [Ten Brink et al., 1996] . In contrast the RHD of NH 4 NO 3 is about 60%, and for (NH 4 ) 2 SO 4 it is 80%. Thus the conditions in which solid aerosols can exist describe the lower branch of the hysteresis curve, while metastable aerosols represent the upper branch. Both cases are illustrated in Figure 4 of M2002.
[34] To investigate the effect of hysteresis on the aerosol radiative forcing we have plotted in Figure 6d the differences of the hysteresis aerosol simulation (R4) relative to the metastable aerosol simulation (R3). For simplicity, we have assumed that metastable aerosols remain in the aqueous phase regardless of the actual relative humidity, while we have accounted for the full gas/liquid/solid aerosol partitioning (based on mutual deliquescence relative humidities) for the lower branch of the hysteresis curve. Consid- eration of aerosol hysteresis in a Eulerian model is difficult since it requires information on the aerosol state from previous time steps and locations. For instance mixing of very dry air containing solid particles and moist air containing ''wet'' particles may result in partly dry and partly wet particles below the RHD.
[35] We have evaluated this process by a pragmatic analysis, of which we realize that it is formally not entirely correct. To keep track of the history of the aerosol water we have added a tracer that is assigned an arbitrary value of 2, if aerosol water is associated, and a value of 1 for the case of a dry aerosol particle. After one transport time step a new mixing state of dry and wet particles is obtained. Metastable aerosols were considered for cases where this history value was higher than 1.5, reflecting that aerosol associated water is, after transport, present in more than 50% of the grid box considered. For the other case, i.e., a value below 1.5, the gas/ solid partitioning was considered if additionally the actual RH was below the mutual deliquescence relative humidity. Thus consideration of hysteresis (R4) results in an estimate of the aerosol radiative forcing in-between that of metastable aerosols (R3) and solids (R2); (R3) yields the upper bound, while the case of solid aerosols (R2) yields the lower bound.
[36] The differences shown in Figure 6d (R3-R4) are only of the order of 1 -2 percent (however, regionally they can be up to an order of magnitude higher), thus smaller than the differences of metastable aerosols and gas/liquid/solid equilibrium partitioning (R3-R2). Negative values again indicate a weaker radiative forcing associated with the hysteresis effect compared to metastable aerosols. The lack of seasonal dependence shows that hysteresis is not confined to the boundary layer. This indicates that hysteresis is important when aerosol particles are transported to dry regions, e.g., upward into the FT. Especially at higher altitudes the RH is often so low so that solid formation becomes important. However, the overall effect on the global forcing is rather small for the aerosol species considered.
Dependence on Transport and Model Resolution
[37] In this section we additionally estimate the influence of the tracer transport model representation and resolution on the aerosol calculations. We therefore calculated the effects of resolution and two different boundary layer mixing schemes on the aerosol sulfate and nitrate budget concentrations. Both mixing schemes have been applied in numerous model studies; the second scheme however results in a somewhat stronger and probably more realistic mixing (see section 2). Therefore the results of this comparison may also be instructive for other global model studies. We focus here on the boundary layer (BL) at 45 -90N, and on global budgets for August 1997. We also quantify the effects of different emission inventories available for Europe, i.e., EDGAR D and CORINAIR (EDGAR D refers to our extrapolation of the EDGAR emission inventory of 1990 to 1997 for SO 2 , see section 2). All differences will be viewed in the context of the large seasonal variability (August versus December) of the aerosol nitrate budget concentrations, according to the discussion of section 3.4 (Figure 5a) . The model resolutions of TM3 we have used here are coarse grid (CG): 10.00°Â 7.50°Â 19; fine grid (FG): 5.00°Â 3.75°by 19; and very fine grid (VG): 2.50°Â 2.50°Â 31 (longitude by latitude by vertical hybrid pressure-sigma levels).
[38] Table 1 summarizes the relative differences (%) of the NH (45 -90N) BL and annual global aerosol nitrate budget concentrations. The difference between the results obtained using EQSAM and ISORROPIA are relatively small, i.e., in the NH BL À9% and globally +9%. The decrease in the BL and the global increase indicate that the aerosol nitrate parameterization used in EQSAM yields a somewhat lower aerosol nitrate concentration under humid conditions compared to ISORROPIA, since the uptake of nonneutralized HNO 3 on aerosol at high RH (>90%) may slightly contribute to aerosol nitrate. The latter was not considered in these runs. The simulations using different emission inventories (EDGAR D and CORINAIR) result in differences of 5% (global) and À4% in Europe. Although the CORINAIR inventory only provides different information for Europe, relatively much aerosol nitrate originates from Europe in our model, so that the regional changes in emissions significantly affect the global budgets. The global increase (+5%) can be understood considering that lower SO 2 emissions in CORINAIR result in lower sulfate concentrations in the BL but also in the free troposphere, and hence lead to larger particulate nitrate concentrations. This effect is somewhat opposed by the lower NO x emissions leading to lower nitrate. The decrease of nitrate burden in the BL (À4%), is mostly connected to the latter effect. However, differences in geographical distribution of emissions in EDGAR and CORINAIR in connection with vertical mixing, may contribute to the effect mentioned above.
[39] A much stronger effect of 80% and À210% globally and regionally, respectively, is however found by applying the nonlocal boundary layer mixing scheme (new) based on Holtslag and Boville [1993] , which has replaced the Louis [1979] parameterization that has been shown to be too stable under many conditions. As was shown by Jeuken [2000] , the nonlocal scheme calculates stronger mixing and exchange with the free troposphere (FT). Therefore boundary layer aerosol precursor concentrations as well as the resulting aerosol nitrate rather strongly decrease, whereas the FT concentrations increase. A decrease of the aerosol precursor concentrations in the BL leads, in particular for SO 2 , to less sulfate and therefore to an increase of the aerosol nitrate concentrations. The resolution also plays an important role with differences of calculated nitrate, amounting to 30-80%. These large differences are caused by the same fact that aerosol nitrate formation nonlinearly depends on the concentrations of the precursor gases. In addition, the boundary layer mixing characteristics change with resolution, tending for a larger effective stability at finer resolutions [ Dentener et al., 1999] . It is illustrative to contrast these model dependent results with those originating from different meteorological conditions. Comparing August and December, the variability of the predicted aerosol nitrate concentration for the northern hemispheric BL is more than 3 orders (À4560%) of magnitude larger than the previous discussed differences; globally the difference is nearly two orders of magnitude (À83%). Therefore uncertainties in meteorological parameters, including the relative humidity, are probably most strongly influencing the calculations (for a discussion, see also Adams et al. [1999] ).
Comparison With Ground-Based Measurements
[40] Unfortunately a rigorous comparison of our computed results is hindered by a lack of available measurement data. In some regions (e.g., in the United States) some measurements are available for the years 1990 and 1991 [see Adams et al., 1999 Adams et al., , 2001 ], but unfortunately this period does not match our year of simulation (1997) . Additional measurements available to us have mostly been performed within Europe. Unfortunately, the quality and the representativeness of these available measurements are poorly described. Aerosol nitrate is difficult to measure, since it is semivolatile. Conventional filter samplers are subject to evaporative losses, and the only reliable measurements currently available have been performed with thermodenuder samplers. For this reason we only present a detailed comparison with thermodenuder measurements obtained at Petten, the Netherlands (53°N, 5°E) (H. M. Harry ten Brink, personal communication, 2000) . We also present a comparison of the modeled and measured seasonal cycles of various aerosol components and precursors gases obtained within the EMEP network. This comparison is, however, qualitative since the quality of the different measurement techniques has not been evaluated. A similar comparison is made for the seasonal cycles of precipitation chemistry in the United States and Europe. The model results are based on the CORINAIR emission inventory in Europe and EDGAR D elsewhere.
[41] A model-measurement comparison was previously presented for August 1997 by Jeuken [2000] and Jeuken et al. [2001] , focusing on daily variability of aerosol components and comparing ATSR satellite retrieved aerosol. They performed two simulations: one based on the EDGARD emission inventory (referred to in their work as A4), and one based on the CORINAIR emission inventory (A5). Comparing surface observations of aerosol components they found a correlation coefficient between daily observations and model results between r = 0.55 and r = 0.65. The use of the CORINAIR instead of EDGAR D emission inventory resulted in a much smaller but still substantial overestimate of SO 2 concentrations, whereas the influence on aerosol components was much smaller. The sulfatenitrate-ammonium-water aerosol could explain roughly half of the satellite observed aerosol optical thickness.
[42] Following Jeuken [2000] we show in Figure 7 for August 1997 a comparison of sulfate (top) and nitrate (bottom) for the coastal site Petten, in the northwest of the Netherlands. The left panels show the instantaneous model values of experiment A4 (dark gray and dotted line) and A5 (light gray and dashed line) plotted against the measurements (black and solid line); the right panels show the average diurnal cycle. The correlation coefficients based on 3-hourly values between both model results and the observations are 0.78 (A4) and 0.71 (A5) for sulfate, and 0.41 (A4) and 0.42 (A5) for nitrate, respectively. Both simulations (A4 and A5) underestimate the sulfate levels in Petten by approximately 25% and 50%, respectively, while the nitrate levels are underestimated by approximately 50% for both simulations. There are various reasons that may explain the discrepancies of the measured and modeled concentrations of aerosol nitrate at the Petten site. The most important reason is probably that the model resolution represents a scale of about 200 km that includes part of the North Sea. Thus pollution from the Netherlands is 'diluted' over a rather large grid box. The measurement site at Petten, however, is influenced by local sources, so that we may expect that this particular site is not fully representative for the particular model grid. Another possibility is that, since Petten is located near the North Sea, coarse mode sea-salt particles influence nitrate uptake at this site. Thus local winds, and in particular the summertime sea breeze during the afternoon, might transport coarse mode sea salt particles over land, which may enhance nitrate formation.
[43] Figure 8 shows the seasonal cycle of various aerosol precursor gases, SO 2 , NO 2 , HNO 3 , and NH 3 , and the aerosol components SO 4 , NH 4 , and NO 3 . We only present model results (and error bars denoted by lines) using the CORINAIR database in Europe. Measurements (asterisks, with dashed error bars) were selected from the EMEP network for the year 1997. Only those measurements were used for which a full year of data is available (with at least 20 days per month measurements), including all aerosol components. The standard deviations provide an indication of the variability among the stations. Most stations measured ''total nitrate'' rather than gas phase and particulate nitrate separately. Despite the use of the CORINAIR emissions inventory and the use of the nonlocal mixing scheme, our model still overestimates SO 2 by a factor of 2 in summer and a factor of 3 in winter. In contrast calculated sulfate is too low by a factor of 2 in winter, and about correct in summer. The winter underestimate of sulfate is probably related to a lack of oxidants in winter, a problem that affects most models that consider a direct coupling of sulfur chemistry with photochemistry [e.g., Kasibhatla et al., 1997] . In strong contrast, NO 2 concentrations (precursor of HNO 3 and aerosol nitrate) are quite accurately predicted. A rather complicated picture arises from the comparison of modeled gas phase nitric acid, aerosol nitrate, as well as total nitrate. It should be noted that only for total nitrate a significant number of measurements are available. The general impression, however, is that total nitrate is overestimated by our model by a factor of 2, whereas this overestimate may be caused by an overestimate of gas phase HNO 3 in summer and particulate nitrate in winter. The overestimate in winter may be partly caused by the underestimate of sulfate that affects heterogeneous chemistry. Considering the rather good correspondence of modeled and measured NO 2 , the overestimate of particulate and gas phase nitrate seems to be related to a too slow removal by dry and/or wet deposition, although the latter is not confirmed by wet deposition measurements (discussed below). To a lesser extent a similar behavior can be found for NH 4 , with the strongest overestimate in winter.
[44] In Figure 9 we show a comparison between model results (and error bars denoted by lines) and observations (asterisks, with dashed error bars) of wet deposition data from about 150 EMEP sites in Europe and about 250 NADP sites in the United States for 1997. On the average monthly precipitation was predicted correctly by the ECMWF model in Europe, and somewhat overestimated in the United States. Ammonium wet deposition is underestimated in Europe and the United States in all months. In contrast nitrate deposition is modeled about correctly in Europe and in the United States, whereas sulfate wet deposition is too high in summer in both Europe and the United States, and somewhat underestimated in Europe in winter. Thus the information contained in the wet deposition fluxes is not very consistent with the surface aerosol measurements. This may be an indication that either the surface observations are not representative for the entire boundary layer and lower free troposphere, or that there is still insufficient vertical mixing in the model. The latter would confirm our earlier statement that uncertainties in other model parameters are probably more important than the details of the thermodynamic module.
Discussion and Conclusions
[45] The calculations of our computationally efficient gas/ aerosol partitioning model EQSAM coupled to the global atmospheric chemistry transport model TM3 shown in section 3 indicate that gas/aerosol partitioning can have strong implications for global atmosphere chemistry calculations pertaining to certain regions, seasons and times of day. For instance, at the earth's surface during northern hemispheric winter over large parts of Europe, nitric acid is predicted to partition completely into the aerosol phase as a result of full neutralization by ammonia. This effect is much less pronounced in summer, because of the temperature dependence of the ammonium nitrate equilibrium constant and the higher computed sulfate concentrations; Figure 8 . Seasonal cycle of various aerosol precursor gases: SO 2 , NO 2 , HNO 3 , NH 3 , and aerosol components: SO 4 , NH 4 , and NO 3 ; using the CORINAIR database in Europe. Measurements (asterisks, with dashed error bars) were selected from EMEP for the year 1997; the lines denote the model results (with error bars). the latter is mainly a result of the enhanced photochemical oxidation of sulfur dioxide in summer. Nevertheless, also during humid summer nights up to 100% of nitric acid is predicted to partition into the aerosol phase, leading to a considerable increase in aerosol associated water mass. As a consequence of the predicted diurnal variability of the total aerosol load (including aerosol associated water), time averages must be interpreted with great care as illustrated by monthly mean averages and the corresponding time averages for 0600 and 1800 GMT.
[46] To estimate the uncertainties associated with the gas/ aerosol partitioning calculations, we have evaluated in section 4 the uncertainties associated with the various assumptions on aerosol state. The uncertainties associated with the use of EQSAM, relative to the state-of-the-art EQM ISORROPIA, are relatively small (5 -10%), especially compared to the effects of different assumptions on the aerosol state, e.g., considering partitioning between gas/ liquids (metastable), gas/liquid/solids, or hysteresis (combination of both). However, additional uncertainties have yet to be addressed (which applies to most EQMs), for instance, deliquescence relative humidities have only been investigated for single-salt compounds and a limited number of mixed-salts. In fact the deliquescence behavior of real aerosol mixtures present in the atmosphere is unknown. Aerosol particles are mostly modeled as spherical droplets, which most likely is an invalid assumption for crystalline solid aerosol. While the uncertainties associated with the determination of the aqueous phase lead to the largest differences between different EQMs as discussed in M2002, they lead, however, to rather small uncertainties compared to the uncertainties associated with the choice of transport model resolution or boundary layer mixing scheme, if the EQM is coupled to an CTM. For instance, by using the relatively advanced Holtslag and Boville [1993] turbulent mixing scheme we calculate twice as high nitrate concentrations as the local Louis [1979] parameterization (integrated over the boundary layer). The model resolution can also have a strong effect on the calculated concentrations (about 50-80%) by influencing the mixing characteristics, and by nonlinear effects on aerosol formation. These uncertainties should however be viewed in the light of the very high (meteorological) seasonal variability, which can be orders of magnitudes higher, especially for the BL comparing sum- mer and winter. Especially lower temperatures and high RH favor in general aerosol formation of (semi-) volatile compounds such as ammonium nitrate, which results in a much smaller nitrate variation in winter compared to summer. The uncertainties in meteorological parameters such as the relative humidity are therefore of great importance for CTM and GCM calculations. The most important factors influencing aerosol nitrate and the uptake of aerosol water are thus meteorological variability (notably diurnal and seasonal cycles), boundary layer mixing and model resolution. These factors appear to be much more important than the details of the thermodynamical representation of gas/ aerosol partitioning.
[47] Interestingly, the differences associated with the use of different European SO 2 emission inventories illustrate that the effects of air-pollution abatement, e.g., a 50% reduction of the SO 2 emission strength, is not proportionally effective in reducing aerosol concentrations. The reason is that sulfate aerosol formation is mostly limited by the photo-oxidation of SO 2 , while aerosol nitrate remains unaffected for most of western Europe, because sufficient ammonia is available to completely neutralize nitric acid to form aerosol nitrate. Even in cases where limited ammonia is available, a sulfate decrease from an SO 2 emission reduction can increase aerosol nitrate, because the ammonia that does not react with sulfuric acid becomes available for reaction with nitric acid to form ammonium nitrate. This could occur in summer, especially during night, while during daytime ammonium nitrate might not be thermodynamically stable at higher temperatures, or over eastern Europe, where sulfate concentrations are predicted to be higher than nitrate concentrations for the entire year. Over western Europe, during winter, the near-surface concentrations of aerosol nitrate are predicted to be higher than those of sulfate by a factor of 2 or more, so that a decrease in the sulfate concentrations (e.g., due to a decrease in SO 2 ) does not have a large effect on the aerosol nitrate concentrations and the total particulate matter (including aerosol associated water). The same applies to other regions with similar conditions.
[48] Another interesting result of our gas/aerosol simulations is that anthropogenically produced trace gases, such as ammonia, might be more widely distributed as a result of the relatively longer residence time of accumulation mode aerosols. The atmospheric residence time of ammonia is approximately 1-2 days while ammonium nitrate has an average residence time of approximately 1 week; the latter is less efficiently removed by dry deposition. Our results also suggest that at high altitudes (200-300 hPa) ammonium nitrate can be transported over long distances. This is a consequence of the efficient transport of ammonia, emitted from southern Asia, into the upper troposphere. There it neutralizes nitric acid that is present in higher amounts than sulfate. An extended plume of ammonium nitrate is therefore predicted to exist in the upper troposphere from southern Asia to Africa and southern Europe. Large uncertainties are associated with this result, in particular the lack of measurement data for verification. Emissions in India are associated with ruminants and rice paddies; especially the latter source is very uncertain and may have a strong seasonal cycle not accounted for in our model. Furthermore, vertical transport by diffusion, convection and horizontal advection is poorly validated in this subtropical region. In spite of the uncertainties, the topic deserves attention.
[49] The comparison of our model results with measurement of aerosol and their precursors revealed large uncertainties and discrepancies, and the overall picture resulting from different data sets can be confusing. For instance, our calculated total nitrate (=HNO 3 (g) + particulate nitrate) in Europe (and the United States) near the surface is on average a factor of 2 higher than indicated by the measurements. On the other hand, nitrate wet deposition is in reasonable agreement with observations in the United States and Europe. However, it should be realized that large uncertainties are associated with the aerosol nitrate measurements, and our detailed comparison with the accurate denuder measurements in NW Netherlands reveals a rather different picture (underestimate of nitrate at this particular site). To our knowledge, the only global model study on nitrate formation, apart from our own [Metzger et al., 1999] was performed by Adams et al. [1999 Adams et al. [ , 2001 . Their calculated nitrate aerosol concentrations were in somewhat better agreement with selected measurements than in this study, however, also in their model results wintertime nitrate in polluted continental regions was strongly overestimated. The advancement from the GCM simulation using prescribed nitric acid concentrations [Adams et al., 1999] to GCM simulation including feed-backs on deposition processes [Adams et al., 2001] , resulted in an over-all 3 times larger calculated nitrate burden, and about 20% higher concentrations in the boundary layer. Adams et al. [2001] mention the temporal distribution of ammonia emissions as a major source of uncertainty. Owing to a lack of experimental information, they used an arbitrary temporal distribution, optimized to give the best results for ammonium and nitrate concentrations. In addition, the lowest model layer they used has a thickness of about 400 m, implying a too uniform mixing of the BL. Our study confirms that stronger vertical mixing yields better agreement with measurements.
[50] In any case, the general picture emerging from our model study is that the extent of gas/aerosol partitioning in atmospheric chemistry models is largely governed by transport processes, including meteorology, emission sources, as well as wet and dry deposition processes. Although the comparison with measurements is preliminary, mainly because it represents a model in development (inclusion of other aerosol compounds and a high resolution ''zoom''-version are in progress), it became apparent that, with a reasonably resolved BL, the implementation of other aerosol compounds is necessary to pursue improved agreement with measurements. This is especially true for remote sites, influenced by alkaline mineral aerosol or sea-salt, whereas for polluted sites in Europe, where ammonium nitrate is more important, the comparison is already quite reasonable.
[51] There are various other aspects that need to be improved in future, besides the inclusion of additional aerosol compounds (e.g., sea salt, mineral dust, and organic compounds). For example, the explicit calculation of the size distribution from the actual aerosol mass (including aerosol associated water) is needed. At present different size distributions are prescribed for the dry deposition module only. Another aspect is the consistent use of the aerosol parameters in all atmospheric chemistry modules, including aerosol thermodynamics, dry and wet deposition, and heterogeneous chemistry. It is furthermore desirable to routinely account for different aerosol states, and in particular for the hysteresis effect of the aerosols. Although our results have shown that the difference between the assumptions of metastable aerosols and hysteresis are rather small for the total aerosol (direct) radiative forcing (globally integrated), they are certainly larger for dry regions, such as the free troposphere. In these regions, the amount of aerosol water might, however, influence the local chemistry much more strongly.
[52] We emphasize that the global modeling of volatile inorganic aerosol is still in its infancy. Nevertheless, the uncertainties associated with the thermodynamical parameters in equilibrium models seem to be of secondary importance. Therefore our computationally efficient EQSAM module provides an efficient tool for global chemistry and climate modeling to account for gas/aerosol partitioning, improving in particular the representation of diurnal and seasonal dependences of the aerosol composition and associated water, being prime parameters in simulations of the aerosol radiative forcing of climate.
