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SYMPLECTIC QUANDLES AND PARABOLIC REPRESENTATIONS
OF 2-BRIDGE KNOTS AND LINKS
KYEONGHEE JO AND HYUK KIM
Abstract. In this paper we study the parabolic representations of 2-bridge links by
finiding arc coloring vectors on the Conway diagram. The method we use is to convert the
system of conjugation quandle equations to that of symplectic quandle equations. In this
approach, we have an integer coefficient monic polynomial PK(u) for each 2-bridge link
K, and each zero of this polynomial gives a set of arc coloring vectors on the diagram of K
satisfying the system of symplectic quandle equations, which gives an explicit formula for
a parabolic representation of K. We then explain how these arc coloring vectors give us
the closed form formulas of the complex volume and the cusp shape of the representation.
As other applications of this method, we show some interesting arithmetic properties of
the Riley polynomial and of the trace field, and also describe a necessary and sufficient
condition for the existence of epimorphisms between 2-bridge link groups in terms of
divisibility of the corresponding Riley polynomials.
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1. Introduction
Since the volume conjecture connects the quantum invariants of a knot and the hyper-
bolic geometry of the knot complement, it has attracted a lot of attentions in the past two
decades. (See for instance a recent book by Murakami and Yokota [27] for an introduction
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to the subject.) Also it was further generalized by Gukov, using SL(2,C) Chern-Simons
theory, into the form of an asymptotic expansion of the colored Jones polynomial whose
leading term is the complex volume and a subleading term is essentially the Reidemeister
torsion [14]. The real part of the complex volume is the hyperbolic volume and the imagi-
nary part is the Chern-Simons invariant, which are very important invariants of hyperbolic
3-manifolds but in general difficult to compute. The simplicial formula of these invariants
using ideal triangulations of hyperbolic 3-manifolds was set by Neumann [30], and then
more efficient way in the cusped case was given by Zickert using a relative version of the
earlier theory [40].
The method of Neumann and Zickert can be applied to the link complement, and a
diagrammatic method using quandle homology was studied by Inoue and Kabaya [18].
And then Cho and Murakami introduced a combinatorial way of computing the complex
volume motivated from the volume conjecture [6, 7] following Yokota’s work [39]. In fact
they explicitly expressed the complex volume formula in the form of a state sum for a
given link diagram, signifying its origin in quantum invariants, using region variables (or
called w-variables), which can be obtained from quandle coloring vectors. This formula
is by far the simplest way of describing the complex volume from a diagram of a link in
a closed form formula in terms of region variables. The notion of complex volume was
defined for hyperbolic manifolds, but can be generalized to any SL(2,C) representation
and we are using this generalized version in this paper. (See [40] for the complex volume of
a representation and [13] for the SL(n,C) case.) For actual computations of the volume,
one has to solve a system of algebraic equations, which essentially corresponds to the
hyperbolicity equations, to get the region variables [22]. But this system of equations is
not easy to solve in general, and instead, one solves for the quandle equations to get the
coloring vectors in C2, which then gives the region variables immediately by taking the
determinant of the coloring vectors with a generic fixed vector [6, 7]. Therefore having an
explicit volume formula is essentially the same as an explicit formula for the arc coloring
vectors by Cho-Murakami’s result, and we describe how to get all these for 2-bridge links
in this paper.
Also this coloring vector is defined on each arc of the link diagram and is nothing but a
short hand notation for a parabolic element in SL(2,C) (see Section 3), giving an explicit
description of a parabolic representation of Wirtinger generators, and the volume above
is the volume of this representation. Once we have a PSL(2,C) representation, we have
a pseudo-hyperbolic structure [22, 35] and can talk about hyperbolic invariants such as
complex volume, and another such invariant is a cusp shape. This of course can be obtained
by calculating the longitude algebraically, but can also be obtained using w-variables in
the form of an explicit state sum formula just like the complex volume. And hence the
cusp shape of a parabolic representation also can be obtained once we have a set of arc
coloring vectors. (See Section 6.)
Therefore the problem of computing all these quantities boils down to computing arc
coloring vectors, which essentially is to find an efficient way of solving the system of conju-
gation equations determined by Wirtinger relators. In general the computation for solving
conjugation quandle is very complicated; even the cases for 8-crossing knots do not seem to
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be completely settled. And one of the main purpose of this paper is to find an algorithm by
“linearizing” the system of conjugation equations. If we inspect carefully, we can see that
solving this conjugation equation reduces to solving a symplectic quandle equation, which
is semi-linear in the sense that linear in one variable and quadratic in the other variable at
each crossing. The notion of the symplectic quandle was introduced in [29] and [38], but
the relation between conjugation and symplectic quandle doesn’t seem to be considered
before. This change gives us much advantage in carrying out the actual computations as
well as conceptual approaches. In this quandle formulation, the determinant of two color-
ing vectors, called a symplectic form, appears naturally, and this plays an important role
in this paper (and this also appears in other papers in different contexts) and will be called
a u-variable in contrast to a w-variable.
When we apply the above argument to 2-bridge links, especially in the Conway form,
we can solve the symplectic quandle equation and obtain an explicit formula for the arc
coloring vectors in terms of u := 〈a, b〉 := det(a, b), where a and b are two initial coloring
vectors at the two bridges. It turns out that the solution u is obtained as zeros of one
single integer coefficient monic polynomial P (u), called the “rep-polynomial” in this paper
following Riley [32]. Then the solution gives the arc coloring vectors and hence the region
variables immediately, and then the complex volume from the formula of Cho-Murakami
and the cusp shape from Kim-Kim-Yoon [23]. Here everything is concrete and explicit and
can be given in an exact form.
Needless to say, this polynomial P (u) should be related to the well known Riley poly-
nomial R(y), and indeed it turns out that 1
u
P (u) = ±R(u2). By deriving P (u) from the
symplectic quandle, we do not just recover the famous old result back and the coloring
vectors, but also we found some interesting unknown arithmetic properties of the Riley
polynomial and of the trace field: Namely splitting of the Riley polynomial for the knot
case, R(u2) = ±g(u)g(−u), for some integral coefficient polynomial g(u) (this remarkable
property reminds us Hirasawa-Murasugi conjecture [15]) as well as the fact that the trace
field is generated by u instead of y. Note that u is a square root of y.
One good point of using Conway form instead of Schubert form is to turn the diagram
upside down to see another two generators of the knot group G(K). We can get the
corresponding rep-polynomial P ′(u) which has an equal right as P (u), and this observation
gives us an interesting application in the epimorphism problem. In the knot theory, the
epimorphism problem has been studied quite extensively and for the 2-bridge knot case,
the problem of characterizing the epimorphism pair, G(K) → G(K ′) in terms of Conway
form is essentially settled down by Ohtsuki-Riley-Sakuma [31] and Aimi-Lee-Sakai-Sakuma
[2]. (See also [36].) Recently Kitano and Morifuji proved the existence of an epimorphism
when the Riley polynomial, (and hence the rep-ploynomial) of K ′ divides that of K [24].
And we show that the converse also holds if we allow both rep-polynomials P (u) and P ′(u)
in the divisibility, and show that we can generalize to a similar statement for the link case
also. (See Section 7.)
The paper is organized as follows. We first setup the symplectic quandle equations and
describe the arc coloring vectors as solutions of the equations in Sections 2 and 3, and
then discuss u-variables and rep-polynomials in Section 4. Then as applications of this
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approach, we discuss the arithmetic properties mentioned above in Section 5, the complex
volume and cusp shape in Section 6, and then the epimorphism problem in Section 7. In
appendix we present some explicit formulas of the arc coloring vectors using Chebyshev
polynomials.
2. Preliminaries
2.1. 2-bridge Knots and Links. There are two famous descriptions for 2-bridge knots
or links, Scubert’s normal form and Conway’s normal form. Together, a knot and link are
called a link in this paper, unless we need to specify it.
Scubert’s normal form Each 2-bridge link has an associated pair of coprime integers
(α, β) where α is positive and β is an odd integer such that −α < β < α. We denote the
knot or link by S(α, β) and call it Schubert′s normal form. The followings are well-known
facts (see [3] or [21] for more details).
• S(α, β) is a knot if α is odd and a 2-component link if α is even.
• The mirror of S(α, β) is equivalent to S(α,−β).
• S(α, β) and S(α′, β′) are equivalent as unoriented knots or links if and only if
α = α′, β′ ≡ β±1 (mod α).
Note that if we consider a knot (or a link) and its mirror as equivalent, S(α, β) and S(α′, β′)
are equivalent knots or links if and only if
α = α′, β′ ≡ ±β±1 (mod α).
Conway’s normal form Each 2-bridge link has an associated sequence of non-zero inte-
gers n1, n2, · · · , nk, as indicated in Figure 8, where |nj| is the number of crossing contained
in the jth block and its sign j =
nj
|nj | is defined as follows : 2i+1 = 1 or 2i = −1 if the
twists of the block are right-handed and 2i+1 = −1 or 2i = 1 if they are left-handed. We
denote the unoriented 2-bridge link with this regular projection by C[n1, n2, · · · , nk], which
is called Conway′s normal form. For example, C[3, 2, 3] is shown in Figure 17. (See [10]
or [20].)
Note that such a diagram of a 2-bridge link C[n1, n2, · · · , nk] corresponds to a rational
tangle with slope
[n1, n2, · · · , nk] := 1
n1 +
1
n2+
1
... 1
nk−1+ 1nk
.
Let α(> 0) and β be coprime integers obtained by the slope of C[n1, n2, · · · , nk], that is,
β
α
= [n1, n2, · · · , nk].
Then it is well-known that C[n1, n2, · · · , nk] is equivalent to S(α, β). Furthermore each
2-bridge link S(α, β) in Schubert’s normal form can be deformed into Conway’s normal
form C[n1, n2, · · · , nk] uniquely, if we require that all the n′is are either positive or negative
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and |nk| 6= 1. We will call the unique Conway’s normal form the cannonical Conway’s
normal form of S(α, β).
The following notation will also be used in this paper :
J(n1, n2, n3, · · · , nk) =: C[n1,−n2, n3, · · · , (−1)k+1nk].
That is, ni is always positive whether i is odd or not if the twists of the i-th block are
right-handed, and negative if the twists are left-handed in J(n1, n2, n3, · · · , nk)-notation.
Notice that C[−n1,−n2, · · · ,−nk] is the mirror of C[n1, n2, · · · , nk] and
C[(−1)k+1nk, (−1)k+1nk−1, · · · , (−1)k+1n1]
is the upside-down of C[n1, n2, · · · , nk], i.e., the diagram obtained by a half rotation with
respect to the horizontal axis. It is well-known that if β
α
= [n1, n2, · · · , nk], then
[(−1)k+1nk, (−1)k+1nk−1, · · · , (−1)k+1n1] = β
′
α
, ββ′ ≡ 1 (mod α).
2.2. Riley polynomials of 2-bridge links. For a knot or link K, the fundamental group
of the complement is called the knot group or the link group and is denoted by G(K).
The knot group of a 2-bridge knot K = S(α, β) always has a presentation of the form
(2.1) G(K) = pi1(S
3 \K) = 〈a, b |wa = bw〉,
where w is of the form
(2.2) w = a1b2a3b4 · · · aα−2bα−1
with each i = −(−1)[i βα ].a Note that i = α−i and the generators a and b come from the
two bridges and represent the meridians.
Suppose that ρ : G(K) → SL(2,C) is a non-abelian parabolic representation, i.e., the
trace of ρ-image of any meridian is 2. Then after conjugating if necessary, we may assume
(2.3) ρ(a) =
(
1 1
0 1
)
and ρ(b) =
(
1 0
−y 1
)
.
Riley had shown in [32] that y determines a non-abelian parabolic representation if and
only if W11 = 0. Here Wij is the (i, j)-element of
W = ρ(w) = ρ(a)1ρ(b)2ρ(a)3ρ(b)4 · · · ρ(a)α−2ρ((b)α−1
=
(
1 1
0 1
)1 ( 1 0
−y 1
)2 (1 1
0 1
)3
· · ·
(
1 1
0 1
)α−2 ( 1 0
−y 1
)α−1
,
(2.4)
for i, j = 1, 2. Furthermore W11 has no repeated roots and the non-abelian parabolic
representations bijectively correspond to the roots of the polynomial W11 ∈ Z[y], the Riley
polynomial. Note that the degree of W11 is
1
2
(α− 1).
For the case of 2-bridge link K = S(α, β),
(2.5) G(K) = 〈a, b |wb = bw,w∗a = aw∗〉,
aThis definition coincides with Riley’s definition in [32].
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where w is given as
(2.6) w = a1b2a3b4 · · · bα−2aα−1
and w∗ as
(2.7) w∗ = b1a2b3a4 · · · aα−2bα−1 .
Then by following Riley’s argument about the knot cases, one can prove thatW12 = − 1yW ∗21,
and the non-zero roots of W12 correspond to non-abelian parabolic representations of K
from ρ(w)ρ(b) = ρ(b)ρ(w) and ρ(w∗)ρ(a) = ρ(a)ρ(w∗). For this reason, we will call the
polynomial W12 ∈ Z[y] the Riley polynomial of a link K in this paper. Note that the
degree of W12 ∈ Z[y] is 12(α− 2).
We use the notation R(y) to denote the Riley polynomial so that R(y) = W11(y) if K
is a knot and R(y) = W12(y) if K is a link. See also section 4.4.
2.3. Chebyshev polynomials. Chebyshev polynomials, which are defined by a three-
term recursion
gn+1(t) = tgn(t)− gn−1(t),
can be used to describe some properties and characteristics of knots and links. We denote
the Chebyshev polynomials gn(t) with the intial condition g0(t) = a, g1(t) = b by Ch
t
n(a, b),
which clearly depends on the initial condition linearly. And the following properties are
also obvious:
Chtn(a, b) = Ch
t
n−k(Ch
t
k(a, b), Ch
t
k+1(a, b))
Chtn(a, b) = aCh
t
n(1, 0) + bCh
t
n(0, 1)
If we denote a particular Chebyshev polynomials Chtn(0, 1) by pn(t), then
Chtn(1, 0) = Ch
t
n−1(0,−1) = −Chtn−1(0, 1) = −pn−1(t),
and arbitrary Chebyshev polynomials are expressed as linear combinations of pn−1(t)
and pn(t) as follows :
Chtn(a, b) = −apn−1(t) + bpn(t)
Sometimes we will call such Chebyshev polynomials t-Chebyshev polynomials when it
is needed to specify the variable t. The following Chebyshev polynomials are frequently
used:
fn(t) := pn+1(t)− pn(t) = Chtn+1(1, 1) = Chtn(1, t− 1)
vn(t) := pn+1(t)− pn−1(t) = Chtn(2, t)
The following properties for Chebyshev polynomials are well-known or easily proved. See
[16, 34, 37] for references.
Lemma 2.1. Let pn, fn, vn be as above. Then
(i) p−n(t) = −pn(t), pn(−t) = (−1)n+1pn(t)
(ii) pn(2) = n, p2n(0) = 0, p2n+1(0) = (−1)n
(iii) p2n+1(t) = pn(v2(t)) + pn+1(v2(t)) = pn+1(t)
2 − pn(t)2
(iv) pn(t)
2 − pn−1(t)pn+1(t) = 1
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(v) pn+1(t)
2 − tpn(t)pn+1(t) + pn(t)2 = 1
(vi) pnm(t) = pn(vm(t))pm(t)
(vii) (−1)nfn(−t) = pn(t) + pn+1(t)
(viii) fn(−v2k(t)) = fn(vk(t))fn(−vk(t))
Lemma 2.2. Let M ∈ SL(2,C) and t = trM . Then
(i) Mn = Chtn(I,M) = pn(t)M − pn−1(t)I
(ii) tr(Mn) = vn(t)
2.4. Quandle.
Definition 2.3. A set X that has a binary operation B : X ×X → X is called a quandle
if the following three axioms hold:
(i) for any a ∈ X, aB a = a;
(ii) for each a, b ∈ X, there is a unique c ∈ X such that cB b = a;
(iii) for each a, b, c ∈ X, (aB b)B c = (aB c)B (bB c).
Axiom (ii) implies that quandle operation B has a dual quandle operation B−1 such that
c = aB−1 b. Note that
(aB−1 b)B b = a and (aB b)B−1 b = a,
and these two operations distribute over each other. See [4, 19, 38].
Any group G is a quandle with respect to the operation a B b = bnab−n, a, b ∈ G for
any integer n. For any oriented link diagram K, there is a quandle Q(K) defined by a
Wirtinger-style presentation with one generator for each arc and a relation at each crossing:
Let R(K) be the set of over-arcs of K with an orientation. Then for each crossing, we
have three elements α, β and γ of R(K) and the knot quandle relation between them,
γ = αBβ, is defined as in Figure 1. This quandle is called a knot quandle and it is known
that this quandle is a classifying invariant of knots and unsplit links in S3 [19, 29]. Note
that quandle operation is invariant under the Reidemeister moves by the quandle axioms.
Figure 1. knot quandle relation
Definition 2.4. Let X be a quandle, K an oriented knot or link diagram. A quandle
coloring C on K is a map C : R(K) −→ X such that
C(γ) = C(α)B C(β)
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holds at each crossing with arcs α, β and γ = α B β. We will say that K is colored by X
or K has a X-coloring when there is such a quandle coloring.
2.5. Symplectic quandle.
Definition 2.5. Let X be a finite dimensional free module over a commutative ring with
identity and a non-degenerate anti-symmetric bilinear form 〈, 〉. Then (X,〈, 〉) is a quandle
with the quandle operation
xB y = x+ 〈x, y〉y and xB−1 y = x− 〈x, y〉y.
This type of quandle is called a symplectic quandle. See [29] for more details.
3. Symplectic quandle structure on the set of parabolic elements in
SL(2,C)
3.1. Symplectic quandle structure on C2. Let 〈, 〉 be a symplectic form on C2 defined
by
〈x, y〉 =
∣∣∣∣x1 y1x2 y2
∣∣∣∣ = x1y2 − x2y1
for x =
(
x1
x2
)
, y =
(
y1
y2
)
. Then (C2, 〈, 〉) is a symplectic quandle with the quandle opera-
tion
xB y = x+ 〈x, y〉y.
The symplectic quandle structure on C2 induces a quandle structure on the space of
orbits of the action of multiplicative group {1,−1} on C2 by scalar multilication, because
negating x negates x B y and x B−1 y, while negating y leaves them unchanged. We will
denote the orbit space by C = C2/±1 and call this quandle (C, 〈, 〉) a (reduced) symplectic
quandle.
3.2. Set of parabolic elements in SL(2,C). We denote the set of parabolic elements of
SL(2,C) by P , that is, P = {A ∈ SL(2,C) | tr(A) = 2}.
From the fact that every parabolic element is conjugate to the particular element
(
1 1
0 1
)
,
we get the following identities
A =
(
a11 a12
a21 a22
)(
1 1
0 1
)(
a11 a12
a21 a22
)−1
=
(
1− a11a21 a211
−a221 1 + a11a21
)
= I +
(
a11
a21
)
(−a21, a11) = I +
(−a11
−a21
)
(a21,−a11)
and
A−1 = I −
(
a11
a21
)
(−a21, a11) = I −
(−a11
−a21
)
(a21,−a11).
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This gives a bijection T from P to C such that
T (A) =
[
a11
a21
]
:= [a],
and this map sends A−1 ∈ P to [ia] ∈ C, that is, T (A−1) = [ia]. If we denote (−a21, a11)
by aˆ, then aˆb = 〈a, b〉 and A and A−1 can be expressed as
A = I + aaˆ, A−1 = I − aaˆ = I + (ia)(îa).
The following proposition shows that T defines an isomorphism between the quandle
(P , conjugation) and the symplectic quandle (C, 〈, 〉).
Proposition 3.1. If T (A) = [a] and T (B) = [b] then
T (B−1AB) = [a+ 〈a, b〉b] ∈ C
and
T (BAB−1) = [a− 〈a, b〉b] ∈ C.
Proof. The first identity follows from
B−1AB = (I − bbˆ)(I + aaˆ)(I + bbˆ)
= (I − bbˆ+ aaˆ− bbˆaaˆ)(I + bbˆ)
= (I − bbˆ+ aaˆ− 〈b, a〉baˆ)(I + bbˆ)
= I + aaˆ− 〈b, a〉baˆ+ 〈a, b〉abˆ+ 〈a, b〉2bbˆ
= I + aaˆ+ 〈a, b〉(abˆ+ baˆ) + 〈a, b〉2bbˆ
= I + (a+ 〈a, b〉b)(aˆ+ 〈a, b〉bˆ)
= I + ccˆ
where c = a+ 〈a, b〉b by obvious linearity of ˆ. The second identity is similarly proved, or
it can be proved using the first identity as follows.
BAB−1 = I + ddˆ, d = a+ 〈a, ib〉ib = a− 〈a, b〉b

Remark 3.2. It holds true that aB b = B−1a for any a, b ∈ C2 with T (B) = [b], since
B−1a = (I − bbˆ)a = a− bbˆa = a− b〈b, a〉 = a+ 〈a, b〉b = aB b.
Also note that
tr(AB) = tr((I + aaˆ)(I + bbˆ))
= tr(I) + tr(aaˆ) + tr(bbˆ) + tr(aaˆbbˆ)
= tr(I) + 0 + 0 + tr(〈a, b〉abˆ)
= 2− 〈a, b〉2
,(3.1)
and hence 〈a, b〉 tells us about tr(AB).
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4. Parabolic representations of 2-bridge knots and links
In this section, we investigate the set of parabolic representations of a 2-bridge link K
using its conway normal form J(n1, · · · , nk) = C[n1,−n2, , · · · , (−1)k+1nk] and the sym-
plectic quandle structure on P described in the previous section. Throughout the paper,
we will write K = J(n1, · · · , nk) whenever we consider the link diagram J(n1, · · · , nk) for
a link K.
Fix a Conway expansion J(n1, · · · , nk) of K and its orientation. Then each parabolic
representation corresponds to a C-coloring and vice versa. To get a C-coloring, we start
from two vectors a1,0, b1,0 of C2 and obtain two (i, j)-vectors, ai,j, bi,j for all i = 1, · · · , k
and
j = 0, 1, 2, · · · , ni if ni > 0 and j = 0,−1,−2, · · · , ni if ni < 0,
which are the |j|-th vectors of the i-th block in the diagram of K, consecutively obtained
by performing the quandle operation of C at every crossing while descending down. The
last two vectors of each i-th block, ai,ni , bi,ni , will be denoted by ai,f , bi,f sometimes for our
convenience. (See Figure 4.)
At each crossing we will take “−” sign for a new vector, that is,
(4.1) a′ = b, b′ = −(aB b) = −a− 〈a, b〉b
when the crossing is given as in the left-hand side of Figure 2, and
(4.2) a′ = b, b′ = −(aB−1 b) = −a+ 〈a, b〉b
when the crossing is given as in the right-hand side of Figure 2. Notice that our choice of
Figure 2.
“−” sign is to have a consistent determinant 〈a′, b′〉 = 〈a, b〉 for each block and thus we get
(4.3) ui = 〈ai,0, bi,0〉 = · · · = 〈ai,j, bi,j〉 = · · · = 〈ai,f , bi,f〉
for each i, and ui will be called the determinant of i-th block.
If we let 〈a, b〉 = u and X(u) =
(
0 −1
1 −u
)
, then Equation (4.1) and Equation (4.2) can
be expressed as
(a′, b′) = (a, b)
(
0 −1
1 −u
)
= (a, b)X(u) and (a′, b′) = (a, b)
(
0 −1
1 u
)
= (a, b)X(−u),
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respectively. Therefore we get from (4.3) that for each i
(ai,j+δ′i , bi,j+δ′i) = (ai,j, bi,j)X(δiui)
δ′i ,
where δi = 1 if the orientation of the crossing is downward and δi = −1 if the orientation
of the crossing is upward, and δ′i = 1 if ni > 0 and δ
′
i = −1 if ni < 0 (see Figure 3).
Figure 3. quandle action when u = 〈a, b〉
Since the presentation of the knot group (or link group) of K is generated by two
meridians which are conjugate each other, and the meridians correspond to initial two
vectors a1,0 and b1,0, there are 3 cases. The first case is that the representation is trivial,
that is, in this case
a1,0 =
(
0
0
)
= b1,0,
which corresponds to
(
1 0
0 1
)
∈ SL(2,C). The second case is that the representation is
a non-trivial abelian representation. In this case, we can normalize the meridians up to
conjugate so that
a1,0 =
(
1
0
)
, b1,0 =
(
v
0
)
,
which corresponds respectively to
(
1 1
0 1
)
and
(
1 v2
0 1
)
in SL(2,C). The last case is that
the representation is a non-abelian representation. In this case, we can normalize the
meridians up to conjugate so that
(4.4) a1,0 =
(
1
0
)
, b1,0 =
(
0
u
)
, u 6= 0,
which corresponds respectively to
(
1 1
0 1
)
and
(
1 0
−u2 1
)
in SL(2,C). Here u2 = y in
(2.3).
Note that the first and second cases are when u = u1 = 〈a1,0, b1,0〉 = 0 and the third case
is when u = u1 = 〈a1,0, b1,0〉 6= 0. Note that the second case with v 6= 1 is possible only for
links. Also, there is a parabolic representation ρ : G(K)→ SL(2,C) with tr(ρ(ab)) = 2−u2
if there is a C-coloring on K with 〈T (ρ(a)), T (ρ(b))〉 = ±u from (3.1).
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Figure 4.
4.1. Key lemmas. In this section, we assume that the orientation of K = J(n1, · · · , nk)
is given.
Lemma 4.1. Let x, y, z, w are vectors in C2 which sequentially correspond to the 4 arc
vectors intersecting an arbitrary horizontal line.(See Figure 4.) Then
(4.5) 〈x, y〉 = ±〈z, w〉 and 〈x,w〉 = ±〈y, z〉.
Proof. Since the element in SL(2,C) corresponding to the loop rotating our diagram hor-
izontally by 1 full turn is the identity matix, one of the following is satisfied:
(i) XY Z−1W−1 = Id
(ii) X−1Y −1ZW = Id
(iii) X−1Y ZW−1 = Id
(iv) X−1Y Z−1W = Id
(v) XY −1ZW−1 = Id
(vi) XY −1Z−1W = Id
where X, Y, Z,W are the elements in SL(2,C) which correspond to x, y, z, w, respectively.
If (i) is satisfied, then
〈x, y〉2 = 2− tr(XY ) = 2− tr(WZ) = 〈z, w〉2
and
〈x,w〉2 = −〈ix, w〉2 = −(2− tr(X−1W )) = −(2− tr(Y Z−1)) = −〈y, iz〉2 = 〈y, z〉2.
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In the case that any of (ii)-(vi) is satisfied, we also get the same result,
〈x, y〉2 = 〈z, w〉2, 〈x,w〉2 = 〈y, z〉2,
by a similar argument. This completes the proof. 
From now on, we will use a and b instead of a1,0 and b1,0 for simplicity if there is no
worry about confusion.
Corollary 4.2. (i) 〈b, a2j,f〉 = ±u2j+1 if 2j + 1 ≤ k.
(ii) 〈b, b2j+1,f〉 = ±u2j+2 if 2j + 2 ≤ k.
(iii) 〈ai,0, ai,f〉 = ±〈bi,0, bi,f〉 for each i = 1, · · · , k.
Proof. (i) By Lemma 4.1, 〈b, a2j,f〉 = ±〈a2j+1,0, b2j+1,0〉 = ±u2j+1.
(ii) By Lemma 4.1, 〈b, b2j+1,f〉 = ±〈a2j+2,0, b2j+2,0〉 = ±u2j+2.
(iii) The C-coloring of the i-th block of J(n1, · · · , nk) starting from two vectors a1,0, b1,0
with u = u1 = 〈a1,0, b1,0〉 is the same as the C-coloring of the first block of K ′, which
is one of
J(ni), J(ni, 2)
with the same orientation as K or reversed, starting from two vectors a′1,0 = ai,0
and b′1,0 = bi,0. If we apply Lemma 4.1 to K
′, then
〈a′1,0, a′1,ni〉 = ±〈b′1,0, b′1,ni〉,
which implies
〈ai,0, ai,f〉 = ±〈bi,0, bi,f〉.
(iii) can be also proved directly by the same argument as Lemma 4.1, because
A1i,0A
2
i,fB
3
i,fB
4
i,0 = Id
for some 1, 2, 3, 4 ∈ {1,−1} with 1 + 2 + 3 + 4 = 0.

The construction of ai,j and bi,j implies that there are polynomials fi,j(u), gi,j(u), f˜i,j(u), g˜i,j(u)
for each i = 1, · · · , k and j = 0, · · · , ni such that
ai,j = fi,j(u)a+ gi,j(u)b, bi,j = f˜i,j(u)a+ g˜i,j(u)b,
and these polynomials have the following properties.
Lemma 4.3. (i) fi,j(u), gi,j(u), f˜i,j(u), g˜i,j(u) are monic polynomials with integer coef-
ficients for any pair (i, j) up to sign.
(ii) ui is also a monic integer coefficient polynomial of u up to sign, and u |ui for all
i = 1, · · · , k.
Proof. For i = 1, (i) is obvious from the definition of fi,j(u), gi,j(u), f˜i,j(u), g˜i,j(u) and (ii)
is trivially satisfied because u1 = u. Since u2 = 〈a2,0, b2,0〉 = 〈a1,0, a1,f〉 = ug1,f (u),
u2 is a monic integer coefficient polynomial of u and u |u2 if u2 6= 0, and obviously
f2,j(u), g2,j(u), f˜2,j(u), g˜2,j(u) are all monic polynomials with integer coefficients. Note thtat
deg fi,j+1 = deg fi,j + deg ui
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for any pair (i, j), and the same is also true for gi,j(u), f˜i,j(u), g˜i,j(u).
Now we proceed by induction on i. Assume that the statement (i) and (ii) are true for
all i ≤ k. Since
uk+1 = ±〈b, ak,f〉 = ±ufk,f when k is even
and
uk+1 = ±〈b, bk,f〉 = ±uf˜k,f when k is odd
by Corollary 4.2, uk+1 is also monic and is divided by u. Therefore we can conclude that
(i) and (ii) are true for i = k + 1, which completes the proof. 
Lemma 4.4. Suppose u = u1 6= 0. Let x, y, z, w be vectors in C2 which sequentially
correspond to the 4 arc vectors intersecting an arbitrary horizontal line (therefore w = b1,0).
Then the following holds for some  ∈ {1, i}.
(i) If 〈x, y〉 = 0 or 〈z, w〉 = 0, then x = ±y and z = ±w.
(ii) If 〈y, z〉 = 0 or 〈x,w〉 = 0, then y = ±z and x = ±w.
(iii) If 〈x, z〉 = 0, then x = ±z and w = ±(y B±1 z).
(iv) If 〈y, w〉 = 0, then y = ±w and z = ±(xB±1 y).
Here  = i when the orientations are opposite, and the sign of B±1 in (iii) (respectively,
(iv)) is + only when the orientation of z (respectively, y) is going down.
Proof. Note that by Lemma 4.1, 〈x, y〉 = 0 if and only 〈z, w〉 = 0, and 〈x,w〉 = 0 if and
only 〈y, z〉 = 0.
Firstly, we prove the lemma for the case that the horizontal line cuts the first block, that
is,
(4.6) x = a, y = a1,j, z = b1,j, w = b.
Since an arc vector is multiplied by i if its orientation is reversed, we may assume that the
orientations of both of the two strands are going down as in Figure 5. The arc vectors of
the diagram in Figure 5 satisfy the following identity by Lemma 2.2,
(a1,k, b1,k) = (a, b)X(u)
k = (a, b)
(−pk−1(−u) −pk(−u)
pk(−u) pk+1(−u)
)
.
(The left diagram is when n1 > 0 and the right one is when n1 < 0.)
If 〈a, a1,j〉 = 0 then pj(−u) = 0 and so pj−1(−u)2 = pj+1(−u)2 = 1 by (v) of Lemma 2.1,
which implies
a1,j = ±a, b1,j = ±b.
This proves that (i) is true for any j.
If 〈a, b1,j〉 = 0, then 〈a, a1,j+1〉 = 0 and thus
b1,j = a1,j+1 = ±a, a1,j B b1,j = b1,j+1 = ±b
holds true by (i), which proves (iii). If 〈a1,j, b〉 = 0 then
〈b1,j−1, b〉 = 0
is satisfied and thus
a1,j = b1,j−1 = ±b, b1,j B−1 a1,j = a1,j−1 = ±a
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Figure 5.
holds true by (i), which proves (iv). Since 〈y, z〉 = 〈a1,j, b1,j〉 = u 6= 0, we have completed
the proof for the case when the horizontal line cuts the first block.
Figure 6.
Now we proceed by induction on (i, j). Assume that the lemma is true for any four (i, j)
pairs such that i < k or i = k, |j| < m and consider the next four (i, j) pairs of arc vectors
x, y, z, w, that is to say (i, |j|) = (k,m) if m < |nk| and (i, j) = (k + 1, 0) if m− 1 = |nk|.
If we let x′, y′, z′, w′ be the 4 arc vectors on the previous horizontal line, then it can be
proved that these four vectors satisfy one of the assumptions of (i), (ii), (iii), and (iv) if
x, y, z, w do. For example, in the case of 〈x, y〉 = 0, one of three equations,
〈x′, y′〉 = 0, 〈x′, z′〉 = 0, 〈y′, w′〉 = 0,
is satisfied by Lemma 4.1: 〈x′, y′〉 = 0 holds when z′ = z and either 〈x′, z′〉 = 0 or
〈y′, w′〉 = 0 holds when x = x′ (see Figure 6). Since the lemma is true for x′, y′, z′, w′ by
the induction hypothesis, it is easy to show that x = ±y and z = ±w, which means (i)
is true for x, y, z, w. (ii), (iii), and (iv) are similarly proved. 
Remark 4.5. If we let x, y, z, w be vectors in Lemma 4.4 and K ′ be the knot or the link
which is made by closing the 4 arcs of the upper tangle, as in the diagrams of Figure 7.
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Then the arc-coloring corresponds to a parabolic representation ρ : G(K ′)→ SL(2,C) and
the orientation of K ′ is the same as K if  = 1, and one of the two strand’s orientations
must be reversed if  = i.
Figure 7.
4.2. Rep-polynomials. To get a well-defined C-coloring on K = J(n1, · · · , nk) with the
first two vectors a = a1,0 and b = b1,0, the last two vectors ak,f = ak,nk and bk,f = bk,nk
must be the same, up to sign, as the vectors aleady determined for the arcs, which gives
us the equation to determine the coloring (see Figure 8).
Figure 8.
By Lemma 4.1,
〈ak,f , ak−1,f〉 = ±〈bk,f , b〉
when k is an odd number greater than 1, and
〈bk,f , bk−1,f〉 = ±〈ak,f , b〉
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when k is an even number. If we let a0,f = a, then the above equation also holds for the
case when k = 1.
Let PK(u) be a polynomial in u with positive leading coefficient which is defined as
follows:
(i) PK(u) = ±〈ak,f , ak−1,f〉 = ±〈bk,f , b〉 if k is odd,
(ii) PK(u) = ±〈bk,f , bk−1,f〉 = ±〈ak,f , b〉 if k is even.
Note that PK(u) is defined for a diagram K = J(n1, · · · , nk), but we will see in Theorem
4.9 that it is essentially independent of the choice of a diagram.
Proposition 4.6. Let K = J(n1, · · · , nk) with an orientation. Then PK(u) is a monic
polynomial with integer coefficients and there is a C-coloring with 〈a, b〉 = r on K =
J(n1, · · · , nk) if and only if r is a root of the equation PK(u) = 0. Furthermore, 0 is a root
of PK(u), which corresponds to an abelian representation, and there is a C-coloring with
〈a, b〉 = 0, a 6= ±b if and only if K is a link.
Proof. We can choose an integer nk+1 such that the orientation of K is the same as K
′ =
J(n1, · · · , nk, nk+1). Then PK(u) equals ±uk+1 of K ′ by Corollary 4.2 and thus PK(u) is a
monic polynomial with integer coefficients by Lemma 4.3.
If we start with a = b, then {ai,j, bi,j} ⊂ {b, −b} for all i, j, which implies PK(0) = 0 for
any K. It is obvious that if K is a link then any pair a, b such that 〈a, b〉 = 0 always gives
a C-coloring on K, but if K is a knot then a C-coloring is obtained only when a = ±b.
In the case of 〈a, b〉 6= 0, the followingh must be satisfied :
(4.7) { ak,f = ±ak−1,f
bk,f = ±b for odd k
(4.8) { ak,f = ±b
bk,f = ±bk−1,f for even k
But by Lemma 4.4, (4.7) is equivalent to
〈ak,f , ak−1,f〉 = 0 (⇔ 〈bk,f , b〉 = 0),
and (4.8) is equivalent to
〈ak,f , b〉 = 0 (⇔ 〈bk,f , bk−1,f〉 = 0).

Note that (i) PK(r) = 0 implies PK(−r) = 0, because if we get a C-coloring on K
from a pair a, b, then we must also get a C-coloring on K from a pair a,−b since it only
changes the sign of the coloring from a, b, and (ii) each root r of the equation PK(u) = 0
gives a parabolic representation of K = J(n1, · · · , nk) and there is no other parabolic
representations. So we will call the polynomial PK(u), the rep-polynomial of a 2-bridge
link K. Even though we defined the rep-polynomial when we have an orientation, but it
does not depend on its orientation for the knot case and we have two rep-polynomials for
the link case as we can see in the following Proposition.
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Proposition 4.7. Let K = C[n1, · · · , nk]. If −K and K¯ are the orientation-reversed link
of K and the mirror of K respectively, then
P−K(u) = PK(u) = PK¯(u).
Especially, the rep-polynomial of C[n1, · · · , nk] equals the rep-polynomial of C[−n1, · · · ,−nk].
Proof. Since there is a 1-1 correspondence between the set of C-colorings on K and that of
−K by multiplying i to each corresponding arc vector, and
〈ia, ib〉 = −〈a, b〉,
P−K(u) = PK(u) follows.
If we reflect an oriented diagram of K = C[n1, · · · , nk] in the mirror and then reverse
its orientation, then we get an oriented diagram K¯. It is easy to check that we get an
well-defined C-coloring on K¯ by reflecting any C-coloring on K. (See Figure 9.) 
Figure 9.
Example 4.8. The last two vectors of the trefoil K = 31 = C[3] are
a1,3 = ua+ (u
2 − 1)b, b1,3 = −(u2 − 1)a− (u3 − 2u)b,
if we start with two vectors a1,0 = a, b1,0 = b such that u = 〈a, b〉. (See Figure 10.)
Therefore the rep-polynomial of K is
〈b, b1,3〉 = u(u2 − 1).
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Figure 10. C[3]
By Proposition 4.7, we can define the rep-polynomial of K without any specific orien-
tation for a 2-bridge knot K = C[n1, · · · , nk]. But if K = C[n1, · · · , nk] is a link, then we
get a different rep-polynomial when we change the orientation of only one of the two com-
ponents. So each link K has two rep-polynomials, P1(u) and P2(u), up to its orientation,
and these two satisfy
P1(iu) = ±P2(u), P2(iu) = ±P1(u),
since
〈ia, b〉 = i〈a, b〉 = 〈a, ib〉.
Our definition of the rep-polynomial of a 2-bridge link depends on its diagram, but
PC[n1,··· ,nk](u) = PC[m1,··· ,ml](u) if [n1, · · · , nk] = [m1, · · · ,ml], since C[n1, · · · , nk] can be
deformed into C[m1, · · · ,ml] by a finite number of Reidemeister moves. Hence we have
Theorem 4.9. Let K be a 2-bridge knot. Then there are only two rep-polynomials PK(u)
and P ′K(u) for any Conway expansion diagram of K and these two satisfy the followings.
(i) two diagrams C[n1, · · · , nk] and C[m1, · · · ,mk′ ] of K have the same rep-polynomials
if [n1, · · · , nk] = ±[m1, · · · ,mk′ ],
(ii) if PK(u) is the rep-polynomial of a diagram C[n1, · · · , nk], then P ′K(u) is the rep-
polynomial of the upside-down diagram C[(−1)k+1nk, · · · , (−1)k+1n1].
Similarly, each 2-bridge link K has four rep-polynomials PK(u), PK(iu), P
′
K(u), P
′
K(iu).
Each rational number β
α
∈ (0, 1) corresponds to a 2-bridge link C[n1, · · · , nk] with
[n1, · · · , nk] = βα . So by Theorem 4.9 we have two polynomials
P β
α
(u), P ′β
α
(u) ∈ Z[u]
if we give the downward-orientation on both components for the case when C[n1, · · · , nk]
is a link. These polynomials satisfy the followings:
(i) P β
α
(u) = PC[n1,··· ,nk](u) if [n1, · · · , nk] = βα
(ii) P β
α
(u) = P β′
α′
(u) if and only if β
α
= β
′
α′ or
α−β
α
= β
′
α′
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(iii) P β′
α′
(u) = P ′β
α
(u), if β
α
and β
′
α′ represent the same links and
β
α
6= β′
α′ ,
α−β
α
6= β′
α′ . In this
case, α = α′, ββ′ ≡ ±1 (modα) if we assume that (α, β) = (α′, β′) = 1.
Note that we will see later that if (α, β) = 1, then degP β
α
(u) = α and
(4.9)
1
u
P β
α
(u) = ±R(u2),
where R(y) is the Riley polynomial of S(α, β) and  = 1 if α is odd,  = 2 if α is even.
4.3. ui-sequence.
Proposition 4.10. Let K = C[n1, · · · , nk] and αi be an integer defined by
[n1, · · · , ni] = βi
αi
, α0 = 1.
Then
deg(ui) = αi−1.
Proof. Using the induction on i and the fact αi = niαi−1 + αi−2, it is not difficult to show
deg(uf2j,f (u)) = α2j,
deg(uf2j+1,f (u)) = α2j+1 − α2j,
deg(uf˜2j+1,f (u)) = α2j+1,
and
deg(uf˜2j,f (u)) = α2j − α2j−1.
Now by Corollary 4.2 we have
u2j+1 = ±〈b, a2j,f〉 = ±uf2j,f
and
u2j+2 = ±〈b, b2j+1,f〉 = ±uf˜2j+1,f ,
which completes the proof. 
As we have seen in the proof of Proposition 4.6, PK(u) equals uk+1 of either C[n1, · · · , nk, 1]
or C[n1, · · · , nk, 2]. Therefore we get the following corollary.
Corollary 4.11. Let K = C[n1, · · · , nk] and [n1, · · · , nk] = βα . Then
(i) u |PK(u).
(ii) degPK(u) = α.
If K = C[n1, · · · , nk] and C[n1, · · · , nm],m > k have the same orientations on the arc
corresponding to a when we let the orientation of the arc corresponding to b coincide, then
the rep-polynomial PK(u) of K and uk+1(u) of C[n1, · · · , nm] must be the same up to sign.
If they have the opposite orientations on the arc corresponding to a, PK(u) = ±iαuk+1(iu)
when [n1, · · · , nk] = βα . So we have the following.
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Corollary 4.12. Let K = C[n1, · · · , nk] and [n1, · · · , nj] = βjαj , (αj, βj) = 1. Then uj+1 is
either P βj
αj
(u) or ±iαjP βj
αj
(iu).
Definition 4.13. The ui-sequence of K = C[n1, · · · , nk] is defined as the sequence of
polynomials in Z[u],
(u1, u2, · · · , uk),
where u1(u) = u. We will call the sequence of numbers,
(r, u2(r), · · · , uk(r))
for a non-zero root of the rep-polynomial of K, the ui(r)-sequence of K.
We can observe that the ui-sequence of K = C[n1, · · · , nk] is
(4.10) (u,±α11 P β1
α1
(1u),±α22 P β2
α2
(2u), · · · ,±αk−1k−1 P βk−1
αk−1
(k−1u)),
where j ∈ {1, i} for each j = 1, 2, · · · , k − 1.
Remark 4.14. For each root r of PK(u) and for each i, ui(r) is related to the trace of the
element Ai in SL(2,C) corresponding to the loop rotating the i-th block horizontally by 1
full turn. More precisely, the trace of Ai is equal to 2− ui(r)2,
trAi = 2− ui(r)2.
The following is an immediate consequence of the definitions for ui and PK(u).
Proposition 4.15. Let K be C[n1, n2, · · · , nk] and K ′ be its upside-down. Suppose PK(u)
and PK′(u) are their rep-polynomials and (u1, u2, · · · , uk) and (u′1, u′2, · · · , u′k) are their
ui-sequences. Then PK′(u) = P
′
K(u) and satisfies the following.
(i) If PK(r) = 0 then P
′
K(uk(r)) = 0 and u
′
k(uk(r))
2 = r2.
(ii) If P ′K(s) = 0 then PK(u
′
k(s)) = 0 and uk(u
′
k(s))
2 = s2.
Lemma 4.16. Let K be C[n1, n2, · · · , nm] with a fixed orientation and −K be the orientation-
reversed diagram of K. Let Pi(u) and P˜i(u) be the ui of K and −K. Then for each
i = 1, · · · ,m,
P˜i(u) = −Pi(−u) = ±Pi(u).
Proof. If {ai,j, bi,j} is a C-coloring on K, then {iai,j, ibi,j} is a C-coloring on K˜. Hence
P˜i(−u) = 〈iai,j, ibi,j〉 = −〈ai,j, bi,j〉 = −Pi(u).
Since Pi(u) is an even polynomial or an odd polynomial by Corollary 4.25, we get
P˜i(u) = −Pi(−u) = ±Pi(u).

Proposition 4.17. Let K = C[n1, n2, · · · , nm] with a fixed orientation and K ′ be the
upside-down of K. Suppose that r is a non-zero root of the rep-polynomial of K. Then
(um(r), · · · , u2(r), r) is the ui(um(r))-sequence of K ′ up to sign.
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Proof. Suppose that {ai,j, bi,j | i = 1, · · · ,m, j = 0, · · · , ni} is a C-coloring on K such
that 〈a1,0, b1,0〉 = r, and {Ai,j, Bi,j} are the elements in SL(2,C) which correspond to the
representation. Then the outermost coloring vectors are unchanged by the half rotation up
to sign, that is, [a1,0], [b1,0], [a2i,j], [am,f ], [bm,f ] and [a2i,f ] are all unchanged for any 2i ≤ m
and j = 0, · · · , n2i. This implies that each u2i+1 = 〈a2i,f , b1,0〉 is also unchanged by the half
rotation up to sign.
For any i such that 2i ≤ m,
A2i,0B2i,0 = · · · = A2i,jB2i,j = · · · = A2i,n2iB2i,n2i
and A2i,jB2i,j is not changed by the half rotation. Hence the half rotations preserve each
u22i = 2− tr(A2i,jB2i,j).

4.4. Non-abelian representations. We have seen in the previous section that the degree
of the rep-polynomial PK(u) of K = C[n1, · · · , nk] = S(α, β) is α and u is a factor of PK(u).
Therefore if K is a knot, then um - PK(u) for any m > 1 and all the roots of 1uPK(u) give
non-abelian representations of K, since the degree of the Riley Polynomial R(y) of K is
α−1
2
and y = u2. We give a direct proof for this here:
Lemma 4.18. Let PK(u) be the rep-polynomial of K = C[n1, · · · , nk]. Then u2 |PK(u)
if and only if K is a link. Furthermore, if K is a knot then 1
u
PK(u) ∈ Z[u] is a monic
polynomial whose constant term is either 1 or −1.
Proof. Note that
PK(u) = ±ufk,f (u) when k is even
and
PK(u) = ±uf˜k,f (u) when k is odd.
Now we assume that 〈a, b〉 = 0. Then {ai,j, bi,j} ⊂ {a,−a, b,−b} for all i, j. If K is a link,
then
ak,f = ±b (k : even) or bk,f = ±b (k : odd),
which implies
fk,f (0) = 0 and gk,f (0) = ±1 (k : even)
or
f˜k,f (0) = 0 and g˜k,f (0) = ±1 (k : odd).
(See Figure 11.) This proves that if K is a link then 1
u
PK(u)|u=0 = 0 and thus u2 divides
PK(u).
If K is a knot, then
ak,f = ±a (k : even) or bk,f = ±a (k : odd),
which implies that
(4.11) fk,f (0) = ±1 6= 0 (k : even) or f˜k,f (0) = ±1 6= 0 (k : odd)
and thus there is c2k ∈ Z, k = 1, 2, · · · , α−32 such that
(4.12) PK(u) = u(u
α−1 + cα−3uα−3 + · · ·+ c2u2 ± 1).
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Figure 11. u = 0
This proves
1
u
PK(u)|u=0 6= 0,
and the last statement. 
Theorem 4.19. Let PK(u) be the rep-polynomial of a knot K = C[n1, · · · , nk]. Then there
is a 1-1 correspondence between the set of the squares of the roots of 1
u
PK(u) and the set
of the non-abelian representations of K.
Proof. By Lemma 4.18, all the roots of 1
u
PK(u) are nonzero. Since each root of PK(u)
corresponds to a C-coloring on K by Proposition 4.6, all the roots of 1
u
PK(u) give non-
abelian representations of K. This correspondence is bijective, because the degree of
1
u
PK(u) is equal to that of R(u2), and R(y) has no repeated roots. 
Remark 4.20. If we take any Conway’s normal form K = C[n1, · · · , nk] of a 2-bridge
knot K = S(α, β) such that
[n1, n2, · · · , nk] = ±β
α
or ± α− β
α
,
then we can obtain the Riley polynomial of K from our polynomial 1
u
PK(u) by converting
u2 into y. That is,
(4.13)
1
u
P β
α
(u) =
1
u
Pα−β
α
(u) = ±R(u2) = ±W11(u2).
Note that the relation Wρ(a)W−1 = ρ(w)ρ(a)ρ(w)−1 = ρ(b) with (2.1) and (2.3) implies
that [
W11(u
2)
W21(u
2)
]
= T (Wρ(a)W−1) = T (ρ(b)) =
[
0
u
]
,
and
〈
(
W11(u
2)
W21(u
2)
)
,
(
0
u
)
〉 = uW11(u2) = ±P β
α
(u).
For example, K1 = S(7, 3) and K2 = S(7, 5) are equivalent 2-bridge knots and their
corresponding Conway’s normal forms are K1 = C[2, 3] and K2 = C[1, 2, 2], which is the
upside -down of C[2, 3]. The rep-polynomials of C[2, 3] and C[1, 2, 2] are u(u6−u4+2u2−1)
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and u(u6 + 3u4 + 2u2 − 1), respectively. The Riley polynomials of K1 and K2 are −(y3 −
y2 + 2y − 1) and −(y3 + 3y2 + 2y − 1), respectively.
All the rep-polynomials of 2-bridge knots are expressed as combinations of Chebyshev
polynomials pj’s. (See Appendix.) So we can also get an explicit formula for Riley poly-
nomial.
Remark 4.21. For a link K, we have
(4.14) PK(u) = ±u2R(u2) = ±u2W12(u2) = ±W ∗21(u2)
since the degree of both PK(u) and ±u2R(u2) is α. Hence there is a 1-1 correspondence
between the set of the squares of the non-zero roots of 1
u2
PK(u) and the set of the non-
abelian representations of K. But we will see that 1
u2
PK(u) might have 0 as a root later.
Note that the relation W ∗ρ(a)(W ∗)−1 = ρ(w∗)ρ(a)ρ(w∗)−1 = ρ(a) with (2.3) and (2.5)
implies [
W ∗11(u
2)
W ∗21(u
2)
]
= T (W ∗ρ(a)(W ∗)−1) = T (ρ(a)) =
[
1
0
]
,
and the relation Wρ(b)W−1 = ρ(w)ρ(b)ρ(w)−1 = ρ(b) with (2.3) and (2.5) implies that
((Wρ(b)W−1))−1) = T (W
(
0 − 1
u
u 0
)
ρ(a)
(
0 − 1
u
u 0
)−1
W−1)
= T (W
(
0 − 1
u
u 0
)
ρ(a)(W
(
0 − 1
u
u 0
)
)−1)
=
[
uW12(u
2)
uW22(u
2)
]
=
[
0
u
]
= T (ρ(b)).
And we can observe
〈
(
W ∗11(u
2)
W ∗21(u
2)
)
,
(
1
0
)
〉 = −W ∗21(u2) = u2W12(u2) = 〈
(
uW12(u
2)
uW22(u
2)
)
,
(
0
u
)
〉.
Remark 4.22. The last statement of Lemma 4.18 implies that the Riley polynomial
(−1)α−12 R(y) ∈ Z[y] is a monic polynomial whose constant term is either 1 or −1. (Note
that (4.12) is equivalent to Equation 3.10 of [32].) But this does not hold for 2-bridge links.
For example, the rep-polynomial of C[2, 1, 2], the Whitehead link, is u4(u4 ± 2u2 + 2).
Example 4.23. We have seen in Example 4.8 that the rep-polynomial of C[3] is
〈b, b1,3〉 = u(u2 − 1).
Therefore the trefoil has only one non-abelian parabolic representation because 1 and −1
correspond to the same C-coloring on K. This representation has a generating meridian
pair
(
1 1
0 1
)
,
(
1 0
−1 1
)
up to conjugation.
Example 4.24. The rep-polynomial of a knot K = C[2, 2, 5] is
PK(u) = u(u− 1)(u+ 1)h(u)h(−u)
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where
h(u) = u12 − 2u10 + u9 + 4u8 − u7 − 3u6 + 3u5 + 3u4 − u3 − u2 + 2u+ 1
and all the non-zero roots of PK(u) give non-abelian representations.
We can easily check that the ui-sequence of K = C[2, 2, 5] is
(u,−u2,−u(u4 − u2 + 1)) = (u,−PC[2](u),−iPC[2,2](iu)).
Corollary 4.25. For any K = C[n1, · · · , nk], ui ∈ Z[u] is either an odd polynomial or an
even polynomial depending on whether K is a knot or a link respectively.
Proof. It follows from (4.13), (4.14), and Corollary 4.12 that if C[n1, · · · , ni−1] is a knot,
then ui is an odd polynomial in u and if C[n1, · · · , ni−1] is a link, then ui is an even
polynomial. 
5. Trace field
The trace field of a representation ρ is defined by Q〈trρ(γ) | γ ∈ G(K)〉 [26]. So it is
obviously equal to Q(y) = Q(u2) by (2.3). In this section, we show that any rep-polynomial
of a 2-bridge knot always has a special decomposition, and u ∈ Q(u2) as a unit.
Theorem 5.1. Let K be a 2-bridge knot. Then the rep-polynomial of K is
PK(u) = ug(u)gˆ(u)
for some g(u) ∈ Z[u] such that gˆ(u) = (−1)deg gg(−u) and gˆ(u) 6= g(u). Furtheremore
there is a 1-1 correspondence between the set of roots of g(u) and the set of non-abelian
parabolic representations of K.
Proof. Every 2-bridge knot K can be expressed as
K = C[2n1, 2n2, · · · , 2n2m], ni ∈ Z− {0},
so called a reduced even expansion of K. (See [11] or [12].) In such a diagram for K,
(i) u2k = ±PC[2n1,2n2,··· ,2n2k−1](u) is an even polynomial in u,
(ii) u2k+1 = ±PC[2n1,2n2,··· ,2n2k](u) is an odd polynomial in u,
as one can easily see that C[2n1, 2n2, · · · , 2n2k] is a knot and C[2n1, 2b2, · · · , 2n2k−1] is a
link for any k such that 2k+ 1 < 2m. For example, u2 = −u2pn1(−2−u2). (See Appendix
B for the details.)
So u2m = f(u
2) for some f ∈ Z[u]. Now if we let ±r1, · · · ,±rk be the non-zero roots
of the rep-polynomial PK(u), then the non-zero roots of the rep-polynomial P
′
K(u) which
comes from the upside-down diagram, or equivalently the rep-polynomial coming from the
arc coloring which starts with the two vectors on the bottom, are
±f(r21), · · · ,±f(r2k).
By the fact that all the roots of the Riley polynomial are distinct [32], ri 6= rj for i 6= j,
and thus
PK(u) = u(u+ r1)(u− r1) · · · (u+ rk)(u− rk).
26 KYEONGHEE JO AND HYUK KIM
and
P ′K(u) = u(u+ f(r
2
1))(u− f(r21)) · · · (u+ f(r2k))(u− f(r2k)).
Since
PK(u) = u(u+ r1)(u− r1) · · · (u+ rk)(u− rk) = u(u2 − r21) · · · (u2 − r2k) ∈ Z[u],
(u− r21) · · · (u− r2k) ∈ Z[u].
As elementary symmetric polynomials of f(a1), f(a2), · · · , f(ak) can be expressed as those
of a1, a2, · · · , ak,
g′(u) := (u− f(r21)) · · · (u− f(r2k)) ∈ Z[u],
P ′K(u) = ug
′(u)gˆ′(u).
Similarly, since PK = (P
′)′K there is a polynomial h with integer coefficients such that
PK(u) = u(u+ h(f(r
2
1)))(u− h(f(r21))) · · · (u+ h(f(r2k)))(u− h(f(r2k)))
and g(u) := (u− h(f(r21))) · · · (u− h(f(r2k))) ∈ Z[u], and
PK(u) = ug(u)gˆ(u)
as desired. The property gˆ(u) 6= g(u) is obvious, because if it is not the case then PK(u) =
ug(u)2 and this contradicts that all the roots of the Riley polynomial are distinct.
Since two C-colorings on K with u = 〈a1,0, b1,0〉 and −u = 〈a1,0, b1,0〉 correspond to the
same representation of K, the last statement follows from Theorem 4.19. 
Example 5.2. We have seen in Remark 4.20 that the rep-polynomial of C[2, 3] and
C[1, 2, 2] are u(u6 − u4 + 2u2 − 1) and u(u6 + 3u4 + 2u2 − 1), respectively. We can check
that
u6 − u4 + 2u2 − 1 = (u3 + u2 − 1)(u3 − u2 + 1)
and
u6 + 3u4 + 2u2 − 1 = (u3 + u2 + 2u+ 1)(u3 − u2 + 2u− 1).
Remark 5.3. There exist 2
α−1
2 number of polynomials g(u) ∈ C[u] such that PK(u) =
ug(u)gˆ(u) for a 2-bridge knot K = S(α, β). But Theorem 5.1 implies that we can find one
among them which has integer coefficients.
Remark 5.4. Theorem 5.1 does not hold for the link case. For example, the rep-polynomial
of C[2, 1, 2], the Whitehead link, is
PK(u) = u
4(u4 ± 2u2 + 2) = u4(u2 + 1± i)(u2 − 1± i).
The sign in the above equation depends on the orientations of the two components of K.
If we change the orientation of one of two components, then u is changed to ±iu. As this
example shows, Riley polynomial W12(u
2) = 1
u2
PK(u) might have 0 as a root in link case.
Some rep-polynomials of links are decomposed into two polynomials with integer coeffi-
cients, but the two factors do not usually have the same property as g(u) in Theorem 5.1.
The rep-polynomials of a link K = C[2, 1, 4] are PK(u) or PK(iu), where
PK(u) = u
2(u6 − 3u4 + 4u2 − 1)(u6 − u4 + 1).
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When K is a knot, 1
u
PK(u) ∈ Z[u] is a monic polynomial whose constant term is either
1 or −1 by Lemma 4.18. So it is easy to show that r2 is a unit in Q(r2) for each nonzero
root r of PK(u), and we can show using Theorem 5.1 that r ∈ Q(r2) as follows.
Proposition 5.5. For any 2-bridge knot K, each nonzero root r of PK(u) belongs to the
trace field Q(r2), as a unit, of the parabolic representation corresponding to r.
Proof. Let K = C[n1, · · · , nk]. By Lemma 4.18, there is c2k ∈ Z, k = 1, 2, · · · , α−32 such
that
PK(u) = u(u
α−1 + cα−3uα−3 + · · ·+ c2u2 ± 1).
Therefore each nonzero root r of PK(u) satisfies the following equation:
(5.1) r2(rα−3 + cα−3rα−5 + · · ·+ c2) = ±1,
which implies that r is a unit in Q(r2) if r ∈ Q(r2).
By Theorem 5.1, PK(u) = ±ug(u)g(−u) and thus there are A(u) and B(u) in Z[u] such
that g(u) = A(u2) + uB(u2). Note that gˆ(u) 6= g(u) and thus B(u2) 6= 0. So if g(r) = 0
then r = −A(r2)
B(r2)
∈ Q(r2), which implies that Q(r) = Q(r2). 
Remark 5.6. Proposition 5.5 does not hold for 2-bridge links. For example, the rep-
polynomial of C[2, 1, 2] is u4(u4 ± 2u2 + 2), and Q(r) is not equal to Q(r2) for any r such
that r4 ± 2r2 + 2 = 0.
Corollary 5.7. Let C[n1, n2, · · · , nk] and r be a non-zero root of the rep-polynomial PK(u)
of K. Then Q(r) = Q(uk(r)).
6. Complex volume and Cusp shape
In this section, we will see that the complex volume and the cusp shape of a parabolic
representation of an arbitrary 2-bridge knot can be easily computed using the quandle
coloring.
Let C[n1, · · · , nk] be any Conway diagram of a 2-bridge knot K with an arc coloring
{ai,j, bi,j} which corresponds to a parabolic representation ρ : G(K) → SL(2,C) and
n = n1 + · · · + nk. Then we have n + 2 regions, r1, · · · , rn+2 and we can define a region
coloring β : {r1, · · · , rn+2} → C2 on the given Conway diagram, satisfying the condition
illustrated in Figure 12 around each arc [18]. Now we choose any non-zero generic vector
p ∈ C2 and assign a complex number wj = 〈p, β(rj)〉 to each region rj, which is called a
region variable, and define a function C(w1, · · · , wn+2) by the sum of
wawc − wbwd
(wa − wd)(wc − wb) − 1 for Figure 13 (left)
wawc − wbwd
(wa − wd)(wc − wb) + 1 for Figure 13 (right)
over all crossings [22]. The potential function W (w1, · · · , wn+2) which is defined by Cho
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Figure 12. Rule for a region coloring
Figure 13. Region variables at a crossing
and Murakami in [6, 7], is the sum of
−Li2
(
wd
wa
)
− Li2
(
wd
wc
)
+ Li2
(
wa
wb
)
+ Li2
(
wc
wb
)
+Li2
(
wbwd
wawc
)
− pi
2
6
+ log
wa
wb
log
wc
wb
for Figure 13 (left)
Li2
(
wa
wb
)
+ Li2
(
wa
wd
)
− Li2
(
wb
wc
)
− Li2
(
wd
wc
)
−Li2
(
wawc
wbwd
)
+
pi2
6
− logwb
wc
log
wd
wc
for Figure 13 (right)
over all crossings.
Using the above two functions defined on the region variables induced from the arc
coloring vectors, the cusp shape and the complex volume VolC(ρ) ∈ C/ipi2Z can be easily
computed as follows for any parabolic representation ρ of K [6, 7, 23]. (See also [40] and
[13] for the earlier relevant works for complex volume.)
Theorem 6.1. Let {ai,j, bi,j} be an arc coloring of a 2-bridge knot K = C[n1, · · · , nk]
corresponding to a parabolic representation ρ : G(K) → SL(2,C). Let {wi}i=1,··· ,n+2 be
any region variable induced from the arc coloring, where n =
∑k
j=1 nj. Then
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(i) the cusp shape of ρ is given by C(w1, · · · , wn+2),
(ii) the complex volueme of ρ is given by
iVolC(ρ) ≡ W0(w1, · · · , wn+2) (mod pi2Z).
Here the function W0 is defined as follows.
W0(w1, · · · , wn+2) := W (w1, · · · , wn+2)−
n+2∑
k=1
(
wk
∂W
∂wk
)
Logwk
Example 6.2. Let K1 = C[2, 3, 0, 3, 2,−2, 2, 3] and K2 = C[2, 3]. Then by Theorem
6.1, Proposition 6.2 and Remark 6.3 of [31], there is a proper branched fold map f :
(S3, K1) → (S3, K2) which respects the bridge structures, which induces an epimorphism
f∗ : G(K1)→ G(K2), and the degree of f∗ is equal to 3.
We have seen in Example 5.2 that the rep-polynomial P 3
7
(u) of K2 is as follows:
P 3
7
(u) = u(u6 − u4 + 2u2 − 1) = u(u3 + u2 − 1)(u3 − u2 + 1).
The rep-polynomial P 101
217
(u) of K1 is expressed as
P 101
217
(u) = u(u3 + u2 − 1)(u3 − u2 + 1)h(u)hˆ(u),
where h(u) is an irreducible monic polynomial of degree 105:
h(u) = u105 − 2u104 − 5u103 + 14u102 + · · · − 4u2 + 1.
We can observe that P 3
7
(u) |P 101
217
(u). We will see in the next section that it is generally
true that if K1 ≥ K2 then PK2(u) divides either PK1(u) or P ′K1(u) (see Theorem 7.6).
Now we compute the cusp shapes and the complex volumes of the parabolic representa-
tions of G(K1) and G(K2) which correspond to the non-zero roots of P 3
7
(u) using Theorem
6.1. By the calculation using Mathematica, we can check that the cusp shapes and the
complex volumes of K1 are exactly 3 times those of K2 as expected, respectively. (See
Table 1 and Table 2.)
non-zero roots of P 3
7
(u) K1 = C[2, 3, 0, 3, 2,−2, 2, 3] K2 = C[2, 3]
u = 0.75487766 −27.05853199 −9.01951066
u = 0.87743883 + 0.74486176i −7.47073400 + 8.93834119i −2.49024466 + 2.97944706i
u = 0.87743883− 0.74486176i −7.47073400− 8.93834119i −2.49024466− 2.97944706i
Table 1. cusp shapes of K1 and K2
Note that cs(K1) = 3 cs(K2) + 4pi
2 when u = 0.8774388331 + 0.7448617666i and hence
cs(K1) = 3 cs(K2) (mod pi
2Z).
(See Table 2.)
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non-zero roots of P 3
7
(u) K1 = C[2, 3, 0, 3, 2,−2, 2, 3] K2 = C[2, 3]
u = 0.75487766 0 + 3.34036365i 0 + 1.11345455i
u = 0.87743883 + 0.74486176i −8.48436626 + 30.40603247i −2.82812208− 3.02412837i
u = 0.87743883− 0.74486176i 8.48436626− 9.07238513i 2.82812208− 3.02412837i
Table 2. complex volumes of K1 and K2
7. Epimorphisms between knot groups
There is a partial order on the set of prime knots as follows : We write K1 ≥ K2 for
two prime knots if there exists an epimorphism from G(K1) to G(K2). A knot is called
minimal if its knot group admits epimorphisms onto the knot groups of only the trivial
knot and itself.
7.1. ORS-expansion. Ohtsuki, Riley and Sakuma have constructed in [31] systemetically
epimorphisms between 2-bridge knot groups preserving peripheral structure when the two
knots have some special continued fraction expansions, and then it can be shown that all
epimorphisms between 2-bridge knot groups arise only from those Ohtsuki-Riley-Sakuma
construction by the result of Aimi-Lee-Sakai-Sakuma [2]. (See [36] and also [1] .) Therefore
non-minimal 2-bridge knots have the following special Conway’s normal forms.
Definition 7.1. We sayK has anORS-expansion of type n with respect to a = (a1, a2, · · · , am)
if K can be written as
K = C[1a, 2c1, 2a
−1, 2c2, 3a, 2c3, 4a−1, 2c4, · · · , n−1a−1, 2cn−1, na(−1)n+1 ]
where
a−1 = (am, am−1, · · · , a1), i = ±1 (1 = 1), ci ∈ Z.
Remark 7.2. Let K be an ORS-expansion of type n with respect to a = (a1, a2, · · · , am).
Then
(1) K is a knot if n is odd and it is a link if n is even.
(2) We can exclude the case ci = 0, ii+1 = −1, and this expansion with respect to a
is unique (see [36] and [12] for details).
(3) If ci = 0 and ii+1 = 1, then we can reduce the length of the expansion by 2. Thus
the resulting expansion after doing all the possible reducing, is the reduced even
expansion of K, if a is a reduced even expansion.
(4) C[am, am−1, · · · , a1] is equivalent to C[a1, a2, · · · , am] if m is odd and it is equivalent
to the mirror of C[a1, a2, · · · , am] if m is even. It follows from the fact the upside-
down of C[a1, a2, · · · , am] is C[(−1)m+1am, (−1)m+1am−1, · · · , (−1)m+1a1].
Theorem 7.3. Let K be a 2-bridge link which has an ORS-expansion of type n with
respect to a = (a1, a2, · · · , am). Suppose that (u1, · · · , um) is the ui-sequence of A =
C[a1, a2, · · · , am]. Then
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Figure 14. C[1a, 2c1, 2a
−1, 2c2, 3a, 2c3, · · · , 2c2n, 2n+1a]: knots
(i) the rep-polynomial PK(u) of K has the rep-polynomial PA(u) of A as a factor if K
is a knot, and either PK(u) or PK(iu) has PA(u) as a factor if K is a link.
(ii) the ui-sequence of K is as follows when it is considered in Z[u]/( 1uPA(u)).
(u1, · · · , um, 0,±um, · · · ,±u1, 0,±u1, · · · ,±um, 0, · · · , 0,±u1, · · · ,±um)
where the sign is not determined.
Proof. We may assume that the orientation of C[a1, a2, · · · , am] is the same as the first
part’s orientation of K, by changing the orientation of one component of a link K if
necessary, because each link has two rep-polynomials up to its orientation and one is
obtained from the other by converting u to iu.
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Consider a C-coloring on K which starts with two vectors a, b such that u = 〈a, b〉 is a
root of PA(u). Then the last two vectors of C[a1, a2, · · · , am] are f(u)a+g(u)b,±b for some
polynomials f(u) and g(u), and all the vectors of 2c1-block are ±(f(u)a+g(u)b) by Lemma
4.1. (See Figure 14.) So the first two vectors of 2a
−1-blocks are ±(f(u)a+ g(u)b),±b. We
claim that the last two vectors of 2a
−1-blocks are ±(a+h2(u)b),±b for some h2(u) ∈ Z[u].
If 2 = −1, then these blocks are the horizontally reflected diagram of 1a-block with an
reversed orientation and thus all the coloring vectors are also reflected up to sign and
especially the last two vectors are ±a,±b. If 2 = 1, then these blocks are the horizontally
half-rotated diagram of 1a-blocks with the reversed orientation and thus by Lemma 4.16
and Proposition 4.17 there is such h2(u) ∈ Z[u]. See Figure 15.
Figure 15. when 2 = 1 ; 〈a, b〉 = 1
By Lemma 4.1 again, all the vectors of 2c2-block are ±(a+h2(u))b and thus the first two
vectors of 3a-block are ±(a + h2(u))b,±b. Since 〈a + h2(u)b, b〉 = 〈a, b〉 = u, the last two
vectors of 3a-block must be of the form f3(u)a + g3(u)b,±b for some f3(u), g3(u) ∈ Z[u]
satisfying
um(u) = ±〈f(u)a+ g(u)b, b〉 = ±〈f3(u)a+ g3(u)b, b〉,
(We see that f3(u) is necessarily equal to either f(u) or −f(u).)
By repeating this process, we can conclude that the last two vectors of the diagram
C[1a, 2c1, 2a
−1, 2c2, 3a, 2c3, 4a−1, 2c4, · · · , 2n−1a, 2c2n−1, 2na−1]
are ±(a+ h2n(u)b),±b, and the last two vectors of the diagram
C[1a, 2c1, 2a
−1, 2c2, 3a, 2c3, 4a−1, 2c4, · · · , 2na−1, 2c2n, 2n+1a]
are f2n+1(u)a+ g2n+1(u)b,±b such that
〈f(u)a+ g(u)b, b〉 = ±〈f2n+1(u)a+ g2n+1(u)b, b〉.
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This implies that u is also a root of the rep-polynomial of K, which implies that PA(u)
divides PK(u). This proves (i).
The statement (ii) is obvious from Lemma 4.1, Lemma 4.16, and Lemma 4.17. 
Example 7.4. A link C[3, 2, 3] and a knot C[3, 2, 6] = C[3, 2, 3, 0, 3] are ORS-expansions of
type 2 and 3 with respect to a = (3). Therefore the rep-polynomial of C[3, 2, 6] is divided by
the rep-polynomial of C[3], u(u2−1), and so is the rep-polynomial of C[3, 2, 3] if we choose
a suitable orientation. These are the first 2 diagrams of Figure 16. We can check that if
Figure 16. Knots or links ≥ 31; 〈a, b〉 = 1
the orientation of one component of a link C[3, 2, 3] is reversed, then iPC[3](iu) = u(u
2 + 1)
divides the rep-polynomial PK(u) of K = C[3, 2, 3], or equivalently, PC[3](u) divides PK(iu).
(See Figure 17.) Note that the two rep-polynomials of K = C[3, 2, 3] is
P1(u) = u
2(u2 − 1)3(u2 − 2)(u6 − 3u4 + 2u2 + 2)(u8 − 2u6 + 2u2 + 1)
and
P2(u) = u
2(u2 + 1)3(u2 + 2)(u6 + 3u4 + 2u2 − 2)(u8 + 2u6 − 2u2 + 1),
and u(u2 − 1) is a factor of P1(u) = ±P2(iu).
Kitano and Morifuji proved in [24] that K1 ≥ K2 if the Riley polynomial of K2 divides
that of K1. Therefore the following Ohtsuki-Riley-Sakuma’s result immediately follows
from Theorem 7.3.
34 KYEONGHEE JO AND HYUK KIM
Figure 17. C[3, 2, 3]-link ≥ 31
Corollary 7.5 (Ohtsuki-Riley-Sakuma, [31]). Let K be a 2-bridge knot or link which
has an ORS-expansion of type n with respect to a = (a1, a2, · · · , am). Then K ≥ A =
C[a1, a2, · · · , am].
7.2. Epimorphisms and Riley polynomials. In this subsection, we prove the converse
statement of the result of Kitano and Morifuji. To do this, we need to prove the following.
Theorem 7.6. Let K1 and K2 be 2-bridge knots. Then the followings are equivalent.
(i) K1 ≥ K2.
(ii) PK2(u) divides either PK1(u) or P
′
K1
(u).
In the case that K1 ≥ K2 and K1 is a link (K2 could be a knot or link), PK2(u) divides one
of the four rep-polynomials of K1, PK1(u), PK1(iu), P
′
K1
(u), P ′K1(iu).
Proof. Let K2 = C[a1, · · · , am] and a = (a1, · · · , am).
(ii) ⇒ (i) : Since if the rep-polynomial of K2 = C[a1, · · · , am] is a factor of a rep-
polynomial of K1 = C[n1, · · · , nk] then the Riley polynomial of K2 = S(α2, β2) is a factor
of the Riley polynomial of K1 = S(α1, β1) with
β1
α1
= [n1, · · · , nk] and β2α2 = [a1, · · · , am],
there exists an epimorphism from G(K1) to G(K2) by the result of Kitano and Morifuji,
Theorem 3.1 in [24].
(i)⇒ (ii) : If we assume that there exists an epimorphism from G(K1) to G(K2), then K1
has an ORS-expansion of type 2n+1 with respect to any Conway’s normal form K2 = C[a],
that is,
K1 = C[1a, 2c1, 2a
−1, 2c2, 3a, 2c3, 4a−1, 2c4, · · · , 2na−1, 2c2n, 2n+1a]
where
a−1 = (am, am−1, · · · , a1), i = ±1(1 = 1), ci ∈ Z
by [2] and [31] (see also Theorem 3.1 of [36]). Let
b = (1a, 2c1, 2a
−1, 2c2, 3a, 2c3, 4a−1, 2c4, · · · , 2na−1, 2c2n, 2n+1a).
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Then PC[a](u) divides PC[b](u) by Theorem 7.3, which implies that (ii) holds because
PC[b](u) is either PK1(u) or P
′
C[b](u).
The last statement is similarly proved. 
Corollary 7.7. Let K1 = S(α, β) and K2 = S(α
′, β′). Then K1 ≥ K2 if and only if the
Riley polynomial of S(α′, β′) divides the Riley polynomial of either S(α, β) or S(α, β′′),
where ββ′′ ≡ ±1 (mod α).
Proof. This follows from that if β
α
= [n1, n2, · · · , nk] and β′′α′′ = [nk, nk−1, · · · , n1], then
α = α′′ and ββ′′ ≡ (−1)k−1 (mod α). 
Example 7.8. We have seen in Example 4.8 and Example 4.24 that the rep-polynomial
of K1 = C[2, 2, 5] and the trefoil K2 = C[3] are
PK1(u) = u(u− 1)(u+ 1)h(u)h(−u)
and
PK2 = u(u− 1)(u+ 1)
respectively, where
h(u) = u12 − 2u10 + u9 + 4u8 − u7 − 3u6 + 3u5 + 3u4 − u3 − u2 + 2u+ 1.
Therefore K1 ≥ 31 and K1 has an ORS-expansion of type 3 with respect to a = (3), and
also has an ORS-expansion of type 3 with respect to a = (2,−2). Actually,
K1 = C[2, 2, 5] = C[3,−2, 6] = C[3,−2, 3, 0, 3]
= C[2,−4, 2,−2, 2,−2] = C[2,−2, 0,−2, 2,−2, 2,−2].
The upside-down diagram of C[2, 2, 5] is
C[5, 2, 2] = C[6,−2, 3] = C[3, 0, 3,−2, 3] = C[2,−2, 2,−2, 2, 0, 2,−2],
and its rep-polynomial is u(u− 1)(u+ 1)h˜(u)h˜(−u), where
h˜(u) = u12 + 2u11 − 6u10 − 13u9 + 10u8 + 27u7 − u6 − 19u5 − 7u4 + 3u3 + 5u2 + 4u+ 1.
Note that h(u) 6= h˜(u), but they give the same trace field by Corollary 5.7.
Remark 7.9. It is an immediate consequence of Theorem 7.6 that a 2-bridge knot K is
minimal if K has an irreducible Riley polynomial. But the converse statement of this is
not always true. For example, the double twist knot J(4, 4) is minimal (see Proposition
3.1 of [28]), but its rep-polynomial is
PK(u) = u(u
3 + 2u+ 1)(u3 + 2u− 1)(u4 + u3 + 2u2 + 2u+ 1)(u4 − u3 + 2u2 − 2u+ 1),
which implies that the Riley polynomial of J(4, 4) has two irreducible factors.
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Appendix A. Torus knots and links
A.1. Torus knots. To compute the rep-polynomial of the torus knot K = T (2, 2k + 1),
we start with two vectors a0, b0 with 〈a0, b0〉 = u. Then the vectors at the i-th step is
calculated as follows. (See Figure 18.)
(ai, bi) = (a0, b0)X(u)
i = (a0, b0)
(−pi−1(−u) −pi(−u)
pi(−u) pi+1(−u)
)
From this we get the last vectors
a2k+1 = −p2k(−u)a1 + p2k+1(−u)b1
and
b2k+1 = −p2k+1(−u)a1 + p2k+2(−u)b1.
Therefore
PK(u) = ±〈a0, a2k+1〉 = ±up2k+1(−u) = ±〈b0, b2k+1〉
and thus the solutions of p2k+1(u) = 0 give non-abelian parabolic representations of K =
T (2, 2k+ 1). By Lemma 2.1, this equation can be rewritten using fn(u) := pn+1(u)−pn(u)
as follows.
p2k+1(u) = p
2
k+1(u)− p2k(u)
= (pk+1(u) + pk(u))(pk+1(u)− pk(u))
= (−1)kfk(u)fk(−u) = fk(u)fˆk(u)
= (−1)kfk(2− u2) = fˆk(u2 − 2).
So there is a 1-1 correspondence between the roots of fk(u) and the non-abelian parabolic
representations of K = T (2, 2k + 1), and the Riley polynomial is ±fk(2− y).
Figure 18. Torus knots and Torus links
PARABOLIC REPRESENTATIONS OF 2-BRIDGE LINKS 37
A.2. Torus links : K = T (2, 2k).
• Case 1 : The left diagram of Figure 18.
From
(a2k, b2k) = (a0, b0)X(u)
2k = (a0, b0)
(−p2k−1(−u) −p2k(−u)
p2k(−u) p2k+1(−u)
)
,
we get the last two vectors
a2k = −p2k−1(−u)a0 + p2k(−u)b0
and
b2k = −p2k(−u)a0 + p2k+1(−u)b0.
Therefore
PK(u) = ±〈a0, a2k〉 = ±up2k(−u) = ±〈b0, b2k〉
Note that u is a factor of p2k(−u) and each root of
1
u2
PK(u) =
1
u
p2k(u) = 0
gives a non-abelian parabolic representation of K = T (2, 2k). Since p2(u) = u,
there is no non-abelian parabolic representation for a link K = T (2, 2).
• Case 2 : The right diagram of Figure 18.
If we let t = −(2 + u2), then
(a2k, b2k) = (a0, b0)(X(u)X(−u))k
= (a0, b0)
(−(pk−1(t) + pk(t)) −upk(t)
−upk(t) (pk(t) + pk+1(t))
)
,
and thus we get the last vectors
a2k = −(pk−1(t) + pk(t))a0 − upk(t)b0
and
b2k = −upk(t)a0 + (pk(t) + pk+1(t))b0.
Therefore
PK(u) = ±〈a0, a2k〉 = ±u2pk(t) = ±u2pk(−2− u2) = ±〈b0, b2k〉
Note that pk(−2) = (−1)k+1k 6= 0 by (ii) of Lemma 2.1 and this implies that u is
not a factor of pk(−2− u2) and thus all the solutions of PK(u)u2 = 0 give non-abelian
parabolic representations of K = T (2, 2k). Since p1(−2 − u2) = 1, we can check
again that there is no non-abelian parabolic representation for a link K = T (2, 2).
Remark A.1. (i) From the above result we see that every torus link has non-abelian
parabolic representations if it is not the Hopf link. For example, K = T (2, 4)
has 2 non-abelian parabolic representations up to conjugate, which correspond to
the roots of the equation u2 = ±2. Here u2 − 2 = 1
u
p4(u) is from Case 1 and
u2 + 2 = −p2(−2− u2) is from Case 2.
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(ii) Since pmn(u) = pm(vn(u))pn(u),∀m,n ∈ Z by (vii) of Lemma 2.1, we get
p2k(u) = pk(v2(u))p2(u) = upk(v2(u))
and this implies the following: If we denote the two rep-polynomial of K by P1(u) =
up2k(u) and P2(u) = u
2pk(−2− u2), then
P2(iu) = −u2pk(−2 + u2) = −u2pk(v2(u)) = −up2k(u) = −P1(u)
and
P1(iu) = iup2k(iu) = iu(iu)pk(v2(iu)) = −u2pk(−u2 − 2) = −P2(u).
Remark A.2. For each oriented Conway diagram C[n1, · · · , nk] of a 2-bridge link K, we
can compute easily the rep-polynomial of K applying the same procedure to each block as
done in the torus link. That is, we get the last two vectors of the i-th block, iai,f , 
′
ibi,f ,
multiplying the matrix
(−pni−1(−u) −pni(−u)
pni(−u) pni+1(−u)
)
to the first two vectors of the i-th block,
iai,0, 
′
ibi,0. Here i and 
′
i are either 1 or i depending upon the orientation of the arcs.
Appendix B. J(2n1, 2n2, · · · , 2nm)-knots and links
Each 2-bridge link K has an even expansion J(2n1, 2n2, · · · , 2nm), where m is even if K
is a knot and m is odd if K is a link. In this section, we compute the rep-polynomial of
such diagrams. Using the even expansions, we don’t need to consider i, 
′
i for each block
and thus we have an explicit formula for the matrix to be multiplied at each block only
depending upon whether i is even or odd, that is, whether the block is on the left line or
on the right line.
Figure 19. even expansion diagram
From our convention of indexing in the diagram,
a2,0 = a1,0, b2,0 = a1,f
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and for k ≥ 1
a2k+1,0 = b2k,f , b2k+1,0 = b2k−1,f , a2k+2,0 = a2k,f , b2k+2,0 = a2k+1,f .
If we give an orientation on this diagram, then all the blocks on the right lines have the
same orientation types and the same is true for all the blocks on the left lines. For example,
if the orientation of b1,0 is given as in Figure 19, then the orientation of each block will be
as in Figure 20.
Figure 20.
Therefore we can compute arc vectors in each block as follows.
(1) If a = a2k,0, b = b2k,0 and a
′ = a2k,f , b′ = b2k,f , then we get
(a′, b′) = (a, b)(X(−u)X(u))n = (a, b)
(−(pn−1(t) + pn(t)) upn(t)
upn(t) (pn(t) + pn+1(t))
)
= (a, b)
(
(−1)nfn−1(−t)) upn(t)
upn(t) (−1)nfn(−t))
)
where u = u2k, t = t2k = −2− u22k, n = n2k.
(2) If a = a2k+1,0, b = b2k+1,0 and a
′ = a2k+1,f , b′ = b2k+1,f and k > 0, then we get
(a′, b′) = (a, b)(X(u)X(−u))n = (a, b)
(−(pn−1(t) + pn(t)) −upn(t)
−upn(t) (pn(t) + pn+1(t))
)
= (a, b)
(
(−1)nfn−1(−t)) −upn(t)
−upn(t) (−1)nfn(−t))
)
where u = u2k+1, t = t2k+1 = −2− u22k+1, n = n2k+1.
By the above process, we obtain the last two vectors am,f , bm,f and then we get the rep-
polynomial PK(u) of K as follows. If K is a knot, which is the case when m is even,
PK(u) = ±〈am,f , b1,0〉, and PK(u) = ±〈bm,f , b1,0〉 if K is a link.
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