Abstract: We present a Hermite interpolation problem via splines of odd-degree which, to the best knowledge of the authors, has not been considered in the literature on interpolation via odd-degree splines. In this new interpolation problem, we conjecture that the interpolation error is bounded in the supremum norm independently of the locations of the knots. Given an integer k ≥ 3, our spline interpolant is of degree 
Introduction
Interpolation via splines of degree 2k − 1 with simple knots has been considered for different boundary conditions that the spline interpolant is required to satisfy (see e.g. [Schoenberg 1964a; 1964b] and [Nürnberger 1989, pages 116-123] . One particular aspect of these problems is that the k-th derivative of the spline interpolant gives the minimal L 2 -norm among all functions that are smooth enough and satisfy the same boundary conditions (see e.g. [de Boor 1964; 1974] , [Holladay 1957 ], [Schoenberg 1964a; 1964b; 1964c] , [Nürnberger 1989] ). In the particular case of complete and natural interpolation of elements in the Sobolev space W l p via a spline of a given degree 2k − 1, this optimality property was a good starting point to prove that the the L p -norm of the interpolation error is independent of the locations of the knots (see [Shadrin 1992 ] and the references given there). We recall here that given a function f on [0, 1], 0 = τ 0 < τ 1 < . . . < τ m−1 < τ m = 1 and k ≥ 1 an integer, a spline s with degree 2k − 1 and (simple) knots τ 1 , · · · , τ m−1 is the complete spline if and only if s (k) 2 minimizes g (k) 2 over all functions g ∈ W k 2 satisfying g(τ j ) = f (τ j ), for j = 0, . . . , m g (i) (τ 0 ) = g (i) (τ 0 ), g (i) (τ m ) = f (i) (τ m ) for all i = 1, . . . , k − 1, (1) imsart ver. 2005/05/19 file: kmon-p5-bwf2.tex date : February 27, 2008 and is the natural spline if and only if s (k) 2 minimizes g (k) 2 over all functions g ∈ W k 2 satisfying g(τ j ) = f (τ j ), for j = 0, . . . , m,
(see e.g. [Holladay 1957] , [de Boor 1964; 1974] , [Schoenberg 1964a; 1964b; 1964c] , [Shadrin 1992] ).
Natural cubic splines (k = 2) go back at least to [Holladay 1957 ]. [Holladay 1957 ] was apparently the first to prove that the unique spline that satisfies the conditions in (2), and such that it is a cubic polynomial to the left and to the right of τ 0 and τ m respectively is equal to the natural spline interpolant.
In general, a natural spline s of degree 2k − 1 ≥ 3 admits a polynomial extension of degree 2k − 1 to the left and right of the boundary points τ 0 and τ m respectively; i.e.,
(see e.g. [Schoenberg 1964a; 1964b; 1964c] , [Nürnberger 1989] ).
If we fix the number of knots, and take h to be the maximal distance between two successive knots, it follows from Theorem 6.4 of [Shadrin 1992] that there exists c 1 > 0 (depending only on k) such that
where f ∈ C (l) [0, 1] , 0 ≤ i < k ≤ l ≤ 2k, and s is either the (corresponding) natural or complete spline interpolant ( [Shadrin 1992 ] makes this assertion for f in the Sobolev space W l ∞ , but via a standard Sobolev embedding theorem (see e.g. [Adams and Fournier, 2003 ], pages 80, 85) this implies the stated inequality). The result provides bounds that are independent of the locations of the knots τ 1 , . . . , τ m−1 . In particular, if f is C (2k) [0, 1] , and s is its complete spline interpolant then a bound that [de Boor 1974] had conjectured for k > 4. In connection with the previous bound, [de Boor 1974] found that it was sufficient to show boundedness of the supremum norm of the L 2 -projector of C (k) [0, 1] on the space of splines of degree k − 1 with knots τ 1 , . . . , τ n−1 . In other words, de
Boor conjectured that there exists some constant d k > 0 (depending only
where P f is the orthogonal projection of f on the space of splines of degree k − 1 with knots τ 1 , · · · , τ m−1 , equipped with the ordinary inner product
(see also [Shadrin 2001] ). Apparently, de Boor had conjectured such a result for the first time in 1972 ([de Boor 1973] ). However, the conjecture remained unsolved for more than 25 years before [Shadrin 2001 ] found a proof. The bound in (5) combined with the techniques developed by [de Boor 1974] for bounding interpolation error implies that there exists d j,k > 0 depending only on j and k such that
for all functions f ∈ C (k+j) , j = 0, . . . , k. The latter can obviously be viewed as a special case of (4), with i = 0, l = k + j and d j,k = c 1 . However, the bound in (5) makes the inequality in (4) valid for i = k as well, and hence it provides a stronger result.
A new Hermite interpolation problem

Description of the problem
Let k ≥ 2 be a fixed integer, and consider τ 0 = 0 < τ 1 < · · · < τ 2k−4 < τ 2k−3 = 1. Given a function f defined on the 2k − 2 points τ i for i = 0, · · · , 2k − 3, we denote by H k f the unique spline of degree 2k − 1 with (simple) knots τ 1 , · · · , τ 2k−4 that satisfies the 4k − 4 linear conditions
In what follows, we denote by E k (f ) the associated interpolation error f − H k f . Existence and uniqueness of the solution follows easily from the Schoenberg-Whitney- Karlin-Ziegler Theorem ([Schoenberg and Whitney 1953] ; Theorem 3, page 529, [Karlin and Ziegler 1966] ; or see Theorem 3.7, page 109, [Nürnberger 1989 ]; or Theorem 9.2, page 162, [DeVore and Lorentz 1993] ). When k = 2, the problem reduces to complete interpolation via a cubic polynomial. The latter is of less concern since asymptotic theory for the motivating statistical problem has already been developed for this case; see Wellner (2001a), (2001b) ]. We therefore assume hereafter that k ≥ 3.
This problem seems to be new in the sense that it has not been considered by the literature on interpolation via splines in general. Unlike in complete or natural interpolation, the "smoothing" boundary conditions of the spline interpolant H k f are not being absorbed at the boundary points τ 0 and τ m with m = 2k − 3 (here we refer to the conditions in (1) and (3)) but instead, are "re-distributed" somehow evenly among the knots. Another feature of this problem is that the number of knots of the spline interpolant depends on its degree, which seems to be somewhat unusual (personal communication 
Motivation
The consideration of this "non-standard" Hermite interpolation problem was originally motivated by a nonparametric estimation problem in a certain class of shape-constrained densities. In fact, it arises naturally in connection with the asymptotic distribution of the Least Squares (LS) and Maximum Likelihood (ML) estimators of a k-monotone density g on (0, ∞); i.e., a density that satisfies: (−1) l g (l) is nonincreasing and convex for l = 0, · · · , k − 2. Let X 1 , · · · , X n be n independent random variables with a common kmonotone density g 0 . Let G n be the empirical distribution of the X i 's; i.e.
It has been shown [Balabdaoui and Wellner 2004a] that both the ML and LS estimators, denoted hereafter byĝ n andg n respectively, are splines of degree k − 1 with simple (random) knots. The number and the locations of these are uniquely determined by the minimization problem defining the estimators (and the data via G n ), and they can be computed via an iterative spline algorithm (see [Balabdaoui and Wellner 2004b] ). Now, when the true k-monotone density g 0 is assumed to be k-times differentiable at some
0 is continuous in the neighborhood of x 0 , then the number of knots around x 0 increases to infinity almost surely and hence the distance between two successive knots decreases to 0. It turns out that proving that the stochastic order of this distance is n −1/(2k+1) as n → ∞ is the main key to deriving the exact rates of convergence ofg
n (x 0 ), j = 0, · · · , k − 1, as well as the corresponding limiting distribution.
Here we choose to focus ong n rather thanĝ n since it is easier through the simple characterization ofg n to make the link between the new Hermite problem in (6) and the nonparametric estimation problem. It has been shown [Balabdaoui and Wellner 2004a] a k-monotone functiong n to be equal to the LSE is given by
whereH
In other words,H n and Y n are the k-fold and (k − 1)-fold integrals ofg n and G n respectively, and their corresponding curves have to touch each other at every knot ofg n . Note also thatH n is a spline of degree 2k − 1 with the same knots asg n . Now, if we assume thatg n has at least 2k − 2 knots τ 0 < · · · < τ 2k−3 in the neighborhood of x 0 , an event that occurs with probability → 1 as n → ∞, then it follows from the characterization in (7)
], an identity that plays a major role in studying the distance between consecutive knots. Through this identity, the Least Square esimator, which in essence estimates the whole density, could be studied locally in the neighborhood of the point of interest 
The conjecture
Proving that the distance between successive knots is indeed of the stochastic order n −1/(2k+1) as n → ∞ still depends on bounding E k (f ) ∞ independently of the locations of the knots, for any function (k − 1)-differentiable function f such that f (k−1) admits a finite total variation. For more details, see [Balabdaoui and Wellner 2004d, page 16, Lemma 2.4] . We formulate our conjecture as follows:
If the bound in (8) is true, then we can establish the following lemma:
we have
Proof. Using Taylor expansion we can write for all t ∈ (0, 1) Since P k,j is a polynomial of degree at most 2k
, and hence, if j = 0, we have
by the conjecture. Now, for j = 1, · · · , k, we can apply again Taylor expansion to the function t → (t − u)
This implies that
and therefore
Remark. To conform more closely with the error bound given in the natural and complete interpolation problem, we note that the bound in (9) can be replaced by d k,j h k+j , where h denotes again the largest distance between two successive knots, and d k,j ≤ c k,j 2 (2k−3)(k+j−1) (2k − 3), which follows from iterative application of the c r -inequality. In the absence of a theoretical proof of (8), a natural approach is to replicate the interpolation problem a number of times. The knots of the spline interpolant as well as the single knot, u, of the hinge function f u (the function being interpolated) are drawn independently from a uniform distribution on [0, 1]. The procedure can be simply described as follows:
1. Generate 2k − 3 independent uniform random variables on (0, 1),
) and u = U 2k−3 , where
3. Find the spline H k f u , and calculate the supremum norm error Mathematica suppresses the corresponding outcome. This suppression due to severe ill-conditioning of the matrices does not happen if d is taken to be appropriately large. However, we believe that other numerical instabilities do occur and become increasingly severe as we increase the value of k. For k = 3, · · · , 10, we performed 2 × 10 4 Monte Carlo replications. The corresponding statistical summaries can be found in Table 1 . Of course, one is interested in the maximal interpolation error over all configurations, but it is also of some interest to get an idea about its distribution. In these simulations and further ones, the obtained maximal error over all knot configurations seems to be stable and reasonably small for k = 3, 4, 5. However, the order of this maximal error seems to increase with k to reach extremely large values (10 13 for k = 10 !). Note that the values of the median and the 95%-quantile decay steadily. In the absence of theoretical argument that proves or disproves the conjecture, large maximal errors would cast doubt on the validity of the conjecture for large k. However, we have an evidence of numerical instabilities that will be presented and discussed in the next subsection.
There, the interpolated function is much smoother than the hinge function since it is assumed to be 2k-times continuously differentiable, nevertheless extremely large interpolation errors do also occur. These large maximal errors can be compared with much smaller bounds that could be obtained via the perfect splines theory. So in this particular case, both theory and simulations are combined to seek a stronger support for uniform boundedness of the interpolation error.
Interpolation of
We have proved in subsection 2.3 that provided that the conjecture is true, the interpolation error is uniformly bounded for any function in C (k+j) Indeed, the interpolation error can be bounded more explicitly by the error for interpolation of a perfect spline, as was pointed out to us by A. Shadrin.
In this particular case, for a fixed set of knots 0 < τ 1 < · · · < τ 2k−4 < 1, we have sup
for all t ∈ [0, 1] where S * is a perfect spline of degree 2k with knots τ 1 , . . . , τ 2k−4 which satisfies
for j = 0, . . . , 2k − 4 (with the usual convention that τ 0 = 1 and τ 2k−3 = 1).
Recall here that a perfect spline P of degree 2k with knots τ 1 , . satisfying the condition (11) is of the form
where α i ∈ R for i = 0, . . . , 2k−1 (see e.g. [Bojanov, Hakopian, and Sahakian 1993] for a more general form). The inequality in (10) says that for any fixed set of knots the perfect spline gives the largest interpolation error, pointwise, over the set of 2k−times continuously differentiable functions such that f (2k) ∞ ≤ 1. Note that since polynomials of degree 2k − 1 are exactly recovered by the interpolation operator H k , the perfect spline can be taken to be equal to
Here, we omit writing explicitly the dependence of S * on the knots, but it should nevertheless be kept in mind. The bound in (10) provides a very useful way to verify computationally the conjecture for the class
and hence our conjecture holds for the class C (2k) [0, 1] if the right side in the last display stays bounded.
The bound in (10) can be proved using for example the same arguments of the proof of Lemma 6.16 in [Bojanov, Hakopian, and Sahakian 1993] .
Indeed, let f ∈ C (2k) [0, 1] with f (2k) ∞ ≤ 1 and suppose that there exists t 0 ∈ (0, 1) such that
Note that t 0 = τ j , j = 0, · · · , 2k − 3 since H k f interpolates f at the τ j 's. Let and consider the function
By assumption (12) it follows that |α| > 1. On the other hand, the function h admits at least 4k − 4 + 1 = 4k − 3 zeros: τ j , j = 0, · · · , 2k − 2 (counting multiplicities) and t 0 . It follows by Rolle's theorem that h (2k−2) has at least 4k − 3 − (2k − 2) = 2k − 1 distinct zeros. Now, note that h (2k−2) is a continuous function on [0, 1] whose first derivative h (2k−1) might only jump at the internal knots. This implies that h (2k−1) will change its sign at least 2k − 2 times. However, the latter is impossible. Indeed, since |α|
and therefore the function h (2k) will have the same number of sign changes as (S * ) (2k) , namely 2k − 4, and the sign changes occur when t takes values in the set of internal knots τ j , j = 1, . . . , 2k − 4. This in turn implies that h (2k−1) has at most 2k − 3 sign changes. The contradiction completes the proof.
Our numerical results based on 10 4 Monte Carlo replications point to boundedness of the interpolation error for the perfect spline and are reported in Table 2 for k = 3, · · · , 10 where the column labelled "factor" multiplies all of the preceding columns. Note the particular pattern of decay of the maximal error as k increases.
The last column corresponds to the maximal error for interpolating the perfect spline ×(2k)!. This gives an upper bound for the error for interpolating f 0 (t) = t 2k ; i.e., an upper bound for the supremum norm of the 2, which is rather an interesting outcome in its own right. We should mention here that simulations with a larger number of replications (2 × 10 4 and 5 × 10 4 ) yielded similar statistics to those reported in Table 2 .
A natural question to ask is whether the obtained bounds are actually achieved by the corresponding monosplines. Based on 10 4 simulations, a statistical summary of f 0 − H k f 0 ∞ = E k (f 0 ) and that of the complete interpolation error are obtained for k = 3, · · · , 10 and reported in Table 3 .
The results show two different aspects. On one hand, we see that the maximal Hermite interpolation error is much smaller than 2 for the values k = 3, 4, 5, and that the errors given by the Hermite and complete spline interpolants are quite comparable. On the other hand, when k ≥ 7, the obtained maximal errors given by the Hermite spline are very large. We believe that these large values result from numerical instabilities as they are not at all in agreement with the rather stable upper bounds given by the perfect splines. In order to investigate more this latter aspect, the 10 largest interpolation errors have been isolated but more importantly the corresponding configurations of the knots (for more numerical details, see the Mathematica program 'MN-MCConfigIsol-post'). In Table 4 that have occurred over 10 4 independent replications and the corresponding knot configurations, for k = 7, · · · , 10. In the table, we underline the knots whose in-between distances are of the order of 10 −3 . The closeness of two knots or more is expected to result in severe ill-conditioning of the linear system to be solved. For these "bad" configurations, stability of the complete problem might be partially explained by the fact that only the function is interpolated. As we interpolate also the first derivatives at the knots, having them very close to each other makes the linear system in our problem much closer to being singular.
Although the following fact is rather peripheral to the main problem treated in this paper, we would like to record it here. The result was brought to our attention by C. de Boor. When the knots of the spline interpolant are equally spaced; i.e., τ j+1 −τ j = (e1 and e2) for interpolating f0 and k = 7, 8, 9, 10 based on 10 4 simulations. Table  produced 
where B 2k is the Bernoulli polynomial of degree 2k, and B 2k = B 2k (0) is the corresponding Bernoulli number. In this case, the L ∞ norm of the interpolation error is given by Table 5 . We conjecture that, for a fixed k, this maximal error is the smallest over all configurations of the knots.
Conclusions and open questions
As mentioned On the other hand, our simulations based on the perfect splines theory suggest strongly that the conjecture is true when the interpolated function belongs to the C (2k) [0, 1] , another class that is also of great relevance for us in connection with the same estimation problems (see [Balabdaoui and Wellner 2004d, page 16, Lemma 2.4] ). In the particular case of f (t) = f 0 (t) = t 2k , it follows from the maximal error for interpolating the perfect spline that there exists some constant d k > 0 very close to 2 such that sup
The importance of the latter result is two-fold: beside that it gives a uniform upper bound on the monospline (it turns out that this bound can be greatly improved for small values of k, see Table 3 ), it serves as a way of checking the numerical stability of the solution given by interpolating "directly" f 0 .
The extremely large values obtained for the E k (f 0 ) ∞ for k = 7, · · · , 10 are believed to be due to severe ill-conditioning of the problem as some of the knots are very close to each other (see Table 4 ). This might explain also the large errors obtained for interpolating the hinge functions f u , u ∈ (0, 1) for large values if k. A part of this experimental work was not presented here and deals mainly with further computations aiming at checking whether there is any effect of using the B-spline basis as opposed to the canonical basis. The outcomes of many simulations that were performed with the two different bases and taking for every replication the same random knots were very comparable.
On the other hand, we have done more comparisons between our Hermite interpolant and the complete one to get a better understanding about their relative goodness of approximation. One might think that our spline interpolant problem should behave better than the complete spline in the case where the number of (interior) knots m − 1 = 2k − 4: the reasoning would be based on the fact that our spline interpolant matches not only the function to be approximated at the knots (including the boundary points) but it also matches its tangent, and hence tries to "adapt" more to its shape.
In all the examples that we have taken including f 0 (t) = t 2k disprove this Finally, it seems natural to wonder whether, for a given sufficiently smooth function f , the spline H k f is the solution of some minimization problem: We wonder whether the L 2 -norm (or in general the L p -norm, p ≥ 2) of (H k f ) (k) (or in general of (H k f ) (j) for some j ≤ k) minimizes some functional, yet to be defined. The problem seems to be hard to solve, and it is not clear yet in which direction one should try to find such a criterion, although the interpolation problem was first originated by a Least Squares problem.
Our aim in this paper is to call attention to this new interpolation problem, which plays the role of a bridge between deterministic spline theory and statistical estimation for k−monotone functions.
