Abstract. Using methods from classical analysis, sharp bounds for the ratio of differences of Power Means are obtained. Our results generalize and extend previous ones due to S. Wu(2005) , and to S. Wu and L. Debnath.
Introduction
Given two distinct positive real numbers a and b, we recall that the arithmetic mean A(a, b), the geometric mean G(a, b), the identric mean I(a, b), and finally M r (a, b), the power mean of order r, are respectively defined by and M r (a, b) = r a r + b r 2 .
Inequalities relating means in two arguments attracted and continue to attract the attention of mathematicians. Many recent papers were concerned in comparing the differeces between known means.
For instance, H. Alzer and S. Qui proved in [1] the following inequality relating the identric, geometric and arithmetic means of two distinct positive numbers a and b : This was later complemented by T. Trif [5] who proved that, for p ≥ 2 and every distinct positive numbers a and b, we have 2 e
In another direction we proved in [4] that the inequality
holds true for every distinct positive numbers a and b, if and only if p ≥ ln 3 2 / ln e 2 ≈ 1.3214, and that the reverse inequality holds true for every distinct positive numbers a and b, if and only if p ≤ 6/5 = 1.2.
In the same line of ideas, S. Wu proved in [6] a double inequality 2 1−1/r < M r (a, b) − G(a, b) A(a, b) − G(a, b) < 2r 1 − r Later, this inequality was sharpened and extended by Wu and Debnath [7] who proved that for distinct positive real numbers a and b we have
if 0 < r < 1/2 or r > 1, and a reverse inequality holds if 1 > r > 1/2. In this work, (see Theorem 3.1), we will we extend and generalize this further, by finding sharp bounds, depending only on s, t and p, for the ratio
where s, t and p are real parameters satisfying some conditions. S. Wu and L. Debnath in [7] proved also the following inequality
for every distinct positive real numbers a and b, provided that r > t > s > 0, t ≥ p > 0. In our Theorem 3.3, we will extend the domain of validity of this inequality. The paper is organized as follows. In section 2, we gathered some preliminary lemmas and propositions, some of them are of interest in their own right. In section 3, we find the statements and proofs of the main theorems.
Preliminaries
Our main tool in this investigation is the following Lemma 2.1, called the L'Hospital Monotone Rule. It was discovered, rediscovered, and refined by several mathematicians. a good account of this can be found in [2] where it is traced back to the work of Cheeger et al. [3] . We will include for the convenience of the reader, a proof which is -to our knowledge-different from the known ones.
Remark. When we describe a function by saying that it is increasing, decreasing, or convex, we mean that it has this property in the strict sense.
Lemma 2.1. (L'Hospital Monotone Rule.) Let I be an interval in R, and let • I be its interior. We consider two continuous functions f and g defined on I and differentiable on
, then for every c ∈ I the function :
is increasing (resp. decreasing) on I \ {c}.
Proof. Since a derivative has the Darboux property, we know that g ′ (
• I) is an interval, which does not contain 0 by assumption. So, g ′ has a constant sign on Let J = g(I). Since g is continuous and increasing, it defines a homeomorphism
Noting that the continuous function f • g −1 is derivable on
′ is increasing on
• J. This proves that f • g −1 is convex on J, and this is equivalent to the fact that, for every γ in J, the function
Making the increasing change of variable t = g(x) and γ = g(c) we conclude that, for every c in I, the function
is increasing on I \ {c}, which is the desired conclusion.
In the next Lemma 2.2 we will introduce and study some properties of a family of functions.
Lemma 2.2. Given three real numbers α, β, γ such that |α|, |β| and |γ| are distinct, we consider the function L α,β,γ defined on J = (0, +∞) by
The functions L α,β,γ satisfy the following properties :
Proof. (a) is obvious. (b) follows from the continuity of L α,β,γ and the fact that L α,β,γ (x) / ∈ {0, 1} for every x > 0. (c) is a simple verification. Finally, to see (d) we note that, if a > b > 0 then, from the fact that cosh(ax)
is increasing on (0, +∞), and using Lemma 2.1. we find
is increasing on (0, +∞). Now, noting that
x we conclude that, if 0 ≤ γ < β < α then L α,β,γ is increasing on (0, +∞), as the product of two positive increasing functions. This ends the proof of Lemma 2.2.
We are interested in the properties of monotony of these functions. The following result is a simple consequence of Lemma 2.2. Corollary 2.3. For distinct |α|, |β| and |γ|, the function ∆(α, β, γ)L α,β,γ where
is increasing on (0, +∞).
Proof. By Lemma 2.2, if 0 ≤ |γ| < |β| < |α| then ∆(α, β, γ) = +1 and L α,β,γ is increasing so the conclusion is true in this case. Now, if ∆(α, β, γ)L α,β,γ is increasing, and two of the numbers α, β, γ are transposed the quantity ∆(α, β, γ) changes its sign, and by Lemma 2.2, the function L α,β,γ is composed with a decreasing function (namely x → 1/x, x → 1 − x or x → x/(x − 1)). Hence, the product remains increasing. From this, the result follows since these transpositions generate all permutations of (α, β, γ).
The following Proposition and its Corollary are the main technical results used in the proof of Theorem 3.1.
Proposition 2.4. Let r and q be two real numbers such that r / ∈ {0, 1} and q = 0, and let G r,q be the function defined on J = (0, +∞) by
Then, the following conclusion holds : (a) G r,q is decreasing if and only if (r, q) belongs to one of the following sets :
is increasing if and only if (r, q) belongs to one of the following sets : Proof. First, note that
So, if we define K ℓ by K ℓ (x) = sinh(2ℓx) − ℓ sinh(2x), we find that
where H r,q (x) = (q − 2)K r (x) − qK r−1 (x). So, the sign of G ′ r,q (x) is the same as that of H r,q (x).
We want to find the necessary and sufficient conditions, on r and q, for H r,q to keep a constant sign on J.
First, let us eliminate some simple cases :
• For x ∈ J, we have H −1,q (x) = qK 2 (x) = 2q sinh(2x)(cosh(2x) − 1) > 0, and G −1,q is increasing on J.
• For x ∈ J, we have
So, G 1/2,q is increasing on J if q < 1 and it is decreasing on J if q > 1.
• For x ∈ J, we have H 2,q (x) = (q − 2)K 2 (x) = 2(q − 2) sinh(2x)(cosh(2x) − 1). So, G 2,q is increasing on J if q > 2 and it is decreasing on J if q < 2. In what follows we will suppose that r / ∈ {−1, 0, , 1, 2}. Since K ′ r (x) = 2r(cosh(2rx) − cosh(2x)) has the sign of r(r 2 − 1) for every x > 0, and K r (0) = 0, we conclude that K r has the sign of r(r 2 − 1) on J, In particular, it does not vanish on this interval. So, let us write
Clearly, the range of the function
plays an important role in our study. Noting
, (where L α,β,γ is the function defined in Lemma 2.2), and remembering that ∆(r − 1, r, 1) = −sgn (2r − 1)r(r − 2)(r 2 − 1)
we conclude, using Corollary 2.3, that (2r − 1)(r − 2)(r + 1)
is decreasing. Now, Lemma 2.1, proves that (2r − 1)(r − 2)(r + 1)
is also decreasing, or, equivalently, that (2r − 1)(r − 2)(r + 1) 1 − K r−1 Kr ) is increasing. So, let K r = 1 − K r−1 /K r , to find its range, we only need to determine the limits of this function at 0 + and at +∞. The results are shown in Table 2 .1.
In particular, K r does not vinish on J, it is positive if r > −1, and it is negative if r < −1. Now, If the functions K r K r and 2/ K r are denoted by A r and B r respectively, then, we have H r,q = A r × (q − B r ), and using the information in Table 2 .1, we can determine exactly, under what conditions H r,q keeps a constant sign on J. This is summarized in Table 2 .2, where we put, according to the value of r, the necessary and sufficient conditions that ensure the validity of the inequalities H r,q > 0 or H r,q > 0 on J.
(r + 1)
(r + 1) q ≥ 2r 0 < r < (r + 1) Table 2 .2. The necessary and sufficient conditions on r and q that ensure the validity of the inequalities H r,q > 0 or H r,q > 0 on (0, ∞).
From the last two columns of Table 2 .2, the conclusion of Proposition 2.4 follows. Corollary 2.5. Let r and q be two real numbers such that r / ∈ {0, 1} and q = 0, and let F r,q be the function defined on J = (0, +∞) by
Then, the following conclusion holds :
(a) F r,q is decreasing if (r, q) belongs to one of the following sets : (u + 1)) \ {(2, 2)}. (b) F r,q is increasing if (r, q) belongs to one of the following sets :
Proof. Given nonzero q and r, we define the function f r,q on [0, +∞) by f r,q (x) = (cosh(rx)) q/r − 1.
So that, for x > 0, we have F r,q (x) = f r,q (x)/f 1,q (x). Noticing that f r,q (0) = 0, and that, for x > 0, we have f
where G r,q is the function defined in Proposition 2.4, we conclude that the monotonicity of F r,q can be deduced from that of G r,q using Lemma 2.1. This proves Corollary 2.5
The next proposition, is the technical tool used in the proof of our Theorem 3.3. Proposition 2.6. Let q be a positive real number, and let R q (x, t) be the function defined on (0, +∞) × (1, +∞) by
Let A q be the subset of (1, +∞) defined by
Then,
Proof. It is convenient to write δ for t − 1 so that t = 1 + δ. With this notation, we have
We come to the conclusion that (t ∈ A q ) ⇐⇒ (∀ x > 0, q < S(x, t)).
Noting that lim x→0 S(x, t) = 2+4t 3
, we conclude that
In what follows, we will prove that S(x, t) > 2+4t 3
for all x > 0. Given t = 1 + δ > 1 and x > 0, let W be defined by
We can express W as follows
It follows that
Noting that the coefficients of x and x 3 in this expansion are zero, we conclude that
where P n is the polynomial defined by
Clearly, P n (0) = 0. Moreover, we have
Since (1 + δ) m − δ m − mδ m−1 ≥ 0 for δ ≥ 0 and m ≥ 1, we conclude that P ′ n (δ) > 0 for δ > 0, and consequently P n (δ) > P n (0) = 0 for δ > 0 and n ≥ 2. This proves that that W > 0, and consequently,
Remembering (1) we see that for t > 1 the condition t ∈ A q is equivalent to q ≤ 2+4t 3
, so we arrive to the following conclusion :
The proof of Proposition 2.6 is complete.
The following corollary is straightforward :
Corollary 2.7. Let q be a positive real number, and let R q and A q be defined as in Proposition 2.6. Then, for every k and ℓ in A q such that k < ℓ we have
The Main Theorems
In what follows the set of couples (a, b) where a and b are positive real numbers such that a = b will be denoted by D. (s + t)), (with the exception that p < 0 if s = −t), we have
Moreover, all these inequalities are sharp.
Proof. Let F r,q be the function defined in Corollary 2.5. If F r,q is strictly monotonous on the interval (0, +∞) then its bounds on this interval can be determined from its limits at 0 + and at +∞. In fact, it is straightforward to see that : That is (F q )
where R q is the function defined in Proposition 2.6. Now, consider two elements k and ℓ from A q such that k < ℓ. Using Corollary 2.7, we conclude that
It follows that x → (F q ) 
which is valid for every k and ℓ from A q such that k < ℓ. Consider, now, two distinct positive real numbers a and b. Since the ratio
