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This paper presents an asymptotic analysis of stochastic manufacturing systems
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lem. A method of “shrinking” and “entire lifting” is introduced in order to construct
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viding an error estimate for the constructed open-loop asymptotic optimal control.
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1. INTRODUCTION
This paper studies the problem of production planning in manufacturing
systems consisting of failure-prone machines in tandem with the long-run
average cost criterion. Bielecki and Kumar [1] obtained an explicit opti-
mal solution for a simple instance of the problem, namely that of a single
machine with two states (up and down) and a single product with linear
holding and backlog costs. Sharifnia [18] extended the Bielecki–Kumar
problem to allow for multiple machine states, without providing a rigor-
ous proof of the optimality result. Recently, Presman et al. [6] provided an
explicit optimal solution to the problem of an unreliable machine producing
two product types.
When inventory and backlog costs are not linear or when production
costs are present, it appears that the problem is unlikely to be solved explic-
itly. As a result, the Bielecki–Kumar approach or the method of Presman
et al. [6] to prove optimality based on the explicitness of an optimal solu-
tion is no longer applicable. Ghosh et al. [5] and Basak et al. [2] considered
a convex cost manufacturing problem with a diffusion term in its dynamics.
The existence of the diffusion term allowed them to rigorously analyze the
resulting average-cost minimization problem. They obtained a sufﬁciently
smooth solution of the dynamic programming equation, and then veriﬁed
the solution to be the value function for their problem. The convex cost
problem without diffusion was ﬁrst studied by Sethi et al. [10] with the use
of the vanishing discount approach. They developed appropriate dynamic
programming equations and established the existence of their solution and
a veriﬁcation theorem for optimality. In the case of no production cost,
they showed the optimality of a hedging point policy.
Srivatsan and Dallery [19] generalized the Bielecki–Kumar problem
to allow for two products. They limited their focus to only the class of
hedging point policies and attempted to partially characterize an optimal
solution within that class. The theory of optimality for an average-cost
multi-product problem for single/parallel machines or N-machine ﬂowshop
has been developed by Sethi et al. [9, 10] and Presman et al. [7]. They
obtained a veriﬁcation theorem and speciﬁed optimal control policies in
terms of the so-called relative cost function or potential function.
Since optimal solutions of the stochastic manufacturing problems are
difﬁcult to obtain in all but the simplest of the cases, researchers have
attempted to obtain suboptimal or near-optimal solutions of the prob-
lems. Of particular importance to us is the so-called hierarchical control
approach, which is based on the reduction of a given complex problem into
simpler approximate problems or subproblems and subsequent construction
of a satisfactory solution for the given problem from the solutions of the
simpler problems. Moreover, in the cases of stochastic systems where ﬂuc-
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tuation rates of some processes are much faster than the ﬂuctuation rates
of other processes, the hierarchical control approach can provide solutions
that are asymptotically optimal as the ﬂuctuation rates of the faster pro-
cesses become large. This is a powerful idea and there is now a considerable
literature devoted to the asymptotic analyses of hierarchical manufacturing
systems consisting of failure-prone machines with discounted cost criteria;
see Sethi and Zhang [15], Sethi [8], and Yin and Zhang [20] for references
and details.
Along these lines when it comes to problems with the average-cost cri-
terion, Sethi et al. [12] initiated a study of asymptotic analyses of single or
parallel machines with the long-run average cost criterion. In their model,
they assumed a positive inventory deterioration/cancellation rate for each
product. Without this assumption, Sethi and Zhang [11] proved that the
long-run average cost for the original problem converges to the long-run
average cost of the limiting problem, and also constructed an asymptotic
optimal open-loop control for the original problem from the limiting con-
trol problem.
In Sethi et al. [12] and Sethi and Zhang [11], however, one class of impor-
tant problems—that of the control problems in manufacturing systems with
state constraint—is left open; see also Sethi et al. [13]. These constraints
are inherent in systems with internal buffers, i.e., buffers between any two
machines, as the inventories in each one of them cannot be allowed to
become negative. Also it should be noted that most realistic manufacturing
systems including those with machines in tandem contain internal buffers.
The presence of state constraints causes great difﬁculty in the analysis.
On the one hand, they bring some particular boundary conditions to the
associated dynamic programming equations, whereas the existing viscosity
solution theory for nonlinear PDEs with boundary conditions is far from
complete. Thus, at present, we are not able to use the viscosity solution
approach as in Sethi and Zhang [11]. On the other hand, if we follow the
idea in Sethi et al. [12] of constructing a control for the original problem
from an optimal control for the limiting problem, then as in the discounted
case (see Sethi et al. [16]), the constructed control may not even be admis-
sible for the original problem.
The purpose of this paper is to study hierarchical controls in a manu-
facturing system with a series of machines in tandem subject to breakdown
and repair and facing constant demand for its products. We obtain a lim-
iting problem as the rates of machine breakdown and repair go to inﬁnity,
and use the optimal control of the limiting problem to construct open-loop
piecewise deterministic controls for the original problem. In constructing
these open-loop controls, we use a different technique than the “ﬁrst lift-
ing” and “then modiﬁcation” approach given in Sethi et al. [16]. Because
the long-run average cost criterion is considered, we can directly modify
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the control whenever the state constraints are not satisﬁed. It is shown that
these controls are asymptotically optimal under certain assumptions on the
cost functions involved. Furthermore, we analyze the asymptotic behavior
of the system trajectories under these controls and establish the conver-
gence rate at which the minimum long-run average expected cost for the
original problem approaches the minimum long-run average cost of the
limiting problem. Based on this analysis, we derive estimates of the differ-
ence between the average expected costs of the constructed control and the
minimum average expected cost of the original problem.
In our model, we assume a positive inventory deterioration/cancellation
rate for each product. This assumption corresponds to a stability condition
typically imposed on inﬁnite horizon problems (cf. Fleming and McEneaney
[3]), and it is essential in our proof of the main result in the paper.
The plan of our paper is as follows. In Section 2 we introduce the prob-
lem and specify the required assumptions. Section 3 is devoted to the study
of the relative cost function associated with the problem. In Section 4, we
establish the convergence of the minimum long-run average expected cost
for the original problem to the minimum long-run average cost for the
limiting problem. Finally in Section 5, hierarchical open-loop controls are
constructed from the solution of the limiting problem, and the convergence
behavior of the associated average costs is examined. Section 6 concludes
the paper.
2. PROBLEM FORMULATION
Let us consider a manufacturing system producing a single ﬁnished prod-
uct using N machines in tandem that are subject to breakdown and repair.
We are given a stochastic process mεt = mε1t    mεNt on the stan-
dard probability space   P, wheremεkt k = 1    N is the capacity
of the kth machine at time t, and ε is a small parameter to be speciﬁed
later. We use uεkt to denote the input rate to the kth machine, k =
1    N , and xεkt to denote the number of parts in the buffer between
the kth and k + 1st machines, k = 1    N − 1. We assume a constant
demand rate d. The difference between cumulative production and cumu-
lative demand, called surplus, is denoted by xNε t. If xεNt > 0, we have
ﬁnished good inventories, and if xεNt < 0, we have backlog.
The dynamics of the system can then be written as
x˙εkt = −akxεkt + uεkt − uεk+1t xεk0 = x0k k = 1    N (1)
where uεN+1t = d and ak > 0 are constants. The attrition rate ak rep-
resents the deterioration rate of the inventory of the part type k when
xεkt > 0 (k = 1    N − 1), and it represents a rate of cancellation of
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backlogged orders for ﬁnished goods when xεNt < 0. We assume sym-
metric deterioration and cancellation rates for ﬁnished good N only for
convenience in exposition. It would be easy to extend our results if a+N > 0
denoted the deterioration rate and a−N > 0 denoted the order cancellation
rate.
Equation (1) can be written in the following vector form,
x˙εt = −diagaxεt +Auεt xε0 = x0 (2)
where A  RN+1 → RN is the corresponding linear operator and
a = a1     aN. Here and elsewhere we use boldface letters to stand
for vectors and diaga = diaga1     aN. Since the number of parts in
the internal buffers cannot be negative, we impose the state constraints
xkε t ≥ 0, k = 1    N − 1. To formulate the problem precisely, let
S = 
0∞N−1 × −∞∞ ⊆ RN denote the state constraint domain, for
m = m1    mNmk ≥ 0 k = 1    N , let
Um = u = u1     uN d  0 ≤ uk ≤ mk k = 1    N (3)
and for x ∈ S let
Uxm = u  u ∈ Um and xk = 0⇒ uk − uk+1 ≥ 0 k = 1    N − 1
(4)
Let the sigma algebra  εt = σmεs  0 ≤ s ≤ t. We now deﬁne the
concept of admissible controls.
Deﬁnition 2.1. We say that a control uε· = uε1·     uεN· d is
admissible with respect to the initial state vector x0 = x01     x0N ∈ S if
(i) uεt is an  εt -adapted measurable process;
(ii) uεt ∈ Umεt for all t ≥ 0;
(iii) the corresponding state process xεt = xε1t     xεNt ∈ S
for all t ≥ 0.
Remark. The condition (iii) is equivalent to uεt ∈ Uxεtmεt,
t ≥ 0.
The problem is to ﬁnd an admissible control uε· that minimizes the
cost function
Jεx0m0 = lim sup
T→∞
1
T
E
∫ T
0

hxεt + cuεtdt (5)
where h· deﬁnes the cost of inventory/shortage, c· is the production
cost, and m0 is the initial value of mεt.
We impose the following assumptions on the random process mεt =
mε1t    mεNt and the cost function h· and c· throughout this
paper.
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(A.1) Let  = m1    mp for some given integer p ≥ 1, where
mj = mj1    mjN, with mjk k = 1    N denoting the capacity of the
kth machine, j = 1     p. The capacity process mεt ∈  is a ﬁnite state
Markov chain with the inﬁnitesimal generator Q = Q1 + ε−1Q2, where
Q1 = q1ij  and Q2 = q2ij  are matrices such that qrij ≥ 0 if j = i, and
q
r
ii = −
∑
j =i q
r
ij for r = 1 2. Moreover, Q2 is irreducible and, without
loss of generality, it is taken to be the one that satisﬁes Minijq2ij   q2ij =
0 = 1.
(A.2) Assume that Q2 is weakly irreducible. Let γ = γ1     γp
denote the equilibrium distribution of Q2. That is, γ is the only nonnega-
tive solution to the equation
γQ2 = 0 and
p∑
i=1
γi = 1 (6)
Furthermore, we assume that
min
1≤k≤N
{ p∑
j=1
γjm
j
k
}
> d (7)
(A.3) h· and c· are nonnegative convex functions. For all x x′ ∈ S
and u u′ ∈ Umj j = 1     p, there exist constants C0 and Kh ≥ 1 such
that
hx − hx′ ≤ C01+ xKh + x′Khx− x′
and
cu − cu′ ≤ C0u− u′
Remark. The condition (7) of Assumption (A.2) is not needed in the
discounted case. But here in order to apply the results of Presman et al.
[7], we need this condition.
We use εx0m0 to denote the set of all admissible controls with respect
to x0 ∈ S and m0 = m0. Let λεx0m0 denote the minimal expected cost,
i.e.,
λεx0m0 = inf
u·∈εx0m0
Jεx0m0 (8)
Here the long-run average cost criterion is used. We know, by Theorem 2.4
in Presman et al. [7], that λεx0m0 is independent of the initial condition
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x0m0. Thus we will use λε instead of λεx0m0. We use ε to denote
our control problem, i.e.,
ε 

minimize Jεx0m0= lim supT→∞ 1T E
∫ T
0 hxεt+uuεtdt
subject to

x˙εkt = −akxεkt + uεkt − uεk+1t
xεk0 = x0k k = 1    N − 1
x˙εNt = −aNxεNt + uεNt − d xεN0 = x0N
uε· ∈ εx0m0
value function λε = infuε·∈εx0m0 Jεx0m0
(9)
As in Fleming and Zhang [4], the positive attrition rate a implies a uni-
form bound for xεt. In view of the fact that the control uε· is bounded
between 0 and d ∧maxmj 1 ≤ j ≤ p, this implies that any solution xε·
to Eq. (2) must satisfy
xεkt =
∣∣∣∣x0ke−akt + e−akt ∫ t0 eaksuεks − uεk+1sds
∣∣∣∣
≤ ∣∣x0k∣∣e−akt + (2 max1≤j≤pmj + d
) ∫ t
0
e−ait−sds
≤ ∣∣x0k∣∣e−akt + 2max1≤j≤pmj + dak  k = 1    N (10)
Thus under the positive deterioration/cancelation rate, the surplus process
xεt remains bounded.
3. PROPERTIES OF THE RELATIVE COST FUNCTION AND
THE LIMITING CONTROL PROBLEM
In this section we examine elementary properties of the relative cost
known also as the potential function and obtain the limiting control prob-
lem as ε→ 0.
The Hamilton–Jacobi–Bellman equation in the directional derivative
sense with the average-cost optimal control problem in ε, as shown in
Sethi et al. [13], takes the form
λε = inf
u∈Uxmj
{
∂wεxmj
∂−diagax+Au + cu
}
+hx +
(
Q1 + 1
ε
Q2
)
wεx ·mj (11)
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where wεxmj is the potential function of the problem ε, ∂wεxmj/
∂−diagax+Au denotes the directional derivative of wεxmj along the
direction −diagax +Au, and Qf ·mj = ∑i =j qjif i − f j for any
function f · on . Moreover, following Presman et al. [7], we can show that
there exists a potential function wεxm such that the pair λεwεxm
is a solution of (11), where λε is the minimum average expected cost for ε.
Our analysis begins with the proof of the boundedness of λε.
Theorem 3.1. The minimum average expected cost λε of ε is bounded
in ε, i.e., there exists a constant M > 0 such that 0 ≤ λε ≤M for all ε > 0.
Proof. According to the deﬁnition of λε, it sufﬁces to show that there
exists a constant M ′ such that for xε· satisfying
x˙εkt = −akxεkt + uεkt − uεk+1t xεk0 = 0 k = 1    N − 1
x˙εNt = −aNxεNt + uεNt − d xεN0 = 0 (12)
uε· ∈ ε0m
we have
lim sup
T→∞
1
T
E
∫ T
0

hxεt + cuεtdt ≤M ′ (13)
In view of (12), we can derive
xεkt = e−akt
∫ t
0
eaks
(
uεks − uεk+1s
)
ds k = 1 2    N − 1
and
xεNt = e−aNt
∫ t
0
eaNs
(
uεNs − d
)
ds
which implies
xkt ≤
d + 2maxmj 1 ≤ j ≤ p
ak
 (14)
It is clear under Assumptions (A.1)–(A.2) that the functions h· and
c· are continuous; see Lemma F.1 in Sethi and Zhang [11]. Conse-
quently, uε· ≥ 0, uε· ≤ maxmj 1 ≤ j ≤ p + d, and inequality (14)
give (13).
In the remainder of this section, we derive the limiting control problem
as ε → 0. Intuitively, as the rates of the machine breakdown and repair
approach inﬁnity, the problem ε, which is termed the original problem, can
be approximated by a simpler problem called the limiting problem, where
the stochastic machine capacity process mεt is replaced by a weighted
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form. The limiting problem, which was ﬁrst introduced in Sethi et al. [17],
is formulated as follows.
As in Sethi and Zhang [15], we consider the enlarged control space. Let
0 = {(u1     up) = ((u11     u1N)     (up1      upN)) 
0 ≤ ujk ≤ mjk j = 1     p k = 1    N
}

Let 0x0 be the set of all functions
U
(
t
) = (u1(t)     up(t)) = ((u11(t)     u1N(t))     (up1 (t)     upN(t)))
such that Ut ∈ 0 for all t ≥ 0, and the corresponding solution of the
system
x˙kt = −akxkt +
( p∑
j=1
γju
j
kt −
p∑
j=1
γju
j
k+1t
)

xk0 = x0k k = 1    N − 1
x˙Nt = −aNxNt +
( p∑
j=1
γju
j
Nt − d
)
 xN0 = x0N
satisfy xt ∈  for all t ≥ 0. The objective of this problem is to choose a
control U· ∈ 0x0 that minimizes
J
(
U
( · )) = lim sup
T→∞
1
T
∫ T
0
[
h
(
x
(
s
))+ p∑
j=0
γjc
(
uj
(
s
))]
ds
We use 0 to denote the above problem and will regard this as our limiting
problem. Then we deﬁne the limiting control problem 0 as
0 

J
(
U
( · )) = lim supT→∞ 1T ∫ T0 [hx(s))+∑pj=0 γjc(uj(s))]ds
x˙k
(
t
) = −akxk(t)+ (∑pj=1 γjujk(t)−∑pj=1 γjujk+1(t))
xk
(
0
) = x0k k = 1    N − 1
x˙Nt = −aNxNt + 
∑p
j=1 γju
j
Nt − d xN0 = x0N
U· ∈ 0x0
minimum average cost λ = infU·∈0x0 JU·
The average cost optimality equation associated with 0 is
λ = inf
U0∈0
{
∂wx
∂−diagax+A∑pj=1 γjuj +
p∑
j=1
γjcuj
}
+ hx (15)
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where wx is a potential function for 0 and ∂wx/∂−diagax +
A
∑p
j=1 γju
j is the directional derivative of wx along the direction
−diagax+A∑pj=1 γjuj . From Presman et al. [7], we know that there exist
λ and wx such that (15) holds. Moreover, wx is the limit of wεxm
as ε→ 0.
4. CONVERGENCE OF THE MINIMUM
AVERAGE EXPECTED COST
In this section we consider the convergence of the minimum average
expected cost λε as ε goes to zero and establish its convergence rate. First
we give without proof the following lemma similar to Lemma C.3 of Sethi
and Zhang [15].
Lemma 4.1. Let Pt denote the transition matrix of the Markov process
αε ·. Then
Pt − P ≤ C1ε+ e−K0t/ε
for some positive constant C1 and K0, where P = γ11     γm1 with 1 =
1     1′ and γ = γ1     γm given in (6). Moreover, for all k ∈  and
t ≥ 0,
Pαε t = k − γk ≤ C1ε+ e−K0t/ε
Furthermore, we state the following result.
Lemma 4.2. Let
,t = ,mεt = Imεt=m1     Imεt=mpT 
Then, for any δ ∈ 
0 12 , any bounded deterministic measurable process β·,
and τ, which is a Markov time with respect to mε·, there exists positive
constants C2 and K1 such that
P
(∣∣∣∣ ∫ τ+t
τ
,s − γT βsds
∣∣∣∣ ≥ εδ) ≤ C2(e−K1ε−11+t + e−K1ε−1−2δ1+t−3)
for all t ≥ 0 and sufﬁciently small ε.
Proof. The proof is similar to the one given by Sethi et al. [16]. There-
fore, we omit the proof.
In order to get the required convergence result, we need the following
auxiliary result, which is the key to obtaining our main result.
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Lemma 4.3. For δ ∈ 
0 12  and any sufﬁciently small ε > 0, there exist
C3 > 0, x = x1     xN ∈  and
Uε· = u1ε ·     upε ·
= u11ε ·     u1Nε ·     up1 ε ·     upNε · ∈ 0x
such that for each j = 1    N ,
εδ ≤
p∑
i=1
uijε · ≤
p∑
i=1
γim
i
j − εδ (16)
and
λ+ C3εδ > lim sup
T→∞
1
T
∫ T
0
[
hxε t +
p∑
i=1
γicuiε t
]
dt (17)
where xε t is the trajectory under Uεt
Proof. First we select
U˜ε· = u˜1ε ·     u˜pε ·
= u˜11ε ·     u˜1Nε ·    
u˜p1 ε ·     u˜pNε · ∈ 0x˜ (18)
such that
λ+ ε > lim sup
T→∞
1
T
∫ T
0
[
hx˜ε t +
p∑
i=1
γicu˜iε t
]
dt (19)
where x˜ε t = x˜1ε t     x˜Nε t with
x˜iε t = x˜ie−ait + e−ait
∫ t
0
eais
(
p∑
j=1
γju˜
j
iε s −
p∑
j=1
γju˜
j
i+1ε s
)
ds
i = 1    N − 1 and
x˜Nε t = x˜Ne−aNt + e−aNt
∫ t
0
eaNs
(
p∑
j=1
γju˜
j
Nε s − d
)
ds
Based on (18) and (19), we construct Uε· such that (16) and (17) hold.
Here we consider N = 2. The other cases can be proved in the same
way. Let
i = j  mj1 = 0 j = 1     p i = 1 2
and
M1 = min
1≤i≤2
{ p∑
j=1
γjm
j
i
}
and M1 =
M1
M1 − 2εδ
+ 1 (20)
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We select ε0 such that for ε ∈ 0 ε0,
M1εδ < min
j∈1
mj1 (21)
For j ∈ 1, let
u¯
j
1ε t = u˜j1ε t ∨  M1εδ
and for j = 1     p, let
u¯
j
2ε t = u˜j2ε t
Noting that for j = 1     p
u¯
j
1ε t ≥ u˜j1ε t and u¯j2ε t = u˜j2ε t
we have
x¯1ε t = x˜1e−a1t + e−a1t
∫ t
0
ea1s
[
p∑
j=1
γju¯
j
1ε s −
p∑
j=1
γju¯
j
2ε s
]
ds
≥ x˜1e−a1t + e−a1t
∫ t
0
ea1s
[
p∑
j=1
γju˜
j
1ε s −
p∑
j=1
γju˜
j
2ε s
]
ds
= x˜1ε t ≥ 0 (22)
and
x¯2ε t = x˜2e−a2t + e−a2t
∫ t
0
ea2s
[
p∑
j=1
γju¯
j
2ε s − d
]
ds
= x˜2e−a2t + e−a2t
∫ t
0
ea2s
[
p∑
j=1
γju˜
j
2ε s − d
]
ds
= x˜2ε t (23)
Therefore, (21) gives
Uε· = u¯1ε ·     u¯pε ·
= u¯11ε · u¯12ε ·     u¯p1 ε · u¯p2 ε · ∈ 0x˜
Furthermore, from the deﬁnition of Uε· we have
0 ≤
p∑
j=1
γju¯
j
1ε t −
p∑
j=1
γju˜
j
1ε t ≤ M1εδ (24)
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Hence,
0 ≤ x¯1ε t − x˜1ε t ≤ e−a1t
∫ t
0
ea1s M1εδds
≤ M1εδ/a1 (25)
Thus (23) and (25) give∣∣x¯ε t − x˜ε t∣∣ ≤ M1εδ/a1 (26)
Consequently, Assumption (A.3) and the boundedness of x˜ε t and x¯ε t
give that there is a C31 > 0 such that∣∣∣∣ lim sup
T→∞
1
T
∫ T
0
[
hx¯ε t +
p∑
i=1
γicu¯iε t
]
dt − lim sup
T→∞
1
T
∫ T
0
×
[
hx˜ε t +
p∑
i=1
γicu˜iε t
]
dt
∣∣∣∣ ≤ lim sup
T→∞
1
T
∫ T
0
×
∣∣∣∣[hx¯ε t + p∑
i=1
γicu¯iε t
]
−
[
hx˜ε t +
p∑
i=1
γicu˜iε t
]∣∣∣∣dt
≤ lim sup
T→∞
1
T
∫ T
0
C31
[ M1εδ
a1
+ M1εδ
]
dt ≤ C31 M11+
1
a1
εδ
Thus, (19) implies that
λ+ C32εδ > lim sup
T→∞
1
T
∫ T
0
[
hx¯ε t +
p∑
i=1
γicu¯iε t
]
dt (27)
for some C32 > 0. Deﬁne
uˆ
j
1ε t =
u¯
j
1ε t
1+ 2εδ/M1 − 2εδ
and uˆj2ε t
= u¯
j
2ε t
1+ 2εδ/M1 − 2εδ
 j = 1     p
Then,
xˆ1ε t =
x˜1
1+ 2εδ/M1 − 2εδ
e−a1t + e−a1t
∫ t
0
e−a1s
×
( p∑
j=1
γjuˆ
j
1ε s −
p∑
j=1
γjuˆ
j
2ε s
)
ds
= 1
1+ 2εδ/M1 − 2εδ
x¯1ε t ≥ 0
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and
xˆ2ε t =
x˜2
1+ 2εδ/M1 − 2εδ
e−a1t + e−a1t
∫ t
0
e−a1s
×
( p∑
j=1
γjuˆ
j
2ε s − d
)
ds
= 1
1+ 2εδ/M1 − 2εδ
x¯2ε t −
2dεδ
a2M1
1− e−a2t
Therefore,
Ûε· = uˆ1ε ·     uˆpε ·
= uˆ11ε · uˆ12ε ·     uˆp1 ε · uˆp2 ε · ∈ 0
×
(
x˜
1+ 2εδ/M1 − 2εδ
)

Furthermore, from the boundedness of x¯ε t and Uε·,
xˆε t − x¯ε t
=
((
1− 1
1+ 2εδ/M1 − 2εδ
)
x¯1ε t
)
∨
(∣∣∣∣ 2dεδa2M1 1− e−a2t +
(
1− 1
1+ 2εδ/M1 − 2εδ
)
x¯2ε t
∣∣∣∣)
≤ C33εδ (28)
and ∣∣uˆjε t − u¯jε t∣∣ ≤ C33εδ j = 1     p (29)
for some C33 > 0. Similar to (27) we can show, by (28) and (29), that there
exists a C34 > 0 such that
λ+ C34εδ > lim sup
T→∞
1
T
∫ T
0
[
hxˆε t +
p∑
i=1
γicuˆiε t
]
dt (30)
By the deﬁnitions of M1 and M1 we know that
p∑
j=1
γjuˆ
j
1ε t =
p∑
j=1
γj
u¯
j
1ε t
1+ 2εδ/M1 − 2εδ
≥
p∑
j=1
γj
M1εδ
1+ 2εδ/M1 − 2εδ
> εδ (31)
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p∑
j=1
γjuˆ
j
1ε t =
p∑
j=1
γj
u¯
j
1ε t
1+ 2εδ/M1 − 2εδ
≤
p∑
j=1
γj
m
j
1
1+ 2εδ/M1 − 2εδ
=
p∑
j=1
γjm
j
1 − 2εδ (32)
and
p∑
j=1
γjuˆ
j
2ε t =
p∑
j=1
γj
u¯
j
2ε t
1+ 2εδ/M1 − 2εδ
≤
p∑
j=1
γj
m
j
2
1+ 2εδ/M1 − 2εδ
=
p∑
j=1
γjm
j
2 − 2εδ (33)
Now choose vj1ε t vj2ε t≥0 such that
v
j
i ε t = 0 j ∈ i i = 1 2
v
j
i ε t = 0 if
p∑
j=1
γjuˆ
j
2ε t ≥ εδ i = 1 2
and
p∑
j=1
γjv
j
1ε t =
p∑
j=1
γjv
j
2ε t = εδ if
p∑
j=1
γjuˆ
j
2ε t < εδ
Deﬁne
uj1ε t uj2ε t = uˆj1ε t + vj1ε t uˆj2ε t + vj2ε t
Uεt = u1ε t     upε t
= u11ε t u12ε t     up1 ε t up2 ε t
and let xε t be the trajectory under Uεt. Let x = x˜/
1 + 2εδ/M1 −
2εδ. We know, in view of (31)–(33), that Uεt satisﬁes (16), and xε t =
xˆε t. Therefore, (30) gives (17).
From Lemma 4.3, we can get the following lemma.
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Lemma 4.4. For δ ∈ 
0 12 , there exist C4 > 0, C4 > 0, x = x1    
xN ∈   and
Uε· = u1ε ·     upε ·
= u11ε ·     u1Nε ·     up1 ε ·     upNε · ∈ 0x
such that
min
1≤k≤N−1
inf
0≤t<∞
xkε t ≥ C4εδ (34)
and
λ+ C4εδ > lim sup
T→∞
1
T
∫ T
0
[
hxε t +
p∑
i=1
γicuiε t
]
dt (35)
where xε t = x1ε t     xNε t is the state trajectory under the con-
trol Uεt.
Proof. Let
Uˇεt = uˇ1ε t     uˇpε t
= uˇ11ε ·     uˇ1Nε ·     uˇp1 ε ·     uˇpNε · ∈ 0x
satisfy (16) and (17) in Lemma 4.3. Therefore, there exists
Uεt = u1ε t     upε t
= u11ε ·     u1Nε ·     up1 ε ·     upNε · ∈ 0x
such that
p∑
j=1
γju
j
iε t =
p∑
j=1
γjuˇ
j
iε t +
εδ
i
 i = 1    N − 1
Let xε t be the state trajectory under the control Uεt with the initial
xε 0 = x+ 1εδ. We know that xε t satisﬁes (34) and (35).
With Lemmas 4.1–4.4 we can show our main result.
Theorem 4.5. Let Assumptions (A.1)–(A.3) hold. Then for any δ ∈

0 12 , there exists a constant C5 > 0 such that for all sufﬁciently small ε > 0,
λε − λ ≤ C5εδ (36)
This implies in particular that limε→0 λε = λ
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Before giving the proof of the theorem, we outline the major steps in the
proof. First we prove λε < λ+ C5εδ by constructing an admissible control
uεt of ε from a near-optimal control of the limiting problem 0 and
by estimating the difference between the state trajectories corresponding
to these two controls. Then we establish the opposite inequality, namely,
λε > λ− C5εδ, by constructing a control of the limiting problem 0 from
a near-optimal control of ε, and then using Assumption (A.3).
Proof. In order to show that
λε ≤ λ+ C5εδ (37)
we can choose, in view of Lemma 4.4, that
Uεt = u¯1ε t     u¯pε t
= u¯11ε t     u¯1Nε t     u¯p1 ε t     u¯pNε t ∈ 0x
such that
min
1≤k≤N−1
inf
0≤t<∞
x¯kε t ≥ C4εδ (38)
and
λ+ C4εδ > lim sup
T→∞
1
T
∫ T
0
[
hx¯ε t +
p∑
i=1
γicu¯iε t
]
dt (39)
where x¯ε t is the state trajectory under the control U¯εt. We construct
the control
uˆεt =
p∑
j=1
Imεt=mju¯
jε t
and let
˙ˆxεt = −diagaxˆεt +Auˆεt xˆ0 = x
Then, for k = 1    N ,
Exˆεkt−x¯kεt2
=E
∣∣∣∣∣e−akt ∫ t0 eaks
[(
uˆεks−
p∑
j=1
γju¯
j
kεs
)
−
(
uˆεk+1s−
p∑
j=1
γju¯
j
k+1εs
)]
ds
∣∣∣∣∣
2
≤2E
[
e−akt
∫ t
0
eaks
(
uˆεks−
p∑
j=1
γju¯
j
kεs
)
ds
]2
+2E
[
e−akt
∫ t
0
eaks
(
uˆεk+1s−
p∑
j=1
γju¯
j
k+1εs
)
ds
]2

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Similar to the proof of (4.12) in Sethi et al. [12], we have
Exˆεkt − x¯kε t ≤ C51ε1/2 k = 1    N (40)
Consequently, by the boundedness of xˆεt and x¯ε t, and Assumption
(A.3), we get∣∣∣∣ lim sup
T→∞
1
T
E
∫ T
0
hxˆεtdt − lim sup
T→∞
1
T
∫ T
0
hx¯ε tdt
∣∣∣∣
≤ lim sup
T→∞
C0
T
∫ T
0
E
(
1+ ∣∣xˆεt∣∣Kh + ∣∣x¯ε t∣∣Kh)∣∣xˆεt − x¯ε t∣∣dt
≤ C52ε1/2 (41)
for some C52 > 0. It follows from Lemma 4.1 and the boundedness of c·
that ∣∣∣∣∣ lim supT→∞ 1T E
∫ T
0
cuˆεtdt − lim sup
T→∞
1
T
∫ T
0
p∑
j=1
γjcu¯jε tdt
∣∣∣∣∣
=
∣∣∣∣∣ lim supT→∞ 1T E
∫ T
0
p∑
j=1
Imεt=mjcu¯jε tdt
− lim sup
T→∞
1
T
∫ T
0
p∑
j=1
γjcu¯jε tdt
∣∣∣∣∣
≤ lim sup
T→∞
1
T
∫ T
0
p∑
j=1
∣∣∣Pmεt = mj − γj∣∣∣cu¯jε tdt
≤ C53ε (42)
for some C53 > 0. Thus, combining (39) and (41)–(42), we have that there
is a constant C54 > 0 such that
lim sup
T→∞
1
T
E
∫ T
0
[
hxˆεt + cuˆεt]dt ≤ λ+ C54εδ (43)
Note that in general, uˆεt ∈ εx. So based on uˆεt, we must construct
uεt ∈ εx such that it and its trajectory satisfy (43). Consequently, we
get (37). To do this, let
M2 = max
1≤j≤p
mjk  1 ≤ k ≤ N and M2 = max1≤k≤N
{
1
ak
ln
(
C4akε
δ
5M2
)−1}

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where C4 is given in (38). We show momentarily that there exists a control
uεt ∈ εx such that for t > 2M2,
E
∣∣uεkt − uˆεkt∣∣ ≤ C55(e−K2ε−11+M2 + e−K2ε−1−2δ1+M2−3) (44)
k = 1    N
for some C55 > 0 and K2 > 0. Hence, Assumption (A.3) gives
E
∫ T
0
∣∣cuεt − cuˆεt∣∣dt
≤ C0
∫ T
0
E
∣∣uεt − uˆεt∣∣dt
≤ C0
∫ 2M2
0
E
∣∣uεt − uˆεt∣∣dt
+C0C55
∫ T
2M2
(
e−K2ε
−11+M2 + e−K2ε−1−2δ1+M2−3
)
dt (45)
and
E
∫ T
0
∣∣hxεt − hxˆεt∣∣dt
≤ C56
∫ T
0
E
∣∣xεt − xˆεt∣∣dt
≤ C56
N∑
k=1
∫ T
0
e−akt
∫ t
0
eaksuεks − uˆεksds
≤ C56
N∑
k=1
1/ak
∫ T
0
uεks − uˆεksds (46)
Therefore we know, in the view of (43) and (45)–(46), that (37) holds.
Thus, it sufﬁces to show that there is uεt (∈ εx) satisfying (44). We
will modify uˆεt to uεt such that (44) holds and uεt ∈ εx. This
modiﬁcation is based on the estimation of Pxˆεkt < 0. Thus we ﬁrst
establish the following inequality by (38),
P
(
xˆεkt ≤ C4εδ/2
)
≤ P
(
xˆεkt ≤ x¯kε t − C4εδ/2
)
 by 38
= P
(
x¯kε t − xˆεkt ≥ C4εδ/2
)
≤ P
(∣∣x¯kε t − xˆεkt∣∣ ≥ C4εδ/2)
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= P
(∣∣∣∣∣e−akt ∫ t0 eaks
(
p∑
j=1
Imεs=mju
j
kε s −
p∑
j=1
Imεs=mju
j
k+1ε s
)
ds
−e−akt
∫ t
0
eaks
(
p∑
j=1
γju
j
kε s −
p∑
j=1
γju
j
k+1ε s
)
ds
∣∣∣∣∣ ≥ C4εδ/2
)
≤ P
(∣∣∣∣e−akt ∫ t0 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣ ≥ C4εδ/4
)
+P
(∣∣∣∣∣e−akt ∫ t0 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
k+1ε s
)
ds
∣∣∣∣∣
≥ C4εδ/4
)
 (47)
Note that for t > 2M2,∣∣∣∣∣e−akt ∫ t0 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣
≤
∣∣∣∣∣e−akt ∫ t−M20 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣
+
∣∣∣∣∣e−akt ∫ tt−M2 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣
≤ e−akt
∫ t−M2
0
eaksM2ds
+
∣∣∣∣∣e−akt ∫ tt−M2 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣
≤
∣∣∣∣∣e−akt ∫ tt−M2 eaks
(
p∑
j=1
(
Imεs=mj − γj
)
u
j
kε s
)
ds
∣∣∣∣∣+ C4εδ5  (48)
Therefore, it follows from Lemma 4.2 and (47)–(48) that for t ≥ 2M2,
P
(
xˆεkt ≤ C4εδ/2
)
≤ C57
(
e−K3ε
−11+M2 + e−K3ε−1−2δ1+M2−3
)
 (49)
k = 1    N − 1
for some C57 > 0 and K3 > 0. Based on (49), we use the induction to
construct the desired uεt from uˆεt. First for N = 2, set
yε1 t = xˆε1t − inf0≤s≤t xˆ
ε
1s
hierarchical production control 305
and
Bε1 = t  yε1 t = 0
Deﬁne
uε1t uε2t =
{ uˆε1t uˆε2t t ∈ Bε1
uˆε1t ∧ uˆε2t uˆε1t ∧ uˆε2t t ∈ Bε1 ,
and let
xε1t = x1e−a1t + e−a1t
∫ t
0
ea1s
(
uε1s − uε2s
)
ds
xε2t = x2e−a2t + e−a2t
∫ t
0
ea2s
(
uε2s − d
)
ds
We know that xε1t xε2t ∈  and
Euεt − uˆεt ≤ Euεt − uˆεtIxˆε1t<0
≤M2P
(
xˆε1t < 0
)
≤M2P
(
xˆε1t < C4εδ/2
)

Thus, (49) implies that there is a uεt such that (44) is true and uεt ∈
εx for N = 2.
In order to apply induction, let us now suppose that there exists uεt
such that (44) is true and uεt ∈ εx for N − 1. Then our task is to
show that this is also true for N . Proceeding along the line of the proof of
Lemma 5.2 in Sethi et al. [16], we can prove that this is true for N .
We now show that the opposite inequality (37) holds. First we show
that for any control uε· ∈ εx, there exists a control Uε· =
u1ε ·     upε · ∈ 0x such that Exεt − xε t is small, where
xε· and xε · are the respective state trajectories under controls uε·
and Uε·. Now we choose Uε· deﬁned by
ujε t = E
[
uεtmεt = mj
]
 j = 1     p
Then
Exεkt = xke−akt + e−akt
∫ t
0
eaks
(
p∑
j=1
Pmεt = mjujkε s
−
p∑
j=1
Pmεt = mjujk+1ε s
)
ds
xkt = xke−akt + e−akt
∫ t
0
eaks
(
p∑
j=1
γju
j
kε s −
p∑
j=1
γju
j
k+1ε s
)
ds
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Similar to Lemma 4.4, we can prove that there exists a control uε· ∈ εx
such that
min
1≤k≤N−1
inf
0≤t<∞
Exεkt > C58εδ (50)
and
lim sup
T→∞
1
T
E
∫ T
0

hxεt + cuεtdt ≤ λε + C59εδ (51)
where xεt is the state trajectory under the control uεt. Similar to (40)
we have ∣∣Exεkt − xkt∣∣ ≤ Ĉ51ε k = 1    N
Consequently, it follows from (50) that for sufﬁciently small ε, u1ε ·    
upε · ∈ 0. In view of the convexity and the local Lipschitz continuity
of h·, Jensen’s inequality yields
Ehxεt ≥ hExεt
= hxε t + 
hExεt − hxε t
≥ hxε t − C0
(
1+ ExεtKh + xε tKh
)∣∣Exεt − xε t∣∣
≥ hxε t − Ĉ52ε (52)
for some Ĉ52 > 0. In the same way, using Lemma 4.1, we can establish
Ecuεt =
p∑
j=1
Pmεt = mjE
cuεtmεt = mj
≥
p∑
j=1
Pmεt = mjcujε t
≥
p∑
j=1
γjcujε t − Ĉ53ε+ e−K0t/ε (53)
for some positive Ĉ53. By combining (52) and (53), we obtain
lim sup
T→∞
1
T
E
∫ T
0

hxεt + cuεtdt
≥ lim sup
T→∞
1
T
∫ T
0

hxε t +
p∑
j=1
γjcujε tdt − Ĉ54ε
for some positive constant Ĉ54. The inequality (51) implies that there
is a constant Ĉ54 > 0 such that λε − λ ≥ −Ĉ54εδ which completes the
proof.
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5. ASYMPTOTIC OPTIMAL CONTROL
In this section, based on the proof of Lemma 4.3, Lemma 4.4, and Theo-
rem 4.5, we give the procedure to construct an asymptotic optimal control.
Construction of an Asymptotic Optimal Control.
Step I. Pick an ε-optimal control U· = u1·     up· ∈ 0x
for 0, i.e.,
lim sup
T→∞
1
T
∫ T
0

hxt +
p∑
j=1
γjcujtdt < λ+ ε
Let
k = 4  m4k = 0 1 ≤ 4 ≤ p k = 1    N
Furthermore, let
M = min
1≤k≤N
{ p∑
j=1
γjm
j
k
}
and
M = M
M − 2εδ + 1
Deﬁne
u¯
j
1t =
{
u
j
1t ∨  Mεδ if j ∈ 1
u
j
1t otherwise,
u¯
j
kt = ujkt j = 1     p k = 2    N − 1
Then we get the control
Ut = u¯1t     u¯pt ∈ 0x
This step can be called partial pathwise lifting.
Step II. Deﬁne
uˆ
j
kt =
1
1+ 2εδ/M − 2εδ u¯
j
kt j = 1     p k = 1    N
Then we get the control
Ût = uˆ1t     uˆpt ∈ 0
(
x
1+ 2εδ/M − 2εδ
)

This step can be called pathwise shrinking.
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Step III. We choose
U˜t = u˜1t     u˜pt
such that
p∑
j=1
γju˜
j
kt =
p∑
j=1
γjuˆ
j
kt +
εδ
k
 k = 1    N
This step can be called entire pathwise lifting.
Step IV. Set
vεt = vε1t     vεN =
p∑
j=1
Imεt=mju˜
jt
and 
ykt = xk + εδe−akt + e−akt
∫ t
0 e
aksvεks − vεk+1sds
k = 1    N − 1
yNt = xN + εδe−aNt + e−aNt
∫ t
0 e
aNsvεNs − ddt
Set
uε1t = vε1t
Sub-step nn = 2    N. Set
zεn−1 = yεn−1t − inf0≤s≤t y
ε
n−1s
Bεn−1 = t  zεn−1t = 0
uεnt =
{
uεn−1t if t ∈ Bεn−1
vεnt if t ∈ Bεn−1
Then we get uεt = uε1t     uεNt.
6. CONCLUDING REMARKS
In this paper, under the long-run average cost criterion, the problem
of hierarchical production control in stochastic manufacturing systems with
machines in tandem is investigated. An extension of these results to stochas-
tic dynamic jobshops is worked out in Sethi et al. [14]. Here and in [14],
we have introduced the attrition terms in the systems under consideration.
A study of the hierarchical production control for these systems without
the attrition terms, as accomplished in the case of single machine systems
by Sethi and Zhang [11], remains open, and is a topic of future research.
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