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Abstract
Solid state thermal energy conversion techniques are becoming increasingly important for
both terrestrial and extraterrestrial applications, such as space power systems and waste
heat scavenging from different heat sources. In the current scenario, due to the potential
of providing an efficient thermal energy conversion with respect to the thermoelectric and
thermo–photovoltaic conversion methods, thermionic energy conversion is of particular in-
terest. Research has shown that the conventional design of thermionic converters is capable
of exhibiting a thermal energy conversion efficiency of around 20%, significantly higher than
those of solid state thermal energy conversion methods and broadly comparable to those of
most dynamic energy conversion techniques.
Unfortunately, the output power density of a conventional thermionic converter is found
to be very small (typically a few Watts) and further improvements in the key output char-
acteristics require high temperature operation (emitter temperature > 1200 K), limiting
the widespread use of this technique. Additionally, the materials used in the fabrication
of electrodes are not only toxic but also prone to radiation damage, and are therefore not
suitable for operation in hostile environments, such as those found in deep space probes. A
few research reports indicate that the output power density and heat conversion efficiency of
a thermionic converter can be enhanced by minimising the work function of electrodes and
the interelectrode gap. Such new configurations that possess a nano–scale vacuum gap are
known as thermo-tunnel devices due to the thermo–tunnelling of electrons in the vacuum
gap.
Although thermo–tunnel devices offer several inherent advantages over most solid state
energy conversion techniques, fabrication of such devices has not been possible due to the
lack of a promising electrode material, process technology and the fundamental understand-
ing of the device operation. In fact, optimisation of physical parameters, such as the in-
terelectrode separation, work function and temperature, for a nano–scale vacuum spaced
thermo–tunnel device is extremely important in order to test the feasibility of this tech-
v
nique for thermal energy conversion. In this thesis, an attempt has been made to develop a
roadmap to show how this technique can be scaled for efficient thermal energy conversion.
Quantum mechanical calculations performed for the function and physical parameter
optimisation of the thermo–tunnel device show that the choice of physical parameters dra-
matically influences the output characteristics and such configurations can be of particular
interest for both power generation and refrigeration applications. In power generation mode,
the thermo–tunnel device structure with an ultra thin vacuum gap (2–3 nm) is capable of
delivering a very high output power density of around 1000W.cm−2, while retaining the
advantage of having a feasible thermal energy conversion efficiency of around 12%. These
values are obtained for low electrode temperatures, typically in the 300–700 K range. Calcu-
lations further suggest that the work function of the electrodes should be as low as possible,
ideally smaller than 1.5 eV.
Diamond is undoubtedly the most preferential candidate for this purpose because of
the superb chemical inertness, thermal, electrical and radiation resilience properties, par-
ticularly relative ease of manipulating the work function via specific surface treatments.
Results of density functional theory (DFT) simulations have been presented for different
diamond/adsorbate interfaces in order to find a thermally stable and effective surface treat-
ment that is capable of reducing the work function of diamond to a suitable value.
It is observed that the thermodynamic stability of halogen terminated diamond surfaces
is relatively higher than those of previously studied surface treatments, including H, alkali
halides and alkali oxides. However, halogen surface treatments generally increase the work
function by inducing a positive electron affinity. In contrast to halogens, transition met-
als and particularly their oxides reduce the work function by inducing a negative electron
affinity. The oxides of transition metals, particularly Ti and Zn, onto a diamond surface
exhibit a negative electron affinity of around 3 eV. This value is much higher than the widely
used H–termination (∼ 2 eV) and can reduce the work function of a clean diamond surface
from around 4.5 to 1.5 eV. Energetics suggest that the thermal stability of such metal oxide
treatments is better than previously investigated H and Cs–O treatments and is therefore
promising for the wide operating temperature range of thermo–tunnel devices.
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Chapter 1
Introduction
Almost every way we make electricity today, except for the emerging renewable
and nuclear, puts out CO2. And so, what we’re going to have to do at a global
scale, is create a new system. And so, we need energy miracles.
William Henry Gates III (October 28, 1955 – present)
1.1 Background
The coming scarcity of fossil fuel reserves and rapidly accelerating energy consumption have
provoked severe global social and political unrest. According to the international energy
agency 2012 report [26], an approximately 50% escalation in global energy consumption is
expected by 2035, suggesting that in the near future, proven reserves, which are sufficient
only for a few more decades at current consumption rates, will deplete more rapidly than
ever. The role of energy is critical in bolstering the sustainable development and economic
growth of any nation, as the way of life that an average human takes for granted every
day depends directly and indirectly upon a stable and abundant supply of energy. A small
disruption in energy needs can quickly cripple our daily life by influencing the scientific,
communication, computing and transportation networks. The necessity of obtaining clean
and renewable energy alternatives has become more evident in recent years due to the
catastrophic impact of fossil fuels upon the environment.
Several types of clean energy resources (e.g. solar, nuclear, wind, hydro, tidal, ambient
vibrations) exist around us and extraction of useful energy (electricity) from such ambient
1
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energy sources could provide a potential solution for the global energy crisis via reducing
the dependence on fossil fuels [3, 4]. Nevertheless, efficient exploitation of energy resources
requires different types of sophisticated energy conversion techniques, systems and devices,
whose performance generally rely upon the structure and properties of the constituent ma-
terials. Due to the small efficiencies of energy conversion systems, efficient exploitation of
energy resources was considered to be a big problem until recently. However, the advent of
nanotechnology in material science and engineering, which has already revolutionised var-
ious research areas, has paved the way for efficient energy conversion and storage to meet
this challenge.
To exploit the ambient energy in order to reduce dependence on fossil fuels and de-
crease environmental impact, the development of new efficient energy conversion techniques
and storage systems has become more important than ever. In fact, the requirement for
autonomous quasi–perpetual and compact sources of electrical energy has dramatically
evolved from a number of niche applications, including space missions, advances in med-
ical physics, deployment of marine and terrestrial surveillance systems, the exploitation
of the earth’s resources and scientific data collection in increasingly hostile and inaccessi-
ble locations [3, 4, 27–30]. As an example, mechanically excited piezoelectric elements and
thermoelectric devices employing radioactive isotopes as a heat source have been used ex-
tensively for powering electronic circuitry of wireless sensor networks on the earth and deep
space probes, respectively.
This PhD work is centred on developing a road map for a new kind of energy harvest-
ing technology called thermo–tunnel device that is efficiently capable of converting thermal
energy into electricity in hostile environments. In the forthcoming sections of this chapter,
a brief overview of existing direct energy conversion technologies, working principles and
recent advances that have been made in this area, particularly in the case of thermo–tunnel
energy conversion, are summarised.
1.2 Energy conversion technologies
Solid state energy conversion is one of the most important topics in the area of energy
research. Although there is a multitude of options available, the most commonly used
CHAPTER 1.
1.2. ENERGY CONVERSION TECHNOLOGIES 3
compact electrical power generators transduce solar, vibrational or thermal energy into
electricity.
1.2.1 Vibrational energy conversion
The vibrational energy harvesters use one of three methods: electromagnetic (inductive),
electrostatic (capacitive) or piezoelectric to produce electric energy from mechanical vibra-
tions.
Electromagnetic (EM) vibration–to–electric energy conversion
Figure 1.1: Schematic diagram of a linear iner-
tial EM generator (from ref. [1, 2]).
In an EM energy converter system, which
works on Faraday’s law of induction, me-
chanical vibrations provide necessary ki-
netic energy to bring a coil (conductor)
into motion with respect to a fixed perma-
nent magnet (magnetic field). The rela-
tive motion between a conductor and mag-
netic field results in an induced electro
motive force (emf) in the conductor and
thus the vibrational energy is converted
into electrical energy. Since conducting
coils are generally fragile in comparison
to a magnet and use of a static coil can increase the lifespan of the energy harvester so
in most of recent designs the coil is kept fixed while the magnet is connected to a vibrating
element [3, 4, 31–33].
A typical EM energy converter configuration, as shown in Fig. 1.1, consists of a mass
mounted on a spring. The mass mounted on a spring moves out of phase with respect to
generator housing when subjected to an external source of vibrations. The moving mass
is connected to a magnet or a coil in such a way that when the system vibrates, the coil
cuts the lines of magnetic field generated by the magnetic core. The combination of moving
magnet and the coil is called electromechanical–transducer/damper and represented by ‘d’
in Fig. 1.1. The EM energy converter systems are divided in two categories [4]. In the first
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type, the permanent magnet moves with respect to the coil in a lateral manner, whereas in
the second type, the magnet moves in and out of the coil. Due to better electromagnetic
coupling, the the first type is more popular over the second type.
Figure 1.2: Comparisons of normalised power density of some existing EM vi-
brational energy harvesters. On Y-scale, the unit of ‘g’ is equivalent to that of
acceleration (from ref. [3, 4]).
Although EM energy converters generate a high output current density (mA.cm−3) in
the absence of any input voltage, the output voltage is observed to be small (typically
in the millivolt range). The performance of the vibrational energy conversion systems is
generally evaluated on the basis of a more precise term called normalised power density
(NPD=P/A2.V ), a function of stated power output (P ), volume of the harvester(V ) and
acceleration (A). In the case of EM energy converters, the NPD is varied over a wide range
and up to ≈1000µW.sec4.cm−2.m−3 has recently been reported [3,4,31–34]. The NPD of an
EM vibrational energy harvester varies dramatically with its dimensions and according to
recent studies, the NPDs of macroscale EM vibrational energy conversion units are found to
be much higher than those of microscale energy conversion units (Fig. 1.2) [1,2,31,32,35–39].
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Electrostatic (ES) vibration–to–electric energy conversion
The basic operation of an ES energy converter is rather simple. An ES energy converter
exploits vibrations to change the separation between the plates of an embedded variable
capacitor. In other words, if the charge on the variable capacitor is fixed, a decrement in the
capacitance forces surplus charge to move from the variable capacitor to a storage device or
to a load.
Figure 1.3: An equivalent circuit diagram for an ES energy harvester unit (from
ref. [5]).
.
To illustrate the mechanism of energy conversion, an equivalent circuit diagram for a
simple ES energy converter unit is shown in Fig. 1.3, comprising two capacitors Ca and
Cs and a startup voltage source Vin. Here, the variable capacitor Ca consists of two sets
of plates. The first set of plates is fixed on the housing, while the other set of plates is
associated with an inertial mass, vibrating with the source vibrations. Since the capacitance
of a capacitor lies between the maximum and minimum values and if the variable capacitor,
Ca, is somehow already charged from a startup voltage source Vin through the switch/diode
S1, a reduction in its capacitance caused by the change in inter–plate separation will move
charge into the storage device (Cs) or to a load through the switch/diode S2. Thus an ES
energy harvesting unit converts mechanical energy into electrical energy.
Depending upon the movement of the second set of plates that are connected to an
inertial mass, the ES energy converters are divided in three categories:
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Figure 1.4: Schematics of three types of ES energy harvesters (a) In–Plane Overlap
(b) In–Plane Gap Closing (c) Out–of–Plane Gap Closing (from ref. [4]).
Figure 1.5: Comparisons of normalised power density of some existing ES vibration
energy harvesting units (from ref. [3, 4]).
1. In–Plane Overlap where the change in the overlap area between fixed plates depends
upon the movement of mobile plate [Fig. 1.4 (a)].
2. In–Plane Gap Closing where the change in the gap between fixed plates depends upon
the movement of mobile plate [Fig. 1.4 (b)].
3. Out–of–Plane Gap where the change in the gap between the fixed and mobile plate is
associated with the movement of the mobile plate [Fig. 1.4 (c)].
CHAPTER 1.
1.2. ENERGY CONVERSION TECHNOLOGIES 7
The output voltages of the ES energy converters are normally high, in some cases a few
hundred volts (up to 200 V) [40]. However, due to high input impedance, such configura-
tions yield very low output current densities (≈10−9–10−6A.cm−3). Typical NPDs of the ES
energy conversion units lie in the range 10−4–102 µW.sec4.cm−2.m−3, which are generally
lower than those of EM and piezoelectric energy converters (Fig. 1.5) [39–44]. The biggest
advantage of the ES energy converters over the EM converters is that the dimensions of these
configurations are rather small and can easily be incorporated with the chip–level systems.
Piezoelectric (PE) vibration–to–electric energy conversion
The PE energy conversion units utilise the PE effect to convert mechanical vibrations into
electricity. The PE effect is closely related to the occurrence of electric dipole moments (and
surface charge densities) in those materials, which are normally electrically neutral but do
not possess inversion symmetry. These crystals generate a small voltage whenever they are
subjected to mechanical stress. The crystals, which are centrosymetric, show no PE effect.
The PE effect is a reversible process in this sense that a change in the dimensions can also
be induced by the application of a voltage to a PE material.
(a) (b)
Figure 1.6: (a) Imbalance of charges in a PE crystal caused by applied stress and
(b) Photograph of commercial PE energy converter devices with different size and
mass (source: Interuniversity Microelectronics Centre)
Fig. 1.6 (a) illustrates the PE effect in the crystal. In the case of zero strain, electrical
charges insides the PE crystal are perfectly balanced, which means a positive charge in one
place cancels out a negative charge nearby. Implementation of an external force deforms the
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crystal structure, pushing some of the atoms closer together or further apart. Deformation
of the crystal structure destabilises the balance of positive and negative charge that results
in a voltage at the electrodes.
Figure 1.7: Measured output power from the PE en-
ergy harvesters based on soft (donor doping) and hard
(acceptor doping) PZTs (Lead zirconate titanate), as a
function of temperature (from ref. [6]).
Many materials possess piezo-
electricity, which can be divided
in two classes: natural and syn-
thetic [4, 6, 45]. Table sugar,
bone, quartz, rochelle salt, berli-
nite, silk, enamel, dentin, DNA
and tourmaline–group minerals
are some well known example of
naturally occurring PE materials.
In the synthetic class, in addition
to GaPO4 and La3Ga5SiO, the
materials having perovskite struc-
ture often exhibit strong PE prop-
erties. BaTiO3, Na2WO3, LiTaO3,
PbTiO3, LiNbO3 and LiTaO3 are
some of the most common exam-
ples of perovskite structure. ZnO
is also known for exhibiting PE
properties. It is notable that some specific polymers, for example, cellular polypropylene
and polyvinylidene fluoride, and organic nanostructures are also recognised for their strong
PE behaviour.
Both theoretically and experimentally, the PE vibrational energy converters exhibit the
highest NPDs among other vibrational energy conversion techniques (PE and ES) [3]. The
typical NPDs for a PE vibrational energy converter ranges from 10−1 to 104 µW.sec4.cm−2.m−3
(Fig. 1.8) [39,46–55]. In contrast to the EM energy harvesters, the NPDs of microscale PE
energy harvesters are found to be higher than those of macroscale PE energy harvesters
(Fig. 1.8). In line with the ES energy harvesting units, the PE energy converter systems
generally yield high output voltages (a few volts). However, the output current density of
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Figure 1.8: Comparisons of normalised power density of some existing PE vibra-
tional energy harvesters (from ref. [3, 4]).
such systems is measured to be small (a few µA.cm−3). Although the output power density
shown in Fig. 1.8 may seem small for high power electronics applications, modules that
consist thousands of interconnected PE elements have been widely used to power electronic
circuitry of wireless sensor networks [4, 56].
For an efficient vibrational energy to electrical energy conversion, it is critical that the
resonance frequency of the PE energy harvester matches with the frequency of the source
vibration. This is in–fact an important area of research, as a change in ambient conditions,
such as temperature (Fig. 1.7), can affect the resonance frequency and hence the output
power of an energy harvester by modifying the material properties [6].
1.2.2 Solar photovoltaics
Solar photovoltaic systems convert sunlight into electricity using a p–n junction based device
called a solar cell. Unlike a conventional p–n junction diodes, solar cells are based on the
photovoltaic effect, in which two n– and p–type semiconductor materials in close contact
produce an electrical voltage when struck by light. Incident light on a solar cell generates
free electron–hole pairs on both sides of the junction and an inbuilt electric field at the
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junction separates the charge carriers with opposite charge and thus generates an electric
current by extraction of these charge carrier across the p–n junction.
Figure 1.9: Schematic of a solar cell.
Solar cells have been widely used for
both micro and macro scale power gener-
ation [27–29]. Under normal operating cell
temperature (NOCT) conditions [27–29], a
single crystal Si solar cell generates around
20mW.cm−2, with 0.6 V output voltage,
which can be extended easily upto several
hundreds MW by creating solar cell arrays,
making it promising for low power as well as
high power applications. The typical out-
put power density and the efficiency of a so-
lar cell depend upon multiple factors, such
as material quality, light intensity and envi-
ronmental temperature and humidity. For
example, a single crystal Si solar cell is more efficient and generates more power density
than an amorphous Si solar cell. In addition, the open circuit voltage (Voc) reduces with
increasing ambient temperature.
Although a wide range of configurations, including the thin film, dye–sensitized, organic
and multijunction solar cell, has already been explored [28, 57, 58], fresh efforts are still
being made to reduce the cost, and to increase the output power density and efficiency
of photovoltaic systems [27–29]. Research has also focused on the use of direct bandgap
materials, such as GaAs and InGaP, in solar cell fabrication. Due to high material cost direct
bandgap solar cells are not cost effective, however, these exhibit better efficiency (≈35%) in
comparison to those of indirect bandgap material–based solar cells (≈28%). A compilation
of the best research solar cell efficiencies is shown in Fig. 1.10. Although solar cells offer
several promising features, due to lack of sunlight, these options are not of significant interest
for many applications such as in deep space and under–water environments.
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Figure 1.10: A compilation of the best research solar cell efficiencies from 1976 to
2012 (source: National Renewable Energy Laboratory).
1.2.3 Thermal energy conversion
Due to an abundance of waste heat in our atmosphere, thermal energy conversion is a key
area of energy research and considered as a potential source of green energy. Moreover, there
are some niche applications, such as deep space exploration and under water surveillance
systems, where there is no sunlight and vibrations, thermal energy conversion is proven
to be the only realistic option. There are multiple techniques to convert thermal energy
into electricity. These techniques are generally divided in two main categories: dynamic
and static. This thesis is mainly focused on the suitability of static energy conversion
methods and therefore rotating (i.e. Brayton and Rankine cycles) and reciprocating (i.e.
Stirling engine) machines, which fall under dynamic energy conversion techniques, are not
considered in this section.
In static thermal energy conversion, thermoelectric, thermophotovoltaic and thermionic
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are three prominent thermal energy conversion techniques. These techniques offer several
inherent advantages over dynamic thermal energy conversion. The absence of moving com-
ponents results in an increase of reliability and system life, and a reduction of maintenance,
vibrations and noise. Importantly, the devices based on these techniques require a very
small amount of space.
Thermoelectric energy conversion
Figure 1.11: Schematic of p– and n–type ther-
moelectric legs of a thermoelectric genera-
tor(from ref. [7]).
Thermoelectric energy conversion systems
have been used successfully in a wide range
of applications, including waste heat re-
covery applications and deep space mis-
sions, such as SNAP, Transit–RTG and
GPHS–RTG [4, 30]. In addition, attempts
are underway to replace the alternator in
vehicles with the thermoelectric modules
mounted on the hot components, such as
exhaust pipe, thereby reducing the fuel con-
sumption. The most fascinating feature
of the thermoelectric devices is the ability
to utilise combustion, nuclear, solar or any
kind of heat energy sources.
A thermoelectric energy generator (TEG),
which is based on the Seebeck effect [30],
can be treated as a heat engine, where the
charge carriers (electrons and holes) serve
as the working fluid between the source and
sink. Fig. 1.11 shows the schematic of a thermo–electric generator that consists of two semi-
conductor legs bonded to two heat transfers surfaces, called the hot (source) and cold (sink)
junctions. Since the output voltage and the generated power from a single TEG are small,
high power devices are made by connecting several TEGs in series to increase the output
voltage capability and in parallel to increase the output current capacity. As an example,
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an array of TEGs (module) is shown in Fig. 1.12.
The performance of a TEG principally depends upon the thermoelectric properties of a
material. The thermoelectric material is characterised by the figure of merit, Z,
Z =
α2
ρk
, (1.1)
where k the thermal conductivity, ρ the electrical resistivity and α (the ratio of the resulting
voltage and the temperature difference, ∆V/∆T ) is the Seebeck coefficient. Eq. 1.1 indicates
that for a large value of the figure of merit, the thermal conductivity should be as low as
possible, while having the large values for α and the electrical conductivity (1/ρ).
(a) (b)
Figure 1.12: (a) Integration of several thermoelectric generators in a module
and (b) a 200 element ErAs:InGaAs/InGaAlAs thin film generator module (from
ref. [8])
.
Research in this field has traditionally focused on the use of p–type and n–type bismuth
telluride (Bi2Te3) and lead telluride (PbTe) materials for thermoelectric device fabrication,
which generally exhibit a small dimensionless figure of merit (ZTmax < 1) [4, 30]. Never-
theless, a wide range of new complex thermoelectric materials, including skutterudites and
the Zintl phase compounds, has started to be explored [7,9,59–61]. Much of the research in
these new thermoelectric materials has focused on increasing α and reducing k by manipu-
lating the nanostructure of the materials. Most of these new materials exhibit extremely low
lattice thermal conductivity (less than 0.6 W.m−1.K−1 at 1000 K) and tunable electronic
properties, which enhance the thermoelectric figure of merit, making them promising ther-
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moelectric materials for high temperature TEG operation [7, 9, 59–61]. The dimensionless
thermoelectric figure of merit, ZT , for some of these materials is shown in Fig. 1.13.
Figure 1.13: The dimension less figure of merit (ZT ) of recent high–performance
bulk thermoelectric materials as a function of applied temperature (from ref. [9]).
A large ZT is an indication of a large thermodynamic efficiency. To compete with
existing mechanical devices in terms of thermodynamics efficiency, the value for ZT should
lie in the range between 3.5 and 4.5. However, the maximum reported value for ZT is smaller
than 3.5 at 600 K [59–61]. Although low conversion efficiency (between 5–10%) limits the
widespread use of TEGs for power stations, the possibility of miniaturisation and a low cost
make them attractive for some low power energy harvesting applications.
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Figure 1.14: Efficiency of some best practice mechanical heat engines compared
with an optimistic thermoelectric estimate and a existing thermionic converter
(from ref. [10]).
Thermophotovoltaic energy conversion
In thermophotovoltaic (TPV) energy conversion, a solar cell converts generally infrared
radiation (0.8–100 µm region of the electromagnetic spectrum) emitted from a hot surface
into electricity. The working principle of a TPV solar cell is identical to that of any other
PV solar cell, where infrared photon irradiation causes electro–hole pairs to be created in a
material and hence produce electricity. TPV energy conversion systems are similar to TEGs
in this sense that these can also exploit combustion, nuclear or solar heat sources.
The efficiency of a TPV system is highly sensitive to the spectral range and the operating
temperature. The incident photons with energy less than the band gap contribute to waste
heat and high temperature operation generally results in the reduced efficiency. Strategies for
spectral control are an active focus of research worldwide [62–64]. One solution for spectral
control is to use selective emitters, i.e. emitters that emit strongly in those wavelength
regions, which are compatible with the specific TPV cell. Recent research shows that rare
earth materials Nd, Sm, Ho, Er, Tm and Yb emit selectively radiation with wave length 2.5,
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1.8–5.0, 2.0–2.1, 1.5, 1.8 and 1.0µm, respectively. The wave lengths of oxide-based emitters,
such as Yb2O3 (0.95 µm) and Er2O3 (1.55 µm) also lie in the infrared region [63, 64]. The
thermal stability of such oxide–based emitters is very high, generally stable upto around
2500 K. Other oxide based ceramics, such as MgO, SiO2, BeO, HfO2, ThO2 and Y2O3, have
also been used; however, these exhibit very low emissivity [63,64].
Another tool for spectral control is to use infrared filters. These infrared filters allow
only infrared radiation to pass through them and reflect remaining radiations back to the
emitter. The electric efficiency of TPV systems is generally found to be very small (≈
2%), depending upon the performance of multiple components, such as the emitter, PV
cell and filters. In TPV cell fabrication, to capture the entire range of infrared radiation
emitted by a 1000–2000 K black body, some selective materials and alloys, such as Ge, GaSb,
InGaAs/GaSb, InGaSb/InP and the quaternary InGaAsSb/GaSb and InGaAsP/InP, have
also been used, whose performance is better but not cost effective in comparison to those of
Si and Ge [63,64].
Thermionic energy conversion
Figure 1.15: Schematic of a thermionic con-
verter [11]. Here, the symbol e− represents an
electron.
In recent years, thermionic energy con-
version has attracted much attention
for thermal energy conversion, as its
thermal energy conversion efficiency can
be as high as 20%, which is much
greater than TEGs (5 – 7%) and
broadly comparable to that of a com-
monly used Si-based PV solar cell (15–
25%)(Fig. 1.10) [30]. Thermionic en-
ergy conversion devices are not used
frequently for space power systems.
However, some configurations that con-
tain both nuclear fuel assembly and
thermionic generators, such as the TOPAZ light weight thermionic reactor assembly, have
been proposed as alternatives to TEGs for space power applications [30].
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A thermionic converter, shown schematically in Fig. 1.15, consists of two electrodes: the
emitter, which thermionically emits hot electrons and the collector that collects the emitted
electrons. Similar to any other energy conversion technique, thermionic energy converters
have their own drawbacks [30]. In addition to thermal losses, thermionic energy converters
suffer from a severe space charge problem, which degrades the performance significantly.
Space charge accumulated between the electrodes impedes the flow of hot electrons from
the emitter to collector and thus reduces the output power.
Based upon the available solutions to this problem, thermionic converters are charac-
terised in two groups: close spaced converters and gas–filled converters. In close spaced
converter, the space charge effect is partially eliminated by making the interelectrode gap
very small (≈ µm), while in gas–filled converters, this problem is overcome by filling the
interelectrode gap with a rarefied gas, such as a Cs vapour. The positive ions produced by
the ionisation of the Cs vapour suppress the space charge in the interelectrode gap. In some
designs, an external electric field across the electrodes has been used to eliminate the space
charge effects.
Figure 1.16: Output power density of a Cs vapour filled
thermionic converter as a function of output voltage for
different collector temperatures when the emitter temper-
ature is fixed at 1573 K (from ref. [12]).
According to previous stud-
ies, fabrication of the emit-
ter requires a low work func-
tion material [30,65]. Unfortu-
nately, there are very few ma-
terials available that are suit-
able for electrode fabrication
(Table 1.1), and the most com-
monly used cathode material
is the CsO coated tungsten,
exhibiting a work function in
the 1.3–1.5 eV range [65]. Al-
though thermionic converters
yield the highest thermal ef-
ficiencies among other static
energy conversion techniques
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(Fig. 1.14), the typical output power density is still low, lying in the range between 1
and 5W.cm−2 (Fig. 1.16), when the emitter and collector temperatures are at 1500 and
300K, respectively [12,30]. Recently, photon enhanced thermionic emission (PETE), which
combines both photovoltaic and thermionic effects, has been reported for direct utilisation
of solar radiation [66]. However, the reported efficiency is found to be very low at 0.4% [66].
Table 1.1: Work function, φ ( eV), of some commonly used materials for thermionic
emitter applications [16].
Material φ Material φ Material φ
LaB6 2.50 W 4.54 Cs coated W 1.36
CeB6 2.50 Cs 1.81 Mo2C 3.70
Mo 4.15 Mo 4.15 CsxWO3 2.12
WC 3.60 Re 4.70 Re + C 4.10
Ir 5.34 Pt 5.52 Thoriated W 2.63
1.2.4 Thermo–tunnel energy conversion:
Thermo–tunnel energy conversion is a more advanced stage of thermionics, where a thermo–
tunnel phenomenon brings an abrupt change in the output power density. The thermo–
tunnel effect is described in great detail in Chap. 4. In brief, when the interelectrode
separation (a few µm) of a conventional vacuum–spaced thermionic converter is reduced
down into the nano–regime (a few nanometers), the height and particularly the width of the
interelectrode potential barrier decreases rapidly, which allows tunnelling of electrons be-
tween the electrodes. Combined thermionic emission and tunnelling of hot electrons results
in an enhanced output current density and thus high output power. This is a relatively new
class of solid state thermal energy conversion techniques, which is still being explored.
The thermo–tunnel effect, also known as the tunnelling thermoelectric effect, was first
observed by Smith et al. in 1980 [67]. In both current and voltage measurements, the
thermo–tunnelling effect was observed across the ultra thin oxide barriers (10–40 A˚) that
were sandwiched between metal electrodes. The metal–oxide–metal thermo–tunnel junc-
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(a) (b)
Figure 1.17: (a)Measured dV vs V for an Al–PbBi tunnel junction illuminated on
the PbBi side when the temperature was 1.588 K. and (b) Io, as a function of laser
power for four different fixed temperatures (from ref. [8]).
tions were formed using Al, AlxOy and Pb0.95Bi0.05 (described in their previous work [68]),
and one electrode (PbBi side) was heated using laser irradiation. The tunnel junctions were
biased at constant current for several voltages and temperatures. The laser induced voltage
change dV and current Io were measured as a function of voltage and laser power, respec-
tively (Fig. 1.17). These results are the first experimental evidence of the thermo–tunnel
current between metal electrodes. Since then several efforts, both theoretical [69–77] and
experimental [13, 78], have been made to exploit the thermo-tunnel effect for cooling ap-
plications. However, for power generation application, this phenomenon has received little
attention.
A semi–quantum mechanical thermionic converter model for cooling applications, pro-
posed by Mahan et al., has predicted that for room temperature (300 K) operation, the work
functions of the electrodes (emitter: φe and collector: φc) should be in the 0.7–0.8 eV range,
unattainable in the current context [72]. The maximum efficiency of thermionic refrigerator
was calculated to be only 2%, with φe=φc=0.7 eV, Tc=500 K and Te=700K. In later stud-
ies by the same authors [73, 74], multilayer thermionic refrigeration (three–layer sandwich
consisting of metal–semiconductor–metal) has been proposed to enhance the refrigeration
efficiency to around 2.5%. It is important to point out that the interelectrode separation
used in these proposed designs lie in the millimeter range and the output characteristics show
no dependence on the interelectrode gap. Inclusion of interelectrode gap is indeed very im-
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portant for the accurate modelling of the thermo–tunnel devices, as it directly impacts the
interelectrode potential barrier by reducing the effective work function of electrodes.
In a later quantum mechanical study, Hishinuma et al. showed that the available ma-
terials with work functions about 1 eV are mostly suitable for cooling applications. By
maintaining a nanometer sized gap between the electrodes and applying only a few volts,
the effective work function of the electrodes can be reduced down to 0.4 eV. For gaps of
5–15 nm, which are well within the present state of the art, only a small external voltage of
between 1 and 3V is required to create high current densities (≈ 102 A.cm−2), useful Peltier
coefficient (A criterion for performance evaluation of a cooler/heat pump) of around 0.3,
and a cooling power of 100W.cm−2 [75,76].
Figure 1.18: SEM photograph of a gold coated cantilever.
A tip is located at the lightly doped constriction part (from
ref. [13]).
In the experimental in-
vestigation conducted by the
same author [13], a microfab-
ricated cantilever (work func-
tion around 1 eV) with a ce-
siated metal (gold) coating
on the tip (Fig. 1.18) has
been realised to measure the
thermo–tunnel current success-
fully across the a nanome-
ter gap (10–20 A˚). Using a
lock–in technique, temperature
changes of 0.1–1.0 mK were ob-
served, corresponding to the
cooling power of 1–10 nW. Consistent with their previous theoretical findings [75, 76], the
electron emission was enhanced by reducing the vacuum gap, and an emission current of
1–10 nA was measured. The small magnitude of the emission current was due to the small
electron emission area of the tip.
In another experimental approach [78], gold electrodes (without Cs coating) were used
to establish a tunnel current. Due to the relatively high work function of the pure Au
electrodes, the resulting separation was in the 4.5–6.5 A˚ range, which is much smaller than
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the typical 20 A˚ (or more) used with low work function electrodes, such as Cs coated Au.
These experimental results clearly indicate that to realise a large tunnel current between
the electrodes, the work function of electrodes and interelectrode separation should be as
low as possible. These findings are later supported by recent theoretical and experimental
studies [79–83], which utilise different theoretical modelling approaches.
Figure 1.19: Variations of maximum output power density (Pmax) and conver-
sion efficiency ηmax depending on: (a) Th for equal electrode work functions
(φh=φc=1 eV), Tc=300K and interelectrode gap width d=20 A˚, and (b) the barrier
width with φh=φc=1 eV, Th=310K, and Tc=300K (from ref. [14]). The symbols
φ and T correspond to the work function and temperature, respectively, while the
subscripts h and c represent the emitter and collector.
Quantum–mechanical calculations, performed by Despesse and Jager [14], demonstrate
that the thermo–tunnel effect can be exploited for thermal energy harvesting applications.
Although this is not an extensive study, it provides an important insight into the factors
that affect the output power density and energy–conversion efficiency when a thermo–tunnel
device is working in a power generation mode. Results show that the output characteristics
of a power generating thermo–tunnel device depend critically upon multiple variables, in-
cluding the electrode work function, temperature and interelectrode separation, as shown in
Fig. 1.19. On increasing the interelectrode separation of a thermo–tunnel device, the maxi-
mum output power density reduces, while the maximum efficiency increases. Furthermore,
raising the emitter temperature increases both the maximum output power density and heat–
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conversion efficiency. Although the work function dependency of the output characteristics
has not been investigated, in all calculations, the values for electrode work functions are
kept very low (φh=φc=1 eV). In addition, high collector temperatures and thermal losses,
via conduction and radiation, are not included.
1.3 Importance of electrode material: diamond as a promis-
ing electron emitter
The selection of a suitable electrode material is critical in terms of performance improve-
ments of both thermionic and thermo-tunnel devices. A wide range of low work function
electrode materials, including metals as well as their carbide and oxides, has been tested
in the past for electron emission applications. The work function values for the most of
investigated materials, excluding Cs coated W, lie in 2–6 eV range (Table 1.1), which gen-
erally require very high operating temperatures (> 1000K) and are therefore not suitable
for the thermo–tunnel device applications. For example, extraction of a thermionic current
density (J) of 1A.cm−2 with pure tungsten, which has a work function of approximately
4.6 eV, requires an operating temperature of 2600 K. In contrast, a Cs coated W electrode
that has a work function of around 1.36 eV gives a similar current density at much lower
temperature (≈ 1000 K). The values of J for other cathode materials can be calculated using
Richardson–Dushman equation
J = AT 2exp
( −φ
kBT
)
, (1.2)
where A the Richardson–Dushman constant, φ the work function, kB the Boltzmann con-
stant and T is the temperature.
For many reasons, diamond is considered as an ideal candidate for fabrication of elec-
trodes in thermionic devices. The advantages of diamond as a promising electrode materials
are given below
– An efficient source of electrons [65,84,85].
– High thermal conductivity (2200–3000 W.m−1.K−1): ideal for quick heat dissipation in
the cold cathode [86,87].
– Relative ease in the modification of work function (can vary between 1 and 7 eV) [21, 22,
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88–95].
– Radiation resilience, promising for both mundane and radiation rich environments [86,87].
– Thermally stable, enabling moderately high temperature (upto 1200K) operation [65,86,
87].
–Possibility of growing nearly atomically-flat surface [86,87].
The work function of the diamond has been modified using both doping and chemical
modification of its surface. Although a detailed study on the modification of the work
function of diamond is included in Chap. 6 and 7 of this thesis, some of the work function
values that have already been achieved experimentally using different surface termination
and doping techniques are listed in Table 1.2.
Table 1.2 shows that the work function of diamond is largely independent of choice of
substrate material. However, it strongly depends upon the surface preparation and chemical
nature of dopants. For example, the average work function of the nitrogen doped diamond
is around 1.60 eV. In contrast, sulphur doped diamond has a work function of 2.54 eV.
Figure 1.20: Conventional diamond emitters fabricated
using Al as etching mask (from ref. [15]).
For the work function modi-
fication of diamond, surface ter-
mination techniques are generally
preferred over doping methods, as
surface termination processes are
easier and more controllable than
doping processes. Different sur-
face treatments yield different val-
ues for the work function. Re-
ports demonstrate that the H–
treatment significantly reduces the
work function of diamond, while
oxygen termination increases the
work function. It is noted that the
presence of C–H surface dipoles in-
duces a negative electron affinity (NEA), whereas C–O dipoles lead to a positive electron
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Table 1.2: Obtained work function (φ) values for diamond using different doping
and surface termination techniques (chronological order).
φ ( eV) Comments and References
3.85 Caesiated natural diamond (100) surface, work function experiments
performed using X–Ray Photoelectron Spectroscopy (XPS) and ultra-
violet photo–electron spectroscopy techniques [96].
2.4 Lithium fluoride (LiF) deposited on to a hydrogenated–terminated B–
doped diamond [94].
3.52 Hydrogen terminated type–IIb (low levels of nitrogen but significant
concentration of boron impurities) single crystal diamond (111) surface,
work function experiments performed using XPS technique [22,97].
2.54 Sulfur–doped nanocrystalline diamond on a molybdenum substrate,
Richardson’s constant (A)=40.71 A.cm−2.K−2 [98].
1.50–1.90 Nitrogen–doped diamond on a molybdenum substrate, A=0.1–
10A.cm−2.K−2 [84].
1.99 Nitrogen–doped nanocrystalline diamond on an n–type Si substrate,
A=70A.cm−2.K−2 [99].
1.30 Nitrogen–incorporated ultra nanocrystalline diamond,
A=0.84A.cm−2.K−2 [85].
2.22 Nitrogen–incorporated diamond thin films on molybdenum substrates,
A=5.96A.cm−2.K−2 [100].
0.90 Phosphorus–doped diamond on a molybdenum substrate, hydrogen
plasma exposure, A=10µA.cm−2.K−2 [101].
3.30–4.40 Nanocrystalline diamond thin films on polished molybdenum substrates,
work function varied with temperature [102].
1.42, 1.39, 1.40
and 1.34
Nitrogen-doped ultra nanocrystalline diamond films on Mo, W, Re and
MO/Re alloy substrates, A=0.69, 1.19, 53.10 and 3.67A.cm−2.K−2 for
Mo, W, Re and MO/Re alloy substrates, respectively [65].
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affinity (PEA). The origin of surface dipoles and their impact upon the electron affinity (χ)
and the work function are discussed in Chapt. 5, 6 and 7.
In several field emission studies [15, 103–105], because of the NEA behaviour, diamond
has already been proven as a promising electron emitter. In addition, it also shows good
stability and reproducibility, crucial for practical applications. Although to enhance the
electron emission, the fabrication of uniformly sharp tips over a large area seems to be a
difficult and expensive process, recent reports show that it is possible to fabricate reliable,
reproducible and cost effective diamond–based electron emitters (Fig. 1.20) suitable for ap-
plications where sufficiently high (>100 mA.cm−2) stable emission currents and low driving
voltages are required [15,103–105].
1.4 Thesis outline
The broad aim of this thesis is to design a diamond–based thermo–tunnel device that is
capable of operation in both mundane and harsh environments, such as those found in the
nuclear reactor compartments and deep space probes. Akin to a typical semiconductor
device fabrication process, the list of requirements for the fabrication of a diamond–based
tunnelling device has first to be formulated.
1. Optimisation of physical parameters, such as electrode work function, electrode tempera-
ture and interelectrode separation, for a thermo–tunnelling device according to the required
output power density and available heat input.
2. Development of low work function diamond electrodes to enhance the thermionic emis-
sion at low temperatures.
3. Achievement of thermally robust nanometer vacuum gaps and device packaging.
According to these requirements, to develop a roadmap for the realisation of thermo-
tunnel devices, this thesis is divided into three parts: theoretical background, applications
and summary and future work. Each part is subdivided into chapters and a summary of
the content of each chapter is outlined below.
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1.4.1 Part I – Theory and method
Chapter 2 – Theory
A brief overview of quantum mechanics and the many body problem for solving the Hamil-
tonian of the Schro¨dinger equation for complex systems are presented at the beginning of
this chapter. The discussion then proceeds to the brief introduction of Born–Oppenheimer
approximation, followed by ab initio density functional theory method that has been uni-
versally adopted for the noticeable advances in computational accuracy and speed. This
chapter also consolidates the information regarding the exchange–correlation terms, which
have been used to obtain the total energies, forces and experimentally observable quantities.
Chapter 3 –AIMPRO
In this chapter, an extended discussion regarding the implementation of quantum mechanical
density functional theory using the ab initio modelling program (AIMPRO) is presented. This
discussion has widened by introducing the concept of the pseudopotential approximation
to replace the effects of the motion of the core electrons of an atom and its nucleus with
the effective potential. Details regarding the supercell approach, Brillouin zone sampling,
basis sets, self consistency, wavefunction visualisation, Mulliken population analysis, electron
affinity calculation, adsorption energy calculation and treatment of evanescent states using
‘GHOST’ atoms have also been included, which are particularly useful for results presented
in Chaps. 5, 6 and 7.
1.4.2 Part II – Application
Chapter 4 – Thermo–tunnel device: operation and physical parameters optimi-
sation
This chapter details the function and physical parameter optimisation of the thermo–tunnel
device. Calculations for a simple thermo–tunnel device structure have been performed
using a MATLAB code developed for this project. Effects of physical parameters, such as
interelectrode separation, electrode work function and temperature, on the output power
density and heat–conversion efficiency have been investigated. Results will show that under
optimal conditions, a high output power–density of around 103W.cm−2, with efficiency in
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the range 8–12%, can be achieved with a single thermo-tunnel device. Impact of thermal
losses on the output characteristics and a discussion regarding other modes of operation
(heating and cooling) are also included.
Chapter 5 – Bulk diamond and its low index surfaces
The structural and electronic properties of bulk and low index (100), (110) and (111) di-
amond surface are analysed using ab initio simulations, as implemented in the AIMPRO
code. First, the surface electron affinities of clean, oxygenated and hydrogenated diamond
(100), (110) and (111) surfaces are validated against the literature values, thereafter the
electronic band structure are analysed for both terminated and unterminated low index di-
amond surfaces. A brief discussion on the bulk doping of diamond has also been included,
along with references that might be helpful to the reader.
Chapter 6 – Halogen functionalisation of diamond surfaces
In this chapter, the results of ab initio calculations have been presented regarding the ener-
getics and electron affinity of pure halogen (F/Cl/Br) and mixed halogen–hydrogen termi-
nated diamond surfaces. To investigate the coverage dependence of the electron affinity and
adsorption energy, halogen coverages onto clean (C–terminated) and H–terminated (par-
tially terminated) hydrogenated diamond surfaces are systematically varied from relatively
low (25% or 0.25 ML) to high (100% or 1 ML) halogen concentrations. This chapter will
demonstrate that the adsorption energy per adsorbate atom for small size adsorbates, such
as F and H, is largely independent of the surface coverage of adsorbates. However, in the
case of large size adsorbates, such as Cl and Br, the adsorption energy depends strongly
upon surface coverage. It will also be demonstrated that by careful selection of adsorbates
and their surface coverage, the electron affinity of the diamond can be varied over a very
wide range from −2.5 to 2.5 eV.
Chapter 7 – Ultra thin films of transition metals and their oxides on diamond
This chapter consolidates the results of ab initio simulations of diamond surfaces covered
with transition metals (Cu, Ni, Ti, V and Zn) and their metal oxides. Calculations are
performed for different surface coverage of TMs and different TM:O stoichiometries. Cal-
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culations will show that in addition to the chemical nature of TMs/TMOs, surface cover-
age/stoichiometry has a significant impact upon the electron affinity and adsorption energy.
The reactions of TMs/TMOs with diamond surface are proven to be highly exothermic
in nature. Ultra–thin coatings of selected TMs/TMOs may result in an NEA of around
−3.10 eV, reducing the work function significantly and thus enabling one to use diamond for
electron emission applications.
Chapter 8 – Overview: Diamond as the electron emitter for thermo–tunnel
devices
Key conclusions derived from the thesis have been summarised in this chapter. In addition,
this chapter also sheds light on the outlook for further developments, including the experi-
mental analysis on the work function measurement using kelvin probe force microscopy and
thermionic emission techniques.
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Chapter 2
Theory
Every word or concept, clear as it may seem to be, has only a limited range of
applicability.
Werner Karl Heisenberg (1901–1976)
2.1 Introduction
A brief discussion of the underpinning theory used in the density functional theory calcula-
tions of different diamond/adsorbate systems is presented in this chapter. Quantum many
body problem and the methods, including the Born–Oppenheimer approximation, for solv-
ing the many body Hamiltonian of the Schro¨dinger equation are discussed. In addition, the
exchange–correlation functional has also been scrutinised.
2.2 Quantum many body problem
In quantum physics, assessment of various properties, such as the energies and structures,
for a system of interacting electrons and nuclei requires the solution of the simplified Dirac
equation, commonly known as the Schro¨dinger equation. The time dependent Schro¨dinger
equation for three spatial dimensions can be expressed as
− ~
2
2m
∇2ψ(r, t) + V (r)ψ(r, t) = i~ ∂
∂t
ψ(r, t), (2.1)
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where ~ is the reduced Planck constant, m the particle’s mass, ψ(r, t) the wave function and
V (r, t) is the potential energy. The notations ‘r’ and ‘t’ are used to represent the spatial
and temporal coordinates, respectively.
For a free particle, where V (r)=0, Eq. 2.1 can be written as
− ~
2
2m
∇2ψ(r, t) = i~ ∂
∂t
ψ(r, t), (2.2)
Eq. 2.1 can also be described in terms of Hamiltonian (Hˆ) and energy (E) operators
Hˆψ(r, t) = Eψ(r, t), (2.3)
where − ~
2
2m
∇2 + V (r) = Hˆ and i~ ∂
∂t
= E. (2.4)
Solving the Schro¨dinger equation for some simple cases, such as the free particle, har-
monic oscillator and hydrogen atom, is relatively easy. However, solving it for a system
wherein a number of electrons and nuclei are interacting with each other is not possible due
to the lack of an analytic solution and therefore many approximations have to be made.
For a many body system (N electrons and M nuclei), the many body wave function (ψ),
which is a function of electron spatial and spin coordinates, and nuclear positions, can be
written as
ψ = ψ(r1, r2, ....., rN; s1, s2, ....., sN;R1, R2, ....., RM), (2.5)
where r1, r2, ....., rN the electron positions, s1, s2, ....., sN the electron spins andR1, R2, ....., RM
are the coordinates of the nuclei with masses (M1,M2, .....,MM), respectively.
The many body Hamiltonian (Hˆ) usually contains kinetic and potential energy terms
and can be written as
H = −
N∑
i=1
~
2
2me
∇2i −
M∑
A=1
~
2
2MA
∇2A −
N∑
i=1
M∑
A=1
ZAe
2
4piε0riA
+
N∑
i=1
N∑
j>i
e2
4piε0rij
+
M∑
A=1
M∑
B>A
ZAZBe
2
4piε0RAB
, (2.6)
in which rij = |ri − rj|, riA = |ri −RA|, RAB = |RA −RB|. (2.7)
If the system of atomic units is used, e, me, ~ and 4piε0 can be taken to be unity.
The 1 a.u.is equal to 0.53A˚ and 27.21 eV in terms of length and energy, respectively. After
considering the atomic unit system, the terms of Eq. 2.6 simplify to
N∑
i=1
1
2
∇2i → τˆe : kinetic energy (KE) of electrons, (2.8)
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M∑
A=1
1
2MA
∇2A → τˆn : KE of nuclei, (2.9)
N∑
i=1
M∑
A=1
ZA
riA
→ νˆe−n : Coulombic attraction between the electrons and nuclei, (2.10)
N∑
i=1
N∑
j>i
1
rij
→ νˆe−e : Coulombic repulsion between electrons and (2.11)
N∑
A=1
M∑
B>A
ZAZB
RAB
→ νˆn−n : Coulombic repulsion between nuclei (2.12)
In general there is no analytical solution to this problem, a number of approximations
have therefore been introduced.
2.3 The Born–Oppenheimer approximation
According to the Born–Oppenheimer or adiabatic approximation [106], the wave function
(ψtotal) of a many body system can be separated into the nuclear contribution (ψnuclei)
and electron contribution (ψelectronic), as an electron is atleast 1836 times lighter that the
nucleons (proton and neutron) and therefore is expected to respond without any delay to
the motion of the nuclei and achieve the electronic ground state.
ψtotal = ψelectronicψnuclei (2.13)
The electronic and nuclear problems can now be solved individually with independent
wave functions as follows
[τˆe + νˆe−e + νˆe−n]ψelectronic = Eeψelectronic, (2.14)
[τˆn + νˆn−n]ψnuclei = Enψnuclei, (2.15)
Although the Born–Oppenheimer approximation allows the electron problem to be solved
separately, in reality, solving the Schro¨dinger equation for systems larger than single atoms
is still difficult. Hence some further approximations have to be made. In addition, in some
cases, for example molecular systems which possess Jahn–Teller effect (a type of electronic
effect that causes the geometrical distortion in a non–linear molecules under certain situa-
tions), the Born–Oppenheimer approximation (Eq. 2.13) is no longer valid. Such cases fall
into the category of what is known as the non–adiabatic quantum dynamics and therefore
require different and careful treatments.
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2.4 Density Functional Theory (Electron Density Approach)
The density functional theory (DFT) [107, 108] method is a highly successful approach
to investigate the ground state properties of the many–body systems, including atoms,
molecules and various condensed phases. Instead of using the all–electron wave function,
the DFT approach makes use of the functions of the electronic charge density, known as
functionals, to calculate the total energy of a system. This is also a far less computationally
demanding method than the Hartree–Fock method [109], where the total energy of the
system is described as a functional the all–electron wave function.
2.4.1 Hohenberg–Kohn theorems
The Hohenberg–Kohn (H–K) theorems [110] are the basic building blocks of density func-
tional theory, which demonstrate that the electronic charge density is a basic variable and
in principle capable of finding the exact ground–state energy.
The first Hohenberg–Kohn theorem
The external potential is determined, to within a trivial additive constant, by the electron
density, n(r).
This states that the external static potential (Vext) uniquely determines the electronic
charge density or vice versa, and hence the total energy (E) of a many–electrons system (in
the presence of Vext) can be expressed as a functional of the ground state electron charge
density (n(r)) that is a scalar function of the position.
E[n] = F [n] +
∫
Vext(r)n(r)d(r) +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2, (2.16)
where the functional F [n] is an universal functional, as it is independent of system and
encompasses only the electron kinetic energy, electron correlation and exchange correlation.
The Vext accounts for the effects of the electron–nucleus interactions and the interaction of
electrons with other external fields. The third term is the Hartree energy (UH).
The second Hohenberg–Kohn theorem
For a trial density n˜(r), such that n˜(r) > 0 and
∫
n˜(r)dr=M.
E[n˜] ≥ E0, (2.17)
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where E0 is the true ground state energy.
This suggests that if the electronic density is equal to the ground state electronic density
n(r)=n0(r), it will give the lowest energy (ground state energy) of the system. In other
words, the energy functional (E[n˜]) for any valid state will always remain larger than the
one for the ground state (E0).
2.4.2 The Kohn–Sham approach
In Hohenberg–Kohn theorems, the functional and exact ground state density remain unex-
plored, as it is not always possible to write down an explicit and accurate form for F [n],
particularly for those systems in which the electronic charge density varies rapidly. This
problem was overcome by Kohn–Sham equations [111], where the actual system is replaced
with an auxiliary system of non–interacting particles (i.e. the Kohn–Sham systems) which
has the electronic charge density exactly the same as that of the actual interacting system.
Here, F [n] is described as the sum of the kinetic energy (Ts[n]) and the exchange–correlation
term (Exc[n]).
According to Kohn–Sham, the electronic charge density can be expressed as the sum of
the squares of a set of orthonormal wave functions
n(r) =
∑
i
|ψi|2, (2.18)
where ψi are the Kohn–Sham wave functions. In the case of the system of non–interacting
electrons, calculation of the kinetic energy is rather simpler than that of the interacting
system. Using Eq. 2.18, the expression for the kinetic energy can be written as
Ts[n] = −12
∑
i
〈ψi|∇2|ψi〉. (2.19)
In the Kohn–Sham system, the non–interactive particles move in a local effective external
potential (Veff) and therefore, the Schro¨dinger equation for N non–interactive particles with
the new effective potential is defined as
− ~
2
2m
∇2ψi(r) + Veff(r)ψi(r) = εiψi, (2.20)
where the effective potential for charge densities n(r1) and n(r2) at spatial coordinates r1
and r2 is
Veff(r) = Vext(r) +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 + Exc[n]. (2.21)
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Eqs. 2.19, 2.20 and 2.21 are known as the Kohn–Sham equations in their canonical form
and the total energy is rewritten as the functional of the electronic charge density
E[n] = Ts[n] +
∫
Vextn(r)dr +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 + Exc[n], (2.22)
2.5 Local density and generalised gradient approximations
In Eq. 2.22, Exc[n] is the only term, which remains unknown. In order to resolve this issue, a
number of approximations have been suggested. Currently, popular approximations are the
local density approximation (LDA) and generalised gradient approximation (GGA) [112–
118]. In local density approximation, the functional depends only on the electronic density
at the coordinates where the functional is evaluated. Since the exchange correlation energy
is assumed to be local, it can be divided separately into the exchange and correlation parts.
In the case of the generalised gradient approximation, which is local too, the gradient of the
electronic density is also taken into account.
The exchange–correlation energy terms for LDA and GGA can be expressed as
Exc,LDA[n] =
∫
n(r)εxc(n(r))d
3r and Exc,GGA[n] =
∫
n(r)εxc(n,∇n)dr (2.23)
where εxc(n) is the exchange–correlation energy per electron which is universal and inde-
pendent of system.
The accuracy of LDA and GGA calculations depends upon the chemical nature of the
system. In the case of diamond, for most observables, LDA and GGA calculations give
generally similar results. As an example, some key parameters for bulk diamond lattice,
which are calculated using LDA and GGA approximations, are summarised in Table 2.1.
For the DFT results presented in this thesis, local density approximation, which is a standard
choice of the AIMPRO, has been used.
Table 2.1: Comparison between LDA and GGA calculations.
Method Energy band gap ( eV) Lattice constant (a.u.)
LDA 4.22 6.68
GGA 4.15 6.75
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2.6 Summary
In this chapter, the DFT theory, which utilises the charge density as a basic variable instead
of solving the many body Schro¨dinger equation for all electrons, has been presented as a
promising approach to determine the ground state properties of a system of atoms. The
DFT method is able to calculate a number of experimentally observable quantities with a
high accuracy; however, the representation of the excited states is often incorrect, leading to
an underestimation of the energy band gap. In recent years, empirical quantities have been
introduced in the DFT method to overcome this problem, which are particularly useful for
accurate estimation of the electron affinity (χ). In the next chapter, different analyses and
implementation of the DFT theory via the AIMPRO code is presented.
CHAPTER 2.
Chapter 3
The modelling package AIMPRO
I don’t like it, and I’m sorry I ever had anything to do with it.
Erwin Rudolf Josef Alexander Schro¨dinger (1887-1961)
3.1 Introduction
Density functional theory simulations performed throughout this project utilise the AIMPRO
code, developed by Briddon and Jones [119–127]. The acronym ‘AIMPRO’ stands for Ab Initio
Modelling PROgram. Details regarding the important elements of the AIMPRO package and
different analyses used in this work are described in this chapter.
3.2 Supercell approach
All DFT simulations presented in the thesis are performed under periodic boundary con-
ditions using the supercell approach. The supercell method defines a unit cell, and then
repeats it throughout space in an appropriate lattice using the periodic (The Bloch’s the-
orem) boundary conditions. It is an extremely successful approach for investigating the
properties of materials which contain impurities, vacancies, dislocations, stacking faults and
surface defects.
The (001) diamond surfaces are modelled using the supercells with in-plane lattice
vectors [110]a0/2 and [11¯0]a0/2, (111) surfaces are constructed with in-plane lattice vec-
tors [101¯]a0/2 and [11¯0]a0/2, and (110) surfaces with in-plane lattice vectors [001]a0 and
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Figure 3.1: Supercell (grey region) for the modelling of a hydrogen–terminated
(001)–2 × 1 diamond surface. The supercell of diamond slab consists of 14 layers
of 24 C atoms and 4 hydrogen atoms terminating surface dangling bonds. The
thickness of the vacuum is at–least 12A˚.
[11¯0]a0/2. Each supercell corresponding to diamond (001), (111) and (110) surfaces contains
14 layers of C atoms. The number of C atoms per layer may vary. For example, for 1 × 1
geometry of (100) surface, each layer has only 1 C atom, while for 2 × 1 geometry, each
layer consists of 2 C atoms. As an example, a supercell for the modelling of a hydrogenated
2 × 1-(001) diamond surface is shown in Fig. 3.1. In all calculations, the top and bottom
sides of each slab are chosen to be identical to give the system either inversion or reflection
symmetry.
The vacuum between two slabs should be large enough in order to reduce the slab–
slab interaction. Although depending upon the chemical nature of the system the vacuum
thickness may vary considerably, a vacuum thickness of atleast 12A˚ is found to be sufficient
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for the investigated systems. In the case of (001), (111) orientation, the z–direction is normal
to the slab surface, while for (110) orientation, the surface normal is in the y–direction.
3.3 Pseudopotentials
The chemical properties of an atom are principally governed by its valence electrons, as
the core electrons are highly localised to the nucleus and do not participate significantly
in the chemical reactions. Consideration of the effects of the motion of a large number of
core electrons of an atom and its nucleus is not only computationally demanding, but also
challenging in terms of achieving a good accuracy for two reasons. First, representation
of all electronic states requires prohibitively large number of basis functions. Second, the
core states in the vicinity of the nucleus are highly localised and in order to maintain the
orthogonality with the core electrons, the valence states must oscillate rapidly.
In computational physics, the effect of core electrons is eliminated by using a rather
simple but highly effective potential, known as the pseudopotential. A pseudopotential
is an effective Coulombic potential that is felt by valence electrons, and describes the in-
teraction with the core electrons and nucleus (Fig. 3.2). The AIMPRO package comprises
different types of pseudopotentials, such as BHS (Bachelet, Hamann and Schlu¨ter) [128],
TM (Troullier and Martins) [129] and HGH (Hartwigsen, Goedecker and Hutter) pseudopo-
tentials [130]. For the DFT results presented in this thesis, the standard AIMPRO choice, the
HGH pseudopotentials, has been used.
3.4 Self-Consistency cycle
The self consistency cycle is an iterative procedure to solve the Kohn–Sham equations ac-
curately described in Chap. 2 by creating the effective potential. In the self–consistency
process, the charge is redistributed around the system until a minimum in the total energy
is achieved, thereby leading to an accurate simulation of the charge distribution in a real
system. The first guess of the charge density n(r) is taken either from the density of the
neutral atoms or the output of a previously optimised structure to generate a potential V .
The potential V generated from the initial charge density n(r) is used to solve Kohn–Sham
equations, which give rise to a new output charge density n˜(r). This process continues till
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Figure 3.2: Comparison of a wave function in the Coulombic potential of the
nucleus (blue) with one in the pseudopotential (red). The real and pseudo wave
function and potentials match above a certain cutoff radius rc (Source: Wikipedia).
the difference between the input and the output of Hartree energies is less than 10−5 a.u..
At this point, the self-consistency of charge density is believed to reach convergence point.
3.5 Structural optimisation
In order to determine the minimum energy structure, the forces on each atom must be
calculated. The forces can be calculated with the help of the self–consistent charge density,
which is described in the previous section. Once the forces are calculated, the atoms move
along the direction of the net force until a minimum in the total energy of the system is
achieved. This process is called structural optimisation or relaxation. In the AIMPRO code,
structural optimisation is performed using a conjugate gradients scheme, with the optimised
structures having forces on atoms < 10−3 atomic units, and the final structural optimisation
step is required to result in a reduction in the total energy of less than 10−5Hartree. It
is important to note here that the total energy obtained for an equilibrium structure may
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not be the global minimum. Depending upon the starting structure, it may be a local
minimum. Therefore, one must perform several tests using different initial configurations to
get the right structure corresponding to global energy minimum.
3.6 Brillouin zone sampling
The first Brillouin zone is defined as the Wigner–Seitz primitive cell in the reciprocal lattice.
The calculation of physical quantities, such as total energy, charge density and density of
states requires an integration or averaging over the Brillouin zone. For this purpose, the
AIMPRO–DFT calculations use a Monkhorst-Pack (MP) sampling mesh [131], of special k–
points defined by three integers I, J and K. The integers I, J and K define a grid of I ×
J × K points in a reciprocal space:
k(i, j, k) =
2i− I − 1
2I
g1 +
2j − J − 1
2J
g2 +
2k −K − 1
2K
g3, (3.1)
where
i = 1, ..., I
j = 1, ..., J (3.2)
k = 1, ...,K,
and g1, g2 and g3 are the unit–vectors of reciprocal space and I, J and K ≥ 1. When
I=J=K the sampling scheme is referred to as MP-I3.
The density of k–point sampling grid is critical in terms of the impact upon the accuracy
and computation time. As shown in Fig. 3.3, use of highly dense sampling increases not
only the accuracy of calculations but also the computation time. In all diamond surface slab
calculations presented in this thesis, the Brillouin zone is two dimensional, and the sampling
used is 8 × 8 for a 1 × 1 surface cross-section of the z-oriented (001) and (111) surfaces,
while 8× 6 is used for the (110)-1 × 1 surface. For simulations where the primitive surface
cells are repeated, such as for fractional surface coverage of adsorbates, the sampling is
reduced to maintain the sampling density. The sampling used is sufficiently dense, resulting
in convergence of the total energy with respect to the expansion of the charge density to
within around 10meV.
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Figure 3.3: Effect of the Brillouin zone sampling on (a) the accuracy of lattice
constant of diamond and (b) the calculation time. These calculations are performed
using a primitive cell of the diamond lattice, which contains only two C atoms. The
integer I, J and K corresponds to each data point are given in parentheses.
3.7 Basis sets
In DFT, molecular orbitals can be expanded using either plane wave basis [132] or Gaussian–
type orbitals as a basis. AIMPRO utilises Bloch basis functions which are themselves built
from a set of Cartesian Gaussian functions centred at the atomic sites. As an illustration,
the form of the Gaussian basis functions φi, localised at the site of the atom, Ri, is
φi(r − Ri) = (x−Rix)n1(y −Riy)n2(z −Riz)n3e−αi(r−Ri)2 , (3.3)
where ni (≥ 0) is an integer.
The symmetry of the orbital can be identified using ni. For the case
∑
i ni=0, the orbital
has a spherical symmetry, i.e. an s–type orbital. Similarly,
∑
i ni=1 represents p–type
orbital and
∑
i ni=2 gives 5 d–orbital and 1 s–like orbital.
In terms of reducing the computation time of DFT calculations, Gaussian basis sets
are generally more effective than the plane wave basis sets. In addition, their integrals
have analytic forms and therefore can be solved easily. Although, a number of basis sets
options are available in the AIMPRO package for the simulation of the diamond lattice, several
test calculations were carried out to select the most promising candidate. The basis set,
diamond–dddd, which consists of 40 functions per C atom, is used for the simulation of
the diamond lattice throughout this work. Calculated lattice constants and times taken
corresponding to some of the common basis sets are shown in Fig 3.4.
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Figure 3.4: Estimation of (a) the lattice constant and (b) the computation time
using different basis sets for a primitive diamond cell.
3.8 GHOST atoms: treatment of the vacuum region in sur-
face slab calculations
DFT calculations performed in this work utilise Gaussian–type orbitals as a basis. Unlike
plane–wave basis functions, Gaussian basis functions decay rapidly away from the atoms on
which they are centred. Due to the highly localised nature of basis functions, it can therefore
be argued that the vacuum region just above the slab surface is not treated properly, because
there are no basis functions available to model the evanescence of the surface states.
In all simulations, to augment the treatment of the evanescent states at the surface,
sets of sixteen s-Gaussian basis functions are placed at points in the vacuum region using
ghost atoms. The treatment of the vacuum using a ghost atom grid is shown schematically
in Fig. 3.5. It is important to mention here that the atomic density of the ghost atom
grid used in simulations is equal to that of the diamond slab. Moreover, the exponents of
the ghost–atom functions are also equal to those of host C atoms. Although ghost atoms
have zero nuclear charge and zero pseudopotentials, in order to avoid any possible mutual
interaction, the distance between the surface atoms and first layer of ‘GHOST’ atoms grid is
kept sufficiently large. For example, as shown in Fig. 3.5 (b), the distance between H atoms
and first atomic layer of the grid is bigger than the C–H bond length; however, smaller
enough for an effective treatment of the evanescent surface states. In test calculations, it
is found that the ghost atom grid impacts the electron affinity of the reconstructed clean
diamond (100) surface more strongly than that of the H–terminated (100) surface.
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(a) (b)
Figure 3.5: A repeated H–terminated diamond slab in (001) direction (a) without
a GHOST atom grid and (b) with a GHOST atom grid.
3.9 Calculation of Electron affinity
In band structure (energy–wavevector relationship) terms, the electron affinity, χ, of a semi-
conductor is defined as the difference in energy between the conduction–band minimum (Ec)
in the bulk material and the vacuum energy level (Evac) [23,92,93].
χ = Evac − Ec, (3.4)
In semiconductors for which χ is negative, Ec lies above Evac. In contrast, for PEA
semiconductors, Ec lies below Evac (Fig. 3.6). An NEA of semiconductor is of particular
interest for a number of applications, including photocathode and advanced electron emit-
ters [23,24,92,93,133]. This is because an NEA can reduce the energetic barrier to electron
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emission, so that conduction–band electrons can be released into the vacuum even at low
temperatures.
Figure 3.6: Energy level diagrams for semiconductors with (a) PEA and (b) NEA
In order to estimate the electron affinity of different diamond–adsorbate systems, a stan-
dard approach [17, 19, 20, 134, 135] has been adopted in this work. The current approach
includes the calculation of the electrostatic potential as a function of position through the
slab into the vacuum, and thereafter alignment of this to the corresponding potential vari-
ation in bulk diamond. For the best agreement with experiment, it is a normal practice to
determine the offset between the bulk valence band top and the vacuum-level, and locate
the conduction band using the experimental value of the band-gap (5.47 eV for the diamond)
added to the valence band maximum (Ev), similar to the scheme which has been used pre-
viously [17,19,20,134,135]. Then the difference between the conduction band minimum and
vacuum level gives the electron affinity. An example of calculation of electron affinities for
terminated (oxygenated and hydrogenated) diamond surfaces is shown in Fig. 3.7.
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Figure 3.7: Electrostatic potentials and vacuum reference energy levels for the
diamond (001) surfaces with adsorbed O (Evac,O: green) and H (Evac,H: blue)
atoms. The average bulk potential (black) have been aligned with the electrostatic
potentials of the terminated surfaces to place the conduction–band minimum (Ec:
red) at zero. Ec is set 5.47 eV above Ev.
3.10 Mulliken population analysis
Mulliken population analysis is a widely used method to estimate partial atomic charges
(Mulliken charges) [136]. It has been used frequently to identify which of the atoms in a
system are associated with a particular electronic state [137]. In this thesis, Mulliken popu-
lation analysis is carried out to calculate the partial atomic charges at diamond/adsorbate
interfaces, particularly for transition metal oxide coated diamond surfaces (Chap. 7). Al-
though this analysis exhibits some severe discrepancies, for example the overestimation of
the covalent character of a bond and ultra–high sensitivity to the choice of basis sets, consid-
eration of relative values of Mulliken charges is found to be extremely helpful in identifying
the polar/non–polar nature of diamond/adsorbate interfaces. Currently, the AIMPRO pack-
age offers a number of optional arguments to Mulliken analysis and computational details
regarding this method can be find on the AIMPRO group website [138].
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3.11 Adsorption energy calculation
In this work, adsorption energy calculations are used to investigate the thermodynamics
of the reactions of adsorbates with diamond surfaces, i.e. whether these reactions are
exothermic or endothermic. Although the procedure of adsorption energy calculations is
described thoroughly in the methodology sections of Chaps. 6 and 7, a general idea in
conjunction with a schematic (Fig. 3.8) for a simple system is illustrated here.
The average adsorption energy per adsorbate atom (Eads) for a terminated surface can
be written mathematically as
Eads =
1
n
(Etot − Eclean − nµX) , (3.5)
where Eclean is the energy of a clean surface, Etot is the energy of the same surface but
with adsorbed atoms, µX is the chemical potential of the adsorbate and n is the number of
adsorbate atoms.
A negative average adsorption energy is indicative of an exothermic reaction, i.e. the
adsorption is thermodynamically stable. In contrast, a positive adsorption energy suggests
an endothermic reaction. Since the chemical potential of an adsorbate depends upon its
reference state, a careful examination is warranted in identifying the nature of the surface
reactions. The reactions that are exothermic corresponding to a particular reference state
of an adsorbate may be endothermic for a different reference state. Furthermore, the quoted
values of the adsorption energies throughout this work are zero temperature free energies,
and therefore neglect the impact of the temperature dependence of the internal energy and
the contribution of entropy.
Figure 3.8: A schematic diagram depicting the adsorption energy calculation.
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3.12 Chapter summary
In addition to describing the technical terms, such as the Monkhorst-Pack grid, pseudopo-
tentials and basis sets, details regarding the calculations of the electron affinities, Mulliken
charges and adsorption energies are discussed in this chapter. Treatment of the vacuum
region in surface slab calculations using ghost atoms is particularly useful, as it enables ac-
curate estimation of a key parameter, the surface electron affinity, from the short range
Gaussian–type basis functions. Furthermore, adsorption energy calculations help enor-
mously in the investigation of the energetics of different diamond/adsorbate systems.
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Chapter 4
Thermo-tunnel device: operation and physical
parameters optimisation
Glory is like a circle in the water, which never ceases to enlarge itself, Till by
broad spreading it disperses to nought.
–William Shakespeare (1564–1616)
4.1 Introduction
Conventional designs of the thermionic converter exhibit a number of severe issues, such as
complete elimination of the space charge effects and low power output, which limit their
widespread use for thermal energy conversion. Nevertheless, because of the profound im-
portance of limited solid–state thermal energy conversion technologies in both terrestrial
and extra–terrestrial applications, and high energy conversion efficiency (≈20%), interest in
thermionics has been recently rekindled [30]. As a result of the dedicated efforts, the com-
bined thermionic emission and tunnelling of hot electrons called the thermo–tunnelling has
surfaced as a potential new technology that is capable of providing exceptionally high output
power densities with a nano–scale thermo–tunnel device [13,14,70,72,73,75,78,81,139].
The thermo–tunnel device is a distinguished class of thermionic converter (Fig. 4.1),
where the interelectrode separation is within the nano–regime (a few nanometres), thereby
allowing the tunnelling of electrons between the electrodes [72, 75]. The inclusion of tun-
nelling (Fig. 4.2) in a thermionic converter increases its output power density significantly,
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while preserving the high thermal energy conversion efficiency.
Figure 4.1: Schematic of a thermo–tunnel device. The left electrode (red shaded)
is the emitter, while the right electrode (blue shaded) is the collector.
Tunnelling is a thought–provoking quantum mechanical phenomenon, where even a low
energy electron can pass through a high but narrow potential barrier that it classically could
not surmount (Fig. 4.2). In equilibrium, the thermo-tunnel device does not yield any output
current since equal number of electrons cross the potential barrier in each directions and
the net transfer of charge or energy is zero. Implementation of an electric field or thermal
gradient destabilises the equilibrium by changing the tunnelling and thermionic emission
probabilities, and thus a net flux of electron appears across the gap. It is worth mentioning
here that the internal electric field caused by the difference in the work functions of electrodes
also helps in establishing a net flux of electrons across the vacuum gap.
It has been suggested previously that both the height and width of an interelectrode
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Figure 4.2: Diagram depicting the basic physics of thermo–tunnelling between the
electrodes of a thermo-tunnel device. The decay of the electron wave function
inside the barrier is not exponential since the potential barrier is not rectangular
in shape. However, similar to the case of a rectangular barrier, the tunnelling
probability will be small for a thick and high barrier. The interelectrode separation
strongly impacts the height (Ve) and width (xe) of the potential energy barrier,
which are of critical importance for both tunnelling and thermionic emission of
electrons. Reduction in the interelectrode separation significantly increases the
tunnelling and thermionic emission probabilities. Electrons (blue spheres) with
a given energy Ex lower than Ve,max cross the potential barrier with a tunnelling
probabilityDe(Ex) lower than 1. For electrons whose KEs are higher than Ex, there
is no more tunnelling and the electrons (red sphere) are emitted with a probability
equal to 1. In non-equilibrium, the magnitude of thermo-tunnel current of one
electrode will be higher than that of the other electrode, which will give rise to a
net flux of thermo–tunnel current between the electrodes of a thermo-tunnel device.
potential barrier of a thermo–tunnel device, which an electron must overcome to be emitted
into the vacuum, can be controlled by physical parameters, particularly the interelectrode
separation (Fig. 4.2) and work functions of electrodes (emitter and collector) [14,72,73,75,
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81]. Research has also shown that for small sufficiently values of the interelectrode separation
and electrode work function, electrons can easily tunnel through the vacuum gap [14, 72,
73, 75, 81]. Hence, in principle, by applying a thermal gradient across the ultra-thin (few
A˚) vacuum gap of a tunnel device, a large unidirectional flux of combined thermionic and
thermo–tunnel currents between the emitter and collector, and a thermal potential difference
can be achieved.
Thermotunnel devices offer a number of advantages over both conventional thermionic
and thermoelectric devices. Since the interelectrode separation in a thermo–tunnel device
is very small, negative–space–charge effects [30], which impede the flow of electrons from
emitter to collector in a conventional thermionic converter, are negligible (Chap. 1). Fur-
thermore, for thermoelectric devices, in addition to a high Seebeck coefficient, high electrical
and low thermal conductivity are necessary to achieve a high figure of merit. In contrast,
thermo–tunnel devices have no such requirements, although in practice the encapsulating
material must have a low thermal conductivity to prevent a thermal short between the
electrodes.
For an optimal interelectrode spacing and temperature gradient, the performance of a
thermo–tunnel device principally depends upon the work function of electrodes, which can
be modified in some materials, such as by terminating the surface of diamond using specific
treatments [73,88,92]. A detailed study on the modification of the work function of diamond
surfaces using different surface treatments is presented in Chaps. 6 and 7.
As summarised in the introduction (Chap. 1), a number of mathematical models, mostly
for cooling applications of the thermo–tunnel phenomenon, have been presented in the
literature. These demonstrate that for a small interelectrode separation, a significant output
power density in the 102–103W.cm−2 range is achievable [13, 73, 81]. However, for energy
harvesting applications, the thermo-tunnel effect has received a little attention so far [14,
140].
Although the heat removal efficiency of the cooling configurations could approach Carnot
efficiency, the efficiency for energy scavenging configurations is calculated to be very small,
less than 10% of the Carnot efficiency [14, 140]. It is observed that the choice of physical
parameters of a thermo–tunnel device, such as the work function, the interelectrode separa-
tion and electrode temperatures, will be critical in terms of impact upon both power output
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and efficiency. Hence, for the fabrication of an efficient and power generating thermo–tunnel
device, optimisation of geometrical and physical parameters is understood to be a prereq-
uisite, which has yet not been examined to a significant degree. To test the feasibility of
the thermo–tunnel device for heat to electricity conversion, this chapter details the function
and parameter optimisation of the device configuration shown in Fig. 4.1. Presented math-
ematical simulations are performed using a code that has been developed with MATLAB.
The basic configuration of the thermo–tunnel device consists of a conducting emitter
electrode, a conducting collector electrode, a very small evacuated interelectrode gap, d,
and two electrical leads. The distance between the two electrodes can be maintained by
use of electrically and thermally insulating pillars. The temperature of the emitter is Te,
while the collector is at cold temperature Tc (Te > Tc). The work functions of emitter and
collector electrodes are φe and φc, respectively.
4.2 Calculation of net thermo–tunnel current
Since the work functions and the temperatures of the electrodes are different, the energy
repartition of emitting electrons for each electrode will also be different. Additionally, if
the mean free path of electrons crossing from hot to cold or vice versa is greater than the
interelectrode spacing, in both directions, the flow of electrons in the interelectrode gap will
be nearly unidirectional and the output–current characteristics can be presented in terms
of output–current densities. The resultant current density, Jtot, for a thermo–tunnel device
can be expressed as the difference between the current densities of the emitter and the
collector [14,140],
Jtot = Je − Jc, (4.1)
where Je is the electron current emitted from the emitter, while Jc is the electron current
emitted from the collector.
Calculations of these current densities, and the heat carried by electrons emitted from
both electrodes are discussed in following sections.
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4.2.1 Emitter contribution
To calculate the total thermo–tunnel (combined thermionic and tunnelling) current between
the emitter and the collector, it is necessary to understand the interelectrode potential profile
between the two electrodes. For an electron moving from the emitter to the collector, the
potential energy, as used previously [14,75,78,79], can be written as
Ve(xe) = φe − xe
d
(eVbias + φe − φc)− e
2
4piε0
[
1
4xe
+
1
2
∞∑
n=1
(
nd
n2d2 − x2e
− 1
nd
)]
, (4.2)
where xe is the distance of an electron from the emitter and e is the electronic charge. The
first two terms describe the impact of the bias voltage (Vbias) and the work functions of
the electrodes, whereas the third term describes the image charge effects [14,75,78,79,141].
The image charge term is highly sensitive to the choice of the interelectrode separation
and its magnitude increases with decreasing d. Vbias is calculated as the difference between
the electron chemical potential of the emitter (EFe) and the collector (EFc). It is worth
mentioning here that both EFe and EFc are the temperature dependent terms.
The interelectrode separation has a significant impact upon both the magnitude and the
shape of the potential energy barrier (Ve(xe)) profile. The plot of Ve(xe) vs interelectrode
spacing shown in Fig. 4.3 demonstrates that, on reducing d, the height of the potential
energy barrier decreases rapidly and the potential energy barrier becomes more strongly
peaked. This result is unsurprising, as image charge effects are calculated to be significant
at small (< 25A˚) interelectrode separations (Eq. 4.2). Low height and narrow width for the
potential energy barrier are always desirable in order to enhance the tunnelling of electrons,
as these facilitate low energy electrons to tunnel through the resulting potential energy
barrier which is classically not possible. Since electrons, whose energies are higher than
Ve,max, are emitted thermionically, reduction in the height of Ve is also helpful in terms of
increasing the low temperature thermionic emission.
Fig. 4.4 shows the effect of the work function of the emitter on the potential energy
barrier. On increasing the work function of the emitter, the shape of the potential energy
barrier becomes asymmetric and the barrier height increases continuously. Equal work
function values of the electrodes, regardless of their magnitude, give a symmetric potential
energy barrier.
The tunnelling probability that a particle will tunnel through the potential energy barrier
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Figure 4.3: Potential energy barriers for an electron moving from the emitter to
the collector for different values of interelectrode spacing (d) with φe=φc=1 eV
and Vbias=0eV. Ve,max levels corresponding to each energy barrier are shown in
respective coloured horizontal dotted lines.
depends upon the thermal KE, interelectrode potential barrier and its maximum. Using the
WKB approximation, the tunnelling probability for the emitter as a function of KE Ex,
Ve(xe) and Ve,max can be expressed as
De(Ex) = exp

−2
~
xe2∫
xe1
√
2m [Ve(xe)− Ex] dxe

 if Ex < Ve,max
= 1 otherwise, (4.3)
where m is the mass of an electron, and xe1 and xe2 are the roots of the following equation
Ve,max − Ex = 0. (4.4)
Figs. 4.5 and 4.6 show the variation of the tunnelling probability with KE of an electron
crossing from the emitter to the collector. The electrons whose KE is greater than Ve,max
are emitted with the probabilities equal to 1 (i.e. 100% transmission). These electrons
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Figure 4.4: Potential energy barriers for an electron moving from the emitter to
the collector for different values of the emitter work function (φe) with Vbias=0eV,
and fixed d=20A˚ and φc=1 eV. Ve,max levels corresponding to each energy barrier
are shown in respective coloured horizontal dotted lines.
will contribute to the thermionic current. It is clearly evident from these figures that the
reduction in the width and height of a potential energy barrier decreases the threshold KE
that is necessary for an electron to be emitted with the tunnelling probability equal to 1.
In some cases, for example for 12A˚, a nonzero probability is calculated. It can therefore be
suggested that to achieve the high tunnelling probability, the interelectrode separation and
the electrode work function should be as low as possible.
The total current density, which is a combination of thermionic and tunnelling current
can be written analytically as follows
Jetot = e
∞∫
−∞
Ne(Ex)De(Ex)dEx. (4.5)
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Figure 4.5: Electron tunnelling probability as a function of KE for different inter-
electrode separations with φe = φc = 1eV and Vbias = 0eV. Depiction of coloured
lines are similar to those used in Fig. 4.3. Although the tunnelling probability is the
dependent variable, to correlate with Figs. 4.3 and 4.4, the tunnelling probability
is taken on x–axis.
Hence tunnelling and thermionic contributions can be determined as
Jetun = e
Vemax∫
−∞
Ne(Ex)De(Ex)dEx, (4.6)
Jether = e
∞∫
Vemax
Ne(Ex)De(Ex)dEx, (4.7)
where Ne(Ex) is the number of electrons per unit area in unit time that can escape from
the emitter (hot) and reach the collector (cold) with their K.E. in x–direction in the range
from Ex to Ex+dEx.
The Ne(Ex) is calculated using following equation [75]
Ne(Ex) =
4pimkBTe
h3
ln
[
1 + exp
(−Ex
kBTe
)]
, (4.8)
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Figure 4.6: Electron tunnelling probability as a function of KE for different values
of the emitter work function with d=20A˚, φc=1eV and Vbias=0 eV. Depiction of
coloured lines are similar to those used in Fig. 4.4.
where kBTe is the average kinetic energy of electrons crossing the gap from the emitter to
the collector.
The emitted electrons carry energy from the emitter to the collector, in a process known
as emitter–electron cooling. The thermal power density of emitted electrons or emitter
electron cooling can be calculated from the following expression
Qe =
∞∫
−∞
(kBTe + Ex)Ne(Ex)De(Ex)dEx. (4.9)
4.2.2 Collector contribution
For most of calculations presented in this chapter, the collector electrode is fixed at 300K,
which is always smaller than that of the emitter. However, due to the tunnelling effect, back
emission from the collector could be significant even at such small temperatures, reducing
the net output current density and thereby output power density. Following the principle
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of Eq. 4.2, the potential energy for the electrons moving from the collector to the emitter
can be expressed as
Vc(xc) = φc +
xc
d
(eVbias + φe − φc)− e
2
4piε0
[
1
4xc
+
1
2
∞∑
n=1
(
nd
n2d2 − x2c
− 1
nd
)]
, (4.10)
where xc is the distance of an electron from the collector.
The tunnelling probability Dc(Ex) for a collector electron, which crosses the interelec-
trode gap and reaches the emitter, is given by
Dc(Ex) = exp

−2
~
xc2∫
xc1
√
2m [Vc(xc)− Ex] dxc

 if Ex < Vc,max
= 1 otherwise. (4.11)
In eq. 4.11, xc1 and xc2 are the roots of the equation
Vc,max − Ex = 0. (4.12)
The total current density associated with the electrons emitted from the collector is
given by
Jctot = e
∞∫
−∞
Nc(Ex)Dc(Ex)dEx. (4.13)
Tunnelling and thermionic contributions can therefore be expressed as
Jctun = e
Vcmax∫
−∞
Nc(Ex)Dc(Ex)dEx, (4.14)
Jcther = e
∞∫
Vcmax
Nc(Ex)Dc(Ex)dEx, (4.15)
where Nc(Ex) is the number of electrons per unit area in unit time that are emitted from
the cold electrode and reach the hot one with their K.E. in x–direction in the range from
Ex to Ex+dEx.
The calculation of Nc(Ex) is performed by using
Nc(Ex) =
4pimkBTc
h3
ln
[
1 + exp
(−Ex
kBTc
)]
, (4.16)
where kBTc is the average kinetic energy of electrons crossing the gap from cold to the hot
side.
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The thermal power density or collector electron cooling is then given by
Qc =
∞∫
−∞
(kBTc + Ex)Nc(Ex)Dc(Ex)dEx. (4.17)
Hence, the net thermal power density Qtot for a thermo–tunnel device can be expressed
as the difference between the electron coolings of both electrodes.
Qnet = Qe −Qc. (4.18)
Similar to the conventional design of a thermionic converter, thermal losses may have a
significant impact upon the performance of the thermo-tunnel device. It is therefore neces-
sary to include the thermal losses, particularly the conduction and radiation, for accurate
modelling of the thermo-tunnel device.
4.3 Calculation of thermal power losses
The interelectrode separations used in this study in the range of 10–50A˚ is considered to
be regulated using thermally and electrically insulating pillars. At very low interelectrode
separation, conduction losses will be very high that may influence the output characteristics
significantly. In order to maintain the separation and temperature gradient, thin pillars
made from very low thermal conductivity material are required. In these calculations, these
are assumed to be made of commonly used dielectrics, such as SiO2 (thermal conductivity =
1.4W.m−1.K−1), which cover less than 1% (0.01) of the total surface area of the electrodes.
The conductive power losses through the pillars can therefore be calculated using the Fourier
equation,
Qcond =
0.01kp(Te − Tc)
d
, (4.19)
where kp is the thermal conductivity of the pillar material (kp = 1.4W.m−1.K−1) [142].
Radiation losses (Qrad) between the emitter and the collector are calculated using the
Stefan–Boltzmann equation,
Qrad =
σ(T 4e − T 4c )
(1−e1
e1
) + ( 1
Fec
) + (1−e2
e2
)
, (4.20)
where σ is the Stefan–Boltzmann constant, e1 and e2 the emissivities of the emitter and
collector, and F the radiation shape factor, which relates the lateral extent of the emitter
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and collector and their separation. In these calculations, for convenience, the emissivities of
electrode’s surfaces are assumed to be constant, being e1=e2=1. The value of F is taken to
be 1, which means that the collector surface will receive the maximum amount (100%) of
the radiation that has emitted by the emitter surface.
The resultant thermal power–density Qtot transferred from the emitter to the collector
can be expressed as.
Qtot = Qh −Qc −Qloss, (4.21)
where the additional term Qloss is the sum of the radiation and conduction thermal losses
for the emitter.
4.4 Thermo–tunnel device operation
Typical behaviour of a thermo–tunnel device is shown in Fig. 4.7. Depending upon the
bias voltage, thermo–tunnel devices can be operated in three modes: heating, generating
and cooling. When the product of Jtot and Vbias is negative, this represents the generating
behaviour of the thermo–tunnel device desired for energy scavenging.
Although all three modes of operation hold significant potential for a number of ap-
plications, in this chapter, only generating behaviour of the thermo–tunnel device is being
emphasised. Similar to other solid–state energy–conversion devices, such as solar cells and
thermoelectric generators, the maximum power point (MPP) has been calculated (Fig. 4.7).
The maximum voltage (Vmax) and the current density (Jmax) can then be estimated, corre-
sponding to the MPP.
The maximum output power density (Pmax) and the efficiency, η, for the thermo–tunnel
device can be expressed as
Pmax = Jmax×Vmax (4.22)
and
ηmax =
Pmax
Qtot
. (4.23)
The generator behaviour of the thermo–tunnel device has been investigated for different
values of the interelectrode separation, work function and electrode temperatures. The
dramatic impact of the interelectrode separation and work functions of the electrodes upon
the generating regime of the device is depicted in Figs. 4.8 and 4.9, respectively.
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Figure 4.7: Power density as a function of voltage with φe=φc=1.0 eV, Te=310K,
Tc=300K and d=20A˚.
It is interesting to note that although the maximum output power density decreases
dramatically with increasing interelectrode separation, the range of voltages within the
generating regime has not increased significantly. For example, typical voltage values corre-
sponding to the generating region of 10A˚ lie in the range between −4.5 and 0mV, whereas
for 15A˚, these values range between −7.0 and 0mV. Calculations suggest that reduction
in the image charge effects is responsible for this behaviour. Overall, results indicate that
for a large MPP output voltage range, the interelectrode separation should be maximised.
In the case of the work function, the voltage range remains nearly constant; however, the
maximum power density reduces rapidly.
The generating region of the thermo–tunnel device is found to be highly sensitive to
the temperature of the emitter. As shown in Fig. 4.10, increasing the emitter temperature
influences both the maximum output power density and the voltage range of the generating
regime. At 400K, a very large MPP output power density of around 105W.m−2, in the
voltage range from 0 to 12V, has been calculated. This power output density is much
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Figure 4.8: Power density as a function of voltage for different values of the inter-
electrode separation with φe=φc=1.0 eV, Te=310K and Tc=300K.
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Figure 4.9: Power density as a function of voltage for different values of the work
function of electrodes (φe=φc=φ) with Te=310K, Tc=300K and d=20A˚. The values
for φ are depicted with Pout plots.
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Figure 4.10: Power density as a function of voltage for different values of the emitter
temperature with φe=φc=1.0 eV, Tc=300K and d=20A˚.
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Figure 4.11: Power density as a function of voltage for different values of the
collector temperature with φe=φc=1.0 eV, Te=400K and d=20A˚.
higher than 1700W.m−2, calculated when Te was fixed at 310K. The variation in the MPP
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power output density and voltage with the emitter temperature is explicable from the fact
that the emitter temperature directly influences the thermo–tunnel current and bias voltage.
The MPP output power density and the typical voltage range of generating regime have
reduced with increasing collector temperature. However, change in the collector temperature
does not affect the order of magnitude of Pmax. Fig. 4.11 shows that the maximum output
power density reduces from −0.31 to −0.01MW.m−2, as the collector temperature increases
from 300 to 375K. At moderately high collector temperatures, for example at 350 and 375K,
back emissions are calculated to be significant, reducing the net output current density.
4.5 Effect of physical parameters on the output characteris-
tics
The efficiency of the thermo–tunnel device as a function of emitter temperature, interelec-
trode separation and electrode work functions is shown in Figs. 4.12, 4.13 and 4.14. For
a small value of interelectrode separation, for example 10A˚, the efficiency of the thermo–
tunnel device has increased continuously from 0 to ≈1.3% in the emitter temperature range
from 301 to 700K, compared to 57% Carnot efficiency. In contrast, for large value of the
interelectrode separation, for example 23A˚, the efficiency has increased from 0 to ≈12% in
similar temperature range.
It is notable that in low temperature ranges of the emitting electrode, for example from
301 to 400K, the efficiency increases very slowly with increasing interelectrode separation.
However, in high temperature range (400–700 K), a drastic change in the efficiency is ob-
served when the interelectrode separation is varied from 10 to 23A˚. For example, at 700K,
the difference in the heat conversion efficiencies for 10 and 23A˚ is around 10.5%, while in low
temperature range (300–400 K), this difference is smaller than 2%. Significant thermionic
electron emission in high temperature range is found to be accountable for such behaviour.
Overall, the heat conversion efficiencies corresponding to small vacuum gaps and tem-
perature gradients are found to be very small. To compete with the typical efficiency range
(5–8%) of TEGs, a thermo–tunnel device with the vacuum gap in the 15–25A˚ range must
operate in the 600–700 K temperature range. It is important to mention here that in a
previous study [14], the maximum efficiency of a thermo–tunnel device for a temperature
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Figure 4.12: Dependence of the MPP efficiency on the interelectrode separation
when φe=φc=1 eV and Tc=300K.
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Figure 4.13: Dependence of the MPP efficiency on the electrode work functions
(φe=φc=φ) when Tc=300K and d=20A˚. The values for φ are shown with ηmax
plots.
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Figure 4.14: Dependence of the efficiency on the collector temperature when
φe=φc=1eV and d=20A˚.
difference of 10K was 0.34% for d=25A˚. This value has been reproduced in these calcula-
tions and for a temperature difference of 300K, improved efficiency of around 8.5% has been
calculated, emphasising the importance of the temperature difference on the operation of
thermo–tunnel devices.
Fig. 4.13 shows that the efficiency of the thermo–tunnel device decrease continuously with
increasing electrode work function. Although increasing the work function of the electrodes
has a small impact upon the optimum operating voltage, the output power density has
reduced significantly. It has been suggested in a previous study [73] that for an efficient
thermal energy conversion, the work function of the electrodes should be as small as possible.
This is indeed supported by the current simulation findings (Fig. 4.13), where the maximum
efficiency reduces with the electrode work function.
In the above mentioned efficiency calculations, the temperature of the collector is fixed
at 300K. However, change in the collector temperature is likely to affect the output power
density of the thermo–tunnel device by increasing the collector current and reducing the
thermal losses (Fig. 4.11). Calculations show that increasing the collector temperature
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results in significant back emission, which further reduces the heat conversion efficiency.
The MPP efficiency as a function of the collector temperature, is shown in Fig. 4.14.
As shown in Fig. 4.15, because of the high thermo–tunnel current density at small d,
the MPP output power–density is predicted to be rather large which further increases with
increasing the emitter temperature. Similar to the trend of the MPP efficiency (Fig. 4.12),
in the 301–375 K temperature range for the emitter, the differences in the output power
densities corresponding to different interelectrode separations are rather small than those
calculated for high emitter temperature ranges. These results are consistent with the data
in Fig. 4.8, where the output power density is small at large interelectrode separation.
Furthermore, as discussed earlier (as shown in Fig. 4.9), due to the impact of electrode work
function upon the MPP current density, and rather smaller impact upon the MMP voltage,
the MMP output power density reduces with increasing the work function.
In line with the efficiency as shown in Fig. 4.14, an increment in the collector temperature
increases the collector current and thus reduces the output current and MPP power density.
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Figure 4.15: The MPP output power density as a function of the emitter tem-
perature for different values of interelectrode separation with φe=φc=1 eV and
Tc=300K.
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Figure 4.16: The MPP output power density as a function of the emitter tem-
perature for different values of the work function of electrodes (φe=φc=φ) with
Tc=310K and d=20A˚. The values for φ are given with Pmax plots
.
Impact of Tc upon MPP output power density is illustrated in Fig. 4.17.
4.6 Chapter summary
In summary, mathematical simulations have been performed to investigate the impact of
physical parameters upon the generating behaviour of the thermo–tunnel device. It is found
that upon increasing the interelectrode separation and the emitter temperature, the effi-
ciency of the thermo–tunnel device increases. In contrast, the output power–density rapidly
decreases with increasing electrode separation. An increase in the work–function of the elec-
trodes has an adverse impact upon both the output power–density and efficiency. Results
suggest that under optimised conditions, a large output power–density in the 104–106W.m−2
range, with efficiency in the range ∼ 8–12%, can be achieved via a thermo–tunnel device.
The values for the interelectrode separation in the 1.5–2.5 nm range and the work function
between 1.0–1.3 eV are found to be suitable for a high power efficient thermal energy con-
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Figure 4.17: The MPP output power density as a function of the emitter tem-
perature for different values of the collector temperature with φe=φc=1 eV and
d=20A˚.
version via a thermo–tunnel device. Although high collector temperature increases the back
emission significantly, the order of magnitude of the MPP output power density remains
unchanged.
The typical voltage range of the generating regime is found to be highly sensitive to the
choice of physical parameters. However, the MPP voltage of a single thermo–tunnel device
is still small; in most cases it lies in the millivolt range. Since thermo–tunnel devices yield
a exceptionally high output power density, similar to TEGs and PV cells, a cascade config-
urations of thermo–tunnel devices that are capable of producing a moderately high voltage
(a few volts) could be of significant interest for various applications, including wireless sen-
sor networks and macro–scale power generation. Designing and integration of nano–gap
thermo–tunnel devices in to a module are major technological obstacles that will require
time and further engineering advancements.
In this model, the temperature dependence of the physical parameters, particularly, the
work function, has not been considered. In the case of diamond, the work function of di-
amond decreases with increasing temperature (≈8×10−4 eV/K in the temperature range
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from 370 to 650K) [143]. Although the thermal expansion (volumetric) coefficient for the
diamond is very small (≈3×10−6/ ◦C) [142], it may also have an impact upon the inter-
electrode spacing. Given the data scarcity in literature and uncertainty in experimental
determination of the work function, inclusion of temperature induced effects has little phys-
ical meaning in the modelling of a thermo–tunnel device. Nevertheless, it is expected that
for a regulated interelectroode vacuum gap, reduction in the work function will improve the
performance of the thermo–tunnel device by increasing Pmax and ηmax.
The results presented in this chapter, which are obtained for an ideal thermo–tunnel
device structure, may show a quantitative deviation with the output characteristics of a
real device. However, this investigation has been reasonably successful in highlighting the
importance of those physical parameters, which will have a critical impact upon the output
characteristics of a real thermo–tunnel device.
Another critical parameter in the realisation of an efficient and high power thermo–tunnel
device is the requirement of low work function (ideally 1 eV) electrodes. The most commonly
used CsO coated W electrodes in the conventional designs of thermionic converters yield low
emission currents due to high work function values and therefore less preferable in the context
of the thermo–tunnel device. Importantly, radiation resilience and toxicity are some vital
issues associated with CsO coated W electrodes, which limit their use for devices operating
in hostile and closed environments. Diamond is an obvious candidate to overcome all these
shortcomings and its work function can be reduced significantly using specific dopants and
surface treatments. In Chaps. 6 and 7, the results of ab initio simulations are presented for
different diamond/adsorbate structures, in order to explore a surface termination, which is
thermally stable and able to reduce the work function diamond to a suitable value.
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Bulk diamond and its low index surfaces
You cannot teach a man anything; you can only help him discover it in himself.
Galileo Galilei (1564–1642)
5.1 General properties of diamond
Diamond, an allotrope of carbon, is a wide band gap representative of the elemental semi-
conductors. The experimental band gap of the bulk diamond at room temperature (300 K)
is measured to be 5.48 eV, comparable to room temperature band gaps of wide band gap III–
V compounds (e.g. boron nitride: 5.5–6.5 eV and aluminium nitride: 6.28) and much higher
than those of more common group IV semiconductors, Si (1.1 eV) and Ge (0.67 eV) [87,142].
Although, in comparison to conventional narrow and wide bandgap materials, such as Si, Ge
and SiC, synthetic diamond is extremely difficult to grow, recent advances in CVD process
and surface engineering have allowed diamond to become commercially viable for a wide
range of technological applications, including optical windows, piezoresistive sensors, heat
sinks, radiation detectors and electrochemical sensors [86,87,144–147].
Diamond possesses a remarkable range of optical, thermal and electrical properties [86,
87,144]. It is transparent over a wide wavelength range from the near–ultraviolet, through
the visible, to the far–infrared (up to 100µm) and exhibits a superlative thermal conductivity
(20W.cm−1.K−1) at room temperature [87]. The refractive index of diamond is measured to
be 2.4, which is significantly higher than that of the glass (≈ 1.4–1.95) [87,142]. In addition
to the high static dielectric constant (5.70) and high intrinsic breakdown field (10MV.cm−1),
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diamond has very high carrier mobilities (µn=2200 cm2.V−1.s−1, µp=1600 cm2.V−1.s−1) at
room temperature [87]. Due to strong C–C bonds and atomic arrangements, diamond is the
hardest among all the naturally occurring terrestrial materials (Knoop scale: 8000 and Mohs
scale: 10 Mohs), making it an attractive abrasive material for industrial applications [148].
5.2 Bulk diamond structure
The crystal structure of the bulk diamond is a face–centred cubic (FCC) Bravais lattice
with a basis of two carbon atoms at positions: (0, 0, 0) and (a0/4)(xˆ + yˆ + zˆ), where a0 is
the lattice constant of diamond. The diamond lattice can be considered equivalent to two
interpenetrating FCC lattices, separated from one another along the body diagonal of cubic
cell by one quarter the length of the diagonal. A non–primitive cubic unit cell and the (001)
oriented lattice of the bulk diamond are shown in Fig. 5.1 and Fig. 5.2, respectively.
Figure 5.1: Ball and stick model of a conven-
tional unit cell of diamond, where a0=3.57A˚
is the experimental cubic lattice parameter at
300K.
Using local density approximation and
the basis sets that consist of independent
sets of s–, p– and d– Cartesian Gaussian
functions of four widths amounting to 40
functions per atom, the side length a0 of
a conventional cubic unit cell of diamond
is calculated to be 3.53A˚. The calculated
lattice constant is around 1% smaller than
the experimental value of 3.56A˚; however,
this is in very good agreement with previ-
ous LDA calculations (less than 0.5% differ-
ence) [18–21, 135]. Since the conventional
unit cell of diamond consists of the equiva-
lent of 8 carbon atoms, the atomic number
density is therefore 8/a30 ≈ 1.76×1023cm−3.
The calculated C–C bond length and ∠C–
C–C for bulk diamond structure are found to be 1.54A˚ and 109.5◦, respectively, which
agree well with the reported values (only 0.3% variation) [18, 144, 149]. The calculated
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mass density of diamond, a product of atomic number density and average atomic mass of
the C atom, is 3516 kg.m−3, which is in good agreement with the experimental value of
3515.25 kg.m−3 [150].
Figure 5.2: Perspective view of a (001) bulk diamond lattice.
The electronic band structure and electrostatic potential variation for the bulk diamond
lattice are shown in Fig. 5.3. Experimentally, at room temperature, the indirect band
gap of diamond varies in the 5.45–5.55 eV range [87, 151]. However, the calculated indirect
band gap in this work is found to be 4.22 eV, ≈ 24% smaller than the experimental value.
Underestimation of the positions of excited states in DFT calculations has been documented
previously for different materials, including diamond, and the difference between two values
is found to be consistent with previous LDA–DFT calculations [19,20,134,135].
5.3 Diamond doping
A pure diamond is an excellent insulator of the electricity (1016–1018 Ω.m) at room temper-
ature [142] and therefore in order to be used in electronic applications, it requires doping so
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Figure 5.3: (a) Calculated electronic band structure and (b) the electrostatic
potential of bulk diamond, using 8 atom unit cell and a lattice parameter
6.68 a.u..Occupied and empty electronic states corresponds to the valence and con-
duction bands are shown in blue and red lines, respectively.
that electrons can move freely. Doping of the diamond lattice to achieve an efficient p–type
material is rather easy [152–154]. However, unlike other semiconductors, such as Si and Ge,
to create an efficient n–type diamond is extremely difficult [155–157].
Unlike Boron, which is a widely used shallow acceptor (activation energy: 0.37 eV),
most n–type dopants are either deep donors or have very low solubility [157]. For example,
substitutional nitrogen, which is the most common impurity in diamond, is a deep donor
(donor activation energy of 1.6–1.70 eV) [155–158].
Substitutional phosphorus has been successfully used to produce donor levels with an
activation energy of 0.60 eV at 400 K [154, 157, 159]. However, due to the large enthalpy
of formation, which implies limited solubility, phosphorus is of lower technological impor-
tance [154]. The enthalpy of formation for phosphorus in diamond is calculated to be around
6–11 eV, much higher than 1.13 eV of B [154,157], resulting from the large difference between
the covalent bond radius of P (1.06A˚) and C (0.77A˚).
In recent years, several promising suggestions have been proposed including substitu-
tional pnictogen (As and Sb), chalcogen (S, Se and Te), their complexes, Co and other
defects such as N2–H and N–Si4 [155, 157, 160, 161]. Research has also been centred on
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ion implanted alkali metals, such as Li and Na [162–164]; however, the use of diamond for
commercial p–n junction–based devices has not been possible to date.
5.4 Low index diamond surfaces: electronic and structural
properties
Because of the possibilities of efficient electron emission at low temperature and the transfer
doping phenomenon, diamond surfaces have recently attracted significant attention for a
wide range of electronic applications [23, 97, 165–169]. Importantly, modification of the
electronic properties of the diamond using different surface treatments is a rather easier
process than the doping. As a consequence of the way in which diamond crystal grow
during the CVD process, the most technologically relevant low index surfaces are those with
(001), (111) and (110) orientations [87, 149]. All three surface orientations are described
consecutively in following sections.
5.4.1 (100) surface
Figure 5.4: Perspective view of a clean
1× 1–(001) diamond surface.
Due to its low defect density, the (001) grown
surface is important in diamond technology. Im-
portantly, it can be selectively grown under con-
trolled growth conditions [87,149]. An ideal un-
relaxed diamond (001)–1×1 surface, as shown in
Fig. 5.4, comprises two dangling bonds per sur-
face carbon atom. This is highly unstable and
undergoes a reconstruction into a 2×1 geometry
by forming a pi–bonded dimer with neighbouring
atoms [170,171]. Present calculations show that
a reconstructed 2 × 1 geometry [Fig. 5.5 (a)] is
more stable than the 1× 1 geometry by around 1.52 eV per surface carbon atom.
As a repercussion of underlying strain effect, a reconstructed 2× 2 geometry (combina-
tion of alternate dimers) is also less stable and does not represent the ground state. The
reconstructed 2× 1 surface is also preferred upon hydrogenation, with each surface carbon
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forming three C–C single bonds and one C–H bond, as shown in Fig. 5.5 (b) [17,172].
(a)2 × 1–(100) clean (b) 2× 1–(100) H–terminated
Figure 5.5: Perspective views of the (a)reconstructed 2 × 1 clean and
(b)hydrogenated diamond (100) surfaces.
Structural properties, such as bond lengths and layer separations (with arrows), for
the clean and hydrogenated 2 × 1 diamond (100) surfaces are shown in Fig. 5.6. The
typical surface dimer C–C bond length for the clean (100) diamond is ≈1.37A˚, which is
somewhat bigger (≈2%) than 1.34A˚ of C=C double bonds. The slab used in the simulations
of terminated diamond surfaces is adequately thick and closely represents the bulk diamond
in the middle, as for both clean and hydrogenated diamond surfaces, the C–C bond lengths
(1.53A˚) in the middle of the slab are equal to those found in the bulk diamond. The clean
2 × 1 surface, where the surface dimers are separated from each other by a00/
√
2 ≈ 2.52A˚
is found to be non–metallic in nature.
Fig. 5.7 shows the band structures of the clean and hydrogenated 2 × 1 diamond (100)
surfaces. These band structures are plotted for M(0.5, 0.5, 0)–Γ(0, 0, 0)–X(0.5, 0, 0)
direction. For a reconstructed clean 2 × 1–(100) surface, the dimer states [Fig. 5.7(a)],
which originate from pi and pi∗–like wave functions [Fig. 5.8 (a)] of surface C atoms, lie in
the band–gap just above the valence band maxima and about the midgap, respectively. In
the case of H–termination, there are no bands in the band gap and due to the effect of C–H
surface dipoles, the entire band structure [Fig. 5.7(b)] is being shifted upwards with respect
to the clean surface by about 2.5 eV. The catenary–shaped unoccupied states at 0 eV around
the zone centre (Γ) [Fig. 5.7 (b)], are free–electron–like states, although some of them are
found to be associated with the surface states [144].
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Figure 5.6: Reconstructed (a) C– and (b) H–terminated (001)–(2 × 1) diamond
surfaces. Labelled lengths are in A˚.
The χs for the clean and the hydrogenated 2 × 1–(001) diamond are calculated to be
0.61 and 1.96 eV, respectively, which are consistent with previous theoretical studies [18,19,
21, 135]. For a clean 2 × 1 surface, the agreement between the current calculations for χ
and the experimental values is very good, being within 5%. However, the difference in the
theoretical and experimental values of χ for a H–terminated surface is significant, ≈46%.
The difference between two values is explicable from the fact that a 100% H–terminated
diamond surface is extremely difficult to obtain in practice and the presence of surface
impurities (–O, –OH), even in small proportions, can significantly increase χ [144]. The
calculated χs and adsorption energies for low index stable clean and H–terminated surfaces
are listed in Table. 5.1.
Passivation of an unreconstructed surface by two hydrogen atoms per surface site is less
energetically favourable [17, 18]. For the hydrogenation of unreconstructed 1 × 1 surface,
there are two most plausible configurations: symmetric and canted, as shown in Fig. 5.9 (a)
and (b). Calculations show that due to small repulsion between hydrogen atoms, the canted
arrangement is more energetically favourable than the symmetric one, by around 0.22 eV
per surface H atom.
Oxygen terminated diamond (100) surfaces were also examined briefly in this work. For
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Figure 5.7: Electronic band structures of (a) clean and (b) hydrogenated (001)–
(2 × 1) diamond surface. Occupied (black) and empty (green) states of clean and
terminated diamond are superimposed upon the bulk, shown as the shaded (blue
and red) regions. The zero of the energy scale is the vacuum potential for each
system.
an oxygen atom adsorption onto a diamond (100) surface, there are two known surface ar-
rangements: keto and ether (bridge). In the keto configuration, an oxygen atom is linked
to a surface carbon atom by a double bond, while for the ether configuration, every oxy-
gen atom forms two single bonds with two surface C atoms. Calculations show that the
ether configuration is more stable than the keto configurations, by 0.60 eV per oxygen atom.
Reaction of oxygen with the diamond surface is observed to be highly exothermic, indi-
cating that the O–termination will be more thermodynamically stable than H–termination,
although the difference in thermal stability of two surfaces is not significant [21,135].
For both configurations, the C–O bond lengths (ether:1.48A˚, keto:1.19A˚) and C–O–C
bond angle (ether:115.2◦) agree with the literature values [17,135]. Moreover, consistent with
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(a) (b)
Figure 5.8: Plot of the wave function iso–surfaces corresponding to the (a) occupied
pi and (b) unoccupied pi∗ states [Fig. 5.7 (a)] of a reconstructed clean 2×1 surface.
Opposite signs of the wave function iso–surfaces are depicted using red (+) and
blue (−) colour volumes.
Table 5.1: Calculated electron affinities ( eV) of low index clean, oxygenated and
hydrogenated diamond surfaces. Typical literature values for calculated [17–21]
(column marked with †) and experimentally obtained [22–25] electron affinities are
given for comparison.
Orientation Termination Eads Theory Theory† Expt
(001)-(2 × 1) clean – +0.61 +0.64 +0.50
(001)-(2 × 1) H 2.17 −1.96 −1.90 −1.30
(001)-(1 × 1) O(ether) 5.37 +2.63 +2.73 +1.70
(001)-(1 × 1) O(keto) 4.76 +3.91 +3.64 –
(111)-(1 × 1) clean – +1.37 – –
(111)-(1 × 1) H 2.78 −2.01 −1.97 −1.65
(111)-(2 × 1) clean – +0.32 +0.35 +0.38
(111)-(2 × 1) H 1.03 −2.19 – –
(110)-(1 × 1) clean – +0.91 +0.90 +0.70
(110)-(1 × 1) H 1.96 −2.41 −2.40 −1.10
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(a)1 × 1–(100): H (canted) (b) 1× 1–(100): H (symmetric)
Figure 5.9: Perspective views of (a) canted and (b) symmetric configurations for
2H termination of 1×1 diamond (100) surface. Depiction of axes is similar to those
shown in Fig.5.6
the difference in atomic geometry, χ of the keto configuration is more positive in comparison
to that of the ether one. It is reported previously [144] that for the equal amount of charge
transfer from C to O atoms, keto configuration exhibits a greater z–component of the surface
dipole electric field with respect to the bridge configuration and therefore yields a larger χ .
5.4.2 (111) surface
The (111) orientation, a natural cleavage plane, is an important growth plane for CVD
diamond [87, 149]. The diamond (111) surface can be constructed with either one or three
dangling bonds per surface atom, where the the tri–radical surface is found to be much
higher in energy [173].
The clean (111) diamond surface can be reconstructed into several surface geometries [173],
and the so called Pandey–chain pi–bonding reconstruction [174] with a 2 × 1 periodicity
[Fig. 5.10 (a)] is widely accepted as being the most stable. Other geometries, such as the
Seiwatz single–chain, Chadi pi–bonded molecule and the hollow (H) site trimer models are
found to be less energetically stable [173]. Due to unsaturated surface carbon bonds, the
1×1 geometry [Fig. 5.11 (a)] is found to be less stable than the reconstructed 2×1 (Pandey
pi–bonded chain) geometry.
The calculated C–C bond length corresponding to zigzag chain is 1.43A˚, equal to the
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(a)2 × 1–(111) clean (b) 2× 1–(111) H–terminated
Figure 5.10: Perspective views of the reconstructed 2 × 1 (a) clean and (b)H–
terminated diamond (111) surfaces.
(a)1 × 1–(111) clean (b) 1× 1–(111) H–terminated
Figure 5.11: Perspective views of the unreconstructed 1 × 1 (a) clean and (b)H–
terminated diamond (111) surfaces. Representation of axes is similar to those
shown in Fig.5.10
mean value of the C–C single bond (1.54A˚) and the C=C double bond (1.32A˚). For high sur-
face coverages of adsorbates, the 2×1 surface is known to be energetically unfavourable [175,
176]. However, for low surface coverages, the relative stability of reconstructed and unrecon-
structed surfaces depends upon the chemical and physical nature of adsorbate. For example,
in the case of oxygen termination, for 0.5ML of oxygen coverage, the stability of both 2× 1
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and 1 × 1 surfaces is nearly similar [176], while in the case of –OH termination [175], even
a small concentration of functional group can destabilise the reconstructed surface by dis-
rupting the pi–bonding.
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Figure 5.12: Electronic band structures of the (a) reconstructed 2 × 1 clean and
(b) 1 × 1 H–terminated diamond (111) surface. Depiction of the electronic states
is similar to those presented in Fig. 5.7
Calculations performed for H–termination shows that for 100% surface coverage of H,
an unreconstructed surface is more stable than a reconstructed surface, by 1.65 eV per H
atom. The H–terminated 1×1 and 2×1 geometries are shown in Fig. 5.11 (b) and 5.10 (b),
respectively. Although partial H–termination of (111) surfaces has not been examined in this
study, adsorption of H on a diamond surface is found to be similar to that of F–termination.
A detailed study regarding the thermodynamic stability of partial halogen terminated 1× 1
and 2× 1–(111) surfaces is included in the next chapter, which will be useful to understand
the partial H–termination.
The electronic band structure [Fig. 5.12 (b)] of the H–terminated 1× 1–(111) surface is
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similar to that of a H–terminated 2× 1–(100) diamond surface in this sense that hydrogen
saturation of single dangling bonds on 1 × 1–(111) surface removes the presence of the
electronic states in the middle of the band gap. Wave function analysis indicates the highest
occupied and unoccupied states are associated with the p orbitals of the surface C atoms.
Furthermore, akin to the electronic band structure of the H–terminated 2 × 1–100 surface,
the H–terminated 1×1–(111) surface shown in Fig. 5.11 (b) exhibit free–electron–like states.
These states lie in the energy range from 2 to −1 eV at Γ point. The electronic band structure
of a clean 2× 1–(111) surface does not show any resemblance to that of 2× 1–(100) surface
and due to the formation of a delocalised pi network, it is found to be semimetallic in nature
[Fig. 5.12 (a)]. Calculated χs for both terminated and unterminated are summarised in
Table. 5.1. In addition to adsorption energies, these values are also in good agreement with
the previous reports.
5.4.3 (110) surface
The diamond (110) surface exhibits 1 × 1 low energy diffraction pattern and unlike (100)
and (111) surfaces, this surface does not present any reconstruction even when annealed at
very high temperatures (1300 K) [177]. There have been some studies on the possibility of
dimers on the (110) surface; nevertheless, no evidence for dimerisation has been found to
date [135,177].
Similar to the diamond (111)–2 × 1 surface, the diamond (110) surface also comprises
the delocalised pi network running along the zig–zag chains on its surface. However, in
contrast to the (111)–2 × 1 surface, the staggered stacking of these zigzag chains continues
throughout the slab, as shown in Fig. 5.13 (a). Consistent with the observations on the
2 × 1–(111) surface, 1 × 1–(110) also shows semimetallic behaviour, where the chain bond
length is calculated to be 1.42A˚, close to the surface C–C chain bond length of 2× 1–(111)
surface.
Test calculations suggest that an unterminated 1×1–(110) surface is less stable than the
clean 2×1–(100) and 2×1–(111) surfaces in terms of energy per unit surface area. However,
based upon surface energy calculations, the H–terminated 1×1–(110) surface is found to be
the most stable, followed by the 2 × 1–(100) and 1 × 1–(111) surfaces, respectively. These
findings agree well with those of a previous study [178].
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(a)1 × 1–(110) clean (b) 1× 1–(110) H–terminated
Figure 5.13: Perspective views of the 1×1 (a) clean and (b)H–terminated diamond
(110) surfaces.
The C–C chain bond length for the hydrogenated surface is calculated to be 1.51A˚,
somewhat smaller (≈ 2%) than 1.54A˚ of a typical single C–C bond and significantly smaller
(≈ 6%) than the C–C single bond of the 2 × 1 hydrogenated (100) surface [Fig. 5.6 (a)].
The electronic band structures of the clean and H–terminated 1×1–(110) diamond surfaces
are found to be similar to those of the clean 2× 1–(111), and H–terminated 1× 1–(111) and
2× 1–(100) surfaces, respectively. The χ of the H–terminated 1×–110 surface is calculated
to be the highest among the studied low index surfaces and as suggested previously [144],
this is due to the high surface dipole density per unit surface area.
5.5 Chapter summary
In summary, DFT calculations were performed to investigate the electronic and structural
properties of the bulk and low index clean and H–terminated diamond surfaces. It is noted
that both the surface geometry and orientation significantly influence the electronic and
structural properties of diamond. For example, a clean 2× 1–(100) surface is non–metallic
in nature, whereas 2× 1–(111) and 1× 1–(110) surfaces show semimetallic behaviour, which
are due to adjacent surface dimers and neighbouring zig–zag chains interactions, respectively.
The C–C bond length for surface C atoms of the investigated surface geometries may vary
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in the wide range from 1.3 to 1.5A˚. However, the C–C bond length (≈ 1.54A˚) in the middle
of the slab is independent of surface orientation and termination.
Overall, the electronic band structures of H–terminated diamond surfaces are very sim-
ilar to each other in the manner that there are no electronic states in the middle of the
band gap and the electronic states are shifted in the upward direction due to the effect of
C–H surface dipoles. The H–termination is of particular relevance for inducing an NEA,
making diamond useful for surface conductive devices and some extent to thermionic appli-
cations. The validation of the electron affinities and adsorption energies of the clean and
H–terminated diamond surface is enormously useful in the investigation of little known sur-
face terminations, for example, halogens and metal terminations, which are discussed in the
next chapters.
CHAPTER 5.
Chapter 6
Halogen functionalisation of diamond surfaces
The important thing in science is not so much to obtain new facts as to discover
new ways of thinking about them.
Sir William Bragg, British physicist (1862–1942)
6.1 Introduction
Electronic applications of diamond have been severely limited by the scarcity of soluble
shallow dopants for its extremely hard FCC lattice of tetrahedrally coordinated, (sp3)–
bonded carbon atoms. Nevertheless, because of its unique surface properties (Chap. 5),
particularly the surface conductivity and NEA, diamond surfaces hold great potential for
surface conductive and electron emission devices.
Previous studies on diamond have shown that surface termination has important con-
sequences for the electrical properties and different surface functionalities lead to distinct
properties of diamond [22,23,135]. For example, hydrogen termination induces an NEA, so
the conduction band lies above the vacuum level [23]. On the other hand, oxygen termination
yields a PEA [22,135].
Since the electron affinity impacts the work function strongly, the possibility of inducing
both NEA and PEA on diamond is indeed very important for the thermo–tunnel device
fabrication, which requires two electrodes with dissimilar work functions (Chap. 4). The
dependence of work function (φ) on χ can be expressed by following equation [23]
φ = Eg − (EF − Ev) + χ, (6.1)
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where Eg is the bandgap of diamond, EF Fermi level and Ev is the valence band maxima.
The variation in electron affinity (EA) of diamond can be understood in term of sur-
face electric dipoles arising from differences in the electronegativities of the terminating
species [135]. Depending upon the partial charge (δ) on each atom, one can imagine two
classes of surface dipole: C+δ–X−δ and C−δ–X+δ , where δ is the partial charge on the
atom [17], and X the adsorbate. C−δ–X+δ dipoles bend the bands upwards with respect
to the vacuum level, while C+δ–X−δ dipoles cause a downward band-bending. Experimen-
tally [22], C−δ–H+δ dipoles yield a NEA of 1.30 eV, while C+δ–O−δ dipoles result in a PEA
of 1.70 eV.
Although the direction of band–bending arises from the orientation of the dipoles, a
quantitative picture of the EA is further complicated by lateral interactions between adsor-
bates. For example, theoretically, ether–terminated (001)–1 × 1 has a PEA of 2.70 eV, but
addition of hydroxyl components is predicted to rapidly reduces this value [135]. Such effects
are likely to be a significant source of difference between the PEA of an ideal O–terminated
surface in comparison to the experimental value of 1.70 eV [22].
In recent years, the interaction of halogens with diamond surfaces has been the sub-
ject of both experimental [179] and computational studies [172, 180]. Halogenated carbon
precursors, such as CF4 and CCl4, have been used to grow diamond at relatively low tem-
peratures [179, 181–184]. Substrate temperatures in such growth regimes can be as low as
250 ◦C [184], offering the wider choice of substrate materials in comparison to conventional
diamond CVD growth where growth temperatures are normally greater than 800 ◦C [182].
Since the substrate temperature is low in halogen–assisted CVD system and the reactions
of halogens with diamond surface are highly exothermic, diamond may exhibit the pres-
ence of halogen–carbon bonds on its surface [182]. The presence of halogen–carbon bonds
on the diamond surface, obtained from halogen assisted CVD systems, has been confirmed
using x–ray photoemission spectroscopy, energy dispersive x–ray system and secondary ion
mass spectroscopy [182, 185], supporting a view that halogens may play an important role
in layer–by–layer growth of CVD diamond.
F and Cl termination of diamond surfaces are found to be reasonably thermally stable
(F–830 ◦C and Cl–700 ◦C) [186], and to improve the other surface properties, such as lu-
bricity and stability, post–growth processing has deliberately produced fluorine and chlorine
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terminated diamond surfaces [22,184,185,187–191]. In addition, fluorinated nanodiamonds
exhibit improved luminescence properties in comparison to oxygenated and hydrogenated
counterparts [192].
More recently, because of the chemical inertness, radiation hardness and a high de-
gree of biocompatibility, interest in functionalised diamond has been evoked dramatically
for application in drug delivery and sensing things, such as radiation and pH in differ-
ent harsh and biological environments [193–196]. Since a functionalised diamond surface
is chemically more suitable for the biomolecule immobilisation in comparison to a pristine
diamond surface, a variety of different functionalities (linkers), particularly halogens, have
been tested [194,197–201].
As an example, grafting of thiol–modified DNA or other thiol–bearing biomolecules in-
cludes amination of either hydrogenated or chlorinated diamond surface, whereas dodecyl–
and polyethylene glycol (PEG)–groups, prefer both Cl and Br–terminated diamond [194,
198,199]. Fluorination and hydroxylation are also reported as the substitutes for the func-
tionalisation of diamond surfaces, wherein the role of electron affinity (EA) is crucial to
understand the band bending [194,197,200,201].
Given the qualitative impact that varying the chemical termination has upon the EA and
thermodynamic stability of diamond [17,19], the existence of C–halogen dipoles on diamond
surfaces, even where in addition to C–H termination, can be expected to be important due to
the relatively high electronegativities of halogens. Completely halogenated surfaces would
be expected to exhibit large PEAs in comparison to unterminated or oxygen–terminated
diamond. However, noting the extremely compact lattice of diamond, it is not obvious that
100% termination by Cl, Br or even F is possible due to steric interactions between halogen
adsorbates [172,180], and either a partial halogen termination or a mixed halogen–hydrogen
or halogen–oxygen termination may be expected in practice.
In order to address the likely structures and properties of halogenated diamond, this
chapter presents the results of a first principle density functional study into the energetics
and surface electron affinity of halogen terminated diamond surface. Although in comparison
to F and Cl–termination, high coverages of Br are far less energetically favourable, a brief
study regarding the partial adsorption of Br on to a clean and H–terminated (100) diamond
surface is also included in the end of this chapter.
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6.2 Computational Method
In these simulations, the basis sets consist of independent sets of s and p–type Cartesian
Gaussian functions of four widths for all species other than H, for which there were three.
In the cases of C, O, and F, an additional four sets of d–type polarisation functions were
also included, and two sets for both Cl and Br. Additionally, as discussed in Chap. 3, sets
of sixteen s–Gaussian basis functions are placed at points in the vacuum region with an
equal density to the atomic density of the diamond host to augment the treatment of the
evanescent states at the surface [144].
Matrix elements of the Hamiltonian are determined using a plane wave expansion of the
density and Kohn-Sham potential with a cutoff of 175 Hartree energy.
The (001), (110) and (111) oriented diamond surfaces are modelled using a periodic
boundary condition with an inversion symmetry, 14 layers of carbon atoms and more than
19A˚ of vacuum. Details regarding the modelling of these surface have been provided in
Chap. 3. For surfaces with sub–monolayer coverages, a wide variety of symmetrically non–
equivalent structures were explored to establish the most probable candidate for the lowest
energy arrangement. For example, with the 25% halogen coverage, simple surface periodic
cells with (2 × 2) and (4 × 1) arrangement, along with the various internal arrangements
for (4 × 2), (4 × 4) and (8 × 1) periodicities were included. In addition, calculations were
performed on the more extended (8 × 2) systems, which showed no significant differences
from the smaller surface cells, justifying at this level the restriction to the indicated sur-
face periodicities. Based upon the general view that the lowest energy structure could be
extracted from relatively small surface cells, arrangements for the (110) and (111) surfaces
were slightly reduced in extent, but in each case a sufficient variety of surface arrangements
are tested to allow the lowest energy configuration to be obtained with a high degree of
confidence.
The adsorption energy per terminating atom corresponding to each equilibrium structure
is calculated [202] as
Eads =
1
n
(
nEC + nµX + E
tot
)
, (6.2)
where Etot is the minimum in the total energy of the slab geometry terminated by n adsorbed
atoms, EC the total energy per surface site of an unterminated diamond surface slab, and
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µX the chemical potential for the terminating species, X. For all species, µX is taken as
half the energy of a diatomic molecule, X2. EC is obtained by relaxing the C–terminated
surface with the same slab thickness as for the halogen termination, and then dividing the
total energy by the number of surface sites.
To examine the energetics of the reaction of the halogen where combined with H–
termination, the calculated adsorption energy for the halogen is obtained using following
equation
Eads =
1
n
(
nEC +mEH + nµX − Etotn,m
)
, (6.3)
where Etot
n,m is the minimum in the total energy for n halogen and m hydrogen terminating
species, EH is the total energy per surface site of a H–terminated surface. EH is obtained by
relaxing the H–terminated surface with the same slab thickness as for the halogen termina-
tion, and then dividing the total energy by the number of H–terminated sites. The form of
Eq. 6.3 is selected to eliminate as much as possible the impact of the hydrogen adsorption
energy, and can be regarded as calculating the total adsorption energy for all species and
then subtracting the adsorption energy for hydrogen in the limit of 100% H termination.
The impact of the zero–point motion upon the adsorption energy calculations is also
considered. As a test, for the (001) surface the vibrational frequencies are calculated for the
adsorbates in their diatomic molecular form, those of the C–terminated surface, and those
of the H, F, and Cl terminated surface. The frequencies are obtained by first constructing
the dynamical matrices using the second–derivatives of the total energy with respect to the
displacement of the atoms obtained using the same first–principles method as above. Diag-
onalising the dynamical matrices yields the frequencies. The zero–point energies can then
be obtained for the system before and after adsorption. For H, F, and Cl, the contributions
to the adsorption energy per atom are found to be 186, 70, and 41meV/adsorbate–atom.
Therefore, it can be concluded that, especially in the case of the halogen species, that the
contribution to the adsorption energies from zero–point motion can be neglected.
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6.3 Results
6.3.1 Methodology validation
As described in Chap. 5, DFT calculations are performed for the known clean, oxygen, and
hydrogen terminated diamond surfaces. The calculated hydrogen adsorption energies lie in
the range 1.0–2.8 eV/atom, which is in good agreement with similar literature values [20,
21, 203]. This may be viewed as a reference energy for comparison with the adsorption
energies of the halogens. The fractional differences between the current estimates of the
adsorption energy and the literature values are acceptable given that the reference states of
the adsorbates include atomic species. The agreement between the current calculations for
the EA, and the literature values is very good, with values all within about 10%, and can
be explained by variations in functionals and basis sets.
In addition to the adsorption energies and electron affinities, as discussed in Chap. 5,
the electronic band structures and structural properties of clean and hydrogenated diamond
surfaces are also examined, which are consistent with previous studies. Based upon these
results, it can therefore be concluded that the computational approach is suitable for the
simulation of halogen terminated diamond surfaces.
6.3.2 Halogens on the (001) diamond surface
To assess the properties of halogen terminated (001)–2×1, model systems have been relaxed
with 25, 50, and 100% termination of the surface with the remaining sites being either
unterminated or saturated by hydrogen. The most stable surface cells corresponding to 25
and 50% coverages are illustrated in Fig. 6.1. It is important to mention here that both
canted and symmetric configurations for 1 × 1 geometry are less stable and hence are not
included in this work.
6.3.3 C–terminated (001)–(2× 1) surface
For 100% coverage (Fig. 6.2), the calculated C–F and C–Cl bond lengths are 1.36A˚ and
1.71A˚, respectively, 2–4% shorter than previously calculated 1.39A˚ and 1.79A˚ of C–F and
C–Cl single bonds, respectively [172]. Furthermore, the calculated C–halogen distances agree
with experiments to within 3%. The experimental C–F and C–Cl bond lengths in CF4 and
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Figure 6.1: Schematic of unit cells for partial coverages of F or Cl on C–terminated
and H–terminated (001)–2× 1 surfaces. Large, medium and small atoms are halo-
gen, carbon and hydrogen terminated sites, respectively. (1) shows 50% halogen
with 50% H, (2) shows 25% halogen with 75% H, (3) shows 50% halogen and (4)
25% halogen, respectively. The (red) shaded region representing the unit surface
cell is indicated by ‘(2× 1)’, from which the repeated surface cell arrangements for
sub–monolayer coverages of F and Cl may be determined.
CCl4 molecules are calculated to be 1.32 and 1.76A˚, respectively [142]. The surface in–
plane C–C bond–length are in good agreement with the previous results for H terminated
surfaces [17,172] and the values found in this study for H–terminated surfaces.
The structure of the Cl–termination requires further explanation. The shortest inter–
chlorine distance, as shown in Fig. 6.2(b), is just 25% greater than the bond–length in
the Cl2 diatomic molecule. The 4p lone–pairs are then overlapping to a significant degree.
The calculated surface C–C–Cl bond–angle is 103.9◦. This is somewhat smaller than the
tetrahedral angle, and significantly smaller than the calculated C–C–Cl bond angles in
previous cluster calculations where the steric interactions from neighbouring surface sites
were not included [172]. Given this highly strained environment, it is therefore not surprising
that the adsorption energy for 100% Cl–termination is only 1.20 eV/atom, much smaller in
comparison to those of fluorine (3.94 eV/atom) or for partial Cl coverages (Table 6.1). This
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(a)
(b)
Figure 6.2: Schematic of 100% F or Cl terminated (001)–2× 1 surfaces. Distances
are indicated in A˚, and angles in degrees.
suggests that 100% Cl termination may not be easy to achieve in practice.
Where the coverage of the surface is less than 100%, there are of course an infinite number
of ways in which the surface may be constructed. In order to determine the equilibrium
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Table 6.1: Calculated adsorption energy per atom (Eads), and electron affinity
(EA) for different coverages of the (001)–(2 × 1)C and (001)–(2 × 1)H surfaces of
diamond by F or Cl (eV). For H–terminated surfaces, the coverage refers to the
fraction of H–sites substituted by a halogen atom. As reference values, the EAs
for C– and H–termination are calculated to be 0.61 eV and −1.96 eV, respectively.
Fluorine Chlorine
Coverage Eads EA d11(C−C) d(C−F) Eads EA d11(C−C) d(C−F)
C–termination
1.00 3.94 +2.13 1.60 1.36 1.20 −0.03 1.64 1.72
0.50 4.13 +1.60 1.37–1.61 1.37 2.43 +0.84 1.37–1.62 1.77
0.25 4.24 +1.11 1.37–1.60 1.37 2.53 +0.69 1.37–1.63 1.78
H–termination
0.50 4.21 −0.38 1.60 1.39 2.46 +0.26 1.59 1.80
0.25 4.26 −0.78 1.59 1.40 2.57 −0.52 1.59 1.82
structure for a given sub–monolayer coverage, a range of possible structures have been
relaxed.
All equilibrium structures involve halogens saturating carbon atoms sharing a recon-
structed bond, with the lowest energy configurations being those presented in Fig. 6.1. The
remaining sites on the otherwise unterminated surfaces are not significantly perturbed from
the ideal (001)–2 × 1:C surface, indicating that the interaction between the saturated and
unsaturated surface dimers is small.
For partial Cl termination, the strain determined for 100% coverages is relaxed consid-
erably, with the distance between Cl atoms on a dimer increasing from the 2.50A˚ indicated
in Fig. 6.2 to 3.16A˚ for 25% coverage. This is accompanied by an increase in the C–C–Cl
bond angle to 116◦, close to the value reported previously from cluster calculations [172]
where steric interactions were absent.
The effect of steric interaction on adsorption energy is clearly evident in Table 6.1. For
fluorine, the adsorption energy (Table 6.1) is weakly dependent upon coverage, consistent
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with a low F–F steric interaction, whereas for chlorine, coverages of 50% or less significantly
reduces the steric effects noted for 100% coverage, with adsorption energies in the region of
2.5 eV/atom for low coverage.
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Figure 6.3: Electronic band structures corresponding to different surface coverages
of F and Cl adsorbed on a clean reconstructed (001)–(2 × 1) diamond surface.
Occupied (black) and unoccupied (green) states of terminated surfaces are super-
imposed upon the electronic band structure of bulk (shaded regions). The zero of
the energy scale is the vacuum potential for each system.
The calculated electron affinities for the equilibrium structures are each coverage are
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listed in Table 6.1. The small value for 100% Cl termination is a consequence of the strong
interactions between the surface Cl atoms, and is unlikely to be realisable experimentally.
Fluorine covered surfaces are predicted to give rise to a large PEA of around 2.13 eV, with
value decreasing monotonically with decreasing coverage. For partial Cl coverage, there is
also a PEA, but smaller than the comparable coverage of F. Importantly, although Cl is
less electronegative than F, because the C–Cl bond–length is greater than C–F, the electric
dipoles of C–Cl bond is either equal or greater than of C–F bond. For example chloro–
methane (1.8963D±0.0002D) has a large dipole moment in comparison to fluoro–methane
(1.858D±0.002D) [142].
Fig. 6.3 shows the band structures corresponding to different surface coverages of halo-
gens on a clean diamond (100) surface. It is found that for the 100% coverage of F
[Fig. 6.3(a)] there is no evidence of any surface states, which is found similar to that of
a hydrogen saturated diamond. In contrast for 100% of Cl [Fig. 6.3(e)], the electronic states
marked A, B and C, are associated with p–like orbitals on both surface C and Cl atoms.
The highest delocalised occupied states corresponding to 0.50ML of F (Fig. 6.3(b), (c))
are mainly due to the pi–states, centred on unsaturated C atoms [Fig. 6.4 (a)], and the
unoccupied states in the band gap near −5.00 and −4.30 eV have pi∗–like character [Fig. 6.4
(b)]. A similar picture of occupied pi– and unoccupied pi∗–surface states is followed for 25%
coverage by F, and for 25 and 50% Cl termination.
(a) (b)
Figure 6.4: Plot of the wave function iso–surfaces for the highest occupied and
unoccupied states in the middle of the band gap of partial surface coverages of F
and Cl on C–terminated 2 × 1 diamond (100) surface. HOMOs and LUMOs are
represented using red and blue contours, respectively.
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6.3.4 H–terminated (001)–(2× 1) surface
Many chemical treatments involving halogens also involve a source of hydrogen, such as flu-
orination of diamond using hydrogen–fluoride, which has the potential to result in a mixed
termination [192]. The addition of hydrogen on unterminated sites for partial halogen ter-
mination is expected to have two effects. First, the presence of the hydrogen may lead to
additional steric interactions, modifying the adsorption energy of the halogen [203]. Sec-
ondly, hydrogen is more electropositive than carbon, so the surface dipoles arsing from the
hydrogen termination will tend to reduce or negate the PEA due to the halogens.
Unit cells corresponding to the most stable geometries of 50 and 25% coverage on H–
terminated surface are also shown schematically in Fig. 6.1. For both F and Cl, halogens
occupy sites maximising the distance to the nearest neighbour halogen. The calculated
C–C–F bond angles for hydrogen terminated surface having 0.50ML and 0.25ML of F are
112.5◦ and 112.3◦, while surfaces with 0.5ML and 0.25ML of adsorbed Cl gives the C–C–
Cl bond angles of 109.0◦ and 109.6◦, respectively. C–C–H bond angles for lesser surface
coverages of halogens on hydrogenated surfaces are close to those of a fully hydrogenated
surface. C–H bond–lengths for surfaces having 0.50 and 0.25ML of adsorbed F are within
1% of the C–H bond–lengths on a hydrogen–terminated surface. The reduction of the C–C–
Cl angle relative to the 116◦ for the C–terminated surface with 25% Cl suggest that there is
an interaction between the Cl and H species, which is also reflected in a very small reduction
in the C–H bond lengths.
The adsorption energies (Table 6.1) calculated for the halogens on partially H–terminated
surface are close reported for the corresponding H–free cases (Sec. 6.3.3), supporting the
view provided by the geometry that the steric interactions at sub–monolayer coverages are
modest.
As one would expect from the bond–polarity, the presence of C–H surface termination
reduces the EA relative to the partial termination by carbon dimers (Table 6.1). 50% surface
coverage of F on an otherwise hydrogenated surface exhibits a PEA of just 0.38 eV and at
25% coverage, a NEA of 0.78 eV. The corresponding values for Cl are systematically more
positive, being a PEA of 0.28 eV and a NEA of 0.52 eV for 50 and 25%, respectively. The
systematically more positive values for Cl termination are consistent with the notion noted
previously that C–Cl bonds provide a larger dipole than C–F bonds.
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Figure 6.5: Electronic band structures corresponding to partial surface coverages of
F and Cl on a H–terminated (2× 1) diamond surface. Occupied (solid, black) and
unoccupied (dotted, green) states of terminated surfaces are superimposed upon
the electronic band structure of bulk (shaded regions). The zero of the energy scale
is the vacuum level.
The band structures (Fig. 6.5) corresponding to 0.25 and 0.50 ML of both F and Cl on
an otherwise H–terminated diamond surface show that there are no states in the band–gap.
This is understandable, as in addition to a small steric interaction, all the surface dimer
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sites are terminated, and all carbon atoms in the lattice are now sp3 coordinated.
A further investigation of filled states for mixed Cl–termination indicates that the first
two highest occupied states, marked A in Figs. 6.5 (c) and (d), exhibit a weak pi–like
character, i.e., made from a combination of Cl p orbitals with host reconstruction states.
Since the steric interaction is very low in the case of mixed termination, due to negligible
splitting, these states lie in the vicinity of bulk valence band maxima. In contrast to halogen–
only termination (Fig. 6.3), the band structures are shifted upward with respect to the
vacuum level, due to the presence of the C–H surface dipoles.
6.3.5 Halogens on the (111) diamond surface
A fully terminated 2×1 Pandey–chain geometry, as described in Chap. 5, is less stable than
a fully terminated 1× 1–(111) geometry. However, given the effect of unsaturated surface C
atoms on 1×1 geometry, for partial coverages of halogens, the reconstructed 2×1 geometry
remains of significant interest. Similar to the (100) orientation, different repeated model
systems corresponding to both 1× 1 and 2× 1 configurations have been relaxed with pure
and mixed 25, 50, and 100% surface coverages of halogens.
C–terminated (111)–1× 1 and 2× 1 surfaces
Figs. 6.6 and 6.7 show schematic views of the unit cells corresponding to different coverages
of F and Cl on the (111)–1× 1 and (111)–2× 1 surfaces. The calculated C–F bond–lengths
are 1.38A˚ and 1.37A˚ for 1 × 1 and 2 × 1 surface cells, respectively, very close to the C–F
bond–lengths on the (001)–2× 1 surface. In line with the results for the (001) surface, 1ML
of Cl is unstable on (111)–2 × 1, and only marginally stable on (111)–1 × 1 surface.
The adsorption energies (Table 6.2) of F onto (111)–1 × 1 diamond surfaces are much
higher than onto the (111)–2 × 1 because in the former case each F atom is passivating a
carbon radical, whereas in the latter where all atoms are fully bonded, each F is making
a C–F bond at the expense of disrupting the pi–bonding along the Pandey chains. The
destabilising of the reconstruction by fluorination is consistent with the same effect being
determined for –OH termination [175].
At sub–monolayer coverage, it is observed that the reconstructed surface remains stable.
For example, for 50% F termination, the energy per surface site is 0.18 eV lower in energy
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Figure 6.6: Schematic of unit cells for partial coverages of F or Cl on C–terminated
and H–terminated (111)–1× 1 surfaces. Large, medium and small atoms are halo-
gen, carbon and hydrogen terminated sites, respectively. In all cases the surface
cells are (2 × 2) repeated unit surface cells. (1) shows 50% halogen with 50% H,
(2) 25% halogen with 75% H, (3) 50% halogen and (4) 25% halogen, respectively.
The (red) shaded region representing the unit surface cell is indicated by ‘(1× 1)’.
for the reconstructed surface than for the most stable arrangement of the unreconstructed
surface.
Structurally, the most stable (2×2) unit cells corresponding to 25 and 50% of Cl coverage
on C–terminated diamond (111)–1× 1 surfaces are similar to the corresponding F coverage,
as shown in Fig. 6.6. However, the most stable unit cells(4×2) corresponding to 25 and 50%
Cl coverage on the C–terminated (111)–2× 1 surface are distinct from the most stable unit
cells (2 × 1 and 4× 1) of 25 and 50% of F coverages on C–terminated (111)–2 × 1 surface.
The differences are illustrated in Fig. 6.7.
An analysis of the electron wave functions suggests three important factors: (i) partial
coverage leaves complete chains of C–atoms with ppi bonding, (ii) there is no significant wave
function overlap between adsorbed F atoms, and (iii) there is a significant wave function
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Figure 6.7: Schematics of surface unit cells for partial coverages of (a) F, and
(b) Cl on the (111)–2 × 1 surface. In both cases, areas 1 and 3 represent 50%
halogen coverage, and areas 2 and 4 show 25% halogen coverage. For areas 1 and
2 the remaining sites are hydrogen terminated. In both (a) and (b), areas 1 and 2
correspond to two unit surface cells. In (a), areas 3 and 4 are correspond to two
and four unit surface cells, respectively. In (b), both areas 3 and 4 correspond to
two unit surface cells. The (red) shaded region representing the unit surface cell is
indicated by ‘(2 × 1)’. Large medium and small atom sites show halogen, carbon
and hydrogen termination, respectively.
overlap between adsorbed Cl atoms. To reduce the repulsive interaction between Cl atoms
on the surface, instead of completely saturating Pandey–chains, they only half saturate the
chains, leaving pairs of carbon atoms between the Cl–termination which may then be fully
pi–bonded.
The 4 × 2 geometry, which is found be to the most stable in the case of 50% coverage
of Cl on the C–terminated (111)–2 × 1 surface (Fig. 6.7(b)), is metastable in the case of
50% coverage of F on the C–terminated (111)–2 × 1 surface. Indeed, the energy differences
between the surface arrangements are quite large. In the case of 50% coverage of F on
the C–terminated (111)–2 × 1 surface, the most stable 4 × 1 (Fig. 6.7(a)) arrangement is
0.25 eV/atom more stable than the metastable 4× 2 geometry found to be more stable for
Cl–termination. Similarly, for 25% F–coverage, the difference between the most stable 8× 1
structure and the metastable 4 × 2 geometry found to be most stable in Cl–termination is
0.25 eV/atom.
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Table 6.2: Calculated adsorption energy per atom (Eads), and electron affinity (EA)
for different coverages of the (111)–(2× 1) and (111)–(2× 1)H surfaces of diamond
by F or Cl (eV). For H–halogen mixed termination surfaces, the coverage refers to
the fraction of sites occupied by halogens. Erel reports the energy difference per
surface site between the 2×1 and 1×1 structures, positive values representing the
Pandey–chain structure being more stable.
Fluorine Chlorine
Coverage Eads Erel EA d(C−F) Eads Erel EA d(C−Cl)
(111)–2 × 1, C–termination
1.00 2.75 −0.56 +2.49 1.38 – – – –
0.50 2.82 +0.18 +1.56 1.39 0.64 +0.32 +0.91 1.82
0.25 2.84 +0.54 +0.91 1.39 0.90 +0.45 +0.79 1.83
(111)–2 × 1, H–termination
0.50 3.05 −1.15 +0.52 1.41 0.90 −0.91 +0.20 1.86
0.25 3.24 −1.17 −0.70 1.44 1.51 −1.18 −0.39 1.89
(111)–1 × 1, C–termination
1.00 4.44 – +2.63 1.37 0.09 – +0.93 1.79
0.50 4.72 – +2.31 1.36 2.22 – +0.21 1.83
0.25 5.47 – +2.20 1.38 3.87 – +1.67 1.79
(111)–1 × 1, H–termination
0.50 4.73 – +0.49 1.40 1.94 – +0.03 1.80
0.25 4.90 – −0.73 1.42 3.17 – −0.41 1.83
For the most stable form for each halogen at each level of coverage, the surface gives rise
to a strongly positive EA. For fluorine termination the calculations suggest a range from
1.2 eV at 25% coverage to 2.6 eV at 100% coverage. These values are considerably more
positive than the corresponding values for Cl–termination, which lie in the 0.7–0.9 eV range
for the energetically stable surface coverages.
The band structures of highly stable terminated (111)–(1×1) diamond surface are shown
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Figure 6.8: Electronic band structures corresponding to different surface coverages
of F and Cl adsorbed on a clean (111)–(1 × 1) diamond surface. Occupied (black)
and unoccupied (green) states of terminated surfaces are superimposed upon the
electronic band structure of bulk (shaded regions). The zero of the energy scale is
the vacuum potential for each system.
in Fig. 6.8. For 100% F–termination, there are no states in the band gap and both filled
and empty electronic states are found to be similar to those of bulk diamond. The effect of
steric interaction on the band structure of 100% Cl is clearly evident in Fig. 6.8 (a), where
some filled and empty states are observed in the band gap.
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(a) 0.50 ML F (b) 0.5ML Cl
Figure 6.9: Plot of the wave function iso–surfaces for 50% coverage of halogens
on C–terminated 1 × 1 diamond (111) surface. (a) and (b) correspond to the
zone–centre states around −6.00 and −4.00 eV in Fig. 6.8(b) and (e), respectively.
A strong interaction between Cl pi orbital is also observed in the case of 50% coverage
[Fig. 6.9 (b)]. However, for 25% of Cl, and 25 and 50% coverages of F, the filled and empty
states in the band gap [Fig. 6.8 (b) and (c)] are due to mainly p orbitals of unterminated
surface carbon atoms[Fig. 6.9 (a)].
H–terminated (111)–1× 1 and 2× 1 surfaces
For mixed termination, where all surface sites have been saturated by a monovalent species,
the (111)–1 × 1 structure is always more stable than the corresponding coverage for the
(111)–2 × 1 structure. Although there are some differences, the adsorption energies for the
mixed termination are broadly in line with the corresponding energies for only the halogen
terminated surfaces.
The calculated EAs decrease with decreasing fluorine coverages, consistent with the
NEA generated by H–termination. The corresponding values for Cl/H mixed termination
are more positive, in line with the values obtained for the (001) surface, and consistent with
the larger dipoles arising from C–Cl bonds relative to C–F.
The band structures corresponding to the mixed halogen coverages on a (111)–1 × 1
diamond surface are shown in Fig. 6.10. Since the steric effect is minimal between F atoms,
and surface carbon sites are saturated by either F or by H atoms, no electronic states
are found in the bandgap. However, for mixed Cl–termination, due to the strong steric
interaction between Cl atoms, the electronic states are observed in the bandgap, which
CHAPTER 6.
6.3. RESULTS 107
(a)0.50F+0.50H ML
-10
-8
-6
-4
-2
 0
 2
M Γ X
E
n
er
g
y
(e
V
)
(b)0.25F+0.75HML
-10
-8
-6
-4
-2
 0
 2
M Γ X
E
n
er
g
y
(e
V
)
(c) 0.50Cl+0.50HML
-10
-8
-6
-4
-2
 0
 2
M Γ X
E
n
er
g
y
(e
V
)
(d) 0.25Cl+0.75HML
-10
-8
-6
-4
-2
 0
 2
M Γ X
E
n
er
g
y
(e
V
)
Figure 6.10: Electronic band structures corresponding to partial surface coverages
of F and Cl on a H–terminated (111)–(1 × 1) diamond surface. Occupied (solid,
black) and unoccupied (dotted, green) states of terminated surfaces are superim-
posed upon the electronic band structure of bulk (shaded regions). The zero of the
energy scale is the vacuum level.
are formed from a combination of p–orbitals of both Cl and surface C atoms. The steric
interaction is significantly reduced at 25% surface coverage and very few electronic states
are visible in the band gap along the M–Γ–X branch [Fig. 6.10 (d)].
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6.3.6 Halogens on the (110) diamond surface
The (110)–surface is perhaps the least studied surface among the low index faces of dia-
mond, as it is less important in terms of technological applications and also difficult to grow
selectively using CVD process [195]. However, steps on (001) and (111) surfaces possess
this orientation, and therefore understanding of interaction of halogens with (110) surface
is critical for both the etching process and CVD growth [20].
C–terminated (110)–1× 1 surfaces
As with (001) and (111) surface orientations, it is calculated that 100% termination by F is
energetically possible, but that the space is insufficient for complete Cl termination.
Figure 6.11: Schematics of surface unit cells for partial coverages of (a) F, and
(b) Cl on the (110)–1 × 1 surface. In both cases, areas 1 and 3 represent 50%
halogen coverage, and areas 2 and 4 25% halogen coverage. For areas 1 and 2
the remaining sites are hydrogen terminated. Depiction of surface geometries is
similar to the Fig. 6.7. The (red) shaded region representing the unit surface cell
is indicated by ‘(1× 1)’, from which the repeated surface cell arrangements for sub
monolayer coverages of F and Cl may be determined. Large, medium and small
atom sites show halogen, carbon and hydrogen termination, respectively.
Fig. 6.11 shows the most stable arrangements for 25 and 50% halogen termination of
the (110)–1 × 1 surface. The unterminated (110) surface consists of [11¯0] chains of carbon
atoms, resulting in ppi states akin to the Pandey–chains on the reconstructed (111) surface.
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It is perhaps therefore not surprising that the differences found for the arrangements of F
and Cl obtained for the (111) surface are reproduced on the (110) surface. Again, partial F–
termination results in the addition of halogens in a complete chain, whereas Cl–termination
forms Cl–pairs separated by carbon pairs.
Similar to the behaviour of the (111)–2 × 1 surface, in the case of 50% F–coverage, the
equilibrium arrangement for Cl (Fig. 6.11(b)) is 0.43 eV higher in energy per halogen atom
than the equilibrium arrangement for 50% F–termination (Fig. 6.11(a)). The differences in
adsorption energy are smaller at 25% coverage, where the different periodicities only differ
in energy by 0.10 eV per halogen atom. The equilibrium adsorption energies (Table 6.3)
for the (110) surface orientation are broadly in line, but slightly greater than the values
obtained for the (111)–2 × 1 surface.
Calculations show that the (110)–(1× 1) surface saturated with fluorine exhibits a large
PEA of 2.38 eV. Calculated electron affinities for varying surface coverages of F and Cl on
(110)–1×1 surface are shown in Table 6.3. The EAs of F–terminated surfaces increase grad-
ually with increasing surface coverage, whereas the PEA for both 25 and 50% termination
are approximately the same.
Consistent with pure/mixed F–termination of the (100) surface [Figs. 6.3 and 6.5], there
are no electronic states in the band gap. Nevertheless, for 25 and 50% F coverages, both filled
and empty surface states are present in the band gap. These surface states originate mainly
from the p like orbitals of surface C atoms on unterminated zig–zag chains [Fig. 6.13 (a)],
similar to those observed by Kern and Hafner for an unterminated 1× 1–(110) surface [20].
In case of partial surface coverages of Cl, the electronic states in the band gap arise from
a combination of p–orbitals of both Cl and host surface C atoms [Fig. 6.13 (b)]. Overall,
this indicates that the electronic band structures for low surface coverages of halogens,
particularly F, are semimetallic in nature.
H–terminated (110)–1× 1 surfaces
For mixed halogen and hydrogen termination, there is also a difference in structure between
F and Cl. In the case of F, the lowest energy structures are found where F is isolated, i.e.
each F–terminated surface site only has H–terminated sites neighbouring them on the same
[11¯0] chain. In contrast, for 50% Cl–termination, the Cl–terminated sites appear in pairs,
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Table 6.3: Calculated adsorption energy per atom (Eads), and electron affinity
(EA) for different coverages of the (110):C and (110):H surfaces of diamond by F
or Cl (eV). For H–terminated surfaces, the coverage refers to the fraction of H–
sites substituted by a halogen atom. The EA for 110% H–termination and 110%
C–termination are calculated to be −2.41 eV and +0.91 eV, respectively.
Fluorine Chlorine
Coverage Eads EA d(C−F) Eads EA d(C−Cl)
(110), C–termination
1.00 3.06 +2.38 1.35 i– – –
0.50 3.85 +1.56 1.38 1.08 +0.95 1.82
0.25 3.88 +1.17 1.37 1.93 +0.91 1.81
(110), H–termination
0.50 3.79 +0.52 1.41 0.98 +0.25 1.88
0.25 3.98 −0.71 1.45 0.96 −0.29 1.89
which is a more stable geometry than the most stable geometry found for F–termination by
0.3 eV per Cl atom.
Similar to (001) and (111) surfaces, addition of hydrogen decreases the EA and for 25%
halogen–coverages a NEA is observed. Moreover, similar to the diamond (111)–2×1 surface,
a significant interaction is present between Cl atoms. As a consequence, at low surface
coverage, for example at 50%, relaxed geometries of partially F–terminated surface differ
considerably with relaxed geometries of partially Cl terminated surface 6.11. Additionally,
similar to the 2× 1–(111) surface, 1ML of Cl is not stable on the (110)–1 × 1 surface.
The electronic band structures corresponding to mixed halogen terminations are shown
in Fig. 6.14. In Fig. 6.14 (a), all filled and empty states are analogous to bulk electronic
states, while for 25% F [Fig. 6.14 (b)], some empty bands below the conduction band minima
are associated with the p–orbitals of both F and host C atoms. For mixed Cl termination
[Fig. 6.14 (c) and (d)], a combination of p–orbitals of both Cl and surface C atoms is found
to be responsible for the empty states, which lie below the conduction band minima at
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Figure 6.12: Electronic band structures corresponding to different surface coverages
of F and Cl adsorbed on a clean (110)–(1 × 1) diamond surface. Occupied (black)
and unoccupied (green) states of terminated surfaces are superimposed upon the
electronic band structure of bulk (shaded regions). The zero of the energy scale is
the vacuum potential for each system.
around −2 and −3 eV.
CHAPTER 6.
6.4. BR–TERMINATION 112
(a) 0.50 ML F (b) 0.5ML Cl
Figure 6.13: Plot of the wave function iso–surfaces for 50% coverage of halogens
on C–terminated 1 × 1 diamond (110) surface. (a) and (b) correspond to the
zone–centre states around −6.00 and −4.00 eV in Fig. 6.12(b) and (e), respectively.
6.4 Br–termination
Br–termination, as described in the introduction section of this chapter (sec 6.1), is of par-
ticular interest for biomedical applications. Bromination of Si and Ge surfaces has been
studied extensively in the past [204–206], which indicates that 100% Br coverage on these
semiconductor surfaces is theoretically realisable [204]. Although the (001) diamond surface
reconstructs in a similar fashion to those of (001) surfaces of Si and Ge, considering the
difference between the C–C and Si–Si/Ge–Ge dimer bond lengths, and the relative elec-
tronegativity of C in comparison to Si and Ge, the presence of C–Br dipoles on a diamond
surface would be expected to impact the electronic and structural properties differently.
Furthermore, due to the significant steric interaction between Br atoms on the length scale
associated with diamond surfaces, high surface coverage (100%) may not be stable and
partial surface coverages may result in practice. This is indeed supported by very limited
experimental evidence [207].
Some quantum–chemical simulations have been performed on the bromination of dia-
mond, which provides some useful insight with regard to the presence of sterical interactions
due to the relatively large size of Br atoms in comparison to other halogens, such as Cl [180].
However, the relatively small clusters employed in this study, and the limited relaxation of
their structure mean that further study is warranted.
To investigate the interaction of Br with diamond, particularly to predict the likely equi-
librium surface coverage and its effect on thermodynamic stability and electronic properties,
the DFT results of Br terminated diamond (100) surfaces are summarised in this section.
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Figure 6.14: Electronic band structures corresponding to partial surface coverages
of F and Cl on a H–terminated (110)–(1 × 1) diamond surface. Occupied (solid,
black) and unoccupied (dotted, green) states of terminated surfaces are superim-
posed upon the electronic band structure of bulk (shaded regions). The zero of the
energy scale is the vacuum level.
It is worth repeating here that the computational details are similar to those used in the
study of F and Cl 6.3.
CHAPTER 6.
6.4. BR–TERMINATION 114
6.4.1 Br on the C–terminated (001)–(2× 1) surface
As anticipated, due to strong mutual interaction between Br atoms, high surface coverages
of Br on clean surface, such as 100 and 75% are not energetically stable – in simulations at
these densities the Br–atoms show a tendency to form bonds with each other in preference
to the surface carbon sites. The 4× 2 and 4× 4 geometries are found to be the most stable
configurations for 25 and 50% surface coverages of Br, respectively (Fig. 6.15). The calcu-
lated surface C–C–Br bond angles for these coverages are nearly equal to 111.5◦, somewhat
greater than the tetrahedral and Si–Si–Br bond angles (109◦) in previous calculations [208].
For both partial coverages, the calculated C–Br bond lengths are calculated to be equal to
1.92 A˚, which are within 1% of the C–Br distance of 1.94 A˚ in CBr4 molecule [142].
(a)0.50Br ML (b)0.25Br ML
(c) 0.50Br+0.50HML (d) 0.25Br+0.75HML
Figure 6.15: Perspective views of relaxed geometries for 50 and 25% Br termination
of reconstructed C– and H–terminated (001)–(2 × 1) diamond surfaces. Distances
indicated are in A˚. Small, medium and large spheres represent H, C and Br, re-
spectively.
As previously suggested [172, 180], the effect of steric interaction is clearly evident on
adsorption energy, which decreases rapidly with increasing surface coverage (Table 6.4).
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The adsorption energy of Br at a 25% coverage is found to be close to that of H at 100%,
indicating that Br surface coverage of around 25% is likely to be achieved in practice. The
EA of energetically stable structures of pure Br–terminated diamond surfaces is nearly
independent of surface coverage, exhibiting a PEA of around 0.45 eV for both 25 and 50%
coverage. This is smaller than the EA of clean or fluorinated diamond [93].
The trend in previous studies indicates that that NEA diamond, such as hydrogenated
diamond, is chemically more suitable for bio–functionalisation than a PEA diamond [194,
197–201]. Nevertheless, for the remote monitoring of chemical process, which is based on
colour changes from photoluminescent (PL) nitrogen–vacancy (NV) centres, the PEA of
fluorinated diamond, is also important [197]. The small but positive EA of brominated
diamond may be of some interest in terms of suitability for bio–functionalisation without
the detrimental impact upon the NV centres that arise from a NEA.
The band structures corresponding to 50 and 25% of Br chemisorbed on a C–terminated
surface are shown in Figs. 6.16(a) and (b). The band structures of terminated surfaces are
superimposed upon the band structure of bulk diamond. For both pure and mixed partial
termination, the underlying bulk bands are derived from an equivalent surface cross–section
of bulk diamond.
Since in comparison to C–H surface dipoles, the effect of C–Br surface dipoles is very
small, for both 25 and 50% surface coverages of Br, the shift in the band structure with
respect to a clean surface is negligible (compare Figs. 6.16(a) and (b) with Fig.5.7(a)). The
relatively small impact of Br can be understood from the small, positive electronegativity
difference between Br (2.69 Pauling scale) and C (2.55 Pauling scale). This contrasts with
the case of hydrogenation, where H (2.33 Pauling scale) is much less electronegative than
C, leading to a large offset between the locations of the valence band tops, as shown in
comparison to Fig. 5.7(b).
Inspection of wave functions corresponding to partial surface coverages of Br on C–
terminated surface suggests that the empty electronic states in the energy range from −4
to −3 eV (Fig. 6.16(a) and (b)) are strongly localised on surface C atoms. They are mainly
constituted from pi∗–like orbitals (Fig. 6.17(a)). An additional unoccupied band located in
the vicinity of the bulk conduction band minima near −2 eV (Fig. 6.16(a) and (b)) orig-
inate from an anti–bonding combination of Br p–orbitals with the host pi surface states,
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Figure 6.16: Electronic band structures for different surface coverages of Br on
the reconstructed (001)–(2 × 1) diamond surface. Occupied (solid, black) and
unoccupied (dotted, green) states of terminated surfaces are superimposed upon
the band structure of bulk diamond (shaded regions). The zero of the energy is
the vacuum level.
(Fig. 6.17(b)).
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Table 6.4: Calculated adsorption energy per Br atom (Eads) (eV), electron affinity
(eV) and bond lengths (A˚) for different coverages of the (001)–(2× 1)C and (001)–
(2×1)H surfaces of diamond by Br. For H–terminated surfaces, the coverage refers
to the fraction of H–sites substituted by Br. C–C bond lengths in parentheses are
for dimers not connected to Br.
% Eads EA d(C−C) d(C−Br) d(C−H)
C–termination
50 1.82 0.45 1.61 (1.38) 1.91 –
25 2.11 0.52 1.63 (1.37) 1.94 –
0 – 0.61 – (1.35) – –
H–termination
50 1.91 0.01 1.59 1.95 1.10
25 2.07 −0.57 1.59 (1.60) 1.98 1.10
0 – −1.96 – (1.61) – 1.10
(a) (b)
Figure 6.17: Plot of the wave function iso–surfaces for 50% coverage of Br on C–
terminated 2×1 diamond (100) surface. (a) and (b) correspond to the zone–centre
states around −3.5 and −2.0 eV in Fig. 6.16(a), respectively.
6.4.2 Br on the H–terminated (001)–(2× 1) surface
Many chemical treatments, used for the surface processing, may result in a mixed termina-
tion, such as bromination via the use of hydrogen bromide. There is little data available for
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mixed H/Br termination on diamond, however, the presence of H surface bonds, in addition
to Br surface bonds, has been often observed in the cases of Si and Ge [209].
Mixed H and Br termination reduces the EA relative to the H–free case and a negative
value of −0.57 eV is calculated for 25% Br coverage. This can be attributed to the increasing
number of of C–H surface dipoles, which generally reduces the EA of clean surface. It is
found that the 2×2 and 2×4 geometries are the most stable configurations for the adsorption
of 50 and 25% of Br on an otherwise hydrogenated diamond surface (Fig. 6.16). The 25%
coverage of Br on a 2×2 geometry also exhibits similar adsorption energy to that calculated
for equivalent coverage of Br on a 2× 4 geometry.
The calculated C–Br (1.98 A˚) and C–H (1.10 A˚) bond lengths for 25% Br covearge are
similar to those of 50%. The calculated surface C–C–Br bond angles for 50 and 25% are
107.3 and 108.4◦, respectively, slightly smaller than the bond angles calculated for pure Br
termination. Reduction in surface C–C–Br bond angles probably indicates the extent of
steric interaction between H atoms.
Figs. 6.16(c) and (d) show the band structures corresponding to (50% Br + 50% H) and
(25% Br + 75% H) combinations. For both mixed surface coverages of Br, the unoccupied
electronic states near −1.70 eV (Fig. 6.16(c) and (d)), are delocalised and made of an anti–
bonding combinations of Br p–orbitals with states arising from the reconstructions. The
calculated upward shifts (relative to a clean surface) in the band structures of mixed 50 and
25% Br terminated surfaces are found to be 0.30 and 1.00 eV, respectively, consistent with
the relative values of the EAs.
6.5 Chapter summary
The chemical modification of diamond surfaces is motivated by a number of possible ap-
plications. For example, halogen termination is currently a area of investigation in the
modification of nano–diamond particles containing the NV optical centre [192, 210]. Here
it is crucial that the optical centre is in the negative charge state, so the PEA of halogen
termination protects against the generation of a p–type surface layer driven by a NEA.
In addition to the impact upon the electron affinity, the thermal stability of the surface
termination is also of great significance in some applications. For example, hydrogen and
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oxygen termination of diamond surfaces may be unstable in high–temperature thermo–
tunnel energy generation applications.
The simulation of halogen termination of low index diamond surfaces, with a wide range
of surface structures (i.e. adsorbate periodicities), has therefore been performed to shed
light upon both the adsorption energy of these species, and their impact upon the EA, from
which some conclusions have been derived.
Where the aim is to achieve as high a coverage as possible, the best choice of halogen
termination is fluorine, with 100% coverage being energetically stable for all surface orien-
tations examined. The adsorption energy for fluorine is calculated in the 2.7–4.4 eV/atom
range, so that if 100% coverage were attained and desorption proceeded by loss in pairs, one
would expect stability to high temperatures. Indeed, this is supported by the limited avail-
able experimental evidence [186]. These energies compare favourably with the comparable
energies for H–termination which lie in the 1.0–2.8 eV/atom range.
Due to weak energetic stability, Cl and Br are both less likely to saturate a diamond
surface in high coverages, and are therefore less favourable in terms of both thermal stability
and EA control. For example, for Cl on (001)–2×1, the difference in the adsorption energies
at 100 and 50% is such that the average adsorption energy for the second 50% of the 100%
coverage is very close to zero. This means that when the coverage is high and approaching
100%, it must cost energy to take more Cl atoms from the Cl2 gas phase and attach them to
the surface. This would imply a maximum coverage of less than 100%, although the specific
maximum coverage likely to be achieved cannot be obtained from the currently available
data. This is in sharp contrast to the case of F termination, since the average adsorption
energy per F atom in the 50–100% range is 3.75 eV, close to the adsorption energy at low
coverage.
Another issue is whether one considers the halogen or the surface to be the limiting
factor in the termination chemistry. Whilst 100% Cl on the (001) surface yields the same
energy output as 50% on the surface and 50% in gas, a higher amount of energy is released
from the same quantity of Cl gas by doubling the area of diamond involved. If the supply of
Cl is limited, then our calculations show that the coverage will be spread out. Indeed, since
the adsorption energy for F–termination also tends to increase with decreasing coverage,
the F–termination would also tend to be spread out if the supply of F is limited. Indeed,
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the surface coverage will depend on details of the gas phase; however, chemical kinetics are
less important in current context.
For the equilibrium structures of both F– and Cl–terminations, there is a modest impact
upon the EA with orientation. The calculated adsorption energies are more strongly depen-
dent on the surface orientation, suggesting that among the low index planes, the (001)–2×1
surface may represent the most stable. Based upon F and Cl results, inspection of remaining
Br–terminated diamond (110) and (111) surface orientation is therefore less important.
Combination of hydrogen and halogens is also of some interest, and has already been seen
in the fluorinated nano–diamonds [192]. The ability to chemically modify a surface to obtain
both negative and positive EAs is indeed very important. Since the EA of a mixed halogen
and hydrogen terminated surface can be reasonably well represented by a weighted average of
the fully–terminated constituent surfaces, based upon the 100% fluorinated surfaces yielding
PEAs in the range 2.1–2.5 eV and 100% H–termination yielding NEAs in the range 1.96–
2.41 eV, theoretically mixed termination can offer various values of EA, suitable for the
specific applications in which the diamond surface is to be employed. In case of heavy
molecules, such as for pure Br–termination, the electron affinity is nearly independent of
surface coverage. However, in line with mixed F– and Cl–termination, addition of hydrogen
on unterminated sites reduces the EA.
A very high surface concentration (≈ 100%) of H is known to be possible, and by exposing
carbon–terminated surfaces to a halogen source under suitable temperature conditions, high
levels of halogen termination are expected to be viable. However, achieving the full range
of mixed contributions of halogens and hydrogen is likely to represent a challenge in terms
of sample preparation.
Although, high coverage (100%) of Br is completely unstable, low coverages (25%) of
Br are energetically comparable with respect to a fully hydrogenated diamond surface and
therefore can be achieved by exposing a clean surface to a suitable bromine source un-
der controlled environments. This could be of particular interest for direct attachment of
high coverages of some commonly used bromine–functionalised–biomolecules, such as 4–
bromostyrene, quinolinium and isoquinolinium bromides, on a clean diamond surface [211].
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Ultra thin films of transition metals and their oxides
on diamond
If I have ever made any valuable discoveries, it has been owing more to patient
attention, than to any other talent.
Isaac Newton (1642–1727)
7.1 Introduction
Diamond with an NEA is of particular interest for photocathode and thermionic applications
because of the underlying electrical and thermal properties intrinsic to diamond [22,23,87,
166–169, 212–214]. A large NEA, where the vacuum level lies below the conduction–band
minimum, enables conduction–band electrons to be emitted into vacuum with little or no
barrier.
A widely–adopted and perhaps the simplest approach, to produce an NEA with diamond,
uses hydrogen surface treatments [22,23,166,212,213]. The C–H surface bonds form a dipole
layer and the resultant electric field causes the bands to bend upward, thus lowering the
work function significantly from that of carbon terminated diamond at 5 eV, to around 3 eV.
However, the reduced work function is still too high for low–temperature thermionics, and
operation at elevated temperatures (above 500 ◦C) results in the desorption of hydrogen,
and a substantial increase in work function [24].
In recent years, a wide range of alternative surface terminations including halogens,
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oxygen [93], alkali–halides [94,95] and alkali–oxides [21], have been explored, which provide
some control over χ. However, most either increase the work function or are unstable at high
temperatures (above ∼ 400 ◦C) and hence, are not suitable for thermionics. For example,
F– and O–termination, which are relatively thermally stable in comparison to H, result in
the positive χ and increase the work function [22,93], whereas CsO, which yields a low value
of work function, is found to be unstable above ∼ 377 ◦C [96,214–216]. Similar issues have
been encountered with alkali halides [94,95]. Perhaps the best candidate currently proposed
to address both NEA and thermal stability is monolayers of lithium–oxide [21]. However,
Li–based coatings are not robust enough under typical semiconductor device fabrication
processes. Hence, for an efficient electron emitter, a low work function and thermally stable
diamond surface remains to be identified.
Owing to the superlative electrical properties in conjunction with the excellent adhe-
sion [217,218], transition–metals (TMs), are obvious candidates for solid–state devices oper-
ating under extreme conditions [86,219–222]. Research conducted on pure TM–coated dia-
mond surfaces suggests that a significant reduction in χ is also achievable [24,133,223–226],
facilitating the use of diamond for cold cathode electron emission applications [99, 227],
including the realisation of thermo–tunnel devices [84].
Experimental evidence suggests that the coatings of TMs, such as Cu, Ni, Co, Zr, Au,
and Ti, yield a thermally stable NEA, even at around mono–layer (ML) coverage [24, 133,
225, 226]. For example, sub–monolayer (0.50A˚ thick) deposition of titanium on diamond
(111) surfaces yields an NEA and a reduced Schottky barrier height of 1 ± 0.20 eV [226].
Some of these experimental and theoretical studies [24, 133, 202, 225, 228, 229] indicate that
the oxide of TMs (TMOs) may also have great potential for thermionics, as in addition
to improved adhesion and thermal stability, there is a possibility of significant reduction
in χ resulting from large metal–oxygen dipoles akin to those predicted for lithium oxide
termination [21].
Estimation of χ is important not only for thermionics but is also a key parameter to
understand the TM–diamond interfacial characteristics relevant to electronic devices. An
accurate extraction of the barrier–height, φB , from χ has been demonstrated in a number
of models for TM–semiconductor interfaces of Si and Ge, as well as some group III–V
compounds [230–232]. According to the most commonly used Schottky–Mott model for an
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ideal interface between a metal and a p–type semiconductor used [24,133] for metal–diamond
interfaces, the barrier height can be described as a function of χ as
φB = Eg − (φM − χ), (7.1)
where φM is the metal work function and Eg is the band–gap of diamond.
Quantum–chemical simulations are well placed to predict the characteristics of TM/TMO–
diamond interfaces. Previously, investigation of metal/metal oxide–semiconductor interfaces
has largely been of wide–gap, ionic semiconductors and covalent narrow–gap semiconduc-
tors [223,230,233–235]. Diamond, as a wide–gap, covalently–bonded material, has received
relatively little theoretical attention to–date.
Quantum chemical calculations [202,229,236] for selected TM–diamond interfaces have
demonstrated that, in addition to the chemical nature of TMs, surface coverage has a dis-
cernible effect upon adhesion and electronic properties. For example, Ti adatom and 25%
surface coverages exhibit significantly different adsorption energies per adsorbate atom of
7.19 and 6.62 eV, respectively [202]. Although results of a recent study on Cu– and Ti–
diamond (111)–oriented interfaces are not directly comparable to the present study, the
calculated work of separation, which is the measure of interfacial adhesion, decreases with
the carbide formation enthalpy ∆Hf (Ti<Cu) [229], i.e. more energy is required to remove
a carbide forming metal from the diamond surface.
Schottky barrier heights of TM–diamond interfaces have been examined both in com-
putational and experimental studies [24, 133, 225, 226, 236], but the impact of ultra thin
TM/TMO layers on the stability and electrical/electronic properties is largely unexplored
at an atomistic level. To understand the complex interactions between adsorbates and the
diamond surface, quantum–mechanically based computational studies are of great interest.
In this chapter, the results of density functional simulations into the energetics and χs of
diamond (001) surfaces covered by either TMOs or up to a mono–layer of selected TMs,
such as Cu, Ni, Ti, V and Zn, have been presented. The choice of metals and their oxides
guided in part by the metals used in experiment, and in part to include metal species which
have qualitatively different carbon chemistries.
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7.2 Theoretical Technique
For the study of TMs, the basis sets consist of independent sets of s–, p–, and d–type
Cartesian Gaussian functions of four widths, amounting to forty functions per atom. A
slightly smaller vacuum of 13 A˚ is used in current simulations and as described in Chap. 3
and 6, a gird of ghost atoms is added into the vacuum to overcome the evanescent nature
of the surface states. The slab thickness and other computational details, such as the cutoff
and Brillouin zone sampling are described in Chaps. 6 and 3.
To check the validity of the LDA functional in the current context, different tests have
been performed. For example, the calculated lattice constants for ground–state config-
urations of Cu (3.54A˚), Ni (3.42A˚), Ti (a=2.87, c=4.55A˚) V (2.91A˚) and Zn (a=2.59,
c=4.63A˚)are calculated to be within 5% of experimental values and previous comparable
tight–binding calculations [237, 238]. Additionally, the heat of formation for TiC and VC
are reproduced to within 1% of experiments [239,240].
Work functions ( eV) for different bulk metals, such as Cu(4.76), Ni (5.23), Ti(4.36)
and V(4.34) are calculated to be within 0.1 eV of literature values [142]. Based upon these
comparators, it can be concluded that the treatment of the TMs is within the norms of LDA
calculations, and suitable for the current study.
Similar to halogen termination, for surfaces with sub–monolayer coverages, a wide variety
of symmetrically non–equivalent structures were explored to establish the most probable
candidate for the lowest energy arrangement. For example, with 25% coverage, surface cells
with (2 × 2) and (4 × 1) arrangement, along with the permutations of arrangements with
(4 × 2) and (4 × 4) periodicities were included. It is worth noting here that the metal–
carbon bond–lengths vary significantly. In this study, only those relaxed structures have
been included, which are strongly chemically bonded to the surface. The relaxed structures
for which the bond–lengths are bigger than 15% of the reported metal–carbon bond-lengths
in the corresponding organo–metallic compounds [142] are not included.
To calculate the adsorption energy per adsorbate atom (Eads) corresponding to each
equilibrium structure, this chapter utilises a slightly different form of adsorption energy
equation, as described in previous Chap. 6
Eads =
1
n
(Etot − Esurface − nµX) , (7.2)
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where µX is the chemical potential of a free metal atom and Etot is the total energy of either
a clean or an oxygenated diamond a × b slab terminated by n metal atoms. In the case
of pure TM termination, Esurface represents the total energy of a clean reconstructed a × b
diamond slab, while for TMOs, Esurface will be the total energy of an oxygenated (ether
configuration) a× b diamond slab.
Due to multiplet, functional, and basis–set effects it is difficult to calculate accurate
energies of free transition metal atoms using standard density functional techniques. To
mitigate such errors, first, the energy per atom for each metal species in the corresponding
bulk metal are calculated and then the experimental cohesive energies [241] [Cu (3.49 eV),
Ni(4.44 eV), Ti (4.85 eV), V (5.31 eV) and Zn (1.35 eV)] are added to obtain an estimate of
the free atom energy.
For thermodynamically stable metal adsorption onto the diamond surface, the adsorption
energies must then be negative, assuming that the loss of metals from the surface during
annealing is via evaporation into the atomic state. It is important to put the absolute
adsorption energies into context. For example, one might also consider the theoretical
cohesive energies of Cu (4.29 eV), Ni (5.98 eV), Ti (6.29 eV), V (6.49 eV) and Zn (1.91 eV) as
a reference [241]. Such an approach would lead to considerably higher adsorption energies,
but has no effect upon the relative energies of different sites or surface coverages.
7.3 Results
In this section, adsorption of TMs (Cu, Ni, Ti, V and Zn) and their oxides onto a clean
reconstructed 2 × 1 diamond (100) surface has been summarised. Since identification of
high–symmetry sites is understood to be a prerequisite for metal atom adsorption, a brief
discussion on potential TM high–symmetry sites has also been included.
7.3.1 Methodology validation and identification of high symmetry sites
for TM atom adsorption
As mentioned in the previous Chap. 6, the current approach has been validated against
literature values for clean, hydrogenated, and ether–terminated diamond. The electron
affinities, structures, and adsorption energies are in good agreement with both theory and
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experiments [18–25]. In addition, allowing for the impact of functional, basis set and surface
periodicities on calculations, it is also noted that the calculated properties of Ti terminated
surfaces are in reasonable agreement with recent theoretical studies [202]. More detailed
comparisons are presented in Sec. 7.3.4.
Figure 7.1: Plan view of high symmetry adsorption sites on reconstructed C–
terminated (001)–(2 × 1) diamond surface. Symbols and rings indicate the sites
defined in the text. The grey circles indicate the carbon atoms in the top three
layers of the diamond surface, with increasing depth indicated by decreasing size.
In order to put the different potential equilibrium structures into context, it is convenient
to label the high–symmetry sites occupied by metal atoms at different surface coverages.
This is done with reference to the assumption, as made in previous studies, that prior to
metal atom adsorption, the 2×1 reconstruction is retained [171]. Then four high–symmetry
sites can be labelled [202, 242, 243] the pedestal (P), bridge (B), hollow (H), and cave (C)
sites, as shown schematically in Fig. 7.1.
To further assess the surface site stability, two other atomic arrangements have also been
examined. Perspective views of atomic arrangements corresponding to the 1ML coverage are
shown in Fig. 7.2. The first configuration [Fig. 7.2(a)] is similar to a mono–hydrogenated di-
amond (100) surface, while the second configuration (Fig. 7.2(b)) can be obtained by placing
adsorbates midway between P and H sites. These structures are found to be relatively high
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(a) (b)
Figure 7.2: Perspective views of 1ML of TMs on low–symmetry sites of recon-
structed (001)–(2 × 1) diamond surface.
in energy for each surface coverage for all metals examined and therefore are not discussed
here.
For the candidate metal species, the main objective is to identify the equilibrium struc-
tures for adatoms, 0.25, 0.50, and 1ML of Cu, Ni, Ti, V and Zn on diamond (001) oriented
surfaces. Particularly for low surface coverages, it is important to note that there are many
ways to achieve the same average surface atom density. For example, one adatom per four
surface carbon sites corresponding to 25% might be described using reconstructed 2 × 2,
4×1, 4×2 or any number of other surface cells. These three geometries have been included
in the evaluation of the equilibrium properties of 0.25ML coverages. For the calculations
of adatom adsorption energy, a 4 × 4 supercell, made up from four primitive 2 × 1 surface
unit cells, is used to model the clean substrate. For the most stable relaxed structures
for different surface coverages of the selected TMs, thermodynamic stability and electronic
properties are discussed in following sections.
7.3.2 Cu termination
Copper is an attractive TM for both the CVD process and metal contact fabrication [24,
244–246]. Additionally, applications such as heat sinks, where the material properties of
both copper and diamond are essential [245] mean that diamond–copper interfaces are of
particular interest. Since copper does not readily form a carbide, it might be expected to
form a relatively abrupt and chemically inert junction with diamond.
Based upon the poor co–ordination strength of Cu with carbon in organo–metallic com-
pounds, at low coverages of Cu the B and C sites might be expected to be favoured as
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they have the lowest metal–carbon co–ordination of the four sites. In adatom calculations,
copper prefers the C site, with other sites representing meta–stable locations. The adatom
adsorption energies are listed in Table 7.1.
Table 7.1: Calculated adatom adsorption energy per adsorbate atom (Eads) for
Cu, Ni, Ti V and Zn (eV). In each case, the most stable site is indicated by the
underlining.
Site
Metal B C H P
Ti - −2.85 −3.54 −5.36
V - −5.41 −5.60 −6.00
Ni −2.40 −1.92 −1.84 −2.73
Cu −1.18 −1.58 −0.95 −1.23
Zn 0.38 −0.22 - 0.94
For 0.25, 0.50, and 1ML of Cu on the diamond surface, the equilibrium structures
obtained in this study are shown in Fig. 7.3, and the adsorption energies are summarised in
Table 7.2. Similar to adatom adsorption, the C site on 4× 1 (0.25ML) and 2× 1 (0.5ML)
geometries are found to be the most stable, while the H site for all surface geometries is
unstable. It is also notable that among the structures examined for 0.25ML, the minimum
in energy occurs where Cu atoms lie on adjacent C sites, indicating that inter–adsorbate
interactions stabilise the adsorption of copper.
For 1ML of Cu, a combination of B and C sites gives the most stable configuration,
as shown in Fig. 7.3(a). Configurations including other pairings, such as P+C, P+H and
B+H, are found to be either metastable or unstable (Table 7.2). It is important to note
here that Cu terminated diamond surfaces exhibit negative adsorption energies, which are
increasingly stabilised with reducing Cu coverage. This indicates that Cu–Cu interaction is
helping to stabilise the surface.
Depending upon the surface coverage and adsorbate sites, Cu–C bond lengths vary
between 1.9 and 2.2 A˚, consistent with the Cu–C bond lengths in organo–metallic com-
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(a) (b)
(c)
Figure 7.3: Perspective views of relaxed geometries for (a) 1.00, (b) 0.50, and (c)
0.25ML of Cu on the (001)–(2 × 1) diamond surface. Bond–lengths are indicated
in A˚.
pounds [142]. Relaxed structures (Fig. 7.3) retain the underlying C–C 2× 1 reconstruction
at 0.25 and 0.50ML, but this is unstable for 1ML. The interaction between Cu atoms has
also a significant effect upon χ; the values vary between a PEA of 0.10 eV and a NEA of
−0.55 eV with coverage and geometry (Table 7.2).
To further illustrate the electronic properties as a function of coverage, the band–
structures corresponding to the most stable configurations of 0.25, 0.50, and 1ML are
examined. The band–structures of C–terminated surfaces, plotted in full in Fig. 5.7, are
superimposed upon those of the Cu–terminated surfaces in Fig. 7.4. States resembling those
from the carbon dimers on unterminated (001) surfaces of pi and pi∗ character lie around the
top of the bulk valence–band. Fig. 7.4(a) shows that for 1ML of Cu, several occupied and
unoccupied states are present above the diamond valence–band. Inspection of wave func-
tions of the filled and empty levels suggests the partially occupied states around −4.10 eV
and the empty band around −1.00 eV correspond to d–orbitals localised in the Cu layer,
whereas the empty states around −1.80 eV are due to hybridised orbitals related to both C
and Cu atoms.
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Table 7.2: Calculated adsorption energy per Cu atom, Eads, χ, Schottky barrier,
φB, dimer bond–length d(C−C) and carbon–copper bond–length d(C−Cu), for varying
coverages of Cu on a diamond (001) surface. Energies are in eV, lengths in A˚. The
B+H and P+H configurations for 1ML, and the H site for 0.25 and 0.50ML, are
unstable.
Coverage (ML) Site Geometry Eads χ φB d(C−C) d(C−Cu)
1.00 B+C 2× 1 −2.93 −0.55 0.44 1.76 1.97–2.09
1.00 P+C 2× 1 −2.83 0.05 1.04 1.73 2.08–2.23
0.50 B 2× 1 −1.51 −0.24 0.75 1.60 1.96
0.50 C 2× 1 −2.51 −0.66 0.34 1.56 2.11
0.50 P 2× 1 −1.57 −0.57 0.42 1.57 2.13
0.25 B 4× 1 −1.53 −0.31 0.68 1.37–1.58 1.95
0.25 C 4× 1 −2.16 0.10 0.89 1.49 2.05
0.25 P 4× 1 −1.59 −0.13 0.86 1.37–1.57 2.12
There are fewer bands in the diamond gap for partial surface coverages, and they are less
dispersive. In the case of 0.50ML, partially occupied states near −5.90 eV originate from
a strong anti–bonding combination of surface Cu d–orbitals with the host pi∗–like states,
while the fully unoccupied states around −2.30 eV are the results of bonding combination
of surface pi– and Cu d–orbitals. For 0.25ML, pairs of electronic states near −4.50 and
−2.00 eV are similar to those observed for 0.50ML, and formed from bonding and anti–
bonding of Cu d–orbitals with the host surface reconstructions. The nature of the wave
function iso–surfaces for 100 and 25% surface coverages of Cu is depicted in Fig. 7.5.
7.3.3 Ni termination
Previous studies of the Ni–diamond interface [225,236] indicate that Ni adsorption may lead
to a NEA. Photoemission spectra confirm a sharp NEA peak [225], however the magnitude
of the NEA is not known. Despite the low thermodynamic stability of nickel–carbide, Ni
shows a strong adhesion with the diamond surface and the reactions of Ni atoms with
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Figure 7.4: Band structures in the vicinity of the band–gap along high–symmetry
directions in the Brillouin–zone for various coverages of Cu and Ni on (001) dia-
mond surfaces. Black lines represent the states of the metal terminated surfaces
with the occupancy indicated by the location of the Fermi–level. Blue and red lines
correspond to occupied and empty states of the C–terminated surface (Fig. 5.7(a)).
The zero of the energy scale is the vacuum level, and the C–terminated surface
band structure is aligned such that the average potential in the bulk of the slab is
co–incident with the same region in the metal–terminated cases.
diamond surface are highly exothermic (Table 7.3). In contrast to Cu, adatom adsorption
of Ni favours the P site (Table 7.1), being 0.33 eV more stable than the B site.
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(a) (b)
(c) (d)
Figure 7.5: Plot of the wave function iso–surfaces for 100 and 25% coverage of Cu
on diamond (100) surface. (a) and (b) correspond to the zone–centre states around
−4.00 and −4.70 eV in Fig. 7.4 (a) and (e), respectively. The big and small gray
spheres represent Cu and C atoms, respectively.
The stability of the P site is reduced with increasing coverage, where B and C sites are
favoured (Table 7.3). In common with Cu, the B+C configuration is found to be the most
energetically favourable arrangement for 1ML of Ni. Furthermore, at 0.25ML coverage, for
every high symmetry site, adsorption of Ni on 4 × 1 geometry (where surface adsorption
sites are adjacent) is more stable than that on 2× 2 and 4× 2 geometries, again indicating
the energetic favourability of structures with metals on adjoining sites.
It is found that an underlying 2 × 1 reconstruction in the upper most carbon layer is
unstable for 1ML of Ni. However, as with Cu, for Ni this 2× 1 reconstruction is preserved
at lower surface coverages. The C–Ni bond–lengths lie in the 1.82–2.12 A˚ range, close to the
C–Ni bond–lengths [142] in organo–metallic compounds (∼1.90 A˚). The adsorption energies,
listed in Table 7.3, show that the formation of a metal layer from Ni is more energetically
favourable than the corresponding reaction with Cu. Experimentally, it is known [24] that
thin Cu layers have a tendency to form islands on diamond surfaces. The stronger interaction
between Ni and diamond observed here may suggest that island formation will be less
prevalent in this case.
Akin to Cu adsorption on 2× 1 and 4× 1 geometries, Ni–Ni interactions appear to have
an impact upon χ. At 0.25ML a small PEA is calculated, whereas 0.50 and 1ML coverages
yield NEAs of −0.78 and −0.29 eV, respectively. The higher stability and very small barrier
height of nickel on diamond, relative to Cu, makes it more favourable for the formation of
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Table 7.3: Calculated adsorption energy per Ni atom, Eads, χ, Schottky barrier,
φB, dimer bond–length d(C−C) and carbon–nickel bond–length d(C−Ni), for varying
coverages of Ni on a diamond (001) surface. Energies are in eV, lengths in A˚. The
P+C configuration for 1ML is unstable.
Coverage (ML) Site Geometry Eads χ φB d(C−C) d(C−Ni)
1.00 B+C 2× 1 −4.25 −0.29 0.15 2.50 1.85
1.00 B+H 2× 1 −4.10 0.20 0.63 2.54 1.82–2.07
1.00 P+H 2× 1 −3.60 0.67 1.1 2.50 2.06
0.50 B 2× 1 −3.12 −0.56 −0.13 1.51 1.87
0.50 C 2× 1 −3.34 −0.78 −0.33 1.96 1.92
0.50 H 2× 1 −2.91 0.70 1.13 1.70 2.12
0.50 P 2× 1 −2.98 0.13 0.56 1.50 2.07
0.25 B 4× 1 −3.18 −0.26 0.17 1.37–1.50 1.88
0.25 C 4× 1 −3.06 0.28 0.71 1.49 1.99
0.25 H 4× 1 −2.38 0.50 0.93 1.53 2.01
0.25 P 4× 1 −2.99 0.30 0.73 1.37–1.50 2.07
ohmic contacts, which are actually highly desirable in the development of low resistance
metal–diamond interfaces for diamond electronics.
The band structures corresponding to different coverages of Ni are shown alongside
those of Cu–termination. Similar to Cu–termination, as shown in Fig. 7.4, several bands
are present in the band–gap of the underlying clean diamond. In all cases, states in the
band-gap of the underlying diamond are linear combinations of Ni 3d–orbitals, and in the
cases of partial coverage, pi and pi∗ states from the underlying surface reconstructions.
7.3.4 Ti termination
Consistent with its carbide forming nature, Ti experimentally exhibits strong adhesion with
the diamond surface, able to withstand the high temperatures, and is compatible with
conventional diamond growth and device processing techniques [217,247]. Additionally, the
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growth rate on carbide forming substrates is higher than on substrates that do not form a
carbide [247]. Strong adhesion at the metal–diamond interface may reasonably be expected
to affect the electronic and structural properties significantly. In our simulations, adsorption
energies for all surface coverages of Ti are more favourable than those found for Cu and Ni
(Table 7.4).
Table 7.4: Calculated adsorption energy per Ti atom, Eads, χ, Schottky barrier, φB,
dimer bond–length d(C−C) and carbon–titanium bond–length d(C−Ti), for varying
coverages of Ti on a diamond (001) surface. Energies are in eV, lengths in A˚. The
P+C configuration for 1ML is unstable.
Coverage (ML) Site Geometry Eads χ φB d(C−C) d(C−Ti)
1.00 B+C 2× 1 −4.60 −0.29 0.85 1.61 2.22
1.00 B+H 2× 1 −5.08 0.35 1.51 1.65 2.19–2.32
1.00 P+H 2× 1 −4.72 1.56 2.70 2.49 2.25
0.50 B 2× 1 −3.66 −2.00 −0.86 1.79 1.98
0.50 C 2× 1 −3.91 −2.05 −0.91 1.66 2.12
0.50 H 2× 1 −5.02 0.21 1.35 1.65 1.97–2.26
0.50 P 2× 1 −3.77 0.52 1.66 1.73 2.14
0.25 B 4× 1 −3.86 −1.52 −0.38 1.38–1.74 1.99
0.25 C 4× 1 −3.33 −0.72 0.42 1.51 2.17
0.25 H 4× 2 −4.71 −0.90 0.25 1.62 2.04–2.19
0.25 P 2× 2 −4.69 −3.64 −2.50 1.64 2.03
For Ti adatom adsorption, the P site exhibits a highly exothermic adsorption of 5.36 eV
per Ti atom (Table 7.1). On increasing the surface coverage to 0.25ML, the P site becomes
less stable, and Ti atoms marginally prefer H sites. This result shows a small quantitative
deviation with previous calculations [202] of Ti terminated diamond surfaces which suggested
a P site for this coverage. This difference may arise from the periodicity of the surface cell, as
the most stable, 4× 2 surface geometry for a 0.25ML coverage was not reported previously.
It is found that for 0.25ML of Ti, the H site on 4× 2 geometry is just 0.10 eV/atom higher
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(a) (b)
(c)
Figure 7.6: Perspective views of relaxed geometries for (a) 1.00, (b) 0.50, and (c)
0.25ML of Ti on the (001)–(2 × 1) diamond surface. Bond–lengths are indicated
in A˚.
in energy than the P site on 2 × 2 geometry. The calculated adsorption energies for the P
site on 4× 2 geometry and the H site on 2× 2 are found to be virtually indistinguishable at
−4.69 and −4.65 eV/atom, respectively.
Calculations for 0.50ML coverage are qualitatively in agreement with previous calcula-
tions [202], which also found the H site as the most energetically favourable location. By
considering the difference between experimental and theoretical cohesive energies (1.44 eV)
and the effect of functional and basis sets, one can compare the calculated adsorption en-
ergies with those reported previously [202]. Using LDA cohesive energies for the most
stable configurations, adatom, 25%, and 50% coverages are calculated here to be 6.80, 6.13,
and 6.46 eV, respectively, which agree well with the previously calculated adsorption ener-
gies [202] of 7.19, 6.62 and 6.85 eV, respectively.
For 1ML of Ti, a combination of B+H sites is the most stable, with the equilibrium
geometry shown schematically in Fig. 7.6 (a). The P+C combination is unstable, sponta-
neously reconstructing to B+H. It is worth noting that the H site shown in Fig. 7.6 (c) is
favoured quite generally for Ti termination. Based upon inter–nuclear distances, relaxed
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structures indicate the formation of four strong Ti–C covalent bonds at this site.
The calculated single and dimer C–C bond lengths for 2×1–(100) clean and H–terminated
diamond surfaces are found to be 1.61 and 1.37 A˚, respectively [93]. Here these bond lengths
are used as the criterion to compare the surface C–C bond lengths of metal–terminated sur-
faces. For the most stable surface sites, even at high Ti coverages (Fig. 7.6), the 2 × 1
C–C reconstruction is retained. The C–C bond–length of 1.65 A˚ is around 20% greater than
the dimer bond–length of the clean surface, but just 2.5% greater than the H-terminated
surface, indicating that the reconstruction is a single C–C bond, allowing for covalent bond-
ing between the surface C sites and the Ti adsorbates. Calculated surface C–Ti bond–
lengths (∼2.15 A˚) are consistent with C–Ti bond–lengths (2.17 A˚) in organo–metallic com-
pounds [142].
Ti adsorption strongly impacts the electrical properties. The calculated χ increases with
increasing Ti coverage. For 0.25ML, an NEA of −0.90 eV is calculated. For the low–energy
P site, the NEA is very large at −3.64 eV, a consequence of this structure giving rise to
simultaneously large charge transfer between the adsorbate and the surface, and a large
geometric separation of the charges. The tendency towards a PEA with increasing coverage
reflects the impact of the direct interaction between neighbouring Ti atoms on the surface.
The band–structure of the most stable configurations are shown in Fig. 7.7. It is observed
that in comparison to 1ML of Cu or Ni, a large number of highly dispersed states are present.
The electronic states in the energy range from −2.00 to −5.00 eV are mainly d–orbitals,
localised within the surface Ti layer.
For both 0.50 and 0.25ML of Ti [Fig. 7.7 (c) and (e)], the band structures show surface
bands which are found to have significant 3d character. The electronic states in the middle of
the bulk band gap are due to either essentially Ti–related d–orbitals, or to an antibonding
combination of these orbitals with surface pi∗–like states. As an interesting feature, the
electronic band structure corresponding to 0.25ML [Fig. 7.7(e)] shows a small band gap of
around 0.7 eV along the M–Γ–X branches.
7.3.5 V termination
The vanadium/diamond interfacial structures have received very little attention to–date.
However, vanadium–carbon bond functionalities on the diamond surface, and particularly
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Figure 7.7: Band structures in the vicinity of the band–gap along high–symmetry
directions in the Brillouin–zone for various coverages of Ti and V on (001) diamond
surfaces. Lines, shading and alignment is as in Fig. 7.4.
on nano–diamond, have the potential for use in metal–induced stoichiometric and catalytic
transformations [248, 249]. Vanadium readily forms a carbide and is therefore expected to
behave in a fashion closer to Ti than to Cu or Ni.
In line with Ti adatom adsorption, the P site is the most energetically favourable for
a V adatom (Table 7.1), followed by the H site. Both P and H sites exhibit exothermic
reactions relative to a clean diamond surface and vanadium metal in addition to being
highly exothermic with respect to free V atoms.
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Table 7.5: Calculated adsorption energy per V atom, Eads, χ, Schottky barrier, φB,
dimer bond–length d(C−C) and carbon–vanadium bond–length d(C−V), for varying
coverages of V on a diamond (001) surface. Energies are in eV, lengths in A˚. The
P+C configuration for 1ML and the P site for 0.50ML are unstable.
Coverage (ML) Site Geometry Eads χ φB d(C−C) d(C−V)
1.00 B+C 2× 1 −5.99 −0.38 0.79 2.50 2.16
1.00 B+H 2× 1 −6.45 −0.03 1.14 1.69 2.22–2.45
1.00 P+H 2× 1 −6.22 0.86 2.04 1.71 2.38–2.45
0.50 B 2× 1 −5.25 −1.66 −0.49 1.68 2.04
0.50 C 2× 1 −6.06 −1.55 −0.38 1.60 2.17
0.50 H 2× 1 −6.60 −0.76 0.41 1.68 2.30
0.25 B 4× 1 −5.33 −1.15 0.02 1.37–1.66 2.04
0.25 C 2× 2 −5.80 −0.95 0.22 1.58 2.14
0.25 H 4× 1 −6.10 0.02 1.20 1.52 2.34
0.25 P 4× 1 −5.87 −0.43 0.74 1.37–1.64 2.17
For partial surface coverage of V, the H site on 4 × 1 and 2 × 1 is found to be the
most energetically favourable, consistent with the view that inter–adsorbate interactions
are energetically favoured. Similar to Ti, the combination of sites B and H gives the most
stable arrangement for 1ML adsorption. It is important to note here that for 0.50ML, the
P site is completely unstable: in the absence of an artificial symmetry constraint, in our
simulations all V atoms initially located at P sites move spontaneously to H sites.
Unlike Ti termination, the C–C reconstruction is lost for 1ML, while it is retained at
partial surface coverages. The measured C–V bond–lengths are in the 2.04–2.45 A˚ range,
close to the value of 2.11 A˚ found in organometallic systems [142]. The adsorption energy
increases from around −6.0 eV for an individual adatom, to around −6.5 eV/atom for the
complete monolayer, consistent with the formation of chemically stable C–V covalent inter-
actions.
As already described for Cu, Ni, and Ti, the interaction between vanadium atoms has also
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a significant impact upon χ. Due to the complex interplay between vanadium–carbon and
vanadium–vanadium interactions, both in terms of charge exchange and geometry, surfaces
with 1ML of V exhibit a small NEA, whereas at 0.50ML V coverage, a large NEAs of
−0.76 eV is determined.
The band–structures (Fig. 7.7) corresponding to the most stable structures are found to
be qualitatively similar those of Ti.
7.3.6 Zn–termination
In addition to Cu, Ni, Ti and V, the kinetics and the electronic properties of Zn have
also been investigated. The key properties, such as adsorption energies per Zn atom, bond
lengths and χs, are listed in Table 7.6. The relaxed structures of Zn–terminated diamond
surfaces are analogous to that of Cu–terminated diamond, as in line with Cu–termination,
the site C for adatom, 0.25 and 0.50ML, and the configuration B+C for 1ML are found to
be the most stable.
Table 7.6: Calculated adsorption energy per Zn atom, Eads, χ, Schottky barrier,
φB, dimer bond–length d(C−C) and carbon–zinc bond–length d(C−Zn), for varying
coverages of Zn on a diamond (001) surface. Energies are in eV, lengths in A˚. ( In
addition to the site H for 0.25 and 0.50ML, the B+H, P+C and P+H configurations
for 1ML are also unstable.)
Coverage (ML) Site Geometry Eads χ φB d(C−C) d(C−Zn)
1.00 B+C 2× 1 −1.22 0.19 2.03 1.58 2.30–2.36
0.50 B 2× 1 0.21 −0.60 1.24 1.85 1.99
0.50 C 2× 1 −1.42 −1.40 0.44 1.61 2.03
0.50 P 2× 1 0.31 −0.84 1.00 1.77 2.20
0.25 B 4× 1 0.20 −0.20 1.64 1.37–1.83 1.99
0.25 C 2× 2 −1.35 −0.92 0.92 1.62 1.98
0.25 P 4× 1 0.29 −0.35 1.49 1.37–1.76 2.20
Zinc, which has the lowest melting temperature (419.53 K) in comparison to Cu (1084.62
CHAPTER 7.
7.3. RESULTS 140
K), Ni (1455 K), Ti (1668 K) and V (1890 K) [142], exhibits a small cohesive energy of
1.35 eV [241]. It is therefore unsurprising that due to small cohesive energy, reactions of Zn
metal atoms with the clean diamond surface are less exothermic relative to those of Cu, Ni,
Ti and V. There is an initial increase in the adsorption energy for the 2×1 diamond surface
with 0.50ML of adsorbed Zn (from −1.35 to −1.42 eV), followed by a decrease (to −1.22 eV)
as the Zn coverage increased to 1ML. A IIIrd order polynomial fitting of adsorption energy
vs surface coverage plot suggests that around 0.40ML of Zn on diamond surface will be the
most energetically favourable surface coverage. The trend in χ is similar to the adsorption
energy calculations, where the 0.50ML coverage of Zn exhibits a large NEA of −1.40 eV.
For 1ML of Zn, which is the least stable coverage among the examined surface coverages,
there is a large elongation in C–Zn bond length, indicating a weak chemical bonding between
Zn–layer and the diamond surface. The C–Zn bond lengths at low coverages are in reason-
able agreement with the average C–Zn bond length of 1.98A˚ in Zn–based organometallic
compounds [250]. Additionally, for the most stable geometries of surface coverages investi-
gated, the surface C–C reconstruction is retained.
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Figure 7.8: Band structures in the vicinity of the band–gap along high–symmetry
directions in the Brillouin–zone for 100, 50 and 25ML coverages Zn on (001) dia-
mond surfaces. Lines, shading and alignment are as in Fig. 7.4.
The band structures for different surface coverages of Zn on a diamond (100) surface
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are shown in Fig. 7.8. The impact of a large elongation in C–Zn bond lengths on the band
structure of 1ML of Zn is evident in wave function analysis. It is noted that for all surface
coverages of Zn, the fully and partially unoccupied electronic states below the conduction
band minima originate from a linear combination of Zn 3d orbitals with pi and pi∗ states of
the underlying surface reconstructions.
In brief, it can be said that in addition to the chemical nature of TMs, surface coverage
strongly influences the electronic and structural properties of diamond. Partial surface
coverages of TMs, particularly Ti and Zn, have great scientific and technological relevance
because of their good thermodynamic stability and affinity. However, such coverages may
suffer chemical instability in ambient conditions, as exposure to atmospheric gases are prone
to surface modifications.
Given the fact that most TMs have a strong tendency to form thermodynamically and
chemically stable oxides, investigation on the interaction of oxygen with TM–terminated
diamond surfaces is of particular relevance in the current context. In the next section of
this chapter, diamond surface with adsorbed oxides of Cu, Ni, Ti and Zn are discussed.
Vanadium, which can exhibits 4 different stable forms of oxide, is not comprised in this
study due to computational challenges.
7.3.7 Transition Metal oxides
As described in Chap. 5, it is understood that on the (001)–diamond surface, oxygen binds
in an ether form, whereas hydrogen termination takes the form of a structure where second–
neighbour carbon sites reconstruct, and the remaining surface sites are saturated by hydro-
gen. In both cases the surface is completely chemically bonded.
Where TMs are bonded to the oxygen terminated surface, the connectivity must be
altered to allow for bond formation. This is found to occur by the formation of a (2 × 1)
reconstruction akin to that seen in H–termination. In this case, oxygen in the negative
oxidation state are monovalent, rather than divalent. Combining the −1 oxidation state
of the surface oxygen with the native oxidation state of each TM, it is possible to reduce
the otherwise large number of possible surface arrangements for the various monolayers
of TMOs: this results in 25%, 50% and 100% of the surface site coverage for MOs that
normally adopt M2O, MO and MO2 stoichiometries, respectively. For example, as shown
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schematically in Fig. 7.9, each Ti4+ and Zn2+ ion in the stoichiometric films is balanced by
four and two oxygen atoms, respectively.
Figure 7.9: The oxidation states corresponding to a diamond surface with adsorbed
oxides of (a) Ti and (b) Zn.
Similar to the halogens and pure TM terminations, a wide range of possible surface
geometries for each stoichiometry were examined, including those where the TMs are bonded
directly to the diamond, leading to a C–TM–O surface termination. In all cases examined,
structures where the oxygen atoms act as linkers between the diamond and the TM were
energetically favoured, and it is only such arrangements that are discussed in the remainder
of this section.
The impact of adopting the appropriate stoichiometries can be seen in the adsorption
energy listed in Table 7.7; it is found that the most stable configurations of Ti, Ni, and
Zn occur for ratios of 1:4, 1:2, and 1:2, respectively. The equilibrium configurations corre-
sponding to oxides of zinc and titanium are shown schematically in Fig. 7.10. In the case of
Cu it is noted that the adsorption energy for the ratio 1:1 is slightly lower than that of the
ratio 1:2. These correspond to the cupric and cuprous oxides. The enthalpy of formation
of cuprous oxide (Cu2O, −169 kJ/mol) is slightly greater than that of cupric oxide (CuO,
−157 kJ/mol), with the differences in formation enthalpy showing good agreement with the
corresponding structures on diamond, (∆H ≈ 0.1 eV per Cu atom, and ∆Eads ≈ 0.06 eV).
The adsorption energies listed in Table 7.7 are broadly comparable with those found for
the same TM species on the oxygen–free (001)–diamond surface (Sec. 7.3.2, 7.3.3 7.3.4 and
7.3.6), confirming that TMs are strongly attached to an oxygen–terminated diamond surface.
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Table 7.7: Calculated Eads (eV), χ (eV) and bond lengths (A˚) for different
TMO stoichiometries (M:O) adsorbed onto (001)–diamond. d(C−C) is the C–C
reconstructed–bond length, with d(C−O) and d(O−M) being average C–O and O–
metal distances, respectively. The periodicity of the surface reconstruction is in-
dicated as 2 ×N , as shown for ZnO in Fig. 7.11. dz (A˚) is the rumpling, i.e. the
difference in the z–positions of TM atoms relative to the layer of oxygen (Fig. 7.10).
d
TM M:O 2×N Eads χ C-C C-O O-M dz
1:1 1 −5.35 1.74 1.63 1.39 2.22 1, 38, 1.20
Ti 1:2 1 −6.15 1.57 1.63 1.38 1.96 0.92, 0.70
1:4 2 −7.60 −3.10 1.66 1.36 1.82 0.59
1:1 2 −2.67 1.41 1.69 1.35 1.82 1.31
Ni 1:2 1 −3.80 −0.16 1.63 1.39 1.84 0.57, 0.29
1:4 2 −2.69 1.67 1.75 1.32 1.76 0.29
1:1 1 −2.05 0.05 1.63 1.37 2.12 1.20, 1.02
Cu 1:2 1 −2.35 −1.28 1.63 1.38 1.92 0.80, 0.23
1:4 2 0.03 1.13 1.74 1.33 1.85 0.41
1:1 1 −1.00 0.30 1.65 1.38 2.15 1.28, 1.21
Zn 1:2 1 −1.13 −3.05 1.64 1.37 1.90 0.79, 0.46
1:4 1 0.97 −0.40 1.66 1.31 1.96 0.79
Since in most of cases, adsorption of TMs onto an oxygenated diamond surface is exothermic,
one may expect better thermal stability from metal oxides at elevated temperatures in
comparison to commonly used surface terminations, such as H, and other alkali halides and
oxides. As an example, in the case of the most energetically favourable stoichiometry, 1:4, of
titanium oxide, to extract a Ti atom from an oxygenated diamond surface and brings it in the
gaseous form, one will have to provide thermal energy equivalent to 7.60 eV. Alternatively,
one might envisage the desorption of an oxide species, leaving behind a clean diamond
surface. For the titanium–oxide case, release of a TiO2 unit from the surface would require
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(a) Titanium oxide (b) Zinc oxide
Figure 7.10: Perspective views of the diamond surface with adsorbed oxides of (a)
Ti and (b) Zn. Black, big red, gray and small red spheres represent C, O, Ti and
Zn atoms, respectively.
around 7 eV, again suggestive of a high thermal stability, although a detailed kinetic model
would be required to fully explore this question. The relatively weak binding corresponding
to 1:4 of Cu, Ni, and Zn suggest that at very low coverages, island formation may occur and
mixed termination with both TMO islands and pure C–O surfaces are likely to be achieved
in practice.
The periodicity of the underlying diamond reconstruction is found to have a relatively
weak impact upon either adsorption energy or χ. As an example, for stoichiometric ZnO,
two isomers are shown in Fig. 7.11. The ground state periodicity is indicated in Table 7.7.
The most stable stoichiometries of TMOs, particularly, oxides of Ti and Zn, exhibit large
NEAs of around 3.1 eV, significantly higher than H–termination (2 eV), but slightly smaller
than 3.89 eV predicted for LiO [21].
As mentioned in Table 7.7, the most stable stoichiometries of Ti and Zn exhibit large
NEAs relative to those of Cu and Ni. In order to explain the difference in χ of TMOs, the
electronegativities of TMs are therefore taken into account. The electronegativities (Pauling
scale), which are 1.54, 1.65, 1.90, and 1.91 for Ti, Zn, Cu, and Zn, respectively, indicates
that for a given stoichiometry, the bond–polarity, which strongly impacts the χ, of for Ti
and Zn should be greater than for Cu and Ni.
In addition, examination of rumpling [251] is also helpful in semi–quantitatively inter-
pretation of χ. The electronegativities of Cu and Ni are very close, but the rumpling of CuO
exceeds that of NiO, consistent with the more negative χ (Table 7.7) for CuO termination.
Although Zn is less electropositive than Ti, the greater rumpling of ZnO termination leads
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Figure 7.11: Top views of 2 × 1 (left) and 2 × 2 (right) geometries of a ZnO
terminated diamond surface. The surface dimers are shown in green.
to Zn and Ti terminations having very similar NEAs. The difference between the Ni and
Cu cases highlights the necessity to not only take the nuclear arrangement into account
when considering the origin and magnitude of NEAs, but also an accurate simulation of the
electronic spatial arrangement.
Akin to a H–terminated diamond, the resultant electric field from the metal to oxygen
layer of these surface dipoles causes the energy bands to bend in an upward direction and
thus reduces χ. This picture is indeed supported by Mulliken population analysis [136].
Mulliken charge distribution plots for the most stable stoichiometries of the investigated
TMOs are shown in Figs. 7.12 and 7.13. It is important to mention here that the absolute
magnitudes of the atomic charges yielded by Mulliken population analysis have little physical
meaning, since they display a high degree of sensitivity to the atomic basis set with which
they were calculated. However, in the present context, consideration of their relative values
reveals useful information. Both TM and oxygen atoms possess a large amount of partial
charge, where Ti–O and Zn–O surface bonds are more polar than Cu–O and Ni–O surface
bonds.
An excess of metal on the oxygenated diamond surface decreases the magnitude of charge
transfer, rendering χ less negative. Calculations that are performed for a monolayer (Ta-
ble 7.7) and somewhat thicker metal layers, such as metal bi–layers, also indicate that
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Figure 7.12: Mulliken population analysis for the most stable stoichiometries of Cu
and Ni oxides. For each plot the zero of the x–axis is the middle of the diamond
slab.
thicker metal layers of all four TMs studied result in a positive χ. This is entirely consis-
tent with the experimental studies, where relatively thick coatings of Cu, Ni, Zr and Co all
yield [24,133,215,225,226] positive values for χ.
The electronic band structures of the most stable stoichiometries of TMOs are shown
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(a) Titanium oxide
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(b) Zinc oxide
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Figure 7.13: Mulliken population analysis for the most stable stoichiometries of Ti
and Zn oxides. For each plot the zero of the x–axis is the middle of the diamond
slab.
in Fig. 7.14. Consistent with a hetero–structure of two insulators, the band structures are
found to be non-metallic in nature. However, depending upon the chemical nature of system,
the band gap, as shown in Fig. 7.14 (b) (c) and (d), is widened or reduced. Wave function
analysis indicates that for all four systems, the occupied electronic states below the bulk
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Figure 7.14: The electronic band structures corresponding to the most stable sto-
ichiometries of TMOs. Occupied (black) and unoccupied (green) states of termi-
nated surfaces are superimposed upon the electronic band structure of the bulk
diamond (shaded regions). The zero of the energy scale is the vacuum potential
for each system.
conduction band minima in the band gap are oxide related states, originating from a linear
combination of p and d–like orbitals of oxygen and metal atoms, respectively(Fig. 7.15).
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Figure 7.15: Plot of the wave function iso–surfaces
for the unoccupied electronic states, which lie be-
low the conduction band minima between 0.00 and
−4.00 1 in Fig. 7.14 (a) and (b), between 1.00 and
−2.00 eV in Fig. 7.14 (c) and (d), respectively.
It is instructive to assess the bond-
ing in the monolayer surface cover-
age by comparing the calculated sur-
face bond–lengths (Table 7.7) with suit-
able reference materials. In the mono-
layer systems, TM–O bond lengths
are within 6% of the average TM–O
bond lengths in the corresponding bulk
metal–oxides [252,253], but close to the
values at a pure metal-oxide surface
[254]. The average C–O bond length
is around 9% shorter than the calcu-
lated value for ether–terminated dia-
mond (001)–surface [135], but within
1% of the values typical for C–O−
bonds [255]. The bond–lengths are therefore entirely consistent with expectations for the
context. Although the surface C–C reconstruction increases relative to that of a comparable
fully hydrogenated surface, it is observed that the underlying 2×1 and 2×2–reconstruction
are retained for all stoichiometries, for all TMOs studied. The surface C–C bond lengths on
2× 2 geometry are relatively larger than those on 2× 1 geometry.
These findings show that a careful control is necessary while depositing ultra–thin TMO
layers on diamond, as uncontrolled deposition may well result in stoichiometries that reduce
the desired impact upon the χ. Selective deposition of such ultra thin TMOs films is likely
to be technologically challenging. However, the use of atomic layer deposition and scanning
probe based lithography for atomic scale patterning of TMs on diamond surface may offer
a laboratory solution to test the impact of the ultra–thin TMO layers.
7.4 Chapter summary
In summary, density-functional simulations were performed for pure TMs and TMOs termi-
nated diamond (100) surfaces. Both TM and TMO terminations, which hold great potential
CHAPTER 7.
7.4. CHAPTER SUMMARY 150
for surface coatings of diamond-based electron emitters, are being discussed simultaneously.
In the case of pure TMs termination, based upon the metal–diamond chemical interac-
tions, there is a clear divide with regard to whether the metals form carbides or not. For
Ti and V, which form carbides, the metal atoms interact strongly with the surface carbon
atoms, while Cu, Ni and Zn, which do not readily form carbides, exhibit weaker interac-
tions. As a consequence of the C–metal interactions, the surface reconstructions are strongly
affected by the adsorbates and at a high surface coverage (1ML) of Cu, Ni and Zn, the un-
derlying C–C reconstructed bonds are unstable, whereas for all surface coverage of Ti and
V, the C–C reconstruction is retained. Relaxed geometries also indicate that metal atoms
interact strongly with each other. In the case of non-carbide forming TMs, metal-metal
interactions appear more significant than the carbide forming metals.
Additionally, the chemical nature of the metal and surface coverages have a qualitative
impact upon both the energies of adsorption and χ. From the calculated adsorption energies
of Cu, Ni, Zn, Ti and V, it can be concluded that diamond surface treatment with carbide
forming metals, as evidenced by Ti and V, would yield a more thermodynamically stable
termination in comparison to non-carbide forming metals.
The absolute magnitude of the adsorption energy deserves further discussion. The main
source of variance arising between differing calculations and experiment is likely to be the
way in which the energy of the metal atoms are taken into account. In this study, in
line with common practice in this field, the energy of a free metal atom is taken into
account as the reference state. As noted in the introduction, there is some difficulty in
obtaining accurate values for the energies of free atoms due to a number of computational
and quantum-mechanically based issues. As an example, in the case of the carbide forming
species, it is found that the cohesive energies of V and Ti differ by 0.20 eV according to
theory, and 0.46 eV in experiment. More significantly, the difference between the theoretical
and experimental cohesive energies of V, Ti, Ni, Zn, and Cu are 1.18, 1.44, 1.54, 0.56 and
0.80 eV/atom. Using the theoretical of the energies per atom will therefore, on average,
lead to an overestimate in the adsorption energy of more than 1 eV, and when comparing
absolute energies between models, the uncertainty in the value of the reference state of the
adsorbate must be considered with great care.
Nevertheless, the very large adsorption energies obtained relative to free atoms whether
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referenced to calculated or experimental data reflect a process whereby individual metal
atoms leave the surface only at high temperatures. As a consequence of the large adsorption
energies one can conclude that, at least in the cases of the metal species analysed in this
paper, the adsorbates would persist on the diamond surface to relatively high temperatures
prior to the desorption of individual atoms into a vapour.
However, this conclusion must be treated with care. It is possible, if not likely, that
some metal species would be prone to migration over the surface at a temperature below
that required for desorption. If this can happen, either during deposition or subsequent
annealing, then the metal atoms may migrate to form islands on the surface rather than
desorb. The likelihood of this can be considered in a thermodynamic sense by examining
the adsorption energies relative to the native elemental state of each TM adsorbate species.
In the cases of both Cu and Ni, at all coverages the adsorption energy is positive relative
to the metals in the bulk metal state, so that for these species, at low coverage, island
formation tends to be energetically favoured. In contrast, for Ti and V, for the most stable
structure at each coverage the adsorption energy remains less than or equal to zero, even
when referenced to the bulk metals, so that the aggregation into islands is less energetically
favoured.
Of the species examined, Zn, Ti and V exhibit large and NEAs at low coverages, while
Cu and Ni tend to yield an NEA at high surface coverages. In addition to the chemical
nature and surface coverage, χ is also sensitive to the adsorption site. For example, the H
and P sites at 0.50ML surface coverage of Ti give PEAs that differ by 0.4 eV. Even more
significant is that at 0.25ML of Ti, the B and P sites give large NEAs which differ by more
than 2 eV due to a combination of charge transfer and geometric factors.
Overall, these calculations suggest that it is possible to produce surface treatments that
yield a large NEA on diamond by depositing a sub-monolayer coverage of TMs. However,
selective deposition of sub-monolayer coverages of TMs is likely to be technologically chal-
lenging. The use of atomic layer deposition and scanning probe based lithography for atomic
scale patterning of TMs on diamond surface [256,257], may offer a potential solution in the
laboratory.
In the band structures of TMs, at higher surface coverages, most of the electronic states
in the band gap are associated with either localised 3d-orbitals centred on metal atoms or
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with a set of states reflecting the bonding interactions between C and metal atoms made up
from with spn hybrids and d-orbitals. An underlying carbon-dimer character is generally
visible in terms of pi-related deep bands only at partial surface coverages, where there are
wave-functions with pi∗ character.
The calculated Schottky barrier heights calculated for ultra-thin, 1ML of Cu, Ni, and
Ti are and 0.44, 0.63, and 1.51 eV, respectively, may be compared with the experimental
Schottky barrier heights for few layer thick TMs, which are respectively 0.70, 0.70, and
1.20 eV [24,133,225,226]. The agreement between theory and experiment is viewed as very
reasonable, and the small differences can be attributed to combinations of the true metal
thickness, photovoltaic effects in measurements and the presence of interfacial impurities,
such hydrogen and particularly oxygen. The calculated Schottky barrier height for Ni in
this study shows a quantitative difference with the Schottky barrier height of 0 eV, calcu-
lated previously [236], but in the previous study their results are based on ideal, unrelaxed
structures.
In comparison to pure TMs and other surface terminations, particularly LiO and CsO,
TMO coatings seem advantageous because of their impact upon the electronic properties and
compatibility with device fabrication processes. Examination of the energetics and χ of TMO
terminated diamond surfaces suggests that for a correct stoichiometry, ultra thin coatings of
TMOs, particularly the oxides of Ti and Zn, cause a large downward shift of around 3 eV in
the work function, resulting in a predicted small value of around 1.4 eV. Since the reactions
of TMs with oxygenated diamond are highly exothermic, in addition to excellent chemical
stability, a better thermal stability at elevated temperatures in comparison to H and CsO
can be obtained. It is notable in particular that Ti has the advantage over Cs- and Li-based
χ modification in that it is already commonly used in semiconductor processing. However,
based upon the relationship between TM electronegativities and the resultant χ, combined
with knowledge of the thermal stability of other TMOs, allows for further predictions. For
example, Sc and V are also of particular interest, as these have favourable electronegativities
and readily form thermally stable oxides.
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Chapter 8
Overview: Diamond as the electron emitter for
thermo–tunnel devices
A man is but the product of his thoughts what he thinks, he becomes.
M. K. Gandhi (1869 – 1948)
This project has centred on overcoming the issues involved in developing a high–power
diamond–based thermo–tunnel device for energy harvesting applications. First, a thorough
investigation was performed to test the feasibility of the thermo–tunnel device for an effi-
cient thermal energy conversion. Thereafter, density functional simulations were performed
for different diamond/adsorbate interfaces to reduce the work function of the clean diamond
from 4.5–5.0 eV to 1–2 eV so that it could be used in the fabrication of the thermo–tunnel
devices. Although a general summary is given at the end of each chapter, the major con-
clusions that have been drawn from the thesis work are summarised here.
Calculations performed for a simple thermo–tunnel device structure show that the choice
of physical parameters, such as interelectrode separation, electrode work function and tem-
perature, is critical in terms of impact upon the output power density and heat conversion
efficiency. Under optimal conditions, an output power–density of around 106W.m−2, and
a thermal efficiency in the range 8–12% can be achieved via a thermo–tunnel device. It
is important to point out here that these values are calculated for electrode temperatures
between 500–700 K, where some issues, such as surface flatness and thermal stability of
terminated diamond surface, can be of critical importance. These problems may prevent
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thermo–tunnel devices from achieving the high efficiency by damaging the ultra–thin vac-
uum gap and increasing the work function of diamond–based electrodes. Although thermal
losses are significant for high electrode temperatures (between 500–700 K), these do not af-
fect the order of magnitude of the power–output density, which is generally very high for
small values of interelectrode separation and electrode work function due to the tunnelling
effect.
Density functional simulations, as implemented in the AIMPRO code, were performed
for different diamond/adsorbate interfacial structures, including the previously reported H–
terminated and O–terminated diamond surfaces. The work function values calculated for H
and O terminations are found to be in good agreement with previous studies and suggest
that H–termination reduces the work function of the diamond by inducing an NEA, while
O increases it by inducing a PEA. In recent studies, H–termination has been noted to
be of significant interest for a number of applications, such as photocathode and surface
conductive devices. However, due to the high work function and weak thermal stability,
H–terminated diamond is not suitable in the context of thermo–tunnelling devices.
Calculations performed for different halogen/diamond surfaces suggest that, due to the
highly electronegative nature of halogens, most induce a large PEA and therefore are not
suitable for thermo–tunnelling device application. For example, the F–termination yields a
PEA of around 2.7 eV, followed by rather smaller PEAs for Cl and Br. Smaller values for χ
of Cl and Br in comparison to that of F are consistent with the trend in the electronegativity
and C–halogen bond lengths.
Nevertheless, F is calculated to exhibit a remarkably good thermodynamic stability with
respect to H and therefore, is of significant interest for the modification of nanodiamond
particles containing the negatively charged nitrogen–vacancy (NV−) optical centres, where
the positive EA of fluorinated diamond protects against the generation of a p–type surface
layer driven by the negative EA. In the case of the halogen atoms, such as Cl and Br,
strong steric effects lead to a weak thermodynamic stability, preventing diamond surface
from achieving high surface coverages (≈100%). Partial surface coverages of Cl and Br are
found to be rather thermodynamically stable and therefore hold significant potential for
biomedical applications, which generally require specific types of surface functionalities in
order to immobilise heavy protein or drug molecules on the diamond surface. Depending
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upon the concentrations of hydrogen and halogens, mixed termination of diamond can yield χ
in the range from −2.5 to 2.5 eV, without significantly affecting the thermodynamic stability.
In the further stages of the project, transition metals (TMs) that are compatible with
device fabrication processes, were investigated. Calculations show that TMs, such as Cu,
Ni, Zn, Ti and V, are highly thermally stable in comparison to pure halogens, hydrogen
and mixed surface terminations, which in turn also offer a greater degree of control over χ.
The energetics of metal/diamond interfaces allow us to identify the chemical nature of both
carbide and non–carbide forming TMs. Carbide forming TMs, such as Ti and V, exhibit
more negative adsorption energies and show strong adhesion to diamond surface, whereas
non–carbide forming TMs, such as Cu, Ni and Zn, exhibit rather less negative adsorption
energies and weak interaction. Investigated partial surface coverages of TMs show that,
carbide forming TMs, such as Ti and V, exhibit negative EAs in the range from −1.7 to −3
eV. A large NEA of TM coated diamond could be of particular interest for thermionics, as
the reactions of TMs with diamond surface are highly exothermic with respect to that of
commonly used H and CsO terminations and may improve the thermal stability.
Given the fact that most TMs have a strong tendency to form thermodynamically and
chemically stable oxides, ultra thin layers of TMO adsorbed on to a diamond surfaces were
also examined in this work. Similar to CsO and LiO, the oxides of specific TMs, such as
Zn and Ti, induce a large NEA of around −3 eV, which can reduce the work function of a
clean diamond from 4.5–5.0 eV to 1–2 eV. The average resulting work function of around 1.5
eV is much lower than the reported values of the best available option (H–termination) and
hence, generating a great deal of possibilities for diamond–based thermionics. In conjunction
with a high melting point, strong adhesion of metal oxides with diamond surface is highly
advantageous, allowing thermo–tunnel devices to work at even higher temperatures (> 700
K). A further reduction in the average work function (≈ 1.5 eV) is likely to be achieved
through doping (n–type) and high temperature operation since both parameters significantly
impact the position of the Fermi level. Under such circumstances, when the effective work
function of diamond-based electrode is close to 1 eV, calculations suggest that the thermo–
tunnel device will yield high output power density and efficiency of around 106W.m−2 and
12%, respectively.
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8.1 Future developments
The success in an accurate modelling of the thermo–tunnel device structure and in the
prediction of a suitable surface termination for low work function diamond electrode has led
to a step forward in the direction of fabricating an efficient diamond–based thermo–tunnel
device, which will be capable of delivering a very high output power density in hostile
environments. However, prior to starting fabrication work for such devices, there are still
two key areas that remain to be explored and require significant attention.
The first area comprises the experimental validation of the predicted values of χ for
different TMO/diamond terminations, which further poses a number of technical challenges.
These include the controlled deposition of an uniform ultra thin oxide film onto a diamond
surface and a careful control over the stoichiometric ratio of TM and O. Failure in achieving
the uniformity and the correct stoichiometry of TMOs may significantly reduce the desired
impact of χ upon the work function of diamond. In tandem with such theoretical predictions,
an experimental analysis is also ongoing within the group to evaluate the localised work
function of terminated diamond surfaces using Kelvin probe force microscopy, thermionic
emission and ultraviolet photoemission spectroscopy. After this has been achieved, the
experimental determination of the impact of such treatments upon electron emission will be
explored.
The second area involves the engineering of a nanoscale vacuum gap between two di-
amond electrodes. Although a nano–scale vacuum gap between two microsized tips has
already been demonstrated previously, for a mm sized electrode area this has not been re-
ported. It is a very important issue because a large surface area of the electrode is highly
desirable for high power output. Fabrication of a nanoscale vacuum gap that could also sur-
vive high temperature operation is an extremely difficult task. In many cases, it is noticed
that the heat flux within the surface causes a differential thermal expansion from one side
relative to other, leading to thermal expansion–caused deformation into a dome like shape
that may cause the device failure by destroying the nanoscale vacuum gap. In addition to
the above mentioned research areas, future work should also include the device packaging
and testing in high radiation environments to obtain an insight into how extreme conditions
impact the device characteristics.
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