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Abstract
In this study, we propose the global context guided channel
and time-frequency transformations to model the long-range,
non-local time-frequency dependencies and channel variances
in speaker representations. We use the global context infor-
mation to enhance important channels and recalibrate salient
time-frequency locations by computing the similarity between
the global context and local features. The proposed modules, to-
gether with a popular ResNet based model, are evaluated on the
VoxCeleb1 dataset, which is a large scale speaker verification
corpus collected in the wild. This lightweight block can be eas-
ily incorporated into a CNN model with little additional compu-
tational costs and effectively improves the speaker verification
performance compared to the baseline ResNet-LDE model and
the Squeeze&Excitation block by a large margin. Detailed ab-
lation studies are also performed to analyze various factors that
may impact the performance of the proposed modules. We find
that by employing the proposed L2-tf-GTFC transformation
block, the Equal Error Rate decreases from 4.56% to 3.07%,
a relative 32.68% reduction, and a relative 27.28% improve-
ment in terms of the DCF score. The results indicate that our
proposed global context guided transformation modules can ef-
ficiently improve the learned speaker representations by achiev-
ing time-frequency and channel-wise feature recalibration.
Index Terms: Text-independent speaker verification, global
context modeling, attention mechanism, representation learning
1. Introduction
Automatic Speaker Verification (ASV) task involves determin-
ing a person’s identity from audio streams. It provides a natural
and efficient way for biometric identity authentication. Being
able to perform text-independent speaker verification that does
not utilize any fixed input text content can significantly help us
retrieve a target person. We can use speaker recognition for
audio surveillance [1], computer access control, and telephone
voice authentication for long distance calling [2, 3]. It is also
helpful for targeted speech enhancement and separation systems
if we have good speaker embeddings [4, 5, 6].
Learning a good speaker representation is crucial to speaker
verification tasks. The paradigm has shifted from GMM-UBM
and factor analysis based methods like i-vector [7, 8] with a
probabilistic linear discriminant (PLDA) back-end [9, 10] to
deep neural network based models. Different neural network
architectures [11, 12, 13, 14] were explored to improve the
speaker embedding extraction. Margin based softmax loss func-
tions like Angular Softmax [15], Additive Margin Softmax [16],
and recently proposed Additive Angular Margin loss [17] were
useful to learn a more discriminative speaker embedding. Sev-
eral new temporal pooling methods like attentive pooling [18],
Spatial Pyramid Pooling [19] and GhostVLAD [20] were pre-
sented to aggregate the variable length input features to a fixed-
length utterance level representation. Various noise and lan-
guage robust speaker recognition models [21, 22, 23, 24], and
training paradigms [25, 26] have been proposed and signifi-
cantly improve speaker verification systems’ performance. Cai
et al. [27] introduced a Learnable Dictionary Encoding (LDE)
layer to combine frame-level speaker features to an utterance-
level speaker embedding. This ResNet with LDE encoding
model has become very successful in various speaker recogni-
tion tasks. We use it as the baseline in this study.
Many speaker verification models are based on convolution
neural networks, which learn filters to capture local patterns.
However, the filter that only operates on the neighboring local
context cannot capture long-range, non-local global informa-
tion. Also, the time-frequency (TF) and channel information at
salient regions may not be well emphasized through a standard
convolution layer. Many recent works [28, 29, 30, 31, 32] try
to alleviate these issues by improving the encoding of TF and
channel information. One promising approach to accomplish
this is a component called the “Squeeze & Excitation” (SE)
block [28, 33], which explicitly models the inter-dependencies
between the channels of feature maps. Deformable network
[29] designs deformable convolution to enhance spatial mod-
eling ability. AAConv [30] uses two-dimensional relative self-
attention to augment the convolution operator.
In this study, we introduce a generalized global time
frequency context modeling framework for text-independent
speaker verification. Speech signals contain different informa-
tion at each time-frequency location. For example, we may pay
more attention to high energy parts in the spectrogram. Our
proposed approach tries to better capture long-range time fre-
quency dependencies and channel variances. We firstly present
the lp norm based attentive time-frequency context embedding
to efficiently model the global speech contextual information.
With carefully designed components, the Global Time Fre-
quency Context (GTFC) vector is used for channel and time-
frequency wise feature recalibrations. It aims to get a better
combination of the Non-local block [34] and SE block [28]
to adaptively recalibrate the learned feature map and provides
time-frequency attention to specific regions. Further, we com-
bine the channel wise GTFC and time-frequency GTFC on the
score level by a linear fusion. It aggregates the unique proper-
ties of each method and makes feature maps more informative
on both domains. We show that with the linear fusion, the Equal
Error Rate (EER) of the ASV system decreases from 4.56% to
2.70%, a relative 40.79% reduction. It also has a 38.10% rela-
tive improvement of DCF compared to the baseline ResNet34-
LDE model.
In the following sections, we describe the global time fre-
quency modeling framework and corresponding baseline sys-
tems in Section 2. We provide detailed explanations of our ex-
periments in Section 3, as well as results and discussions in Sec-
tion 4. Finally we conclude our work in Section 5.
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Figure 1: (a) SE block. (b) Proposed global time-frequency
context modeling framework and channel-wise transformation.
2. Speaker representation learning
2.1. ResNet based speaker recognition backbone
We use the ResNet34 with Learnable Dictionary Encoding
(LDE) [27] as our baseline speaker recognition model. It uses a
well-known ResNet-34 architecture and a Dictionary Learning
method to aggregate the variable-length input sequence into a
fixed utterance-level speaker embedding.
2.2. Revisiting SE channel attention
Squeeze and Excitation Network (SE-Net) [28] is a well-known
method proposed recently to rescale the input feature map to
highlight useful channels. Shown in Fig. 1 (a), a global average
pooling layer is used to generate a channel-wise vector. Two
fully-connected layers W 1 and W 2 capture the local channel
dependencies. The dimensional reduction factor r indicates the
bottleneck in the channel excitation block. Finally, with a sig-
moid layer, the channel-wise attention vector is obtained to em-
phasize essential channels.
2.3. Global time frequency context modeling framework
The global context information and channel relationships in the
SE-Net are inherently implicit. To better model long-range rela-
tionships and local interactions, we propose a new generalized
framework of global context modeling for channel and time-
frequency wise feature recalibration. We compute an attention
map for each time frequency location and attentively pool the
corresponding feature values with a lp norm unit to get the
global representation.
We firstly learn a global time frequency embedding g ∈
RC , then apply channel wise transformation by broadcast-
ing the global TF context vector to each channel; or time-
frequency wise transformation by scoring the similarity be-
tween the global TF context vector and the local feature vector
to get an attention map.
In Fig. 1 (b), we show the process to learn the Global Time-
Frequency Context (GTFC) embedding and apply it for the
channel wise feature map enhancement: (a) the context mod-
eling module groups the features of all positions together via
the lp norm attentive pooling; (b) GTFC is normalized to cap-
ture channel-wise dependencies; (c) we use a fusion function
to distribute the context vector across channels. In the follow-
ing, we describe the process in detail, and later in Section 2.3.4
we apply the GTFC embedding for the time-frequency feature
enhancement.
2.3.1. Lp-norm attentive time frequency context embedding
A global context embedding module is firstly designed based on
lp-norm to aggregate the non-local, long-range time-frequency
relationship in each channel. Since individual T-F locations
may have different importance, we also use an attention mech-
anism to focus on salient regions that may have more consid-
erable impact on the global context. The module can exploit
comprehensive contextual information outside small receptive
fields of convolutional layers to better encode the global T-F in-
formation. Given the embedding weightλ = [λ1, ..., λC ] along
channel and an input feature vector xi,j ∈ RC , the module is
defined as the following,
gc =λcf(αi,j , ‖xc‖p) = λc
{[
F∑
i=1
T∑
j=1
αi,j |xi,jc |p
]} 1
p
(1)
αi,j = softmax
(
uTαtanh(Wα|xi,j |p + b)
)
(2)
where αij is the learned attention weight at a time-frequency
location (i, j) through an MLP Wα and a hidden vector uα.
The lp-norm unit is efficient at representing nonlinear, complex
activations, and is a general form of mean or max pooling with
positive values. It defines a spherical shape in a non-Euclidean
space and summarizes a high-dimensional collection of neural
responses. It can avoid the inferior result that average pooling
may lead to in some extreme cases. Additionally, we use an
attention mechanism to learn the weight at each time-frequency
location for a better global context representation. We compare
the performance of various lp-norms and choose the best one,
l2-norm, to be our default setting. Trainable parameter λc is
introduced to control the weight of each channel because they
may have different significances.
2.3.2. Channel normalization
We use a channel normalization method to scale the GTFC
vector to capture the competition (high variance) relationship
among neuron outputs. It is a lightweight operator and reduces
the computational cost of the two FC layers used in the SE block
from O(C2) to O(C) but still with a steady performance. Let
g = [g1, ..., gc], channel normalization is formulated as,
gˆc =
kgc
‖g‖2 =
kgc√∑C
c=1 g
2
c + 
(3)
where  is a small constant for numerical stability. To prevent a
too small value of gc when C is large, we use a scalar k and set
it as
√
C to normalize the scale of gc,
2.3.3. Channel gating adaptation
We finally use a gating mechanism on the normalized GTFC
vector to perform channel-wise recalibration on the original fea-
ture maps. Let gating weights γ = [γ1, ..., γC ] and gating bi-
ases β = [β1, ..., βC ]. They are trainable parameters to adjust
the activations of gates channel-wisely. We use the following
gating function with the identity mapping ability.
Xˆc =Xc · [1 + tanh (γcgˆc + βc)] (4)
The scale of each original feature map Xc ∈ RF×T in the
channel c is adapted by its corresponding gate so that important
channels are emphasized, and less important ones are dimin-
ished. Also, when γ and β are zeros, we can pass the original
features unimpeded to the next layer. This allows any layer to be
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Figure 2: Time-frequency transformation using a group-wise
content interaction between the GTFC embedding and the local
T-F feature vector.
represented as its initial input. Inspired by ResNet, being able
to model the identity mapping can make the network easy to be
optimized and robust to the degradation problem in deep net-
works. Therefore, we initialize γ to and β to 0 in the proposed
blocks.
2.3.4. Time frequency content interaction
To capture the time-frequency relationship and analyze which
time-frequency location we need to pay attention to, we also
propose a way to compute the TF attention map based on the
correlation between the GTFC embedding and local feature vec-
tors. The group wise time-frequency enhancement method is
illustrated in Fig. 2. Firstly we divide the C channels, F × T
convolutional feature map into G groups along the channel di-
mension. We assume that each group could gradually learn a
specific response during the training process. In each group,
we have a set of local feature vectors X = {x1, ...,xm},xi ∈
RC/G,m = F ×T . We ideally hope to get features with strong
responses at salient time frequency positions (e.g., high energy
region). However, due to noises and reverberations, we may not
be able to get desirable neuron activations after convolution. To
reduce this problem, the group-wise normalized GTFC embed-
ding gˆ is used as a global group representation, and we compute
the correlation between the GTFC vector with the local feature
vector xi at each time-frequency location. The similarity score
is calculated as the following.
ei = score(gˆ,xi) = gˆTWexi (5)
With the normalized GTFC vector gˆ, we can generate the
corresponding importance coefficient ei for each position, us-
ing the general dot product scoring function [35] in Eq. (5).
We is a weight matrice to be learned. In order to prevent the
biased magnitude of coefficients between various samples, we
also normalize e over the time-frequency domain,
eˆi =
ei − µe
σe + 
, µe =
1
m
m∑
j=1
ej , σ
2
e =
1
m
m∑
j=1
(ej − µe)2 (6)
where  (e.g., 1e-5) is a constant added for numerical stabil-
ity. To make sure that the normalization inserted in the network
can represent the identity transform, we introduce a pair of pa-
rameters (ρ, τ ) for each coefficient ei, which scale and shift the
normalized value. Finally, to obtain the enhanced feature vector
xˆi, the original xi is scaled by the generated importance coeffi-
cients via a sigmoid function over the space,
si = ρeˆi + τ (7)
xˆi = xi · σ(si) (8)
All the enhanced features form the recalibrated new feature
group. Note that the total number of ρ and τ is the number
of groups, which is negligible compared with millions of model
parameters.
3. Experimental Setup
3.1. Dataset and feature extraction
To study the effectiveness of the global time-frequency context
guided transformation for speaker representation learning, we
used VoxCeleb1 [36] dataset for experiments. It is a large scale
text-independent dataset extracted from YouTube videos that
contain 153,516 utterances for 1251 celebrities. The proposed
speaker model is trained only on the VoxCeleb1 development
set which contains 1211 speakers. We do not use any data aug-
mentation strategies. There are 40 speakers in the test set with
4874 utterances. The performance is reported in terms of Equal
Error Rate (EER) and minimum Detection Cost Function (DCF)
with Ptarget = 0.01.
We compute 64 dimensional log-mel filter-bank energies
(fbank) on the frame level as input features. A Hamming win-
dow of length 25 ms with a 10 ms frame shift is used to extract
the fbanks from input audio signals. We use a random chunk of
300-800 frame features of each audio file as the input to the net-
work, like the strategy used in [27]. The input feature is mean
and variance normalized on the frame level. Kaldi energy-based
VAD is used to remove silent frames.
3.2. Model training
The baseline model is a ResNet-34 model with LDE pool-
ing [27] and angular softmax [15] (margin m = 4). We split
90% of the development set for training, and the remaining 10%
for validation and parameter tuning. It is found that the best in-
put feature setting is a frame length of 25 ms, 64 dimensional
fbanks. We use the same ResNet34-LDE model parameter set-
tings in [27], where residual layers’ channel sizes are 16, 32,
64, and 128 respectively.
For our proposed GTFC based models, Swish [37] acti-
vation function is used at all positions in the ResNet34-LDE
model, and we find it is helpful to improve the performance.
The model is trained on the VoxCeleb1 training split for 50
epochs with a batch size of 120 on 4 GPUs. We use a SGD
optimizer with 0.9 momentum and initialize the learning rate
as 10−3 as well as 1e-4 weight decay. The learning rate is re-
duced by 0.1 when the validation loss does not reduce for 10
epochs. The extracted utterance-level embedding size is 128.
l2 norm is used as the default setting in the lp norm unit. The
general dot-product scoring function is applied to compute the
time-frequency attention matrix. We insert the proposed GTFC
module after the last Batch Norm layer in each residual basic
block.
For the backend, we use LDA to reduce the dimension of
the embeddings to 120, and they are also centered and length
normalized. PLDA scoring is applied to evaluate the verifica-
tion performance.
4. Results and Discussions
4.1. Experimental results
In order to thoroughly evaluate our proposed methods, we con-
duct a detailed ablation analysis in this section. We first perform
experiments on the GTFC guided channel wise transformation
(c-GTFC), followed by the group wise time frequency transfor-
mation (tf-GTFC), and then the linear fusion results for speaker
verification. Finally, we analyze various factors that may affect
the performance of GTFC blocks.
From Table 1, we observe that our proposed channel wise
GTFC block (L2-c-GTFC+ResNet34-LDE) improves the SV
performance by a large margin compared with the ResNet34-
LDE model. With the L2-c-GTFC block, overall EER of the
ResNet34-LDE model decreases from 4.56% to 3.13%, rela-
tively 31.36%; also from 4.01% to 3.13% compared with the SE
block, a relative reduction of 21.95%. It may suggest that our
proposed l2 norm based global time-frequency context block
can greatly recalibrate the significant feature regions and im-
prove the speaker verification performance.
We also find a consistent performance improvement from
L2-c-GTFC model to the L2-tf-GTFC results. The EER re-
duces from 3.13% to 3.07%, with a relative 1.92% improve-
ment. It indicates that the L2-tf-GTFC might be more efficient
than L2-c-GTFC, which aligns with our assumption that the
time-frequency space may have more meaningful information
than channels for the SV task.
Table 1: SV results on the VoxCeleb1 test set using various mod-
els and ResNet34-LDE +our proposed GTFC guided blocks.
Model EER (%) DCF Train Set
Ivector [36] 8.80 0.7300 VoxCeleb1
Xvector [18] 3.85 0.4060 VoxCeleb1
UtterIdNet [13] 4.26 N/A VoxCeleb2
SPE [19] 4.20 0.4220 VoxCeleb1
ResNet34-LDE [27] 4.56 0.4410 VoxCeleb1
ResNet34-LDE +SE 4.01 0.3940 VoxCeleb1
+L1-c-GTFC (ours) 4.14 0.4141 VoxCeleb1
+L1-tf-GTFC (ours) 3.38 0.3435 VoxCeleb1
1 +L2-c-GTFC (ours) 3.13 0.3169 VoxCeleb1
2 +L2-tf-GTFC (ours) 3.07 0.3207 VoxCeleb1
1 & 2 linear fusion 2.70 0.2730 VoxCeleb1
We further compare the global time frequency context em-
bedding with different lp norm units. We investigate the l1 norm
and l2 norm based GTFC blocks and observe that l2 norm based
GTFC blocks perform better than the l1 norm based blocks in
all cases. We also tried to set the order p as a learning parame-
ter, but the result is usually worse than the l2 norm, so we use l2
norm based GTFC blocks in all our experiments and subsequent
analysis. Finally, a score level linear fusion with equal weights
is employed to combine the L2-c-GTFC and the L2-tf-GTFC
results. It achieves the best results with 2.70% EER and 0.2730
DCF.
4.2. Empirical analysis
Channel adaptation operator. We examine the activation
function of the channel gating adaptation in the L2-c-GTFC
block with a few different non-linear activation functions and
show the results in Table 2 (a). All the non-linear gating adap-
tation operators achieve promising performance, and 1 + tanh
gets the best result. It shows that the identity mapping in the
gating function is helpful for the channel adaptation.
Normalization components ρ and τ . Shown in Table 2 (b),
we find that the initialization of normalization parameters ρ and
τ in the L2-tf-GTFC block has a considerable effect on the re-
sults. Initializing ρ to 0 tends to give better results. With a grid
search, we find that the best setting is to assign ρ to 0 and τ to
Table 2: Empirical analysis for different components of our pro-
posed blocks.
(a) L2-c-GTFC channel adaptation operator
Operator EER(%) DCF
sigmoid 4.69 0.4434
1+ELU 3.85 0.3735
1+tanh 3.13 0.3169
(b) L2-tf-GTFC normalization parameters
(ρ, τ ) EER(%) DCF
(0, 0) 3.52 0.3631
(0, 1) 3.07 0.3207
(1, 0) 4.47 0.4729
(1, 1) 4.48 0.4895
(c) L2-tf-GTFC group number
Group number EER(%) DCF
4 4.69 0.4201
8 3.07 0.3207
16 3.01 0.3451
(d) L2-tf-GTFC block position
Block position EER(%) DCF
after BN 3.07 0.3207
before BN 3.24 0.3718
before Conv 3.29 0.3885
1. It suggests that in the very early stage of the network train-
ing, it might be appropriate to discard the context guided time-
frequency attention mechanism. The important thing is to learn
a meaningful representation with the convolution stem firstly.
Group number. We further investigate the number of groups
in the L2-tf-GTFC transformation module in Table 2 (c). Too
few groups may cause the diversity of feature representations
limited. Using the group number 16, we obtain the best EER
and the group number 8 for the best DCF values. However, too
many groups may also result in a dimension reduction in the
feature space, causing a weaker representation for each group
response. We set the group number to 8 in all our experiments.
Block position. Inserting the proposed module after/before the
Batch Norm layer, or before the convolution layer in the Resid-
ual basic block all improves the results, compared with the base-
line ResNet-LDE and SE model. We only insert one proposed
block after the Batch Norm layer in our experiments. The L2-tf-
GTFC block only requires about 0.082M additional parameters,
and therefore is very computationally efficient.
5. Conclusions
In this study, we proposed a global time-frequency context mod-
eling framework and successfully applied it to the channel and
time-frequency wise feature map recalibration. This model
can capture long-range time-frequency dependency and chan-
nel variances. With this lightweight block, we can enhance
the latent speaker representation and suppress possible distor-
tions. The block was inserted after the last Batch Norm layer
of each Residual basic block. The proposed method was evalu-
ated on the VoxCeleb1 dataset, and it was shown to improve
the ResNet-LDE and SE models in terms of both EER and
DCF by a large margin. Additional analysis and ablation stud-
ies indicate that our proposed method can effectively improve
the speaker representation learning by strengthening significant
time-frequency and channel locations.
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