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Abstract 
In this paper we study the Laplacian spectra, the Laplacian polynomials, and the number of 
spanning trees of a special class of graphs called threshold graphs. We.give formulas for the 
Laplacian spectrum, the Laplacian polynomial, and the number of spanning trees of a threshold 
graph, in terms of so-called composition sequences of threshold graphs. It is shown that the 
degree sequence of a threshold graph and the sequence of eigenvalues of its Laplacian matrix 
are “almost the same”. On this basis, formulas are given to express the Laplacian polynomial 
and the number of spanning trees of a threshold graph in terms of its degree sequcncc. 
Moreover, threshold graphs are shown to be uniquely defined by their spectrum. and a poly- 
nomial time procedure is given for testing whether a given sequence of numbers is the spectrum 
of a threshold graph. 
1. Introduction and notations 
The Laplacian matrix (or the matrix of admittance) of a graph is one of the classical 
concepts in graph theory [l, 2,5,20]. One of the most interesting and useful results 
about this matrix is the well-known matrix-tree theorem. which states that if 17 is the 
order of the matrix, then the number of spanning trees of the graph is equal to the 
determinant of any principal minor of order n - 1. It turns out that the Laplacian 
polynomial of the graph, i.e. the characteristic polynomial of the Laplacian matrix of 
the graph (introduced in [24,25], see also [lo]), is also a very useful concept, which 
has a natural combinatorial interpretation. It has been shown in [30] that the 
inclusion-exclusion formula of [33] for the number of spanning trees of a graph can 
be directly “read” from this polynomial. 
This polynomial is also useful in evaluating the probability of connectivity of 
graphs. in constructing graphs having a maximum number of spanning trees. and for 
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various other problems in extremal graph theory [12,24426,28&30], as well as in 
statistical experiments (see, for example, [7]); among the papers dealing with this topic 
we mention [3,9,11,13,14,16,18,21~23,34437]. 
For the special case of regular graphs, there is a straightforward relationship 
between the Laplacian polynomial and the characteristic polynomial of the adjacency 
matrix of a graph, allowing to translate directly results concerning one of those 
polynomials to results concerning the other one. 
One of the natural questions about the Laplacian polynomial concerns the extent 
to which it characterizes the corresponding graph. There are many examples of 
cospectral graphs, i.e. non-isomorphic graphs with the same Laplacian polynomial 
(e.g. [12,23,24,26,28,29,34], see also [lo]). On the other hand certain classes of 
graphs are uniquely defined by their spectrum. Such classes include complete graphs, 
regular k-partite graphs, paths, circuits, trees up to 10 vertices, stars and some other 
special trees (e.g. [12,24,26,28-301). It is also known that in the class of regular 
graphs the line graphs of some combinatorial structures (complete graphs, complete 
bipartite graphs, block designs, projective planes, finite affine planes, etc.) are uniquely 
defined under certain conditions by their Laplacian polynomials among the regular 
graphs (e.g. [13,14,21-23,351). 
In this paper we study the Laplacian spectra, the Laplacian polynomials, and the 
number of spanning trees of a special class of graphs called threshold graphs. Thre- 
shold graphs were introduced in [6], and numerous properties of them were investig- 
ated in the literature; surveys on this topic appear in Ch. 10 of [17], in [4], and in the 
forthcoming monograph [32]. It is easy to see that a canonical description of 
a threshold graph having y1 vertices can be given by a sequence of at most y1 integer 
parameters, called its composition sequence. We give formulas for the Laplacian 
spectrum, the Laplacian polynomial, and the number of spanning trees of a threshold 
graph, in terms of its composition sequence (Theorems 4.2,4.3, and 5.4). It is shown 
(Theorem 5.3) that the degree sequence of a threshold graph and the sequence of 
eigenvalues of its Laplacian matrix are “almost the same”. On this basis, formulas are 
given for the Laplacian polynomial and the number of spanning trees of a threshold 
graph, in terms of its degree sequence (Theorem 5.4). Moreover, threshold graphs are 
shown to be uniquely defined by their spectrum (Theorem 6.1), and a polynomial time 
procedure is given for testing whether a given sequence of numbers is the spectrum of 
a threshold graph. 
All the graphs considered in this paper are undirected and have no loops or 
multiple edges [l, 2,201. Let V(G) and E(G) denote the set of vertices and edges of G, 
respectively. Let U(G) denote the number of vertices of G. 
2. Decomposable graphs 
Given two disjoint graphs A and B, a graph G is called the sum of A and 
B, G = A + B, if I’(G) = V(A)uV(B) and E(G) = E(A)uE(B). Similarly, the product 
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A x B will denote the graph obtained from A + B by adding all the edges (u,h) with 
0 E V(.4) and h E V(B). In particular, if B consists of a single vertex h, we write 4 + h 
and A x h instead of A + B and A x B: in these cases h is called an i.sol~~terl and 
a unicwsal rertc.x, respectively. Given a graph G, let i(G) and u(G) denote the number 
of isolated and universal vertices, respectively. 
The graph G is said to be the complenrenr c?f’ a grrrph G if there is a bijection 
~(0: V(G) + V(G) such that (u, U) is an edge of G if and only if ((p(u), (P(U)) is not an edge 
of G. Let K,, be the complete graph on II vertices. and let its complement k’,, be the 
c’rnptl’ graph on 12 vertices. 
If I/(K,) = I/(K,J = [g,, . . . ,gn) then K,, = cl1 xy? x ... xc]!,, and K,, = 8, + c/l + 
... + 11,~; we shall write simply K, = .1/” and K, = MCI. 
A graph is called decomposable [25] if any induced subgraph having at least two 
v,ertices is the sum or the product of two graphs. It is easy to see that a graph is 
decomposable if and only if it can be obtained from one-vertex graphs by the above 
operations ( + ) and ( x 1, and if and only if it does not contain a path on 3 vertices as 
an induced subgraph. Let I;i denote the set of decomposable graphs. 
Clearly every disconnected graph is the (unique) sum of its connected components. 
Similarly. every connected decomposable graph is the (unique) product of some 
disconnected or one-vertex graphs (the complements of which are the connected 
components of the complement of the given graph). For example, the graph H in 
Fig. 1 is decomposable and can be represented as H = (yl + q1)(g4(q3 + q5) + qhq7). 
A decomposable graph G can be naturally described 1251 by a labelled rooted tree 
T(G) which will be called the compo,sition trcr of G. The root I’ will be labelled having 
the label S(T) = { x ) if G is connected. and .~(I.) = ( +) if G is disconnected. This tree 
can be defined recursively as follows. If G is a one-vertex graph then let T(G) be the 
trivial rooted tree consisting of one vertex which is the root of T(G) and has the label 
( x ). Suppose that Gi is a decomposable graph, that T (Gi) is already defined for G,, 
and that Ti is the root of T(GJ, i = 1, . . . , k. Suppose also that the label .s(ri) of the root 
I’, of T (Gi) is (x i if Gj is connected, and is { +) if Gi is disconnected. Let T be the tree 
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obtained from disjoint rooted trees T (Gi) by adding a new vertex r, the root of T, and 
by connecting r with every root Yi by an edge (r,rJ. If G = G1 x ... x Gk where each 
Gi is not the product of two graphs (which means in our case that Gi is a one-vertex or 
disconnected graph) then put T(G) = T, and S(V) = { x }. If G = G, + ... + Gk where 
each Gi is not the sum of two graphs (i.e. Gi is a connected graph) then put T(G) = T, 
and S(Y) = { +}. 
The rooted tree T(H) of the graph H in Fig. 1 is shown in Fig. 2. 
It is easy to see that T(G) is uniquely defined by G, and that two decomposable 
graphs G and F are isomorphic if and only if T(G) and T(F) are isomorphic as rooted 
labelled trees. Therefore a decomposable graph is uniquely defined (up to isomor- 
phism) by its composition tree. It is easy to see that the vertices of degree 1 in T(G) 
correspond to the vertices of G. In other words there is a one-to-one correspondence 
between the set of connected (disconnected) decomposable graphs with n vertices and 
the set of rooted labelled trees with n leaves. 
The height of a rooted tree is the number of edges of a longest path of T having the 
root as an endpoint. The height h(G) of a decomposable graph G is the height of its tree 
T(G). 
A graph is called l-decomposable if it can be obtained from a one-vertex graph by 
“adding” or “multiplying” sequentially the current graph by a new one-vertex graph 
(i.e. by adding an isolated or a universal vertex). 
Fig. 2 
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It is easy to show that the tree T(G) of a l-decomposable graph G is characterized 
by the following property: if rPIxIeI~~I and rPL~2e2~2 are two paths of the same length 
of T(G) starting from the root r with the pendant edges rI = (.x1, r.l) and rz = (.Y~, J.?), 
respectively, then rP,xI = rP2x2. 
3. Laplacian polynomial, spectrum and number of spanning trees of a graph 
In this section we recall some previously established results (many of which were 
published in Russian) about the Laplacian polynomial, the spectrum, and the number 
of spanning trees of an arbitrary graph. These results will play an important role in 
establishing the main results of this paper. 
Let V(G) = {I>~, , v,). Let L(G) be the Laplacian matrix of’ G. i.e. L(G) = [li,j, 
where 
i 
-1 if vi and Gj are adjacent, i #,j. 
lij = < 0 
I 
if L’i and “j are not adjacent, i #,j. (1) 
dG(ui) if i = j. 
Let L;(G) denote the matrix obtained from L(G) by deleting the ith row and the ith 
column. 
Let T(G) denote the number of spanning trees of G. 
The following result is well known and is called the matrix-tree theorem [2. 10,201. 
Theorem 3.1. Jf G is u graph with n vertices, then 
r(G) = det(Li(G)) 
fiw arz~‘iE(1,2,...,n}. 
Let &,....An_, be the eigenvalues of the matrix L(G). Let 
Q(A, G) = det(A1 - L(G)). Obviously Q(;.i, G) = 0 for any i E (0,l , , r~ - 11. 
By using Theorem 3.1 it is easy to prove [25,26] that the matrix L(G) is positiw 
semi-&finite, i.e. Ull i,i, i E { 1,2, . , PI - 11, urc real non-negutire numbers. We can 
assume that y1 3 1 and 0 d A0 d i1 < ... < A,_ 1. Obviously det L(G) = 0. and so 
A,, = 0. Put P(A, G) = j./‘Q(R, G). Then P(A, G) is a polynomial, and 
S(G) = {j_, , . I.,_ 1} is the set of its roots. We call P(& G) the Laplucian polJwomia/ 
and S(G) the spectrum of G. Let a, < ... < ah be all the different numbers occurring in 
S(G) and let mi be the multiplicity of ui in S(G); clearly lYli 3 1 and 
~~~~ + ... + mh = n - 1. We shall sometimes call S(G) = (N\“‘~‘, ,aimh’) the spectrum 
srquencr of G. 
Let A,,,(G) and i,,,,,(G) denote the largest and the smallest number in the spectrum 
S(G), respectively: i.,,,(G) = I,,_ 1 and n,i”(G) = i1. 
From Theorem 3.1 we have the following theorem. 
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Theorem 3.2 (Kelmans [25, 261). Let G be a graph with n vertices. Then 
II- 1 
;(G)=n’i~4=I11~~iI.f. 
It turns out that there is a natural interconnection between the spectra of a graph 
and that of its complement. 
Theorem 3.3 (Kelmans [25]). Let G he the compleme~~t oj’ a graph G. Let 
S(G) = {iW1 < ... d A,_,] and S(G) = (21 < *.. < pLn_l}. Then pi + ~n_i = n jbr any 
ie(1,2 ,..., n - 1). 
For the sake of completeness we give a proof of this important theorem. 
Proof. Put L(G) = L and L(G) = E. Let .x0 be an n-vector with every coordinate equal 
to 1. Obviously x0 is an eigenvector of L and L with the eigenvalue 0. Since L is 
a symmetric matrix, there exists the list (x0, . . . ,x,_ 1) of it pairwise orthogonal 
eigenvectors of L containing .x 0. Let 3+(G) = Ri be an eigenvalue corresponding to the 
eigenvector Xi. and SO i0 = 0 and LXi = ~.iXi for i = 0,l , . . . , n - 1. We can assume 
that 0 = /lo < jti, d ... < 1.,-r. 
Clearly L + z = nl - E, where E is the (n x n)-matrix with every entry equal to 1. 
Since XoXi = 0 for every i E {l , . . . , n - l}, we have E_~i = 0. Therefore 
Lxi=(nl-E-L)?ci=(n-~i)Xi, foreveryiE(l,...,n- 1). 
Thus Xi is an eigenvector of z with the eigenvalue &_i = n - & for 
i = 0,l) . . . ,n - 1. Obviously 0 = 2, d 2, 6 ... d JR_,. q 
From Theorem 3.3 we have the following theorem. 
Theorem 3.4 (Kelmans [25]). Let G, Gl und G2 be graphs with n, n, and n2 vertices, 
respectively. Then 
P&G) = (-l)“~‘P(n - n,G), (2) 
I’(& G1 + G2) = /1P(ii, GI)P(/?, GJ, (3) 
and 
P(& Cl x G2) = (3, - n1 - nJP(A - nz, G1)P(13. - nl, G,). (4) 
Equality (2) follows from Theorem 3.3, equality (3) is obvious, and equality (4) 
follows from (2) and (3). 
Theorem 3.3 on the relation between the spectrum of a graph and the spectrum of 
its complement is a very useful result. This theorem together with Theorem 3.4 were 
used in [25] (see also [27]) to give an algorithm for finding formulas describing the 
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spectrum and the number of spanning trees of a decomposable graph in terms of some 
natural parameters of the corresponding decomposition of the graph. It follows in 
particular from this algorithm that the spectrum of a decomposable graph consists 01 
integers. 
Since L(G) is positive semi-definite, Theorem 3.3 implies the following theorem. 
Theorem 3.5 (Kelmans [26]). Let G he u gmph with II wr~ticrs. und let ibi E S(G). T/w 
0 ,< r.i ~ II. 
Let z(G) and z(G) denote the multiplicity of 0 and of M in S(G), respectively (and so 
0 is an eigenvalue of L(G) of multiplicity z(G) + 1). Let c(G) denote the number of 
components of G. 
From Theorem 3.4 we have 
Theorem 3.6 (Kelmans C2.53). For anJ yraph G 
c(G) = z(G) + I 
md 
i‘(G) = z(G) + 1. 
4. Laplacian polynoimal, spectrum and number of spanning trees of a threshold graph 
A graph G is called rhveshold if there exists a “weight” function w : V(G) --t R defined 
on the set of vertices of G such that \v(X) < \v( Y) for any stable vertex set X and any 
non-stable vertex set Y of G. This concept was introduced in [6]. 
The following characterizations of threshold graphs will be used in this paper. 
Theorem 4.1 (Chvital and Hammer [6]). Fou rwr~~ ,finire graph G thr fi)llo\vimg 
conditions are equimlenr: 
(c, ) G is threshold: 
(c,) G is threshold: 
(c,) G is I-deconzposahle. 
Let G be a threshold graph with fz vertices. Since G is l-decomposable. it has the 
following representation: 
G = CJk”(.S,~J + y”(S,g + .‘. + Sk’ ‘(Si,J + ... + ~Jh’ ‘(S,~J f .Ilk’) ...). (5) 
where all ki and .si, i = 1 , , r, are positive integers, k0 is a non-negative integer, and 
C:‘: k, + I;=, s, = n. Obviously G is connected if and only if k, > 0. 
As we mentioned above a threshold graph G is uniquely defined by its composition 
tree T(G). !f‘k, > 1 then T(G) is uniquely described by formula (5). Therefore. in this 
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case, formulae (5) is a canonical representation of the threshold graph G. The sequence 
C(G) = (ko,ki ,..., kr;sl,sz, . . . , s,) is called the composition sequence of the threshold 
graph G. 
If k, = 1, then the corresponding canonical representation of G is given by 
G = gko(slg + gk’(szg + “’ + gkgm’(Sig + ‘.. + gkrm’((Sr + 1)g) ‘..). (6) 
In this case it is convenient to put s,.:= s, + 1. Then s, > 1, and the composition 
sequence of G is C(G) = (k,,kI, . . . . krP1;sl,sz, . . . . s, + 1). 
We can apply the above-mentioned algorithm to find formulas for the spectrum of 
a threshold graph G as a function of its composition sequence C(G). With the 
convention so = 0 and I:= 1 Sj = 0 we have the following theorem. 
Theorem 4.2. Let G be a threshold graph with n vertices described by (5) with either 
k, = 0 or k, 2 2. Let S(G) = (aim’), . , ai”“‘) be the spectrum of G where u1 < “’ < ah, 
and mi is the multiplicity of ai. Then: 
(al) Ifko > 0 und k, > 1 then 
a, = ZiLhkj 
’ I {f i = l,...,r + 1, n-_Cj21:leiSj ifi=r+2,...,2r+l 
(and so a, > 0 and u~,.+~ = n), and 
: 
Si if i = l,...,r, 
mi = k,- 1 if i = r + 1, 
k 2*+1-i ifi=r+2,...,2r+l. 
(a2) [f k. > 0 and k, = 0 then 
a,= EiLikj 
’ I 
if i = l,...,r, 
n-~f’~‘Sj if i=r+ 1,...,2r 
(and so a, > 0 and a2,. = n), and 
if i = l,...,r - 1, 
if i =r, 
ifi=r+l,..., 2r. 
(a3) If k. = 0 and k, > 1 then 
a,= E:li kj 
’ i 
Ilf i = l,...,r + 1, 
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(rind so u, = 0 and ulr < n), and 
( sj $ i = 1, . . ..r. 
m; = ( k, - 1 if i = r + 1, 
!kzr_l_i fi=r+2,....2r. 
(a4) [f k, = 0 and k, = 0 then 
(12) 
(13) 
Si if i = l,...,~ ~ 1, 
mi = ( s, - 1 if i = r, (14) 
(k 2r I $i=r+1,...,2r-1. 
This theorem can also be proved directly by using Theorem 3.4. For this we need 
the following lemma. 
Lemma 4.1. Let G he II graph with n r:ertice.s. Let S(G) = (a:‘““, . , cl)l))lh)) hc t/w 
spectrum of G, where u, < ‘.. < a ,,, and tni is the multiplicit~~ of’ll,. Then: 
(al) !f c is the complement of the graph G, then 
s(G) = ((n - uJ(~“). . . ..(n - u~)(‘~~)). (15) 
(a2) If G is c.onnrcted, then 
S(G + q) = (0’“‘. a\“l), . ,ujlmh)). (161 
(a3) If’ G is disconnected, then 
S(G x qk) = ( (u1 + k)‘““, . . , (ah + k)(“‘,), (n + k)‘k’). (17) 
The relations (15) (16), and (17) follow from (2), (3). and (4) in Theorem 3.4. 
respectively. 
Proof of Theorem 4.2. Let us prove the theorem by induction on the height of G. The 
only threshold graphs of height 1 are the complete graphs and the edge empty graphs. 
By Theorem 3.6, S(K,) = (n(“- ‘I) and S(K,,) = (Ocn- ‘I), and so the statement of the 
theorem is true for the graphs of height 1. 
Now let G be a threshold graph of height h(G) = h 3 2. Let II be the number of 
vertices of G. We should consider two cases depending on whether G is connected or 
not. 
Cuse 1: Suppose that G is connected. Then G = G’ x glro where G’ is disconnected 
and k. 2 1. Therefore G’ is a threshold graph with II’ = n - k. vertices, and of height 
h(G’) = h(G) - 1 > 1. By the inductive hypothesis, the statement holds for G’. 
264 P.L. Hammer, AK. K&tans / Discrete Applied Mathematics 65 (1996) 255-273 
Let us assume that hfG’) = h’ is even. Then by (17) 
S(G’) = ((u, - kO)im”), . . ,(uh’ - ko)(mhs)) 
where h’ = h - 1. By the inductive hypothesis, [S(G’), C(G’)] satisfies the theorem. 
Since G’ is disconnected and h(G’) is even, S(G’) satisfies (a3) in the theorem. Since 
r? = ~1’ + ko, the spectrum S(G) satisfies (al) in the theorem. 
Now let us assume that h(G’) = ?I’ is odd. Then by the same argument, it follows 
from (1’7) and from (a4) in the theorem that [S(G), C(G)] satisfies (a2) in the theorem. 
Cuse 2: Now suppose that G is disconnected. Then G = G’ + sOg where G’ is 
connected and s0 > 1. Therefore the complement G’ of G’ is disconnected, and 
G = G’ x g’“. Obviously n = 12’ + sO. Therefore G satisfies the assumption of the 
previous case. Applying the arguments of the previous case and the relation (15) we get 
the required statement. q 
Corollary 4.1. The spectrum qf a threshold graph consists of integers. 
As mentioned before the same is true for any decomposable graph. 
Let 4(G) denote the number h of different numbers in the spectrum S(G) of G. It is 
easy to see that if G is described by (5) then 
h(G) = 2r - 1 1 
2r + 1 if k0 > 0 and k, > 1, 
if k0 = 0 and k, = 1, 
\2r otherwise. 
Therefore we have from Theorem 4.2 the following corollary. 
(18) 
Corollary 4.2. Let G be a thre.~hQ~d graph described by (5). Then 4(G) = h(G). 
From Theorems 3.6 and 4.2 it can be seen that for threshold graphs there is a strong 
relationship between the number i(G) of isoiated vertices, the number c(G) of compo- 
nents, the number z(G) of zeros in the spectrum of G, and the largest number i,,,(G) in 
the spectrum of G. 
Corollary 4.3. For any threshold graph G 
i(G) = c(G) - 1 = z(G) = yt - &,,,,(G). 
With the convention that C;_r Sj = 0, Theorems 3.2 and 4.2 give 
Theorem 4.3. Let G be a thre.~h~ld graph described by (5) with k, > 1. Thea 
LlWi 
5. Spectra and degree sequences of threshold graphs 
Let r1 < ..’ < c,~ be all the different vertex degrees of G, and let 
D(G) = (t:yl). .._ ,!.I”“ ). where 1Zi is the multiplicity of ri in G; clearly II, 3 1 
and 11~ + .’ + n,, = u(G). The sequence D(G) is called the degrcr .sryuenw of G. 
Let again S(G) = (u:ln”, _. . , i@“) ) be the spectrum of G; clearly f)li 2 1 and 
f71t + . ’ ’ -I M, = z(G) - 1. Erdiis and Gaflai gave the following criterion for a se- 
quence of numbers to be the degree sequence of a simple graph. 
(19) 
It is easy to see that if Z’ = (z,, . . . , zl) is the degree sequence of a simple graph then 
conditions (a) and (b) hold. Indeed (a) is obvious, and (b) holds because the left side 01 
(19) is the minimum possible number of edges going out of the first k vertices, and the 
right side of (19) is the maxitnum possible number of edges going out of the remaining 
11 ~ k vertices. So the non-trivial part of the above theorem is that conditions (a) and 
(b) together are sufficient for a sequence 2’ to be the degree sequence of a simple 
graph. 
Let v = v[Z] = maxjk: zk 2 k - 1). It was noticed in [31] that if the first v inequal- 
ities in (19) hold, then the remaining 12 - Y inequalities in (19) also hold. We write I’(G) 
instead of v[D(GI J. 
A threshold graph can be characterized in terms of its degree sequence as follows. 
In this section we shall describe the relation between the degree sequence and the 
spectrum of a threshold graph. As a result we shall obtain a formula for the number 01 
spanning trees of a threshold graph in terms of its vertex degrees. 
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For the degree sequence of a threshold graph we obviously have the following 
lemma. 
Lemma 5.1. Let G be a graph with n vertices. Let D(G) = (@I), . . . , VP,)) where 
v1 < ... < v,, and ni is the multiplicity of vi in G. Then: 
(al) If G is the complement of G then 
D(G) = ((n - 1 - v,)(“s), .. . ,(n - 1 - vJ@~)). (20) 
(a2) If G is connected then 
D(G + sOg) = (OCSC1), v:nl), . . , ups)). (21) 
(a3) If G is disconnected then 
D(G x gko) = ((cl + ko)(“‘), . . . ,(v, + ko)(“S), (n - 1 + k,)(ko)). (22) 
Theorem 5.3. Let G be a threshold graph, and let S(G) = (a(;nl), . . . ,ajrmh)) and 
D(G) = (II:““,..., up”‘) be its spectrum sequence and degree sequence, respectively. Then 
s = h = h(G); moreover: 
(al) Lf G is connected and h = 2r + 1, then 
{ 





ni if i = 1, . . . ,r,r+2 ,..., 2r+ 1, 
?Vli = 
n,-1 ifi=r+l. 
(a2) Zf G is connected and h = 2r, then 




4 if i= l,..., r- l,r+ l,..., 2r, 
mi = 
ni - 1 if i = r. 
(a3) If G is disconnected and h = 2r + 1, then 
Vi if i = l,...,r + 1, 
ai = 
Vi + 1 if i = r + 2,...,2r + 1 
and 
ni ifi=l,..., r,r+2 ,..., 2r+l, 
m, = 
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tf‘ i = 1 , . , r, 
Z’i + 1 $i=r+ 1,...,2r 
und 
i 





Proof. Let us prove the theorem by induction on the height of G. The only threshold 
graphs of height 1 are the complete graphs and the edge empty graphs. It is easy to 
check that for these graphs the statement is true. 
Now let G be a threshold graph of height h(G) = h 3 2. Let n be the number 01 
vertices of G. We should consider two cases depending on whether G is connected or 
not. 
Case 1: Suppose that G is connected. Then G = G’ x y’” where G’ is disconnected 
and k0 3 1. Therefore G’ is a threshold graph with n’ = n - k0 vertices, and of height 
h(G’) = h(G) - 1 > 1. By the inductive hypothesis, the statement holds for G’. 
Let us assume that h(G’) = h’ is even. Then by (17). 
S(G’) = ( (aI - /Q)(““), . . . ,(a,,, - kO)(“‘h”) where h’ = h - 1, 
and by (22), 
D(G’) = ((~1~ - /#‘I), ,.. ,(c,, - /c,)@~‘)) where s’ = s ~ 1. 
By the inductive hypothesis, [S(G’),D(G’)] satisfies (a4) in the theorem with h’ = s’. 
Since n = PI’ + k,, and every universal vertex in G is of degree n - 1, the pair 
[S(G),D(G)] satisfies (al) in the theorem and h = s = s’ + 1 = h’ + 1. 
Now let us assume that h(G’) = h’ is odd. Then by the same argument it follows 
from (17) (22), and from (a3) in the theorem that [S(G), D(G)] satisfies (a2) in the 
theorem, and h = s = s’ + 1 = h’ + 1. 
Case 2: Now suppose that G is disconnected. Then G = G’ + s,y where G’ is 
connected and s,, > 1. G = G’ x g”~. Obviously n = n’ + so. Therefore G satisfies the 
assumption of the previous case. Applying the arguments of the previous case and the 
relations (15) and (20) we get the required statement. 0 
Here are some examples illustrating the above theorem. 
Let G, = g(29 + 4(2g + g2)) (see Fig. 3). Then G1 is connected, v(G,) = II = 8. 
h(G,) = 2r + 1 = 5. implying that r = 2 (see (al)). and 
S(G,) = (1’2’ 2’2’1 4”’ 6”’ 8”‘) 3 7 > (31) 
D(G,) = (1’2’,2(2)1 3’2’,5(1),7(1)). (32) 
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Fig. 3. Gt = y(2y + gC2.g -I- v%- 
Fig. 4. Gz = y(Zg t g(4g)). 
Let G2 = g(2g -t- g(4g)) (see Fig. 4). Then Gz is connected, u(GJ = YL = 8, 
h(G,) = 2r = 4, implying that r = 2 (see (a2)), and 
S(G2) = (1’2’,2(3)/6(‘),8(1)), (33) 
D(Gz) = (1’2’,2’4’151ii,7!1)). (34) 
Let G1 = 9 -t- $(CJ + $(2(q)) (see Fig. 5). Then G, is disconnected, z.l(G,) = n = 8, 
h(G,) = Zr -t- 1 = 5, impling that r = 2 (see (a3)), and by (15) and (20) we have from 
(31) and (32): 
,s(G,) = (o(1),2”),4(‘) 1tP, 7’9, (3% 
D(G) = (0 (I), 2”’ 4’2’1 5’2’, $2’). > (34) 
Let us consider now G, = g + g2(g + y4) (see Fig. 6). Then G, is disconnected, 
II = II = 8, II = 2t = 4, implying that r = 2 (see (adi)), and by (15) and (20) we 
have from (33) and (34): 
S(G,) = (O”‘, 2(‘) I@‘, P’), (37) 
D((=&) zz (0’~’ 2”‘) 5’4’ ($2’) I . (38) 
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Fig. 5. G, = q + q2(q + y’l2q)). 
Fig. 6. G2 = q + q’(y + q’). 
Let d,,,(G) and d,i”(G) denote the largest and the smallest vertex degree in G. 
respectively. Similarly let i,,,(G) and n,i,(G) denote the largest and the smallest 
number in the spectrum of G, respectively. It was proved in 1301 that 
&,,(G) + 1 < /1,,,(G) and dmi,(G) 2 &,(G). From Theorem 3.6 it is easy to see that 
c(G) = d,,,(G) + 1 = A,,,(G) if and only if G has a universal vertex. 
From Theorem 5.3 we have the following corollary. 
Corollary 5.1. Let G he a threshold graph. Then d,,,, = i,,,(G) - 1 trr~l 
u’,,“(G) = i,:“(G), 
From Theorems 4.3 and 5.3 we get formulas for the Laplacian polynomial and the 
number of spanning trees of a threshold graph in terms of the degrees of the graph. 
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Theorem 5.4. Let G be a connected threshold graph, and let D(G) = (vyl), . ,vp”‘) he 
the degree sequence of G. Then 
P&G) = fi (;1. - v~)~’ i (1 - vi - 1)“Q - Uk+l - l)nr+l-l 
i=l i=k+2 
and 
z(G) = fi v;’ i-r’ (tli + l)nl(vk+l + l)“k+l-l(~, + 1)“-I, 
i=l i=k+2 
where k = L(s - 1)/2 J (the maximum integer less than or equal to (s - 1)/Z). 
6. The spectrum is a complete invariant of a threshold graph 
Several classes of graphs uniquely defined by their spectra are known 
[12-14,21-26,28-30,351. In this section we shall show that the spectrum is also 
a complete invariant for threshold graphs. 
From Theorem 3.3 we have the following lemma. 
Lemma 6.1. A graph G is uniquely dejined by its spectrum if and only ifG is uniquely 
dejned by its spectrum. 
By using the results on the spectrum of a graph described in Section 3 and Lemma 
6.1 we can prove the following theorem. 
Theorem 6.1. A threshold graph G is uniquely de$ned bE1 its spectrum S(G). 
Proof. Let us prove the theorem by induction on the height of G. The only threshold 
graphs of height 1 are the complete graphs and the empty graphs. By Theorem 3.6, 
these graphs are uniquely defined by their spectrum. Let h 2 2. Suppose that the 
theorem is true for any threshold graph G’ of height h’ < h. Let G be a threshold graph 
of height h. Since h(G) = h 3 2, it follows that G is not a complete graph and not an 
empty graph. We know that every threshold graph has either an isolated vertex or 
a universal vertex. An isolated vertex in a graph is a universal one in its complement. 
Therefore by Lemma 6.1, we can assume without loss of generality that G has an 
isolated vertex. Let c(G) = c be the number of components of G. Clearly c > 2. Since 
h(G) = h 3 2, it follows that G can be obtained from a connected threshold graph G’ 
by adding c - 1 isolated vertices. Therefore h(G’) = h(G) - 1 < h, and G’ has a uni- 
versal vertex (and hence G’ is disconnected). Let v(G’) = n’. Clearly n = n’ + c - 1. By 
Theorem 3.6, n’ E S(G’), and S(G) is obtained from S(G’) by adding c - 1 zeros, i.e. 
S(G) = S(G’)u{O”-“}; in particular, n’ES(G). 
Let F be a graph with the same spectrum as G, i.e. S(F) = S(G). Then 
v(F) = v(G) = IS(G)1 = n, c(F) = c(G) = c = z(G) + 1 and n’cS(F). Since n’ ES(F), it 
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follows from Theorem 3.5 that F has a component, say I;“. of at least n’ vertices. If F’ 
has more than n’ vertices then F has less than c components, a contradiction. Hence F’ 
has exactly n’ vertices, and so F has exactly c - 1 isolated vertices. Therefore 
S(F’) = S(G’). Since h(G’) < h(G) = h, it follows from the inductive hypothesis that G’ 
and F’ are isomorphic. Therefore G and G’ are also isomorphic. 0 
One can prove by induction on the number of vertices (by removing an isolated 01 
a universal vertex) that the following holds. 
Theorem 6.2 (Hammer et al [19]). A threshold graph G is uniyuely~ defined /JJ, it.5 
degree ,seyuence D(G). 
In view of Theorem 5.3, it can be seen that Theorems 6.1 and 6.2 can be deduced 
from each other. 
7. Recognition of Laplacian polynomials and spectra of threshold graphs 
Theorem 7.1. Given a polynomial (a sequence of numbers), it can be recognized in 
polynomial time whether it is the Laplacian polynomial (respectiwly, the spectrum) of 
a threshold graph. 
Proof. Let P(A) be a polynomial. Let d(P) denote the degree of P(i). Let z(P) and t(P) 
denote the multiplicities of the roots 2 = 0 and i = d(P) + 1 of P(2). We can assume 
that d(P) 3 1. Let us consider the following procedure. 
Procedure 1. Put A = A(),):= P(J) and A = A(,?) = ( -- l)“‘“‘A(d(A) + 1 - 2). Put 
F := g. 
Sl. Find Y(A). Put F:= F x giCA). Put B = (;_)- z(A)A If B F 1 then stop: P(;.) is the 
Laplacian polynomial of the threshold graph F. Otherwise go to S2. 
S2. Find z(B). Zf Z(B) = 0 then stop: P(R) is not the Laplacian polynomial ofa threshold 
graph. Other\vi.se put F := F + 5(A)g, and A = (1) jcB)B IfA = 1 then stop: P(;) is .
the Laplacian polynomial of the threshold graph F. Othervvise go to Sl. 
Since a threshold graph is l-decomposable, a threshold graph has either an isolated 
or a universal vertex. Therefore it follows from Theorem 3.6 that the above procedure 
is correct. It is easy to see that this procedure is polynomial. In order to determine 
whether a given sequence S of numbers is the spectrum of a threshold graph it is sufficient 
to find the polynomial P(A) with the roots in S and to apply the above procedure. q 
Theorem 4.3 enables us to give the following more simple procedure for testing 
a sequence A = (a\““‘, . . , al,““‘} for being the spectrum of a threshold graph: here 
h 3 1, aI < ... < ah and mi is the multiplicity of ai. 
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Procedure 2. Ifat least one ofthe numbers Ui is not a non-negative integer then A is not 
the s~ectr~Fn of U threshold graph. Find n = x5= I Wtj + 1. 
Sl. This step recognizes whether A is the spectrum of a connected threshold graph. If 
aI = 0 then A is not the spectrum of (1 connected threshold graph. Jf h is odd 
(h=2r+l),then~ndko=ul,ki=ai+l--ui,undsi=uzl.+z-i-uz,+l-iforun~ 
i = 1 ( . . , r. Check whether the equalities (7) and (8) in Theorem 4.2 hold. Jf the 
unswer is yes, then A is the spectrum ofa connected thres~~old gruph. Ot~~er~~ise not. 
~~hi.setie~~(h=2rf,thenJindk~=~~,ki-~=ni-u~_~ foranyi=2,...,r,and 
Si=Uz,+l-i -a2*_iSornn~i=1,..., P. Check whether the equalities (9) and (10) 
in Theorem 4.2 hold. [f the answer is yes, then A is the spectrum of a connected 
threshold graph. Otherwise not. 
S2. This step recognizes whether A is the spectrum of a disconnected threshold graph. 
Find A = {a:““, . . ..a.,““‘> w ere&i=n--nf,_i,i=l,..., h,undso~~< .+. <U,. h 
Apply Sl to A and determine whether A is the spectrum of a connected threshold 
graph. !f the answer is yes, then A is the spectrum of a disconnected threshold graph. 
Otherwise A is not the spectrum qfa threshold graph. 
From Theorems 3.3 and 4.3 it follows that the above procedure is correct. If A is the 
spectrum of a threshold graph GA then GA is described by formula (5) with the 
parameters kO, ki and Si, i = 1 , . . . ,r, found by the above procedure. It is easy to see 
that this procedure is polynomial. 
Because of the special relation between the degree sequence and the spectrum of 
a threshold graph described in Theorem 5.3, any algorithm used for recognizing the 
degree sequence of a threshold graph can also be used for recognizing its Laplacian 
spectrum. 
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