Let Z be a two-dimensional Brownian motion confined to the non-negative quadrant by oblique reflection at the boundary. Such processes arise in applied probability as diffusion approximations for two-station queueing networks. The parameters of Z are a drift vector, a covariance matrix, and a "direction of reflection" for each of the quadrant's two boundary rays. Necessary and sufficient conditions are known for Z to be a positive recurrent semimartingale, and those conditions are restated here in a novel form; they are the only restrictions imposed on the process data in our study. Under those minimal assumptions, a large deviations principle (LDP) is known to be valid for the stationary distribution of Z. For sufficiently regular sets B, the LDP says that the stationary probability of xB decays exponentially as x → ∞, and the asymptotic decay rate is the minimum value achieved by a certain function I(·) over the set B. Avram, Dai and Hasenbein [1] provided a complete and explicit solution for the large deviations rate function I(·). In this paper we re-express their solution in a simplified form, showing along the way that the computation of I(·) reduces to a relatively simple problem of least-cost travel between a point and a line.
Introduction
This paper continues earlier work by Avram, Dai and Hasenbein [1] , referred to hereafter as ADH. For the most part, we use the same notation and terminology as ADH, and to avoid wasteful duplication, readers will be referred to ADH for background information on various topics. The focus of our study is the class of two-dimensional diffusion processes called semimartingale reflected Brownian motions (SRBM's), which arise as approximations for open, two-station queueing networks. The state space for a process Z = {Z(t), t ≥ 0} in this class is the non-negative quadrant, which we denote by Q. The data of the process are a drift vector θ, a non-singular covariance matrix Γ, and two "directions of reflection" R 1 and R 2 (see Figure 1 ) that specify boundary behavior. In the interior of the quadrant, Z behaves as an ordinary Brownian motion with parameters θ and Γ, and roughly speaking, Z is pushed in direction R k when the boundary surface Z k = 0 is struck (k = 1, 2). To make this description more precise, let R be a 2 × 2 matrix whose first and second columns are R 1 and R 2 . Then Z can be represented in the form
where X is an ordinary Brownian motion with drift vector θ, covariance matrix Γ, and initial state X(0) ∈ Q, and Y is a two-dimensional process with components Y 1 and Y 2 that have the following properties:
• Y is continuous and non-decreasing with Y (0) = 0, and
• Y k only increases at times t for which Z k (t) = 0 (k = 1, 2).
This characterization of Z should be viewed as an informal paraphrase of the precise mathematical definition recounted in Section 4 of ADH. Readers can also find there a compact summary of the well developed foundational theory for SRBM in the quadrant. Building on that foundational theory, it will be shown in Appendix A of this paper that two simple restrictions on the process data are necessary and sufficient for the following to hold: first, there exists a diffusion process Z of the form described above (when it exists, Z is also unique in distribution); and second, Z is positive recurrent, meaning that it admits a stationary distribution. The two simple restrictions are the following:
R is a P -matrix;
In general, an n × n matrix is said to be a P -matrix if all of its principal minors are positive; in our two-dimensional case, (1.2) means that both the diagonal elements of R and its determinant are strictly positive.
To repeat, conditions (1.2) and (1. 3) together assure the existence of a positive recurrent process Z of the form described above, and that process Z is unique in distribution. Moreover, if either (1.2) or (1.3) fails to hold, then either the existence or the positive recurrence of Z must also fail. As we shall explain in Appendix A, (1.2) and (1.3) constitute a compact re-expression of necessary and sufficient conditions for the existence, uniqueness and positive recurrence of Z that have been known since the mid-1990's. The development in Appendix A shows that (1.2) is necessary for existence of a positive recurrent process Z, regardless of what θ may be. Condition (1.3) has long been known as a necessary and sufficient condition for positive recurrence of certain multidimensional SRBM's that arise in queueing theory, cf. Harrison and Williams [6] . A forthcoming paper by Dai and Harrison [3] shows that (1.3) is necessary for positive recurrence in general (that is, for SRBMs in the n-dimensional orthant, without special assumptions on R) but is not sufficient for positive recurrence in a general setting.
ADH enunciated a large deviations principle (LDP) for the stationary distribution of Z as Conjecture 4.1 of their paper. The precise statement of the LDP is somewhat technical, and it need not be repeated here, but the following loose paraphrase will be useful for expositional purposes: for sufficiently regular sets B (including convex sets having nonempty interiors), the stationary probability of xB decays exponentially as x → ∞, and moreover, the asymptotic decay rate is governed by the solution of a certain variational problem. The relevant variational problem involves a target point v as a parameter, and its optimal value I(v) can be animated as the minimum cost to travel from the origin to v. The asymptotic decay rate referred to immediately above is the minimum value achieved by I(·) over the set B. Following standard terminology, we call I(v) the large deviations rate function. As we shall explain in Appendix B, the LDP is actually valid whenever (1.2) and (1.3) hold; this had not been proved for all relevant cases when the ADH paper was written, but the gaps have now been filled. ADH developed a complete and explicit solution for I(v), in addition to proving some partial results for higher-dimensional problems. In this paper we re-express the ADH solution in a simplified form, and offer a more extensive explanation of its structure.
The remainder of the paper is organized as follows. Section 2 addresses some relatively simple variational problems in the plane: the main goal is to find a least-cost path from a point to a line, and from a line to a point, where the instantaneous cost rate is a quadratic function of the velocity vector. (Such quadratic functions arise in large deviations theory for Brownian motion.) In Section 3 those results are applied in a more particular setting, preparing the way for later developments. Section 4 is devoted to a variational problem in the upper half-plane, with "oblique reflection" at the boundary; we show that it reduces to the simpler problems solved in Section 3. In Section 5, assembling the component parts developed earlier, we present our simplified restatement of the ADH solution for the large deviations rate function, which is compactly summarized in Proposition 5.3. Section 6 contains some concluding remarks about related earlier work, especially the random walk theory developed by V. Malyshev and his co-workers, and also summarizes the contributions of this paper relative to ADH. The justification of (1.2) and (1.3) as necessary and sufficient conditions for existence, uniqueness and positive recurrence of the process Z is presented in Appendix A, and Appendix B reviews antecedent work on the LDP whose rate function is our central focus. Because our development starts with preparatory propositions having no obvious connection with the problem of ultimate interest, readers may wish to look first at Section 5, then quickly scan the earlier sections in reverse order to see the overall structure of the argument before getting into details.
Least-cost travel between a point and a line
Let µ be a fixed drift vector with |µ| = 1, where | · | is the usual Euclidean norm. (When the results developed in this section are eventually applied, µ will be the image of our Brownian drift vector θ under a standard change of variables.) Given an initial state u ∈ IR 2 , let X (u) be the set of absolutely continuous paths x : [0, ∞) → IR 2 such that x(0) = u and the velocity vectorẋ(·) is square integrable over finite intervals. Given a target point v ∈ IR 2 , we consider the set of paths x ∈ X (u) such that x(t) = v for some t ≥ 0, and associate with each such x the cost functional
(Here and later, the symbol ":=" means "equals by definition.") A path x that minimizes this functional is called a least-cost path from u to v, or an optimal path from u to v. Setting the stage for Proposition 2.1 below, let us define
Proposition 2.1. Let u and v be distinct points in IR 2 . An optimal path from u to v is
The cost functional for this path x (that is, the minimum cost to reach v from u) is f (v − u).
Remark 2.1. The optimal path (2.3) travels in a straight line at unit speed.
Proof. One can use Jensen's inequality as on page 271 of ADH to show that there exists an optimal path x whose velocity vectorẋ(·) is constant. Of course, the constant velocity vector must be a scalar multiple of v − u. It is easy to write out the cost functional (2.1) in terms of the scalar multiple, and an application of differential calculus shows that the optimal scalar multiple is |v − u|. Computing the cost functional is left as an exercise, using the fact that |µ| = 1.
Least-cost travel from a point to a line
Let µ and p be two vectors such that
Now consider a line Λ, pictured in Figure 2 , that is orthogonal to p and passes through a fixed reference point w. In symbols,
Also pictured in Figure 2 is a vector a defined as follows:
It follows from (2.4) that (2.7) |a| = 1.
Given a starting point u that is not in Λ, our goal is to determine
and a point v * ∈ Λ at which the minimum is achieved. In this context we call Λ the target line and v * an optimal target point starting from u. It will be convenient to define
One interprets |δ(u)| as the normal distance from u to the line Λ. The condition δ(u) > 0 means that the normal vector p points toward Λ from u, as in Figure 2 , whereas δ(u) < 0 has the opposite interpretation. The optimal target point v * identified in the following proposition is pictured in Figure 2 . Then v * achieves the minimum in (2.8), and the associated cost g(u) = f (v * − u) is given by the following equivalent expressions:
Remark 2.3. If, contrary to the assumption in the proposition, δ(u) and p · µ had the same sign, then a path starting at u with constant velocity vector µ would eventually intersect Λ. The cost functional for that path is zero, so we would conclude that g(u) = 0.
Proof. We shall assume δ(u) > 0, so the opposite-signs hypothesis requires p · µ < 0; the argument is virtually identical for the case δ(u) < 0, requiring just a few sign changes.
Let v ∈ Λ be arbitrary and define T = |v − u| and q = (v − u)/T . The optimal linear path from u to v identified in Proposition 2.1 has duration T and velocity vector q, and its associated cost can be written as
From (2.9) and (2.5) one has that δ(u) = p · (v − u) = (p · q)T , so T = δ(u)/(p · q) and we can rewrite (2.13) as
Anticipating the notation of Section 3, let d be a unit vector orthogonal to p. Then 
Using (2.15) and (2.16) we can rewrite c(q) as
The second term on the right side of (2.17) is non-negative, achieving its minimum value of zero at
ϕ(·) is also non-negative, achieving its minimum value over the positive half-line at
Thus c(q) is minimized by
Comparing (2.6) and (2.21), one sees that q * = a, and it is easy to verify that the target point v * corresponding to q = q * is as stated in (2.10). Combining (2.17) through (2.20) gives c(q * ) = −4p · µ, and so from (2.14) we conclude that
which is (2.11). Finally, substituting the definition of δ(u) in (2.11) and using the definition (2.6) of a, one sees that (2.11) is equivalent to (2.12).
Least-cost travel from a line to a point
The following is an almost trivial variant of Proposition 2.2, but stating it explicitly will simplify matters later; the proof is left as an exercise. Maintaining the assumptions and notation established above, we now seek to determine
and a point v * ∈ Λ at which the minimum is achieved. In this context we call u the target point, Λ the departure line, and v * an optimal departure point for u; h(u) is interpreted as the minimum cost to travel from Λ to u. The optimal departure point v * identified in the following proposition is pictured in Figure 3 (readers should compare this with Figure 2 ). Proposition 2.3. Suppose that p · µ and δ(u) are both non-zero and have the same sign.
Then v * is an optimal departure point for u, and the associated cost h(u) = f (u − v * ) is given by the following equivalent expressions: Figure 3 : Least-cost travel from line Λ to point u
A matched pair of problems
Throughout this section and the next, we consider problems involving two unit vectors d and µ that will eventually be interpreted as the direction of reflection and the drift vector, respectively, for a normalized SRBM (that is, an SRBM with covariance matrix I) in the upper half plane. The letters µ, p and a are re-used here in a manner consistent with their usage in Section 2. As indicated in Figure 4 , we adopt a notational system in which the polar angle for d is π/2+β, and the polar angle for µ is π + α. (The reason for this notation will become apparent in Section 5.) Also, let e denote the unit vector (1,0), and let p be a unit vector normal to d with polar angle β, as in the left panel of Figure 4 . We assume throughout that (3.1) |β| < π/2, or equivalently, p · e > 0, and (3.2) |α − β| < π/2, or equivalently, p · µ < 0.
The right panel of Figure 4 pictures the unit vector a defined by (2.6). (The letters e, p and a have been chosen to agree with ADH notation.) Given the notational conventions specified immediately above, readers can easily verify, using (2.6), that
First problem
Let w be a vector of the form w = (κ, 0), where κ > 0; equivalently, one can write w = κe. Now define the line Figure 4 : Data for the first problem (left panel) and the critical direction a which is pictured in the left panel of Figure 5 . Our goal is to determine
and a point v * ∈ Λ(κ) at which the minimum is achieved. One interprets G(κ) as the minimum cost to travel from the origin to Λ(κ), given the quadratic cost structure specified in Section 2. Again we call Λ(κ) the target line, and v * an optimal target point. Figure 5 (right panel). The associated cost G(κ) = f (v * ) is given by the following equivalent expressions:
Proof. We apply Proposition 2.2 with starting point u = (0, 0) and reference point w = κe. From (3.1) we have that δ(u) = p · (w − u) = κ(p · e) > 0, and (3.2) says that p · µ < 0, so the opposite-signs hypothesis of Proposition 2.2 is satisfied. Because |κe| = κ, one sees from Figure 5 (left panel) that δ(u) = κ(p · e) = κ cos β. Similarly, because µ and p are both unit vectors, we see from Figure 4 (left panel) that p · µ = − cos(α − β). Thus the formula for T * in (2.10) reduces to T * = κ cos β/ cos(α − β). Then formulas (2.11) and (2.12) reduce to (3.6) and (3.8) , respectively, and the calculations immediately above show that (3.6) is equivalent to (3.7).
Second problem
Letp be a unit vector with polar angle α − β, andd a unit vector normal top with polar angle π/2 + α − β; see Figure 6 (left panel). From (3.1) and (3.2) we have the following:
By analogy with (2.6), we define a vectorã via (3.10)ã := µ − 2(p · µ)p;
see Figure 6 , right panel. Readers can easily verify that (3.11) |ã| = 1 and the polar angle ofã is α − 2β.
(Our use of the symbolã agrees with ADH notation.) Let us now consider the line
Given a target point v satisfyingp · v > 0, we seek to determine Figure 6 : Data for second problem (left panel) and the critical directionã and a point u * ∈Λ at which the minimum is achieved. We callΛ the departure line, and u * an optimal departure point for v. The departure lineΛ is pictured in Figure 7 , as is the optimal departure point u * identified in the following proposition.
Let v ∈ IR 2 be a target point satisfyingp · v > 0; we denote by r and ξ the polar radius and polar angle of v. An optimal departure point for v is
is given by the following equivalent expressions: Figure 7 : Departure lineΛ and optimal departure point u *
That is, the minimum cost to travel from the origin to Λ(κ) equals the minimum cost to travel fromΛ to κe. Proof. We apply Proposition 2.3 withp in place of p, so the vector a originally defined via (2.6) is replaced by the vectorã analogously defined via (3.10). In the current setting the target point is denoted by v rather than u, and we can take the fixed reference point for the lineΛ to be the w = 0 (the origin), becauseΛ contains the origin. Thus the quantity δ(u) originally defined via (2.9) is here replaced by
Becausep · v > 0 by hypothesis, we see from (3.18 ) and (3.9) that δ(v) andp · µ are both negative. Thus the same-signs hypothesis of Proposition 2.3 is satisfied, and when the appropriate substitutions are made, it establishes the optimality of the departure point u * defined by (3.14) , plus formulas (3.15) and (3.17) . The angle between the unit vectorsp and µ is π + β, while the angle between the vectors v and µ is α − β − ξ, so (3.15) is equivalent to (3.16 ). Finally, to prove the corollary we note the following: when v = κe one has r = κ and ξ = 0, so (3.16) becomes H(κe) = 2κ cos β cos(α − β). Comparing this with (3.7) gives the desired conclusion.
A variational problem with reflection
Throughout this section let d, p and µ be exactly as in Section 3 (in particular, each is a unit vector), and let U be the upper half-plane; that is, U = {v ∈ IR 2 : v 2 ≥ 0}. Here we denote by X (0) the set of absolutely continuous paths x : [0, ∞) → IR 2 such x(0) = (0, 0) and the velocity vectorẋ(·) is square integrable over finite intervals; this is consistent with the notation introduced in Section 2, with the understanding that 0 serves as shorthand for (0, 0). (That same shorthand is used later without comment.) We associate with each path x ∈ X (0) a so-called reflected path z : [0, ∞) → U by defining
(Note that x and z are two-dimensional, whereas y is one-dimensional.) Assumption (3.1) says that d 2 > 0, and thus we have the following characterization of the function y(·). It is non-decreasing and absolutely continuous with y(0) = 0, and it increases in the minimal amounts necessary to assure that the path z defined by (4.1) remains always in U . It follows that y(·) only increases at times t for which z 2 (t) = 0.
We think of z(t) as the state of some system at time t. Increases in y(·) have the effect of pushing z(·) in direction d, and for that reason we call y the boundary pushing path associated with x. Figure 8 provides a standard graphical depiction of the boundary action embodied in (4.1)-(4.2). Because the direction d need not be orthogonal to the boundary of U , many authors say that z is obtained from x via "oblique reflection at the boundary." The word "reflection" is of questionable relevance here (either "displacement" or "control" would be more descriptive), but that terminology is well entrenched for historical reasons and we shall adhere to it. Hereafter we write z = ψ(x) to mean that z is obtained from x via (4.1)-(4.2), calling ψ the reflection mapping for boundary direction d. To emphasize the distinction between x and z, we call x a raw path (this term is not used by ADH), and z its reflected image. In the current context, given a target point v ∈ U , we denote by X (0, v) the set of x ∈ X (0) such that ψ(x)(t) = v for some t ≥ 0. That is, X (0, v) consists of paths x whose reflected images start at the origin and reach the target point v. We associate with each such x the cost functional
For the two propositions proved in this section, we restrict attention to a class of raw paths x ∈ X (0, v) that have a certain simple structure (linear or piecewise linear with two segments). In each case it was shown by ADH that a path which minimizes cost within the simply structured class actually minimizes cost over all of X (0, v). That part of the development will not be revisited here.
Least-cost travel on the boundary
Let us first consider target points v of the form v = κe = (κ, 0), κ ≥ 0. We denote by L(κ) the set of linear paths in X (0, κe), that is, the set of x ∈ X (0, κe) having the form
Associating with each such x the cost functional (4.3), we denote by J(κ) the minimum cost achievable with a path in L(κ). Obviously, J(0) = 0.
To avoid trivialities, we shall restrict attention to the case κ > 0 until further notice. Let x ∈ L(κ) be arbitrary and set z = ψ(x). By definition, z(t) = κe for some t ≥ 0, which can only be true if q 2 ≤ 0. Assuming that inequality holds, (4.2) and (4.1) give
From this one easily deduces the following: a linear path x ∈ L(κ) must intersect the half-line Figure 9 , where we denote by w the point at which x(·) intersects Ω(κ).
Of course, a path in L(κ) can be specified uniquely by its (constant) velocity vector; that approach is taken in the following proposition. Recall that in Proposition 3.1 we identified an optimal linear path from the origin to Λ(κ); its velocity vector a is defined by (2.6), and the polar angle of a is 2β − α. 
where G(·) is given by the three equivalent expressions (3.6)-(3.8), and f (·) is the basic cost functional (2.2). For the current case one can write
Proof. Each of the desired conclusions if obvious when κ = 0, so we assume κ > 0 for the remainder of the proof. Together, assumptions (3.1) and (3.2) assure that our drift vector µ points away from the line Λ(κ). From this it follows that the function f defined by (2.2) is strictly positive and strictly convex on Λ(κ), which immediately implies the following: if the cost-minimizing point v * identified in Proposition 3.1 lies in Ω(κ), then it achieves the minimum in (4.6), and otherwise the minimum in (4.6) is achieved by w = κe. That is equivalent to the first statement of the proposition. The general expression (4.7) for J(κ) then follows from Proposition 3.1 and the fact that ψ(x) = x for the linear path x with velocity vector e (that is, the reflected image of x is x itself). Finally, because the angle between the vectors e and µ is π/2 + α (see Figure 4 , left panel), the general formula (2.
2) for f (κe) reduces to (4.8).
Reflective and non-reflective cases
Following the terminology of ADH, we say that the boundary is reflective if α > 2β, and non-reflective if α ≤ 2β. The reflective case is that where the vector a pictured in Figure 4 has a 2 < 0 (this is how ADH define the reflective case on page 264). In the non-reflective case, the least-cost raw linear path to a boundary point κe goes directly to κe; the associated boundary pushing path is identically zero. In the reflective case, the associated boundary pushing path y is non-trivial.
There is an obvious asymmetry in our terminology. We only consider left-to-right travel along the boundary, including its potential role in least-cost travel to interior points. For some points in U , the optimal reflected path might actually involve right-to-left boundary travel, but that phenomenon is irrelevant to our ultimate aims, as readers will see in Section 5.
Simple Paths
For each target point v ∈ U , we shall define a class of simple paths S(0, v) and eventually determine a least-cost path within that class. For target points of the form v = κe, κ ≥ 0, we take S(0, v) = L(κ); that is, simple paths are by definition linear paths for those boundary points. For all other v ∈ U , S(0, v) consists of paths x ∈ X (0, v) that have the following form: there exist times τ and T satisfying 0 ≤ τ < T < ∞, and a constant κ ≥ 0, such that (4.10)ẋ(t) = q for 0 ≤ t ≤ τ q for τ < t < ∞ , where q,q ∈ IR 2 , That is, S(0, v) consists of piecewise linear paths x with two segments, such that the reflected image z = ψ(x) first travels linearly from the origin to a boundary point κe, and then travels linearly from κe to v; the first segment of the path can be null. We denote by K(v) the minimum cost achievable with a path in S(0, v). Thus K(v) = J(κ) for target points of the form v = κe, κ ≥ 0. For target points not of that form, it is apparent from the additive structure of our cost functional (2.1), plus Proposition 2.1 and the definition of J(·) in Section 3, that (4.13)
Moreover, a value κ * ≥ 0 that achieves the minimum in (4.13) determines a least-cost path in S(0, v) via the obvious construction: the first segment has the same velocity vector as the least-cost path in L(κ * ) (see Proposition 4.1), and the second segment is the least-cost linear path from κ * e to v (see Proposition 2.1).
Least-cost travel in the boundary cone
For the reflective case α > 2β we define
This is called the cone of boundary influence by ADH (pp. 264-265). By definition,ã is a unit vector with polar angle α − 2β (see Figure 6 ), so the extreme rays of C are e andã, as shown in Figure 10 Combining Proposition 3.1 with the discussion preceding Proposition 4.1, one sees that x * (·) intersects Ω(κ) at time τ . Thus the reflected path z * = ψ(x * ), pictured in the right panel of Figure 10 , is given by
From Figure 11 . Thus
The right side of (4.19) is the cost functional for a particular path from the departure lineΛ to our target point v (see Figure 11 ); because H(v) was defined in Section 3 as the minimum cost to reach v fromΛ, we thus have that (4.20)
On the other hand, we know from Proposition 3.2 that a least-cost path fromΛ to v is the linear path with velocity vectorã. That least-cost path starts at the point u * pictured in Figure 11 and passes through the boundary point κ * e; its associated cost is
Specializing (4.19) to the case κ = κ * gives
Because κ ≥ 0 was chosen arbitrarily, we conclude from (4.19)-(4.22) that κ * achieves the minimum in (4.12). All the desired conclusions follow immediately from that and Proposition 3.2.
Least-cost travel outside the boundary cone
For the non-reflective case α ≤ 2β, let us agree that the boundary cone C is empty as a matter of definition. Proof. First suppose that C is empty (or equivalently, that α ≤ 2β), and let κ ≥ 0 be fixed but arbitrary. By Proposition 4.1, we have that J(κe) = f (κe). Also, f (·) is convex, so
by Jensen's inequality. Thus the minimum in (4.12) is achieved by κ = 0 (that is, the direct linear path to v is optimal among simple paths), which is the desired conclusion.
Next suppose that C is non-empty but v lies outside C. The upper boundary of C consists of points having the form κã, κ ≥ 0. Every simple path from the origin to v consists of a simple path from the origin to such a point κã, plus a linear path from κã to v. Recalling the definition of K(·) and reasoning as in the derivation of (4.12), we thus conclude that
A special case of Proposition 4.2 is that K(κã) = H(κã) = f (κã), and Jensen's inequality . (4.12) , so we conclude that K(v) = f (v). That is, the minimum in (4.12) is achieved by κ = 0, which completes the proof.
Summary
For general v ∈ U , we have defined K(v) as the minimum cost achievable with a simple path x ∈ S(0, v). One has from Propositions 4.2 and 4.3 that (4.24)
where H(·) is given by the three equivalent expressions (3.15)-(3.17), and f (·) is the basic cost functional (2.2); denoting by r and ξ the polar radius and polar angle of v, and recalling from Section 3 that the unit vector µ has polar angle π + α, readers can easily verify the alternative formula 
Large deviations rate function
Let us return to the process Z described in Section 1. Assuming that the process data satisfy (1.4) and (1.5), we know that Z exists, is unique in distribution, and has a unique stationary distribution (see Appendix A). Moreover, the LDP stated as Conjecture 4.1 of ADH is valid without any further assumptions (see Appendix B). The associated rate function I(v), v ∈ Q, is initially defined as the solution of a variational problem similar to the one treated in Section 4 of this paper, except that its instantaneous cost rate is somewhat different (see below), its state space is Q, and its reflection mapping involves both of the boundary directions pictured in Figure 1 . Theorem 5.1 of ADH shows that attention can be restricted in that variational problem to simple raw paths x which induce pushing on at most one of quadrant's two boundary rays. That is, ADH show that
where I 1 (v) and I 2 (v) are the solutions of two variational problems in a half-plane setting, with oblique reflection at the boundary. (As in Section 1, a subscript 1 signifies a quantity associated with the boundary Z 1 = 0, and similarly for subscript 2.) We call those problems VP1 and VP2. Each is similar to the problem studied in Section 4. The state space for VP1 is the right half-plane and its boundary direction is R 1 , whereas the state space for VP2 is the upper half-plane and its boundary direction is R 2 (see Figure 12 , and compare it with Figure 8 ). We now describe VP2 precisely and show how it reduces to the problem solved in Section 4, trusting that the corresponding statement and analysis for VP1 are obvious.
(0,0) 
VP2 in its original form
The setup for VP2 differs from the setup in Section 4 as follows. First, the "direction of reflection" at the boundary is d = R 2 , and second, for paths x ∈ X (0, v) the cost functional Thus the instantaneous cost rate in VP2 involves the drift vector θ and covariance matrix Γ for the SRBM under study. As in Section 4, we restrict attention to simple paths, but now denote by I 2 (v) the minimum cost achievable with a path x ∈ S(0, v).
VP2 in normalized form
Let M be the unique 2 × 2 matrix that is upper-triangular, has positive diagonal elements, and satisfies
The reason for specifying a triangular structure for M in the factorization (5.3) is to ensure that M U = U . That is, for any c > 0 the change of variable v → cM v maps the upper half-plane U onto itself. (This simplifies the argument immediately below but is ultimately inessential.) The particular constant c of interest here is
To transform VP2 into the half-plane problem studied in Section 4, we define
Proposition 5.1. The unit vectors µ and d jointly satisfy (3.1) and (3.2).
Proof. Assumption (1.4) requires that the second component of R 2 be positive. Then the special structure of M ensures that the second component of d is positive as well, which is precisely the content of (3.1).
Under assumption (1.2), formula (A.4) in Appendix A gives the following: the first row of R −1 is a vector n normal to R 2 (that is, n · R 2 = 0) which has a positive first component (that is, n · e > 0). Of course, one of the two inequalities embodied in (1.3) is n · θ < 0. Thus the vectors e and θ lie on opposite sides of the line determined by R 2 . The mapping v → cM v carries e, θ and R 2 into κe, µ and ηd, respectively, where κ > 0 and η > 0. Thus e and µ lie on opposite sides of the line determined by d, which is precisely the content of (3.2), given that (3.1) holds.
Recall that in Section 4 we denoted by K(v) the minimum cost achievable with a simple path from the origin to v, given boundary direction d and the cost functional (4.3) that corresponds to drift vector µ and covariance matrix I. Proof. Let x ∈ X (0) be arbitrary, and define z and y via (4.1) and (4.2) with R 2 in place of d. Now letx(t) = cM x(c −2 t),ŷ(t) = c|M R 2 |y(c −2 t) andẑ(t) = cM x(c −2 t). Thenx,ŷ andẑ satisfy (4.1) and (4.2) with the direction of reflection d defined as above. Also, the transformation (x, y, z) → (x,ŷ,ẑ) maps simple paths to simple paths, as does its inverse.
Let v ∈ U be arbitrary, definev = cM v, and let T andT be the first time at which z hits v, and the first time at whichẑ hitsv, respectively. It is obvious thatT = c 2 T , and using (5.3)-(5.5) it is straightforward to verify that
from which the desired conclusion follows directly.
Let α and β be the angles associated with the vectors µ and d in Figure 4 . If v ∈ U has polar radius r and polar angle ξ, then (3.16), (4.24) and (4.25) together give the following formula for K(v), which is particularly convenient for our purposes:
Final formula
Returning to the quadrant setting of original interest, let M be any 2×2 matrix satisfying (5.3) , let c > 0 be defined by (5.4) , and consider the mapping v → cM v, v ∈ Q. The image of the quadrant Q under this mapping is a wedge W (see Figure 13 ) that can be either acute or obtuse, depending on whether the off-diagonal elements of Γ are negative or positive. Completing the parallelism with notation developed in Subsection 5.2, we define the unit vector µ = c −1 M θ as in (5.5) , and normalized boundary directions (also unit vectors) (5.9)
The unit vectors µ, d 1 and d 2 are pictured in Figure 13 , where we also identify angles α i and β i (i = 1, 2) that locate µ, d 1 and d 2 relative to the rays that form the boundary of W . This extends in an obvious way the notation introduced in Figure 4 (left panel). A different choice of the matrix M would simply rotate Figure 13 , without changing the reference angles α i and β i . Having attached a subscript 2 to the angles α and β that were associated with the normalized form of VP2 in Subsection 5.2, it is natural in the current context to denote by K 2 (·) rather than K(·) the solution (5.8) of that problem. Similarly, we denote by K 1 (·) the solution of VP1 in normalized form; K 1 (·) is expressed in terms of α 1 and β 1 by the obvious analog of (5.8). Combining (5.1), (5.6) and (5.8) gives the following final solution for the large deviations rate function I(·). Figure 13 : The wedge W = M Q and associated normalized data
Let v ∈ Q be arbitrary, and define w = cMv. Denote by r the polar radius of w and by ξ 1 and ξ 2 the angles between w and the boundary rays of W , as in Figure 13 . Then (5.10)
The following structure of the general solution (5.10)-(5.11) was emphasized by ADH. First define two (possibly empty, possibly overlapping) cones of boundary influence C 1 and C 2 as in Figure 14 , and then define C 0 = W \ (C 1 ∪ C 2 ); consistent with the convention employed in Section 4, we consider C 1 to be empty when α 1 ≤ 2β 1 , and similarly for C 2 . Then (5.10)-(5.11) is equivalent to the following:
where f (·) is the basic cost functional (2.6) and H i (·) is defined for i = 1, 2 by the obvious modification of the three equivalent formulas (3.15)-(3.17). ADH expressed H i (·) in the form (3.17), whereas we use the alternative form (3.16) in (5.11 ).
Concluding remarks
The contributions of this paper lie in three areas. First, by identifying the alternative conditions (1.2)-(1.3) for existence and positive recurrence of Z, and by updating the ADH Figure 14 : Three cones whose union is the wedge W references on associated large deviations theory, we provide a clean and definitive setting for study of the rate function I(v). Second, by making the standard change of variable v → cM v described in Section 5, and by treating the angles α i and β i in Figure 13 as our basic problem data, we are able to express I(v) in a highly simplified form (see Proposition 5.3). Finally, and perhaps most importantly, our analysis reduces the calculation of I(·) to a relatively simple variational problem whose fundamental role has not been recognized earlier, namely, the problem of least-cost travel between a point and a line (see Section 3). The three-cones structure portrayed in Figure 14 for the large deviations rate function is identical to a structural finding by Malyshev [10, 11, 12] for random walks in the quadrant. That work, which uses transform relationships and complex variable methods to study the stationary distribution and its tail behavior, is recapitulated in the English-language book by Fayolle, Iasnogorodski and Malyshev [5] ; see Kurkova and Suhov [8] for further explication of Malyshev's approach and methods. Random walks with boundaries are more complicated in virtually every regard than the SRBM's analyzed here, and not surprisingly, Malyshev's asymptotic theory is less explicit than the ADH analysis on which we have expanded.
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A Existence, uniqueness and positive recurrence of Z
We take as given a drift vector θ, a non-singular covariance matrix Γ, and a 2 × 2 reflection matrix R. Recall that a 2 × 2 matrix is said to be completely-S if (a) its diagonal elements are positive, and (b) there exists a positive linear combination of its columns that has both elements positive. Section 4 of ADH contains references for the following foundational result: there exists an SRBM in the quadrant with data (θ, Γ, R) if and only if the reflection matrix R is completely-S, in which case the SRBM is unique in distribution.
Thus we can (and shall) assume hereafter that R is completely-S. Then R has positive diagonal elements, and by choosing units conveniently (rescaling the components of the boundary pushing process Y as necessary), one can take those diagonal elements to be 1's. That is, one can assume without loss of generality that R has the form
Assuming that R has the form (A.1), Hobson and Rogers [7] and Williams [14] showed that an SRBM in the quadrant with data (θ, Γ, R) is positive recurrent (that is, has a stationary distribution) if an only if the following two conditions hold:
We want to show that the Hobson-Rogers-Williams stability conditions (A.2) and (A.3) are jointly equivalent to our alternative conditions (1.2) and (1.3). The following lemmas will be useful for that purpose. The first one is just a matter of definition.
Lemma A.1. Given that R has the form (A.1), it is a P -matrix if and only if r 1 r 2 < 1. 3) can be rewritten more simply as θ 1 < r 2 θ 2 and θ 2 < r 1 θ 1 , respectively, from which we have the following: θ 1 < r 2 θ 2 < r 2 r 1 θ 1 . This contradicts the hypothesis r 1 r 2 ≥ 1, so the proof is complete. Proof. Because R is completely-S by assumption, there exists a positive linear combination of its columns that has both elements positive. Thus, as readers may easily verify, it cannot be that r 1 , r 2 ≤ 0 and r 1 r 2 ≥ 1. If (A.2) and (A.3) hold, then Lemma A.2 rules out the possibility that r 1 , r 2 ≥ 0 and r 1 r 2 ≥ 1. Finally, if r 1 and r 2 have opposite signs, it is obviously impossible to have r 1 r 2 ≥ 1. Thus one cannot have r 1 r 2 ≥ 1 when (A.2) and (A.3) hold, which is the desired conclusion.
Lemma A.4. Assume that r 1 , r 2 < 0, r 1 r 2 < 1, θ 1 < 0, θ 2 > 0 and θ 2 − r 1 θ 1 < 0. Then θ 1 − r 2 θ 2 < 0.
Proof. Suppose on the contrary that θ 1 ≥ r 2 θ 2 . Because r 1 < 0 by hypothesis, that implies r 1 θ 1 ≤ r 1 r 2 θ 2 . But 0 < r 1 r 2 < 1 and θ 2 > 0 by hypothesis, so r 1 r 2 θ 2 < θ 2 . Thus we conclude that θ 2 ≥ r 1 θ 1 , which is a contradiction. 
B Large deviations principle for the stationary distribution
Assuming that (1.2) and (1.3) hold, our goal is to show that the large deviations principle (LDP) stated as Conjecture 4.1 by ADH is valid. Because R is a P -matrix, its diagonal elements and its determinant are positive. Thus we can assume without loss of generality that R has the form (A.1), and must consider the following three cases: (a) r 1 , r 2 ≤ 0 and r 1 r 2 < 1; (b) r 1 , r 2 ≥ 0 and r 1 r 2 < 1; and (c) r 1 and r 2 have opposite signs. In case (a) the reflection matrix R is what Berman and Plemmons [2] call an M -matrix; Majewski [9] proved that the LDP holds under the stability condition (1.3) in this case. (Majewski uses the term "K-matrix" instead of the more standard term "M -matrix.") In case (b) the reflection matrix R satisfies what is called "the generalized Harrison-Reiman condition" by Dupuis and Ramanan [4] in Subsection 2.2 of their paper, which implies "regularity" of the associated Skorohod problem; assuming regularity of the Skorohod problem, Theorem 2.5 of Dupuis and Ramanan [4] establishes the LDP under the stability condition (1.3). Finally, case (c) is treated in forthcoming work by K. Ramanan [13] , who proves that the LDP holds under the stability condition (1.3) in that case. (This new work by Ramanan actually establishes the LDP in all three cases of interest to us, and Theorem 2.5 of Dupuis and Ramanan [4] actually subsumes the cited result by Majewski.)
