







ИЕРАРХИЧЕСКИЙ СПОСОБ ПЛАНИРОВАНИЯ ДЛЯ GRID  
 
Статья посвящена повышению пользовательской производительности Grid систем за счет более 
эффективного способа планирования вычислений. Предложен усовершенствованный иерархический 
способ планирования, ориентированный на один из трех критериев оптимизации по выбору пользо-
вателя. Эффективность данного способа обеспечивается за счет разработанных авторами списочных 
алгоритмов для однородных и неоднородных узлов Grid систем, а также предложенных способов 
трансформации графов задач. 
 
 Paper is devoted to increasing of Grid systems real  performance by  effective scheduling method using. 
We propose an improved hierarchical scheduling method that uses one of the three optimization criterion de-
termined by user. This method efficiency provides by creation of the new  list scheduling algorithms for ho-
mogeneous and heterogeneous Grid  system nodes and creation of task graph transformation. 
 
Введение 
В настоящее время современные Grid сис-
темы все чаще используются при решении 
крупномасштабных проблем в науке, техни-
ке и бизнесе. Для обеспечения практической 
применимости  Grid систем должна быть 
решена проблема обеспечения качества об-
служивания. Качество обслуживания много-
аспектное понятие, включающее: безопас-
ность, надежность и доступность ресурсов; а 
также гибкость политики распределения ре-
сурсов, которая непосредственно влияет на 
приемлемое и предсказуемое время ответа. 
Таким образом, для достижения высокого 
качества обслуживания и высокой пользова-
тельской производительности Grid систем 
существенно важной является эффективная 
система планирования вычислений. К сожа-
лению, способы планирования в традицион-
ных параллельных и кластерных системах, 
не всегда могут быть использованы в Grid 
системах. Планирование в этих системах 
значительно сложнее из-за уникальных осо-
бенностей Grid систем [1-3]. Задача плани-
рования в данных системах представляет ин-
терес как самостоятельное исследовательс-
кое направление, которому посвящено дос-
таточно большое количество публикаций.  
В то же  время, известно, что задачи пла-
нирования относятся  к классу NP-полных и 
точного решения в общем случае не имеют. 
Это и определяет целесообразность разрабо-
тки и исследования новых эффективных по-
дходов к вопросам планирования в Grid сис-
темах. 
Данная работа посвящена проблеме пла-
нирования в вычислительных  интер Grid се-
тях (HTC) [1], которые состоят из множества 
суперкомпьютерных центров (кластеров и 
параллельных компьютерных систем разли-
чной сложности), рассредоточенных по все-
му миру и объединенных посредством Инте-
рнета.  
 
 Основные способы планирования в Grid 
системах и их анализ  
В настоящее время существует три основ-
ных способа планирования в Grid системе: 
централизованный, децентрализованный и 
иерархический [4].  
При централизованном способе все поль-
зовательские приложения посылаются 
централизованному планировщику. Суще-
ствует единая очередь в централизованном 
планировщике для поступающих приложе-
ний. Как правило, локальный узел не имеет 
своей очереди, и не выполняет функцию 
планирования. Узел только получает задачи 
от центрального планировщика и выполняет 
их. Преимуществом такого способа является 
достаточно высокая эффективность планиро-
вания, связанная с тем, что планировщик в 
данном случае имеет информацию о всех до-
ступных ресурсов и поступающих приложе-
ний. С другой стороны, централизованный 
планировщик может оказаться узким местом 
с точки зрения как надежности, так и произ-
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водительности. Таким образом, централи-
зованный способ планирования пригоден 
лишь для Grid систем с ограниченным чис-
лом узлов.  
При децентрализованном способе, функ-
ция планирования выполняется на каждом 
узле системы. В этом случае любой узел Grid 
системы работает и как планировщик, и как 
вычислительный ресурс. Пользовательские 
приложения передаются локальному плани-
ровщику Grid системы, где выполняются 
приложения. Локальный планировщик отве-
чает за планирование локальных приложе-
ний и обслуживает локальную очередь собс-
твенных приложений. Кроме того, он должен 
быть в состоянии ответить на запросы внеш-
них приложений, принимая или отклоняя их. 
Так как ответственность планирования расп-
ределена, отказ отдельного планировщика не 
затрагивает работу других. Таким образом, 
децентрализованный способ обеспечивает 
лучшую отказоустойчивость и надежность, 
по сравнению с централизованным. Но нех-
ватка глобального планировщика, который 
знает информацию обо всех приложениях и 
ресурсах, обычно приводит к низкой эффек-
тивности. Данный способ может быть при-
меним для Grid систем с неограниченной ма-
сштабируемостью, однако эффективность 
планирования может быть достаточно низ-
кой. 
При иерархическом способе процесс пла-
нирования заданий распределен на двух уро-
внях: глобальном и локальном. На глобаль-
ном уровне управление заданиями осущест-
вляет метапланировщик Grid, а на локальном 
– менеджер ресурсов. В отличие от центра-
лизованных метапланировщики Grid систе-
мы обычно не могут непосредственно управ-
лять ресурсами сети, но работают как броке-
ры или агенты [5]. Информация о состоянии 
доступных ресурсов очень важна для метап-
ланировщика Grid системы для того, чтобы 
выполнить эффективное планирование, осо-
бенно с учетом неоднородной и динамичной 
природы Grid сети. Роль информационной 
службы Grid системы (Grid information 
service (GIS)) – обеспечить такой информа-
цией планировщиков Grid. GIS ответственна 
за сбор и предсказание информации о состо-
янии ресурса, такую как производительность 
процессора (процессоров) узлов, размер па-
мяти, пропускная способность сети, готов-
ность программного обеспечения и загрузка 
узла в определенный период. GIS отвечает 
на запросы для получения информации о ре-
сурсе или передает информацию пользовате-
лям. Система мониторинга и контроля Glo-
bus (The Globus Monitoring and Discovery 
System (MDS)) [6] – пример GIS. 
Помимо  информации о ресурсе от GIS, 
свойства приложений (например, приблизи-
тельное количество команд, требования к 
памяти и хранению, зависимость подзадач в 
задании и объемы коммуникации) и произ-
водительность ресурса для различных видов 
приложений также необходимы для выпол-
нения эффективного планирования. Получе-
ние указанных свойств может быть обеспе-
чено компонентой профилирования прило-
жения (Application profiling (AP)), а измере-
ние производительности ресурса для данного 
типа задания – компонентой тестирования 
(analogical benchmarking (AB)) [7], [8]. На 
основе информации, полученной  от AP и 
AB, а также используемой модели произво-
дительности [3] производится оценка стои-
мости планирования узлов-кандидатов на 
выполнение приложения, из которых плани-
ровщик выбирает  оптимальный в соответ-
ствии с целевой функцией.  
Модуль запуска и контроля (Launching 
and Monitoring LM) (также известный как 
"компоновщик" [9]) осуществляют передачу 
приложения на выбранные ресурсы, пересы-
лая входные данные и исполняемые файлы, а 
в случае необходимости и контролирет вы-
полнение приложений. LM – Globus GRAM 
(Grid Resource Allocation and Management) – 
пример такого модуля [10 ].  
 Локальный менеджер Ресурсов главным 
образом отвечает за выполнение внешних 
(полученных от метапланировщика) и лока-
льных  заданий, а также передает сообщение 
для GIS информациею о состоянии ресурсов. 
В пределах домена один или множество мес-
тных планировщиков работают с конкретной 
локальной политикой управления ресурсами. 
Примеры таких локальных планировщиков 
включают OpenPBS [11] и Condor [12]. Для 
сбора информации о локальном ресурсе 
LRM используют такие инструментальные 
средства, как Network Weather Service [13], 
Hawkeye [12] и Ganglia [14]. 
Таким образом иерархический способ 
планирования объединяет преимущества как 
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централизованного, так и децентрализо-
ванного способов. Он обеспечивает высокую 
эффективность планирования, поддерживает 
высокую надежность и может быть приме-
ним для Grid систем с неограниченной мас-
штабируемостью. Его основным недостат-
ком является сложность. В данной работе 
предлагается именно иерархический способ 
планирования, поскольку это наиболее эф-
фективный подход для вычислительных ин-
тер Grid систем. 
 
Анализ основных характеристик 
наиболее известных Grid систем 
Рассмотрим основные характеристики 
наиболее известных Grid систем, приведен-
ные в табл.1.  
 
Табл. 1. Основные характеристики Grid систем 
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Анализ данной таблицы позволяет сделать 
следующие выводы: 
• современные Grid системы используют 
иерархическую организацию планиров-
щика; 
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• современные Grid системы чаще исполь-
зуют статическое планирование; 
• с точки зрения политики планирования, 
все Grid системы ориентированы на реа-
лизацию одного из возможных вариантов 
критерия оптимизации; 
• практические Grid системы чаще всего 
используются для однозадачных приложе-
ний либо приложений в виде параллель-
ного потока подзадач. 
Таким образом, повышение эффектив-
ности способов планирования для Grid сис-
тем связано с их совершенствованием на ос-
нове следующих свойств: 
1. Использования множества различных 
критериев оптимизации. 
2. Возможностью реализации для приложе-
ний в виде параллельно-последовательного 
потока подзадач. 
3. Иерархическая организация  планиров-
щика. 
4. Использование эффективных субопти-
мальных алгоритмов статического планиро-
вания. 
Поэтому в данной работе предложен спо-
соб планирования для вычислительных Grid 
систем с перечисленными выше свойствами. 
 
Общая постановка задачи планирования 
Рассмотрим прежде всего исходные дан-
ные для выполнения задачи планирования. 
Как было указано выше, работа посвящена 
повышению эффективности многопроцессо-
рного статического планирования в вычис-
лительных Grid системах для приложений в 
виде параллельно-последовательных подза-
дач. В этом случае приложение может быть 
представлено ориентированным ацикличес-
ким графом задачи (directed acycled graph – 
DAG) Gt(T,Et) [15]. В таком графе Gt, множе-
ство вершин T={t1,..,tm} и множество дуг Et 
представляют собой, соответственно, подза-
дачи и информационные зависимости в виде 
связей между ними. При этом вес вершины  
ti в графе задачи определяется, как wi и пред-
ставляет собой вычислительную сложность 
i-й подзадачи. Информационная зависимость 
между i-й и j-й подзадачами задается с по-
мощью дуги между ними в графе задачи с 
весом eij,  и означает, что подзадача  tj  может 
начать выполнение лишь тогда, когда завер-
шила свое выполнение подзадача ti . Кроме 
этого, перед выполнением, подзадача tj дол-
жна получить необходимый объем  данных 
eij от своей предшественницы (подзадачи tj). 
Любой высокопроизводительный узел 
Grid системы, который является кластером 
либо параллельной системой, может быть 
представлен неориентированным графом си-
стемы Gp(P,Ep). В графе Gp, множество вер-
шин P={p1,...,pn} и множество ребер Ep пред-
ставляют соответственно процессорные эле-
менты (либо компьютеры кластера) и топо-
логию каналов связи между ними. При этом 
вес вершины pi в графе системы определяет-
ся как si и представляет собой производите-
льность i-го процессора. А вес ребра, соеди-
няющий две вершины в графе системы, на-
пример между i-ой и j-ой, определяется как 
uij, и представляет собой канал передачи 
данных (линк) между процессорами i и j, ко-
торый имеет скорость (пропускную способ-
ность), равную uij. Для однородных узлов 
Grid системы значения весов вершин и весов 
ребер в графе имеют равные значения, а для 
неоднородных кластеров значения таких ве-
сов могут различаться. 
Результат планирования может быть 
представлен с помощью диаграммы Ганта. 
Однако традиционная диаграмма Ганта  со-
держит не всю информацию о пересылаемых 
данных с одного процессора на другой. Поэ-
тому предлагается использовать модифици-
рованную диаграмму Ганта [16], в которой 
расписание работы каждого процессора 
включает не только очередь исполняемых 
задач, но и порядок пересылаемых данных 
всех его каналов. 
Задача планирования заключается в сле-
дующем. Пусть имеется Grid система, состо-
ящая из K узлов. Каждый i–й узел состоит из 
Pi процессоров (компьютеров). Задано при-
ложение из m подзадач с помощью DAG 
графа. Известны также топологии каждого 
из K узлов системы, описанные с помощью 
неориентированных графов. Требуется найти 
i–й узел Grid системы, который обеспечивает 
оптимизацию (максимизирует эффектив-
ность) решения заданного приложения. 
В данной работе будем решать следу-
ющие задачи оптимизации планирования. 
1. Необходимо найти такой i–й узел Grid си-
стемы, который обеспечивает минимальное 
общее время выполнения заданного прило-
жения )( iT . Математическая модель этой за-
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где  jlit  – время выполнения j–й подзадачи в 
l–м процессоре i–го узла Grid системы; 
iS  – время доставки входных данных и ре-
зультатов приложения в (из) i–го узла Grid 
системы; 
Tr  – время готовности приложения к выпол-
нению в узлах системы; 
iTf  – время освобождения  i–го узла Grid си-
стемы для выполнения заданного прило-
жения в эксклюзивном режиме; 
1=jliX , если j–й подзадача выполняется l–м 
процессоре i–го узла, 
0=jliX  в противном случае. 
2. Необходимо найти  i–й узел Grid системы 
с минимальной стоимостью, который обес-
печит выполнение заданного приложения за 
ограниченное время (Tz). Математическая 
модель этой задачи может быть записана 







                           (3) 
при ограничении 
),1( KiTzTi =≤                     (4) 
В соотношении (3) iC  – стоимость i–го 
узла при выполнении заданного приложения. 
В данном случае вначале определяется под-
множество узлов, время выполнения прило-
жения в которых соответствует ограничению 
(4). Затем среди них необходимо найти узел, 
в котором приложение выполняется с мини-
мальной стоимостью (соотношение (3)). 
3. Необходимо найти  i–й узел Grid системы 
с минимальной стоимостью, который обес-
печит минимальное общее время выполне-
ние заданного приложения. Математическая 
модель этой задачи может быть записана 
следующим образом. Найти узел Grid систе-
мы, удовлетворяющий соотношениям (1) и 
(2) при ограничении 
minCCi ≤                            (5) 
В этом случае вначале в соответствии с 
соотношениям (1) и (2) определяется подм-
ножество узлов, обеспечивающих выпол-
нение приложения за минимальное время. 
Затем среди них в соответствии с ограниче-
нием (5) выбирается узел с минимальной 
стоимостью. 
  
Модифицированный иерархический  
способ планирования 
Для повышения эффективности планиро-
вания приложений в вычислительных Grid 
системах предлагается модификация иерар-
хического способа за счет: 
• использования двух различных типов ал-
горитмов планирования: для однородных 
и для неоднородных узлов; 
• разработки новых эффективных алгорит-
мов для однородных и неоднородных уз-
лов; 
• разработки и применения различных спо-
собов трансформации графа задачи, кото-
рые целесообразно применять в качестве 
предварительного этапа при решении за-
дачи планирования; 
• использования одного из трех критериев 
оптимизации по выбору пользователя из 
рассмотренных выше. 
Известно, что одной из важнейших харак-
теристик Grid систем является неоднород-
ность как вычислительных ресурсов, так и 
коммуникационных сетей. Поэтому алгорит-
мы планирования для традиционных одно-
родных параллельных систем неприемлемы 
для Grid систем. В то же время анализ суще-
ствующих вычислительных Grid систем по-
казывает, что несмотря на то, что такие сис-
темы действительно состоят из неодно-
родных узлов,  каждый из них состоит из од-
нородных процессоров. Так, например, сис-
тема DEISA включает десять разнородных 
суперкомпьютеров и суперкластеров, каж-
дый из которых состоит из однородных про-
цессоров. Поэтому имеет смысл использо-
вать при планировании два типа алгоритмов 
– однородные и неоднородные. 
Как известно, повышение эффективности 
выполнения приложения в параллельных уз-
лах Grid системы непосредственно связано с 
минимизацией числа пересылок. С этой це-
лью предлагается использовать четыре спо-
соба трансформации графа задачи, которые 
целесообразно применять в качестве предва-
рительного этапа при решении задачи пла-
нирования в метапланировщике. 
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При планировании вычислений в Grid си-
стемах чаще всего применяется один из сле-
дующих критериев оптимизации – максими-
зация пользовательской производитель-
ности, максимизация системной производи-
тельности или оптимизация экономических 
затрат. В предлагаемом подходе при плани-
ровании может быть применен один из сле-
дующих трех критериев по выбору пользова-
теля. Первый из них относится к максимиза-
ции пользовательской производительности, 
второй к оптимизации экономических за-
трат, а третий к комбинации максимизации 
пользовательской производительности и оп-
тимизации экономических затрат. Таким об-
разом, предлагается более универсальный 
подход, который может быть применен для 
различных критериев оптимизации. 
Рассмотрим основные этапы предлага-
емого иерархического способа планирования 
для вычислительных Grid систем: 
1. Пользователь посылает приложение в ви-
де графа задачи и ресурсный запрос, учиты-
вающий один из трех критериев оптимиза-
ции, описанных выше, метадиспетчеру. Ме-
тадиспетчер имеет следующую информацию 
об узлах: стоимость работы каждого узла за 
единицу времени, а также скорость доставки 
данных в каждый узел. 
2. Метадиспетчер производит трансформа-
цию графа задачи, затем посылает локаль-
ным менеджерам трансформированный граф 
задачи и получает в ответ возможное время 
запуска на каждом из них. Для определения 
этого времени на каждом из локальных ре-
сурсов выполняется планирование заданного 
приложения с использованием одного из 
предлагаемых в данной работе алгоритмов: 
для однородных и для неоднородных узлов. 
Кроме того локальные менеджеры сообщают 
возможное время освобождения своих узлов 
для определения начального времени выпол-
нения приложения. 
3. В зависимости от заданного пользовате-
лем критерия оптимизации и имеющихся 
данных, метадиспетчер выбирает оптималь-
ный узел Grid системы и посылает туда за-
прос на резервирование ресурсов, причем ре-
зервирование должно быть создано таким 
образом, чтобы воспользоваться зарезерви-
рованными ресурсами могло только это при-
ложение. 
4. Если резервирование выполнено, прило-
жение посылается в очередь выбранного уз-
ла. В том случае если ресурсы, необходимые 
для запуска задания освободятся раньше 
времени начала резервирования, необходимо 
обеспечить разрешение запуска приложения. 
 
Предлагаемые списочные алгоритмы 
планирования для однородных и  
неоднородных узлов Grid системы 
Рассмотрим эффективные алгоритмы пла-
нирования, применяемые на однородных и 
неоднородных локальных узлах Grid систе-
мы. 
Для однородных узлов Grid системы пре-
длагается использовать, разработанный ав-
торами универсальный двухпроходный спи-
сочный эвристический алгоритм (TLHSA) 
[17], который имеет лучшие показатели эф-
фективности в среднем на 12-25% по срав-
нению с широкоизвестными аналогичными 
алгоритмами, такими, как – "Mapping Algo-
rithm" и "Mapping with Duplication 
Algorithm",  разработанными El-Rewini и T. 
Lewis [18]. THLSA отличается от известных 
тем, что при определении величин вычисли-
тельной “срочности” подзадач (вершин) 
принимаются  во внимание временные заде-
ржки на передачу данных. При определении 
величины вычислительной “срочности” учи-
тываются следующие характеристики вер-
шин графа задачи: ранний срок выполнения; 
поздний срок выполнения; резервное время  
выполнения; вес вершины; сумма весов вхо-
дящих дуг. Значение вычислительной “сроч-
ности” каждой вершины  в графе задачи 
определяется как разность между суммой ве-
сов входящих в нее дуг и резервным време-
нем выполнения данной подзадачи. Очередь 
готовых к выполнению подзадач формирует-
ся в порядке убывания значений их вычисли-
тельной “срочности”. Назначение вершины 
выполняется на тот процессор, для которого 
время начала выполнения данной подзадачи 
на процессоре является минимальным. При 
этом не имеет значения, занят ли этот про-
цессор в данный момент времени или свобо-
ден. 
Для неоднородных узлов Grid системы 
предлагается использовать алгоритм, кото-
рый является сочетанием TLHSA и извест-
ного гетерогенного алгоритма HEFT [19]. 
Для формирования очереди подзадач пред-
лагается использовать подход подобный то-
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му, который существует в TLHSA. Отличие 
заключается в способе определения позднего 
срока выполнения вершин. В алгоритме для 
однородных узлов время позднего срока вы-
полнения определяется как разность между 
длиной критического пути графа задачи и 
длиной самого длинного пути, начиная от 
данной вершины и заканчивая конечной с 
учетом весов вершин, но без учета весов дуг. 
В алгоритме же для неоднородных узлов це-
лесообразно вместо весов вершин использо-
вать среднее время выполнения вершин на 
процессорах с различной производительнос-
тью неоднородного узла Grid системы. 
При принятии решения о назначении по-
дзадач приложения на процессор узла Grid 
системы целесообразно применить подход, 
аналогичный тому, который используется в 
алгоритме HEFT. Такой подход позволяет 
получить достаточно точный результат. Од-
нако предлагается усовершенствовать мо-
дель пересылки данных между процессорами 
в узле Grid системы при выполнении назна-
чения по сравнению с алгоритмом HEFT. 
Предлагается при пересылке данных между 
процессорами использовать модель комму-
никационной стоимости, в соответствии с 
которой в каждом процессоре имеется авто-
номный контроллера ввода-вывода. Это 
означает, что процессор может одновремен-
но вычислять задачу и обмениваться данны-
ми с другим процессором. Коммуникацион-
ные задержки между подзадачами, назна-
ченными на один и тот же процессор прира-
вниваются к нулю. Значение же коммуника-
ционной задержки между двумя связанными 
подзадачами, выполняемыми на различных 
процессорах является функцией, зависящей 
от размера сообщения (веса дуги в графе за-
дачи), маршрута и пропускной способности 
канала между процессорами. Кроме того, 
предполагается, что пересылка любого соо-
бщения не прерывается и любой процессор 
узла Grid системы в текущий момент време-
ни может обмениваться данными только с 
одним процессором. В процессе моделиро-
вания было проведено сравнение показате-
лей эффективности предлагаемого алгоритма 
с известным алгоритмом HEFT. Результаты 
сравнения средних коэффициентов ускоре-
ния представлены на рис. 1. 
Рис. 1.Сравнение средних значений коэффициентов ускорения при использовании  
предлагаемого алгоритма и HEFT 
 
Согласно полученным данным видно, что 
использовании предлагаемого алгоритма 
планирования для неоднородных узлов Grid 
системы приводит к увеличению коэффи-
циента ускорения в среднем на 10% по срав-
нению с классическим алгоритмом HEFT. 
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Способы трансформации графов задач 
Как было указано выше, повышение эф-
фективности выполнения приложения в па-
раллельных узлах Grid системы непосред-
ственно связано с разработкой и примене-
нием различных способов трансформации 
графа задачи, которые целесообразно при-
менять в качестве предварительного этапа 
при решении задачи планирования. В рабо-
те[20] авторами данной статьи предложено 
следующие четыре способа трансформации 
графа задачи: дублирование вершины; объе-
динение предшествующей и последующей 
вершин; объединение двух параллельных ве-
твей; объединение двух предшествующих ве-
ршин. Нами также была разработана програм-
мная модель для исследования различных 
алгоритмов статического планирования вы-
числений для Grid систем. С помощью дан-
ной модели был выполнен сравнительный 
анализ алгоритмов планирования без транс-
формации и алгоритмов с учетом пятнадцати 
различных сочетаний рассмотренных транс-
формаций графов задач. Наилучшие резуль-
таты по показателям эффективности были 
получены для алгоритмов с восьмым (соче-
тание первого и третьего способов), тринад-
цатым (сочетание первого, третьего и четве-
ртого способов) и пятнадцатым (сочетание 
всех четырех способов) способами трансфо-
рмации. Показатели эффективности этих ал-
горитмов в среднем на 25% выше, чем алго-
ритмов без трансформации графа задачи.  
 
Заключение 
1. Проанализированы основные способы 
планирования в Grid системах. Определен 
иерархический способ планирования, как 
наиболее эффективный подход для вычисли-
тельных интер Grid систем. 
2. Рассмотрена общая постановка задачи 
планирования, используемая в данной рабо-
те. Для этого в соответствии с теорией рас-
писаний определены исходные данные, ре-
зультаты планирования, а также описаны 
решаемые задачи оптимизации.  
3. Предложен усовершенствованнный иерар-
хический способ планирования вычислений 
для Grid систем, ориентированный на один 
из трех критериев оптимизации по выбору 
пользователя. Повышение эффективности 
предлагаемого подхода обеспечивается за 
счет использования двух новых эффектив-
ных алгоритмов планирования для однород-
ных и неоднородных узлов, а также за счет 
разработанных способов трансформации 
графа задачи. 
Предложенные  алгоритмы доведены до 
практической реализации в виде програм-
много продукта, который может быть ис-
пользован при разработке иерархических 
планировщиков современных вычислитель-
ных Grid систем. 
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