Abstract. For the random trigonometric polynomial N 2 s,(/)cosn0, n-l where g"(t), 0 < / < 1, are dependent normal random variables with mean zero, variance one and joint density function
where A/-1 is the moment matrix with py = p, 0 < p < 1, i ¥*j, i,j m 1, 2.N and a is the column vector, we estimate the probable number of zeros.
1. Consider the random trigonométrie polynomial N (1.1) <t>(9) = $(t, 9) =% gn(t) cos n9, where g"(t), 0 < t < 1, are dependent normal random variables with mean zero, variance one and joint density function where M ~x is the moment matrix with pi} = p, 0 < p < 1, i =£j, i,j = 1, 2, . . . , N, and ä is the column vector whose transpose is 5' = (gx(t),..., gN(t)). In this paper we calculate the probable number of zeros of (1.1). We prove the following. Theorem 1. In the interval 0 < 9 < 2tt all save certain exceptional set of functions <b(9) have (1.3) (2Ar/3'/2) + 0(ATn/,3+") zeros, when N is large. The measure of the exceptional set does not exceed N ~2e>, where ex is any positive number less than 1/13.
The particular case when p = 0, that is the case when gn(t) are independent normal random variables, was considered by Dunnage [3] and proved the following.
Theorem. In the interval 0 < 0 < 2m all save a certain exceptional set of the functions <p(0) have (2/3l/2)N+ 0(JVu/13(logAO3/I3) zeros when N is large. The measure of the exceptional set does not exceed (log AT1- Das [1] took the class of polynomials N (1.4) 2 "P ( g2"-icos n0 + g2nsin n0 ) n = l where g" are independent normal random variables for a fixed p > -1/2 and proved the following Theorem. In the interval 0 < 0 < 277, the functions (1.4) have
zeros when N is large. Here q = max(0, -p) and e, < (2/13)(l -2q). The measure of the exceptional set does not exceed N ~2'<. Equation (1.4) with/» = 0 has been studied by Clifford Quails [5] when the random variables are independent and normally distributed with mean zero and variance one. Using the somewhat more advanced techniques developed for stationary Gaussian processes it is shown that the Das result holds for this case also; indeed he is able to reduce the O term to 0(A/3/4(log N)1/2). Estimating the average number of real zeros of random trigonometric polynomial is the other interesting topic connected with this type of problems. where g" are independent normal random variables and bn are positive constants. Das proved that the average number of real zeros of (1.5) in (0, 2t¡-)
and of order Np+3/2 if -(3/2) < p < -(1/2), for large AT.
Sambandham [6] assumed that g" are independent and uniformly distributed in (-1, 1) and showed that the average number of real zeros of (1.5) in (0, 2tt) for bn = np (p < -1/2) and large N is [(2/> + l)/(2p + 3)\X'22N + o(N).
When g" are dependent normal random variables and satisfying the condition (1.2) Sambandham [7] showed that the average number of real zeros of (1. Yn = o2 = 0 -P) 2 a» + P 2 «" . etc.,
The characteristic function of the random vector (Xx,..., Xk) (k < 4) is .0, eGù>o.
The functions ju,(í) and p2(t) are measurable and further Cpx(t)dt= Pr(#$ < 0), Çp2(t)dt= Pr(eöD < 0)
•'o •'0 and fViiOfcW*-1*^® <o, e^D <o).
•'o
Proceeding by the method of Dunnage we get
where A(/(r" ..., rj) = A2(A3(A4/(r2,..., f4))) with A,uV(r" ..., tr,... ) = \b(tx, ...,t"...)-yb(tx,..., -tr,... ) and /(*" . . . , r4) denoting the characteristic function of ((£, $, 6, <$).
3. We divide the zeros of <b(0) into two groups (i) those lying in the intervals (0, e), (m -e, m + s) and Q.m -e, 2i7) and (ii) those lying in the intervals (e, m -e) and (m + E,2m -e). The zeros (i) are negligible. We prove this in §6. To estimate the type (ii) zeros we proceed like that of Dunnage.
We choose eXA^-3/13. This choice of e is very important. Here by X(N) Xv(N) we mean that X = 0(v) and v = 0(X). If we restrict 9 to the intervals e < 9 < tt -e and 77 + e<0<27r-£ then \2NmX cos 2n9\ < (sin e Let us take 5 = 0(N~X) and put #=<i>(0), S -*(0 + (fi/2)), 6 = <p(Ö + 5).
We estimate the probability that <j> has a d.c.o. in the interval (9, 9 + 8). This is only double the expression in (2.1). To compute this we need the following: Lemma 1. // the interval (9,9 + 8) lies outside the e-neighbourhoods of 0, tt, 2tt and if 8 = o(N~l), the probability that <¡>(9) has a double cross over in this interval is 0(N383).
Proof. As x-*0, Sin-1* = x + 0(x3). Since a2 = O (A/4), a2 = O(N), and (3.4), (3.5) and (3.6) are each 0(N8) and therefore <?(1) as A-> oo. Now proceeding as in [3, Lemma 6] and using the result that the required value is twice the value of (2.1) we get the proof.
If 5 is any interval of length 8 = o(N ~x) which does not overlap any of thê neighbourhoods of 0, tt, 2tt, let N(t) be the number of zeros that <p(9, t) has in 5. Here the zeros are counted according to their multiplicity. Proof. If we show that the probability that there being any multiple zeros is zero, then the proof of this lemma follows along the lines of Dunnage's paper [3, Lemmas 11 and 12].
To show this we adopt the method of Dunnage [4, Theorem 3] . If «f> has a multiple zero, real or complex, then for some 9, <¡>(9) = <¡>'(9) = 0 and the elimination of 9 leads to a condition F(gx,g2,...,g") = 0, where F is a polynomial in the gn. This means that the A-dimensional random variables (gx, ■ ■ ■ , gn) must lie on a certain space S in the space Rn. Now this random variable has a density function 0, say, and the probability that the random variables be on 5 is / $(x" . . . , xN) dxx ■ ■ • dxN Js which is zero since the A-dimensional Lebesgue measure of S is zero.
Hence the proof of the lemma.
4. We now divide the interval (e, tt -e) into equal subintervals of length 8 and estimate the probability that <p(9) shall simultaneously have a single cross over in each of a given pair of these 5-intervals. Let and (9, 9 + 8), (9 + t, 9 + t + 8) be two of the ^-intervals into which (e, tt -e) is divided so that t > K8. Let &=<b(9), <$> = <f>(9 + 8), e=<t>(9 + r), <$ = <t>(9 + t + 8).
Then y13 = 0(e~x) = 0(K~X8 ~x). Since a2 XN,c2X N, we get Similarly yX4/ad, y23/bc, and y24/bd satisfy the inequality (4.2). In §3, <¡>(0 + 8) was denoted by 6, but here we use © for this purpose. For this change of notation, from (3.6) Combining (2.2), (2.3) and (2.4) with (4.5) we get
This shows that when two intervals (0, 0 + 8) and (9 + r, 0 + t + 5) are widely spaced (t > .KS) then the probabilities that <b(0) has a s.c.o. in each interval, are almost independent.
5. In this section we calculate the number of zeros of <b(0) in the intervals (e, m -e) and (m + e, 27r -e). Since .., -gN) have the same distribution function it is enough if we consider the iterval (e, m -e).
Divide the interval (e, m -e) into intervals iv, each of length 8( X N~XX~3/1) and with each /" we associate a random function ¡^(t) defined as follows. 
Nv(t)-p0(t)<N:(t)
and so by Lemma 2
The total number of zeros of #(0, 0 in (e, tt -e) is 2"Ac(i) and so we prove outside an exceptional set of t of measure at most (l/4)Af ~2e'. Further the interval (m + e, 2ir -e) can be treated in the same way and so it follows that in the intervals (e, m -e) and (m + e, 2w -e) all the functions <¡>(0, t) outside an exceptional set of measure at most (l/2)N "•' have (5.5) (2N/3X'2) + 0(N(n/l3)+*<) zeros.
6. In this section we show that outside a small exceptional set of values of /, <f>(0, t) has a negligible number of zeros in the intervals (0, e), (m -e, m + e) and (2m -e, 2w). By periodicity the number of zeros in (0, e) and (2m -e, 2t7) is same as the number in ( -e, e) and so we confine out discussion to the interval (-e, e).
We apply Jensen's theorem to the function of complex argument N <p(z) = <t>(z, 0=2 s"(')cos nzn=\
The number of real zeros between ± e does not exceed the number in the circle \z\ < e. Let n(r) = n(r, t) be the number of zeros of $(z, t) in \z\ < r. By Jensen's theorem outside an exceptional set of values of / whose measure does not exceed e-N2/2 + (2/7rA2)1/2 which itself does not exceed (l/4)A/_2<\ if N is large enough. From (6.1) and (6.3) we see that outside the exceptional set (6.4) n(t, t) < 1 + (2 log N + 2A/e)log 2 = O (N10/13 ).
This gives an upper bound for the number of zeros of <f>(B, t) in ( -e, e). Similar result can be obtained for (tt -e, tt + e). Combining (5.5) and (6.4) and adding together all the exceptional sets we get the proof of Theorem 1.guidance and C.S.I.R., India for its financial support during the preparation of this paper. I thank the referee for the suggestions and comments.
Appendix. Now we show «o = a, = 0, a2 = (1 -p)2Ç [1 + 0(N-7/x3)], a3=0(N5), a4=0(N6).
We have used these values from §3 to §6 of this paper. Similarly successive differentiation gives a3 = 0(N5) and a4 = 0(N6).
