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Abstract. Although several profiling techniques for identifying perfor-
mance bottlenecks in logic programs have been developed, they are gener-
ally not automatic and in most cases they do not provide enough informa-
tion for identifying the root causes of such bottlenecks. This complicates 
using their results for guiding performance improvement. We present a 
profiling method and tool that provides such explanations. Our profiler 
associates cost centers to certain program elements and can measure dif-
ferent types of resource-related properties that affect performance, pre-
serving the precedence of cost centers in the call graph. It includes an 
automatic method for detecting procedures that are performance bottle-
necks. The profiling tool has been integrated in a previously developed 
run-time checking framework to allow verification of certain properties 
when they cannot be verified statically. The approach allows checking 
global computational properties which require complex instrumentation 
tracking information about previous execution states, such as, e.g., that 
the execution time accumulated by a given procedure is not greater than 
a given bound. We have built a prototype implementation, integrated 
it in the Ciao/CiaoPP system and successfully applied it to performance 
improvement, automatic optimization (e.g., resource-aware specialization 
of programs), run-time checking, and debugging of global computational 
properties (e.g., resource usage) in Prolog programs. 
Keywords : profiling, run-time checking, performance debugging, resource 
usage estimation/verification, logic programming. 
1 Introduction 
Profilers have been developed in the context of several programming paradigms: 
imperative [6,19] (including object oriented [9]), functional [18,17], logic [4,11, 
5], or integrations of some of them, such as the functional logic languages Curry 
and Toy [1]. In this paper we focus our at tention on profilers for logic programs, 
and in particular for the Prolog language. The implementation of Prolog profilers 
has the added complexity w.r.t. more traditional paradigms of having to deal with 
its specific features such as non-determinism and the possibility of failure, which 
makes it necessary to deal with backtracking (and, hence, with choice points), 
and search pruning operators (like the cut) . There exist some implementations 
of profilers for the Prolog language (e.g., [5,4]). However, in order to fill some 
gaps and to broaden the range of applications, we have developed a profiler for 
Prolog tha t has the following original features: 
1. It is based on the concept of cost center. We have adapted the cost center 
definition of Morgan [17], developed in the context of functional program-
ming, to support the unique features of logic programming. A cost center, as 
we will explain later in detail, is a program point (such as a procedure or a 
call in a clause body) where da ta about computational events is accumulated 
each time the point is reached by the program execution control flow. This 
allows measuring accumulated execution time of program procedures tha t do 
not overlap, i.e., the total resource usage of a program can be computed in 
a compositional way, by adding the execution time associated to each cost 
center. A cost center-based profiler with this property has been developed for 
functional programming [18], however, as far as we know, no implementation 
of this kind of profiler has been developed for logic programs. 
2. It allows preserving the precedence of cost centers in the call graph. It pro-
vides separate accumulated resource usage information for a given procedure 
depending on where it is called from, i.e., it is a call graph profiler for Prolog. 
We have taken the call graph profiling approach of [19] as start ing point and 
we have adapted it in order to deal with the more complex execution model 
of Prolog, taking failure, backtracking, and pruning operators into account. 
The SWI profiler is to our knowledge the only Prolog profiler that keeps the 
precedence between the caller and the callee, but it does not support the 
concept of cost center. 
3. It can measure a wide range of computational properties and events, such as 
execution time, execution steps, numbers of calls, failures, exits, redos, choice 
point creations, cut executions, choice points removed by the cut operator, 
or the percentage of the accumulated cost of a predicate with respect to the 
total cost of the program. We use in the rest of the paper the term "resources" 
to refer to any of these properties. Although the current implementation is 
not fully parametric w.r.t. resources, it can be easily generalized as it was 
done with the static resource analysis integrated in CiaoPP [14]. 
4. It is used for run-time checking of computational properties. For this purpose, 
it is tightly integrated in an advanced program development framework which 
incorporates in a uniform way run-time checking, static verification, unit 
testing, debugging, and optimization. To our knowledge, no profiler has been 
used for this purpose or integrated in such an environment to date. 
5. It includes a (configurable) automatic method for detecting procedures that 
are performance bottlenecks following several heuristics. The method auto-
matically associates cost centers to procedures in an iterative process. Previ-
ous approaches are not automatic (e.g., [4,18,1]), so that the programmer is 
responsible for configuring cost centers iteratively based on the information 
returned by the profiler until the root cause of the bottleneck is detected. 
We show that the configuration of cost centers can be automated, as we will 
explain further, by first exploring a (static or dynamically) generated call 
graph and configuring iteratively automatic cost centers in the main parts 
of the programs following certain configurable criteria until the root cause of 
the bottleneck is detected. 
6. It is able to point at the part of the program that is responsible for the bot-
tleneck, guided by any arbitrary resource (like time, event counts, etc.) and 
to provide explanations at different granularity levels. This information in-
cludes an automatically generated picture of (a sub-graph of) the call graph 
where different colors and sizes are used to express the accumulated costs in 
the nodes. Existing profilers only provide information about where the bot-
tlenecks of the programs are without any kind of explanation about the root 
causes, requiring that additional techniques be applied in order to identify 
such causes. 
7. It combines time profiling with count profiling, which has proved to be non-
trivial [11], and supports modularity, allowing the specification of which mod-
ules should be instrumented for profiling. This feature of our profiler is pos-
sible thanks to the usage of Ciao's module system and the automatic code 
transformation provided through Ciao's semantic packages. 
8. It uses global static analysis to reduce the overhead of the profiling process. 
Besides the already mentioned applications to run-time checking of compu-
tational properties and in performance debugging, our profiler implementation 
has also been successfully applied to program optimization and, in particular, to 
resource-aware poly-controlled partial evaluation [15]. This technique combines 
different control strategies to obtain optimizations that cannot be obtained us-
ing a single control technique. Once the optimizations have been obtained they 
are compared using some values (called fitness values). Our implementation has 
been successfully applied to estimating these values. 
In the following, we report in Section 4 some of the most interesting properties 
supported by our profiler (that can be checked at run-time) and the assertion 
language that allows to express them. The integration of our profiler within 
the Ciao/CiaoPP framework is in Section 3. Conceptual issues of our profiling 
for logic programs can be found Section 2 while some implementation details 
are in Section 5. Our automatic cost center configuration process is described 
in Section 6. Section 7 presents experiments that illustrate different trade-offs 
among run-time overhead and levels of profiling information. Finally, Section 8 
summarizes our conclusions and future work. 
2 A Cost Center-Based Approach to Profiling 
Fundamental to our approach to profiling is the concept of cost center, which is 
inspired by the one defined by Morgan [17] in the context of functional languages. 
As in [18], our cost center definition meets the following properties: (1) The 
definition of a cost center preserves the operational semantics of the program, 
and (2) The application of static optimization to cost centers (e.g., inlining, 
static optimization, etc.) does not alter the operational semantics nor the cost 
semantics. 
A cost center for us is a program point where da ta about computational 
events is accumulated each t ime the point is reached by the program execution 
control flow. In our current implementation both predicates and literals in body 
clauses can be marked as cost centers. However, for the sake of brevity, in this 
paper we will only describe cost centers at the predicate level. We also introduce 
a special cost center, named remainder cost center (denoted rcc), which is used 
for accumulating da ta about events not corresponding to any defined cost center. 
In order to deal with the control flow of Prolog, we adopt the "box model" 
of Byrd [3], where predicates (procedures) are seen as "black boxes" in the usual 
way. Since the simple cal l / return view of procedures is not enough to capture 
backtracking, this model uses a "4-port box view." Namely, given a goal (i.e., a 
unique run-time call to a predicate), the four ports (events) in Prolog execution 
are: (1) call (start to execute the goal), (2) exit (succeed in producing a solution 
to the goal), (3) redo (a t tempt to find an alternative solution to the goal), and 
(4) fail (exit with failure, if no further solutions to the goal are found). Thus, 
there are two ports for "entering" the box (call and redo), and two ports for 
"leaving" it (exit and fail). 
Def in i t ion 1 (Cal ls re la t ion) . We define the calls relation between predicates 
in a program as follows: p calls q, written p ^~> q, if and only if a literal with 
predicate symbol q appears in the body of a clause defining p. Let ^ + denote the 
transitive closure of~~>.6 
Def in i t ion 2 (Cos t center s e t ) . Given a program P to be profiled,, the cost 
center set for P (denoted Cp), is defined as Cp = {p \ p is a predicate of P 
marked as a cost center} U {rcc}, where rcc is the remainder cost center. 
Def in i t ion 3 (Cos t center g r a p h ) . The cost center graph of a program P 
(denoted Gp) is the graph defined by the set of nodes Cp and the set of edges 
E = E' U {(rcc, rcc)}, such that (p, q) G E' iff: 
1. p is not the remainder cost center (i.e., p ^ rcc), q ^ rcc, and p ^ + q 
through some path where all of its nodes (except the origin and destination) 
are not in Cp; or 
2. p = rcc and: (a) q is an entry point of program P such that q G Cp, or (b) 
for some predicate r being an entry point of P, r ^ + q through some path 
where all of its nodes (except the destination) are not in Cp. 
Def in i t ion 4 ( E d g e - a c c u m u l a t e d resource u s a g e ) . Each edge (c,d) G Gp 
has a data structure Rcd, which contains the addition of resource usages over all 
the times that the cost center d was entered from cost center c, until a new cost 
6
 For simplicity we provide a static definition of the call graph. However, in practice, 
it is dynamically built, and thus it deals safely with meta-calls. 
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Fig. 1. Source code, call graph and cost center graph for Example 1. 
center is entered or the computation finishes. This allows giving separate resource 
usage information for a given procedure depending on where it is called from. 
Our profiler is parametric w.r.t. the enter/leave ports, i.e., Rcd contains matri-
ces of the form Resource[enter][leave] (enter G {call, redo}, leave G {exit, fail}), 
whose elements are counters to keep track of the usage of several resources for the 
four possible "enter/leave" port combination (cf. the "4-port box" of node d). For 
example we keep track of the number of times tha t each of the four "enter/leave" 
port combination happens during program execution in Counts[enter][leave\. 
Execution times are also tracked in Ticks[enter][leave\. 
Example 1. We are going to illustrate how the resource usage information is 
stored in the edges of the cost center graph during the profiling process. At any 
time in this process, only one edge is active. When execution enters a predicate 
which is defined as a cost center, the resource usage monitored so far is stored in 
the active edge, it is deactivated, and then another edge is activated. Consider 
program p, and its call graph and cost center graph in Figure 1. Before start ing 
program execution, the active edge is ( r c c , r c c ) . Then, when execution starts , 
the partial counters are reset and p is called. Since p is defined as a cost center, 
the resource usage monitored so far in the partial counters is accumulated in 
the active edge ( r c c , r c c ) , the partial counters are reset, and the active edge 
changes to ( r c c , p ) . Then, the execution of the body of p starts by executing 
q. Since q is not defined as a cost center, the active edge remains the same as 
before, ( r c c , p) (and the partial counters are not reset). When the execution 
of q finishes, r is called. Since r is defined as a cost center, the resource us-
age monitored so far in the partial counters is accumulated in the active edge 
( r c c , p ) , the partial counters are reset, and the active edge changes to ( p , r ) . 
Since r is the last call in the definition of p, when the execution of r finishes, the 
resource usage monitored so far in the partial counters is accumulated in ( p , r ) 
and program execution finishes. 
Def in i t ion 5 ( A c c u m u l a t e d resource usage of a cost cen ter ) . The accu-
mulated resource usage of a given cost center d (denoted Rj_) is the sum of the 
resource usage for all times cost center d is entered either in forwards (i.e., via 
the call port) or backwards (i.e., via the redo port) execution, until a new cost 
center is entered or the computation finishes. 
L e m m a 1. The accumulated resource usage of a given cost center is the sum of 
the accumulated resource usages of its incoming edges: R^ = ~^2(c d)eE Red-
Proof Trivial, based on the accumulated resource usage of an edge. 
L e m m a 2. The total resource usage of a program P, denoted Tp, is the addition 
of the accumulated resource usage of all its cost centers: Rp = ^2ceC Rc 
Proof Trivial, by the definition of accumulated resource usage of a cost center. 
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Fig. 2. The Ciao assertion framework (CiaoPP's verification/testing architecture). 
It is straightforward to show that the following two properties hold: a) the 
accumulated resource usage in a given cost center is the sum of the accumulated 
resource usages of its incident edges: Rd = J2(c d\eE Red (follows from the accu-
mulated resource usage of an edge), and b) the total resource usage of a program 
P, denoted Tp, is the addition of the accumulated resource usage of all its cost 
centers: Rp = J2ceC Rc (follows from the definition of accumulated resource us-
age of a cost center). From these two properties it follows that our definition of 
accumulated resource at a cost center is compositional, in the sense that the total 
resource usage of a set predicates can be computed by adding the accumulated 
resource usage of each predicate. This does not happen in traditional profilers, 
where the accumulated execution time of different predicates may overlap (and 
thus, adding them may yield a result greater than their actual resource usage). 
3 Integrating Profiling with Verification and Debugging 
In this section we explain how our profiler is integrated within the Ciao/CiaoPP 
verification/debugging framework, which incorporates in a uniform way run-time 
checking, static verification, unit testing, debugging, and optimization [8,13]. The 
run-time checking of program state properties such as traditional types or modes 
can be performed relatively easily. This is in part due to the fact that properties 
are written in the source language and runnable (facilitated by the underlying 
logic engine), which simplifies the program transformation that adds run-time 
checks. However, the run-time checking of global computational properties re-
quires monitoring, which is performed by our profiler. Figure 2 gives an overall 
view of such framework, placing the profiling tool in context. Hexagons repre-
sent the tools involved while arrows indicate the communication paths among 
them. The process input is the user program, optionally including a set of asser-
tions that always includes the assertions present for predicates exported by any 
libraries used (left part of Figure 2), and, optionally, it can include unit tests. 
In this paper we are interested in a subset of the versatile Ciao assertion 
language which allows expressing global computational properties whose run-
time checking requires the use of our profiler. A detailed description of the full 
assertion language can be found in [8, 2, 7,16]. For brevity, we only introduce the 
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Fig. 3. Source code for qsort with cost center declarations (at predicate level). 
class of pred assertions, which describes a particular predicate and, in general, 
follows the schema: : - pred Pred [: Precond] [=> Postcond] [+ Comp-Props]. 
where Pred is a predicate symbol applied to distinct free variables and Precond 
and Postcond are logic formulae about execution states. An execution state is 
defined by the bindings of values to variables in a given execution step (in logic 
programming terminology, a substitution). Precond is the precondition under 
which the pred assertion is applicable. Postcond expresses that in any call to Pred, 
if Precond holds in the calling state and the computation of the call succeeds, then 
Postcond also holds in the success state. Finally, the Comp-Props field is used 
to describe properties of the whole computation of the calls to predicate Pred 
that meet Precond (e.g., resource usage properties). For example, the following 
assertion for the quick-sort program in Figure 3: 
: - p r e d q s o r t ( A , B ) : ( 1 i s t (A ,num) , v a r (B )) => ( 1 i s t (A ,num) , 1 i s t (B ,num) ) 
f ( c o s t ( u b
 ! s t e p s , l e n g t h ( A ) * l o g ( l e n g t h ( A ) ) ) ! n o t . f a i l s , i s _ d e t ) . 
states that for any call to predicate qsort/2 with the first argument bound to a 
list of numbers and the second one a free variable, if the call succeeds, then the 
second argument is also bound to a list of numbers. It also states that (for any of 
such calls) an upper bound on the number of resolution steps required to execute 
qsort/2, is length(A) xlog(length(A)), a function on the length of list A. This is of 
course false, but we will see later in this section how we can detect it using our pro-
filer. Additionally, not_f a i l s and is_det express that the previous calls do not 
finitely fail (i.e., they produce at least one solution or do not terminate) and are 
deterministic (i.e., they produce at most one solution at most once), respectively. 
The cost construct for expressing resource usages, as illustrated in the previous 
sample assertion, follows the schema: cost(Approx, Res-Name, Arith-Expr) 
where the Res-Name field expresses which resource the assertion refers to. It is 
a user-provided identifier which gives a name to each particular resource that 
needs to be tracked, verified, or checked. Arith-Expr is an arithmetic function 
that expresses the resource usage of the predicate as a function of input data 
sizes. The Approx field states, for example, whether Arith-Expr is providing an 
exact value (eq), an upper bound (ub), or a lower bound (lb). 
Each assertion can be in a particular verification status, marked with the 
keyword prefixes check, checked, false , trust or true (see the ellipses in Fig-
ure 2). The (default) status check determines that the assertion is to be checked, 
checked and fa l se express that the assertion has already been proved correct 
or incorrect respectively by the system (a compile-time error is reported in the 
last case), trust expresses that the assertion is to be trusted (it provides infor-
mation coming from the programmer), and true that the provided information 
is the result of static analysis and thus correct (safely approximated). We herein 
introduce a new status, obs, which means that an assertion expresses observed 
information (in this case, by the profiler). 
In this paper we focus on the run-time checking of computational (resource-
related) properties within the CiaoPP unified framework, giving an intuitive short 
description using the following example. 
Example 2. Assume that we want the CiaoPP system to check whether the follow-
ing assertion, which gives a logarithmic upper bound on the number of resolution 
steps of q so r t /2 as a function of the length of the input list, holds or not: 
:— p r e d q s o r t ( A , B ) : ( l i s t (A ,num) , v a r (B )) 
+ c o s t ( u b , s t e p s , l e n g t h (A) * l o g ( l e n g t h (A ) ) ) . 
First, the CiaoPP system tries to statically verify the assertion. This is done 
by running a static resource usage analysis (see [14]) that computes safe lower 
and upper bounds on the resource usage (number of resolution steps in this case), 
and then by comparing the analysis results with the specification given in the 
assertion. A full description of the static verification of computational/resource-
related properties is given in [10]. The quick-sort program is of the kind of divide-
and-conquer programs that may cause the analysis to lose precision, so that the 
obtained upper and lower bound resource usage functions are often too conser-
vative. 7 Asa consequence, the assertion cannot be proved to be false, since the 
lower bound resource usage function derived by the analysis (which is linear) is 
not greater than the upper bound function given in the assertion. Conversely, 
the assertion cannot be proved to hold, because the upper bound resource us-
age function derived by the analysis (which is exponential) is not less or equal 
than the upper bound function given in the assertion. Thus, the outcome of 
the static verification process is "unknown" and the assertion status remains as 
check.8 However, if the run-time checking option is selected, CiaoPP instruments 
the program with checks to be performed at run-time for (parts of) assertions 
which cannot be verified statically. Failure of these checks raises run-time errors 
referring to the corresponding assertion. In our example, using input data auto-
matically generated (or taken from existing unit tests [13]) the profiler performs 
different calls to the quick-sort program. If for some of these calls the computed 
number of steps is greater than the one specified in the assertion, then such 
assertion is false (in fact, CiaoPP was easily able to prove it). 
4 Proposing New Computational Properties 
In order to support cumulative properties, we extend the set of properties used in 
the assertion language, starting with the addition of r e l . cos t , which expresses 
relative resource usages. For example, assuming that the qsor t /2 procedure is 
part of a given main program, the assertion (with no postcondition): 
:— p r e d q s o r t ( A , B ) : ( l i s t (A ,num) , v a r ( B ) ) + r e l . c o s t ( u b , e x e c t i m e , 2 0 ) . 
7
 In fact, a more precise bound can be inferred automatically using specialized meth-
ods, but we assume the imprecision for the sake of discussion. 
8
 This can optionally produce a verification warning (also known as an "alarm"). 
expresses that the execution time of qsort/2 is at most 20% of the total exe-
cution time of the main program. The re l .cost construct follows the schema: 
rel-Cost(Approx,Res-Name,Percentage) where Approx is as before, denoting 
an upper bound, a lower bound, or an exact value on the Percentage of the pro-
cedure resource (Res_Name) usage with respect to the total resource usage of the 
whole main program (from which the predicate is called) respectively. 
We have also extended the cost and re l .cost property constructs with an 
extra argument Type specifying the kind of cost information we are interested 
in: {cost ,rel_cost} (Approx, Type, Res-Name, Arith-Expf) 
defined as follows (for those involving an execution control flow it is specified 
below graphically): 
— sol(I): The cost of obtaining the I-th solution without considering the cost 
of obtaining the previous one. By definition, if I is greater than the number 
of solutions, then the related cost is zero. 
— allsols= QlApprox)^ (sol(i)),N > 0: The cost of obtaining all the so-
lutions. It is equivalent to the cost of applying f indal l /3 over the given 
predicate, but subtracting the cost of f indal l /3 itself. 
— call= sol( l): The cost of calling the predicate, regardless of whether it fails 
or succeeds (this is the value by default). 
call_exit= sol( l ) , N > 1: The cost of calling the predicate when it succeeds. 
call_fail= sol( l ) , N = 0: The cost of calling the predicate when it fails. 
redo= QiApprox)^ (sol(i)),N > 2: The cost of backtracking over the 
predicate, regardless of whether it fails or succeeds. 
redo_exit= Q(Approx)f=2(sol(i)):N > 2: The cost of backtracking over 
the predicate when it succeeds. 
Rede 
ExitC 
— redo_fail= QiApprox)^ (sol(i)),N > 2: The cost of backtracking over 
the predicate when it fails. 
Redo 
Fail 
Where N is the number of solutions, Af£{NU {0, oo}}. 
The following example illustrates how the CiaoPP system (with our profiler 
integrated and our extended run-time checking operations), monitors and checks 
relative resource usages at run-time. 
Example 3. Consider again the qso r t /2 predicate in Figure 3, and assume that 
we want to know how the execution times of its recursive calls are distributed. 
Although as mentioned before it is possible to define cost centers at literal level, 
for the sake of clarity we have defined two bridge predicates (q so r t l / 2 and 
qsort2/2) that are used in place of the recursive calls of qsor t /2 , and have 
marked them as cost centers using the following declaration: 
:— c o s t _ c e n t e r q s o r t l / 2 , q s o r t 2 / 2 . 
Assume that we profile the execution of qsor t /2 with an input list of 2500 
randomly generated elements, and that our profiler outputs the assertions: 
: — obs pred q s o r t l / 2 + r e 1 _ c o s t ( eq , e x e c . t i m e , 4 8 ) . 
: — obs pred q s o r t 2 / 2 + r e 1 _ c o s t ( eq , e x e c . t i m e , 4 7 ) . 
which mean that the observed execution times of q s o r t l / 2 and qsor t2 /2 are 
48% and 47% of the total execution time respectively. 
Assume now that we want the CiaoPP system to check at run time whether 
the two (recursive) calls in the body of the (original) q so r t /2 are balanced (i.e., 
whether each recursive call consumes more or less 50% of the total execution 
time). For this purpose, we write the following assertions: 
:— check pred q s o r t l / 2 + r e l _ c o s t (ub , e x e c . t i m e , 5 5 ) . 
:— check pred q s o r t 2 / 2 + r e l . c o s t (ub , e x e c . t i m e , 5 5 ) . 
Assume that we call q so r t /2 with a non-uniformly distributed input list, and 
that the execution accumulates 65.01% and 8.16% of the time in the two cost 
centers associated to the two calls respectively. In this case, the CiaoPP dynamic 
comparator will throw the following run-time checking error: 
?- A=[l,2,3,4,5,6,7,8,9,10], profile(qsort(A,B)). 
{In /tmp/qsort .pi 
ERROR: (Ins 2-2) Run-time check failure in assertion for cost center qsortl/2. 
In *comp*, unsatisfied property: rel_costCub,exec.time,55). 
Because: obs rel.cost(eq,exec.time,65.01). 
ERROR: (Ins 3-8) Failed in 'qsort:qsort>(A,B).} 
informing that an assertion is violated, and, thus, the two calls in the body of 
qsor t /2 are not balanced. 
Program 
: — m o d u l e ( a p , [ a p p e n d / 3 ] , 
[ p r o f i l e r ] ) . 
:— c o s t _ c e n t e r a p p e n d / 3 . 
a p p e n d ( [] , B , B ) . 
a p p e n d ( [ H | A ] , B , [ H | C ] ) : -
a p p e n d ( A , B , C ) . 
Cost center transformation for profiling 
' $ c c $ ' ( a p , a p p e n d , 3 ) . 
a p p e n d ( E , L , R) :— 
h c c _c a 11 ( ' ap : a p p e n d ' , 3 , P r evCCE , C u t T o ) , 
h c c . f a i l ( P r e v C C E , C h P t O ) , 
' $ c c $ a p p e n d ' ( A , B , C ) , 
h c c _ e x i t ( P r e v C C E , Act i v e C C E , C h P t l ) , 
h c c . r e d o ( A c t i v e C C E , ChPtO , C h P t l , C u t T o ) . 
' $ c c $ a p p e n d ' ( [] , B , B ) . 
' $ c c $ a p p e n d ' ( [ H | A ] , B , [ H | C ] ) : -
' $ c c $ a p p e n d ' ( A , B , C ) . 
Fig. 4. Cost center transformation for profiling (at predicate level). 
In contrast to non-cumulative global properties, the previously illustrated 
kind of cumulative properties cannot be checked immediately at run-time, but 
rather at the proper time instant in the program execution. In the current im-
plementation, such checking is done at the end of the program execution (when 
the program control reaches an output port where there are no pending choice 
points). However, some scenarios require other rules for expressing the time in-
stant in which the checking is performed. Consider for example a service that 
requires the check to be made periodically at certain time intervals, or when a 
certain number of client requests has been reached. Also, so far the operation for 
accumulating resource usages has been addition. However, it is desirable to have 
more complex operations. For example, old measurements could be discarded, or 
the events weighted according to their ages or other properties. 
5 Program Transformation for Profiling 
Source-to-Source Transformation for (High-Level) Profiling. A predi-
cate marked as a cost center is transformed into an equivalent one that preserves 
its semantics while intercepting occurrences of events inside it, by using some 
instrumentation procedures introduced by the transformation. For example, the 
predicate append/3 in Figure 4 is marked as a cost center (left hand side), and, in 
its transformation (right hand side), it is uniquely renamed to '$cc$append'/3. 
In order to avoid calls to instrumentation procedures along all recursive calls to 
append/3, the body of the recursive clause of '$cc$append'/3 is transformed so 
that it calls '$cc$append'/3 instead of append/3 (this also avoids the destruc-
tion of last call optimization.). 
A brief description of the instrumentation predicates follows. They operate 
on the cost center graph. Any edge in such graph (CC-edge in the following), 
contains the already described (non backtrackable) arrays Counts[enter][leave] 
and Ticks[enter][leave] (Section 2). An implicit stack whose elements are pairs 
of CC-edges (variables PrevCCE and ActiveCCE) is used to keep the active CC-
edge, and to restore the previous CC-edge when the control flow leaves the active 
one (so that the precedence of cost centers in the call graph is preserved): 
— hcc_call(+Name,+Arity,-PrevCCE,-CutTo): activates the CC-edge whose 
destination is Name/Arity and origin the destination of the previous CC-
edge. Unifies PrevCCE with a pointer to the previous CC-edge. Sets the flag 
named "entryport" (associated to the active CC-edge) to the value "call", 
in order to track that the predicate Name/Arity has been entered through 
the ca l l port. Unifies CutTo with a pointer to the top of the current choice 
point stack. 
— hcc_fail(+PrevCCE,-ChPtO): pushes a choice point on the stack in or-
der to execute instrumentation code upon backtracking (after failure oc-
curs), and unifies ChPtO with a pointer to such choice point. The instru-
mentation code executed upon backtracking increments by one the value of 
Counts[entryport\ [fail] associated to the active CC-edge, 9 and changes the 
active CC-edge to PrevCCE. 
— hcc_exit(+PrevCCE,-ActiveCCE,-ChPtl): increments by one the value of 
Counts[entryport] [exit] associated to the active CC-edge. Unifies ActiveCCE 
with a pointer to the active CC-edge and ChPtl with a pointer to the top of 
the current choice point stack. Changes the active CC-edge to PrevCCE. 
— hccjredo(+ActiveCCE,+ChPtO,+ChPtl,+CutTo): pushes a choice point on 
the stack to execute instrumentation code upon backtracking. Checks whether 
ChPtO and ChPtl point to the same choice point, in which case the goal is 
deterministic (i.e., no choice points have been created during its execution), 
and all choice points up to CutTo are removed (namely, the ones introduced 
by hcc_fail /2 and hcc_redo/4 itself). The instrumentation code executed 
upon backtracking sets the "entryport" flag (associated to the active CC-
edge) to the value "redo," and changes the active CC-edge to ActiveCCE. 
Static Cost Center Optimization using CiaoPP. The overhead introduced 
by the transformation of cost centers described before can be reduced by us-
ing static analysis. There are situations where it can be ensured that some of 
the instrumentation predicates (or combinations of them) introduced by such 
transformation will never be reached. For example, when a predicate (or literal) 
marked as a cost center does not introduce choice points, always succeeds, or 
always fails. Thus, such unreachable instrumentation predicates can be removed. 
Our profiler detects these situations by using the information inferred by the 
CiaoPP analyzers [8] (such as non-determinism and non-failure). It also intro-
duces specialized versions for reachable combinations of instrumentation predi-
cates. Although these specialized versions increase the size of the instrumented 
program, they can significantly reduce the overhead introduced by the profiler. 
To perform this optimization, the program is analyzed using CiaoPP [8] (which 
infers useful information such as non-determinism and non-failure). Then the cost 
center instrumentation is simplified using the assertions inferred by the analyzer. 
Figure 5 shows (right hand side) some of the optimized cost center transforma-
tions (which introduce specialized versions of the instrumentation predicates) 
performed by using information inferred by CiaoPP analyzers, that is expressed 
as assertions (left hand side). 
Here the functions hcc_call_ncnf, hcc_exit_ncnf, hcc_f ail_nc, hcc_exit_nc, 
hcc_call_nf, and hcc_redo_nf are specialized versions of the non-optimized 
functions of similar name. 
Note that the entryport flag can take the values call or redo. 
A s s e r t i o n 
: — t r u e p r e d G o a l 
+ ( n o . c h o i c e p o i n t , n o t _ f a i l s ) . 
: — t r u e p r e d G o a l 
+ n o . c h o i c e p o i n t . 
:— t r u e p r e d G o a l + n o t _ f a i l s . 
Spec ia l i zed C o s t Center Trans format ion 
h c c _ c a l l _ n c n f (Name , A r i t y , P r evCCE ) , 
c a l l ( G o a l ) , 
h c c . e x i t . n c n f ( P r e v C C E ) . 
h c c _ c a l l (Name , A r i t y , P r evCCE , C u t T o ) , 
h c c _ f a i l _ n c ( P r e v C C E ) , 
c a l l ( G o a l ) , 
h c c . e x i t . n c ( P r e v C C E , C u t T o ) . 
h c c _ c a l l _ n f (Name , A r i t y , P r evCCE , C u t T o ) , 
c a l l ( G o a l ) , 
h c c . e x i t ( P r e v C C E , Act i v e C C E , C h P t l ) , 
h c c . r e d o . n f ( A c t i v e C C E , C h P t l , C u t T o ) . 
Fig. 5. Cost center transformation optimization. 
Enriching Information with Low-level Profiling. We set up several hooks 
at some relevant points in the engine. Their implementation is located in a 
separate module. To avoid run-time overhead, such hooks are made available 
by compiling the engine with an option that enables them. For example, there 
are hooks that are called when a fail causes the next choice point to be tried 
(lph_fail_redo(wam)), when a cut is executed (lph_cut(wam)), and when a 
given predicate pred is called (lph_exit_call(wam, pred), where the variable 
warn is a structure that represents the current state of the virtual machine). 
Such hooks remain uninstantiated until the procedure prof i l e / 1 is used over 
a given goal, in which case they are instantiated to actual functions that per-
form the profiling itself. The end of the profiling leaves the hooks uninstantiated 
again. When performing low-level profiling, each edge of the cost center graph 
contains the following (non backtrackable) data structures: (1) the already des-
cribed ones used in high-level profiling; (2) two matrices, Cuts [enter] [leave] and 
SCuts[enter][leave], that keep the number of cut executions that remove or do 
not remove choice points respectively (which allows for example detecting useless 
pruning operations and checking that a cut actually prunes branches); and (3) a 
hash table used to track the execution of predicates. The key of each entry in the 
table is a predicate name/arity, and its fields are: (a) two matrices similar to the 
already described Counts[enter][leave] and Ticks[enter][leave}), but referred to 
"predicate heads," and (b) a counter (Skips) to keep the number of choice points 
that are removed for that predicate by some pruning operator (cut) execution. 
The low-level profiling allows tracking information on predicates that have not 
been marked as cost centers (e.g., library predicates), and therefore, to detect that 
certain low-level or library predicates are being used by our program without us 
being aware (which could happen if syntactic expansions are used). It also allows 
detecting backtracking in predicate heads (useful to detect predicates that do 
not succeed in the first clause, or that are not indexed by the first argument). 
6 Automatic Performance Bottleneck Detection 
Defining cost centers by hand in order to detect performance bottlenecks is a 
time-consuming task. As mentioned before, one of the original features of our 
profiling tool is a method for identifying performance bottlenecks in an automatic 
way, which uses an iterative process that defines cost centers at each iteration 
(described in Figure 6). The method provides the sub-graph (a tree in fact) of the 
cost center graph that is responsible for the performance leak. It can be applied 
to modular programs and allows providing a list of modules whose predicates 
function automatic_cc_configuration(Goal, CallGraph, Heuristic) 
1: Tree = Goal; 
2: iter -CC-ConfigurationiJGoal, CallGraph, Heuristic, Goal, Tree); 
3: return Tree; 
procedure iter -cc-con fig(Goal, CallGraph, Heuristic, Current-Pred, inout Tree) 
1: Called-Preds = called-preds-from(Current-Pred, CallGraph); 
2: 'i Pred G {Called-Preds U Tree}: mark Pred as a cost center; 
3: Profile-Info = profile(Goal); 
4: Called-CCs = called-ccs-f r omiJC allGr aph, Cur rent-Pred); 
5: yPred G Tree: remove Pred from Called_CCs; 
6: if Called-CCs ± 0 then 
7: Relevant-CCs = relevant-Ccs(C'alled-CCs, Heuristic, Profile-Info); 
8: for all Pred G Relevant-CCs do 
9: add Pred as a son of Current_Pred in Tree; 
10: Current-Pred = Pred; 
11: iter-CC-Config(Goal, CallGraph, Heuristic, Current-Pred, Tree); 
12: end for 
13: end if 
Fig. 6. Automatic cost center configuration algorithm. 
must be taken into account. The input call graph to the method is dynamically 
constructed (defining cost centers for all predicates in the selected modules, and 
executing once with profiling activated). 
Starting with the initial goal (Goal) as the current predicate (Current_Pred), 
at each iteration the children of the current predicate in the call graph (i.e., its 
called predicates) are computed (Called-Preds). They and the previous cost cen-
ters in the current branch of the cost center graph (including the current predi-
cate), are marked as cost centers. Then, the goal is profiled, and, after that, the 
set of cost centers called by the current predicate (CalledJJCs) and the amount 
of resource that each one consumes are computed. To ensure termination, any 
predicate previously defined as a cost center (including the current predicate) is 
removed from this set. If after this removal there are no cost centers left in the 
set, then the process finishes returning the graph built so far (Tree). Otherwise, 
it selects the relevant cost centers (Relevant-CCs) of the called cost centers set, 
according to a heuristic (which is a parameter of the method), provided by the 
user. Some examples of heuristic selection rules are: (1) select the N predicates 
that consume more resources, (2) select the ones whose resource consumption 
is larger than a given percentage of the total resource usage, or (3) select the 
predicates whose number is not larger than a percentage X of the number of pro-
gram predicates, and which together consume a percentage of the total resource 
usage greater than a given bound Y. Independently of the heuristic used, a given 
predicate is selected at most once (and thus, the sub-graph returned is a tree). 
We have developed a method for drawing automatically the sub-graph of the 
cost center graph that is responsible for the performance leak. Taken the tree as 
input the method returns an implementation of the tree in dot2tex, a tool for 
converting Graphviz graphs into LaTeX. 
Lets see an example. Suppose that we have the color map program of Fig-
ure 7(that gives five colors holding the constraints of the problem) in which 
all the predicates has been marked as cost centers. 
Suppose that we want to measure the performance in terms of execution time 
and the heuristic selection rules chosen is selecting the 2 predicates that consume 
: — m o d u l e ( _ , [ c o l o r _ m a p / 5 ] , 
[ a s s e r t i o n s , r e g t y p e s , p r o f i l e r ] ) . 
:— a l L c o s t . c e n t e r . 
c o l o r _ m a p ( A , B , C, D, E) : -
c o l o r (A) , c o l o r (B) , 
c o l o r ( C ) , c o l o r ( D ) , c o l o r ( E ) , 
l e g a L c o l o r i n g (A, B , C, D, E ) . 
l e g a L c o l o r i n g (A, B , C, D, E) : -
A \ = = B , A \ = = C, 
A \ = = D, A \ = = E , 
c ( B , C , D) , C \ = = E . 
c(X, Y, Z) :-
X \== Y, 
X \== Z. 
:- regtype 
color(blue). 
color (green ). 
color (orange ). 
color(red ) . 
color(yellow). 
>lc 71-
Fig. 7. Color jnap code. 
more resources. Then the automatic bottleneck detection process will construct 
the cost center sub-graph whose representation (automatically generated) is in 
Figure 8. 
Note that in the automatically represented graph the size of the nodes and 
its color allows to identify visually the resource consumption of each cost center. 
The size of each node is proportional to its consumption. The colors represent 
the percentage of consumption in the following way: 
- Green: 0-25 % 
- Yellow: 25-50 % 
- Orange: 50-75 % 
- Red: 75-100 % 
As the automatic performance bottleneck detection is iterative in each iteration 
(level of the graph) the joint consumption of all the nodes can reach 100%. Thus 
the resource usage of the goal (topmost node) is always 100%. 
7 Experimental Results 
We have performed some experiments to assess the run-time overhead introduced 
by our profiler (and the effect of static analysis-based transformation optimiza-
tion) for different levels of profiling instrumentation, as well as the precision of 
our profiler in monitoring execution times. The results are shown in Table 1 
for two different platforms with different processors and OS: an Intel Core i7, 
4 cores x 2.67GHz (2 threads per core), 12GB of RAM, Ubuntu Linux 10.10 
(kernel 2.6.35) and an UltraSparc-Tl, 8 cores x 1GHz (4 threads per core), 
8GB of RAM, SunOS 5.10. In both platforms, the execution has been locked 
to a single core in order to avoid erroneous execution time measurements. The 
profiler measures execution times using a high-resolution timer, which allows giv-
ing relevant values in situations where other methods would get a zero value in 
contrast to most Prolog systems (e.g., SWI-Prolog, SICStus Prolog and BPro-
log). The first and second columns of the table show the benchmarks used10 
and the number of predicates defined in them respectively. For each platform, 
the Obs column shows the observed execution time without profiling (given in 
milliseconds). The following two columns grouped under (Est.Dev.) are meant 
Source code for the examples is available at http://www.clip.dia.fi.upm.es/profiiing/. 
Node 
ccl 
cc2 
cc3 
cc4 
Cost Center Name 
'color _map:color_map'/5 
'color_map:legal_coloring'/5 
'color_map:c'/3 
'color_map:color'/l 
Cost Center Size (Ticks %) 
100.0 
29.97 
2.88 
20.23 
Fig. 8. Color_map bottlenecks. 
to assess the accuracy of our profiler in monitoring execution times. They show 
the ratio between the execution time estimated by the profiler and Obs for two 
levels of profiling instrumentation: hi , which only performs the high level source-
to-source transformation, and 11, which besides performing this transformation, 
also introduces hooks in the engine (i.e., it also performs low-level profiling). The 
columns grouped under Bot. D. refer to the automatic performance bottleneck 
detection process (described in Section 6), where the performance is measured in 
terms of execution time, the heuristic of selecting the goal with the largest execu-
tion time in each iteration has been followed, and the profiling has been performed 
without engine hooks (since they do not improve execution time measurements). 
Column # i t shows the number of iterations needed to complete such process, 
and column ovb shows its overhead, calculated as ovb = t ° ^ l t ^ b s c°, where the 
total time due to executing the program with profiling (Tpr = J2i^1 Pro fa) and 
the total time due to its compilation (Tco = J^ i i i Compi) have been subtracted 
Program 
mem 
guardians 
color _map 
bignums 
wumpus 
solvejugs 
qsort 
sudoku 
zebra 
hanoi 
flat 
substitute 
queens 
# 
P. 
5 
9 
5 
4 
65 
6 
4 
12 
5 
3 
4 
3 
16 
Average 
Intel 
Obs 
(ms) 
67 
182 
99 
102 
211 
255 
76 
72 
40 
128 
65 
187 
92 
121 
Est. 
Dev . 
hi 
1.00 
1.00 
1.00 
1.00 
1.00 
1.02 
1.14 
1.27 
1.30 
1.20 
1.54 
2.01 
2.05 
1.25 
11 
1.38 
1.59 
1.75 
2.44 
1.59 
1.62 
2.15 
1.73 
1.47 
1.87 
1.85 
2.26 
2.18 
1.83 
Bot.D. 
# 
it 
4 
4 
2 
3 
4 
4 
3 
7 
3 
3 
4 
3 
6 
3 
OVf, 
(%) 
2.40 
0.95 
1.26 
1.46 
1.53 
0.52 
1.82 
2.42 
3.53 
1.12 
2.41 
0.71 
1.79 
1.34 
Call 
Overhead 
cchl 
1.00 
1.00 
1.00 
1.00 
1.00 
1.02 
1.01 
1.24 
1.21 
1.19 
1.51 
2.03 
1.80 
1.22 
11 
1.24 
1.48 
1.49 
2.44 
1.36 
1.35 
1.35 
1.43 
1.37 
1.49 
1.43 
1.66 
1.52 
1.51 
cell 
1.24 
1.49 
1.50 
2.43 
1.27 
1.39 
1.37 
1.73 
1.72 
1.77 
2.43 
3.20 
2.95 
1.86 
Profiling Ov. 
Optim. 
cchl 
1.00 
1.00 
1.00 
1.00 
1.00 
1.03 
1.27 
1.51 
1.55 
1.61 
2.85 
2.92 
3.10 
1.53 
cell 
4.56 
3.77 
4.27 
2.56 
5.65 
3.99 
6.29 
5.27 
5.71 
8.27 
10.03 
12.66 
15.72 
6.66 
N.Op. 
cchl 
1.00 
1.00 
1.00 
1.00 
1.00 
1.03 
1.34 
1.60 
1.54 
2.07 
4.18 
2.92 
3.11 
1.63 
11 
4.54 
3.74 
4.25 
2.57 
5.91 
3.87 
5.38 
3.82 
3.68 
6.57 
5.03 
6.52 
7.53 
4.96 
cell 
4.57 
3.79 
4.33 
2.57 
5.64 
3.96 
6.29 
5.61 
5.71 
9.61 
14.23 
12.60 
15.73 
6.95 
Program 
mem 
guardians 
color _map 
bignums 
wumpus 
solvejugs 
qsort 
sudoku 
zebra 
hanoi 
flat 
substitute 
queens 
# 
P. 
5 
9 
5 
4 
65 
6 
4 
12 
5 
3 
4 
3 
16 
Average 
Sparc 
O b s 
(ms) 
377 
959 
558 
2178 
1018 
1237 
402 
359 
184 
665 
323 
1102 
429 
753 
Est. 
Dev . 
hi 
1.00 
1.00 
1.00 
1.00 
1.00 
1.02 
1.13 
1.25 
1.41 
1.21 
1.51 
2.01 
2.29 
1.23 
11 
1.35 
1.27 
1.31 
1.01 
1.67 
1.53 
2.21 
1.49 
1.36 
1.69 
1.62 
1.99 
1.90 
1.49 
Bot.D. 
# 
it 
4 
4 
2 
3 
4 
4 
3 
7 
3 
3 
4 
3 
6 
3 
OVf, 
(%) 
4.65 
1.31 
2.24 
0.33 
1.56 
0.98 
1.46 
4.44 
7.16 
1.57 
2.54 
0.51 
4.30 
1.59 
Call 
Overhead 
cchl 
1.01 
1.00 
1.00 
1.00 
1.00 
1.02 
1.02 
1.19 
1.27 
1.14 
1.37 
1.87 
1.88 
1.17 
11 
1.06 
1.04 
1.04 
1.00 
1.09 
1.04 
1.06 
1.06 
1.04 
1.05 
1.00 
1.09 
1.10 
1.04 
cell 
1.06 
1.04 
1.04 
1.00 
1.09 
1.06 
1.08 
1.27 
1.34 
1.19 
1.43 
1.96 
2.03 
1.23 
Profiling Ov. 
Optim. 
cchl 
1.00 
1.01 
1.00 
1.00 
1.00 
1.04 
1.37 
1.66 
1.91 
1.94 
3.80 
3.44 
4.39 
1.64 
cell 
7.80 
6.07 
6.43 
1.07 
11.40 
7.10 
10.53 
8.74 
10.60 
14.56 
17.23 
19.63 
28.40 
9.55 
N.Op. 
cchl 
1.00 
1.01 
1.00 
1.00 
1.00 
1.04 
1.46 
1.79 
1.91 
2.45 
5.38 
3.44 
4.41 
1.74 
11 
7.80 
6.05 
6.42 
1.07 
11.40 
6.89 
9.39 
6.31 
6.73 
12.06 
9.06 
10.53 
15.19 
7.27 
cell 
7.80 
6.09 
6.43 
1.07 
11.40 
7.09 
10.56 
9.43 
10.59 
16.87 
24.66 
19.66 
28.35 
9.98 
Table 1. Experimental assessment of the profiler. 
from the total time (Ttot) in order to isolate the time due to the bottleneck 
detection process itself. Averages are also provided in the last row of the table.11 
The columns under P rof i l ing Ov. relate to the run-time overhead intro-
duced by the different program transformations/instrumentations described in 
Section 5. They are grouped into two sub-columns, showing the results when the 
instrumentation has been optimized using CiaoPP's static analyzers (Optim.), 
and without such optimization (N.Op.). In both cases we present the results 
with (cel l ) and without (cchl) engine hooks activated respectively. In the sec-
ond case we also present the results with the engine hooks activated and any cost 
center defined (11). The overheads (ce l l and cchl) are given as a ratio ™J, 
where Prof refers to the execution time when the profiler is activated, with 
11
 Weighted average taking the observed execution time as weight in all cases. 
the cost centers assigned by the automatic bottleneck detection process reported 
in the columns grouped under Bot. D. (the number of selected cost centers is 
# i t —1), and Obs is the value in the third column described before. The columns 
under Call Overhead show the overhead introduced by our profiling tool when 
we execute the goal without the profiler. We present the results when we exe-
cute it with the automatic assigned cost centers defined and the engine hooks 
disabled (cchl), with the hooks of the engine activated and without any cost 
center defined (11) and with the automatic assigned cost centers defined and the 
engine hooks activated (cel l ) . The overhead ratio cchl is very close to 1 (i.e., 
almost no overhead is introduced) for the first six programs in the table, while it 
is larger for the rest. This is because the latter perform recursive calls between 
cost centers. As expected, the overhead ratios (for both platforms) grow as we 
increase the degree of information that we want to obtain from the profiler. 
It can be argued that the overhead introduced by our profiler is small for a 
reasonable level of profiling information, and that global static analysis indeed 
reduces such overhead. The profiler overhead is very high when engine hooks 
are enabled, because of the considerable amount of instrumentation added at 
the WAM (low) level, in the engine loop. However, this the price for provid-
ing more precise information (e.g., calculating more precise execution times). 
Interestingly, if we compare our results with those reported in [19] (which is 
the closest related previous work that we are aware of for which there is avail-
able data, although applied to imperative programs), the overheads of the cchl 
columns under P rof i l ing Ov./Optim. are of similar magnitude to those re-
ported therein: 2.95 in the worst case, while in our results the worst overhead 
for the Intel platform is 3.11 (queens). However, our approach provides a richer 
(and more detailed) variety data. 
8 Discussion and Future Work 
We have developed a cost center-based profiler for Prolog which can measure a 
wide range of computational properties and events. Both predicates and literals 
in body clauses can be marked as cost centers and the profiler provides separate 
accumulated resource usage information for each cost center, including separat-
ing information depending on where it is called from. The profiler also includes 
a configurable automatic method for detecting procedures that are performance 
bottlenecks following several heuristics, and gives explanations of the root causes 
of bottlenecks at different granularity levels. We have integrated our profiler into 
the Ciao/CiaoPP verification/debugging framework, which uses this profiling in-
formation to perform run-time checking of computational properties similarly to 
how it uses static analysis information to verify them statically. Finally, we have 
presented some experimental results that illustrate different trade-offs among 
run-time overhead and levels of profiling information. These results show that 
the overhead introduced is reasonable for quite useful levels of profiling informa-
tion, and that global static analysis can reduce such run-time overhead. 
Since its development our profiler has proved to be quite useful in practice by 
identifying the root causes of performance bottlenecks in several complex, real-
life situations. For example, it was the key for identifying a difficult to locate 
performance bug in the (Ciao) CHR implementation (a complex and relatively 
large piece of code): a dereferencing chain for the attribute of a variable was 
constructed, instead of modifying the value of the attribute. Thus, the time 
needed for getting the value of such attribute was directly proportional to the 
number of times that the attribute was modified. As mentioned before, our pro-
filer has also been successfully applied to resource-aware poly-controlled partial 
evaluation [15]. This technique combines different control strategies to obtain 
optimizations that cannot be obtained using a single control technique. Once the 
optimizations have been obtained they are compared using some values (called 
fitness values). Our implementation has been successfully used for estimating 
such values. 
Note that in some cases, bottlenecks can only be detected using the fine-grain 
information provided by our low-level profiling (via engine hooks). For example, 
assume that we have a read-only library which is responsible for lack of perfor-
mance. In this case we are unable to define cost centers on it to perform high-level 
profiling. Alternatively, we can activate the engine hooks to track information 
about all the subroutines invoked in such library, and use it to diagnose the per-
formance problem. Engine hooks can also profile more properties, like the number 
of cut executions that remove (or do not remove) choice points, failures during 
head unification, or choice points removed for a given predicate (see Section 5). 
Although our profiler already supports several computational properties and 
events, these are predefined. However, as future work, it should be straightfor-
ward to extend it to allow measuring user-defined resources, in the sense of the 
static resource analysis currently integrated in the CiaoPP framework [14]. 
The profiler can be used to guide automatic program optimization, used to-
gether with static analysis techniques in the detected system bottle necks. 
We have applied our profiler to sequential programs. Nevertheless we think 
that it can be modified for being applied to parallel programs that nowadays are 
of great interest. This adaptation of the tool will be not trivial since we have to 
take into account which goals are being executed at the same time. 
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A p p e n d i x 
A Description of the examples 
— bignums computes 13 1 6 0 0 0 in two different ways and compares the results. 
— color_map(_,_,_,_,_) resolves 100 times the Map Coloring Problem for a 5 
regions set. It gives five colors holding the constraints of the problem. 
— f l a t ( T , _) flattens the term T of size 81111 into a list of 81111 atoms. 
— g u a r d i a n s (1503 , 9 5 1 , _) solves prison guards for 1503 guards and 951 
cells. Prison guards are playing a game. 
— h a n o i ( 1 7 , a , b , c , _) sorts out the Hanoi puzzle with 3 rods (a, b and c) 
and 17 disks. 
— so lve_ jugs(_) resolves 100 times the Water Jugs Problem. 
— queens (5) solves twice the N Queens Problem where N is 5. 
— q s o r t ( L , _ ) sorts the input list L, a uniformly distributed list of 2500 ele-
ments. 
— mem performs a test memory usage: construct a large integers list (10000 
elements), then double copy it, and make another list doubling each element. 
— s u b s t i t u t e ( E , [ a=2 ,b=3 ,c=4 ,d=5 ,e=6] ,_) replaces each element in a for-
mula by its equivalent in the second argument list. The formula, whose size 
is 708587, is A(*A)43 where A = a+b*c+c*d-e . 
— sudoku completes 10 times a sudoku puzzle of 9x9 cells knowing 39 numbers. 
— z e b r a ( _ , _ , _ ) solves the Zebra Puzzle while 
— wumpus solves 5 times the Wumpus World Puzzle. 
B Usage of the Profiler 
To use the profiler in a given module, we must use the "profiler" package as 
follows: 
: - module(_, _, [ p r o f i l e r ] ) . 
or 
:- use_package(profiler). 
If we do not specify anything, no predicate inside the module will be instrumented 
as cost center for profiling. The following assertions allow us to change this behavior: 
— : - cost_center F/N. 
Specify that the predicate F/N will be instrumented as cost center. If we want to 
instrument more than one predicate we have two options: write one assertion for 
each predicate or declare more than one predicate in only one assertion. In this 
last case predicates can be separated by commas (Fi/Ni, . . . , Fn/Nn) or in a list 
( [Fi /Ni, . . . , F„/N„]). 
By default the engine hooks of all defined cost center are active. Declaring each 
cost center as (F/N, nohooks) instead of (F/N) they will be deactivated. 
— :- no_cost_center F/N. 
Specify that the predicate F/N will not be instrumented as cost center. For more 
than one predicate we have two options (as in the previous case): write one assertion 
for each predicate or declare more than one predicate in only one assertion. 
— : - a l l_cost_center . 
Specify that all the predicates in the module will be instrumented as cost centers. 
By default the engine hooks of all defined cost centers are active. The declaration 
all_cost_center(nohooks) will deactivate them. 
— : - all_no_cost_center. 
Specify (explicitly) that no predicate in the module will be instrumented as cost 
center. 
Lets see an example: Suppose that we have the following q s o r t . p l module in which 
the predicates qsort , s p l i t and append are defined. If we want to profile the predicate 
"append", we have to include the package "profiler" and to add the "cost_center" 
declaration as follows: 
: — m o d u l e ( q s o r t , [ q s o r t / 2 ] , [ p r o f i l e r ] ) . 
:— c o s t _ c e n t e r a p p e n d / 3 . 
q s o r t ( [ ] , [ ] ) . 
q s o r t ( [ X | L ] , R ) : -
s p l i t ( L , X, L I , L 2 ) , 
q s o r t ( L I , R l ) , 
q s o r t ( L 2 , R 2 ) , 
a p p e n d ( R l , [ X | R 2 ] , R ) . 
s p l i t ( [ ] , - , [ ] , [ ] ) • 
s p l i t ( [ X | L ] , Y , [ X | L 1 ] , L 2 ) : -
X = < Y, ! , 
s p l i t ( L , Y , L 1 , L 2 ) . 
s p l i t ( [ X | L ] , Y , L 1 , [X| L2] ) : -
s p l i t ( L , Y , L 1 , L 2 ) . 
a p p e n d ( [ ] , L , L ) . 
a p p e n d ( [ E | E s ] , L , [ E | R ] ) : - a p p e n d ( E s , L , R ) . 
Cost centers can be also defined at literal level using the declaration 
cost_center(name_cc, l i t e r a l ) where l i t e r a l is a program literal and 
name_cc is the name of its associated cost center. At predicate level the name of both cost 
center and predicate are equal. In the previous example if we want to define qsor t (L2, 
R2) as the cost center qsor t2 we will have to add the declaration as follows: 
: — m o d u l e ( q s o r t , [ q s o r t / 2 ] , [ p r o f i l e r ] ) . 
:— c o s t _ c e n t e r a p p e n d / 3 . 
q s o r t ( [ ] , [ ] ) . 
q s o r t ( [ X | L ] , R ) : -
s p l i t ( L , X, L I , L 2 ) , 
q s o r t ( L I , R l ) , 
c o s t _ c e n t e r ( q s o r t 2 , q s o r t ( L 2 , R2 ) ) , 
a p p e n d ( R l , [ X | R 2 ] , R ) . 
s p l i t ( [ ] , - , [ ] , [ ] ) • 
s p l i t ( [ X | L ] , Y , [ X | L 1 ] , L 2 ) : -
X = < Y, ! , 
s p l i t ( L , Y , L 1 , L 2 ) . 
s p l i t ( [ X | L ] , Y , L 1 , [X| L2] ) : -
s p l i t ( L , Y , L 1 , L 2 ) . 
a p p e n d ( [ ] , L , L ) . 
a p p e n d ( [ E | E s ] , L , [ E | R ] ) : - a p p e n d ( E s , L , R ) . 
For profiling a goal we need to execute p r o f i l e (goal) in the ciao toplevel. 
There are other two useful predicates in the module "profiler_utils". Note that for using 
them the module must be imported.12 prof i l e_rese t sets all the profiler counters to 
zero while prof ile_dump shows the results of the profiling in the standard output and 
in a table-fashion way. 
C Another Motivating Example 
Upper and lower bound on resource usage can be estimated using static analysis tech-
niques. These techniques allow to obtain the amount of platform independent [14] 
(execution steps, memory, energy, cost in dollars, etc.) and platform dependent [12] 
(execution time) resources that a program consumes. 
Nevertheless there are cases in which static analysis techniques are not enough. For 
example those cases in which some input arguments are obtained from a database or 
provided by the user at execution time. As those input arguments are known only at 
execution time our profiling tool will be able to estimate execution time in these cases. 
: - m o d u l e ( f i b , [ f i b o / l ] , 
[ a s s e r t i o n s , r e g t y p e s , p r o f i l e r , 
p r e d e f r e s ( r e s _ e x e c t i m e ) ] ) . 
:— u s e _ m o d u l e ( d a t a_f i bo ) . 
:— c o s t _ c e n t e r ( f i bo / 1) . 
:— e n t r y f i b o ( Y ) : v a r . 
f i b o ( N ) : - d a t a _ f i b ( M ) , f i b ( M , N ) . 
: - e n t r y f i b ( X , Y) 
f i b ( 0 , 0) 
f i b ( 1 , 1) 
f i b ( M , N) : - Ml i s M - l , M2 i s M - 2 , 
f i b ( M l , N l ) , f i b (M2, N2) . 
N i s N l + N2 . 
num * v a r . 
:— m o d u l e ( d a t a_fi b , 
[ d a t a . f i b / 1] , [] ) . 
:— d a t a d a t a _ f i b / l . 
Fig. 9. Motivating example: source code annotated for analysis and profiling. 
Lets see an example. Suppose that we want to obtain the fibonacci number of N 
where N is in a database (defined by the module data_f ib). Figure 9 shows the code of 
the example annotated for estimating the execution time consumed with CiaoPP [12]. 
If we analyze the example we obtain the error: 
{NOTE (build_adg_res) : Dependency ana lys i s : unbound input va r i ab l e : H} 
that means that the static analysis can not be completed because the input variable M 
is unbounded. 
In this case, due to the program can not be analyzed statically, we can apply the 
profiler to such program for a concrete call. The program has been annotated to define 
the predicate f ibo/1 as cost center. Then, executing the program with the profiler it 
concludes that the execution time is 0.04 ms. 
D Pending Tasks 
We have explained the advantages that the Ciao Prolog Profiler can provide, and we 
have also developed a basic example to know how to use them. However, this pro-
filer can be improved. A mayor integration with Prolog is desirable. Specifically the 
By adding : - use_package(prof i l e r _ u t i l s ) . 
: — m o d u l e ( q s o r t , [ q s o r t / 2 ] , [ p r o f i l e r ] ) . 
q s o r t ( [ X | L ] , R) : -
p a r t i t i o n ( L , X, LI , L2) , 
c o s t _ c e n t e r ( q s o r t l , q s o r t ( L 2 , R2 )) , 
c o s t _ c e n t e r ( q s o r t 2 , q s o r t ( L I , R l ) ) , 
a p p e n d ( R l , [X R2 ] , R ) . 
q s o r t ( [ ] , [ ] ) . 
p a r t i t i o n ( [ ] , _ , [] , [] ) . 
p a r t i t i o n ( [ E | R ] , C, [ E | L e f t l ] , R i g h t ) : -
E < C, ! , 
p a r t i t i o n ( R , C , L e f t l , R i g h t ) , 
p a r t i t i o n ( [ E | R ] , C, L e f t , [E | R i g h t 1 ] ) : -
E > = C, 
p a r t i t i o n ( R , C , L e f t , R i g h t l ) . 
a p p e n d ( [ ] , X, X ) . 
a p p e n d ( [ H | X ] , Y, [ H | Z ] ) : - a p p e n d ( X , Y, Z ) . 
Fig. 10. Motivating example: source code annotated for profiling at literal level. 
prof ile_dump/0 predicate that shows the current status could be migrated to Prolog, 
as well as predicates available in prof i le_base .p l . 
Other pending task is to build examples about the use of the static analysis tech-
niques of programs in which the profiler can be used to compare results. 
E Activation-deactivation of hooks in the engine 
The hooks remain instantiated to dummy functions (that do not perform any work) 
(see 5), until the procedure p r o f i l e / 1 is used over a given goal. In that case, the 
procedure enable_hooks() sets such hooks to concrete functions that perform the 
profiling itself, and when the profiling ends, undoes the changes with the procedure 
disable_hooks(): 
v o i d e n a b l e . h o o ks ( v o i d ) 
i f (! h o o k s . e n a b l e d ) { 
l p h _ r e d o = l p h _ r e d o _ ; 
l p h _ c a l l = l p h _ c a l l _ ; 
l p h _ c u t = l p h _ c u t _ ; 
h o o k s _ e n a b l e d = T R U E ; } } 
v o i d d i s a b l e _ h o o k s ( ) { 
if ( h o o k s . e n a b l e d ) { 
l p h _ r e d o = l p h _ n o o p ; 
l p h _ c a l l = l p h _ c a l l _ n o o p ; 
l p h _ c u t = l p h _ n o o p ; 
h o o k s _ e n a b l e d = F A L S E ; } } 
v o i d l p h _ c a l l _ n o o p ( . . . ) { } 
v o i d l p h _ n o o p ( . . . ) { } 
