ABSTRACT Polar codes have become the channel coding scheme for control channel of enhanced mobile broadband in the fifth generation (5G) communication systems. Belief propagation (BP) decoding of polar codes has the advantage of low decoding latency and high parallelism but suffers from high complexity. In this paper, a low complexity BP decoder is proposed for polar codes. We reduce the computational complexity by two steps. First, the cyclic redundancy check is concatenated to the decoder in order to decrease the number iterations of the BP algorithm. Then, a threshold is proposed based on Gaussian approximation to save the computational complexity of BP nodes. If the log-likelihood ratio of a node in the tanner graph is larger than the threshold, this node is no longer updated during the rest of the decoding process. The simulation results show that the proposed scheme has a similar block error rate performance with the original BP decoder, while the computational complexity is reduced significantly.
I. INTRODUCTION
Polar code proposed by Arikan is the first capacity achieving family of error correction codes for binary-input discrete memoryless channels [1] . Because of the low encoding complexity and capacity achieving property, polar code has supplanted the tail biting convolution code (TBCC), and becomes the channel coding scheme for control channel of enhanced mobile broadband (eMBB) in the fifth generation (5G) communication systems.
The successive cancelation (SC) decoding is the basic decoding algorithm for polar codes with low complexity, but it suffers from high latency and large block error rate (BLER). The successive cancelation list (SCL) decoding algorithm has better performance by maintaining L mostly likely decoding paths, but the complexity is increased with larger L [2] . There are some works that reduce the complexity of the SCL algorithm such as [3] , [4] . A simplified successive cancelation is proposed in [3] . The decoding process of rate one and rate
The associate editor coordinating the review of this manuscript and approving it for publication was Xueqin Jiang. zero constituent codes is simplified to reduce the decoding complexity. A low complexity list successive cancelation decoding algorithm is proposed to significantly reduces the complexity of SCL by making use of two thresholds [4] - [9] proposes irregular polar codes, where polarlization units are irregularly inactivated to achieve additional degrees of freedom for code design. The irregular polar codes can significantly reduce encoding/decoding complexity. Although these extended algorithms based on SC decoding have the advantage of lower complexity and good BLER performance, they still suffer from the inherent decoding schedule and high decoding latency resulted from SC decoding.
Compared with the SC algorithm, the belief propagation (BP) algorithm has the unique advantage of low decoding delay and high parallelism which is suits well with hardware implementation. Therefore, BP decoding has attracted lots of attention. Based on the factor graph representation of the codes [10] , the performance of the BP decoding was investigated in [11] and [12] . The results show that BP algorithm has particular advantages with respect to the decoding latency and throughput. A memory efficient stage-combined BP decoding for polar codes is proposed in [13] which combines two adjacent decoding stages into one stage and correspondingly combines the belief message updating rules. A simplified belief propagation decoder for polar codes is proposed in [14] , where the message updating of some nodes is replaced by assigning prior probabilities for these nodes.
In this paper, a low complexity BP (LCBP) decoding algorithm is proposed. We reduce the computational complexity by two steps. Firstly, cyclic redundancy check (CRC) is concatenated to the decoder. The BP process stops once the decoded information passes the CRC or the iteration number reaches the maximum. Therefore, it reduces the number of iterations. Then a threshold is set to save the computation of BP nodes. If the log-likelihood ratio (LLR) of a BP node is larger than the threshold, this node is no longer updated in the later iterations. The threshold can be set as a fixed value. For better veracity, a threshold calculating algorithm based on Gaussian approximation (GA) is presented. Additionally, the initial log-likelihood ratio (LLR) of every node in the BP factor graph is set to an optimal value based on analysis. Simulation results show that the proposed scheme has similar block error rate (BLER) performance with the original BP decoder, while the computational complexity is reduced significantly. The LLR of BP nodes reach the threshold faster with the designed initial LLR, which further reduces complexity of the BP algorithm. To summarize, our main contributions are as follows:
The complexity of BP algorithm is decreased from three aspects,
• Decrease of iterations for BP algorithm. CRC is connected with information bits. Though this scheme is straightforward, it reduce the iterations significantly.
• Decrease of computation complexity for each iteration. The threshold based on GA is set for each node during the iterations. The theoretical LLR of each node is calculated reasonably. Through this method, computation complexity for each iteration is decreased.
• Faster convergence speed. By initialization of special variable nodes, the LLRs of parts of nodes can be set as infinity instead of calculating during BP process. The convergence speed is accelerated to further reduce the complexity of decoding. The rest of this paper is organized as follows. In section II we introduce the basis of polar codes and BP algorithm. The proposed decoding scheme for polar codes is described in section III. In section IV, we analyze complexity of the proposed scheme, and present simulation results. Finally, section V concludes the paper.
II. PRELIMINARIES
In this section, we introduce polar encoding and the conventional BP decoding algorithm as the basis of of the proposed scheme.
A. POLAR CODES
Polar codes are based on the channel polarization phenomenon which is described as follows: For any binary discrete memoryless channels W , the channels W According to the channel polarization phenomenon, we set the information bits in the sub-channel set which I (W (i) N ) ∈ (1 − δ, 1] and set the frozen bits in the rest of sub-channels to construct the information block u. The common algorithms to calculate the reliability I (W (i) N ) include algorithms based on Bhattacharyya parameters [15] , density evolution (DE) [16] , GA [17] and extrinsic information transfer (EXIT) evolution. Polar encoding is denoted as
. . , u N is the information block, and G N is the generator matrix of order N . The recursive definition of G N is given by
where B N is a permutation matrix. The construction of polar codes can be represented by Fig. 1 using Eq. (1) with N = 2 n = 8, n = 3, where {u 0 , u 1 , . . . , u 7 } denotes the message to be encoded and the {x 0 , x 1 , . . . , x 7 } denotes the codeword by polar coding.
B. BELIEF PROPAGATION DECODER
The process of BP algorithm for polar codes can be represented by a factor graph as shown in Fig. 1 . The factor graph consists of S = log 2 N stages, where each stage has N /2 variable nodes and adjacent stages are connected with each other by N /2 check nodes. There are two types of check nodes, the addition check nodes and the equality check nodes. 
where
which can be simplified by the min-sum approximation [19] as:
The left most variable nodes R 0 0,j are initiated as Eq. (5), and the right most variable nodes L 0 L,j is initiated as Eq. (6). Other nodes are initiated as zero.
During the BP decoding process, messages are propagated iteratively between adjacent stages. R and L start updating from the left most stage to the right most stage, then from the right most stage to the left most stage. After the decoder reaches the maximum iteration number I max ,û N 1 can be hard decoded at the left most nodes as Eq. (7) 
III. THE PROPOSED SCHEME
In this section, we propose a low complexity BP decoder for polar codes. We reduce the computational complexity by two steps. Firstly, the CRC is concatenated to the decoder to reduce the number of iterations. Then a threshold is set to save the update computation of each iteration. If LLR of a variable node is larger than threshold, this node is no longer updated in the later iterations. The LLRs of BP nodes reach the threshold faster with the designed initial LLRs to further reduce the complexity of the BP algorithm.
A. CRC-BP DECODER
The conventional BP decoder of polar codes is updated iteratively until reaching the maximum number of iterations I . With this method, if the decoding of the J -th (J < I ) iteration is succeeds, decoder is unaware of that and propagate the messages continually, hence resulting in extra computational cost. The cyclic redundancy check aided successive cancellation list (CA-SCL) algorithm utilizes the checking information provided by CRC detector in a codeword selection mechanism. In the proposed scheme, CRC results provide a stopping criterion for the iterative decoding. The system model of the CRC-concatenated BP decoder is shown as Fig. 3 . The message u is concatenated with CRC before polar encoding. The length of the CRC in the downlink control channel is 24bits, so the 24-bit-CRC is taken as a example. The 24-bit-CRC is detailed as follow:
Denote the input bits to the CRC computation by u 0 , u 1 , u 2 , u 3 , . . . , u A−1 , and the parity bits by p 0 , p 1 , p 2 , p 3 , . . . , p E−1 , where A is the size of the input sequence and E is the number of parity bits. The parity bits are generated by one of the following cyclic generator polynomials for a CRC length E = 24:
The encoding is performed in a systematic form, which means that in Galois Field(2), the polynomial: (9) yields a remainder equal to 0 when divided by the corresponding CRC generator polynomial, with CRC shift register initialized by all zeros unless stated otherwise.
The bits after CRC attachment are denoted by
The relation between u k and b k is:
In the BP decoder for polar codes, during the message updating, the decoding result of each iterationû is checked by CRC. Iteration is stopped if the result of J -th iteration passes the CRC, instead of continuing till the max iteration number. With that method, the computation of message updating from the (J + 1)-th iteration to the I -th iteration is saved.
B. LOW COMPLEXITY DECODER
During the BP process, LLR are propagated iteratively within the tanner graph. If the absolute value of the LLR is larger, the decision ofû N 1 can be made more reliably. When the message is updated, nodes with larger LLRs improves the reliability of the nodes with small LLRs. Further update of nodes with large LLRs is not necessary. From the above, if the LLR of a node is large enough, it need not be updated. A threshold T is set to determine whether the LLR of a variable node is large enough. If the absolute value of the LLR of the variable node v is larger than T after the J -th iteration, then the updated LLR can be obtained directly by Eq. (12) instead of updating by Eq. (2). variable nodes with large LLRs are defined as stop nodes. The threshold T can be set as a fixed value as follows.
Furthermore, once a stop node is determined, its LLR can be set as a infinite value to accelerate convergence of other nods:
Based on this method, the computational complexity of updating stop nodes during the last I − J iterations can be saved. The saved computational complexity rate (SCCR) of the j-th frozen node is
where N * L denotes the amount of all variable nodes in the factor graph and J i,j denotes the iteration number when the LLR of j-th variable node of the i-th stage reaches the threshold. The total saved computational complexity rate (TSCCR) is defined as follows:
C
. DETERMINATION OF THE THRESHOLD
GA is commonly used in low density parity check (LDPC) codes to approximately trace the probability density function of LLRs during the iteration of BP decoding algorithm [18] . GA is also used in polar codes design [16] . The LLR of each node in Fig. (1) is denoted as a random variable and the probability density function (PDF) of the random variable is denoted as a N . [17] assumed that:
The expectation on either side of Eq. (15) and Eq. (16) is calculated as:
and ϕ(x) is defined as Eq. (20), as shown at the bottom of this page, which can be approximated as Eq. (21), as shown at the bottom of this page. Because m
N is the approximation of the expectation of LLR for each node, it can be regarded as the threshold T of the BP decoding. However, Eq. (15) and Eq. (16) are calculated And the GA algorithm is adjusted as follows
where β (0 < β < 1) is the scaling factor, since the node v i,j may not obtain correct information of node v i,j+2 j . From the above, the expectation of each node's LLR m i,j is set to the threshold T where element T i,j denotes the threshold of node v i,j in Fig. 1 . Since threshold matrix determines the threshold for each node, it is better than setting the threshold as a fixed value for all nodes. Simulation in the next section results show that the threshold based on GA reduces more complexity than a scheme with large threshold and has lower BLER than a scheme with small threshold.
D. INITIALIZATION OF VARIABLE NODES
In the traditional BP decoder for polar codes, the left most variable nodes R 0 0,j are initialized as in Eq. (5), and the right most variable nodes L 0 L,j are initialized as in Eq. (6) . Other nodes are initialized as zero. However, the initial LLR can be properly designed to make the LLR of BP node reaches the threshold faster, thus he complexity of BP algorithm can be reduced further.
We note there is a specific type of 2 × 2 BCB. If both inputs of 2 × 2 BCB are frozen bits (usually are set as all zero sequence) which can be detemined before decoding, then both outputs of 2 × 2 BCB can also be determind (which is zero) because of these bits don't involved in the calculation of information bits during BP process. As a result, the initial LLR of this type variable node is set as infinity,
and
Now we briefly conclude the proposed BP decoding, which is shown as Algorithm 1. After starting the decoding process, we initialize the LLR of each variable nodes. Then the for i = 1 to N , j = 1 to n do 4: if V i,j is frozen node then 5:
Initalize by Eq. (5) and Eq. (6) 8:
end if 9: end for // Left → right 10: for i = 1 to N , j = 1 to n do 11: if R t i+1,j ≤ T i,j then 12: update R t i,j as Eq. (2) 13:
end if 14: end for // Right → left 15: for i = 1 to N , j = 1 to n do 16 :
update L t i,j as Eq. (2) 18:
end if 19: end for 20:û is hard decoded by Eq. (7) end if 24: end for 25: return the decoded codeword:û message is updated iteratively. If the LLR of variable node reaches the threshold, it skips the updating process. After each iteration, the hard decision is checked by CRC. If it passes the CRC, the BP decoding is completed, otherwise the next iteration is updated continually until the iteration number reaches the maximum number which is set up beforehand.
IV. SIMULATION RESULTS
In this section, the simulation results is presented to show that complexity and block error rate (BLER) performance of LCBP algorithm. Firstly the LCBP algorithms is compared with other BP algorithms to demonstrate the effectiveness of the proposed scheme. Then, LCBP is simulated in the 5G control channel to discussed the practicability of proposed scheme.
A. LCBP vs OTHER BP ALGORITHMS
In this subsection, simulations is set up to verify the proposed algorithm. Compared with the variety BP decoding algorithm, the complexity and performance of the proposed algorithm are also analyzed and discussed. As an example, (1024, 512) polar code is used to emulate the proposed decoder with max number of iterations of 60. The simulation results are shown in Fig. 4 to Fig. 5 . Fig. 4 shows the BLER performance of five polar decoding algorithm. They are the min-sum (MS) BP algorithm with conventional iteration scheme, the MS algorithm with round-trip scheme, the scaled min-sum (SMS) algorithm [20] , the express journey for BP (XJ-BP) algorithm [21] and the proposed LCBP algorithm. As the results show, the MS BP algorithm with the round-trip computation scheme considerably outperforms the conventional min-sum algorithm. The performance of the min-sum BP algorithm with round-trip updating is very close to that of the SMS algorithm. The proposed LCBP algorithm yields almost same BLER performance as the BP algorithm with round-trip scheme does. It means that the simplifications for polar codes do not result in any degradation in BLER performance.
The reduction of complexity is shown by two aspects. Firstly, the average numbers of iterations of those algorithms are summarized in the Fig. 5 . It is shown in the figure that the average numbers of iterations of LCBP is smaller than other BP algorithms. Connected with CRC, the efficiency of the BP algorithm is significantly increased. The proposed LCBP needs the least iterations. Secondly, computational complexity is listed in TABLE 1. As a result of threshold based on GA, the computational complexity of each iteration of LCBP is reduced. Above all, combined CRC and threshold, the complexity of polar decoding is decreased significantly by LCBP algorithm. 
B. SIMULATION
An important application field of polar codes is the 5G control channel. The length of downlink control information (DCI) is usually short and the length of format 1 DCI is 40bits. And the length of the CRC in the downlink control channel is 24bits. The code length of downlink control channel with aggregation level (AL) 1 and AL 2 is 128 bits and 256 bits, respectively. The simulation results of a polar code are presented with information length K = 40 and 24-bit-CRC which is detailed in section III.A. The β in Eq. (24) is set as 0.83. The message is encoded into different code length N (128 bits and 256 bits). We use quadri phase shift keying (QPSK) modulation and additive white Gaussian noise (AWGN) channel. The BLER and the TSCCR of proposed scheme are compared with the conventional polar codes. The simulation results are shown in Fig. 6 to Fig.9 .
There are four conclusions that can be obtained from the simulation results. Firstly, Fig. 6 and Fig. 7 show that the LCBP decoder for polar codes can reduce the computational complexity significantly. The computational complexity is reduced more significantly with a smaller threshold. Secondly the Fig. 8 and Fig. 9 shows that the BLER is similar as conventional polar codes if the threshold is suitable. The selection of threshold T is considered with a tradeoff between BLER and TSCCR. If the threshold is selected as big enough (T = 1000 in simulation), the BLER performance of BP based on threshold will be same as conventional BP algorithm. Then comparing with Fig. 6 and Fig. 7 , we find that with a lower code rate, more computational complexity is reduced, because there are more frozen nodes in the factor graph. Finally, combining of the above results, the LCBP algorithm based on GA reduces the complexity significantly without performance loss.
C. ANALYSIS
The saved computational complexity mainly consists of two parts: the saved computational complexity of frozen nodes which are initialized and the saved computational complexity of variable nodes that reach the threshold. The frozen nodes are selected to be initialized, these nodes have large LLRs before propagation and they need not to be updated during the whole BP decoding process. The frozen nodes can be regarded as the main source of the saved computational complexity. The variable nodes are updated iteratively at first. When the threshold is reached, the variable nodes stop updating thereafter, so the stopped nodes are the less important parts for the saved computational complexity.
V. CONCLUSION
In this paper, the LCBP decoding algorithm for polar codes is proposed to reduce the computational complexity of BP decoder. We concatenate the CRC and message as the information bits for polar encoding, which decreases the iteration of BP algorithm. Then the threshold is set to reduce the number of iterations of nodes in factor graph. Finally, The simulation results show that LCBP can reduce the complexity significantly and achieve similar BLER performance compared with conventional BP decoding. 
