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Abstract
This thesis aims at extending the port-Hamiltonian (pH) approach to continuum mechanics
in higher geometrical dimensions (particularly in 2D). The pH formalism has a strong mul-
tiphysics character and represents a unified framework to model, analyze and control both
finite- and infinite-dimensional systems. Despite the large literature on this topic, elasticity
problems in higher geometrical dimensions have almost never been considered. This work
establishes the connection between port-Hamiltonian distributed systems and elasticity prob-
lems. The originality resides in three major contributions. First, the novel pH formulation
of plate models and coupled thermoelastic phenomena is presented. The use of tensor cal-
culus is mandatory for continuum mechanical models and the inclusion of tensor variables
is necessary to obtain an intrinsic, i.e. coordinate free, and equivalent pH description. Sec-
ond, a finite element based discretization technique, capable of preserving the structure of the
infinite-dimensional problem at a discrete level, is developed and validated. This methodology
relies on an abstract integration by parts formula and can be applied to linear and non-linear
hyperbolic and parabolic systems. Several finite elements for beams and plates structures
are proposed and tested. The discretization of elasticity problems in port-Hamiltonian form
requires the use of non-standard finite elements. Nevertheless, the numerical implementation
is performed thanks to well-established open-source libraries, providing external users with
an easy to use tool for simulating flexible systems in port-Hamiltonian form. Third, flexible
multibody systems are recast in pH form by making use of a floating frame description valid
under small deformations assumptions. This reformulation include all kinds of linear elastic




Cette thèse vise à étendre l’approche port-Hamiltonienne (pH) à la mécanique des milieux
continus dans des dimensions géométriques plus élevées (en particulier on se focalise sur la
dimension 2). Le formalisme pH, avec son fort caractère multi-physique, représente un cadre
unifié pour modéliser, analyser et contrôler les systèmes de dimension finie et infinie. Malgré
l’abondante littérature sur ce sujet, les problèmes d’élasticité en deux ou trois dimensions
géométriques n’ont presque jamais été considérés. Dans ce travail de thèse la connexion en-
tre problèmes d’élasticité et systèmes distribués port-Hamiltoniens est établie. L’originalité
apportée réside dans trois contributions majeures. Tout d’abord, une nouvelle formula-
tion pH des modèles de plaques et des phénomènes thermoélastiques couplés est présen-
tée. L’utilisation du calcul tensoriel est obligatoire pour modéliser les milieux continus et
l’introduction de variables tensorielles est nécessaire pour obtenir une description pH équiva-
lente qui soit intrinsèque, c’est-à-dire indépendante des coordonnées choisies. Deuxièmement,
une technique de discrétisation basée sur les éléments finis et capable de préserver la struc-
ture du problème de la dimension infinie au niveau discret est développée et validée. Cette
méthodologie repose sur une formule d’intégration par parties abstraite et peut être appliquée
aux systèmes hyperboliques et paraboliques linéaires et non linéaires. Plusieurs éléments finis
pour les structures minces (poutres et plaques) sont proposés et testés. La discrétisation des
problèmes d’élasticité écrits en forme port-Hamiltonienne nécessite l’utilisation d’éléments
finis non standards. Néanmoins, l’implémentation numérique est réalisée grâce à des bib-
liothèques open source bien établies, fournissant aux utilisateurs externes un outil facile à
utiliser pour simuler des systèmes flexibles sous forme pH. Troisièmement, une nouvelle for-
mulation pH de la dynamique multicorps flexible est dérivée. Cette reformulation, valable
sous de petites hypothèses de déformations, inclut toutes sortes de modèles élastiques linéaires
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R.1 Contexte et motivations
Ce travail vise à explorer le formalisme port-Hamiltonien (pH) comme paradigme de modélisa-
tion, en particulier pour le cas des structures flexibles. Ce formalisme bénéficie de nombreuses
propriétés intéressantes, car il combine intrinsèquement la géométrie avec la théorie des
réseaux et du contrôle [vdS06]. Une caractéristique puissante de ce formalisme, en particulier
pour la tâche de modélisation, est sa modularité. Les systèmes port-Hamiltonien (pHs) de
dimension finie peuvent être facilement interconnectés entre eux [CvdSB07]. L’interconnexion
est également possible dans le cas de dimension infinie [KZvdSB10, Aug20]. Finalement, il est
également possible de coupler des systèmes pH finis et infinis [Pas06]. Cette fonctionnalité est
particulièrement utile pour simplifier la tâche de modélisation dans les analyses préliminaires,
ou, au contraire, pour réaliser des modèles haute fidélité de phénomènes multiphysiques com-
plexes.
Le cadre port-Hamiltonien a été largement utilisé pour modéliser et contrôler des sys-
tèmes distribués issus de divers modèles physiques: poutres de Timoshenko [MM04] et Euler-
Bernoulli [ACRMA17], propagations d’ondes acoustiques [TRLGK18], réacteurs chimiques
[RMS13], plasma dans les tomahawks [VNLF16] et interactions fluide-structure [CRMPB17].
La grande majorité de ces exemples se réfèrent à des modèles unidimensionnels. En ef-
fet, pour les systèmes pH linéaires unidimensionnels avec un opérateur anti-adjoint général-
isé, [LGZM05] donne des conditions sur l’affectation des entrées et sorties aux limites pour
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que l’opérateur système génère un semi-groupe de contraction. Ce résultat a été largement
utilisé pour construire des contrôleurs de frontière passifs pour les systèmes hyperboliques
[VZLGM09, MLGRZ16, MLGR20].
Depuis leur introduction, les systèmes port-Hamiltoniens distribués (dpH) ont été définis
sur des domaines spatiaux multidimensionnels en utilisant le langage des formes différentielles
[vdSM02]. Dans [Vil07], la modélisation pH et l’approche en semi-groupe de systèmes à di-
mension infinie sont combinées. Dans cet article, le cas des domaines multidimensionnels
n’est que brièvement discuté. De nombreux exemples de pHs sur des domaines multidimen-
sionnels sont détaillés dans [DMSB09, Chapitre 4]. Cependant, les résultats d’existence et
d’unicité n’y sont pas présentés. Une première contribution en ce sens peut être trouvée dans
[KZ15], où les auteurs démontrent l’existence et l’unicité de l’équation d’onde linéaire dans
des dimensions géométriques arbitraires. Le récent article [Skr19] généralise ce résultat pour
traiter le cas des pHs linéaires génériques du premier ordre dans des dimensions géométriques
arbitraires. Malgré toute cette littérature préexistante, les modèles issus de la mécanique
structurale sur des domaines multidimensionnels n’ont quasiment jamais été considérés (à
l’exception notable de [MMB05] pour la modélisation de la plaque de Mindlin).
Le potentiel du formalisme pH comme paradigme de modélisation a été récemment ex-
ploré par les chercheurs. Par exemple, dans [EK18], les auteurs considèrent un modèle port-
Hamiltonien pour la propagation des ondes de pression dans les réseaux des tuyaux. En
employant un schéma d’éléments finis mixtes, les auteurs réalisent une discrétisation préser-
vant la structure du modèle d’origine. Un algorithme de réduction de modèle pour ce modèle
discrétisé de réseau de pipelines est ensuite discuté dans [EKLS+18]. Ces travaux récents
confirment la validité de ce cadre pour aborder des scénarios d’application complexes et
soulignent l’importance des algorithmes de discrétisation préservant la structure. Disposer de
méthodologies capables de construire des discrétisations fiables est important non seulement
pour la simulation, mais aussi à des fins de contrôle. En particulier, dans [TWRLG20], les
auteurs développent une méthode de synthèse systématique pour la conception de contrôleurs-
observateurs pour le contrôle frontière des pHs sur des domaines spatiaux unidimensionnels.
Pour construire l’observateur, une version discrétisée appropriée du système est supposée
disponible.
Cette thèse tente d’établir un lien clair entre les modèles de la mécanique structurale
linéaire en dimension n-D et les systèmes port-Hamiltoniens, à la fois pour les tâches de
modélisation et de discrétisation. Ces deux finalités sont en effet fortement liées dans le
contexte des pHs. Pour obtenir une formulation pH pour les modèles d’élasticité, il faut
introduire la variable d’effort, associée à l’énergie de déformation, comme inconnue principale
supplémentaire. Ajouter la variable de contrainte comme inconnue est le point de départ des
éléments finis mixtes [Arn90]. Cela conduit à la décomposition de l’opérateur elliptique initial
(c’est-à-dire le Laplacien ou bi-Laplacien), en deux opérateurs formellement adjoints. Par
conséquent, la dynamique est régulée par un opérateur adjoint formellement antisymétrique,
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conduisant ainsi à un système Hamiltonien. Après avoir effectué une intégration par parties,
une discrétisation mixte est immédiatement réalisée [Jol03]. Ce raisonnement très concis
élucide de manière informelle le lien étroit entre la modélisation port-Hamiltonienne de la
mécanique des milieux continuum et les éléments finis mixtes.
R.2 Plan de la thèse
L’organigramme de la thèse est illustré sur la Fig. 1. La thèse est divisée en quatre parties
principales.
Partie I (Chapitres 1, 2) Cette partie donne une introduction générale des travaux sur
les systèmes pH. Le chapitre 2 rappelle brièvement ce que sont les systèmes pH de dimension
finie ou infinie et comment ces systèmes sont profondément liés à la structure géométrique de
Dirac ou de Stokes-Dirac (pour le cas de dimension finie et infinie respectivement).
Partie II (Chapitres 3, 4, 5) Cette partie est consacrée à la formulation de modèles pH
appropriés d’élasticité et de thermoélasticité. Cette partie est subdivisée en trois chapitres.
• Le chapitre 3 détaille la formulation pH pour l’élasticité linéaire n-D générale.
• Une formulation pH des modèles des plaques minces (Kirchhoff-Love) et épaisses (Mindlin-
Reissner) est donnée dans le chapitre 4.
• Le problème thermoélastique linéaire entièrement couplé est modélisé comme un système
pH couplé dans le chapitre 5.
Partie III (Chapitres 6, 7, 8) Cette partie est consacrée à la discussion et à l’implémentation
du principal outil de discrétisation: la méthode des éléments finis partitionnés (PFEM). Cette
méthode est une extension naturelle des éléments finis mixtes pour la discrétisation des pHs.
Cette partie se compose de trois chapitres.
• Une description détaillée du principe de fonctionnement de PFEM est donnée au chapitre 6
dans le corps principal de la thèse. Les bases d’approximation de cette discrétisation ne
sont pas explicitement définies dans ce chapitre, car la méthode peut être implémentée
en utilisant soit des éléments finis, soit des méthodes spectrales.
• Une étude de convergence de plusieurs éléments finis est illustrée au chapitre 7 pour
la flexion de structures minces (poutres et plaques). Il ne s’agit en aucun cas d’une
analyse mathématique rigoureuse de la convergence. Cependant, grâce à des résultats
préexistants dans la littérature, les estimations d’erreur sont conjecturées et validées
par des expériences numériques.
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• Le chapitre 8 est dédié aux applications de la méthode PFEM. En particulier, l’accent
est mis sur la stabilisation par injection d’amortissement, l’application des conditions
aux limites mixtes et la validation du modèle pH thermoélastique pour une solution
analytique.
Partie IV (Chapitres 9, 10) Dans cette partie, une formulation pH des systèmes multi-
corps flexibles est discutée et validée. Le chapitre 9 détaille la dérivation d’un système pH
associé à un corps flottant flexible sous l’hypothèse des petites déformations. Plusieurs appli-
cations sont alors considérées dans le chapitre 10.
R.3 Modélisation port-Hamiltonien des structures flexibles
Dans cette section, un résumé concis des résultats concernant la modélisation de l’élasticité
et la thermoélasticité linéaire est reporté. Une discussion détaillée peut être retrouvée dans
les chapitres 3, 4 et 5.
L’élasticité linéaire comme système port-Hamiltonien
Dans cette section, une formulation port-Hamiltonienne de l’élasticité est déduite du prob-
lème classique d’élastodynamique. Il faut souligner que, déjà dans les années soixante-dix, une
formulation purement hyperbolique de l’élasticité a été détaillée [HM78]. Le point manquant
est le lien clair avec la théorie des EDP Hamiltoniens. Une formulation Hamiltonienne peut
être trouvée dans [Gri15, Chapitre 16], mais sans aucun lien avec le concept de structure de
Stokes-Dirac induit par la géométrie sous-jacente.
Variables d’énergie et de co-énergie Considérons un ensemble ouvert connecté Ω ⊂
Rd, d ∈ {2, 3}. Dans le cadre de l’élasticité linéaire, le déplacement u dans un continuum




−Div(D Gradu) = 0, x ∈ Ω.
où ρ est la densité et D est le tenseur de rigidité (cf. Eq. 3.5). Les opérateurs différentielles
Div, Grad sont définis dans l’appendice A. Pour dériver une formulation pH, l’énergie totale,





ρ ‖∂tu‖2 + Σ .. ε
}
dΩ.
La notation A ..B = Tr(A>B) = ∑i,j AijBij désigne la contraction des tenseurs. Souvenez-
vous que ε = Gradu et Σ = Dε. Les variables d’énergie sont alors l’impulsion linéaire et le
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champ de déformation
αv = ρv, Aε = ε,







‖αv‖2 + (DAε) ..Aε
}
dΩ.

























La première équation du système est la conservation du moment linéaire. La seconde représente
une condition de compatibilité. Le théorème 2 assure que l’opérateur différentiel est formelle-
ment anti-adjoint (on peut également trouver ce résultat dans [PZ20, Lemme 3.3], disponible
sous la forme de pré-impression arXiv).
















ev · (Eεn) dS = 〈ev, Eεn〉L2(∂Ω,Rd) .
L’imposition du champ de vitesse le long de la frontière ev = ∂tu correspond à une
condition de Dirichlet. Si c’est la traction qui est imposée Eεn = Σn = t, on a une condition
de Neumann. Considérons une partition de la frontière ∂Ω = ΓN ∪ ΓD et ΓN ∩ ΓD = {∅},
où une condition de Dirichlet et une condition de Neumann s’appliquent respectivement aux
sous-ensemble ouvert ΓD et ΓN (voir Fig. 3.2). Ensuite, la formulation pH finale devient










































où γΓ∗0 , ∗ = {D,N} désigne la trace sur l’ensemble Γ∗, soit γΓ∗0 ev = ev|Γ∗ . De plus, γΓ∗n
désigne la trace normale sur l’ensemble Γ∗, à savoir γΓ∗n Eε = Eεn|Γ∗ . Les opérateurs de
frontière B∂ , C∂ sont non bornés.
Le modèles de plaques en forme port-Hamiltonien
Dans cette section on résume les modèles port-Hamiltonien de plaques minces. On s’intéresse
en particulier aux modèles dus à Mindlin [Min51] (plaques épaisses) et Kirchhoff (plaques
minces).
Plaque de Mindlin Ce modèle décrit les déformations des plaques modérément épaisses,
i.e. le rapport entre l’épaisseur et la longueur est de l’ordre de 10−1. Le système final est
donné par 2 EDP couplées ayant comme inconnus le déplacement vertical w et la rotation










= DivM + q,
où h est l’épaisseur, M = Db Gradθ et q = KshGh (gradw − θ). Ω ⊂ R2 est un domaine
connecté et borné. Le tenseur de rigidité à flexion Db est donné, dans la cas d’un matériel
isotrope, par l’Eq. (4.11). Ksh est le facteur correctif du au cisaillement et G le module du
cisaillement.














∥∥∥∥2 +M .. κ+ q · γ
}
dΩ,
où κ = Gradθ, γ = gradw − θ. Le choix des variables d’énergie est le même que dans












αγ = γ. Déformation au cisaillement.
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‖αθ‖2 + (DbAκ) ..Aκ + (Dsαγ) ·αγ
}
dΩ,




















= q Effort tranchant.










0 0 0 div
0 0 Div I2×2
0 Grad 0 0








Nous allons maintenant établir le bilan énergétique total en termes de variables au bord car





{wt qn + ωnMnn + ωsMns} ds.
Le résultat est obtenu en appliquant le théorème de Stokes. Les variables au bord (illustrées
dans la Fig. 4.2) sont définies comme suit:
Effort de cisaillement qn := q · n = eγ · n,
Moment de flexion Mnn := M .. (n⊗ n) = Eκ .. (n⊗ n),
Moment de torsion Mns := M .. (s⊗ n) = Eκ .. (s⊗ n),
Étant donné deux vecteurs a ∈ Rn, b ∈ Rm, la notation a⊗ b = ab> ∈ Rn×m désigne le
produit extérieur (ou dyadique) de deux vecteurs. Les vecteurs n et s désignent les vecteurs
unitaires normaux et tangentiels à la frontière, comme le montre la Fig. 4.3. Les variables
conjuguées au sens de la puissance sont




Rotation en flexion ωn :=
∂θ
∂t
· n = eθ · n
Rotation en torsion ωs :=
∂θ
∂t
· s = eθ · s.
,
Considérons une partition de la frontière ∂Ω = ΓC ∪ΓS ∪ΓF , ΓC ∩ΓS ∩ΓF = {∅}. Les sous-
ensembles ouverts ΓC , ΓS , ΓF peuvent être vides. Les conditions aux limites de la plaque
Mindlin [DHNLS99] (voir Fig. 4.4) qui sont considérées sont:
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• Encastrement (C) sur ΓC ⊆ ∂Ω: wt, ωn, ωs connus;
• Bord simplement appuyé (S) sur ΓS ⊆ ∂Ω: wt, ωs, Mnn connus;
• Bord libre (F) sur ΓF ⊆ ∂Ω: Mnn, Mns, qn connus.










0 0 0 div
0 0 Div I2×2
0 Grad 0 0












γΓC0 0 0 0
0 γΓCn 0 0
0 γΓCs 0 0
γΓS0 0 0 0
0 γΓSs 0 0
0 0 γΓSnn 0
0 0 γΓFnn 0
0 0 γΓFns 0









 , y∂ =

0 0 0 γΓCn
0 0 γΓCnn 0
0 0 γΓCns 0
0 0 0 γΓSn
0 0 γΓSns 0
0 γΓSn 0 0
0 γΓFn 0 0
0 γΓFs 0 0










où γΓ∗0 a = a|Γ∗ désigne la trace sur l’ensemble Γ∗, ∗ = {C, S, F}. De plus, les notations
γΓ∗n a = a ·n|Γ∗ , γΓ∗s a = a · s|Γ∗ indiquent respectivement les traces normales et tangentielles
sur l’ensemble Γ∗. Les symboles γΓ∗nn, γΓ∗ns désignent la trace normale-normale et la trace
normale-tangentielle des fonctions tensorielles γΓ∗nnA = A .. (n⊗n)|Γ∗ , γΓ∗nsA = A .. (n⊗ s)|Γ∗ .
Plaque de Kirchhoff Le modèle de Kirchhoff correspond à une EDP scalaire qui décrit
l’évolution du déplacement vertical pour des plaques minces (rapport entre épaisseur et
longueur de l’ordre de 10−2 − 10−3). Le modèle peut être dérivé en utilisant le principe
de Hamilton et est donné par l’équation suivante (pour les calculs détaillés, le lecteur peut




= −div Div(Db Grad gradw), (x, y) ∈ Ω.














où κ = Grad gradw, M = Db Grad gradw. En ce qui concerne le choix des variables
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, Moment linéaire, Aκ = κ, Tenseur de corbure.






, Vitesse linéaire, Eκ :=
δH
δAκ
= M , Tenseur de moment.
















La première équation représente la dynamique, la seconde le fait que les dérivés d’ordre
supérieur commutent. Le théorème 5, détaillé dans le manuscrit, assure que l’opérateur qui




{wt q̃n + ∂nwtMnn} ds.
Les variables au bord sont définies
Effort de cisaillement q̃n := −n ·Div(Eκ)− ∂sMns,
Moment de flexion Mnn := M .. (n⊗ n) = Eκ .. (n⊗ n).
Les variables conjuguées au sens de la puissance sont données par




Rotation en flexion ∂nwt := ∇ew · n.
Considérons une partition de la frontière ∂Ω = ΓC ∪ ΓS ∪ ΓF , ΓC ∩ ΓS ∩ ΓF = {∅}, où
ΓC ,ΓS ,ΓF sont des sous-ensembles ouverts de ∂Ω. Les conditions aux limites pour la plaque
de Kirchhoff [GSV18] sont les suivantes (voir Fig. 4.5):
• Encastrée (C) sur ΓC ⊆ ∂Ω: wt, ∂nwt connu;
• Appui simple (S) sur ΓS ⊆ ∂Ω: wt, Mnn connu;
• Libre (F) sur ΓF ⊆ ∂Ω: q̃n, Mnn connu.
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où γΓ∗0 a = a|Γ∗ et γΓ∗1 a = ∂na|Γ∗ désignent respectivement la trace et la trace dérivée normale
sur l’ensemble Γ∗. Le symbole γΓ∗nn,1 désigne la trace γΓ∗nn,1A = −n ·DivA−∂s(A .. (n⊗s))|Γ∗ ,
tandis que γΓ∗nnA = A .. (n⊗n)|Γ∗ indique la trace normale-normale d’une fonction tensorielle.
Le problème thermoélastique linéaire couplé
Pour les problèmes thermoélastiques linéaires, on s’aperçoit que les modèles classique peu-
vent être réécrits comme deux systèmes port-Hamiltonien couplés. Considérons à nouveau



































{αv · ev +Aε ..Eε} dΩ.































où les variables sont définies comme suit
αT := ρcε(T − T0), eT :=
T − T0
T0
=: θ, jQ := −k gradT.
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Les paramètres cε, k, T0 sont la capacité thermique à déformation constante, le coefficient
de diffusivité et une température de référence. L’entrée uT joue le rôle d’une source de









uE = −Div(Cβ yT ), uT = −Cβ ..Grad(yE).
où on a introduit l’opérateur de couplage
Cβ := T0β(2µ+ 3λ)Id×d,
avec β le coefficient de dilatation thermique et λ, µ les coefficients de Lamé. L’interconnexion
préserve l’énergie car elle peut être écrite de manière compacte comme
uE = Aβ(yT ), uT = −A∗β(yE), where Aβ(·) = −Div(Cβ ·),
où A∗β indique l’adjoint formel. Le problème thermoélastique couplé peut maintenant être
écrit comme
1 0 0 0
0 1 0 0
0 0 1 0









0 Div Aβ 0
Grad 0 0 0
−A∗β 0 0 −div








Le bilan de puissance global est facilement calculé comme
Ḣ = ḢE + ḢT ≤
∫
∂Ω
{[Eε − eTCβ] · n} · ev dS −
∫
∂Ω
eT jQ · n dS.
Le système final et le bilan de puissance associé sont identiques aux résultats reportés dans
[Car73, page 326, 332]. Soit une partition de la frontière ∂Ω = ΓED ∪ ΓEN = ΓTD ∪ ΓTN pour le
domaine élastique et thermique. Les conditions aux limites générales sont données par (voir
Fig. 5.1)
ev connu sur ΓED × (0,+∞),
(Eε − CβeT ) · n connu sur ΓEN × (0,+∞),
eT connu sur ΓTD × (0,+∞),
jQ · n connu sur ΓTN × (0,+∞).
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À partir du bilan de puissance, les conditions aux limites classiques sont extraites. Cela



































n (Cβ ·) 0
γ
ΓEN
0 0 0 0

















R.4 Développement de la méthode PFEM
Dans cette section on résume les résultats concernant la développement d’une méthode de dis-
crétisation reposant sur les éléments finis. Cette partie est traitée en détail dans les chapitres
6, 7, 8.
Une discrétisation préservant la structure est capable de construire un système pH équiv-
alent qui possède les propriétés structurelles du modèle d’origine:
Système pH de dimension infinie
EDP avec entrées distribuées:
∂tα(x, t) = J δαH + BuΩ(x, t),
yΩ(x, t) = B∗δαH.
Conditions aux limites:
u∂ = B∂δαH, y∂ = C∂δαH.





u∂ · y∂ dS +
∫
Ω
uΩ · yΩ dΩ.
Discretisation préservant la structure
EDO résultante:
α̇d = J∇Hd + BΩuΩ + B∂u∂ ,
yΩ = B>Ω ∇Hd,
y∂ = B>∂ ∇Hd.
Hamiltonien discrétisé:
Hd := H(α ≡ αd).
Bilan de puissance discret:
Ḣ = u>∂ y∂ + u>ΩyΩ.
Dans cette thèse, la méthode des éléments finis partitionnés (PFEM), présentée à l’origine
dans [CRML18, CRML19], est choisie pour obtenir des modèles discrétisés des dpHs. Les élé-
ments finis variationnels ont été largement utilisés pour discrétiser des systèmes hyperboliques
linéaires fermés [Jol03]. On montrera que PFEM étend le cadre détaillé dans [Jol03] aux sys-
tèmes Hamiltoniens ouverts (c’est-à-dire contrôlés par les limites). De plus, il est également
applicable aux systèmes non linéaires §6.1.2 et aux systèmes paraboliques §8.3 (voir aussi
[SHM19a, SHM19b]). Cette procédure de discrétisation se résume à trois étapes simples
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1. Le système est écrit sous une forme faible;
2. Une intégration par parties est appliquée pour mettre en évidence le contrôle frontière
approprié;
3. Une méthode de Galerkin est utilisée pour obtenir un système de dimension finie. Pour
les bases d’approximation, la méthode des éléments finis est utilisée ici, mais des méth-
odes spectrales peuvent également être utilisées.
Une fois le système mis en forme faible, un sous-ensemble d’équations est intégré par
parties, de sorte que les variables limites sont naturellement incluses dans la formulation et
apparaissent comme des entrées de contrôle, les sorties colocalisées étant définies en con-
séquence. La discrétisation des variables d’énergie et de co-énergie (et les fonctions de test
associées) conduit directement à une représentation de rang complet pour le système pH de
dimension finie. Cette approche rend possible l’utilisation de logiciels FEM, comme FEniCS
[LMW+12], ou Firedrake [RHM+17]. La procédure est universelle, car elle repose sur une
formule générale d’intégration par parties qui caractérise les pHs multidimensionnels.
Pour pouvoir appliquer cette méthodologie, deux hypothèses doivent être vérifiées.
Hypothèse R.1 (Structure partitionnée du système)







L∗ : L2(Ω,B)→ L2(Ω,A),
L : L2(Ω,A)→ L2(Ω,B),
où A, B sont des espace des scalaires, vecteurs, tenseurs ou un produit cartésien d’eux.
Hypothèse R.2 (Formule d’intégration par partie abstraite)
Une formule d’intégration par partie abstraite, qui permet d’identifier des opérateurs au bord,
est vérifiée (cf. hypothèse 3)
〈u2, Lu1〉L2(Ω,B) − 〈L
∗ u2, u1〉L2(Ω,A) = 〈N∂,1u1, N∂,2u2〉L2(∂Ω,Rm) .
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Les variables au bord sont alors données par
u∂ = N∂,2δα2H, y∂ = N∂,1δα1H,
ou bien
u∂ = N∂,1δα1H, y∂ = N∂,2δα2H.
L’application de la méthode donne lieu à deux formulations avec causalité opposée. En




























































Dans le Chapitre 6 la construction des matrices est expliquée de manière détaillée.
Exemple: les équations de Saint-Venant irrotationnelle (cf. §8.1.2) Un exemple
















u∂ = −δαvH · n,
y∂ = δαhH,








αh ‖αv‖2 + ρgα2h
}
dΩ,
avec g l’accélération de gravité. On peut donc utiliser la méthode PFEM pour simuler le
système. Un cas d’application consiste à stabiliser ce modèle autour d’une certaine hauteur
à travers la loi de commande suivante
u∂ = −k(y∂ − ydes∂ ), ydes∂ = ρghdes, k > 0.
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où αdesh = hdes, a une dérivée en temps semi-défini négative. Selon le principe de LaSalle pour
un système de dimension infini [Hen06], le point
αh = hdes, αv = 0,
est asymptotiquement stable.
Les instantanés de la simulation sont rassemblés dans la Fig. 3. L’évolution de l’Hamiltonien
et de la fonction de Lyapunov (Fig. 2) montrent clairement que, alors que la fonction de Lya-
punov diminue de manière monotone, l’Hamiltonien oscille autour de l’équilibre souhaité.


















(a) Énergie totale (Hamiltonien)




















(b) Fonctionnelle de Lyapunov
Figure 2: Énergie totale et fonction de Lyapunov pour les équations des Saint Venant.
Le cas linéaire
Dans le cas linéaire, une simplification majeure se produit puisque la loi de comportement
reliant les variables d’énergie et de co-énergie est facilement inversible. Cela permet une de-
scription basée uniquement sur des variables de co-énergie.
Pour rendre le système linéaire, une hypothèse supplémentaire est introduite.
Hypothèse R.3 (Hamiltonien quadratique séparable)
On suppose que l’Hamiltonien est une fonctionnelle quadratique positive par rapport aux vari-
ables d’énergie α1, α2. De plus, l’Hamiltonien est considéré comme séparable par rapport à
α1, α2 (cette hypothèse est toujours satisfaite pour les systèmes considérés). Par conséquent,
















































































































































































































(h) t = 3 [s]
Figure 3: Instantanés à différents moments de la simulation pour les équations irrotationnelles
de Saint Venant contrôlées à la frontière.
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il peut être exprimé comme
H = 12 〈α1, Q1α1〉L2(Ω,A) +
1
2 〈α2, Q2α2〉L2(Ω,B) ,
où Q1, Q2 sont des opérateurs symétriques positifs, bornés inférieurement et supérieurement
m1IA ≤ Q1 ≤M1IA, m2IB ≤ Q2 ≤M2IB, m1 > 0, m2 > 0, M1 > 0, M2 > 0,
où IA, IB sont les opérateurs d’identité dans A, B respectivement. En raison de cette
hypothèse, les variables de co-énergie sont données par
e1 := δα1H = Q1α1, e2 := δα2H = Q2α2
Puisque Q1, Q2 sont positifs bornés inférieurement et supérieurement, il est possible de les
inverser pour obtenir
α1 = Q−11 e1 =M1e1, α2 = Q−12 e2 =M2e2, M1 := Q−11 , M2 := Q−12 .
L’Hamiltonien s’écrit alors en termes de variables de co-énergie comme
H = 12 〈e1,M1e1〉L2(Ω,A) +
1
2 〈e2,M2e2〉L2(Ω,B) .






















Les variables au bord deviennent
u∂ = N∂,2e2, y∂ = N∂,1e1,
ou alors
u∂ = N∂,1e1, y∂ = N∂,2e2.
L’application de la méthode PFEM amène à la discrétisation suivante une fois que l’opérateur
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L’hypothèse R.2 garantit une condition de causalité uniforme, c’est à dire avec une con-
dition aux limites homogène (i.e. seulement Neumann ou seulement Dirichlet). Néanmoins
cette méthode permet de prendre un compte des conditions aux limites mixtes, soit à travers
l’introduction des multiplicateurs de Lagrange (cf. §6.2.1), soit en utilisant une méthode de
décomposition de domaine virtuelle (cf. 6.2.2). En particulier l’exemple suivant utilise des
multiplicateurs de Lagrange pour imposer des conditions aux limites mixtes.
Exemple: la plaque de Kirchhoff avec contrôle sur le bord libre (cf. §8.1.1) On
considère comme exemple la stabilisation frontière d’une plaque de Kirchhoff encastrée sur


















(x, y) ∈ Ω = [0, 1]× [0, 1]
soumis aux conditions homogènes de Dirichlet suivantes
∂tew|ΓD = 0,
∂xew|ΓD = 0,
ΓD = {x = 0} ,
et avec contrôle frontière donné par
u∂,q = q̃n|ΓN = −n ·DivEκ − ∂s(Eκ
.. (n⊗ s))|ΓN ,
u∂,m = mnn|ΓN = Eκ
.. (n⊗ n)|ΓN ,
ΓN = {y = 0 ∪ x = 1 ∪ y = 1} .
Les sorties conjuguées sont données par
y∂,q = ew|ΓN ,
y∂,m = ∂new|ΓN .
La loi de commande suivante stabilise asymptotiquement le système (cf. [Lag89])
u∂,q = −kqew|ΓN = −kqy∂,q,
u∂,m = −km∂new|ΓN = −kmy∂,m,
kq > 0,
km > 0.
Le Hamiltonien discret décroit à zéro en 4 secondes (Fig. 4). Des instantanés de la vitesse
verticale sont rapportés dans la Fig. 5.
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Figure 4: Évolution de l’Hamiltonien pour la plaque de Kirchhoff encastrée.
Choix des éléments finis et ordre des convergence
Même si une étude de convergence mathématiquement rigoureuse ne fait pas l’objet de ce
manuscrit, dans le chapitre 7 plusieurs éléments finis sont validés et testés pour le modèles
de poutres et de plaques.
La discrétisation de la poutre d’Euler-Bernoulli peut être obtenue de trois manières dif-
férentes:
1. Soit en utilisant des éléments d’Hermite pour la vitesse et des éléments de type Galerkin
Discontinus pour l’effort (cf. Eq. (7.2)).
2. Soit, d’une manière symétrique, en utilisant des éléments Galerkin Discontinus pour la
vitesse et des éléments d’Hermite pour l’effort (cf. Eq. (7.5)).
3. On peut aussi réduire la régularité demandée aux éléments en utilisant des éléments de
Lagrange pour toutes les variables (cf. Eq. (7.8)).
Pour la plaque à Mindlin plusieurs stratégies sont possibles pour la discrétisation
1. Si une discrétisation purement mixte est considérée on peut:
• soit utiliser les éléments Bécache-Tsogka-Joly BTJ (cf. Eq. (7.11)) si on souhaite
imposer la symétrie du tenseur des efforts d’une manière forte.
• soit utiliser les éléments Arnold-Falk-Winther AFW (cf. Eq. (7.14)) si la symétrie
du tenseur des efforts est imposée d’une manière faible.
La différence structurelle entre les deux réside dans le fait que le première utilise des
éléments carrés, tandis que le deuxième est basée sur des éléments triangulaires.






























Vertical velocity (t =0.15[s])






























Vertical velocity (t =0.30[s])






























Vertical velocity (t =0.50[s])






























Vertical velocity (t =0.70[s])






























Vertical velocity (t =1.20[s])






























Vertical velocity (t =1.65[s])






























Vertical velocity (t =2.80[s])






























Vertical velocity (t =5.00[s])
(h) t = 5 [s]
Figure 5: Instantanés à différents moments de la simulation de la plaque de Kirchhoff contrôlée
au bord.
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2. Si on utilise une méthode de type mixte-dual (aussi nommée primal-dual dans [Jol03])
les éléments Continuous Galerkin, Discontinuous Galerkin CGDG (cf. Eq. (7.21))
peuvent être utilisé. Ces éléments sont plus lourds au niveau computationnelle mais la
symétrie du tenseur des efforts ne pose pas des problèmes.
Pour la plaque à Kirchhoff deux éléments sont proposés
1. Les éléments dus à Hellan-Herrmann-Johnson (7.16) [Hel67, Her67, Joh73] peuvent être
utilisés pour obtenir une discrétisation non conforme du problème.
2. Une discrétisation de type dual mixte peut également être utilisée (voir Eq. (7.24)). Les
éléments sous-jacents sont très lourds car ils possèdent beaucoup des degrés de liberté.
Une autre possibilité consisterait à utiliser des éléments div-Div conformes. Des éléments
finis conformes pour l’espace Hdiv Div ont été récemment proposés [CH20]. Une implémenta-
tion efficace de ces éléments n’est pas encore disponible et pour cela cette discrétisation n’est
pas considérée.
Pour tout ce qui concerne l’ordre de convergence pour les éléments finis utilisés on renvoie
le lecteur au chapitre 7, où plusieurs conjectures sont proposées pour les estimations d’erreurs.
R.5 Modélisation port-Hamiltonien des systèmes multi-corps
flexibles
Dans le chapitre 9, une description pH de la dynamique flexible sous de grands déplace-
ments de corps rigides et petites déformations est détaillée. En partant de l’équation générale
de la dynamique rigide-flexible d’un corps flottant, un système port-Hamiltonien équivalent
est trouvé par une sélection appropriée des moments canoniques. Le comportement flexible
est basé sur l’hypothèse d’élasticité linéaire permettant d’inclure toutes sortes de modèles
linéaires. Le problème est alors écrit comme un système couplé d’équations différentielles
ordinaires et à dérivées partielles (ODE et EDP), étendant la définition générale des systèmes
descripteurs port-Hamiltoniens de dimension finie fournie dans [MM19]. La modularité des
systèmes pH rend l’approche proposée analogue à une technique de sous-structuration: chaque
composant individuel peut être interconnecté aux autres corps en utilisant l’interconnexion
standard des systèmes pH, comme cela est fait dans [MMS07]. Cette fonctionnalité permet
l’utilisation de plates-formes de modélisation comme Simulink® ou Modelica®. Les con-
traintes sont imposées sur les vitesses, conduisant à un système port-Hamiltonien algébrique
différentiel d’indice 2 quasi-linéaire (pHDAE) [Ste06, BMXZ18]. Dans le cas linéaire, les con-
traintes algébriques peuvent être éliminées, en préservant la structure globale pH, en utilisant
des méthodes de réduction [LBS08]. Lorsqu’une formulation de cadre flottant est utilisée, des
techniques de réduction de modèle peuvent être utilisées pour réduire la complexité de calcul
du modèle [CBG16, EKLS+18].
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Formulation port-Hamiltonien continue et discrète pour la dynamique d’un
corps flottant flexible
Grâce à la proposition 10, presentée dans le corps centrale de la thèse, on s’aperçoit que
les équations de la dynamique flexible d’un corps flottant [Sim13, Chapitre 4] peuvent être
récrites d’une manière équivalente comme
• Bilan du moment linéaire:















• Bilan du moment angulaire:
[su]× v̇P + Juω̇P +
∫
Ω









[su]× vP + JuωP + 2
∫
Ω














[xf ]× τ dΓ.
• EDP pour la déformation:
ρv̇P + ρ [xf ]>× ω̇P + ρv̇f =
[
ρvP + ρ [xf ]>×ωP + 2ρvf
]
×
ωP + Div Σ.
On renvoie au chapitre 9 pour la signification des variables et des paramètres. La notation [a]×
désigne la matrice asymétrique associée au vecteur a (voir Sec. A.4). Considérons l’énergie
totale (Hamiltonienne), donnée par la somme de l’énergie cinétique et de déformation:






ρ||vP + [ωP ]× xf + vf ||
2 + Σ .. ε
}
dΩ.
Les moments (généralement appelées variables d’énergie dans le cadre pH) sont ensuite cal-
culés par dérivation de l’Hamiltonien. Comme les variables appartiennent à des espaces de












= [su]× vP + JuωP +
∫
Ω








où la dernière dérivée est calculée par rapport à un tenseur et C est l’inverse du tenseur de
rigidité (3.6). Afin d’obtenir une formulation complète, des coordonnées généralisées sont
nécessaires. Il est naturel de sélectionner les variables suivantes:
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• irP la position du point P dans le référentiel inertiel;
• R la matrice du cosinus directeur qui transforme les vecteurs du repère corps au repère
inertiel (d’autres paramétrisations d’attitude sont possibles, ici la matrice du cosinus
directeur est considérée pour faciliter la présentation);
• uf le déplacement flexible;






















0 0 0 R 0 0 0
0 0 0 0 [Rv]× 0 0
0 0 0 0 0 I3×3 0
−R> 0 0 0 [p̂t]× 0 0
0 − [Rv]>× 0 [p̂t]× [p̂r]× IΩpf 0
0 0 −I3×3 0 −(IΩpf )
∗ 0 Div
















On renvoie à nouveau au chapitre 9 pour la signification des variables. Ce système dynamique
s’inscrit dans le cadre détaillé dans [MM19] et l’étend, puisqu’un système couplé des EDO et
des EDP est considéré. La dynamique peut être réécrite de manière compacte comme
E(e)∂e
∂t
= J (e)z(e) + Br(e)u∂ ,
yr = B∗r(e)z(e),
u∂ = B∂z(e) = Σ · n|∂Ω = τ |∂Ω,
y∂ = C∂z(e) = vf |∂Ω,
où l’Hamiltonien vérifie
∂eH = E∗z.
L’application de la méthode PFEM (en utilisant une intégration par partie sur l’opérateur
Div) fournit le système discrétisé suivant
E(e)ė = J(e)z(e) + B∂(e)u∂ ,
y∂ := M∂ỹ∂ = B>∂ z(e).
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Construction modulaire des systèmes multicorps
Cette méthode peut être utilisée pour modéliser d’une manière modulaire les systèmes multi-
corps et les interconnecter entre eux. Par exemple la modélisation de poutres dans un repère
flottant à travers ce formalisme donne lieu aux systèmes suivants :
Eiėi = Jizi(ei) + Binti uinti + Bexti uexti
yinti = Bint>i zi
yexti = Bext>i zi
∀i = 1, 2.
Si on veut interconnecter deux systèmes à travers un pivot (cf. Fig. 6), les variables
d’interconnexion deviennent les forces et les vitesses linéaires aux extrémités.
uint1 = [F xC1 , F
y
C1
]> := FC1 ,
uint2 = [F xP2 , F
y
P2
]> := FP2 ,
yint1 = [vxC1 , v
y
C1
]> := vC1 ,
yint2 = [vxP2 , v
y
P2
]> := vP2 .












L’interconnexion de type transformer
uint1 = −R(θ)uint2 , yint2 = R(θ)>yint1 ,
impose les contraintes au niveau des vitesses et donne lieu à un système différentielle-algébrique
d’ordre deux.


































Exemple: analyse modale d’un mécanisme à quatre barres (cf. §10.1.1) Le mé-
canisme à quatre barres a un degré de liberté et représente une chaîne fermée de corps. Les
données, extraites de [KL90, CDPGA17], sont rappelées dans le Tableau 1. En Fig. 7 le
mécanisme et le schéma fonctionnel correspondant utilisé pour construire le système pH final
(avec des interconnexions de type transformer entre les sous-systèmes) sont présentés. Les
masses localisées sont directement incluses dans les modèles du coupleur et du suiveur en
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Figure 6: Deux poutres interconnectées par un pivot
link 0 - ground
link 1 - crank
link 2 - coupler





















θ1 + θ2 + θ3
Figure 7: Illustration du mécanisme à quatre barres (à gauche) et schéma fonctionnel utilisé
pour l’analyse des valeurs propres (à droite)
considérant une simple modification de la matrice de masse rigide
Mi+mlrr [1 : 2, 1 : 2] = Mirr[1 : 2, 1 : 2] + I2×2ml,
où i = 2, 3 désigne le modèle coupleur ou suiveur. Étant donné un certain angle de manivelle
θ1, les angles relatifs entre les différents liens sont trouvés en résolvant les deux contraintes
cinématiques
L1 cos(θ1) + L2 cos(θ1 + θ2) + L3 cos(θ1 + θ2 + θ3) = L0,
L1 sin(θ1) + L2 sin(θ1 + θ2) + L3 sin(θ1 + θ2 + θ3) = 0.
Une fois que les angles décrivant la configuration géométrique sont connus, une interconnexion
de type transformer est appliquée pour insérer un pivot entre des liaisons adjacentes. Pour
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Table 1: Propriétés des liens du mécanisme à quatre barres: chaque lien est une poutre
uniforme avec densité de masse ρ = 2714 [kg/m3] et module de Young E = 7.1 1010 [N/m2].
i 0 1 2 3
Nom terre manivelle coupleur suiveur
Longueur Li [m] 0.254 0.108 0.2794 0.2705
Section transverse Ai [m2] − 1.0774 10−4 4.0645 10−5 4.0645 10−5
Rigidité à flexion (EI)i [Nm2] − 11.472 0.616 0.616
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Figure 8: Valeurs propres ωi, i = 1, 2, 3 pour le mécanisme à quatre barres en fonction de
l’angle de la manivelle.
le champ de déformation, une condition d’encastrement est imposée pour chaque poutre. Le
système résultant est alors contraint à la masse en imposant les égalités suivantes
vP1 = 0, ωzP1 = 0, vC3 = 0.
Le système résultant est exprimé sous forme pH comme Eė = Je. Les fréquences propres
sont ensuite trouvées en résolvant le problème généralisé des valeurs propres EΦΛ = JΦ.
Puisque J est asymétrique, les valeurs propres seront imaginaires Λ = jΩ. Les trois premières
pulsations sont rapportées sur la Fig. 8 pour différentes valeurs de l’angle de manivelle θ1.
Les résultats correspondent à ceux de [CDPGA17] (notés TITOP sur la figure).
R.6 Conclusions et perspectives
Ce travail a étudié les avantages du formalisme pH en tant que paradigme de modélisation.
Une attention particulière a été portée aux modèles issus de la mécanique des solides. Ces
modèles sont de nature hyperbolique et présentent une structure partitionnée lorsqu’ils sont
reformulés sous forme pH. Cette structure partitionnée est intimement liée à une formule ab-
straite d’intégration par parties. Ces deux concepts sont cruciaux pour démontrer l’existence
et l’unicité des pH linéaires sur des domaines multidimensionnels [Skr19]. De plus, ils sont au
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cœur de la stratégie de discrétisation proposée par éléments finis. Parce qu’elle est basée sur la
structure partitionnée du problème, cette méthodologie porte le nom de méthode des éléments
finis partitionnés (PFEM). Dans la mesure où le système considéré possède cette structure,
la méthode est applicable. Par conséquent, elle n’est pas limitée aux systèmes hyperboliques,
mais peut être étendue aux systèmes paraboliques [SHM19b]. Les non-linéarités associées à
l’Hamiltonien sont également faciles à gérer, puisque la loi de comportement est discrétisée sé-
parément de la dynamique. La discrétisation proposée a été mise en œuvre à l’aide d’éléments
finis. Il existe un lien clair entre la méthode des éléments finis partitionnés, les éléments finis
mixtes et la discrétisation par éléments finis standard. Pour cette raison, un certain nom-
bre d’éléments finis connus peuvent être utilisés pour réaliser une discrétisation préservant
la structure. De nombreuses conjectures pour les ordres de convergence sont proposées et
validées par des expériences numériques, évaluant la performance des schémas numériques.
Les algorithmes développés peuvent être utilisés pour développer des stratégies de contrôle
basées sur des modèles. Ceci est illustré par la méthode d’injection d’amortissement simple.
Un domaine d’application qui bénéficie fortement de la modularité des pH est la dynamique
des systèmes multicorps. Il a été montré que le modèle Lagrangien classique basé sur la
floating frame of reference formulation peut être reformulé comme un système couplé d’ODE
et de PDE sous forme pH. Cette formulation est utilisé car elle permet d’incorporer tous les
modèles mécaniques linéaires discutés dans cette thèse. La discrétisation utilisée s’apparente
alors à une discrétisation standard avec une intégration réduite des contraintes. Il est alors
possible de relier entre eux des sous-composants pour modéliser des mécanismes de manière
modulaire.
Des nombreux points nécessitent des investigations complémentaires. Les orientations futures
concernent les sujets suivants.
Modélisation Seuls les modèles de plaques linéaires ont été formulés comme systèmes pH.
Il est intéressant de voir comment des structures linéaires minces sur des variétés, c’est-à-dire
des coques, peuvent être formulées en termes de systèmes Hamiltoniens. Des EDP bien posés
ont été formulés pour le problème de membrane et les coques de Koiter [Cia00]. Il devrait
être possible de formuler ces problèmes sous forme de systèmes Hamiltoniens en utilisant des
outils de géométrie différentielle. Pour éviter l’utilisation de la géométrie différentielle, le cal-
cul différentiel tangentiel [DZ11] peut également être utilisé. Le calcul différentiel tangentiel
a été adopté avec succès pour fournir une formulation intrinsèque des problèmes des coques
de type Kirchhoff [SF19a] et Mindlin [SF19b].
En ce qui concerne les modèles non linéaires, il serait très intéressant de voir si les équations
Föppl – von Kármán décrivant les grandes déformations de plaques minces [BTTD15] admet-
tent une reformulation pH.
Discrétisation Certaines questions méritent une analyse plus approfondie concernant la
discrétisation des modèles de plaques. La discrétisation de la plaque de Kirchhoff est réalisée
à l’aide d’une discrétisation duale-mixte et de la méthode HHJ non conforme. La première
méthode est coûteuse d’un point de vue temps de calcul et pour cette raison n’a pas été
R.6. Conclusions et perspectives lv
analysée dans la littérature. Pour la seconde stratégie, les conditions aux limites non ho-
mogènes en présence de conditions aux limites libres ne sont pas faciles à gérer. Pour faire
face aux limites de ces deux méthodologies, la discrétisation proposée dans [RZ18] peut être
utilisée. Cette formulation permet d’utiliser les fonctions C0 pour approcher ce problème
avec des conditions aux limites génériques non homogènes. Il serait très intéressant d’étendre
cette méthode au cas dynamique.
Pour la plaque Mindlin, un point clé à aborder est le phénomène de verrouillage numérique.
Les éléments finis mixtes permettent de construire des approximations du problème statique
qui ne sont pas affectées par ce phénomène [BadVMR13]. Pour le cas dynamique, les choses
se compliquent car l’épaisseur joue également un rôle dans les termes inertiels.
Une étude de convergence complète pour l’équation d’onde contrôlée aux limites est réalisée
dans [HMS20]. Des études de convergence rigoureuses pour les modèles proposés dans ce
travail devraient également être réalisées.
Pour l’implémentation numérique, l’approximation par éléments finis a été utilisée. Cepen-
dant, des méthodes spectrales pourraient également être utilisées. Cela fournirait des sys-
tèmes discrétisés de petite dimension avec des matrices denses, réduisant drastiquement les
charges de calcul. En particulier, des techniques d’analyse modale peuvent être utilisées pour
construire une approximation pour une bande de fréquence donnée.
Réduction de modèles Les stratégies de réduction de modèles n’ont pas été abordées
dans ce manuscrit. Compte tenu de la taille des matrices issues de la discrétisation, cela reste
un enjeu fondamental. Des méthodologies prometteuses, reposant sur une décomposition
orthogonale appropriée et des sous-espaces H2-optimaux pour pHODE non linéaire [CBG16]
et sur les méthodes de Krylov pour pHDAE linéaire [EKLS+18], sont déjà disponibles. En
pratique, il est intéressant de réduire le système avec précision dans une bande de fréquence
limitée, représentative de la dynamique du système et de l’instrumentation [Vui14]. Les
techniques de réduction de modèles à fréquence limitée et préservant la structure ont été
récemment étendues aux systèmes de pH [XJ20]. Il serait d’un grand intérêt d’appliquer ces
techniques aux modèles proposés dans ce travail.
Dynamique multicorps flexible La formulation proposée donne lieu à un système différentiel-
algébrique d’index deux. La résolution de ce genre de problèmes est notoirement difficile
[BCP95]. Il existe un besoin d’outils de calcul fiables et efficaces pour l’intégration temporelle.
Des méthodes préservant le caractère passif du système sont bien entendu préférables.
Un autre sujet intéressant serait l’inclusion de grandes déformations. En principe, cela de-
vrait être possible en utilisant une formulation co-rotationnelle ou des techniques de sous-
structuration [WH88].
Contrôle Le formalisme pH s’est avéré plutôt efficace pour la conception de lois de contrôle
pour les systèmes non linéaires [OGC04] et le contrôle frontière des EDP sur des domaines
unidimensionnels [MLGR20]. Un sujet encore ouvert est l’introduction de spécifications de
performance dans ce formalisme. Ces spécifications sont généralement exprimées dans le
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domaine fréquentiel. Pour les systèmes à dimension infinie, des travaux récents portent sur
l’implémentation de contrôleurs basés sur les techniques H∞ [AN18, AN20]. Ces stratégies
sont applicables aux EDP paraboliques et hyperboliques. Pour les pHs, il serait intéressant
de voir si les contrôles robustes et passifs peuvent être combinés. De plus, il serait important
de considérer le cas de contrôles et d’observations non colocalisés [CR16]. En introduisant
des estimateurs d’état appropriés [YY19], il devrait être possible de reconstruire l’entrée
conjuguée pour garantir un retour de sortie passif.
Part I





I was born not knowing and have had only a little time to change that
here and there.
Richard Feynman
Letter to Armando Garcia J.
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1.1 Motivation and context
This work aims at exploring the port-Hamiltonian (pH) framework as a modelling paradigm,
with particular emphasis for the case of flexible structures. This framework enjoys many
interesting properties, since it intrinsically merges geometry with network and control the-
ory [vdS06]. A powerful feature of this formalism, especially for the modelling task, is its
modularity. Finite-dimensional port-Hamiltonian systems (pHs) can be easily interconnected
together [CvdSB07]. The interconnection is also possible in the infinite-dimensional case
[KZvdSB10, Aug20]. Eventually, it is also possible to merge finite and infinite pH systems
[Pas06]. This features is especially useful to simplify the modelling task in preliminary anal-
yses, or, conversely, to achieve high-fidelity models of complex multiphysics phenomena. Ex-
amples of multiphysics problems are brain edema simulations [JCLT20] (cf. Fig. 1.1) or
plasma physics [Nät19] (cf. Fig. 1.2).
The port-Hamiltonian framework has been extensively used to model and control dis-
tributed systems arising from a variety of physical models: Timoshenko [MM04] and Euler-
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(a) Normal brain (b) Injured brain
Figure 1.1: Simulated pressure within the brain for a physiological (left) and injured (right)
condition. The authors propose a coupled multiphysics framework to solve the underlying
Biot system. The numerical model is obtained using a combination of classical and mixed
finite elements (courtesy of Mingchao Cai [JCLT20]).




































(b) Out-of-plane plasma current density
Figure 1.2: Simulated snapshot of the density field (left) and current density (right) for plasma
kinetic turbulence. The underlying code employs the Yee finite difference scheme [Yee66] to
approximate the Vlasov-Maxwell equations and a full relativistic Boris scheme [Bor70] to
update the particles velocity and position (courtesy of Joonas Nättilä [Nät19]).
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Bernoulli [ACRMA17] beam models, acoustic wave propagations [TRLGK18], stirred tank re-
actors [RMS13], plasma in tomahawks [VNLF16] and fluid-structure interactions [CRMPB17].
The large majority of these examples refer to 1-dimensional models. Indeed, for 1-dimensional
linear pH systems with a generalized skew-adjoint system operator, [LGZM05] gives condi-
tions on the assignment of boundary inputs and outputs for the system operator to generate
a contraction semigroup. This result has been largely used to construct passive boundary
controllers for hyperbolic systems [VZLGM09, MLGRZ16, MLGR20].
Since their introduction, distributed port-Hamiltonian systems (dpHs) have been defined
on multidimensional spatial domains using the language of differential forms [vdSM02]. In
[Vil07] pH modelling and semigroup approach of infinite-dimensional systems are merged to-
gether. Therein, the case of multidimensional domains is only briefly discussed. Many other
examples of pHs on multidimensional domains are detailed in [DMSB09, Chapter 4]. How-
ever, well-posedness results are not presented there. A first contribution in this sense can
be found in [KZ15], where the authors demonstrate the well-posedness of the linear wave
equation in arbitrary geometric dimensions. The recent paper [Skr19] generalizes this result
to treat the case of generic first order linear pHs in arbitrary geometric dimensions. Despite
all this preexisting literature, models arising from structural mechanics on multidimensional
domains have almost never been considered (apart from the notable exception of [MMB05]
for the modelling of the Mindlin plate).
The potential of the pH framework as modelling paradigm has been recently explored by
researchers. For instance, in [EK18] the authors consider a port-Hamiltonian model for pres-
sure waves propagation in networks of pipes. By employing a mixed finite element scheme, the
authors achieve a structure-preserving discretization of the original model. A model reduc-
tion algorithm for this discretized model of pipeline network is then discussed in [EKLS+18].
These recent works substantiate the validity of this framework to tackle complex applica-
tion scenarios and highlight the importance of structure-preserving discretization algorithms.
Disposing of methodologies capable of constructing reliable discretizations is important not
only for simulation, but also for control purposes. In particular, in [TWRLG20] the authors
develop a systematic synthesis method for observer-based boundary controller design for pHs
on one dimensional spatial domains. To construct the observer, a suitable discretized version
of the system is assumed to be available.
This thesis tries to establish a clear connection between linear structural mechanics models
and port-Hamiltonian systems, both for the modelling and discretization tasks. These two
purposes are indeed strongly related in the context of pHs. To get a pH formulation for
elasticity models, one has to introduce the stress variable, associated to the deformation
energy, as an additional principal unknown. Adding the stress variable as an unknown is the
starting point of mixed finite elements [Arn90]. This leads to the decomposition of the initial
elliptic operator (i.e. the Laplacian or bi-Laplacian), into two formal adjoint operators. By
consequence, the dynamics is regulated by a formally skew adjoint operator, hence leading
6 Chapter 1. Introduction
to a Hamiltonian system. After performing an integration by parts, a mixed discretization
is immediately achieved [Jol03]. This very concise reasoning informally elucidates the strong
connection between port-Hamiltonian modelling of continuum mechanics and mixed finite
elements.
1.2 Literature review
A brief literature review of the topics considered in the thesis is made here. Throughout the
chapters of the thesis, the literature is also referenced.
1.2.1 Structure-preserving discretization
The research community is focusing on structure-preserving discretization techniques since
several years. The first study dates back to [GTVDSM04], where the authors made use of a
mixed finite element spatial discretization for 1D and 2D hyperbolic system of conservation
laws. A pseudo-spectral method relying on higher-order global polynomial approximations
was studied in [MLM12]. This method was used and extended to take into account unbounded
control operators in [CRMPB17]. A simplicial discretization based on discrete exterior cal-
culus was proposed in [SvdSS12]. This approach comes with additional complexities, since a
primal and a dual meshes have to be defined but the discretization is structure-preserving,
regardless of the spatial dimension of the problem. Weak formulations which lead to Galerkin
numerical approximations began to be explored in the last years. In [KML18] the prototypical
example of hyperbolic systems of two conservation laws was discretized by a weak formula-
tion. In this approach the boundary is split according to the causality of boundary ports,
so that mixed boundary conditions are easily handled. The construction of the necessary
power-preserving mappings is, however, not straightforward on arbitrary meshes. A 2D finite
difference method with staggered grids was used in [TRLGK18].
1.2.2 Mixed finite elements for elasticity
Thanks to [CRML18], it has become evident that there is a strict link between discretization
of port-Hamiltonian (pH) systems and mixed finite elements. Velocity-stress formulation for
the wave dynamics and elastodynamics problems are indeed Hamiltonian and their mixed
discretization preserves such a structure. For instance in [KK15] the authors employed mixed
finite elements to obtain a symplectic semi-discretization for the wave equation. This allows
using known finite element scheme to preserve the pH structure at the discrete level.
This discretization technique is a mature research topic, that is rather advantageous over
classical finite elements, for a variety of reasons [Wri09]:
1.2. Literature review 7
• locking-free behavior for incompressible material,
• no locking in thin elements,
• no sensitivity against mesh distortions,
• good coarse mesh accuracy,
• simple implementation of non-linear constitutive equations and
• efficiency (e.g. few necessary integration points).
Mixed finite elements for the wave equation have been studied in [Gev88, BJT00]. For
elastodynamics the construction of stable elements gets more complicated because of the
presence of the symmetric stress tensor. Existing elements enforce symmetry either strongly
[BJT01, AW02] or weakly [AFW07, AL14]. A complete comparative study on this topic can
be found in [Lee12].
For what concerns the mixed discretization of Kirchhoff like plates, non-conforming el-
ements are the most common solution to lower the regularity requirement for this problem
[Arn90]. In particular the Hellan-Herrmann-Johnson method [Hel67, Her67, Joh73] is the
most successful one. Generic boundary conditions are not easy to handle. Nevertheless, the
method is convergent for all usual boundary conditions [BR90]. Recently a mixed discretiza-
tion requiring C0 elements and valid for all kind of boundary condition has been proposed
in [RZ18] for static bending problems. However, this method requires the resolution of three
systems, hence the extension to the dynamical case is not straightforward.
There are many more important papers on this topic. Those cited here are significant
since many proposed discretizations in this thesis are based on them.
1.2.3 Modular multibody dynamics modelling
In structural control co-design of flexible multibody systems, it is especially useful to dispose
of a modular description, to simplify analysis. In this spirit, the transfer matrix method
[RRWY10] and the component mode synthesis [Hur65] are two well known substructuring
techniques that allow the construction of complex multibody systems by interconnecting
subcomponents together. A reformulation of the Finite Element-Transfer Matrix (FE-TM)
method [TYBK90] allows an easy construction of reduced models that are suited for de-
centralized control design. For the component mode synthesis, the controlled component
synthesis (CCS), a framework for the design of decentralized controller of flexible structures,
has been proposed in [You90]. Another modeling paradigm based on the component mode
synthesis is the two-input two-output port (TITOP) approach [APCL15]. It conceives the
dynamical model of each substructure as a transfer between the accelerations and the external
forces at the connection points. This feature allows considering different boundary conditions
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by inverting specific channels in the transfer matrix. A rigorous validation was provided in
[PAL+16, SAPB+18], where the robustness of the methodology in handling various boundary
conditions was assessed.
The Lagrangian formulation is the most commonly used methodology to retrieve the equa-
tions of motion of flexible multibody systems. The strong form Lagrangian formulation of
flexible dynamics using a floating frame approach is detailed in [Sim13, Eq. 4.10] using the
least action principle, but without highlighting the Hamiltonian structure of the problem. Us-
ing the variational principles of geometric mechanics, the equations of motion in Hamiltonian
form can be derived either for rigid body dynamics [Hol08, Proposition 7.1.1] and general non
linear elasticity [Mar81, Chapter 3]. The port-Hamiltonian (pH) framework [DMSB09] has
been recently employed to describe the dynamics of rigid and flexible links [MMS07, MMS09].
Being intrinsically modular, the pH approach naturally allows constructing complex system
by interconnecting together atomic elements. The formulation therein accounts for the non-
linearities due to large deformations. However, this methodology relies on Lie algebra and
differential geometry concepts and requires non standard discretization techniques. Thus, the
overall implementation is not straightforward.
Together with the approach used to derive the equations of motion, the incorporation
of the elastic motion represents another important point when dealing with flexible multi-
body systems. Three descriptions are commonly used: the floating frame formulation, the
corotational frame formulation and the inertial frame formulation [ES18]. The choice greatly
depends on the foreseen application. The corotational and inertial frame formulations take
into account large deformations of the elastic body, hence are well-suited for accurate simu-
lations. For these formulations many model reduction strategies have been developed in the
last two decades [RRTW19]. The inclusion of active control strategies is often unfeasible due
to the computational burden [WN03]. The floating frame formulation is less accurate but
easily integrates many model reduction techniques [NFFE12], making it possible to obtain a
low-dimensional problem for control design.
1.3 Outline
The flowchart of this thesis is illustrated in Fig. 1.3. The thesis in divided into four main
parts.
Part I (Chapters 1, 2) This part gives a general introduction of the following work.
Chapter 2 briefly remind what finite- or infinite- dimensional pH systems are and how these
systems are deeply related to the geometric Dirac or Stokes-Dirac structure (for the finite-
and infinite- dimensional case respectively).
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Part II (Chapters 3, 4, 5) This part is devoted to the formulation of suitable models for
elasticity and thermoelasticity. This part is subdivided into three chapters.
• Chapter 3 details the pH formulation for general n-D linear elasticity.
• A pH formulation of thin (Kirchhoff-Love) and thick (Mindlin-Reissner) plate models
is given in Chapter 4.
• The linear fully coupled thermoelastic problem is modelled as a coupled pH system in
Chapter 5.
Part III (Chapters 6, 7, 8) This part is dedicated to the discussion and implementation
of the main discretization tool: the Partitioned Finite Element method (PFEM). This method
is a natural extension of mixed finite elements for the discretization of pHs. This part consists
of three chapters.
• A detailed description of the operating principle of PFEM is given in Chapter 6. The
approximation bases for this discretization are not explicitly defined in this chapter,
since the method can be implemented through finite elements and spectral methods.
• A convergence study of several finite elements is illustrated in Chapter 7 for the bending
of thin structures (beams and plates). This is by no means a rigorous mathematical
convergence analysis. However, thanks to preexisting results in the literature, error
estimates are conjectured and validated through numerical experiments.
• Chapter 8 is dedicated to the applications of the PFEM. In particular, the focus is
on stabilization by damping injection, enforcement of mixed boundary conditions and
validation of the thermoelastic pH model for an analytical solution.
Part IV (Chapters 9, 10) In this part a pH formulation of flexible multibody systems is
discussed an validated. Chapter 9 details the derivation of a pH system associated to a flexible
floating body under small deformation assumption. Several applications are then considered
in Chapter 10.
1.4 Contributions
As an outcome of this pHD work several contributions have appeared or have been submitted
in international reviews and conferences.
Accepted journal papers [BAPBM19c, BAPBM19d, BAPBM20]:
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T
he main mathematical aspects behind the pH formalism are recalled in this chap-
ter. First, the finite dimensional case is considered. The geometric concept of
Dirac structure [Cou90] is first presented. Finite dimensional port-Hamiltonian
system are then introduced by making clear their intimate connection with the
concept of Dirac structure. Second, the infinite dimensional case is recalled. The equivalent
of Dirac structures for the infinite-dimensional case is the concept of Stokes-Dirac struc-
ture. Analogously to what happens in the finite-dimensional case, infinite-dimensional (or
distributed) port-Hamiltonian systems are intimately related to the concept of Stokes-Dirac
structure.
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This notion of Stokes-Dirac structure was first introduced in the literature by making use
of a differential geometry approach [vdSM02]. This approach can be extended to encompass
the case of higher-order differential operators [NY04]. However, in this work the language of
PDE will be privileged over the one of differential forms.
In the last section some examples are presented to demonstrate the general character of
the port-Hamiltonian formalism.
2.1 Finite dimensional setting
Finite dimensional port-Hamiltonian are characterized by geometrical structures called Dirac
structures. It is important to define this geometric concept and see how pHs relate to it.
2.1.1 Dirac structure
Consider a finite dimensional space F over the field R and E ≡ F ′ its dual, i.e. the space of
linear operator e : F → R. The elements of F are called flows, while the elements of E are
called efforts. Those are port variables and their combination gives the power flowing inside
the system. The space B := F ×E is called the bond space of power variables. Therefore the
power is defined as 〈e, f〉 = e(f), where 〈e, f〉 is the dual product between f and e.
Definition 1 (Dirac Structure [Cou90], Def. 1.1.1)
Given the finite-dimensional space F and its dual E with respect to the inner product 〈·, ·〉E×F :
F × E → R, consider the symmetric bilinear form:
〈〈 (f1, e1), (f2, e2) 〉〉 := 〈e1, f2〉E×F + 〈e2, f1〉E×F , where fi, ei ∈ B, i = 1, 2 (2.1)
A Dirac structure on B := F × E is a subspace D ⊂ B, which is maximally isotropic
under 〈〈·, ·〉〉. Equivalently, a Dirac structure on B := F × E is a subspace D ⊂ B which
equals its orthogonal complement with respect to 〈〈·, ·〉〉 : D = D⊥.
This definition can be extended to consider distributed forces and dissipation [Vil07].
Proposition 1 (Characterization of Dirac structures)
Consider the space of power variables F × E and let X denote an n-dimensional space,
the space of energy variables. Suppose that F := Fs × Fe and that E := Es × Ee, with
dimFs = dimEs = n and dimFe = dimEe = m. Moreover, let J(x) denote a skew-symmetric
matrix of dimension n and B(x) a matrix of dimension n×m. Then, the set
D :=
{
(fs, fe, es, ee) ∈ F × E| fs = J(x)es + B(x)fe, ee = −B(x)>es
}
(2.2)
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is a Dirac structure.
It is now possible to make the connection between Dirac structures and pH system explicit.
2.1.2 Finite-dimensional port-Hamiltonian systems
Consider the time-invariant dynamical system:ẋ = J(x)∇H(x) + B(x)u,y = B(x)>∇H(x), (2.3)
where H(x) : X ⊂ Rn → R, the Hamiltonian, is a real-valued function bounded from below.
Such a system is called port-Hamiltonian, as it arises from the Hamiltonian modelling of a
physical system and it interacts with the environment through the input u and the output y,
included in the formulation. The connection with the concept of Dirac structure is achieved
by considering the following port behavior:
fs = ẋ, es = ∇H(x),
fe = u, ee = −y.
(2.4)
With this choice of the port variables, system (2.3) defines, by Proposition 1, a Dirac struc-
ture. Dissipation and distributed forces can be included and the corresponding system defines
an extended Dirac structure, once the proper port variables have been introduced.
System 2.3 is a pH system in canonical form. Recently, finite-dimensional differential
algebraic port-Hamiltonian systems (pHDAE) have been introduced both for linear [BMXZ18]
and non-linear systems [MM19]. This enriched description share all the crucial features of
ordinary pHs, but easily account for algebraic constraints, time-dependent transformations
and explicit dependence on time in the Hamiltonian.
2.2 Infinite-dimensional setting
Infinite-dimensional spaces appear whenever differential operators have to be considered. In
this section we first explain what defines a differential operator. Then Stokes-Dirac structures,
characterized by a skew-symmetric differential operator, are introduced. Finally distributed
port-Hamiltonian systems and their connection to the concept of Stokes-Dirac structure are
illustrated.
Before starting we recall how inner products of square-integrable function are computed.
Let Ω denote a compact subset of Rd and let L2(Ω,A) be the space of square-integrable
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functions over the set A in Ω, with inner product denoted by 〈·, ·〉L2(Ω,A). The set A can
either denote scalars R, vectors Rd, tensors Rd×d or a Cartesian product of those. For scalars
(a, b) ∈ L2(Ω), vectors (a, b) ∈ L2(Ω,Rd) and tensors (A,B) ∈ L2(Ω,Rd×d) the L2 inner




ab dΩ, 〈a, b〉L2(Ω,Rd) =
∫
Ω





The notation A ..B = ∑i,j AijBij denotes the tensor contraction. Furthermore, the space of
square-integrable vector-valued functions over the boundary of Ω is denoted by L2(∂Ω,Rm).
This space is endowed with the inner product
〈a∂ , b∂〉L2(∂Ω,Rm) =
∫
∂Ω
a∂ · b∂ dS, a∂ , b∂ ∈ Rm. (2.6)
2.2.1 Constant linear differential operators
Let Ω denote a compact subset of Rd representing the spatial domain of the distributed
parameter system. Consider two functional spaces F1, F2 over the sets A, B defined on
Ω ⊂ Rd and a map L relating the two
L : F1(Ω,A) −→ F2(Ω,B),
u −→ v.
(2.7)
Sets A,B can either denote scalars R, vectors Rd, tensors Rd×d or a Cartesian product of
those. Given u ∈ F1, v ∈ F2, the map L is a constant linear differential operator if it can be
represented by a linear combination of derivatives of u




where α := (α1, . . . , αd) is a multi-index of order |α| :=
∑d
i=1 αi and ∂α := ∂α1x1 . . . ∂
αd
xd
is a differential operator of order |α| resulting from a combination of spatial derivatives.
Pα : A→ B is a constant algebraic operator from set A to B.
Example 1 (Divergence operator in Rd)
Given u ∈ C∞(Ω,Rd), v ∈ C∞(Ω), where C∞(Ω,Rd), C∞(Ω) denotes the set of indefinitely
smooth vector- and scalar-valued function defined on Ω, the divergence operator in Cartesian
coordinate is expressed as
v = divu =
d∑
i=1
ei · ∂xiu, (2.9)
where ei is the i−th element of the canonical basis in Rd.
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The differential operators employed in this thesis are reported in Appendix A.
A very important notion related to a differential operator is the concept of formal adjoint.
Definition 2 (Formal Adjoint)
Let L = L2(Ω,A)→ L2(Ω,B) be a differential operator and u ∈ C∞0 (Ω,A), v ∈ C∞0 (Ω,B) be
smooth variables with compact support on Ω. The formal adjoint of the differential operator
L, denoted by L∗ = L2(Ω,B)→ L2(Ω,A), is defined by the relation
〈Lu, v〉L2(Ω,B) = 〈u, L
∗v〉L2(Ω,A) . (2.10)
This definition represent an extension to generic sets A, B of Def. 5.80 in [RR04] (reported
in Appendix A).
Remark 1 (Differences between adjoint and formal adjoint)
The definition of formal adjoint is such that the integration by parts formula is respected.
Contrarily to the adjoint of an operator, the formal adjoint definition does not require the
actual domain of the operator nor the boundary conditions. The formal adjoint respects the
integration by parts formula and is defined only for sufficiently smooth functions with compact
support. In this sense the formal adjoint of div is − grad, since for smooth functions with




for y ∈ C∞0 (Ω,Rd), x ∈ C∞0 (Ω) (I.B.P. stands for integration by parts). The definition of
the domain of the operators, that requires the knowledge of the boundary conditions, has not
been specified.
For pHs formally skew-adjoint (or simply skew-symmetric) operators play a fundamental
role.
Definition 3 (Formally skew-adjoint operator)
Let J : L2(Ω,F) → L2(Ω,F) be a linear differential operator. Notice that the set F in the
domain and co-domain is the same. Then, J is formally skew-adjoint (or skew-symmetric)
if and only if J = −J ∗.
If functions with compact support are considered, i.e. u1,u2 ∈ C∞0 (Ω,F) a formally skew-
adjoint operator is characterized by the relation
〈Ju1, u2〉L2(Ω,F) + 〈u1, Ju2〉L2(Ω,F) = 0. (2.11)
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2.2.2 Constant Stokes-Dirac structures
Constant Stokes-Dirac structures are the infinite-dimensional generalization of constant Dirac
structures (i.e. Dirac structures for which the matrices J, B in (2.3) are constant). Stokes-
Dirac structure are characterized by the fact that they equal their orthogonal complement
with respect to a given bilinear product. So we recall the definition of orthogonal companion
for the case of smooth functions.
Definition 4 (Orthogonal complement)
Let Ω ⊂ Rd, d ∈ {1, 2, 3} be an open connected set and C∞(∂Ω,Rm) the space of infinitely
smooth functions over its boundary. Consider the space
B = C∞(Ω,F)× C∞(∂Ω,Rm)× C∞(Ω,F)× C∞(∂Ω,Rm), (2.12)
and the bilinear pairing defined by
〈〈 ·, · 〉〉 : B ×B −→ R,
(a, a∂ , b, b∂)× (c, c∂ , d, d∂) −→
〈a, d〉L2(Ω,F) + 〈b, c〉L2(Ω,F) +
〈a∂ , d∂〉L2(∂Ω,Rm) + 〈b∂ , c∂〉L2(∂Ω,Rm) .
(2.13)
Given a linear subspace W ⊂ B, its orthogonal complement is the set
W⊥ = {v = (v1, v1∂ , v2, v2∂) ∈ B| 〈〈v,w 〉〉 = 0, ∀w = (w1, w1∂ , w2, w2∂) ∈W}.
(2.14)
We can now define what a Stokes-Dirac structure is.
Definition 5 (Stokes-Dirac structure)
A subset D ⊂ B, with B defined in (2.12), is a Stokes-Dirac structure iff
D = D⊥, (2.15)
where the orthogonal complement is defined by Eq. (2.14)
For a subset to be a Stokes-Dirac structures a link between flow and effort variables must
hold. Consider f ∈ C∞(Ω,F) and e ∈ C∞(Ω,F) and te following relation between the two
f = J e, J = −J ∗, (2.16)
where J is a formally skew-adjoint operator. Moreover, a Stokes-Dirac structure requires the
specification of boundary variables in order to express a general power conservation property
for open physical systems. We make therefore the following assumption, over the existence of
appropriate boundary operators.
Assumption 1 (Existence of boundary operators)
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Assume that exist two linear boundary operators B∂ , C∂ such that for u1, u2 ∈ C∞(Ω,F) the
following integration by parts formula holds
〈Ju1, u2〉L2(Ω,B) + 〈u1, Ju2〉L2(Ω,A) = 〈B∂u1, C∂u2〉L2(∂Ω,Rm) + 〈C∂u1, B∂u2〉L2(∂Ω,Rm) .
(2.17)
This assumption proves necessary to appropriately define a Stokes-Dirac structure. Only
few particular cases, like the transport equation, do not verify it. We can now characterize
Stokes-Dirac structure for smooth functions spaces.
Remark 2
The assumption involves smooth functions only. Care must be taken with less regular func-
tions, especially for what concerns the boundary operators. When working with less regular
spaces (i.e. Sobolev spaces), the boundary operator are unbounded and the integration by parts
results in a duality bracket instead of an L2 inner product [TW09, Chapter 4].
Proposition 2 (Characterization of Stokes-Dirac structures [LGZM05])
Let B be defined as in Eq. (2.12) and J be a formally skew adjoint operator verifying As-
sumption 1. The set
DJ = {(f , f∂ , e, e∂) ∈ B| f = J e, f∂ = B∂e, e∂ = −C∂e} (2.18)
is a Stokes-Dirac structure with respect to the bilinear pairing (2.13).
Proof. A Stokes-Dirac is characterized by the fact that DJ = D⊥J . Then one has to show
that DJ ⊂ D⊥J and D⊥J ⊂ DJ . Following [LGZM05], the proof is obtained following three
steps.
Step 1. To show that DJ ⊂ D⊥J , take (f , f∂ , e, e∂) ∈ DJ . Then
〈〈 (f ,f∂ , e, e∂), (f ,f∂ , e, e∂) 〉〉 =2 〈e, f〉L2(Ω,F) + 2 〈e∂ , f∂〉L2(∂Ω,Rm) ,
=2 〈e, J e〉L2(Ω,F) + 2 〈e∂ , f∂〉L2(∂Ω,Rm) ,
Eq. (2.17)= 2 〈B∂e, C∂e〉L2(∂Ω,Rm) + 2 〈e∂ , f∂〉L2(∂Ω,Rm) ,
Eq. (2.18)= 2 〈B∂e, C∂e〉L2(∂Ω,Rm) − 2 〈B∂e, C∂e〉L2(∂Ω,Rm) ,
=0.
This implies DJ ⊂ D⊥J .
Step 2. Take (φ, φ∂ , ε, ε∂) ∈ D⊥J and e0 ∈ C∞0 (Ω,F). This implies B∂e0 = (0, 0) and
C∂e0 = (0, 0). Taking (J e0,0, e0,0) ∈ DJ then
〈〈 (φ,φ∂ , ε, ε∂), (J e0,0, e0,0) 〉〉 = 〈ε, J e0〉L2(Ω,F) + 〈e0, φ〉L2(Ω,F) = 0, ∀e0 ∈ C
∞
0 (Ω,F).
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It follows that ε ∈ C∞0 (Ω,F) and φ = J ε.
Step 3. Take (φ, φ∂ , ε, ε∂) ∈ D⊥J and (f , f∂ , e, e∂) ∈ DJ . From step 2 and (2.17)
0 = 〈J e, ε〉L2(Ω,F) + 〈e, J ε〉L2(Ω,F) + 〈e∂ , φ∂〉L2(∂Ω,Rm) + 〈ε∂ , f∂〉L2(∂Ω,Rm) ,
Eq. (2.17)= 〈B∂e, C∂ε〉L2(∂Ω,Rm) + 〈B∂ε, C∂e〉L2(∂Ω,Rm) + 〈e∂ , φ∂〉L2(∂Ω,Rm) + 〈ε∂ , f∂〉L2(∂Ω,Rm) ,
= 〈B∂e, C∂ε〉L2(∂Ω,Rm) + 〈B∂ε, C∂e〉L2(∂Ω,Rm) + 〈−C∂e, φ∂〉L2(∂Ω,Rm) + 〈ε∂ , B∂e〉L2(∂Ω,Rm) ,
= 〈B∂e, C∂ε+ ε∂〉L2(∂Ω,Rm) + 〈B∂ε− φ∂ , C∂e〉L2(∂Ω,Rm) , By linearity,
= 〈e∂ , C∂ε+ ε∂〉L2(∂Ω,Rm) − 〈B∂ε− φ∂ , f∂〉L2(∂Ω,Rm) .
Given the fact that e∂ , f∂ are arbitrary then
φ∂ = B∂ε, ε∂ = −C∂ε,
meaning that D⊥J ⊂ DJ . This concludes the proof.
2.2.3 Distributed port-Hamiltonian systems
A distributed lossless port-Hamiltonian system is defined by a set of variables that describes
the unknowns, by a formally skew-adjoint differential operator, an energy functional and a
set of boundary inputs and corresponding conjugated outputs. Such a system is described by
the following set of equations, defined on an open connected set Ω ⊂ Rd
∂tα = J δαH,
u∂ = B∂ δαH,





The unknowns α are called energy variables in the port-Hamiltonian framework, the formally
skew-adjoint operator J is named interconnection operator (see Def. 3 for a precise definition
of formal skew adjointness). B∂ , C∂ are boundary operators, that provide the boundary input
u∂ and output y∂ [TW09, Chapter 4]. The functional H(α) : C∞(Ω,F)→ R corresponds to
the Hamiltonian functional and in all the examples considered in this thesis coincide with the
total energy of the system. Notation δαH indicates the variational derivative of H.
Definition 6 (Variational derivative, Def. 4.1 in [Olv93])
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Given a variation α = ᾱ+ ηδα the variational derivative δHδα is defined as
H(ᾱ+ ηδα) = H(ᾱ) + η 〈δαH, δα〉L2(Ω,F) +O(η2).
Remark 3
If the integrand does not contain derivatives of the argument α then the variational derivative






Remark 4 (Co-energy variables)
The variational derivative of the Hamiltonian defines the co-energy variables e := δαH. These
are equivalent to the effort variables of the Stokes-Dirac structure as we will immediately show.
Suppose that operators J , B∂ , C∂ in Eq. 2.19 verify Assumption 1. Then, System (2.19)
is lossless since the energy rate is given by
Ḣ = 〈δαH, ∂tα〉L2(Ω,F) ,
Eq. (2.17)= 〈B∂δαH, C∂δαH〉L2(∂Ω,Rm) ,
= 〈u∂ , y∂〉L2(∂Ω,Rm) .
(2.20)
The connection between the concept of Stokes-Dirac structure and dpHs becomes clear if the
following port behavior is considered
f = ∂tα,
f∂ = u∂ ,
e = δαH,
e∂ = −y∂ .
(2.21)
By Proposition (2) System (2.19) under the port behavior (2.21) defines a Stokes-Dirac struc-
ture. No rigorous characterization has been given so far for operators J , B∂ , C∂ in system
(2.19). A formal characterization of these operators has been given in [LGZM05] for pH of
generic order only in one geometrical dimensional. In Chapter 6 the operator J will be bet-
ter characterized using an appropriate partition. By applying a general integration by parts
formula, the operators B∂ , C∂ associated to J can be defined as well. The following examples
clarifies this assertion for some known pHs.
2.3 Some examples of known distributed port-Hamiltonian
systems
In this section the generality of the pH framework is illustrated through three different ex-
amples: the wave equation in a 2D geometry, the Euler-Bernoulli beam and the non-linear
Saint-Venant equations.
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2.3.1 Wave equation
Given an open bounded connected set Ω ⊂ Rd, d = {2, 3} with Lipschitz continuous boundary
∂Ω, the propagation of sound in air can be described by the following model [TRLGK18]
χs∂tp(x, t) = −div v,
µ0∂tv(x, t) = − grad p,
(2.22)
where the scalars χs, µ0 are the constant adiabatic compressibility factor and the steady
state mass density respectively. The scalar field p ∈ R and vector field v ∈ Rd represents







2 + µ0 ‖v‖2
}
dΩ.
To recast (2.22) in pH form the energy variables has to be introduced α = [αp, αv]>
αp := χsp, αv := µ0v.
























































ep ev · n dS = −〈ep, ev · n〉L2(∂Ω,R2) .
The boundary term 〈ep, ev · n〉L2(∂Ω,R2) pairs two power variables. One is taken as control
input, the other plays the role of power-conjugated output. The assignment of these roles to
the boundary power variables is referred to as causality of the boundary port [KML18],[Kot19,
Chapter 2]. Under uniform causality assumption, either ep or ev can assume the role of
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(distributed) boundary input, but not both. This leads to two possible selections:
• First case u∂ = ep, y∂ = ev · n.
This imposes the variable ep := p as boundary input and corresponds to a classical











= ev · n|∂Ω,
corresponding to the standard trace and normal trace operators.
• Second case u∂ = ev · n, y∂ = ep.
This imposes the variable ev · n := v · n as boundary input and corresponds to a














The Euler-Bernoulli beam model consists of one PDE, describing the vertical displacement












= 0, x ∈ Ω = {0, L}, (2.24)
where w(x, t) is the transverse displacement of the beam. The coefficients ρ(x), A(x)E(x)
and I(x) are the mass density, cross section, Young’s modulus of elasticity and the moment




(x, t), Linear Momentum, ακ =
∂2w
∂x2
(x, t), Curvature. (2.25)
Those variables are collected in the vector α = (αw, ακ)T , so that the Hamiltonian can























(x, t), Flexural momentum.
(2.27)
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{−ew∂xeκ + eκ∂xew} ds = 〈−ew|∂Ω, ∂xeκ|∂Ω〉R2 + 〈eκ|∂Ω, ∂xew|∂Ω〉R2
(2.29)
Since the system is of differential order two, two pairing appears, giving rise to four combi-
nation of uniform boundary causality
• First case u∂,1 = ew, u∂,2 = ∂xew, y∂,1 = −∂xeκ, y∂,2 = eκ.
























 ∈ R4 (2.30)
If the inputs are null a clamped boundary condition is obtained.
• Second case u∂,1 = ew, u∂,2 = eκ, y∂,1 = −∂xeκ, y∂,2 = ∂xew.
























 ∈ R4 (2.31)
Zero inputs lead to a simply supported condition.
• Third case u∂,1 = −∂xeκ, u∂,2 = eκ, y∂,1 = ew, y∂,2 = ∂xew.
























 ∈ R4 (2.32)
Null inputs correspond to a free condition.
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• Fourth case u∂,1 = −∂xeκ, u∂,2 = ∂xew, y∂,1 = ew, y∂,2 = eκ.























 ∈ R4 (2.33)
2.3.3 2D shallow water equations
This formulation may be found in [CR16, Section 6.2]. This model describes a thin fluid layer
of constant density in hydrostatic balance, like the propagation of a tsunami wave far from




+ div(hv) = 0,
where h(x, y, t) ∈ R is a scalar field representing the fluid height, v(x, y, t) ∈ R2 is the fluid
velocity field. The conservation of linear momentum reads
∂ρv
∂t
+ ρ(v · ∇)v +∇(ρgh) = 0,
where ρ is the mass density and g the gravitational acceleration constant. Using the identity
(v · ∇)v = 12∇(‖v‖
2) + (∇× v)× v,








− ρ(∇× v)× v.
The last term on the right-hand side can be rewritten






with ω = ∂xvy − ∂yvx the local vorticity term. To derive a suitable pH formulation, the total





ρh ‖v‖2 + ρgh2
}
dΩ.
As energy variable the fluid height and the linear momentum are chosen
αh = h, αv = ρv. (2.34)
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αh ‖αv‖2 + ρgα2h
}
dΩ. (2.35)




































, ω = ∂xαv,y − ∂yαv,x.





















eh ev · n dS = −〈eh, ev · n〉∂Ω .
(2.38)
Again two possible cases of uniform boundary causality arise:
• First case u∂ = eh, y∂ = ev · n.
This imposes the variable eh := h as boundary input and corresponds to a given water
level for a fluid boundary.
• Second case u∂ = ev · n, y∂ = ep.




In this chapter, the main mathematical tools needed to understand infinite-dimensional pHs
were recalled. A general characterization of the underlying operators behind a boundary
control pH system is still an open topic. In Chapter 6, these operators are characterized, in








Elasticity in port-Hamiltonian form
I try not to break the rules but merely to test their elasticity.
Bill Veeck
Contents
3.1 Continuum mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 Non-linear formulation of elasticity . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 The linear elastodynamics problem . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Port-Hamiltonian formulation of linear elasticity . . . . . . . . . . . . 35
3.2.1 Energy and co-energy variables . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Final system and associated Stokes-Dirac structure . . . . . . . . . . . . . 37
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
C
ontinuum mechanics is the mathematical description of how materials behave
kinematically under external excitations. In this framework, the microscopic
structure of a material body is neglected and a macroscopic viewpoint, that
describes the body as a continuum, is adopted. This leads to a PDE based
model. In this chapter, the general linear elastodynamics problem is recalled. A suitable
port-Hamiltonian formulation is then derived.
3.1 Continuum mechanics
In this section, the main concepts behind a deformable continuum are briefly recalled following
[Lee12]. For a detailed discussion on this topic, the reader may consult [Abe12, LPKL12].
3.1.1 Non-linear formulation of elasticity
The bounded region of Rd, d ∈ {2, 3} occupied by a solid is called configuration. The reference
configuration Ω is the domain that a body occupies at the initial state. To describe how the
body deforms in time the deformation map Φ : Ω× [0, Tf ]→ Ω′ ⊂ Rd is introduced. This map
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Figure 3.1: A 2D continuum in his reference configuration Ω and in the current configuration
Ωt. Given a generic point x in the reference configuration, the map Φ(x, t) provides its
current position y at a given time instant t.
is differentiable and orientation preserving, and the image of Ω under Φ(·, t) ∀t ∈ [0, Tf ] is
called the deformed configuration Ωt. Given a specific point in the reference frame its image
is denoted by y = Φ(x, t). The gradient of the deformation map is called the deformation
gradient F := ∇xΦ = ∂y∂x . A rigid deformation maps a point x ∈ Ω → A(t)x + b(t), where
A(t) is an orthogonal matrix and b(t) ∈ Rd a vector. A differentiable deformation map Φ is a
rigid deformation iff F>F − I = 0, where I is the identity in Rd×d (for the proof see [Cia88],
page 44). For this reason, a suitable measure of the deformation is the Green-St.Venant strain
tensor 12(F>F − I).
A quantity of interest is the displacement u : Ω× [0, Tf ] → Rd with respect to the reference
configuration. It is defined as u(x, t) = Φ(x, t) − x (cf. Fig. 3.1). The gradient of the
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To state the balance laws the actual deformed configuration is considered. The linear and





ρy × v dωt,
where ρ is the mass density and the velocity v = DuDt (y, t) =
∂u
∂t (x, t) is the material time
derivative of the displacement (see [Abe12, Chapter 1]). Let ωt,1, ωt,2 be two subregions in a
deformed continuum Ωt with contacting surface S12. There is a force acting on this surface for
a continuum that is called stress vector. If n is the outward normal at y on S12 with respect
to ωt,1, then the surface force that ωt,1 exerts on ωt,2 is denoted by t(y,n) ∈ Rd. By the
Newton third law, the surface force that ωt,2 applies on ωt,1 is given by t(y,−n) = −t(y,n).
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ρy × v dωt =
∫
∂ωt
y × t(y,n) dS +
∫
ωt
y × f dωt,
where ∂ωt stands for the boundary surface of the subdomain ωt, n is the outward normal to
the surface ∂ωt and f represents an exterior body force. The following theorem characterizes
the stress vector (see [Cia88, Chapter 2]):
Theorem 1 (Cauchy’s theorem)
If the linear and angular momenta balances hold, then there exists a matrix-valued function
Σ from Ωt to S such that t(y,n) = Σ(y)n, ∀y ∈ Ωt where the right-hand side is the matrix-
vector multiplication.
The set S = Rd×dsym denotes the field of symmetric matrices in Rd×d. The symmetry of the
stress tensor Σ is due to the balance of angular momentum. The divergence theorem can










. Because the considered subregion ωt is arbitrary, using the linear balance momen-




−∇y ·Σ = f , y ∈ Ωt.
This equation is written with respect to the deformed configuration Ωt. For a detailed deriva-
tion of this equation the reader may consult [Abe12, Chapter 4]. To obtain a closed formula-
tion, the constitutive law, namely the link between the stress tensor Σ and the strain tensor
1
2(F>F − I), has to be introduced. In the next section such relation will be discussed for
the case of linear elasticity. It is important to remark that an Hamiltonian formulation of
non-linear elasticity has been proposed in [Mar81, Chapter 3].
3.1.2 The linear elastodynamics problem
Whenever deformations are small, ‖∇xu‖  1, then the reference and deformed configura-
tions are almost indistinguishable y = x + u = x + O(∇xu) ≈ x. This allows writing the




(x, t)−Div Σ(x, t) = f , x ∈ Ω.
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The material derivative simplifies to a partial one. The operator Div is the divergence of a
tensor field with respect to the reference configuration (see Appendix A for a description of
the differential operators)









Furthermore, the non-linear terms in the Green-St. Venant strain tensor can be dropped
1
2(F
>F − I) = 12
[







The linearized strain tensor (also called infinitesimal strain tensor) is the symmetric gradient
of the displacement





To obtain a closed system of equations, it is now necessary to characterize the relation
between stress and strain. This relation is normally called constitutive law. In the following,
the particular case of elastic materials is considered. These materials are able to return back
to their original size and shapes after forces are removed. For this class of materials, the
stress tensor is solely determined from the deformed configuration at a given time (Hooke’s
law)
Σ(x) = D(x) ε(u(x)).
The stiffness tensor or elasticity tensor D : S→ S is a rank 4 tensor that is symmetric positive
definite and uniformly bounded above and below. Because of symmetry, its components
satisfy
Dijkl = Djikl = Dklij .
From the uniform boundedness of D, the map D : L2(Ω, S)→ L2(Ω, S) is a symmetric positive
definite bounded linear operator (L2(Ω,S) is the space of square-integrable symmetric tensor-
valued functions). The compliance tensor C is defined by C = D−1 . Thus C : S → S is as
well symmetric positive definite and uniformly bounded above and below. An isotropic elastic
medium has the same kinematic properties in any direction and at each point. If an elastic
medium is isotropic, then the stiffness and compliance tensors assume the form
D(·) = 2µ(·) + λTr(·)I, C(·) = 12µ
[
(·)− λ2µ+ dλ Tr(·)I
]
, d = {2, 3}, (3.2)
where Tr is the trace operator and the positive scalar functions µ, λ, defined on Ω, are called
the Lamé coefficients. In engineering applications it is easier to compute experimentally two
other parameters: the Young modulus E and Poisson’s ratio ν. Those are expressed in terms
of the Lamé coefficients as
ν = λ2(λ+ µ) , E =
µ(3λ+ 2µ)
λ+ µ , (3.3)
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and conversely
λ = Eν(1 + ν)(1− 2ν) , µ =
E
2(1 + ν) . (3.4)
The stiffness and compliant tensor are expressed as
D(·) = E1 + ν
[
(·) + ν1− 2ν Tr(·)I
]
, (3.5)
C(·) = 1 + ν
E
[
(·)− ν1 + ν(d− 2) Tr(·)I
]
. (3.6)




−Div(D Gradu) = f . (3.7)
The classical elastodynamics problem is expressed considering the displacement u as the
unknown. This PDE goes together with appropriate boundary conditions that will be specified
in 3.2.
3.2 Port-Hamiltonian formulation of linear elasticity
In this section a port-Hamiltonian formulation for elasticity is deduced from the classical elas-
todynamics problem. It must be highlighted that already in the seventies a purely hyperbolic
formulation for elasticity was detailed [HM78]. The missing point is the clear connection
with the theory of Hamiltonian PDEs. An Hamiltonian formulation can be found in [Gri15,
Chapter 16], but without any connection to the concept of Stokes-Dirac structure induced by
the underlying geometry.
3.2.1 Energy and co-energy variables
Consider an open connected set Ω ⊂ Rd, d ∈ {2, 3}. The displacement within a deformable




−Div(D Gradu) = 0, x ∈ Ω. (3.8)
The contribution of the body force f has been removed for ease of presentation. To derive a





ρ ‖∂tu‖2 + Σ .. ε
}
dΩ. (3.9)
The notation A ..B = Tr(A>B) = ∑i,j AijBij denotes the tensor contraction. Recall that
ε = Gradu and Σ = Dε. The energy variables are then the linear momentum and the
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deformation field
αv = ρv, Aε = ε,







‖αv‖2 + (DAε) ..Aε
}
dΩ. (3.10)








The tensor-valued co-energy Eε is obtained by taking the variational derivative with
respect to a tensor.
Proposition 3
The variational derivative of the Hamiltonian with respect to the strain tensor is the stress
tensor δAεH = Σ.
Proof. Let S : Rd×dsym be the space of symmetric tensor and L2(Ω,S) the space of the square-




A ..B dΩ. (3.12)







A variation ∆Aε of the strain tensor with respect to a given value Āε leads to:










(DĀε) ..∆Aε + (D∆Aε) .. Āε
}
dΩ +O(η2).
The term (D∆Aε) .. Āε can be further rearranged using the symmetry of D and the
commutativity of the tensor contraction
(D∆Aε) .. Āε = (DĀε) ..∆Aε,
so that





(DĀε) .. Āε dΩ + η
∫
Ω
(DĀε) ..∆Aε dΩ +O(η2).
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By definition of variational derivative it can be written:











= DĀε = Σ.
Since the Hamiltonian is separable δAεHdef = δAεH, leading to the final result.
3.2.2 Final system and associated Stokes-Dirac structure
















The first equation of the system is the conservation of linear momentum. The second repre-
sents a compatibility condition
∂tAε = Grad(ev),
∂tε = Grad(v),
∂t Gradu = Grad(∂tu).
(3.14)
Assuming that u ∈ C2, higher order derivatives commute (Clairaut’s theorem). Hence,
the equation is verified. The following theorem ensures the differential operator is formally
skew-adjoint (one can also find this result in the recent article [PZ20, Lemma 3.3], available
as arXiv preprint).
Theorem 2
The formal adjoint of the tensor divergence Div is −Grad, the opposite of the symmetric
gradient.
Proof. We denote by V = Rd the space of vector field in Rd and by S = Rd×d the space of
symmetric tensor field in Rd×d. Let us consider the Hilbert space of the square-integrable
symmetric tensors L2(Ω, S) with scalar product defined in (3.12). Moreover consider the





a · b dΩ.
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Let us consider the tensor divergence operator defined as:
Div : L2(Ω, S)→ L2(Ω,V),
Ψ→ Div Ψ = ψ,






We try to identify Div ∗
Div ∗ : L2(Ω,V)→ L2(Ω,S),
φ→ Div ∗φ = Φ,
such that
〈Div Ψ, φ〉L2(Ω,V) = 〈Ψ, Div
∗φ〉L2(Ω,S) ,
∀Ψ ∈ Dom(Div) ⊂ L2(Ω,S),
∀φ ∈ Dom(Div ∗) ⊂ L2(Ω,V).
Now let us take Ψ ∈ C10 (Ω,S) ⊂ Domain(Div) the space of differentiable symmetric tensors
with compact support in Ω. Additionally φ will belong to C10 (Ω,V) ⊂ Dom(Div ∗), the space





































= −〈Ψ,F 〉L2(Ω,S) , F = gradφ.
But in this latter case, it could not be stated that F ∈ L2(Ω, S). Now, since Ψ ∈ L2(Ω, S),































Thus Φ = Gradφ ∈ L2(Ω, S) and it can be stated that:




















ΨijΦij dΩ = 〈Ψ, −Gradφ〉L2(Ω,S) .
It can be concluded that the formal adjoint of Div is Div ∗ = −Grad.




Σ · n known
Ω
Figure 3.2: A 2D continuum with Neumann and Dirichlet boundary conditions
















ev · (Eεn) dS.
(3.15)
The imposition of the velocity field along the boundary ev = ∂tu corresponds to a Dirichlet
condition. Setting Eεn = Σn = t (the traction) corresponds to a Neumann condition.
Consider a partition of the boundary ∂Ω = ΓN ∪ ΓD and ΓN ∩ ΓD = {∅}, where a Dirichlet
and a Neumann condition applies on the open subset ΓD and ΓN respectively (see Fig. 3.2).












































where γΓ∗0 denotes the trace over the set Γ∗, namely γΓ∗0 ev = ev|Γ∗ . Furthermore, γΓ∗n denotes
the normal trace over the set Γ∗, namely γΓ∗n Eε = Eεn|Γ∗ .
Remark 5
The boundary operators B∂ , C∂ in Eq.(3.16) are unbounded if the co-energy belong to HGrad, HDiv.
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Remark 6 (Trace operators and duality pairing for the elastodynamics problem)
For linear elastodynamics the integrations by parts formula leads to the following duality
pairings [BBF+13, Chapter 1]
〈Grad ev, Eε〉L2(Ω,S) + 〈ev, DivEε〉L2(Ω,V) = 〈γ0ev, γnEε〉H 12×H− 12 (∂Ω,V) , (3.17)
where H 12 (∂Ω,V) is the space of traces of functions belonging to HGrad(Ω,V) and H− 12 (∂Ω,V)
is its topological dual.
Theorem 3 (Stokes-Dirac structure for elastodynamics)
Let HGrad(Ω,V) denote the space of vectors with symmetric gradient in L2(Ω, S) and HDiv(Ω,S)
be the space of symmetric tensors with divergence in L2(Ω,V). Consider the following defini-
tions
H := HGrad(Ω,V)×HDiv(Ω,S),















 | e ∈ H, f = J e ∈ F, f∂ = γ0ev ∈ V∂ , e∂ = −γnEε ∈ V ′∂
 , (3.18)
where e = (ev, Eε) and J are defined in (3.16), is a Stokes–Dirac structure with respect to
the pairing〈〈





























〈f∂ , e∂〉V∂×V ′∂ = −〈γ0ev, γnEε〉H 12×H− 12 (∂Ω,V) . (3.20)
Proof. A Stokes-Dirac is characterized by the fact that DJ = D⊥J . Then one has to show that
DJ ⊂ D⊥J and D⊥J ⊂ DJ . The main steps of Theorem 3.6 in [LGZM05] (and Proposition 2)
are followed here to support the substantiation of the conjecture. The integration by parts
formula is applied as in (3.15).
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Step 1. To show that DJ ⊂ D⊥J , take (f , f∂ , e, e∂) ∈ DJ . Then
〈〈 (f ,f∂ , e, e∂), (f ,f∂ , e, e∂) 〉〉 =2 〈f , e〉F + 2 〈f∂ , e∂〉V∂×V ′∂ ,








ev · (Eεn) dS,= 0, from (3.17).
This implies DJ ⊂ D⊥J .
Step 2. Take (φ, φ∂ , ε, ε∂) ∈ D⊥J and e0 = (ev,0, Eε,0) ∈ H with compact support on Ω.
This implies γ0ev,0 = 0 and γnEε,0 = 0. Taking (J e0,0, e0,0) ∈ DJ then
〈〈 (φ,φ∂ , ε, ε∂), (J e0,0, e0,0) 〉〉 = 〈J e0, ε〉F + 〈φ, e0〉F = 0, ∀e0 ∈ H.
It follows that ε ∈ H and φ = J ε.
Step 3. Take (φ, φ∂ , ε, ε∂) ∈ D⊥J and (f , f∂ , e, e∂) ∈ DJ . Variables e, ε are indeed
tuples containing a vector and a tensor, namely e = (ev, Eε), ε = (εv, Eε). From step 2 and
(3.19)




{ev · (Eεn) + εv · (Eεn)} dS + 〈φ∂ , −γnEε〉V∂×V ′∂ + 〈γ0ev, ε∂〉V∂×V ′∂ .
Given the fact that e = (ev, Eε) is arbitrary then
φ∂ = γ0εv, ε∂ = −γnEε,
meaning that D⊥J ⊂ DJ .
Remark 7 (General mixed causality and existence and uniqueness of solutions)
The proof consider uniform boundary condition based on the integration by parts formula
given in Remark 6. This is sufficient for characterizing the Stokes-Dirac structure. Indeed,
for the existence and uniqueness of solution of system (3.16), the control inputs and outputs
have to satisfy additional compatibility conditions [Gri11]. In particular, when both Neumann
and Dirichlet conditions are imposed and their boundary partitions touch (just like in Fig.
3.2), then the appropriate space for the Dirichlet control is H1/200 (see e.g. [RRR19]). The
conjugated output will then belong to the topological dual of this space, that does not possess
a characterization. These issues are out of the scope of this work.
Linear elasticity falls within the assumptions of the theoretical work of [Skr19]. Therefore,
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it is a well posed boundary control pH system. A question that naturally arises is how to
reformulate this system using the language of differential geometry. This is possible through
the usage of vector-valued differential forms. The interested reader may consult [Bre08].
3.3 Conclusion
In this chapter, the pH formulation of elasticity has been obtained. This model represents
a generalization of the wave equation to higher dimensional variables. This leads to the
introduction of symmetric tensorial quantities describing the state of stress and deformation
within the body.
For a plane continuum with moderate thickness, it is possible to reduce the general three-
dimensional mode to two uncoupled systems: one representing the in-plane behavior ruled by
2D elasticity and one representing the out-of-plane deflection. This will be the object of the
next chapter dedicated to the study of a pH formulation of plate bending. It is important to
remember that plate models are just particular cases of three-dimensional elasticity.
Chapter 4
Port-Hamiltonian plate theory
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P
lates are plane structural elements with a small thickness compared to the planar
dimensions. Thanks to this feature, it is not necessary to model plate structures
using three-dimensional elasticity. Dimensional reduction strategies are employed
to describe plate structures as two-dimensional problems. These strategies rely
on an educated guess of the displacement field. For beams and plates this field is expressed in
terms of unknown functions φji (x, y, t) that solely depends on the midplane coordinates (x, y)
ui(x, y, z, t) =
m∑
j=0
(z)jφji (x, y, t).
where ui, i = {x, y, z} are the components of the displacement field. A first-order approxi-
mation is commonly used, meaning that a linear dependence on z is considered. Two main
models arise from such a framework:
• the Mindlin-Reissner model for thick plates;
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• the Kirchhoff-Love model for thin plates.
In this chapter it is shown how to formulate first-order plate models as pHs.
4.1 First order plate theory
As previously stated, first order theories assume a linear dependence on the vertical coordinate
(cf. [Red06])
ui(x, y, z, t) = φ0i (x, y, t) + zφ1i (x, y, t).
This hypothesis implies that the fibers, i.e. segments perpendicular to the mid-plane before
deformation, remain straight after deformation. Additionally, for plate with moderate thick-
ness the fibers are considered inextensible, meaning that φ1z = 0. These assumptions lead to
the following displacement field
ux(x, y, z, t) = u0x(x, y, t)− zθx(x, y, t),
uy(x, y, z, t) = u0y(x, y, t)− zθy(x, y, t),
uz(x, y, z, t) = u0z(x, y, t),
(4.1)
where u0i (x, y, t) = φ0i (x, y, t), θi(x, y, t) = −φ1i (x, y, t). Assuming a linear elastic behavior,
the 3D strain tensors for such a displacement field takes the form
εαβ =
1
2 (∂βuα + ∂αuβ)− z
1
2 (∂βθα + ∂αθβ) = ε
0
αβ − zκαβ, (4.2)
εαz =
1
2 (∂auz − θα) =
1
2γα, (4.3)
where α = {x, y}, β = {x, y}. The tensors ε0, κ, γ are called membrane, bending (or
curvature) and shear strain tensor
ε0 = Gradu0, (4.4)
κ = Gradθ, (4.5)
γ = graduz − θ. (4.6)
where u0 = (ux, uy)>, θ = (θx, θy)>. For now, it is assumed that the material is isotropic,
linear elastic (in §4.3 this hypothesis is removed). Recall the Hooke’s law for 3D continua
(see Eq. (3.5))
Σ = E1 + ν
[
ε+ ν1− 2ν Tr(ε)I3×3
]
.
where E, ν are the Young modulus and Poisson ratio. The hypothesis of inextensible fibers
implies εzz = 0. However, imposing a plane strain condition provides a model that is too
stiff. Rather than a plain strain assumption, a plain stress hypothesis is used to derive the
constitutive law for plates. The displacement field (4.1) is left unchanged, but, instead of εzz,
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Σzz is set to zero. If Σzz = 0, one gets
εzz = −
ν
1− ν (εxx + εyy).
Consequently, it is computed
Tr(ε) = 1− 2ν1− ν (εxx + εyy).
The constitutive law for the in-plane stress takes the form
Σ2D = D2D ε2D,
where Σ2D = Σαβ, ε2D = εαβ and
D2D =
E
1− ν2 [(1− ν)(·) + ν Tr(·)I2×2] . (4.7)
Concerning the shear deformation, the constitutive law reduces to
σs = Gγ, (4.8)
where σs := Σα,3 and G = E2(1+ν) is the shear modulus. In the following sections, the most
common plate models will be presented.
4.1.1 Mindlin-Reissner model
The Mindlin-Reissner model [Rei47, Min51] represents a first-order shear deformation theory
for describing the bending of plate. The in-plane midplane displacement are zero u0(x, y) = 0
for an isotropic plate that experiences only bending. Hence, the displacement field reduces to
ux(x, y, z) = −z∂xθx,
uy(x, y, z) = −z∂yθy,
uz(x, y, z) = u0z(x, y).
(4.9)
In pure bending, the strain tensor is given by
εb := ε2D(u0 = 0) = −zκ,
with κ given by (4.5). Consequently, the stress tensor reads
Σb := Σ2D(u0 = 0) = −zD2Dκ,
where D2D is defined in Eq. (4.7).
The undeformed middle plane of the plate is denoted by Ω. The total domain of the
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plate is the product Ω× (−h/2, h/2), where h is the constant thickness. To effectively reduce
the problem from three- to two-dimensional, the stresses have to be integrated along the
fibers. Since the stress varies linearly across the thickness, the stress has to be multiplied
by z before the integration to get a non null contribution. The resulting quantity is called




zΣb dz = Db κ, (4.10)
where
Db = Db [(1− ν)(·) + ν Tr(·)I2×2] , where Db =
Eh3
12(1− ν2) . (4.11)
The shear stress has to be integrated along the fibers as well. Given the excessive rigidity of




Kshσs = KshGhγ, (4.12)
where γ is defined in Eq. (4.6). The equations of motion can be obtained using Hamilton’s
principle. It consists in minimizing the total Lagrangian, given by L = Edef − Ekin, where





































{δEdef − δEkin} dt = 0.










= DivM + q,
(4.15)
with M = Db Gradθ and q = KshGh (graduz − θ). This PDE goes together with specified
boundary conditions. Those will be detailed in 4.2.1.
4.1.2 Kirchhoff-Love model
The Kirchhoff model was formulated around 1850 and it is referred to as classical plate theory.
The hypotheses on the displacement field consist of the following three points (see Fig. 4.1):









Figure 4.1: Kinematic assumption for the Kirchhoff plate
1. The fibers, segments perpendicular to the mid-plane before deformation, remain straight
after deformation.
2. The fibers are inextensible.
3. While rotating, fibers remain perpendicular to the middle surface after deformation.
While the first two points are valid also for the Mindlin plate, the third assumption is specific
to the Kirchhoff-Love model. Such an approximation is valid for plates having span-to-
thickness ratio of the order of L/h ≈ 100−1000 and implies zero transverse shear deformation
γ = 0 =⇒ εxz = −θx +
∂uz
∂x




The rotation vector is then related to the vertical displacement θ = graduz. Plugging this
into (4.5), it is found
κ = Grad graduz = Hessuz. (4.16)
Since the focus is on bending behavior, the in-plane displacement of the mid-plane are assumed
to be zero u0(x, y) = 0. Hence, the displacement field assumes the form
ux(x, y, z) = −z∂xuz,
uy(x, y, z) = −z∂yuz,
uz(x, y, z) = u0z(x, y).
(4.17)
For the Kirchhoff plate, the same link between the momenta and bending tensor holds
M = Dbκ,
where Db and κ are given in (4.11), (4.16) respectively. The equations of motion can be
obtained using Hamilton’s principle [Red06, Chapter 2]. The deformation energy, kinetic
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Remark 8 (Rotational energy)





















is neglected given the small thickness assumption.
The final result from the Hamilton’s principle is the following PDE (for the detailed




= −div Div(Db Grad graduz), (x, y) ∈ Ω. (4.20)




= −Db∆2uz, (x, y) ∈ Ω,







∂y4 is the bi-Laplacian. Appropriate boundary conditions for
this problem will be detailed in 4.2.2.
4.2 Port-Hamiltonian formulation of isotropic plates
In this section the pH formulation of the isotropic Mindlin and Kirchhoff plate models is
detailed. In [MMB05], the Mindlin plate model was put in pH form by appropriate selection
of the energy variables. However, the final system does not consider the nature of the different
variables that come into play, leading to a non intrinsic final formulation. Additionally, this
model was presented using the jet bundle formalism in [SS17]. The Kirchhoff model was never
explored in the pH framework and represents an original contribution of this thesis. The
interested reader can find in [RZ18] a rigorous mathematical treatment of the biharmonic
problem and its decomposition in 2D geometries, but only for the static case (the 3D case,
that does not relate to plate bending, is treated in [PZ18]).
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4.2.1 Port-Hamiltonian Mindlin plate
Let w := uz denote the vertical displacement of the plate. Consider a bounded, connected














∥∥∥∥2 +M .. κ+ q · γ
}
dΩ, (4.21)
where M , κ, q, γ are defined in Eqs. (4.10), (4.5), (4.12), (4.6) respectively. The choice of
the energy variables is the same as in [MMB05] but here scalar-, vector- and tensor-valued












αγ = γ. Shear deformation.
(4.22)









‖αθ‖2 + (DbAκ) ..Aκ + (Dsαγ) ·αγ
}
dΩ, (4.23)
where Ds := GhKshI2×2, G is the shear modulus andKsh the correction factor. The co-energy




















= q Shear stress.
(4.24)
Proposition 4
The variational derivative of the Hamiltonian with respect to the curvature tensor is the
momenta tensor δHδAκ = M .
Proof. The proof is analogous to the one already detailed in Prop. 3










0 0 0 div
0 0 Div I2×2
0 Grad 0 0








The first two equations are equivalent to (4.15). The last two equations, like (3.14) for 3D
elasticity, represent the fact that the higher order derivatives commute. We shall now
establish the total energy balance in terms of boundary variables as they will be part of the




































Figure 4.3: Reference frames and notations.


























{wt qn + ωnMnn + ωsMns} ds,
(4.26)
where s is the curvilinear abscissa. The last integral is obtained by applying the Stokes
theorem. The boundary variables appearing in the last line of (4.26) and illustrated in
Fig. 4.2 are defined as follows:
Shear force qn := q · n = eγ · n,
Flexural momentum Mnn := M .. (n⊗ n) = Eκ .. (n⊗ n),
Torsional momentum Mns := M .. (s⊗ n) = Eκ .. (s⊗ n),
(4.27)
Given two vectors a ∈ Rn, b ∈ Rm, the notation a ⊗ b = ab> ∈ Rn×m denotes the outer
(or dyadic) product of two vectors. Vectors n and s designate the normal and tangential
unit vectors to the boundary, as shown in Fig. 4.3. The corresponding power conjugated
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Γc = {wt, ωn, ωs known}
Ω
Γs = {wt, ωs, Mnn known}
Γf = {qn,Mnn,Mns known}
Figure 4.4: Boundary conditions for the Mindlin plate.
variables are




Flexural rotation ωn :=
∂θ
∂t
· n = eθ · n,
Torsional rotation ωs :=
∂θ
∂t
· s = eθ · s.
(4.28)
Consider a partition of the boundary ∂Ω = ΓC ∪ΓS ∪ΓF , ΓC ∩ΓS ∩ΓF = {∅}. The open
subset ΓC , ΓS , ΓF could be empty. Given definitions (4.27), (4.28), the boundary conditions
for the Mindlin plate [DHNLS99] (see Fig. 4.4) that are considered are:
• Clamped (C) on ΓC ⊆ ∂Ω : wt, ωn, ωs known;
• Simply supported hard (S) on ΓS ⊆ ∂Ω: wt, ωs, Mnn known;
• Free (F) on ΓF ⊆ ∂Ω: Mnn, Mns, qn known.
Then the final pH formulation reads










0 0 0 div
0 0 Div I2×2
0 Grad 0 0












γΓC0 0 0 0
0 γΓCn 0 0
0 γΓCs 0 0
γΓS0 0 0 0
0 γΓSs 0 0
0 0 γΓSnn 0
0 0 γΓFnn 0
0 0 γΓFns 0












0 0 0 γΓCn
0 0 γΓCnn 0
0 0 γΓCns 0
0 0 0 γΓSn
0 0 γΓSns 0
0 γΓSn 0 0
0 γΓFn 0 0
0 γΓFs 0 0











where γΓ∗0 a = a|Γ∗ denotes the trace over the set Γ∗. Furthermore, notations γΓ∗n a = a ·
n|Γ∗ , γΓ∗s a = a · s|Γ∗ indicate respectively the normal and tangential traces over the set Γ∗.
Symbols γΓ∗nn, γΓ∗ns denote the normal-normal trace and the normal-tangential trace of tensor-
valued functions and γΓ∗nnA = A .. (n⊗n)|Γ∗ , γΓ∗nsA = A .. (n⊗ s)|Γ∗ . The boundary operators
B∂ , C∂ are unbounded.
Remark 9
It can be observed that the interconnection structure given by J in (4.29) mimics that of the
Timoshenko beam [JZ12, Chapter 7].
Remark 10 (Trace operators and duality pairings for the Mindlin plate)
For the Mindlin plate the integrations by parts formula leads to the following duality pairings














where H 12 (∂Ω), H 12 (∂Ω,V) is the space of traces of functions belonging to H1(Ω), HGrad(Ω,V)
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respectively and H− 12 (∂Ω), H− 12 (∂Ω,V) are their topological dual.
Theorem 4 (Stokes-Dirac structure for the Mindlin plate)
Consider V = R2, S = R2×2sym and let H1(Ω) be the space of functions with gradient in L2(Ω,V)
and Hdiv(Ω,V) the space of vector-valued functions with divergence in L2(Ω). Furthermore,
H1(Ω,V) is the space of vectors with symmetric gradient in L2(Ω, S) and HDiv(Ω, S) denotes
the space of symmetric tensors with divergence in L2(Ω,V). Consider the definitions
H := H1(Ω)×HGrad(Ω,V)×HDiv(Ω, S)×Hdiv(Ω,V),







































where e = (ew, eθ, Eκ, eγ) and J is defined in (4.29), is a Stokes–Dirac structure with respect
to the pairing〈〈





























〈f∂ , e∂〉V∂×V ′∂ = −〈γ0ew, γneγ〉H 12×H− 12 (∂Ω) − 〈γ0eθ, γnEκ〉H 12×H− 12 (∂Ω,V) .
Proof. The proof is analogous to the proof of to Theorem 3. Here, the integration by parts
formula (4.30) is used.
The Mindlin plate falls within the assumption of [Skr19], hence it is a well-posed boundary
control pH systems.
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4.2.2 Port-Hamiltonian Kirchhoff plate













where M , κ are defined in Eqs. (4.10), (4.16). For what concerns the choice of the energy




, Linear momentum, Aκ = κ, Curvature tensor. (4.34)






, Linear velocity, Eκ :=
δH
δAκ
= M , Momenta tensor. (4.35)
















The first equation is equivalent to (4.20). The last equation represents the fact that higher
order derivatives commute
∂tAκ = Grad grad ew,
∂tκ = Grad grad ∂tw,
∂t Grad gradw = Grad grad ∂tw.
The last equation holds for w ∈ C3(Ω).
Theorem 5
The operator Grad ◦ grad, corresponding to the Hessian operator, is the adjoint of the double
divergence div ◦Div.
Proof. Let S = Rd×dsym and consider the Hilbert space of the square-integrable symmetric square
tensors L2(Ω, S) over an open connected set Ω. Consider the Hilbert space L2(Ω) of scalar
square-integrable functions, endowed with the standard inner product. Consider the double
divergence operator defined as:
div Div : L2(Ω, S)→ L2(Ω),
Ψ→ div Div Ψ = ψ,
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We shall identify div Div∗
div Div∗ : L2(Ω)→ L2(Ω,S),
f → div Div∗f = F ,
such that
〈div Div Ψ, f〉L2(Ω) = 〈Ψ, div Div
∗f〉L2(Ω,S) ,
∀Ψ ∈ Dom(div Div) ⊂ L2(Ω,S)
∀ f ∈ Dom(div Div∗) ⊂ L2(Ω)
The function has to belong to the operator domain, so for instance f ∈ C20 (Ω) ∈ Dom(div Div∗)
the space of twice differentiable scalar functions with compact support and Ψ can be chosen
in the set C20 (Ω,S) ∈ Dom(div Div), the space of twice differentiable symmetric tensors with
compact support on Ω. A classical result is the fact that the adjoint of the vector divergence
is div∗ = −grad as stated in [KZ15]. By theorem 2, it holds Div∗ = −Grad. Considering
that div Div = div ◦Div is the composition of two different operators and that the adjoint of
a composed operator is the adjoint of each operator in reverse order, i.e. (B ◦C)∗ = C∗ ◦B∗,
then it can be stated
(div ◦Div)∗ = Div∗ ◦ div∗ = Grad ◦ grad .
Since only formal adjoints are being looked for, this concludes the proof.




















{q̂nwt + ∂nwtMnn + ∂swtMns} ds.
(4.37)
where s is the curvilinear abscissa, wt := ∂tw and ∂swt denotes the directional derivative
along the tangential versor at the boundary. Additionally, the following definitions have been
introduced
q̂n := −n ·Div(Eκ), Mnn := (n⊗ n) ..Eκ, Mns := (n⊗ s) ..Eκ. (4.38)
Variables wt and ∂swt are not independent as they are differentially related with respect to
derivation along s (see for instance [TWK59, Chapter 4]). The tangential derivative has to be
moved on the torsional momentum Mns. For sake of simplicity, ∂Ω is supposed to be regular.
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Γc = {wt, ∂nwt known}
Ω
Γs = {wt, Mnn known}
Γf = {q̃n, Mnn known}
Figure 4.5: Boundary conditions for the Kirchhoff plate.
Then the integration by parts provides∫
∂Ω








{wt q̃n + ∂nwtMnn} ds, (4.40)
where the boundary variables are
Effective shear force q̃n := q̂n − ∂sMns, (4.41a)
Flexural momentum Mnn := M .. (n⊗ n) = Eκ .. (n⊗ n), (4.41b)
and q̂n is defined in (4.38). The corresponding power conjugated variables are:




Flexural rotation ∂nwt := ∇ew · n. (4.42b)
,
Consider a partition of the boundary ∂Ω = ΓC ∪ ΓS ∪ ΓF , ΓC ∩ ΓS ∩ ΓF = {∅}, where
ΓC ,ΓS ,ΓF are open subset of ∂Ω. Given definitions (4.41), (4.42), the boundary conditions
for the Kirchhoff plate [GSV18] are the following (see Fig. 4.5):
• Clamped (C) on ΓC ⊆ ∂Ω : wt, ∂nwt known;
• Simply supported (S) on ΓS ⊆ ∂Ω: wt, Mnn known;
• Free (F) on ΓF ⊆ ∂Ω: q̃n, Mnn known.
Then the final pH formulation reads




















































where γΓ∗0 a = a|Γ∗ and γΓ∗1 a = ∂na|Γ∗ denote the trace and the normal derivative trace over
the set Γ∗ respectively. The symbol γΓ∗nn,1 denotes the map γΓ∗nn,1A = −n ·DivA−∂s(A .. (n⊗
s))|Γ∗ ,, while γΓ∗nnA = A .. (n ⊗ n)|Γ∗ indicates the normal-normal trace of a tensor-valued
function. As the elasticity system (3.16) and the Mindlin plate (4.29) the boundary operators
B∂ , C∂ are unbounded.
Remark 11
The interconnection structure J in (4.43) mimics that of the Bernoulli beam [CRMPB17].
The double divergence and the Hessian coincide, in dimension one, with the second derivative.
Remark 12 (Trace operators and duality pairings for the Kirchhoff plate)
For the Kirchoff plate the integrations by parts formula leads to the following duality pairings
[ACPC02, Theorem 2.2]














where H 12 (∂Ω), H 32 (∂Ω) are the spaces of traces of functions belonging to H1(Ω) and H2(Ω)
respectively and H− 12 (∂Ω), H− 32 (∂Ω) are their topological duals.
Theorem 6 (Stokes-Dirac structure for the Kirchhoff plate)
Consider S = R2×2sym and let H2(Ω) be the space of functions with Hessian in L2(Ω,S) and
Hdiv Div(Ω, S) the space of vector-valued functions with double divergence in L2(Ω). Consider
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the definitions
H := H2(Ω)×Hdiv Div(Ω, S),





























Eκ ∈ V ′∂
 ,
(4.45)
where e = (ew, Eκ) and J is defined in (4.43), is a Stokes–Dirac structure with respect to
the pairing〈〈





























〈f∂ , e∂〉V∂×V ′∂ = −〈γ1ew, γnnEκ〉H 12×H− 12 (∂Ω) − 〈γ0ew, γnn,1Eκ〉H 32×H− 32 (∂Ω) .
Proof. The proof is analogous to Theorem 3. The integration by parts formula (4.44) is here
used.
4.3 Laminated anisotropic plates
Until now homogeneous isotropic materials have been considered. For this class of materials,
the membrane and bending problems are decoupled. In aeronautical applications, structure
are made up of laminae of different materials to enhance the mechanical properties of the
resulting structure. In some cases, a certain coupling is desired, to increase the aerodynamical
performance of the wing as it deforms.
Consider again the deformation field given by (4.1)
u(x, y, z, t) = u0(x, y, t)− zθ(x, y, t),
uz(x, y, z, t) = u0z(x, y, t),















Figure 4.6: Laminated plate with 4 layers.
where u = (ux, uy). The link between in-plane deformation (4.2) and the membrane and
bending contribution (4.4), (4.5).
ε2D = ε0 − zκ where ε0 = Gradu0, κ = Gradθ. (4.47)
Assume that each layer is an anisotropic material under plane stress condition. Then, it
holds (see [Red03, Chapter 1] for details)
Σi2D = Di2Dεi2D,
where i indicates the layer under consideration. The matrix Di2D depends on the properties
of each material. To reduce the problem to bi-dimensional, the stresses have to be integrated












where nlayer is the number of layers and zi represents the height of the ith layer (see Fig. 4.6)
Since the stress are discontinuous due to the change of constitutive law along the thickness,




























Di2D(z3i+1 − z3i ),
(4.50)
Differently from isotropic plate, for laminated anisotropic plates the membrane and bending
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behavior are coupled. The coupling term Dc disappears if a symmetric configuration is




σs dz = Dsγ, where γ = graduz − θ. (4.51)
The tensor Ds is not diagonal as in the isotropic case, cf. §4.2.1.
In the following section it is shown how anisotropic laminated plates can be formulated
as pHs.
4.3.1 Port-Hamiltonian laminated Mindlin plate



























N .. ε0 +M .. κ+ q · γ
}
dΩ.
By using Hamilton’s principle the equations of motion are retrieved (see [Red03, Chapter 3]













= DivM + q,
(4.52)
where N ,M , q are defined in Eqs. (4.49), (4.51). To get a port-Hamiltonian formulation,



















This choice highlights the nature of the problem in which the membrane part (equivalent to
a 2D elasticity problem) and the bending part interact. The total energy H = Ekin + Edef is


























{(DmAε0 + DcAκ) ..Aε0 + (DcAε0 + DbAκ) ..Aκ + (Dsαγ) ·αγ} dΩ,
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0 0 0 Div 0 0
0 0 0 0 0 div
0 0 0 0 Div I2×2
Grad 0 0 0 0 0
0 0 Grad 0 0 0











The coupling between the membrane and bending part is clear when considering the link












ρhI2×2 0 0 0 0 0
0 1ρh 0 0 0 0
0 0 12
ρh3 I2×2 0 0 0
0 0 0 Dm Dc 0
0 0 0 Dc Db 0











Again appropriate boundary variables and a suitable Stokes-Dirac structure can be found for
this model. The final formulation is just a superposition of systems (3.16) and (4.29).
4.3.2 Port-Hamiltonian laminated Kirchhoff plate





















N .. ε0 +M .. κ
}
dΩ,
where κ is defined in Eq. (4.5). Furthermore, as stated in Remark 8, the rotational contri-
bution in the kinetic energy has been neglected. The equations of motion are (see [Red03,








= −div DivM ,
(4.57)
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whereN ,M are defined in Eqs. (4.49). To get a port-Hamiltonian formulation, the following

































{(DmAε0 + DcAκ) ..Aε0 + (DcAε0 + DbAκ) ..Aκ} dΩ,

































0 0 Div 0
0 0 0 −div ◦Div
Grad 0 0 0
















ρhI2×2 0 0 0
0 1ρh 0 0
0 0 Dm Dc








The energy rate provides the appropriate boundary conditions from which one can construct
the Stokes-Dirac structure. The necessary computations are not performed here as the final
result is just a juxtaposition of systems (3.16), (4.43).
4.4 Conclusion
In this chapter, a pH formulation for the most commonly used plate models has been detailed.
Many open questions remain. In particular, how to generalize the results to shell problems,
for which the domain is a surface embedded in the three dimensional space (a manifold).
Computations get more involved in this case since the usage of differential geometry concepts
is unavoidable. These models are important since they are widely used in the aerospace in-
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dustry and ubiquitous in nature.
The reformulation of plate models using the language of differential geometry is another
open research topic. Indeed, while for the Mindlin plate it should be possible to use vector-
valued forms to obtain an equivalent system [Fal08], for the Kirchhoff plate higher order





Eh bien, mon ami, la terre sera un jour ce cadavre refroidi. Elle deviendra
inhabitable et sera inhabitée comme la lune, qui depuis longtemps a
perdu sa chaleur vitale.
Vingt mille lieues sous les mers
Jules Verne
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T
hermoelasticity is the study of deformable bodies undergoing thermal excitations.
It is a clear example of a multiphysics phenomenon since the heat transfer and
elastic vibrations within the body mutually interact. In this chapter, a linear
model of thermoelasticity is obtained under the pH formalism. Each physics is
described separately and the final system is obtained considering a power-preserving inter-
connection of two pHs.
5.1 Port-Hamiltonian linear coupled thermoelasticity
In this section, a pH formulation of heat transfer is first introduced. The classical model of
thermoelasticity is then recalled. The same model is found by interconnecting the heat equa-
tion and the linear elastodynamics problem seen as pHs. It is shown that the interconnection
65
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preserves a quadratic functional that plays the role of a fictitious energy. The resulting sys-
tem is dissipative with respect to this functional. The construction makes use of the intrinsic
modularity of pHs [KZvdSB10].
5.1.1 The heat equation as a port-Hamiltonian descriptor system
Consider the heat equation in a bounded connected set Ω ⊂ Rd, d ∈ {1, 2, 3}, describing the




= k∆T + rQ, x ∈ Ω, (5.1)
where ρ, cε, k, rQ are the mass density, the specific heat density at constant strain, the thermal
diffusivity and an heat source. Symbol ∆ denotes the Laplacian in Rd. The Dirichlet and
Neumann condition of this problem are
T known on ΓTD, Dirichlet condition,
−k gradT · n known on ΓTN , Neumann condition,
where a partition of the boundary ∂Ω = ΓTD ∪ ΓTN has been considered. This model can be
put in pH form by means of a canonical interconnection structure. An algebraic relationship
that describes the Fourier law has to be incorporated in the model (cf. [Kot19, Chapter 2]).
Here, a differential-algebraic formulation is exploited to obtain the same system.
Let T0 be a constant reference temperature (the introduction of this variables is instru-












has the physical dimension of an energy and represents a Lyapunov functional of this system.
Even though it does not represent the internal energy, it has some important properties.
Select as energy variable
αT := ρcε(T − T0),






= T − T0
T0
=: θ.
Introducing the heat flux jQ := −k gradT as additional variable, the heat equation (5.1) is

































with uT := rQ and yT represents the corresponding power-conjugate variable. In matrix
notation, it is obtained
ET∂tαT = (JT −RT ) eT + BT uT ,
yd = B∗T eT
(5.3)






















The system is an example of pH descriptor system (cf. [BMXZ18] for the finite-dimensional






eT · ETαT dΩ. (5.4)



























eT jQ · n dS.
(5.5)
This choice of Hamiltonian allows retrieving the classical boundary conditions and leads to a
dissipative system. Other formulations, based on an entropy or internal energy functionals,
are possible for the heat equation [DMSB09, SHM19a]. These provide an accrescent or a
lossless system. Unfortunately these formulations are non linear and their discretization is a
difficult task [SHM19b].
5.1.2 Classical thermoelasticity
The derivation of the classical theory of thermoelasticity is not carried out here. The reader
may consult in [HE09, Chapter 1] or [Abe12, Chapter 8] for a detailed discussion on this
topic.


















Figure 5.1: Boundary conditions for the thermoelastic problem.
Consider a bounded connected set Ω ⊂ Rd, d ∈ {1, 2, 3}. The classical equations for linear












ΣET = ΣE + ΣT ,
ΣE = 2µε+ λTr(ε)Id×d,
ΣT = −Cβθ, θ := (T − T0)/T0
ε = Grad(u),
jQ = −k gradT.
(5.6)
For simplicity the coupling term
Cβ := T0β(2µ+ 3λ)Id×d
has been introduced. Field u is the displacement, ε is the infinitesimal strain tensor, ΣE ,ΣT
are the stress tensor contribution due to mechanical deformation and a thermal field. Co-
efficients λ, µ are the Lamé parameters, and β the thermal expansion coefficient. Given a
partition of the boundary ∂Ω = ΓED ∪ΓEN = ΓTD ∪ΓTN for the elastic and thermal domain. The
general boundary conditions read (see Fig. 5.1)
u known on ΓED × (0,+∞),
ΣET · n known on ΓEN × (0,+∞),
T known on ΓTD × (0,+∞),
jQ · n known on ΓTN × (0,+∞).
(5.7)
In the following section an equivalent system is constructed by interconnecting the heat
equation and the elastodynamics system in a structured manner.
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5.1.3 Thermoelasticity as two coupled port-Hamiltonian systems
Consider again the equation of elasticity on Ω ⊂ Rd, d ∈ {1, 2, 3} (cf. Eq. (3.16)), together



































{αv · ev +Aε ..Eε} dΩ.
































with Hamiltonian HT defined in (5.4). The linear thermoelastic problem can be expressed as
a coupled port-Hamiltonian system. Consider the following interconnection
uE = −Div(Cβ yT ), uT = −Cβ ..Grad(yE). (5.10)
The interconnection is power preserving as it can be compactly written as
uE = Aβ(yT ), uT = −A∗β(yE), where Aβ(·) = −Div(Cβ ·), (5.11)
where A∗β denotes the formal adjoint. The assertion is justified by the following proposition.
Proposition 5
Let C∞0 (Ω), C∞0 (Ω,Rd) be the space of smooth functions and vector-valued functions respec-
tively. Given yT ∈ C∞0 (Ω), yE ∈ C∞0 (Ω,Rd), the coupling operator
Aβ : C∞0 (Ω)→ C∞0 (Ω,Rd),
yT → −Div(CβyT )
(5.12)
has formal adjoint
A∗β : C∞0 (Ω,Rd)→ C∞0 (Ω)
yE → +Cβ ..Grad(yE)
(5.13)
Proof. It is necessary to show
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where for uE ,yE ∈ C∞0 (Ω), uT , yT ∈ C∞0 (Ω)
〈uE , yE〉L2(Ω,Rd) =
∫
ΩE
uE · yE dΩ, 〈uT , yT 〉L2(Ω) =
∫
ΩT
uT yT dΩ. (5.15)
The proof is a simple application of Theorem 8
〈yE , AβyT 〉L2(Ω,Rd) = −
∫
Ω
















This concludes the proof.
If the compact support assumption is removed, it is obtained
〈uT , yT 〉L2(Ω) + 〈uE ,yE〉L2(Ω,R3) = −
∫
Ω








(eTCβ · n) · ev dS.
(5.17)
Using the expression of yT ,yE , considering that T0 is constant and applying Schwarz theorem
for smooth function, the inputs are equal to




The coupled thermoelastic problem can now be written as
1 0 0 0
0 1 0 0
0 0 1 0









0 Div Aβ 0
Grad 0 0 0
−A∗β 0 0 −div












uE · yE dΩ +
∫
∂Ω







θ jQ · n dS, (5.20)
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The overall power balance is easily computed considering Eqs. (5.19) (5.20) and (5.17)
Ḣ = ḢE + ḢT ≤
∫
∂Ω
{[Eε − eTCβ] · n} · ev dS −
∫
∂Ω
eT jQ · n dS. (5.21)
This result is the same stated in [Car73, page 332]. From the power balance the classical




































n (Cβ ·) 0
γ
ΓEN
0 0 0 0


















System (5.18) together with (5.22) is a pH system with boundary control and observa-
tion. Indeed, the classical thermoelastic problem can be modeled as two coupled systems,
demonstrating the modularity of the pH paradigm.
Remark 13
Notice that the boundary operators in Eq. (5.22) contains a coupling between the thermal and
mechanical variables. This is due to the fact that the coupling operator Aβ is of differential
kind.
5.2 Thermoelastic port-Hamiltonian bending
In this section, the thermoelastic bending of thin beam and plate structures is described as
coupled interconnection of pHs. Starting from classical thermoelastic models a suitable pH
formulation can be obtained. This couples a mechanical system defined on a reduced domain
(uni-dimensional for beams, bi-dimensional for plates), to a thermal domain defined in the
three-dimensional space.
5.2.1 Thermoelastic Euler-Bernoulli beam
The model for the linear thermoelastic vibrations of an isotropic thin rod is detailed in
[Cha62, LR00]. The domain of the beam is uni-dimensional ΩE = {0, L}, while the thermal
domain is three-dimensional ΩT = {0, L}×S, where S is the set representing the beam cross
section. The set S is assumed to constant along the axis for simplicity. The ruling equations

















= kT0∆θ + βT0Ez
∂3w
∂x2∂t
, (x, y, z) ∈ ΩE × S = ΩT ,
(5.23)
where w(x, t) is the vertical displacement of the beam I =
∫
S z
2 dx dy the second moment
of area, E the Young modulus and A the cross section. The constant cε,B is due to the
thermoelastic coupling (cf. [Cha62, LR00] for a detailed explanation). The other terms have
meaning than in §5.1. Since the normalized temperature θ(x, y, z, t) depends on all spatial
coordinates, the symbol ∆ = ∂xx + ∂yy + ∂zz is the Laplacian in three dimensions. The
physical parameters are assumed to be constant for simplicity.
The coupling operator is defined as






To unveil an interconnection that is power-preserving with respect to a certain function, the
formal adjoint of the coupling operator is needed.
Proposition 6
Let C∞0 (ΩT ), C∞0 (ΩE) be the space of smooth functions with compact support defined on ΩT
and ΩE respectively. Given yT ∈ C∞0 (ΩT ), yE ∈ C∞0 (ΩE) the formal adjoint of the coupling
operator is
A∗β,B(yE) = −βET0z ∂xxyE . (5.25)
Proof. The formal adjoint is defined by the relation






where for uE , yE ∈ C∞0 (ΩE), uT , yT ∈ C∞0 (ΩT )
〈uE , yE〉L2(ΩE) =
∫
ΩE
uEyE dx, 〈uT , yT 〉L2(ΩT ) =
∫
ΩT
yT yT dxdydz. (5.27)
Using Def. (5.24) and the integration by parts, one finds
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This concludes the proof.
















Consider the Hamiltonian functional



















The energy variables are chosen to make the Hamiltonian functional quadratic
αw = ρA∂tw, ακ = ∂xxw, αT = ρcε,BT0θ. (5.32)




= ∂tw, eκ :=
δH
δακ




System (5.30) can now be rewritten as
1 0 0 0
0 1 0 0
0 0 1 0









0 −∂xx Aβ,B 0
∂xx 0 0 0
−A∗β,B 0 0 −div








This system is the equivalent of (5.18) for bending of beams. Hence, following the same
reasoning, it can be obtained starting from each subsystem in pH form by means of an
appropriate interconnection.
5.2.2 Thermoelastic Kirchhoff plate
For the bending of thin plate, several different models have been proposed [Cha62, Lag89,
Sim99, Nor06]. Here, the Chadwick model [Cha62] is considered. The thin plate occupies the
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, where h is the plate thickness. The system of equations































where w(x, y, t) is the vertical deflection, Db = Eh
3
12(1−ν2) the bending rigidity (cf. Eq. (4.11)),
ν the Poisson modulus and cε,P a constant (depending on the heat capacity at constant strain
and other coupling parameters, cf. [Cha62]). Symbols ∆2D = ∂xx+∂yy, ∆3D = ∂xx+∂yy+∂zz
are the two- and three-dimensional Laplacian.
The coupling operator is here defined as








Analouglsy with respect to the Euler-Bernoulli beam its formal adjoint is sought for.
Proposition 7
Let C∞0 (ΩT ), C∞0 (ΩE) be the space of smooth functions with compact support defined on ΩT




1− ν ∆2DyE . (5.37)
Proof. The proof is completely identical to Prop. 6.













The Hamiltonian functional equals




















where Hess2D is the Hessian in two dimensions and Db was defined in (4.11) (cf. §4.1.1). The
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System (5.38) is rewritten as
1 0 0 0
0 1 0 0
0 0 1 0









0 −div Div2D Aβ,P 0
Hess2D 0 0 0
−A∗β,P 0 0 −div3D








The subscript 2D, 3D refers to two- and three-dimensional operators respectively. The final
system reproduces the same structured coupling already observed for (5.18), (5.34).
Remark 14
The thermoelastic bending can be reduced to two problems defined on the same domain (cf.
[HZ97] for beams and [AL00] for plates) by introducing the following approximation of the
temperature field
θ(x, y, z) = θ0 + zθ1, (5.42)
where θ0 = θ0(x), θ1 = θ1(x) for beams and θ0 = θ0(x, y), θ1 = θ1(x, y) for plates. However,
this introduces a strong simplification as the thermal phenomena typically occur in the whole
three-dimensional space.
5.3 Conclusion
In this chapter, it was shown classical linear thermoelastic problem are equivalent to two
coupled port-Hamiltonian systems. This is especially interesting for the simulation of ther-
moelastic phenomena: each subsystem can be discretized separately and then coupled to the
other using the discretized coupling operator. This allows to track easily how the energy
flows within the two physics. To assess the validity of the models proposed in this chapter,









Partitioned finite element method
Every truth is simple. . . is that not doubly a lie?
Twilight of the Idols
Friedrich Nietzsche
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iscretization is the process of transferring continuous models into discrete coun-
terparts. The discrete model should be faithful to the continuous one. To this
aim, it is usually essential that the main properties of the continuous system be
preserved at the discrete level. An algorithm that is capable of conserving prop-
erties in terms of structure only is called structure-preserving [CMKO11]. In this chapter,
a method to spatially discretize infinite-dimensional pHs into finite-dimensional ones in a
structure-preserving manner is illustrated.
6.1 Discretization under uniform boundary condition
A discrete version of a infinite-dimensional pH system is meant to preserve the underlying
properties related to power continuity. To achieve this purpose, the discretization procedure
consists of two steps [KML18]:
79
80 Chapter 6. Partitioned finite element method
• Finite-dimensional approximation of the Stokes-Dirac structure, i.e. the formally skew
symmetric differential operator that defines the structure. The duality of the power
variables has to be mapped onto the finite approximation. The subspace of the discrete
variables will be represented by a Dirac structure.
• The Hamiltonian requires as well a suitable discretization, which gives rise to a discrete
Hamiltonian.
A structure-preserving discretization is able to construct an equivalent pH system that pos-
sesses the structural properties of the original model:
Infinite-dimensional pH system
PDE with distributed inputs:
∂α
∂t
(x, t) = J δH
δα
+ BuΩ(x, t),
















u∂ · y∂ dS +
∫
Ω
uΩ · yΩ dΩ.
Structure-preserving discretization
Resulting ODE:
α̇d = J∇Hd + BΩuΩ + B∂u∂ ,
yΩ = B>Ω ∇Hd,
y∂ = B>∂ ∇Hd.
Discretized Hamiltonian:
Hd := H(α ≡ αd).
Power balance:
Ḣ = u>∂ y∂ + u>ΩyΩ.
In this thesis the Partitioned Finite Element Method (PFEM), originally presented in
[CRML18, CRML19], is chosen to obtain discretized models of dpHs. Variational finite el-
ement method has been extensively used for discretizing closed linear hyperbolic systems
[Jol03]. It will be shown that PFEM extends the framework detailed in [Jol03] to open (i.e.
boundary controlled) Hamiltonian systems. Furthermore, it is also applicable to non-linear
systems §6.1.2 and parabolic systems §8.3 (see also [SHM19a, SHM19b]). This discretization
procedure boils down to three simple steps
1. The system is written in weak form;
2. An integration by parts is applied to highlight the appropriate boundary control;
3. A Galerkin method is employed to obtain a finite-dimensional system. For the approx-
imation basis the finite element method is here employed but spectral methods can be
used as well.
Once the system has been put into weak form, a subset of the equations is integrated
by parts, so that boundary variables are naturally included into the formulation and appear
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as control inputs, the collocated outputs being defined accordingly. The discretization of
energy and co-energy variables (and the associated test functions) leads directly to a full
rank representation for the finite-dimensional pH system. This approach makes possible the
usage of FEM softwares, like FEniCS [LMW+12], or Firedrake [RHM+17]. The procedure
is universal, as it relies on a general integration by parts formula that characterizes multi-
dimensional pHs. This is why the methodology is illustrated in all its generality and then
detailed for some particular examples of interest:
1. in §6.1.1 the 2D non-linear irrotational shallow water equations;
2. the Euler-Bernoulli beam in §6.1.4.1;
3. the Kirchhoff plate in §6.1.4.2;
4. in §6.1.4.3 the Mindlin plate.
This methodology is easily applicable under a uniform causality assumption. The case
of mixed boundary conditions requires additional care and will be treated in the subsequent
§6.2.
6.1.1 General procedure
Given an open connected set Ω ∈ Rd, d ∈ {1, 2, 3}, consider a generic pH system defined on Ω
∂tα = J e, α ∈ L2(Ω,F), J : L2(Ω,F)→ L2(Ω,F)| J = −J ∗, (6.1a)
e : = δαH, e ∈ HJ :=
{
e ∈ L2(Ω,F)| J e ∈ L2(Ω,F)
}
, (6.1b)
u∂ = B∂e, u∂ ∈ L2(∂Ω,Rm), (6.1c)
y∂ = C∂e, y∂ ∈ L2(∂Ω,Rm). (6.1d)
The operator J : L2(Ω,F) → L2(Ω,F) is a differential, formally skew adjoint operator
J = −J ∗ over the space L2(Ω,F). The set F is an appropriate Cartesian product of ei-
ther scalar, vectorial or tensorial quantities. Its precise definition depends on the example
upon consideration. It is assumed that the boundary variables belong to an L2 space over the
boundary. This simplification comes in handy when finite element approximations are sought
for. Indeed the boundary variables belongs to more complicated spaces (cf. Remarks 6, 10,
12).
For scalars (a, b) ∈ L2(Ω), vectors (a, b) ∈ L2(Ω,Rd) and tensors (A,B) ∈ L2(Ω,Rd×d)




ab dΩ, 〈a, b〉L2(Ω,Rd) =
∫
Ω
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For scalars a∂ , b∂ ∈ L2(∂Ω) and vectors a∂ , b∂ ∈ L2(∂Ω,Rm) defined on the boundary the
inner product is defined as
〈a∂ , b∂〉L2(∂Ω) =
∫
∂Ω
a∂b∂ dS, 〈a∂ , b∂〉L2(∂Ω,Rm) =
∫
∂Ω
a∂ · b∂ dS. (6.3)





where H(α) : L2(Ω,F)→ R is a non-linear function.
To apply this methodology the non-linearities are restricted to the Hamiltonian and a
uniform causality condition is supposed to characterize the system. By uniform causality
condition we mean the imposition of a single type of boundary condition [Kot19] (as opposed
to the mixed boundary conditions case). It is required as well that the system admits a
partition of the variables. This requirement is always encountered in the following examples.
These hypotheses are summarized in the following assumptions.
Assumption 2 (Partitioning of the system)
Consider system (6.1a). It is assumed that the Hilbert space L2(Ω,F) := L2(Ω,F) admits the
splitting L2(Ω,F) = L2(Ω,A)× L2(Ω,B) This means that F = A× B.
The operator J is assumed to be skew-symmetric (or formally skew-adjoint) on L2(Ω,F)
and linear:
J = Ja + Jd, (6.4)
where Ja is the algebraic contribution (a skew-symmetric matrix) and Jd the differential







L> : L2(Ω,B)→ L2(Ω,A),
L : L2(Ω,A)→ L2(Ω,B),
(6.5)
where L is a bounded operator. Analogously, the linear differential operator Jd is assumed to







L∗ : L2(Ω,B)→ L2(Ω,A),
L : L2(Ω,A)→ L2(Ω,B),
(6.6)
where L∗ denotes the formal adjoint of the linear differential operator L. The operator L is
unbounded and can be either a first or a second order differential operator (in the latter case
it can be expressed as L = L1 ◦ L2). Given the splitting L2(Ω,A) × L2(Ω,B) = L2(Ω,F) the
Hilbert space HJ can be split as well as
HJ = HL ×H−L∗ ,
HL :=
{






u2 ∈ L2(Ω,B)| − L∗u2 ∈ L2(Ω,A)
} (6.7)
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Remark 15
Notice that this assumption is also made in [Skr19] (using a vectorial notation for tensors)
to demonstrate the well-posedness of linear pHs in arbitrary geometrical domains.
The boundary operators are then supposed to fulfill the following assumption, that guar-
antees a uniform causality condition.
Assumption 3 (Abstract integration by parts formula)
Assume that there exists two boundary operators N∂,1, N∂,2 such that for (u1,u2) ∈ HL ×
H−L
∗ a general integration by parts formula holds
〈u2, Lu1〉L2(Ω,B) − 〈L
∗ u2, u1〉L2(Ω,A) = 〈N∂,1u1, N∂,2u2〉L2(∂Ω,Rm) . (6.8)





















Thanks to the partitioned structure of the system, this assumption enables to identify the
boundary operators more precisely than Assumption 1.
Remark 16 (Duality pairing for rigged Hilbert spaces)
The integration by part formula establishes a duality pairing between Sobolev spaces (cf. Re-
marks 6, 10, 12). This duality pairing is then compatible with an L2 inner-product in presence
of a rigged Hilbert space (or Gelfand triple [GV64]). For sake of simplicity (and without being
mathematically rigorous), the boundary integrals are expressed as L2 inner product over the
boundary.

































In light of Assumption 3, if Eq. (6.9) holds the boundary variables are given by
u∂ = N∂,2e2, y∂ = N∂,1e1, u∂ , y∂ ∈ L2(∂Ω,Rm). (6.12)
Otherwise, if Eq. (6.10) applies, then
u∂ = N∂,1e1, y∂ = N∂,2e2, u∂ , y∂ ∈ L2(∂Ω,Rm). (6.13)
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In both cases, the power balance reads
Ḣ = 〈e1, ∂tα1〉L2(Ω,A) + 〈e2, ∂tα2〉L2(Ω,B) ,
= 〈e1, −L∗e2〉L2(Ω,A) + 〈e2, Le1〉L2(Ω,B) ,
= 〈N∂,1e1, N∂,2e2〉L2(∂Ω,Rm) ,
= 〈y∂ , u∂〉L2(∂Ω,Rm) .
(6.14)
We are now in a position to illustrate the PFEM.
Step 1: Weak Form
First consider the weak form of system (6.11a), obtained by taking the L2 inner product
introducing an appropriate test function v = (v1,v2) ∈ A × B = F and integrating over the
domain Ω
〈v1, ∂tα1〉L2(Ω,A) = −〈v1, L
>e2〉L2(Ω,A) − 〈v1, L∗e2〉L2(Ω,A) ,
〈v2, ∂tα2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) .
(6.15)
To close the system, the constitutive law (6.11b) and the output variables (6.1d) are put
in weak form
〈v1, e1〉L2(Ω,A) = 〈v1, δα1H〉L2(Ω,A) ,
〈v2, e2〉L2(Ω,B) = 〈v2, δα2H〉L2(Ω,B) ,
〈v∂ , y∂〉L2(∂Ω,Rm) = 〈v∂ , C∂e〉L2(∂Ω,Rm) ,
(6.16)
where the test function v∂ ∈ L2(∂Ω,Rm) is defined on the boundary ∂Ω and C∂ is defined
either by Eq. (6.9) or (6.10).
Step 2: Integration by parts
Next the integration by part has to be carried out. The choice is dictated by the boundary
control to be imposed on the system. Consider again Eq. (6.15). The integration by parts
can be carried out either on term −〈v1, L∗e2〉L2(Ω,A), or on term 〈v2, Le1〉L2(Ω,B). Depending
on which line undergoes the integration by parts (this is why the name Partitioned Finite
Element method), two structure-preserving weak forms can be obtained. These differ by the
boundary causality imposed to the system.
A) Integration by parts of the term −〈v1, L∗e2〉L2(Ω,A) In this case case, using Eq.
(6.8), it is obtained
− 〈v1, L∗e2〉L2(Ω,A) = −〈Lv1, e2〉L2(Ω,B) + 〈N∂,1v1, N∂,2e2〉L2(∂Ω,Rm) . (6.17)
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Then the weak form of the system dynamics reads
〈v1, ∂tα1〉L2(Ω,A) = −〈v1, L
>e2〉L2(Ω,A) − 〈Lv1, e2〉L2(Ω,B) + 〈N∂,1v1, u∂〉L2(∂Ω,Rm) ,
〈v2, ∂tα2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) ,
(6.18)
The following proposition is crucial as the lossless character of the infinite-dimensional system
(due to the formally skew-adjoint operator) translates into an equivalent property for the
corresponding bilinear form in the weak form.
Proposition 8
Given the Hilbert space HL2 := HL×L2(Ω,B) and variables v = (v1,v2) ∈ HL2 , e = (e1, e2) ∈
HL2 , the bilinear form
jL : HL2 ×HL2 −→ R,
(v, e) −→ −〈Lv1, e2〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B)
is skew-symmetric.
Proof. The proof is obtained by the following computation
jL(v, e) = −〈Lv1, e2〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) ,
= −
(





−〈Le1, v2〉L2(Ω,B) + 〈e2, Lv1〉L2(Ω,B)
)
= −jL(e,v).
Now assume that the system satisfies the boundary causality condition 6.12. Then, this
choice of the integration by parts leads to the following weak formulation
〈v1, ∂tα1〉L2(Ω,A) = −〈v1, L>e2〉L2(Ω,A) − 〈Lv1, e2〉L2(Ω,B) + 〈N∂,1v1, u∂〉L2(∂Ω,Rm) ,
〈v2, ∂tα2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) ,
〈v1, e1〉L2(Ω,A) = 〈v1, δα1H〉L2(Ω,A) ,
〈v2, e2〉L2(Ω,B) = 〈v2, δα2H〉L2(Ω,B) ,
〈v∂ , y∂〉L2(∂Ω,Rm) = 〈v∂ , N∂,1e1〉L2(∂Ω,Rm) .
(6.19)
B) Integration by parts of the term 〈v2, Le1〉L2(Ω,B) Using Eq. (6.8), it is obtained
〈v2, Le1〉L2(Ω,B) = 〈L
∗v2, e1〉L2(Ω,A) + 〈N∂,2v2, N∂,1e1〉L2(∂Ω,Rm) . (6.20)
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Then the weak form of the system dynamics reads
〈v1, ∂tα1〉L2(Ω,A) = −〈v1, L
>e2〉L2(Ω,A) − 〈v1, L∗e2〉L2(Ω,A) ,
〈v2, ∂tα2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈L
∗v2, e1〉L2(Ω,A) + 〈N∂,2v2, u∂〉L2(∂Ω,Rm) ,
(6.21)
Again the bilinear form arising from the formally skew-adjoint operator is skew-symmetric.
Proposition 9
Given the Hilbert space H−L∗1 = L2(Ω,A) × H−L
∗ and variables v = (v1,v2) ∈ H−L
∗
1 , e =
(e1, e2) ∈ H−L
∗






(v, e) −→ −〈v1, L∗e2〉L2(Ω,A) + 〈L∗v2, e1〉L2(Ω,A)
is skew-symmetric.
Proof. The proof follows from the computation














Now assume that the system satisfies the boundary causality condition (6.13). Then, the
final weak formulation reads
〈v1, ∂tα1〉L2(Ω,A) = −〈v1, L>e2〉L2(Ω,A) − 〈v1, L∗e2〉L2(Ω,A) ,
〈v2, ∂tα2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈L
∗v2, e1〉L2(Ω,A) + 〈N∂,2v2, u∂〉L2(∂Ω,Rm) ,
〈v1, e1〉L2(Ω,A) = 〈v1, δα1H〉L2(Ω,A) ,
〈v2, e2〉L2(Ω,B) = 〈v2, δα2H〉L2(Ω,B) ,
〈v∂ , y∂〉L2(∂Ω,Rm) = 〈v∂ , N∂,2e2〉L2(∂Ω,Rm) .
(6.22)
Step 3: Galerkin discretization
To conclude the illustration of this methodology, a Galerkin discretization is introduced. This
means that corresponding (i.e. with the same index) test, energy and co-energy functions are
discretized using the same basis. Furthermore the boundary variables are discretized as well
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φi∂(s)yi∂(t), s ∈ ∂Ω,
(6.23)
where φi1 ∈ A, φi2 ∈ B, φi∂ ∈ Rm.
A) Discretization of the weak form (6.19) Plugging the approximation into the weak




∂ (i ∈ {1, n1} , j ∈










































Vectors αd,1, αd,2, e1, e2, u∂ , y∂ are given by the column-wise concatenation of their respec-

















































































, j ∈ {1, n2} .
(6.26)
88 Chapter 6. Partitioned finite element method
A pH system in canonical form is found observing that Sys. (6.24) is compactly rewritten as
Mα̇d = JLe + Bu∂ , (6.27)
Me = ∇Hd(αd), (6.28)
M∂y∂ = B>e, (6.29)




















Plugging (6.28) into (6.27), a pH system in canonical form is obtained
α̇d = J∇Hd(αd) + B u∂ ,
ŷ∂ = B>∇Hd(αd),
where J = M−1JLM−1,
where ŷ∂ = M∂y∂ .
(6.31)
The structure-preserving character of the method is evident from the preservation of the
power balance at the discrete level. The finite-dimensional counterpart of the energy rate is
given by
Ḣd = ∇>Hd(αd)α̇d,
= ∇>Hd(αd)J∇Hd(αd) +∇>Hd(αd)B u∂ , Skew-symmetry of J
= y>∂ M∂u∂ = ŷ>∂ u∂ .
(6.32)
This result mimics its infinite-dimensional equivalent (6.14).
B) Discretization of the weak form (6.22) Plugging the approximation into the weak























































where i ∈ {1, n1} , m ∈ {1, n2} , k ∈ {1, n∂}. System (6.33) can be put in canonical form by
replacing the co-energy variables by the discretized gradient.
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6.1.2 Example: the irrotational shallow water equations
Consider as an example the shallow water equations detailed in §2.3.3. The flow is assumed
to be irrotational (∇×v = 0). As a consequence the term G in Eq. (2.37) vanishes. To fulfill
Assumption 3, the incoming volumetric flow is known at the boundary, so that a uniform
Neumann condition is imposed. This leads to the following boundary control system, defined

















































αh ‖αv‖2 + ρgα2h
}
dΩ.
The energy and co-energy variables are related to the physical variables (fluid height and
velocity) through Eqs. (2.34), (2.36). In this case A = R, B = R2 and L = grad, −L∗ = div.
This implies HL = H1(Ω), H−L∗ = Hdiv(Ω,R2). As shown in (2.38), the energy rate equals
Ḣ = −〈ev, grad eh〉L2(Ω,R2) − 〈div ev, eh〉L2(Ω) = 〈−ev · n, eh〉L2(∂Ω) . (6.36)
The boundary operators are therefore given by
u∂ = N∂,2ev = −γnev = −ev · n|∂Ω,
y∂ = N∂,1eh = γ0eh = eh|∂Ω.
(6.37)
This system represents a particular example of the general formulation of the general frame-
work (6.11), together with boundary conditions (6.12). To obtain a finite-dimensional system,
the test variables vh, vv are introduced and the integration by parts is performed on the div
operator, leading to the weak form
〈vh, ∂tαh〉L2(Ω) = 〈grad vh, ev〉L2(Ω,R2) + 〈γ0vh, u∂〉L2(∂Ω) ,



















〈v∂ , y∂〉L2(∂Ω) = 〈v∂ , γ0eh〉L2(∂Ω) .
(6.38)
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φi∂(s)yi∂(t), s ∈ ∂Ω,
(6.39)



























































































































, m ∈ {1, nv} .
(6.42)
One possible finite element discretization for this problem can be found in [Pir89]. The
non-linear nature of the problem strongly complicates the analysis. The presence of shocks has
to be accounted for in the numerical discretization. The proposed methodology has to cope
with finite time shocks to become a valid alternative to already well established strategies.
6.1.3 Linear case
The general framework detailed in Sec. 6.1.1 is valid for both linear and non-linear systems.
However, in the linear case a major simplification occurs since the constitutive law connect-
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ing energy and co-energy variables is easily invertible. This allows a description based on
co-energy variables only.
To make the system linear, an additional assumption is introduced.
Assumption 4 (Quadratic separable Hamiltonian)
The Hamiltonian is assumed to be a positive quadratic functional in the energy variables
α1, α2. Furthermore, the Hamiltonian is considered to be separable with respect to α1, α2
(this hypothesis is always met for the systems under consideration). Therefore, it can be
expressed as
H = 12 〈α1, Q1α1〉L2(Ω,A) +
1
2 〈α2, Q2α2〉L2(Ω,B) , (6.43)
where Q1, Q2 are positive symmetric operators, bounded from below and above
m1IA ≤ Q1 ≤M1IA, m2IB ≤ Q2 ≤M2IB, m1 > 0, m2 > 0, M1 > 0, M2 > 0,
where IA, IB are the identity operators in A, B respectively.
Because of Assumption 4, the co-energy variables are given by
e1 := δα1H = Q1α1, e2 := δα2H = Q2α2 (6.44)
Since Q1, Q2 are positive bounded from below and above, it is possible to invert them to
obtain
α1 = Q−11 e1 =M1e1, α2 = Q−12 e2 =M2e2, M1 := Q−11 , M2 := Q−12 . (6.45)
The Hamiltonian is then written in terms of co-energy variables as
H = 12 〈e1,M1e1〉L2(Ω,A) +
1
2 〈e2,M2e2〉L2(Ω,B) . (6.46)
























If Eq. (6.9) holds the boundary variables equal
u∂ = N∂,2e2, y∂ = N∂,1e1, u∂ , y∂ ∈ L2(∂Ω,Rm). (6.48)
Whereas if Eq. (6.10) holds, then
u∂ = N∂,1e1, y∂ = N∂,2e2, u∂ , y∂ ∈ L2(∂Ω,Rm). (6.49)
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From equation (6.46), the power balance reads
Ḣ = 〈e1,M1∂te1〉L2(Ω,A) + 〈e2,M2∂te2〉L2(Ω,B) ,
= 〈e1, −L∗e2〉L2(Ω,A) + 〈e2, Le1〉L2(Ω,B) ,
= 〈N∂,1e1, N∂,2e2〉L2(∂Ω,Rm) ,
= 〈y∂ , u∂〉L2(∂Ω,Rm) .
(6.50)
To get a finite-dimensional approximation the same procedure detailed in §6.1.1 is followed.
The only difference is that there is no need to discretize the constitutive relations since those
are already incorporated in the dynamics.
Once the system is put into weak form, if the operator −L∗ is integrated by parts, one
obtains the weak form
〈v1,M1∂te1〉L2(Ω,A) = −〈v1, L
>e2〉L2(Ω,A) − 〈Lv1, e2〉L2(Ω,B) + 〈N∂,1v1, u∂〉L2(∂Ω,Rm) ,
〈v2,M2∂te2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) ,
〈v∂ , y∂〉L2(∂Ω,Rm) = 〈v∂ , N∂,1e2〉L2(∂Ω,Rm) .
(6.51)
Otherwise, if operator L is integrated by parts, it is computed
〈v1,M1∂te1〉L2(Ω,A) = −〈v1, L
>e2〉L2(Ω,A) − 〈v1, L∗e2〉L2(Ω,A) ,
〈v2,M2∂te2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈L
∗v2, e1〉L2(Ω,A) + 〈N∂,2v2, u∂〉L2(∂Ω,Rm) ,
〈v∂ , y∂〉L2(∂Ω,Rm) = 〈v∂ , N∂,2e2〉L2(∂Ω,Rm) .
(6.52)







































, MmnM2 = 〈φ
m
2 ,M2φn2 〉L2(Ω,B) i, j ∈ {1, n1}, m, n ∈ {1, n2}.
(6.54)
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once differentiated in time, provides the energy rate
Ḣd = y>∂ M∂u∂ = ŷ>∂ u∂ , where ŷ∂ := M∂y∂ . (6.57)
This result mimics its finite-dimensional counterpart (6.50).
6.1.4 Linear flexible structures
In this section, some linear examples from the elasticity realm are considered. We restrict
the discussion to linear problems. This case is anyway significant, as these examples are
frequently encountered in engineering applications.
6.1.4.1 Euler-Bernoulli beam
We reconsider the example discussed in §2.3.2. The relation between energy and co-energy
variables is given by Eqs. (2.25), (2.27)




The coefficients ρ,A,E and I are the mass density, the cross section area, Young’s modulus
of elasticity and the moment of inertia of the cross section.
Control through forces and torques Given an interval Ω = (0, L), a thin beam under
free boundary condition (forces and torques imposed at the boundary) can be modeled in








































, y∂ ∈ R4. (6.59c)
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The boundary operators γ0, γ1 denote the trace and the first derivative trace along the
boundary. In a one-dimensional domain the boundary degenerates to two single points











In this case A = B = R. The operatorsM1,M2, L, N∂,1, N∂,2 read
















ρA e2w + (EI)−1 e2κ
}
dΩ. (6.62)
Applying the integration by parts formula twice, one obtains the power balance






= 〈ew, −∂xxeκ〉L2(Ω) + 〈eκ, ∂xxew〉L2(Ω) ,
= 〈γ1ew, γ0eκ〉R2 + 〈γ0ew, −γ1eκ〉R2 ,
= 〈y∂ , u∂〉R4 .
(6.63)
Given the test functions vw, vκ, the weak form is readily obtained as




= 〈vκ, ∂xxew〉L2(Ω) .
(6.64)
If the integration by parts is applied twice to the first line of Eq. (6.59a), it is obtained




= 〈vκ, ∂xxew〉L2(Ω) .
(6.65)
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The Bw is composed of four column vectors Bw = [b1w b2w b3w b4w]
b1,iw = −∂xφiw(0), b2,iw = ∂xφiw(L), b3,iw = −φiw(0), b4,iw = φiw(L), i ∈ {1, nw}.
(6.69)
Control through linear and angular velocities Equivalently, the second line of Eq.
(6.59a) could have been integrated by parts to control using the linear and angular velocities







































, y∂ ∈ R4. (6.70c)
Once the system is put into weak form and the second line of Eq. (6.70a) is integrated twice,
it is computed




= 〈∂xxvκ, ew〉L2(Ω) + 〈γ0vκ, (u∂,1, u∂,2)〉R2 + 〈−γ1vκ, (u∂,3, u∂,4)〉R2 .
(6.71)



































, i,∈ {1, nw}, m ∈ {1, nκ}. (6.73)
The Bκ is composed of four column vectors Bκ = [b1κ b2κ b3κ b4κ]
b1,mκ = −φmκ (0), b2,mκ = φmκ (L), b3,mκ = ∂xφmκ (0), b4,mκ = −∂xφmκ (L), m ∈ {1, nκ}.
(6.74)
Both discretizations require the use of Hermite polynomials to meet the regularity re-
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quirement. Indeed, to lower the regularity requirement for the finite elements employed in
the discretization, both lines can be integrated by parts. This will be discussed in Chap. 7.
6.1.4.2 Kirchhoff plate
The link beetween the energy and co-energy variables for the isotropic Kirchhoff model is the
following (4.34)
αw = ρhew, Aκ = CbEκ, where Cb := D−1b (6.75)
where ρ is the mass density, h the plate thickness and Db, the bending rigidity tensor, cf. Eq.




[(1 + ν)(·)− ν Tr(·)I2×2]. (6.76)
Given an open connected set Ω ⊂ R2, the Kirchhoff plate model (4.43) in co-energy form







































, y∂ ∈ L2(∂Ω,R2), (6.77c)
We recall the expressions of the trace maps
γ0a = a|∂Ω,
γ1a = ∂na|∂Ω,
γnn,1A = −n ·DivA− ∂s(A .. (n⊗ s))|∂Ω,
γnnA = A .. (n⊗ n)|∂Ω.
(6.78)
In this case, the sets are A = R, B = R2×2sym. The operatorsM1,M2, L, N∂,1, N∂,2 are











The energy rate from Eq. (4.40) equals Ḣ = 〈y∂ , u∂〉L2(∂Ω,R2). Introducing the test
functions (vw, Vκ) and integrating by parts the first line of (6.77a) twice, one gets
〈vw, ρh∂tew〉L2(Ω) = −〈Hess vw, Eκ〉L2(Ω,R2×2sym) + 〈γ0vw, u∂,1〉L2(∂Ω) + 〈γ1vw, u∂,2〉L2(∂Ω) ,
〈Vκ, Cb∂tVκ〉L2(Ω,R2×2sym) = 〈Vκ, Hess ew〉L2(Ω,R2×2sym) .
(6.80)
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, MmnCb = 〈Φ
m




























, l ∈ {1, n∂}. (6.84)
This kind of discretization requires H2-conforming elements. The construction of those
is rather involved and they are computationally expensive [AFS68, Bel69]. Nevertheless, this
kind of discretization is able to handle generic boundary conditions [GSV18]. For this reason,
it is the most adapted for the pH framework.
To lower the regularity requirement for the finite elements, many non conforming ele-
ments have been proposed. The most employed is the Hellan-Herrmann-Johnson element
[AB85, BR90]. For what concerns conforming mixed discretization of the Kirchhoff plate, an
interesting analysis can be found in [BDJ05]. Their method consists in integrating by parts
both lines of 6.77a. Lagrange polynomials of order 2 (and bubble functions for mass lumping)
are then employed for the velocity and bending momenta. However, these two methods do
not handle generic non-homogeneous boundary conditions in a straightforward way.
Remark 17 (On the Hdiv Div space)
Equivalently, the second line of Eq. (6.77a) can be integrated by parts twice to obtain a
discretized system whose inputs are the linear velocity and the angular velocity at the boundary.
Conforming finite elements for the Hdiv Div space have been recently proposed [CH20]. An
efficient implementation of these elements is not available yet.
98 Chapter 6. Partitioned finite element method
6.1.4.3 Mindlin plate
Using Eqs. (4.22) and (4.24), the relation between co-energy and energy variables for the








where Ksh is the shear correction factor, G the shear modulus. The other variables have the
same meaning as in §6.1.4.2.
Control through forces and torques A pH representation in co-energy variables with
known forces and momenta at the boundary is given by the system

ρh 0 0 0
0 Iθ 0 0
0 0 Cb 0









0 0 0 div
0 0 Div I2×2
0 Grad 0 0














0 0 0 γn0 0 γnn 0







 , u∂ ∈ L2(∂Ω,R3), (6.86b)
y∂ =
γ0 0 0 00 γn 0 0







 , y∂ ∈ L2(∂Ω,R3). (6.86c)
The trace operators are defined as
γ0a = a|∂Ω,
γna = a · n|∂Ω,
γsa = a · s|∂Ω,
γnnA = A .. (n⊗ n)|∂Ω,
γnsA = A .. (n⊗ s)|∂Ω.
(6.87)
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 , N∂,2 =




The energy rate is retrieved from Eq. (4.26) Ḣ = 〈y∂ , u∂〉L2(∂Ω,R2).
Introducing the test functions (vw, vθ, Vκ, vγ) and integrating by parts the first two lines of
(6.86a) one gets
〈vw, ρh∂tew〉L2(Ω) = −〈grad vw, eγ〉L2(Ω,R2) + 〈γ0vw, u∂,1〉L2(∂Ω) ,
〈vθ, Iθ∂teθ〉L2(Ω,R2) = −〈Gradvθ, Eκ〉L2(Ω,R2×2sym) + 〈vθ, eγ〉L2(Ω) + 〈γ0vθ, γnEκ〉L2(∂Ω,R2) ,
〈Vκ, Cb∂tEκ〉L2(Ω,R2×2sym) = 〈Vκ, Grad eθ〉L2(Ω,R2×2sym) ,
〈vγ , Cs∂teγ〉L2(Ω,R2) = 〈vγ , grad ew〉L2(Ω,R2) − 〈vγ , eθ〉L2(Ω,R2) .
(6.90)
The term 〈γ0vθ, γnEκ〉L2(∂Ω,R2) can be decomposed in its tangential and normal components
〈γ0vθ, γnEκ〉L2(∂Ω,R2) = 〈γnvθ, u∂,2〉L2(∂Ω) + 〈γsvθ, u∂,3〉L2(∂Ω) (6.91)















































































0 0 0 −D>grad
0 0 −D>Grad −D>0
0 DGrad 0 0

















w 0 0 0
0 B>θn 0 0









The notation Diag denotes a block-diagonal matrix. The mass matrices Mρh, MIθ , MCb , MCs












































































Control through linear and angular velocities If instead the opposite causality is
considered, the continuous system reads
ρh 0 0 0
0 Iθ 0 0
0 0 Cb 0









0 0 0 div
0 0 Div I2×2
0 Grad 0 0









γ0 0 0 00 γn 0 0







 , u∂ ∈ R3, (6.97b)
y∂ =
0 0 0 γn0 0 γnn 0







 , y∂ ∈ R3. (6.97c)
Integrating by parts the last two lines of (6.97a) one gets
〈vw, ρh∂tew〉L2(Ω) = 〈vw, div eγ〉L2(Ω,R2) ,
〈vθ, Iθ∂teθ〉L2(Ω,R2) = 〈vθ, DivEκ〉L2(Ω,R2) + 〈vθ, eγ〉L2(Ω) ,
〈Vκ, Cb∂tEκ〉L2(Ω,R2×2sym) = −〈DivVκ, eθ〉L2(Ω,R2) + 〈γnVκ, γ0eθ〉L2(∂Ω,R2) ,
〈vγ , Cs∂teγ〉L2(Ω,R2) = −〈div vγ , ew〉L2(Ω) − 〈vγ , eθ〉L2(Ω,R2) + 〈γ0vw, u∂,1〉L2(∂Ω) .
(6.98)
The term 〈γnVκ, γ0eθ〉L2(∂Ω,R2) can be decomposed in its tangential and normal components
〈γnVκ, γ0eθ〉L2(∂Ω,R2) = 〈γnnVκ, u∂,2〉L2(∂Ω) + 〈γnsVκ, u∂,3〉L2(∂Ω) . (6.99)
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0 0 0 Ddiv
0 0 DDiv −D>0
0 −D>Div 0 0















0 0 0 B
>
qn
0 0 B>Mnn 0
















, DmqDiv = 〈φ
m
θ , Div Φqκ〉L2(Ω,R2) . (6.101)






















This finite-dimensional system represents a purely mixed discretization of the problem
and is really close to the plane elasticity system. Conforming finite elements for the plane
elasticity system on simplicial meshes have been constructed in [AW02]. The resulting ele-
ment is rather cumbersome and computationally expensive as the stress tensor has at least
24 degrees of freedom on a triangle. For this reason, many finite element discretizations im-
pose the symmetry of the stress tensor in a weak manner [AFW07]. To actually implement
the discretization, in Chap. 7 the Mindlin plate problem is going to be reformulated so that
the momenta tensor is only weakly symmetric.
6.2 Mixed boundary conditions
In this section Assumption 3 on uniform boundary condition is modified to account for general
non-homogeneous boundary conditions. The discretization of Stokes-Dirac structure under
mixed causality has been already treated in [KML18]. However, to satisfy the power balance
at a discrete level, some additional parameters are introduced. This makes the employment of
the methodology proposed therein not simple and dependent on the considered application.
Furthermore, elasticity models do not fall within the required assumptions, because of the
presence of tensorial variables and higher order differential operators.
We propose here two methodologies to tackle mixed boundary conditions within the Par-
titioned Finite Element Method. The first introduces Lagrange multipliers, and therefore
algebraic constraints, to enforce the mixed causality. Finite-dimensional differential algebraic





Figure 6.1: Partition of boundary into two connected sets.
port-Hamiltonian systems (pHDAE) have been introduced in [BMXZ18] for linear systems
and in [MM19] for non-linear systems. This enriched description shares all the crucial fea-
tures of ordinary pHs, but can easily take into account algebraic constraints, time-dependent
transformations and explicit dependence on time in the Hamiltonian. The second method
employs a domain decomposition technique to interconnect systems with different causalities.
These two methodologies have been presented in [Jol03] to tackle complex geometries or ge-
ometrical details in diffraction problems. Therein, the numerical analysis relies heavily on
the discrete energy conservation. In this section the connection between these two methods
and the structure-preserving discretization of pHs under mixed boundary conditions becomes
clear. For sake of simplicity, the illustration is restricted to the linear case.
The open connected set Ω ⊂ Rd, d = {1, 2, 3}, with Lipschitz boundary ∂Ω represents the
spatial domain. The boundary is partitioned into two sets ∂Ω = Γ1 ∪Γ2, Γ1 ∩Γ2 = {∅}. The
sets Γ1, Γ2 are considered to be connected, cf. Fig. 6.1.
Remark 18 (Connectedness of Γ1,Γ2)
Disconnected sets can be handled as well. This requires the introduction of a heavy notation
and complicates the illustration. For sake of simplicity, the connectedness hypothesis is made.
For scalars a∂,∗, b∂,∗ ∈ L2(Γ∗) and vectors a∂,∗, b∂,∗ ∈ L2(Γ∗,Rm) defined on the sub-




a∂,∗b∂,∗ dΓ∗, 〈a∂,∗, b∂,∗〉L2(Γ∗,Rm) =
∫
Γ∗
a∂,∗ · b∂,∗ dΓ∗. (6.103)
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The operator N Γ◦∂,∗ with ∗, ◦ ∈ {1, 2} represents now the restriction of operator N∂,∗,
defined in Eq. (6.8) (Assumption 1), over the subset Γ◦. The boundary inputs and outputs
are now couples of vectors ∈ R2. This does not mean that the boundary conditions have been
doubled, but only that the components of u∂ ,y∂ are only defined on the subsets Γ1, Γ2 of
the overall boundary. This corresponds to a slight modification of Assumption 3.
















= 〈u∂,1, y∂,1〉L2(Γ1,Rm) + 〈y∂,2, u∂,2〉L2(Γ2,Rm) .
(6.105)
The continuous power balance is obtained using Eqs. (6.50) and (6.105)
Ḣ = 〈u∂,1, y∂,1〉L2(Γ1,Rm) + 〈y∂,2, u∂,2〉L2(Γ2,Rm) . (6.106)
6.2.1 Lagrange multipliers method
This method introduces a Lagrange multiplier for the boundary control that does not arise
explicitly in the weak form. To illustrate the idea, consider again the weak form 6.51 (obtained
by integration by parts of the −L∗ operator) of Sys. 6.104
〈v1,M1∂te1〉L2(Ω,A) = −〈v1, L>e2〉L2(Ω,A) − 〈Lv1, e2〉L2(Ω,B) + 〈N∂,1v1, N∂,2e2〉L2(∂Ω,Rm) ,
〈v2,M2∂te2〉L2(Ω,B) = 〈v2, Le1〉L2(Ω,B) + 〈v2, Le1〉L2(Ω,B) .
(6.107)
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The term 〈N∂,1v1, N∂,2e2〉L2(∂Ω,Rm) can be split into the two boundary contributions, as in







































If the test functions v∂,1, v∂,2 ∈ Rm are introduced, the input and outputs definitions
u∂,1 = N Γ1∂,1e1, y∂,1 = λ∂,1, y∂,2 = N
Γ2
∂,1e1, (6.109)







































φi∂,2(s2)i∂,2(t), s2 ∈ Γ2.
(6.111)
where 4 stands for v, u, y, λ and  for v, u, y. Replacing the approximation 6.111 into Eqs.










































































i ∈ {1, n1},
(6.113)
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gives rise to the discrete power balance
Ḣd = e>1 MM1 ė1 + e>2 MM2 ė2,
= −e>1 (D0 + DL)>e2 + e>2 (D0 + DL)e1 + e>1 (B1,Γ1λ∂,1 + B1,Γ2u∂,2),
= y>∂,1M∂,1u∂,1 + y>∂,2M∂,2u∂,2,
= ŷ>∂,1u∂,1 + ŷ>∂,2u∂,2, where ŷ∂,1 := M∂,1y∂,1, ŷ∂,2 := M∂,2y∂,2.
(6.115)
This result is the finite-dimensional equivalent of (6.106).
Equivalently, the weak form Eq.6.52 may be used as a starting point. The computation
follows in a completely analogous manner. The only difference is that y∂,2 = λ∂,2 plays the










0 + D−L∗ 0














































where m ∈ {1, n2}, k ∈ {1, n∂,1}, g ∈ {1, n∂,2}. This first method can be applied to incor-
porate all possible mixed boundary conditions in a systematic manner. However the finite
element discretization is required to satisfy the inf-sup condition [Ste95]. Simulating the re-
sulting system is harder, since the algebraic constrains pose additional difficulties for the time
integration.
6.2.2 Virtual domain decomposition
Since the boundary subsets Γ1, Γ2 are supposed to be connected sets, a single interface is
sufficient to decompose the system appropriately. In Fig. 6.2 the splitting of the domain
is accomplished by introducing the interface Γ12. This separation line that separates the
domain is an additional degree of freedom, as it can be freely drawn. If the finite element
method is used for the basis functions, the interface should be drawn so that the meshing of
the subdomains does not generate excessively skewed triangles.
The idea is based on the fact that System 6.104 can be split into two systems with uniform



























Figure 6.3: Interconnection at the interface Γ12.





























































The plus or minus sign is due to the fact that either N Γ12∂,1 or N
Γ12
∂,2 contains a scalar product
with the outgoing normal (or the tangent unit vector) at Γ12 (that has opposite direction
depending on which subdomain is considered). These relations are at the core of the method-
ology, since they state the equivalence between a problem with mixed causalities and the inter-
connection of two problems with uniform causality.
To obtain a final system with the desired causality, the weak form has to be carried out
separately on each subdomain. In particular, on subdomain Ω1 the L operator is integrated
by parts, whereas on subdomain Ω2 the −L∗ operator undergoes the integration by parts.
Consequently, on subdomains Ω1 (Ω2) the boundary input u∂,1 (u∂,2) explicitly appears. Let
L2(Ω∗,A) be the L2 space restricted to the subdomain Ω∗, and let L2(Ω∗,B) be the restriction
of the L2 space to Ω∗ for ∗ ∈ {1, 2}. The weak form of the dynamics (6.104a) for the Ω1
contribution reads
〈v1,M1∂te1〉L2(Ω1,A) = −〈v1, L
>e2〉L2(Ω1,A) − 〈v1, L
∗e2〉L2(Ω1,A)
〈v2,M2∂te2〉L2(Ω1,B) = 〈v2, Le1〉L2(Ω1,B) + 〈L
∗v2, e1〉L2(Ω1,A) + 〈N∂,2v2, N∂,1e1〉L2(∂Ω1,Rm) .
(6.121)
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For Ω2, we get
〈v1,M1∂te1〉L2(Ω2,A) = −〈v1, L
>e2〉L2(Ω2,A) − 〈Lv1, e2〉L2(Ω2,B) + 〈N∂,1v1, N∂,2e2〉L2(∂Ω2,Rm) ,
〈v2,M2∂te2〉L2(Ω2,B) = 〈v2, Le1〉L2(Ω2,B) + 〈v2, Le1〉L2(Ω2,B) .
(6.122)
Since ∂Ω1 = Γ1 ∪ Γ12 and ∂Ω2 = Γ2 ∪ Γ12, the boundary terms can be decomposed





































































































where  stands for v, u, y.
Remark 19 (Choice of the interface basis functions)
Notice that the same basis functions φ∂,12 are used for both interface variables. This is
necessary in order to dispose of the same degrees of freedom for the interconnection.
Replacing approximations 6.111, 6.126 into Eqs. 6.121, 6.123, 6.118, a finite-dimensional
system for the Ω1 subdomain is obtained















































The mass and interconnection operator matrices are the restrictions to the subdomain of the





























i, j ∈ {1, n1,1},
m, n ∈ {1, n2,1}.
(6.128)








, l, k ∈ {1, n∂,12}. (6.129)























m ∈ {1, n2,1}, h ∈ {1, n∂,1},
k ∈ {1, n∂,12}.
(6.130)
If instead the approximations are plugged into Eqs. 6.122, 6.124, 6.119, a finite-dimensional















































The mass and interconnection operator matrices are the restrictions to the subdomain of





























i, j ∈ {1, n1,2},
m, n ∈ {1, n2,2}.
(6.132)
Matrix M∂,2 is constructed as in (6.112). The elements of matrices B1,Γ2 , B1,Γ12 are computed






















i ∈ {1, n1,2}, g ∈ {1, n∂,2},
k ∈ {1, n∂,12}.
(6.133)
Systems (6.127), (6.131) are compactly rewritten as
System (6.127)










with Hamiltonian Hd,1 = 12e>Ω1MΩ1eΩ1
System (6.131)










with Hamiltonian Hd,2 = 12e>Ω2MΩ2eΩ2
To obtain a system with the desired causality, an interconnection is employed to connect
the two Systems (6.134), (6.135) along the shared boundary Γ12. Given (6.120), the gyrator































































The total Hamiltonian is the sum
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So, the power rate is
Ḣd = e>Ω1MΩ1 ėΩ1 + e
>
Ω2MΩ2 ėΩ2 ,














= y>∂,1M∂,1u∂,1 + y>∂,2M∂,2u∂,2,
= ŷ>∂,1u∂,1 + ŷ>∂,2u∂,2, where ŷ∂,1 := M∂,1y∂,1, ŷ∂,2 := M∂,2y∂,2.
(6.140)
Again this results mimics its corresponding infinite-dimensional (6.106).
This technique allows obtaining a system with the correct causality, but has some draw-
backs. Suitable finite elements are required for both kinds of discretization detailed in §6.1.1,
but the two are not always available (see Remark 17). A rigorous numerical convergence anal-
ysis of this technique appears rather involved. Some cases of mixed conditions, in particular
conditions on single components of vectors, cannot be handled by this technique. For exam-
ple, the simply supported condition in beams and plates imposes zero normal component of
the traction at the boundary. Furthermore two different meshes are required and to perform
the interconnection the degrees of freedom have to be manipulated carefully. This makes the
implementation heavier than the Lagrange multiplier method §6.2.1.
6.3 Conclusion
In this chapter a universal discretization method for multi-dimensional pHs has been detailed.
The underlying Assumptions 2, 3 are indeed those that characterize the well-posedness of
multi-dimensional pHs [Skr19]. For the time being, it has been shown that this technique
is capable of constructing a finite-dimensional pHs from an infinite-dimensional one. For
this reason, it is a structure-preserving method. The questions of numerical convergence and
choice of approximation bases (in this thesis the focus is on the finite element method but




Aristotle maintained that women have fewer teeth than men; although he
was twice married, it never occurred to him to verify this statement by
examining his wives’ mouths.
The Impact of Science on Society
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Contents
7.1 Discretization of the Euler-Bernoulli beam . . . . . . . . . . . . . . . . 113
7.1.1 Mixed discretization for the free-free beam . . . . . . . . . . . . . . . . . 113
7.1.2 Mixed discretization for the clamped-clamped beam . . . . . . . . . . . . 114
7.1.3 Mixed discretization with lower regularity requirement . . . . . . . . . . . 114
7.2 Plate problems using known mixed finite elements . . . . . . . . . . . 115
7.2.1 Mindlin plate mixed discretization . . . . . . . . . . . . . . . . . . . . . . 115
7.2.2 The Hellan-Herrmann-Johnson scheme for the Kirchhoff plate . . . . . . . 118
7.3 Dual mixed discretization of plate problems . . . . . . . . . . . . . . . 119
7.3.1 Dual mixed discretization of the Mindlin plate . . . . . . . . . . . . . . . 119
7.3.2 Dual mixed discretization of the Kirchhoff plate . . . . . . . . . . . . . . . 120
7.4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.4.1 Numerical test for the Euler-Bernoulli beam . . . . . . . . . . . . . . . . . 122
7.4.2 Numerical test for the Mindlin plate . . . . . . . . . . . . . . . . . . . . . 124
7.4.3 Numerical test for the Kirchhoff plate . . . . . . . . . . . . . . . . . . . . 125
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
T
he application of the Partitioned Finite Element method leads to finite-dimensional
pH systems, that can be discretized using finite elements method. To quantify
how well the numerical solution approximates the true one, it is important to
estimate the rate of convergence of the finite elements. In this chapter conver-
gence estimates are conjectured for beams and plates systems and numerical experiments are
constructed to support the proposed conjectures.
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The first section is devoted to the pH Euler-Bernoulli beam. For the discretization of
this problem three strategies are proposed. In the second section of this chapter, pH plate
problems are discretized using mixed finite elements. This means that the divergence oper-
ator explicitly appears in the weak formulation. In the third part the discretization of plate
problem is of dual-mixed type [Arn90], meaning that the gradient operator comes out in the
weak formulation. The last section gathers all the numerical results.
Remark 20
Homogeneous boundary conditions will always be considered in this chapter. These are en-
forced weakly (i.e. natural boundary conditions u∂ ≡ 0) or strongly (i.e. essential boundary
conditions) depending on the specific formulation under analysis.
Notations The space of all, symmetric and skew-symmetric 2 × 2 matrices are denoted
by M,S,K respectively. The space of R2 vectors is denoted by V. The symbol Ω ⊂ R2
denotes an open connected set. The standard notation Hm(Ω) denotes the Sobolev space of





The space HGrad(Ω,V) is the space of vectors with symmetric gradient in L2
HGrad(Ω,V) = {u ∈ L2(Ω,V)| Grad(u) ∈ L2(Ω,S)},
and norm
||u||2Grad = ||u||2 + ||Grad(u)||2.
For X ⊆M, let
Hdiv(Ω,V) = {u ∈ L2(Ω,V)| div(u) ∈ L2(Ω)},
HDiv(Ω,X) = {U ∈ L2(Ω,X)| Div(U) ∈ L2(Ω;V)},











Let X be a Hilbert space, and tf a positive real number. We denote by L∞([0, tf ];X) or
L∞(X) the space of functions f : [0, tf ] → X for which the time-space norm || · ||L∞([0,tf ];X)
satisfies




||u− uh|| . hk
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means ||u − uh|| ≤ C(u, tf )hk. The constant C(u, tf ) depends only on the exact solution u
and on the final time tf .
7.1 Discretization of the Euler-Bernoulli beam
In this section the Euler-Bernoulli beam is discretized using conforming finite elements for
three different formulations:
• the weak formulation (6.65) corresponding (in absence of inputs) to a free-free beam;
• the weak formulation (6.71) corresponding (for zero inputs) to a clamped-clamped beam;
• a novel weak formulation allowing to use H1 conforming finite elements (both lines of
system (6.64) are integrated by parts once). This formulation corresponds to zero shear
forces and zero rotations at the extremities. This kind of boundary conditions appears
in the Cahn-Hilliard equation [CH58], but makes little sense in continuum mechanics.
7.1.1 Mixed discretization for the free-free beam
The weak formulation (6.65) seeks
{ew, eκ} ∈ H2(Ω)× L2(Ω)
so that




= 〈vκ, ∂xxew〉L2(Ω) ,
∀ vw ∈ H2(Ω),
∀ vκ ∈ L2(Ω).
(7.1)
Given an interval mesh Ih with elements E, the following conforming family of finite
elements is selected for this problem
H2h,HerDG1(Ω) = {wh ∈ H2(Ω)| ∀E ∈ Ih, wh|Q ∈ Her},
L2h,HerDG1(Ω) = {Mh ∈ L2(Ω)| ∀E ∈ Ih, Mh|E ∈ DG1},
(7.2)
where Her denotes the cubic Hermite polynomials and DG is the discontinuous Galerkin
finite element [LMW+12, Chapter 3]. Since for the discretization of the static problem the
use of Hermite polynomial provides optimal convergence of order 2 [Hug12], it seems logical
to conjecture the following error estimates:
Conjecture 1 (Convergence of the HerDG1 elements)
Assuming a smooth solution for problem (7.1), the following error estimates hold
||ew − ehw||L∞(H2(Ω)) . h2, ||eκ − ehκ||L∞(L2(Ω)) . h2. (7.3)
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7.1.2 Mixed discretization for the clamped-clamped beam
The weak formulation (6.71) seeks
{ew, eκ} ∈ L2(Ω)×H2(Ω)
so that




= 〈∂xxvκ, ew〉L2(Ω) ,
∀ vw ∈ L2(Ω),
∀ vκ ∈ H2(Ω).
(7.4)
The following family of finite elements, defined on an interval mesh Ih with elements E,
is chosen for this problem
H2h,DG1Her(Ω) = {wh ∈ L2(Ω)| ∀E ∈ Ih, wh|Q ∈ DG1},
L2h,DG1Her(Ω) = {Mh ∈ H2(Ω)| ∀E ∈ Ih, Mh|E ∈ Her},
(7.5)
Since the formulation is symmetrical to (7.1), the following error estimates can be conjectured:
Conjecture 2 (Convergence of the DG1Her elements)
Assuming a smooth solution for problem (7.4), the following error estimates hold
||ew − ehw||L∞(L2(Ω)) . h2, ||eκ − ehκ||L∞(H2(Ω)) . h2. (7.6)
7.1.3 Mixed discretization with lower regularity requirement
Consider the weak formulation (6.64). If both lines are integrated by parts once, the resulting
weak form seeks
{ew, eκ} ∈ H1(Ω)×H1(Ω)
so that




= −〈∂xvw, ∂xeκ〉L2(Ω) ,
∀ vw ∈ H1(Ω),
∀ vκ ∈ H1(Ω).
(7.7)
The following family of finite elements is employed for this problem
H2h,CGCG(Ω) = {wh ∈ H1(Ω)| ∀E ∈ Ih, wh|Q ∈ CGk},
L2h,CGCG(Ω) = {Mh ∈ H1(Ω)| ∀E ∈ Ih, Mh|E ∈ CGk},
(7.8)
where CG is the Continuous Galerkin finite element [LMW+12, Chapter 3]. The following
error estimates are conjectured:
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Conjecture 3 (Convergence of the CGCG elements)
Assuming a smooth solution for problem (7.4), the following error estimates hold
||ew − ehw||L∞(H1(Ω)) . hk, ||eκ − ehκ||L∞(H1(Ω)) . hk. (7.9)
7.2 Plate problems using known mixed finite elements
First we focus on the Mindlin plate. This problem is a combination of plane wave dynamics
and plane elastodynamics. A classical mixed formulation requires Hdiv conforming elements
both for the wave dynamics [BJT00] and elastodynamics [BJT01, AL14]. To obtain a suitable
discretization of the Mindlin problem one has to combine the two. Additional difficulties
arise from the symmetry of the stress tensor that can be imposed strongly [BJT01] or weakly
[AL14].
Then we discuss the mixed discretization of the Kirchhoff plate problem. For this prob-
lem the non-conforming Hellan-Herrmann-Johnson scheme [Hel67, Her67, Joh73] (HHJ) is
the most successful. However, it has been analyzed under generic boundary conditions in the
static case only [BR90].
7.2.1 Mindlin plate mixed discretization
We consider the weak formulation (6.98), reported in §6.1.3. We present first a scheme
that enforces the symmetry of the momenta tensor strongly and then a scheme in which the
symmetry of the momenta tensor is imposed weakly.
7.2.1.1 Mindlin plate with strongly imposed symmetry
The weak formulation with strongly imposed symmetry seeks
{ew, eθ,Eκ, eγ} ∈ L2(Ω)× L2(Ω,V)×HDiv(Ω, S)×Hdiv(Ω,V)
so that
〈vw, ρb∂tew〉L2(Ω) = 〈vw, div eγ〉L2(Ω) + (vw, f),
〈vθ, Iθ∂teθ〉L2(Ω,V) = 〈vθ, DivEκ + eγ〉L2(Ω,V) + 〈vθ, τ 〉L2(Ω,V) ,
〈Vκ, Cb∂tEκ〉L2(Ω,S) = −〈DivVκ, eθ〉L2(Ω,S) ,
〈vγ , Cs∂teγ〉L2(Ω,V) = −〈divvγ , ew〉L2(Ω) + 〈vγ , eθ〉L2(Ω,V) ,
∀ vw ∈ L2(Ω),
∀ vθ ∈ L2(Ω,V),
∀ Vκ ∈ HDiv(Ω,S),
∀ vγ ∈ Hdiv(Ω,V).
(7.10)
The plate thickness is indicated by the symbol b, to avoid confusion with the average
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mesh size indicated by h. A distributed force f and torque τ are considered in order to find
a manufactured solution for this problem.
Obtaining stable finite elements that embed the symmetry of the stress tensor for the
elastodynamics problem has proven to be a difficult task [AW02]. The easiest construction is
the one presented in [BJT01]. This finite element solution can be implemented in Firedrake
[RHM+17] thanks to the extruded mesh functionality [MBM+16]. The main disadvantage is
that this scheme requires the domain to be given by a union of rectangles, as the mesh elements
have to be square. However, this allows constructing a simple element for the momenta tensor.
Let Rh be a regular mesh with square elements Q. The following spaces are introduced as
discretization spaces
L2h,BJT(Ω) = {wh ∈ L2(Ω)| ∀Q ∈ Rh, wh|Q ∈ DGk−1},
L2h,BJT(Ω,V) = {θh ∈ L2(Ω,V)| ∀Q ∈ Rh, θh|Q ∈ (DGk−1)2},
HDivh,BJT(Ω, S) = {m12 ∈ H1(Ω)| ∀Q ∈ Rh, m12|Q ∈ CGk}
∪ {(m11,m22) ∈ Hdiv(Ω,V)| ∀Q ∈ Rh, (m11,m22)|Q ∈ BDMk},
Hdivh,BJT(Ω,V) = {qh ∈ Hdiv(Ω,V)| ∀Q ∈ Rh, qh|Q ∈ BDMk},
(7.11)
where BDM are the Brezzi-Douglas-Marini elements [BDM85]. BJT stands for the initials
of the authors in [BJT00, BJT01]. Combining the results of both papers, the following error
estimates can be conjectured.
Conjecture 4 (Convergence rate for the BJT elements)
Assuming a smooth solution to problem (7.10), the following error estimates hold
||ew − ehw||L∞(L2(Ω)) . hk,
||eθ − ehθ ||L∞(L2(Ω,V)) . hk,
||Eκ −Ehκ ||L∞(L2(Ω,S)) . hk,
||eγ − ehγ ||L∞(L2(Ω,V)) . hk.
(7.12)
7.2.1.2 Mindlin plate with weakly imposed symmetry
To impose the symmetry of the momenta tensor weakly, we modify the third equation in
(7.10). The symmetric gradient can be rewritten as
Grad θ = gradθ − skw(gradθ),
where skw(A) := (A −A>)/2 is the skew-symmetric part of matrix A. Consider the weak
form of the third equation in (7.10) before applying the integration by parts
〈Vκ, Cb∂tEκ〉L2(Ω,M) = 〈Vκ, Grad eθ〉L2(Ω,M) .
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Introducing the new variable Er = skw(grad θ), then {eθ,Eκ,Er} ∈ L2(Ω,V)×HDiv(Ω,M)×
L2(Ω,K) satisfy (remind that eθ = ∂tθ)
〈Vκ, Cb∂tEκ〉L2(Ω,M) = 〈Vκ, grad eθ〉L2(Ω,M) − 〈Vκ, ∂tEr〉L2(Ω,M) ,
= −〈DivVκ, eθ〉L2(Ω,V) − 〈Vκ, ∂tEr〉L2(Ω,M) .
The momenta tensor is weakly symmetric if
〈Vr, Eκ〉L2(Ω,M) = 0,
or equivalently
〈Vr, ∂tEκ〉L2(Ω,M) = 0.
The weak formulation then consists in finding
{ew, eθ,Eκ, eγ ,Er} ∈ L2(Ω)× L2(Ω,V)×HDiv(Ω,M)×Hdiv(Ω,V)× L2(Ω,K).
so that
〈vw, ρb∂tew〉L2(Ω) = 〈vw, div eγ〉L2(Ω) + (vw, f),
〈vθ, Iθ∂teθ〉L2(Ω,V) = 〈vθ, DivEκ + eγ〉L2(Ω,V) + 〈vθ, τ 〉L2(Ω,V) ,
〈Vκ, Cb∂tEκ〉L2(Ω,M) = −〈DivVκ, eθ〉L2(Ω,V) − 〈Vκ, ∂tEr〉L2(Ω,M) ,
〈vγ , Cs∂teγ〉L2(Ω,V) = −〈divvγ , ew〉L2(Ω) + 〈vγ , eθ〉L2(Ω,V) ,
〈Vr, ∂tEκ〉L2(Ω,M) = 0
∀ vw ∈ L2(Ω),
∀ vθ ∈ L2(Ω,V),
∀ Vκ ∈ HDiv(Ω,M),
∀ vγ ∈ Hdiv(Ω,V),
∀ Vr ∈ L2(Ω,K).
(7.13)
Consider a regular triangulation Th with elements T . The following spaces are used as
discretization spaces
L2h,AFW(Ω) = {wh ∈ L2(Ω)| ∀T ∈ Th, wh|T ∈ DGk−1},
L2h,AFW(Ω,V) = {θh ∈ L2(Ω,V)| ∀T ∈ Th, θh|T ∈ (DGk−1)2},
HDivh,AFW(Ω,M) = {(m11,m12) ∈ Hdiv(Ω,V)| ∀T ∈ Th, (m11,m12)|T ∈ BDMk}
∪ {(m21,m22) ∈ Hdiv(Ω,V)| ∀T ∈ Th, (m21,m22)|T ∈ BDMk},
Hdivh,AFW(Ω,V) = {qh ∈ Hdiv(Ω,V)| ∀T ∈ Th, qh|T ∈ RTk−1},
L2h,AFW(Ω,K) = {Rh ∈ L2(Ω,K)| ∀T ∈ Th, wh|T ∈ DGk−1},
(7.14)
where RT stands for the Raviart-Thomas elements [RT77]. The acronym AFW stands for
Arnold-Falk-Winther, that proposed this kind of discretization for static elasticity [AFW07].
A convergence analysis for the general elastodynamics problem with weak symmetry in the
L∞(L2) norm is fully detailed in [AL14]. A convergence study for the wave equation with
mixed finite elements in the L∞(L2) is presented in [Gev88]. Combining the results of the
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two, the following error estimates can be conjectured:
Conjecture 5 (Rate of convergence for the AFW elements)
Assuming a smooth solution to problem (7.13), the following error estimates hold
||ew − ehw||L∞(L2(Ω)) . hk,
||eθ − ehθ ||L∞(L2(Ω,V)) . hk,
||Eκ −Ehκ ||L∞(L2(Ω,M)) . hk,
||eγ − ehγ ||L∞(L2(Ω,V)) . hk,
||Er−Ehr ||L∞(L2(Ω,K)) . hk.
(7.15)
7.2.2 The Hellan-Herrmann-Johnson scheme for the Kirchhoff plate
For the Kirchhoff plate, the Hellan-Herrmann-Johnson scheme [Hel67, Her67, Joh73] (HHJ)
can be used to obtain a structure-preserving discretization. Given the non-conforming nature
of this scheme, it is necessary to first introduce the discrete functional spaces and state the
problem directly in discrete form. The illustration of the method follows closely [AW19].
The vertical displacement is approximated using continuous Lagrange polynomials, while the
momenta tensor is discretized using the HHJ element
Wh ={wh ∈ H10 (Ω)| ∀T ∈ Th, wh|T ∈ Pk},
Sh ={Mh ∈ L2(Ω, S)| ∀T ∈ Th, Mh|T ∈ (Pk−1)2×2sym,
Mh is normal-normal continous across elements}.
(7.16)
The normal to normal continuity means that if two triangles T1, T2 share a common edge
E then n>(Mh|T1)n = n>(Mh|T2)n on E. Taking system (4.36) and multiplying the first
equation by vw ∈Wh and integrating over a triangle
−〈vw, div DivEκ〉L2(T ) = 〈∇vw, DivEκ〉L2(T,V) − 〈vw, DivEκ · n〉L2(∂T ) ,














A double integration by parts is applied to get the final equation. For the last term a















where Eh is the set of all edges belonging to the mesh and [[a]] = a|T1 + a|T2 denotes the jump
of a function across shared edges. For a boundary edge it is simply the value of the function.
For the other terms, it holds
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since vw is continuous across the edge boundaries, and the normal switches sign. We are now
in a position to state the final weak form. Given the bilinear form
dh(vw, Eκ) := −
∑
T∈Th








find (ew,Eκ) ∈Wh × Sh such that
〈vw, ρb∂tew〉L2(Ω) = +dh(vw, Eκ) + 〈vw, f〉L2(Ω) ,
〈Vκ, Cb∂tEκ〉L2(Ω,S) = −dh(ew, Vκ),
∀ vw ∈Wh,
∀ Vκ ∈ Sh.
(7.18)
For the associated static problem, under the hypothesis of smooth solutions, optimal
convergence of order O(k) for w ∈ H1 and M ∈ L2 has been established. So, it is natural to
conjecture the following result for the dynamic problem:
Conjecture 6 (Convergence of the HHJ elements)
Assuming a smooth solution for problem (7.18), the following error estimates hold
||ew − ehw||L∞(H1(Ω)) . hk, ||Eκ −Ehκ ||L∞(L2(Ω,S)) . hk. (7.19)
7.3 Dual mixed discretization of plate problems
In this section the discretization of the Kirchhoff and Mindlin plates is no more a classical
mixed discretization. The application of PFEM to the other partition of the system provides
a discretization in which the grad and Grad operators appear. In [Jol03], the author refers
to this kind of discretization as primal-dual.
7.3.1 Dual mixed discretization of the Mindlin plate
First of all we construct a family of finite elements capable of discretizing problem (6.90),
that seeks
{ew, eθ,Eκ, eγ} ∈ H1(Ω)×HGrad(Ω,V)× L2(Ω, S)× L2(Ω,V),
so that
〈vw, ρh∂tew〉L2(Ω) = −〈grad vw, eγ〉L2(Ω,V) ,
〈vθ, Iθ∂teθ〉L2(Ω,V) = −〈Gradvθ, Eκ〉L2(Ω,S) + 〈vθ, eγ〉L2(Ω) ,
〈Vκ, Cb∂tEκ〉L2(Ω,S) = 〈Vκ, Grad eθ〉L2(Ω,S) ,
〈vγ , Cs∂teγ〉L2(Ω,V) = 〈vγ , grad ew〉L2(Ω,V) − 〈vγ , eθ〉L2(Ω,V) ,
∀ vw ∈ H1(Ω),
∀ vθ ∈ HGrad(Ω,V),
∀ Vκ ∈ L2(Ω, S),
∀ vγ ∈ L2(Ω,V).
(7.20)
Consider a regular triangulation Th with elements T . The following conforming family of
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finite elements is used to the weak formulation (7.20) (see also [CF05] for a similar construction
for the elastodynamics problem)
H1h,CGDG(Ω) = {wh ∈ H1(Ω)| ∀T ∈ Th, wh|T ∈ CGk},
HGradh,CGDG(Ω,V) = {θh ∈ HGrad(Ω,V)| ∀T ∈ Th, θh|T ∈ (CGk)2},
L2h,CGDG(Ω, S) = {Mh ∈ L2(Ω, S)| ∀T ∈ Th,Mh|T ∈ (DGk−1)2×2sym},
L2h,CGDG(Ω,V) = {qh ∈ L2(Ω,V)| ∀T ∈ Th, qh|T ∈ (DGk−1)2}.
(7.21)
To approximate spaces H1h(Ω), HGradh (Ω,R2) Lagrange polynomials of order k are selected.
For spaces L2h(Ω,S), L2h(Ω,R2) Discontinous Galerkin polynomials of order k−1 are employed.
This selection of finite elements can be seen as a standard discretization of the problem
combined with a reduced integration of the stress tensor and shear vector. For this reason,
the following conjecture on the error estimates can be proposed.
Conjecture 7 (Convergence of the CGDG elements)
Assuming a smooth solution to problem (7.20), the following error estimates hold
||ew − ehw||L∞(H1(Ω)) . hk,
||eθ − ehθ ||L∞(HGrad(Ω,V)) . hk,
||Eκ −Ehκ ||L∞(L2(Ω,S)) . hk,
||eγ − ehγ ||L∞(L2(Ω,V)) . hk.
(7.22)
7.3.2 Dual mixed discretization of the Kirchhoff plate
The Kirchhoff plate weak formulation (6.80) seeks
{ew,Eκ} ∈ H2(Ω)× L2(Ω, S)
so that
〈vw, ρh∂tew〉L2(Ω) = −〈Hess vw, Eκ〉L2(Ω,S) ,
〈Vκ, Cb∂tVκ〉L2(Ω,RS) = 〈Vκ, Hess ew〉L2(Ω,S) .
∀ vw ∈ H2(Ω),
∀ Vκ ∈ L2(Ω,S).
(7.23)
Given a regular triangulation Th with elements T , the following family of finite elements
is conforming to the weak formulation (7.23)
H2h,BellDG3(Ω) = {wh ∈ H2(Ω)| ∀T ∈ Th, wh|T ∈ Bell},
L2h,BellDG3(Ω, S) = {Mh ∈ L2(Ω,S)| ∀T ∈ Th,Mh|T ∈ (DG3)2×2sym},
(7.24)
where Bell stands for the Bell element [Bel69]. No conjectured error estimates are proposed
to this problem. As it will be shown in §7.4.3, the results obtained with this elements are of
difficult interpretation.
Remark 21
Thanks to a general approach for transforming finite elements [Kir18], H2-conforming ele-
ments have been implemented in the Firedrake library. Therefore, for the discretization of
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the H2-space, the Argyris element [AFS68] is another valuable possibility. Unfortunately, the
strong imposition of boundary conditions for H2 conforming elements is not possible in Fire-
drake at the present time [KM19, Sec. 3.2]. Because of the simpler structure and ordering
of its degrees of freedom, the Bell element has been privileged over the Argyris one for the
convergence study. In Chapter 8 the Argyris element will be employed imposing the boundary
conditions weakly.
7.4 Numerical experiments
In this section numerical test cases are used to verify the conjectured orders of convergence
for the two problems. Upon discretization, cf. §6.1.3, the weak formulations (7.1), (7.4), (7.7)
(Euler Bernoulli beam), (7.10), (7.20) (Mindlin plate), and (7.18) (7.23) (Kirchhoff plate)



























The mass matrix M is symmetric and positive definite. In case of weak enforcement of the

























Because of the presence of the Lagrange multiplier, the mass matrix M is symmetric but
indefinite, giving rise to a saddle point problem. The numerical solution of this kind of prob-
lems is notoriously much harder than that of positive definite ones [BGL05]. The Firedrake
library [RHM+17] is used to generate the matrices. To integrate the equations in time a
Crank-Nicholson scheme has been used, for all simulations. The time step is set to ∆t = h/10
to have a lower impact of the time discretization error with respect to the spatial error. The
final time is set to one tf = 1 [s] for all simulations. To compute the L∞(X) space-time
dependent norm the discrete norm L∞∆t(X) is used
|| · ||L∞(X) ≈ || · ||L∞∆t(X) = maxt∈ti
|| · ||X ,
where ti are the discrete simulation instants.
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7.4.1 Numerical test for the Euler-Bernoulli beam
We consider the following exact solution for the Euler-Bernoulli beam under simply supported
boundary conditions
wex = sin(πx/L) sin(t), Ω = {0, L}. (7.25)
The corresponding pH exact solutions are then
eexw = sin (πx/L) cos(t),
eexκ = −EI (π/L)2 sin (πx/L) sin(t),
eexw |∂Ω = 0,
eexκ |∂Ω = 0.
(7.26)
The numerical values used for the simulations are reported in Tab. 7.1.
Beam parameters
ρ A E I L
5600 [kg/m3] 50 [mm2] [136 GPa] 4.16 [mm4] 1 m
Table 7.1: Physical parameters for the Euler Bernoulli beam.
Results for the HerDG1 elements 7.2 The results are reported in Fig. 7.1 and Table
B.1. The conjectured error estimates (7.3) are respected.






















ew error (HerDG1 element)
Her
h2
(a) L∞∆t(H2(Ω)) error for ew





















ew error (HerDG1 element)
DG k = 1
h2
(b) L∞∆t(L2(Ω)) error for eκ
Figure 7.1: Error for the Euler Bernoulli beam (HerDG1 elements).
Results for the DG1Her elements 7.5 The results, reported in Fig. 7.2 and Table B.2,
satisfy the predicted error (7.6).
Results for the CGCG elements 7.8 The results, reported in Fig. 7.3 and Tables B.3,
B.4, B.5, verify the conjectured error (7.9).
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ew error (DG1Her element)
DG k = 1
h2
(a) L∞∆t(L2(Ω)) error for ew





















ew error (DG1Her element)
Her
h2
(b) L∞∆t(H2(Ω)) error for eκ
Figure 7.2: Error for the Euler Bernoulli beam (DG1Her elements).




























(a) L∞∆t(H1(Ω)) error for ew




























(b) L∞∆t(H1(Ω)) error for eκ
Figure 7.3: Error for the Euler Bernoulli beam (CGCG elements).
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7.4.2 Numerical test for the Mindlin plate
To validate the method, we first test a finite element combinations on an analytic solution.
Constructing an analytical solution for a vibrating Mindlin plate is far from trivial. Therefore,
the solution for the static case [BadVMR13] is exploited.
Consider a distributed static force given by
fs(x, y) =
EY
12(1− ν2){12y(y − 1)(5x
2 − 5x+ 1)
×[2y2(y − 1)2 + x(x− 1)(5y2 − 5y + 1)] + 12x(x− 1)
×(5y2 − 5y + 1)[2x2(x− 1)2 + y(y − 1)(5x2 − 5x+ 1)]}.




3(x− 1)3y3(y − 1)3 − 2b
2
5(1− ν) [y
3(y − 1)3x(x− 1)(5x2 − 5x+ 1).
θs(x, y) =
(
y3(y − 1)3 x2(x− 1)2(2x− 1)
x3(x− 1)3 y2(y − 1)2(2y − 1)
)
The static solution solves the following problem defined on the square domain Ω = (0, 1) ×
(0, 1) under clamped boundary conditions:
0 = div qs + fs,
0 = DivMs + qs,
CbMs = Grad θs,




Given the linear nature of the system a solution for the dynamic problem is found by mul-
tiplying the static solution by a time dependent term. For simplicity a sinus function is
chosen
wd(x, y, t) = ws(x, y) sin(t), θd(x, y, t) = θs(x, y) sin(t).
Appropriate forcing terms have to be introduced to compensate the inertial accelerations.
The force and torque in the dynamical case become
fd = fs sin(t) + ρb∂ttwd, τd =
ρb3
12 ∂ttθd.
For the port-Hamiltonian system the unknowns are the linear and angular velocities, the
momenta tensor and the shear force. The exact solution and boundary conditions are thus
given by
eexw = ws(x, y) cos(t),
eexθ = θs(x, y) cos(t),
Eexκ = Db Grad θd,
eexγ = Ds(grad wd − θd),
eexw |∂Ω = 0,
eexθ |∂Ω = 0.
(7.28)
Variables (eexw , eexθ ,Eexκ , eexγ ) under excitations (fd, τd) solve problem (6.86a). The solution be-
ing smooth, conjectures 4 and 5 should hold. The numerical values of the physical parameters
are reported in Table 7.2.
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Remark 22
The numerical values for the parameters in Tab. 7.2 do not represent any physical material.
If more realistic values are used, the solver fails when the AFW elements (7.14) for polynomial
degree k = 3 is employed. This is due to the extremely high condition number of the indefinite
mass matrix. For all the other cases the employed solvers converge to the solution.
Plate parameters
E ρ ν Ksh b
1 [Pa] 1 [kg/m3] 0.3 5/6 0.1 [m]
Table 7.2: Physical parameters for the Mindlin plate.
Results for the mixed strong symmetry formulation (BTJ elements (7.11)) The
weak form (7.10) and its corresponding finite elements (7.11) are implemented using Fire-
drake extruded mesh functionality [MBM+16]. A direct solver based on an LU precondi-
tioner is used. In Fig. 7.4 and Tables B.6, B.7, B.8 the errors for (ew, eθ,Eκ, eγ) are reported.
As one can notice, the conjectured error estimates (7.12) are recovered for all variables.
Results for the mixed weak symmetry formulation (AFW elements (7.14)) For-
mulation (7.13) and its elements (7.14) are considered here. A direct solver fails for high order
cases (i.e. k = 3). For this reason a generalized minimal residual method GMRES [SS86]
is used with restart number of iterations equal to 100. In Fig. 7.5 and Tables B.9, B.10,
B.11 the errors for variables (ew, eθ,Eκ, eγ) are reported. The errors for (ew, eθ, eγ) respect
the conjectured result (7.15). Variable Eκ exhibits a superconvergence phenomenon for the
case k = 1. In [AL14] no numerical study was carried out for the case k = 1. The BDM
elements might be responsible for such superconvergence. The convergence order of (Eκ, eγ)
deteriorates for k = 3 for the finest mesh. This must be linked to errors due to the underlying
large saddle-point problem. Indeed in [AL14] a hybridization method is used to transform the
saddle-point problem into a positive definite one. The results for the Lagrange multiplier are
reported in Fig. 7.5e and Table B.12. For this variable, an order 2 of convergence is observed
for all cases.
Results for dual mixed formulation (CGDG elements (7.21)) For this formulation
the boundary conditions are imposed strongly on ew, eθ. A direct solver based on an LU
preconditioner is used. In Fig. 7.6 and Tables B.13 the errors are reported. Conjecture 7 is
verified for this test.
7.4.3 Numerical test for the Kirchhoff plate
The weak form (7.18) and the finite elements (7.16) are considered. The HHJ elements were
included in FEniCS and Firedrake thanks to the contribution of Lizao Li [Li18]. Two
126 Chapter 7. Numerical convergence study


























(a) L∞∆t(L2(Ω)) error for ew



























(b) L∞∆t(L2(Ω,V)) error for eθ



























(c) L∞∆t(L2(Ω,S)) error for Eκ



























(d) L∞∆t(L2(Ω,V)) error for eγ
Figure 7.4: Error for the clamped Mindlin plate (BJT elements).
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(a) L∞∆t(L2(Ω)) error for ew






























(b) L∞∆t(L2(Ω,V)) error for eθ

























(c) L∞∆t(L2(Ω,M)) error for Eκ


























(d) L∞∆t(L2(Ω,V)) error for eγ



























(e) L∞∆t(L2(Ω,K)) error for Er
Figure 7.5: Error for the clamped Mindlin plate (AFW elements).
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(a) L∞∆t(H1(Ω)) error for ew






























(b) L∞∆t(HGrad(Ω,V)) error for eθ




























(c) L∞∆t(L2(Ω,S)) error for Eκ




























(d) L∞∆t(L2(Ω)) error for eγ
Figure 7.6: Error for the clamped Mindlin plate (CGDG elements).
7.4. Numerical experiments 129
numerical tests are performed to verify these elements. Both tests are solved using a direct
solver with an LU preconditioner.
7.4.3.1 Simply supported test
An analytical solution for simply supported Kirchhoff plates is readily available. Consider the
following solution of problem (4.20) under simply supported conditions on a square unitary
domain Ω = (0, 1)× (0, 1)
wex(x, y, t) = sin(πx) sin(πy) sin(t), (x, y) ∈ Ω.
The forcing term is given by
f = (4Dπ4 − ρb) sin(πx) sin(πy) sin(t), D = EY b
3
12(1− ν2) .
The corresponding variables in the port-Hamiltonian framework are
eexw = ∂twex, Eexκ = D∇2wex,
under simply supported boundary conditions
ew|∂Ω = 0, Eκ .. (n⊗ n)|∂Ω = 0.
Variables (eexw ,Eexκ ) under excitation f solve problem (4.36). The physical parameters used
in simulation are reported in Table 7.3.
Plate parameters
E ρ ν b
136 [GPa] 5600 [kg/m3] 0.3 0.001 [m]
Table 7.3: Physical parameters for the Kirchhoff plate.
Results for the HHJ elements (7.16) Results are shown in Fig. 7.7 and Tables B.16,
B.17 and B.18. The conjectured error estimates are respected.
Results for the dual mixed formulation (BellDG3 elements) The results are reported
in Fig. 7.8 and Tab. B.19. The error is computed in the L∞(H2(Ω)) norm for ew and in
the L∞(L2(Ω, S)) norm for Eκ. The convergence of the proposed elements is higher than
linear, with a rate approaching 1.50 for the finest meshes. It is difficult to interpret this
rate of convergence with respect to known convergence results. In particular the convergence
rate for the Bell element (measured in the H2-norm) for the classical biharmonic problem
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(a) L∞∆t(H1(Ω)) error for ew



























(b) L∞∆t(L2(Ω,S)) error for Eκ
Figure 7.7: Error for the SSSS Kirchhoff plate (HHJ elements).
is 3 [Cia88]. The proposed method is not as effective as a standard discretization of the
biharmonic problem.


















ew error (BellDG3 element)
Bell
h1.5
(a) L∞∆t(H2(Ω)) error for ew



















Eκ error (BellDG3 element)
DG k = 3
h1.5
(b) L∞∆t(L2(Ω,S)) error for Eκ
Figure 7.8: Error for the SSSS Kirchhoff plate (BellDG3 elements).
7.4.3.2 Mixed boundary conditions (CSFS)
We retrieve the manufactured solution for the static case from [RZ18]. Consider a square
plate Ω = (−1, 1) × (−1, 1) with simply supported top and bottom boundary, clamped left
boundary and free right boundary. The stiffness tensor is the identity
Db = Id.
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The density ρ and thickness b are the same as in 7.3. The static load is given by
fs = 4π sin(πx) sin(πy).
The exact static solution is given by
ws(x, y) = [(c1 + c2x) cosh(πx) + (c3 + c4x) sinh(πx) + sin(πx)] sin(πy).
The coefficients are then computed depending on the boundary conditions. For the con-
sidered case (CSFS) it is obtained
c1 = −2
sinh(π)− 3 sinh(3π) + π[4π sinh(π) + 7 cosh(π)− 3 cosh(3π)]
5 + 8π2 + 3 cosh(4π) ,
c2 = −
8π[2π sinh(π) + cosh(π)]
5 + 8π2 + 3 cosh(4π) ,
c3 =
10 cosh(π) + 6 cosh(π) + 16π[sinh(π) + π cosh(π)]
5 + 8π2 + 3 cosh(4π) ,
c4 =
2π(5 sinh(π)− 3 sinh(3π) + 4π cosh(π))
5 + 8π2 + 3 cosh(4π)
The dynamical solution is constructed as in §7.4.2, meaning that a the static solution is
multiplied by a sinusoidal function in time
wd(x, y) = ws(x, y) sin(t).
The dynamical force is then given by
fd(x, y, t) = fs(x, y) sin(t) + ρb∂ttwd
For the port-Hamiltonian system the exact solution is thus given by
eexw = ws(x, y) cos(t), Eexκ = Db Grad θd. (7.29)
The boundary conditions read
C
eexw |x=−1 = 0,
∂xe
ex
w |x=−1 = 0,
S
eexw |y=−1 = 0,
Eexκ,yy|y=−1 = 0,
F
∂xEκ,xx + ∂yEκ,xy|x=1 = 0,
Eexκ,xx|x=1 = 0.
S
eexw |y=1 = 0,
Eexκ,yy|y=1 = 0.
(7.30)
Variables (eexw ,Eexκ ) under excitations fd solve problem (6.77a).
Results for the HHJ elements (7.16) The results are reported in Fig. 7.9 and Tables
B.20, B.21, B.22. Conjecture 6 is verified for all orders.
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(a) L∞∆t(H1(Ω)) error for ew


























(b) L∞∆t(L2(Ω,S)) error for Eκ
Figure 7.9: Error for the CSFS Kirchhoff plate (HHJ elements)
Results for the dual mixed formulation (BellDG3 elements) The results are reported
in Fig. 7.10 and Tab. B.23. The error is computed in the L∞(H2(Ω)) norm for ew and in the
L∞(L2(Ω,S)) norm for Eκ. The convergence rate stays around 1.50 (as for the SSSS test).


















ew error (BellDG3 element)
Bell
h1.5
(a) L∞∆t(H2(Ω)) error for ew



















Eκ error (BellDG3 element)
DG k = 3
h1.5
(b) L∞∆t(L2(Ω,S)) error for Eκ
Figure 7.10: Error for the CSFS Kirchhoff plate (BellDG3 elements).
7.5 Conclusion
In this chapter, the link between mixed finite element method and pH flexible structures has
been studied. It was shown that existing and non-standard elements can be used to achieve
a structure-preserving discretization of the models under consideration. Apart for the dual
discretization of the Kirchhoff plate, error estimates conjectures have been formulated. The
numerical examples seem to confirm such conjectures. However a rigorous error analysis,
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apart from the wave equation [HMS20] under uniform boundary condition, is still to be done.
Since the pH framework provides a powerful description of boundary control systems, it is
important that numerical methods be capable of handling generic boundary conditions. Con-
cerning this problem, the mixed discretization of Kirchhoff plate poses additional difficulties





The most obvious characteristic of science is its application: the fact that,
as a consequence of science, one has a power to do things. And the effect
this power has had need hardly be mentioned. The whole industrial
revolution would almost have been impossible without the development of
science.
Richard Feynman
The Meaning of It All: Thoughts of a Citizen-Scientist
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T
he proposed finite element discretization can be employed for different numerical
applications. The chapter is organized as follows:
• a boundary stabilization problem for the Kirchhoff plate and for the irrotational shallow
water equations is presented in §8.1;
• Sec. 8.2 presents a comparison between the Lagrange multiplier 6.2.1 and the virtual
domain decomposition method 6.2.2 for the enforcement of mixed boundary conditions;
• a thermoelastic problem, for which an analytic solution is available, is illustrated in
§8.3.
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x
yz ΓD ΓN
Figure 8.1: Cantilever plate subjected to a control forces on the lateral sides.
8.1 Boundary stabilization
In this section, we consider the boundary stabilization of a cantilever Kirchhoff plate and of the
irrotational shallow water equations. For pHs a simple proportional gain assures asymptotic
system of the system thanks to the LaSalle’ invariance principle [DMSB09, Proposition 6.2].
This can be used to achieve stabilization of the undeformed configuration of the Kirchhoff
plate. For the shallow water equations a reference is also added to stabilize the system around
a desired fluid height.
8.1.1 Cantilever Kirchhoff plate


















(x, y) ∈ Ω = [0, 1]× [0, 1]
subject to the following Dirichlet homogeneous conditions
∂tew|ΓD = 0,
∂xew|ΓD = 0,
ΓD = {x = 0} ,
and Neumann boundary control
u∂,q = q̃n|ΓN = −n ·DivEκ − ∂s(Eκ
.. (n⊗ s))|ΓN ,
u∂,m = Mnn|ΓN = Eκ
.. (n⊗ n)|ΓN ,
ΓN = {y = 0 ∪ x = 1 ∪ y = 1} .
The corresponding boundary outputs read
y∂,q = ew|ΓN ,
y∂,m = ∂new|ΓN .
The initial conditions (compatible with the constraints) are given by
ew(x, y, 0) = x2y(y − 1), Eκ(x, y, 0) = 0.
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The following control law asymptotically stabilizes the system (cf. [Lag89])
u∂,q = −kqew|ΓN = −kqy∂,q,




The discretization is performed as in (6.82). Variables ew and Eκ are discretized using
the Argyris element and Discontinuous Galerkin elements of order 3. A structured mesh with
6 elements per side is used. The Dirichlet conditions are imposed weakly using Lagrange
multipliers (cf. (6.112) and Remark 21), that are discretized using Lagrange polynomials of
order 2. The resulting system reads



































where BΓD = [Bw,ΓD B∂nw,ΓD ]. The discretization of the control law (8.1) provides
u∂,q = −kqy∂,q = −kqM−1ΓNB
>
w,ΓNew,



























is positive definitive because of the collocated input-output feature of pH systems. The energy
decreases as [BMXZ18, Theorem 13]
Ḣd = −e>w Rw ew ≤ 0.
Therefore, the Hamiltonian energy is a Lyapunov function and the asymptotic stability of
configuration ew = 0, eκ = 0 is deduced using LaSalle’ invariance principle.
The parameters for the numerical simulation are given in Table 8.1. The controller gains
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Plate Parameters
E 70 [GPa]
ρ 2700 [kg ·m3]
ν 0.35
h/L 0.05





FE spaces Argyris × DG3 × CG2
tend 5 [s]
Table 8.1: Settings and parameters for the boundary control of the Kirchhoff plate.
are set to
kq = 10, km = 10. (8.5)
The system is simulated using a Störmer-Verlet time integrator [HLW03] using a time step
∆t = 10−6 [s] for a total simulation time of tend = 5 [s]. The Lagrange multiplier is eliminated
using a projection method [BH15]. The control law is activated after 1 second. The discrete
Hamiltonian goes almost to zero in 4 seconds (Fig. 8.2). Snapshots of the vertical velocity
are reported in Fig. 8.3.
















Figure 8.2: Hamiltonian trend for the cantilever Kirchhoff plate.
8.1.2 Irrotational shallow water equations
In this section we consider the boundary stabilization of a circular water tank via proportional





























































Vertical velocity (t =0.15[s])






























Vertical velocity (t =0.30[s])






























Vertical velocity (t =0.50[s])






























Vertical velocity (t =0.70[s])






























Vertical velocity (t =1.20[s])






























Vertical velocity (t =1.65[s])






























Vertical velocity (t =2.80[s])






























Vertical velocity (t =5.00[s])
(h) t = 5 [s]
Figure 8.3: Snapshots at different times of the simulation of the boundary controlled cantilever
Kirchhoff plate.









αh ‖αv‖2 + ρgα2h
}
dΩ, (8.7)
under Neumann boundary control
u∂ = −ev · n|∂Ω = −
1
ρ
αhαv · n|∂Ω. (8.8)
The corresponding output reads




The initial conditions are
αh(x, y, 0) = hdes + 10−1 sin(πr/R) cos(2θ), r =
√
x2 + y2, θ = arctan(y/r),
αv(x, y, 0) = 0,
(8.10)
where hdes is the desired fluid height. It is known that a proportional controller exponentially
stabilizes the system [DSP08]. Here, we use a simple control for stabilizing the system around
the desired point hdes
u∂ = −k(y∂ − ydes∂ ), ydes∂ = ρghdes, k > 0. (8.11)












dΩ ≥ 0, (8.12)







dΓ ≤ 0. (8.13)
The precompactness of the trajectories in the energy space is guaranteed since a bounded
domain is considered (Rellich theorem). By the LaSalle’ principle for infinite dimensional
system [Hen06], the point
αh = hdes, αv = 0, (8.14)
is asymptotically stable.
The discretization is performed as in (6.40). Variable αh is discretized using Lagrange
polynomials of order 1. Discontinuous Galerkin elements of order 0 defined on the domain
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The control law (8.11), once discretized, is expressed as
u∂ = −k(y∂ − ydes∂ ), (8.16)
























Rh = kBhM−1∂ B
>
h  0
is positive definite and the discretized Lyapunov function rate reads
V̇d = −∂αd,hHd(αd,h, αd,v)>Rh∂αd,hHd(αd,h, αd,v) ≤ 0.
Parameters






N◦ FE along R 20
FE spaces CG1 × DG0 × DG0
tend 3 [s]
Table 8.2: Settings and parameters for the irrotational shallow water equations.
The parameters for the simulation are reported in Table. (8.2). The controller gain is set
to k = 10−3. The control law is activated after 0.5 seconds. The system is simulated using
a Runge-Kutta method. Snapshots are collected in Fig. 8.5. The discretized Hamiltonian
and Lyapunov functional trends (Fig. 8.4) clearly show that, while the Lyapunov function
monotonically decreases, the Hamiltonian oscillates around the desired equilibrium.
8.2 Mixed boundary conditions enforcement
In this section the Lagrange multiplier method §6.2.1 and the virtual domain decomposition
method §6.2.2 are compared for two problems:
1. a reference tracking problem for the Euler-Bernoulli beam;
2. a vibroacoustic application.
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(a) Total energy (Hamiltonian)





















Figure 8.4: Total energy and Lyapunov function for the shallow water equations.
8.2.1 Motion planning of a thin beam
Consider the motion planning problem for the Euler-Bernoulli beam [KS08, Chapter 12]
∂ttw + ∂xxxxw = 0, x ∈ Ω = {0, 1} (8.18)
∂xxw(0, t) = 0, ∂xxxw(0, t) = 0, (8.19)
wr(0, t) = sin(ωt), ∂xwr(0, t) = 0. (8.20)
Equation (8.18) represents the Euler-Bernoulli beam (2.24) with unitary coefficients. Con-
ditions (8.19) represent homogeneous free boundary conditions at the left side. The ob-
jective is to find controls u1 = wr(1, t), u2 = ∂xwr(1, t) to match the reference outputs
yr1 = wr(0, t), yr2 = ∂xwr(0, t). The reference solution for this problem can be found by







Given the reference output wr(1, t) = sin(ωt), the reference solution assumes the form (cf.













The inputs that ensure the tracking of the outputs can be computed




























































































































































































































(h) t = 3 [s]
Figure 8.5: Snapshots at different times of the simulation for the boundary controlled irrota-
tional shallow water equations.
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u1N = eκ(0, t)
u2N = ∂xeκ(0, t)
u3D = ew(1, t)
u4D = ∂xe
r
w(1, t)L = 1
ΓN ΓD
Figure 8.6: Boundary conditions for the motion planning problem.
This problem can be equivalently recast as a boundary-control pH system with mixed



















































The inputs assures that the outputs y1N = −∂xew(0, t), y2N = ew(0, t) verify the desired
trajectories
y1N = −∂t∂xwr(0, t) = 0, y2N = ∂twr(0, t) = ω cos(ωt).
Next we concisely report the discretization strategy for the imposition of mixed boundary
conditions.
Lagrange multipliers If Lagrange multipliers are used for the Neumann boundary condi-
tion, the following weak form is obtained
〈vw, ∂tew〉Ω = 〈vw, −∂xxeκ〉Ω ,




























Figure 8.7: Virtual decomposition of







Figure 8.8: Interconnection for the Euler-
Bernoulli beam.

























The DG1Her element (7.5) is employed for the discretization.
Virtual domain decomposition For the decomposition, the beam is split into halves (see
Fig. 8.7). Applying the PFEM methodology as in 6.2.2, two finite-dimensional systems are







































































In order to get a system with mixed causality, systems (8.26) and (8.27) have to be
interconnected using a classical gyrator interconnection. Since the velocities and rotations
have to be continuous at the interface and the action-reaction principle holds for the stresses,
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This interconnection establishes that the power is exchanged without loss between the two
systems
uint>D MΓintyintD + uint>N MΓintyintN = 0. (8.28)
For what concerns the choice of the approximations, System (8.26) is discretized using
the HerDG1 elements (7.2), while for System (8.27) the DG1Her (7.5) elements are used.
Numerical results The settings for the numerical simulation are reported in Tab. 8.3. The
frequency of the reference output is set to ω = 4. The analytical solutions for the reference
displacement and velocity together with their numerical discretization are plotted in Figs.
8.10 and 8.11. The displacement is retrieved from the velocity using the trapezoidal rule.
The numerical predictions perfectly match the analytical solution. In Fig. 8.9 the numerical
solution for the vertical displacement obtained using the virtual domain decomposition is
shown.
Simulation Settings
ODE Integrator RK 45
DAE Integrator IDA
N◦ elements 6
FE spaces (DAE) DG1 × Her
FE spaces (ODE) Her × DG1 on ΩN / DG1 × Her on ΩD
tend 1[s]
Table 8.3: Settings for the Euler-Bernoulli motion planning problem.
8.2.2 Vibroacoustics under mixed boundary conditions


















, Ω = {x ∈ [0, L], r ∈ [0, R], θ = [0, 2π)},
(8.29)
where ep ∈ R and ev ∈ R3 denote the variations of pressure and velocity from a steady state,
µ0 is the steady state mass density, and χs represents a constant adiabatic compressibility
factor. With x, r, θ we denote the axial, radial and tangential cylindrical coordinates. The
domain is a cylindrical duct of length L and radius R. The following boundary conditions








































Figure 8.9: Computed vertical displacement.




















Figure 8.10: Analytical reference displacement
and numerical predictions.






















Figure 8.11: Analytical reference velocity and
numerical predictions.
are imposed (see Fig. 8.12)
ep(x,R, θ, t) = −Z(x, t) erv(x,R, θ),
ev · n(0, r, θ, t) = −exv(0, r, θ) = −f(r),
ev · n(L, r, θ, t) = +exv(L, r, θ) = +f(r).
For the initial boundary conditions, it is assumed
e0p(x, r, θ) = 0,
ex,0v (x, r, θ) = f(r),
er,0v (x, r, θ) = g(r),
eθ,0v (x, r, θ) = 0.
(8.30)
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ΓN ΓN
exv = f (r) e
x
v = f (r)




Figure 8.12: Boundary conditions for the 3D
vibroacoustic problem.
exv = f (r) e
x
v = f (r)






Figure 8.13: Boundary conditions for the re-
duced 2D vibroacoustic problem.
The impedance and the axial and radial flows expressions are the following
Z(x, t) = 1
{1
3L ≤ x ≤
2














The impedance operator Z is non invertible. If it were invertible than the impedance condition
could be treated as a Robin condition. To illustrate this, consider the impedance condition
ep = −Z erv.
Assume that Z(x, t) is an invertible operator. Then the impedance condition can be written
as a Robin condition
erv = −Z−1 ep,
that can be imposed as a Neumann condition.
This model describes the behavior of an axis-symmetrical flow subjected to an impedance
condition on the lateral surface. Because of symmetry the model can be reduced to a 2D






























The boundary conditions must now account for the symmetry condition at r = 0, leading to
the set of boundary conditions (see Fig. 8.13)
uD = ep|ΓD = −Z(x, t) erv(x,R), (8.32)
uN = ev · n|ΓN =

−f(r), x = 0,
+f(r), x = L,
0, r = 0,
(8.33)
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where ΓD, ΓD denote the boundary partitions. The Hamiltonian is then computed as
H = 12 〈ep, χsep〉Ωr +
1
2 〈ev, µ0ev〉Ωr
where 〈·, ·〉Ωr is the standard L





α · β r drdx =
∫
Ωr
α · β dΩr.
The power flow is obtained by application of the Stokes theorem
Ḣ = 〈ep, ev · n〉∂Ωr =
∫
∂Ωr
ep ev · n dΓr = −
∫ L
0
Z(x, t)(erv)2 R dx ≤ 0
where dΓr = r ds is the infinitesimal surface.
In the next paragraphs we provide a concise description of the discretization procedure
for the two methods.
Lagrange multipliers If a Lagrange multiplier is introduced for the Dirichlet boundary
condition, the following weak form is obtained
〈vp, χs∂tep〉Ωr = 〈gradrvp, ev〉Ωr + 〈vp, λD〉ΓD + 〈vp, uN 〉ΓN ,
〈vv, µ0∂tev〉Ωr = 〈vv, gradrep〉Ωr ,
0 = −〈vD, ep〉ΓD + 〈vD, uD〉ΓD ,
〈vN , yN 〉ΓN = 〈vN , ep〉ΓN ,
〈vD, yD〉ΓD = 〈vD, λD〉ΓD ,
(8.34)
where vN , vD are the test functions associated to the output discretization and 〈·, ·〉Γ∗ is the
L2 inner product on boundary Γ∗. Introducing a Galerkin approximation for the variables,



































The matrices are computed as in (6.112). To impose the actual boundary conditions consider
the weak form of (8.32) uD = −ZλD = −ZyD [SMH19]:
MΓDuD = −MΓD,ZyD,














Figure 8.15: Interconnection for the vibroa-
coustic domain.
where MΓD,Z corresponds to the mass matrix associated to the weighted inner product
〈vD, ZyD〉ΓD . The Neumann boundary condition is imposed by projection on the uN space.


















Virtual domain decomposition In order to apply this methodology the domain has to
be split into two sub-domains. The shared boundary connecting the two sub-domains can
be freely chosen. For the given geometry, the separation line that provides the most regular
simplicial meshes is the trapezoidal one given in Fig. 8.14.
Applying the PFEM methodology as in 6.2.2 two finite-dimensional systems are obtained.
























































































In order to get a system with mixed causality, systems (8.37) and (8.38) have to be
interconnected using a classical gyrator interconnection. Considering that the pressure field
is continuous at Γint, the outward normal verifies nD|Γint = −nN |Γint and the corresponding
degrees of freedom have to be matched, the correct interconnection reads (cf. Fig. 8.15)
uintN = −yintD , uintD = yintN . (8.39)












































Γint . The actual boundary conditions (8.32) (8.33) can be plugged





























ΓD is symmetric and positive definite.
Numerical results and discussion In this section a numerical illustration of the two
methodologies is presented. The Hamiltonian and the state variables trends given by the DAE
(obtained from the Lagrange’s multiplier method) and the ODE formulation (obtained from
the virtual domain decomposition method) are compared with respect to a reference solution.
The reference is set to the DAE solution on a very fine mesh. The physical parameters are
provided in Tab. 8.4. The initial condition are selected according to (8.30):
e0p(x, r) = 0, ex,0v (x, r) = f(r), er,0v (x, r) = g(r).
A radial component of the velocity allows highlighting the effect of the impedance. The ve-
locity profile satisfies some regularity conditions so that the transition between Neumann and









ODE Integrator RK 45
DAE Integrator IDA
tend 0.1[s]
FE spaces (DAE and ODE) CG1 × RT1 × CG1
Table 8.4: Settings and parameters for the vibroacoustic problem.
Dirichlet boundary conditions is smooth. In order to get a finite-dimensional discretization
the fields are approximated using the following finite element families for both approaches:
• ep is interpolated using order 1 Lagrange (Continuous Galerkin) polynomials (CG1);
• ev is interpolated using order 1 Raviart-Thomas polynomials (RT1);
• Boundary variables are approximated by Lagrange polynomial of order 1 defined on the
boundary ΓD (for λD, uD, yD) or ΓN (for uN , yN ).
Such a choice guarantees the conformity with respect to the differential operators. The
FEniCS library, that allows interpolating functions on different meshes, is used for the com-
putations. The reference solution, obtained by using the DAE approach on a very fine mesh,










are highlighted. The Dirichlet condition induces a continuous transfer from radial kinetic
energy into pressure potential. The impedance acts by dissipating the radial component of
the velocity so that only the axial flow contribution is left. The total energy at the initial
time of the simulation is given only by the kinetic energy







µ0 ‖ev‖2 r drdx.
Given the physical parameters in Tab. 8.4, the numerical values of the energy contribution
are readily found
H0v = 0.453[J ], H0vx = 0.204[J ], H0vr = 0.249[J ].
In order to demonstrate the consistency of the two proposed approaches the following
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Figure 8.16: Reference Hamiltonian and L2-error.





















(a) DAE system (8.36).





















(b) ODE system (8.41).














The total energy obtained with several meshes is shown in Figs. 8.17a, 8.17b for the DAE
and ODE approaches respectively. It can be noticed that the Hamiltonian tends to the value
H0vx, as expected. The overall Hamiltonian trend is well captured and even for coarse meshes
the relative error does not exceed 6% (see Fig. 8.16b). The convergence of the Hamiltonian
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L2 norm error on p
ODE
DAE
(a) L2 pressure error.




















L2 norm error on v
ODE
DAE
(b) L2 velocity error.
Figure 8.18: Error on the state variables for different mesh size.








Table 8.5: Elapsed simulation time for the vibroacoustic experiment.
is non monotonic. This is probably related to the finite elements choice. Nevertheless, both
methods converge monotonically to the reference solution, as illustrated in Figs. 8.18a, 8.18b.
The faster convergence of one method on the other cannot be established. For what concerns
the computational cost, in Tab. 8.5 the simulation time required by each solver is shown.
The ODE approach is less time consuming for sufficiently small mesh size.
8.3 Thermoelastic wave propagation
In this section the pH discretization of the Danilovskaya problem [Dan50] is performed. For
this problem an analytical solution in the Laplace domain is available [Bal91]. First the
classical and pH formulation are illustrated. Second the discretization strategy is discussed.
Numerical results are then presented.
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8.3.1 The Danilovskaya problem
The Danilovskaya problem is a one-dimensional thermoelastic model in the infinite half-space
x ≥ 0. We recall the system of equations for the thermoelastic problem in 1D:
ρ∂ttu = ∂x(σET ), x ≥ 0,
ρcε∂tT = −∂x(jQ)− Cβ∂tε, where Cβ := T0β(2µ+ 3λ),
σET = σE + σT ,
σE = (2µ+ λ)ε,
σT = −Cβθ,
ε = ∂xu,
jQ = −k ∂xT.
(8.42)
All the variables have the same meaning as in Chapter 5. The initial conditions for this prob-
lem are all null. The system is excited by a sudden thermal heating at x = 0. Furthermore,
the variables vanish at ∞. Consequently, the following boundary conditions apply
T (0, t) = T1H(t),
lim
x→∞
T (x, t) = 0,
σET (0, t) = 0,
lim
x→∞
u(x, t) = 0,
where H(t) is the Heaviside function. Since the effect of the elastic vibration on the thermal
field is weak, a dimensionless constant cδ is usually introduced to strengthen the coupling





where δ ∈ {0, 1} is a variable for switching on and off the strong coupling from the mechanical
to the thermal domain. The problem can now be recast as a pH system in co-energy variables
ρ 0 0 0
0 (2µ+ λ)−1 0 0
0 0 ρcεT0 0









0 ∂x Aβ 0
∂x 0 0 0
−cδA∗β 0 0 −∂x








where Aβ(·) := −∂x(Cβ ·) (cf. Eq. (5.11)). All the variables have the same meaning as
in Chapter 5. Notice that the coupling parameter cδ breaks the Hamiltonian structure. The
boundary conditions in the pH variables read
eT (0, t) =
T1 − T0
T0
H(t), (eε − Cβev)(0, t) = 0, (8.45)
lim
x→∞
eT (x, t) = 0, lim
x→∞
ev(x, t) = 0. (8.46)
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Remark 23 (Boundary conditions for the numerical simulation)
In the numerical simulation, the vanishing conditions at ∞ (8.46) are replaced by Neumann
conditions at the extremity of the simulation domain Ω = {0, L} [RSBR16]
(eε − Cβev)(L, t) = 0, jQ(L, t) = 0. (8.47)
8.3.2 Discretization of the thermoelastic system
The partitioned finite element method also applies to system (8.44). The additional difficulty
resides in the discretization of the coupling operator Aβ. One possible strategy consists in
integrating by parts the whole first line of (8.44) and the ∂x operator in the third line. This
choice leads to the following weak form for the numerical domain Ω = {0, L}









= + 〈vε, ∂xev〉Ω ,





+ 〈∂xvT , jQ〉Ω − 〈γ0vT , γnjQ〉∂Ω ,







where vv, vε, vT , vj are the test functions. For this discretization the boundary condition




is imposed strongly as an essential condition. The other boundary terms disappear because





















Q,  = {v, e},
(8.49)
the following system is obtained

Mρ 0 0 0
0 M(2µ+λ)−1 0 0
0 0 MρcεT0 0









0 −D>grad Aβ 0
Dgrad 0 0 0
−cδA>β 0 0 D>grad
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, m ∈ {1, nv}, n ∈ {1, nT }.






, m, n ∈ {1, nj}.
The other matrices are computed as in Chapter 6.
8.3.3 Numerical results
In Tab. 8.6 the parameters for the simulation are reported. The constant Cx, Cv are the
characteristic length and velocity of the problem [RSBR16]. The dimensionless constant
L̂, t̂end are the dimensionless length and time of the problem. For the discretization CG
elements of order 1 are employed for ev, eT , while DG of order 0 are used for eε, jQ.
Physical Parameters
λ 0.85 109 [kg/(cm · s2)]
µ 0.56 109 [kg/(cm · s2)]
ρ 7.82 10−3 [kg/cm3]
cε 4.61 106 [cm2/(K · s2)]
k 1.7 103 [kg · cm/(K · s3)]













FE spaces CG1 × DG0 × CG1 × DG0
N◦ FE 200
Table 8.6: Settings and parameters for the thermoelastic problem.
To assess the validity of the solution, the numerical results are compared with the analyt-
ical solution in the Laplace domain. The dimensionless displacement field û and temperature
θ are introduced
û = (λ+ 2µ)
CxCβ
u, T̂ = T − T0
T0
.
The solution in the Laplace domain for the dimensionless variable is given by [Bal91]
T̂ (s) = 1
s(C21 − C22 )
[(C21 − s2) exp(−C1x̂)− (C22 − s2) exp(−C2x̂)],
û(s) = − 1
s(C21 − C22 )
[C1 exp(−C1x̂)− C2 exp(−C2x̂)],
(8.51)
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In Figs. 8.19, 8.20 the analytical and numerical displacement and temperature at x̂ = 1 are
compared for weak δ = 0 and strong coupling δ = 1. The inverse of the Laplace transform is
computed using the de Hoog method [dHKS82] (available trough the invertlaplace function
of the mpmath Python library). The displacement is retrieved from the velocity field using
the trapezoidal rule. The numerical solution matches the analytical one, thus assessing the
validity of the model (8.44) and its discretization (8.50). In Figs. 8.21 and 8.22 the numerical
solutions for the displacement and dimensionless temperature are reported for weak δ = 0
and strong coupling δ = 1.
8.4 Conclusion
In this chapter the Partitioned Finite Element method has been employed for a number
of problems. Thanks to this method, a structured and general numerical implementation
of interconnected infinite-dimensional system is available. For what concerns the mixed
boundary conditions enforcement, there is a point that require further investigation: the
usage of Lagrange multiplier for the weak imposition of the boundary conditions is abso-
lutely non trivial since the subspace employed for the multiplier has to be carefully designed
[Pit79, Pit80, Pit81, GH92]. As a general guideline, the Lagrange multiplier space must not
impose too many boundary conditions to the discrete solution, in order to fulfill the inf-sup
condition [Jol03].
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Dimensionless Displacement at 1
Approx û (δ = 0)
Approx û (δ = 1)
Exact û (δ = 0)
Exact û (δ = 1)
Figure 8.19: Dimensionless displacement
(x̂ = 1).










Dimensionless Temperature at 1
Approx T̂ (δ = 0)
Approx T̂ (δ = 1)
Exact T̂ (δ = 0)
Exact T̂ (δ = 1)













































































(b) δ = 1




























































(b) δ = 1








Modular multibody systems in
port-Hamiltonian form
One of my earliest memories of something that caught my attention was
of a steam locomotive. I guess mainly because they have so many moving
parts that are out in the open. You can watch the valves moving back
and forth — the driving rods.
Jim Peebles
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I
n this chapter, the pH framework is combined with a floating frame description
of the flexible dynamics under large rigid body displacements. Starting from the
general equation for the rigid flexible dynamics of a floating body, an equivalent
port-Hamiltonian system is found by appropriate selection of the canonical mo-
menta. The flexible behavior is based on the linear elasticity assumption making it possible
to include all kinds of linear models. The problem is then written as a coupled system of
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Figure 9.1: Thin floating body undergoing a surface traction τ and body force density β
ordinary and partial differential equations (ODEs and PDEs), extending the general defi-
nition of finite-dimensional port-Hamiltonian descriptor systems provided in [MM19]. The
modularity feature of pH systems makes the proposed approach analogous to a substructur-
ing technique: each individual component can be interconnected to the other bodies using
standard interconnection of pH systems, as it is done in [MMS07]. This feature allows the
use of modeling platforms like Simulink® or Modelica®. The constraints are imposed on
the velocities, leading to a quasi-linear index 2 differential-algebraic port-Hamiltonian system
(pHDAE) [Ste06, BMXZ18]. In the linear case, the algebraic constraints can be eliminated,
preserving the overall pH structure, using null space methods [LBS08]. As a floating frame
formulation is used, model reduction techniques can be employed to lower the computational
complexity of the model [CBG16, EKLS+18].
The chapter is organized in the following manner. In Section 9.1 the classical equations of
a flexible floating body are recalled. Using the properties of the cross product, the equations
are recast in a form closer to the pH structure. Section 9.2 details the pH formulation of
a floating flexible body by introducing the proper canonical momenta. In Section 9.3 the
PFEM is detailed for the elastodynamics problem. The procedure is easily extended to
flexible floating bodies. The particular case of thin planar beams is detailed. Section 9.4
explains how to interconnect models together using classical pH interconnection.
9.1 Flexible dynamics of a floating body
The coupled ODE-PDE system representing the motion of a single flexible body is here
recalled. Then, by exploiting the properties of the cross product, the system of equations is
rephrased to highlight the port-Hamiltonian structure.
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9.1.1 Classical model
Consider an open connected set Ω ⊆ R3, representing a floating flexible body. The rigid
dynamics is located at point P , that is not necessarily the center of mass. The velocity of a
generic point is expressed by considering a small flexible displacement superimposed to the
rigid motion
v = vP + [ωP ]× xf + vf , xf := x+ uf ,
where x is the position vector of the current point, vP ,ωP are the linear and angular velocities
of point P and vf := u̇f is the time derivative of the deformation displacement uf (computed
with respect to the body frame). These quantities are evaluated in the body reference frame
x̂, ŷ, ẑ (see Fig. 9.1). The notation [a]× (cross map) denotes the skew-symmetric matrix
associated to vector a (see Sec. A.4). The model for the classical equations derived using the
least action principle can be found in [Sim06] and [Sim13, Chapter 4].
• Linear momentum balance:






− [ωP ]× [ωP ]× su −
∫
Ω








where ρ is the mass density, m =
∫
Ω ρ dΩ the total mass, su =
∫
Ω ρxf dΩ the static
moment. Vector irP is the position of point P in the inertial frame andR is the rotation
matrix that transforms vectors from the body frame to the inertial frame. Additionally,
β is a density force and τ is a surface traction, both expressed in the body reference
frame.
• Angular momentum balance:
[su]×R
> ir̈P + Juω̇P +
∫
Ω




2ρ [xf ]× [ωP ]× u̇f dΩ +
∫
Ω
[xf ]× β dΩ +
∫
∂Ω




Ω ρ [xf ]
>
× [xf ]× dΩ = −
∫
Ω ρ [xf ]× [xf ]× dΩ is the inertia matrix.
• Flexibility PDE:
ρR> ir̈P + ρ([ω̇P ]× + [ωP ]× [ωP ]×)xf + ρ(2 [ωP ]× u̇f + üf ) = Div Σ + β, (9.3)
Variable Σ is the Cauchy stress tensor. From linear elasticity theory the infinitesimal
strain is given by ε = Grad(uf ). The constitutive equation is expressed as Σ = Dε,
where D is the stiffness tensor (cf. Eq. (3.5)). This PDE requires the specifications of
boundary conditions.
Σ · n|ΓN = τ |ΓN , n is the outward normal,
uf |ΓD = ūf |ΓD ,
(9.4)
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The boundary ∂Ω = ΓD∪ΓN is split into two subsets, one on which the surface traction
is imposed (ΓN Neumann condition) and the other where the flexible displacement is
known (ΓD Dirichlet condition).
9.1.2 Towards a port-Hamiltonian formulation
The gyroscopic terms in Eqs. (9.1), (9.2), (9.3) need some manipulations so that the skew-
symmetric interconnection operator can be more easily highlighted. The following proposition
shows that the classical equations can be rewritten in a more structured form.
Proposition 10
Denoting by vf = u̇f the derivative of the flexible displacement in the body frame, Equations.
(9.1), (9.2), (9.3) can be equivalently reformulate as follows
• Linear momentum balance:


















• Angular momentum balance:
[su]× v̇P + Juω̇P +
∫
Ω









[su]× vP + JuωP + 2
∫
Ω














[xf ]× β dΩ +
∫
∂Ω
[xf ]× τ dΓ.
(9.6)
• Flexibility PDE:
ρv̇P + ρ [xf ]>× ω̇P + ρv̇f =
[
ρvP + ρ [xf ]>×ωP + 2ρvf
]
×
ωP + Div Σ + β. (9.7)
Proof. Equation (9.1) is written in the inertial frame and so it needs to be projected in the
body frame. Considering that the position of point P , i.e. irP , is computed in the inertial
frame and vP in the body frame, it holds iṙP = RvP . The derivative of this expression gives
ir̈P = R
(
v̇P + [ωP ]× vP
)
(9.8)
If (9.8) is put into (9.1), (9.2) and (9.3) and pre-multiplying Eq. (9.1) by R>, it is obtained.
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• Linear momentum balance:






− [ωP ]× [ωP ]× su −
∫
Ω








• Angular momentum balance:
[su]× (v̇P + [ωP ]× vP ) + Juω̇P +
∫
Ω




2ρ [xf ]× [ωP ]× vf dΩ +
∫
Ω
[xf ]× β dΩ +
∫
∂Ω
[xf ]× τ dΓ.
(9.10)
• Flexibility PDE:
ρ(v̇P +[ωP ]× vP )+ρ([ω̇P ]×+[ωP ]× [ωP ]×)xf +ρ(2 [ωP ]× vf + v̇f ) = Div Σ+β, (9.11)
Consider now the term [ωP ]× [ωP ]× su, appearing in (9.9). Using the anticommutativity
(A.12) and the fact that the cross map is skew-symmetric [a]× = − [a]
>
× one finds






Eq. (9.9) is then rewritten as



















The terms [su]× [ωP ]× vP , 2ρ [xf ]× [ωP ]× vf , appearing in (9.10) can be rewritten using the
Jacobi identity (A.13)






















Eq. (9.10) is then rewritten as
[su]× v̇P + Juω̇P +
∫
Ω









[su]× vP + JuωP + 2
∫
Ω














[xf ]× β dΩ +
∫
∂Ω
[xf ]× τ dΓ.
(9.15)
Notice that the term 2 [vf ]× vP +2 [vP ]× vf = 0 has been added to the equation. Using again
the anticommutativity Eq. (9.11) is expressed as
ρv̇P + ρ [xf ]>× ω̇P + ρv̇f =
[
ρvP + ρ [xf ]>×ωP + 2ρvf
]
×
ωP + Div Σ + β. (9.16)
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Indeed, Eqs. (9.12), (9.15), (9.16) are exactly (9.5), (9.6), (9.7).
By introducing the appropriate momenta, Eqs. (9.5), (9.6), (9.7) can be reformulated as
a pH system as illustrated in the following section.
9.2 Elastic body under large rigid motion as a pH system
In this section the flexible dynamics of a floating body is written as a coupled system of ODEs
and PDEs in pH form. The final form is a descriptor port-Hamiltonian system that fits and
generalizes the framework detailed in [BMXZ18, MM19].
9.2.1 Energies and canonical momenta
Consider the total energy (Hamiltonian), given by the sum of kinetic and deformation energy:






ρ||vP + [ωP ]× xf + vf ||
2 + Σ .. ε
}
dΩ. (9.17)
The inner product A ..B = Tr(ABT ) is the tensor contraction. The momenta (usually called
energy variables in the pH framework) are then computed by derivation of the Hamiltonian.
As the variables belong to finite- and infinite-dimensional spaces the derivative is either a











= [su]× vP + JuωP +
∫
Ω









where the last derivative is computed with respect to a tensor and C is the compliance tensor







mI3×3 [su]>× IΩρ 0
[su]× Ju IΩρx 0
(IΩρ )∗ (IΩρx)∗ ρ 0
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ρ [xf ]× (·) dΩ,
(IΩρx)∗ = ρ [xf ]>× = −ρ [xf ]× .
The mass operatorM is a self-adjoint, positive operator. The kinetic and deformation energy




where ekd = [vP ; ωP ; vf ; Σ] and the inner product 〈·, ·〉Xkd is taken over the space
Xkd = R3 × R3 × L2(Ω,R3)× L2(Ω,R3×3sym)
Notice that the kinetic energy also depends on the flexible displacement
δHkin
δuf
= [pf ]×ωP .
This term is responsible for a coupling between the kinematic coordinates and the velocities,
as will be clear in the following section.
9.2.2 Port-Hamiltonian formulation
In order to get a complete formulation, generalized coordinates are required. It is natural to
select the following variables:
• irP the position of point P in the inertial frame of reference;
• R the direction cosine matrix that transforms vectors from the body frame to the inertial
frame (other attitude parametrizations are possible, here the direction cosine matrix is
considered for ease of presentation);
• uf the flexible displacement;
In particular, following [FJL15], the direction cosine matrix is converted into a vector by
concatenating its rows
Rv = vec(R>) = [Rx Ry Rz]>,
where Rx,Ry,Rz are the first, second and third row of matrix R. Furthermore the corre-




 , [Rv]× ∈ R9×3.
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The overall port-Hamiltonian formulation, equivalent to Eqs. (9.5), (9.5), (9.5), is then






















0 0 0 R 0 0 0
0 0 0 0 [Rv]× 0 0
0 0 0 0 0 I3×3 0
−R> 0 0 0 [p̂t]× 0 0
0 − [Rv]>× 0 [p̂t]× [p̂r]× IΩpf 0
0 0 −I3×3 0 −(IΩpf )
∗ 0 Div

















Variables p̂t, p̂r are defined as




p̂r = pr +
∫
Ω
ρ [xf ]× vf dΩ.
(9.22)





2 [pf ]× + ρ [vf ]×
}
(·) dΩ. (9.23)










2 [pf ]× + ρ [vf ]×
}
(·).











+ 2ρ [vf ]×
]
ωP .
The additional terms related to ρvf are associated to the Coriolis accelerations that affect the
deformation field. System (9.21) fits into the framework detailed in [MM19] and extends it,
since a coupled system of ODEs and PDEs is considered. The operator J is skew-symmetric
J ∗ = −J over the Hilbert space
X = R3 × R9 × L2(Ω,R3)× R3 × R3 × L2(Ω,R3)× L2(Ω,R3×3sym).
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The dynamics can be rewritten compactly as follows
E(e)∂e
∂t
= J (e)z(e) + BΩ(e)uΩ + Br(e)u∂ ,
yΩ = B∗Ω(e)z(e),
yr = B∗r(e)z(e),
u∂ = B∂z(e) = Σ · n|∂Ω = τ |∂Ω,
y∂ = C∂z(e) = vf |∂Ω,
(9.24)
where uΩ = β. Using definitions (9.18), it follows that the Hamiltonian satisfies
∂eH = E∗z. (9.25)
Adopting the same nomenclature as in [MM19], e contains the state and z contains the




























[xf ]× (·) dΓ.
The distributed control operator BΩ is compact. The boundary traction force acts on the rigid
part through the compact operator Br. Notice that by definition of adjoint (see Appendix
A), the vector yr represents the rigid body velocity at the boundary
yr = (vP + [xf ]>×ωP )|∂Ω,
while yΩ represents the velocity field in the domain
yΩ = vP + [xf ]>×ωP + vf .
The power balance is naturally embedded in the dynamics
Ḣ(e) = 〈∂eH, ∂te〉X = 〈E∗z, ∂te〉X ,
= 〈z, E∂te〉X , Adjoint definition,
= 〈z,J z + Bd(e)ud + Br(e)u∂〉X ,
= 〈y∂ ,u∂〉L2(∂Ω,R3) + 〈B∗dz,ud〉X + 〈B∗rz,u∂〉X , I.B.P. on J ,
= 〈y∂ + yr,u∂〉L2(∂Ω,R3) + 〈yd,ud〉L2(Ω,R3),
(9.26)
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where the integration by parts (Stokes theorem) has been used∫
Ω
Σ ..Grad(vf ) dΩ +
∫
Ω
Div(Σ) · vf dΩ =
∫
∂Ω
(Σ · n) · vf dΓ = 〈y∂ ,u∂〉L2(∂Ω,R3). (9.27)




τ · v dΓ +
∫
Ω




u∂ · v dΓ +
∫
Ω
uΩ · v dΩ.
(9.28)
Remark 24
Even if three dimensional elasticity has been taken as example up to this point, other models
are easily considered. Beam and plate models are described by appropriate differential opera-
tors that replace the Div,Grad appearing in (9.21) (see §9.3.3). For example in the case of
the Kirchhoff plate the three-dimensional divergence is replaced by a planar divergence for the
membrane behavior and a double divergence for the flexural behavior.
Remark 25
Conservative forces are easily accounted for by introducing an appropriate potential energy.












where irz is the vertical location of a generic point computed in the inertial frame. The
associated co-energy variables are easily obtained
∂rPHpot = mg Ẑ, Ẑ is the inertial frame vertical direction,




δufHpot = ρgR>z .
These contributions correspond to the forcing terms due to gravity.
Remark 26
The linear elasticity hypothesis does not allow including the effect of non-linearities due to
large deformations. However, geometric stiffening could be considered by adding a potential
energy associated to centrifugal forces [YSGU88].
Remark 27
If case of vanishing deformations uf ≡ 0, the Newton-Euler equations on the Euclidean group
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0 0 R 0
0 0 0 [Rv]×
−R> 0 0 [pt]×




















, p = Mv.
The kinetic energy is then given by Hkin = 12v>Mv. This system can be written in standard
pH form as ẋ = J(x)∂xH.
9.3 Discretization procedure
To discretize the equation, the dual mixed formulation 7.3 is used to highlight as boundary
control the Neumann condition. This means that the forces at the boundary appear as inputs.
The uncontrolled system corresponds to the free conditions, meaning that the body is floating.
9.3.1 Illustration for the Elastodynamics problem































where uΩ corresponds to a distributed force. Assuming Neumann boundary conditions (the




= J e+ BΩuΩ,
yΩ = B∗Ωe,
u∂ = E2 · n|∂Ω,
y∂ = e1|∂Ω.
(9.29)
The system is defined over the state space
X = L2(Ω,R3)× L2(Ω,R3×3sym).
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The total energy is then computed as an inner product modulated by the mass operator
H = 12 〈e, Me〉X .The power balance is computed by applying the Stokes theorem (9.27)
Ḣ = 〈e,M∂te〉X = 〈y∂ ,u∂〉L2(∂Ω,R3) + 〈yΩ,uΩ〉L2(Ω,R3). (9.30)
So the system is lossless and passive with storage function given by the total energy. Once
the system is put into weak form and an integration by parts is applied on the Div operator,
it is obtained
〈vv, ρ∂tev〉L2(Ω,R3) = −〈Grad(vv), Eε〉L2(Ω,R3×3sym) + 〈vv, uΩ〉L2(Ω,R3) + 〈vv, u∂〉L2(∂Ω,R3) ,
〈Vε, C∂tEε〉L2(Ω,R3×3sym) = 〈Vε, Grad(ev)〉L2(Ω,R3×3sym) .
(9.31)
The output equation is discretized considering test function v∂ defined over the boundary
〈v∂ , y∂〉L2(∂Ω,R3) = 〈w∂ , ev〉L2(∂Ω,R3) . (9.32)
If a Galerkin method is applied then corresponding test and trial functions are discretized
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where i, j ∈ {1, n1} , m, n ∈ {1, n2} , l, k ∈ {1, n∂}. System (9.33) is rewritten compactly as
Mė = Je + BΩuΩ + B∂u∂ ,
yΩ := MvỹΩ = B>Ωe,
y∂ := M∂ỹ∂ = B>∂ e.
(9.35)
Remark 28 (Connection with standard discretization)
A standard finite element discretization of linear elastodynamics provides a system of the form
Mρq̈ + Kq = MvuΩ + Bvu∂ , (9.36)
where Mρ, Mv, Bv are defined as in (9.34). Since the stiffness matrix K is symmetric and
positive definite, it admits the following non unique factorization [HJ12]
K = D>GradM−1C DGrad.
Now consider the following new variables
ev := q̇, eε := M−1C DGradq.


























which is exactly (9.33). The reader may also consult [CF05, Theorem 2] for the equivalence
of standard and mixed finite elements for elastodynamics problems.
9.3.2 Discretized rigid-flexible port-Hamiltonian dynamics
The same methodology is applied to system (9.24). If corresponding test functions w, state e
and effort functions z are discretized using the same bases, then a finite-dimensional pHDAE
system is obtained (after integration by parts of the Div operator)
E(e)ė = J(e)z(e) + BΩ(e)uΩ + B∂(e)u∂ ,
yΩ := M1ỹΩ = B>Ωz(e),
y∂ := M∂ỹ∂ = B>∂ z(e).
(9.38)
The computation of vector z is based on the discrete Hamiltonian gradient:
∂Hd
∂e = E
>z, Hd = Hd,kin +Hd,def +Hd,pot.
This relation represents the finite-dimensional counterpart of (9.25). For the deformation
and kinetic energy, it is straightforward to find the link between the state and effort functions
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Figure 9.2: Floating beam. The rigid motion is located at point P





kd Mkd ekd −→ zkd = ekd, (9.39)
where ekd = [vP ; ωP ; vf ; Σ] and Mkd is the discretization of the mass operator M given in
Eq (9.19). The only term that requires additional care is the potential energy and particularly
the variational derivative of the Hamiltonian with respect to the deformation displacement














The deformation displacement and its corresponding effort variable are discretized using the













u dΩ. To preserve the power balance at the discrete level, zu = M−1u ∂Hd∂uf
must hold.
Remark 29
The set ΓD for the Dirichlet condition has to be non empty, otherwise the deformation field is
allowed for rigid movement, leading to a singular mass matrix. To enforce that, test and state
shape functions are chosen so as to verify an homogeneous Dirichlet condition (cf. [AS86]
for a detailed discussion on this topic).
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9.3.3 Application to thin planar beams
A thin planar flexible beam is considered as mechanical model. The dependence of the
canonical momenta on the deformation field is neglected. This hypothesis usually applies in
the floating frame formulation, since the deformations are small. P is placed at the origin
of the local frame P : {x = 0}, while C is the ending point of the beam C : {x = L} (see
Fig. 9.2). The beam has length L, Young modulus E, density ρ, cross section A and second
























The state and boundary vectors are expressed as
q = [irP , Rv, uf ]>








f , nx, mx]
>,



























at point P , the deformation velocity vxf , v
y
f and the traction and bending stress nx, mx. The
boundary input contains the forces and torques acting at the extremities of the beam, while
the boundary output contains the corresponding conjugated variables (velocities and angular
velocities). The deformation field has to be constrained, to prevent rigid movement (see
Remark 29). The appropriate selection of the boundary condition for the deformation field is
an unavoidable problem that depends on the particular case under consideration. Depending
on the application, cantilever or simply supported boundary conditions may be considered
Cantilever

uxf (x = 0) = 0,
uyf (x = 0) = 0,
∂xu
y
f (x = 0) = 0,
Simply supported

uxf (x = 0) = 0,
uyf (x = 0) = 0,
uyf (x = L) = 0.




P ]> and flexible part pf = [vxf , v
y
f , nx, mx]>,








m 0 0 ILρ 0 0 0
0 m sx 0 ILρ 0 0
0 sx Jzz 0 ILρx 0 0
(ILρ )∗ 0 0 ρA 0 0 0
0 (ILρ )∗ (ILρx)∗ 0 ρA 0 0
0 0 0 0 0 (EA)−1 0
0 0 0 0 0 0 (EI)−1

, (9.41)
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where sx =
∫ L
0 ρAx dx is the static moment, Jzz =
∫ L
0 ρAx
2 dx is the moment of inertia,
ILρ :=
∫ L
0 ρA(·) dx, ILρx :=
∫ L
0 ρAx(·) dx. Differently from standard Lagrangian formulations,
the mass operator includes the coefficients (EA)−1 and (EI)−1. These coefficients represent





















0 0 +p̂yt 0 0 0 0
0 0 −p̂xt 0 0 0 0








)∗ 0 0 ∂x 0
0 0 −(ILpx
f
)∗ 0 0 0 −∂xx
0 0 0 ∂x 0 0 0
0 0 0 0 ∂xx 0 0

, (9.42)
where p̂xt , p̂
y





























1 0 00 1 L
0 0 1
 . (9.43)













These two operators play the same role as Div, Grad. The 2 PDEs associated to the first and
second line of JDiv are integrated by parts once and twice respectively, so that the boundary
forces and momenta are naturally included in the discretized system as inputs. The finite-
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Matrix Br = [I3×3 τ>CP ] accounts for the effect of boundary forces on the rigid part. Matrix









































are the shape functions for vxf , v
y




f , nx,mx are approxi-






f degrees of freedom respectively. System (9.44) can be rewritten
compactly as
Eė = J(e)z(e) + B∂u∂ ,
y∂ = B>∂ z.
(9.45)
This model describes the motion of a flexible floating beam that undergoes small deformations.
9.4 Multibody systems in pH form
In Sections §9.2, and §9.3, the pH formulation of a single flexible floating body in infinite-
and finite-dimensional form was presented. The construction of a multibody system is ac-
complished by exploiting the modularity of the port-Hamiltonian framework. Each element
of the system is interconnected to the others by means of classical pH interconnections.
9.4.1 Interconnections of pHDAE systems
Consider two generic pHDAE systems of the form
Eiėi = Jizi(ei) + Binti uinti + Bexti uexti
yinti = Bint>i zi
yexti = Bext>i zi
∀i = 1, 2. (9.46)
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where ∂eiHi = E>i zi. Systems of this kind arise from the discretization of formulation (9.24).
The interconnection uses the internal control uinti . An interconnection is said to be power
preserving if and only if the following holds
〈uint1 , yint1 〉+ 〈uint2 , yint2 〉 = 0, (9.47)
which expresses that the power going out from one system flows in the other in a loss-
less manner. Two interconnections are of interest when coupling system: the gyrator and
transformer interconnections.
Gyrator interconnection The gyrator interconnection reads
uint1 = −Cyint2 , uint2 = C>yint1 .




































Transformer interconnection The transformer interconnection reads
uint1 = −Cuint2 , yint2 = C>yint1 .
Again, this interconnection verifies (9.47). After the interconnection the final system is dif-

































9.4.2 Application to multibody systems of beams
Once a discretized system is obtained, lossless joints can be modeled as a transformer intercon-
nection. A common example is a revolute joint between two beams. Considering discretization
(9.45), the boundary control input u∂,i may be split into interconnection variables uinti and
external variables uexti , i.e. u∂,i = [uinti ; uexti ]. The same splitting applies to the output. In
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Figure 9.3: Two beams interconnected by an hinge
this case the interconnection variables are
uint1 = [F xC1 , F
y
C1
]> := FC1 ,
uint2 = [F xP2 , F
y
P2
]> := FP2 ,
yint1 = [vxC1 , v
y
C1
]> := vC1 ,
yint2 = [vxP2 , v
y
P2
]> := vP2 .













uint1 = −R(θ)uint2 , yint2 = R(θ)>yint1 , (9.49)
imposes the constraints on the velocity level and gives rise to a quasi-linear index 2 pHDAE:




































The constraints are imposed at a velocity level to preserve the pH structure. It is well-known
that a drift appears in this case. For linear systems it is possible to use the Gear-Gupta-
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Figure 9.4: Block diagrams representing the transformer interconnection (9.49) (left) and the
equivalent gyrator interconnection (9.52) (right)
Leimkuhler formulation to preserve the pH structure and enforce the constraints directly on
the positions [Sch19]. In the non-linear case, stabilization technique may be introduced to
avoid drifting phenomena [BL08, LB08].
The same result can be obtained by using a pHDAE system and a gyrator interconnection.
To illustrate this, consider the pHDAE obtained by interchanging the role of output and input
of the second system uint2 ↔ yint2 . The output then plays the role of a Lagrange multiplier.
The input uint2 is now considered as Lagrange multiplier λ2 and the output yint2 plays the role









































This system is improper, since the input appears in the algebraic part. Now, a gyrator
interconnection is used to model the hinged joint
uint1 = −R(θ)yint2 , uint2 = R(θ)>yint1 . (9.52)
The resulting differential-algebraic system is exactly (9.50), which is proper. The equivalence
between the two representations is represented in Fig. 9.4. This approach allows the modular
construction of systems of arbitrary complexity. Other kinds of lossless joints (prismatic,
spherical) can be modeled by appropriate interconnections. The system can then be simulated
by using specific DAE solvers [BCP95].
9.4.3 The linear case: substructuring and model reduction
If the angular velocities and the relative orientations are small then the system may be
linearized about a particular geometrical configuration. Omitting the partition related to the
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generalized coordinates q and partitioning the system into rigid and flexible dynamics, the


















The Hamiltonian is now a quadratic function of the state variables H = 12p>Mp [BMXZ18].
The modular construction of complex multi-body systems is then analogous to a substruc-
turing technique [dKRV08], where the velocities and forces are linked at the interconnection
points. Such system can be reduced using Krylov subspace method directly on the DAE
formulation [EKLS+18]. The basic idea relies on the construction of a subspace Vredf for the





















where the second row has been pre-multiplied by Vred>f . Alternatively, a null space matrix can
employed to eliminate the Lagrange multiplier and preserve the port-Hamiltonian structure.
Consider the pHDAE (9.53), where the differential and algebraic parts are explicitly separated
Mṗ = Jp + G>λ+ Bu,
0 = Gp,
(9.55)
and consider a matrix P that satisfies
range{P} = null{G}.
Then, the range of P automatically satisfies the constraints. Considering the transformation
p̂ = Pp and pre-multiplying the system by P> an equivalent ODE is obtained
M̂ ˙̂p = Ĵ p̂ + B̂ u,
with M̂ = P>MP, Ĵ = P>JP, B̂ = P>B. The computation of P can be performed by
QR decomposition of matrix G [LBS08]. A pH system in standard form is then obtained
considering the variable change x̂ = M̂p̂
˙̂x = ĴQ̂ x̂ + B̂u, Q̂ := M̂−1.
Once an equivalent ODE formulation is obtained the concepts and ideas presented in [CBG16]
can be used to reduce the flexible dynamics.
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9.5 Conclusion
A port-Hamiltonian formulation for the flexible multibody dynamics has been discussed. The
equations of motions proposed in the paper are obtained by direct manipulation of pre-existing
results, unveiling the Hamiltonian structure of the floating frame of reference formulation.
The discretization procedure uses a mixed finite element method, hence, the stress dis-
tribution is available without any post-processing. This is a valuable characteristic of this
framework, as the stress distribution is the most important variable for preliminary analysis
of mechanical components.
This approach allows treating different models and their interconnections in a common
framework. This formulation works with any kind of rigid joints and could be easily extended
for any kind of flexible joints. The construction of multibody system becomes completely
modular and well suited for control applications.
In the following chapter, the proposed formulation is tested for some benchmark problems.
Chapter 10
Validation
The logic of validation allows us to move between the two limits of
dogmatism and skepticism.
The Model of the Text: Meaningful Action Considered as a Text
Paul Ricœur
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N
umerical simulations are collected in this chapter to assess the correctness of the
proposed formulation for flexible multibody dynamics in pH form. Two main
sections compose the chapter: the first one is dedicated to systems composed of
beams, the second involves thin plates as mechanical components. The Fire-
drake python library [RHM+17] is employed to construct the finite-dimensional discretiza-
tion.
10.1 Beam systems
The examples presented in this section make use of Euler Bernoulli beam model (9.44). To
discretize the system, Lagrange polynomial of order one and Hermite polynomials of order
3 are used for vxf and v
y
f respectively. Discontinuous Galerkin elements of order 0 and 1 are
selected for nx and mx respectively. This choice corresponds to the HerDG1 element (7.2)
for the bending behavior and to the CGDG element (7.21) for the truss behavior.
185
186 Chapter 10. Validation
link 0 - ground
link 1 - crank
link 2 - coupler





















θ1 + θ2 + θ3
Figure 10.1: Four-bar mechanism illustration (left) and block diagram used for the eigenvalues
analysis (right)
Table 10.1: Four-bar mechanism links properties: each link is a uniform beam with mass
density ρ = 2714 [kg/m3] and Young modulus E = 7.1 1010 [N/m2].
i 0 1 2 3
Name ground crank coupler follower
Length Li [m] 0.254 0.108 0.2794 0.2705
Cross section Ai [m2] − 1.0774 10−4 4.0645 10−5 4.0645 10−5
Flexural rigidity (EI)i [Nm2] − 11.472 0.616 0.616
The first example concerns the computation of eigenvalues of a four-bar mechanism for
different geometrical configuration. The second example is a rotating crank-slider. In this
case the non-linearities cannot be neglected. The third example is a hinged beam undergoing
external excitations so that the out-of-plane motion becomes important. For all the examples,
each beam is discretized using 2 elements.
10.1.1 Linear analysis of a four-bar mechanism
The four-bar mechanism has one degree of freedom and represents a closed chain of bod-
ies. The data, taken from [KL90, CDPGA17], are recalled in Table 10.1. In Fig. 10.1 the
mechanism and the corresponding block diagram used for constructing the final pH system
with transformer interconnections between subsystems are presented. The lumped masses are
directly included in the coupler and follower model considering a simple modification of the
rigid mass matrix
Mi+mlrr [1 : 2, 1 : 2] = Mirr[1 : 2, 1 : 2] + I2×2ml,
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Figure 10.2: Eigenvalues ωi, i = 1, 2, 3 for the four-bar mechanism for varying crank angle.
where i = 2, 3 denotes the coupler or follower model. Given a certain crank angle θ1 the
relative angles between the different links are found by solving the two kinematic constraints
L1 cos(θ1) + L2 cos(θ1 + θ2) + L3 cos(θ1 + θ2 + θ3) = L0,
L1 sin(θ1) + L2 sin(θ1 + θ2) + L3 sin(θ1 + θ2 + θ3) = 0.
Once the angles describing the geometrical configuration are known, the transformer intercon-
nection (9.49) is applied to insert a revolute joint between adjacent links. For the deformation
field a cantilever condition is imposed for each beam. The resulting system is then constrained
to ground by imposing to following equalities
vP1 = 0, ωzP1 = 0, vC3 = 0.
The resulting system is expressed in pH form as Eė = Je. The eigenfrequencies are then
found by solving the generalized eigenvalue problem EΦΛ = JΦ. Since J is skew-symmetric
the eigenvalues will be imaginary Λ = jΩ. The first three pulsations are reported in Fig. 10.2
for different values of the crank angle θ1. The results match those of [CDPGA17] (labeled as
TITOP in the figure), assessing the validity of the linear model.
10.1.2 Rotating crank-slider
To verify the non-linear planar model a crank-slider rotating at high speed is considered. The
example is retrieved from [ES18]. The crank is considered as rigid, with length Lcr = 0.15 [m]
and rotates at a constant angular rate ωcr = 150 [rad/s]. The flexible coupler has length
Lcl = 0.3 [m] and a circular cross section whose diameter is dcl = 6 [mm]. Its Young modulus
and density are given by Ecl = 0.2 1012 [Pa], and ρcl = 7870 [kg/m3]. The slider has a total
mass equal to half the mass of the coupler msl = 0.033 [kg]. A simply supported condition
is supposed for the coupler deformation field. This choice is motivated by the fact that the
slider has a large inertia and does not allow elastic displacement at the tip.
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Figure 10.3: Crank slider illustration (left) and block diagram (right)
An illustration of the system and the block diagram used to construct the model are
provided in Fig. 10.3. To construct the crank slider a transfomer interconnection is first used
to connect the slider to the flexible coupler. The motion of the slider is then computed in the
coupler reference frame. Then the sliding constraint, that requires the vertical velocity of the
slider to be null in the inertial frame, is imposed as follows




where Ry is the second line of the rotation matrix and θP1 is the angle defining the orientation
of the coupler. The rigid crank velocity at the endpoint
vcr(t) = −ωcrLcr sin(ωcrt)X̂ + ωcrLcr cos(ωcrt)Ŷ
has to be written in the coupler reference frame to get the input
ucl = R(θP1)>vcr.


















Setting the initial conditions properly is of utmost importance for a DAE solver. For
this problem the beam is supposed undeformed at the initial time. The initial conditions for
the rigid movement are then found using basic kinematics considerations. The system is then
solved using the IDA algorithm available in the Assimulo library [AFÅ15]. The computational
performances for this test case are reported in Tab. 10.2 In Fig. 10.4 the midpoint deformation
displacement uxf (Lcl/2), u
y
f (Lcl/2), normalized with respect to the coupler length, is reported.
The resulting vertical displacement is in accordance with the results presented in [ES18]. The
horizontal displacement exhibits high oscillations because of the higher eigenfrequencies of
the longitudinal movement. This is due to the fact that null initial conditions are imposed
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Figure 10.4: Coupler midpoint horizontal (left) and vertical (right) displacement
Table 10.2: Computational performances for the crank slider.
Solver Elapsed simulation time Average ∆t Final time
IDA 12.14 [s] 4.98 10−7 [s] 0.053 10−4 [s]
on the deformation [Sim06]. In order to obtain a smoother solution, the initial deformation
has to be computed from the rigid initial condition.
10.1.3 Hinged spatial beam
A spatial beam rotating about a spherical joint is considered (see Fig. 10.5). This example was
considered in [Car00, ES18]. The physical parameters are briefly recalled in Table 10.3. The
spherical joint constraint is imposed by setting to zero the linear velocity, while a cantilever
is imposed for the deformation field as the tip is free. For the first 10.2 [s] a torque Mz =
200 [N/mm] is applied about the vertical axis. Then, an impulsive force Fz = 100 [N] is
applied at the tip of the beam at 15 [s], to excite the out-of-plane movement. The system
is solved using an implicit Runge-Kutta method of the Radau IIA family (see Tab. 10.4
for the computational performance of this test case). The simulation results, provided in
Fig. 10.6, correspond to the total energy and the angular velocity measured in the inertial
vertical direction. The result matches with the provided references. Indeed the non-linearities
associated to the gyroscopic terms are small as the maximum angular velocity is equal to
0.1 [rad/s] ≈ 5 [deg/s].
Table 10.3: Physical parameters for the hinged spatial beam.
Length Cross section Inertia moment Density Young modulus
141.45 [mm] 9.0 [mm2] 6.75 [mm4] 7800 [kg/mm3] 2.1 106 [N/m2]
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Figure 10.5: Spatial beam on a spherical joint.








































Angular velocity along Ẑ
Figure 10.6: Simulation results: kinetic energy (left) and angular velocity about the vertical
inertial direction (right).
10.2 Plate systems
In this section, the Kirchhoff plate model is considered in multibody applications. In the first
example a cantilever plate is interconnected to a rigid rod, welded to one side of the plate.
The discretization is achieved using the same finite elements as in §8.1.1. This example is
not compared with previously published material, because of the lack of similar simulations
in the literature. The second example concerns the computation of frequencies of a cantilever
plate with in domain actuation. This mechanical system is taken from the experimental
setup employed in [PSB+20]. The Hellan-Hermann-Johnson elements are used to discretize
the plate.
Table 10.4: Computational performances for the hinged spatial beam.
Solver Elapsed simulation time Average ∆t Final time
Radau IIA 21.14 [s] 6 10−4 [s] 50 [s]
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10.2.1 Boundary interconnection with a rigid element
In this section the interconnection of an infinite- and finite-pH system is explained in both the
infinite- and finite-dimensional settings. This paradigm provides an easy way to construct an
arbitrarily complex system, given its basic components. Infinite- and finite-dimensional can
be coupled together, making it possible to construct models for complex applications. The
interconnection of a flexible plate and a rigid rod along one side of the plate is taken as an
illustrative example.
10.2.1.1 Infinite-dimensional setting
Consider an infinite-dimensional pH system (or distributed pH system, dpH) and a finite-
dimensional pH system denoted by equations
dpH
∂tx1 = J δx1H1,
u∂,1 = B∂ δx1H1,
y∂,1 = C∂ δx1H1,
(10.1) pH
ẋ2 = J∇x2H2 + Bu2,
y2 = B>∇x2H2,
(10.2)
where x ∈ Rn,u2,y2 ∈ Rm and x1 ∈ X, u∂,1 ∈ U, y∂,1 ∈ Y = U ′ belong to some Hilbert
spaces (the prime denotes the topological dual of a space) and B∂ : X → U, C∂ : X → Y are
boundary operators. The duality pairings for the boundary ports are denoted by
〈u∂,1, y∂,1〉U×Y , 〈u2, y2〉Rm .
For the interconnection, consider the compact operator W : Y → Rm and the following
power-preserving interconnection
u2 = −W y∂,1, u∂,1 =W∗ y2, (10.3)
where W∗ denotes the adjoint of W (cf. Fig. 10.7).
As an illustration, a rigid rod welded to the plate is considered (see Fig. 10.8). The rigid
rod, undergoing small displacements about the z axis and small rotations about the x axis,























with vG, ωG, J rodG the linear velocity, angular velocity and rotary inertia about G, the center
of mass, mrod the total mass and Fz, Tx the force along z and the torque along x. The
Hamiltonian reads Hrod = 12
(
MG vG
2 + JG ωG2
)
. The rod is welded to a rectangular thin
plate of sides Lx, Ly on side x = Lx. The boundary variables for the plate involved in the
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−W
∂tx1 = J δx1H1
u∂,1 = B∂δx1H1
y∂,1 = C∂δx1H1


























Figure 10.8: Interconnection of a Kirchhoff plate along its boundary.
interconnection are
u∂,wt = ∂tw(x = Lx, y, t), y∂,wt = q̃n(x = Lx, y, t),
where w is the vertical displacement and q̃n is the effective shear force (4.41a). The space Y
is the space of square-integrable functions with support
Γint = {(x, y)| x = Lx, 0 ≤ y ≤ Ly} .




Γint (y − Ly/2) y∂,wt ds
)
. (10.5)
The adjoint operator is then obtained considering that urod = Wy∂,wt and that the inner
product of Rm is easily converted to an inner product on the space L2(Γint) (square-integrable
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functions on Γint)
〈Wy∂,wt , yrod〉Rm = 〈W
∗yrod, y∂,wt〉L2(Γint) ,
W∗yrod = vG + ωG (y − Ly/2) .
The interconnection (10.3) will ensure that the two components are connected in a power-
preserving manner.
10.2.1.2 Finite-dimensional setting
Consider a rectangular plate of size Lx, Ly, clamped at ΓD = {(x, y)| x = 0, 0 ≤ y ≤ Ly},
and welded to a rigid rod on Γint = {(x, y)| x = Lx, 0 ≤ y ≤ Ly}. By imposing the boundary















0 −D>Hess BΓD Bw,Γint
DHess 0 0 0
−B>ΓD 0 0 0
























where the Lagrange multiplier λΓD contains both the reaction forces and torques whereas
λq̃n, Γint contains only the reaction force q̃n along the interconnected boundary Γint. The rigid




where erod = [vG ωG]>, Mrod = Diag(MG, JG). The final system is obtained considering the
weak form of interconnection (10.5)
urod = −Wy∂,wt , MΓintu∂,wt = W>yrod. (10.8)













wt(y − Ly/2)] ds,
where φjR2 ∀j = {1, 2} is the canonical basis of R
2, and φiwt ∀i = {1, n∂} is the approximation
basis for the boundary variable. Then the augmented system is found plugging (10.8) into


















0 −D>Hess BΓD Bw,Γint 0
DHess 0 0 0 0
−B>ΓD 0 0 0 0
−B>w,Γint 0 0 0 W
>










To validate this approach, numerical simulations on system (10.9) are carried out. A plate
clamped in x = 0 is considered. A final time equal to tend = 10 [ms] is taken and a vertical





y + 10 (y − Ly/2)2
)
[Pa], ∀ t < 0.2 tend,
0, ∀ t ≥ 0.2 tend,
(10.10)
acts on the plate. The rigid rod has mass M = 50 [kg] and length Lrod = 1 [m]. The
plate parameters and settings for the discretization (a uniform grid is taken) are provided
in Table 10.5. The finite element discretization is the same as in 8.1.1. The constraints are











FE space Argyris × DG3 × CG2
Table 10.5: Simulation settings and parameters.
Snapshots of simulations without and with the rigid rod are reported in Figs. 10.10, 10.11.
The deformations undergone by the plate are clearly affected by the presence of the rod: the
maximum deformation as well as the Hamiltonian value (cf. Fig. 10.9), once the excitation
is removed, are lower when the rigid rod is present. The interconnected side remains straight
during the whole simulation, meaning that the constraints are respected.
10.2.2 Actuated plate
In this section, the experimental setup presented in [PSB+20] is modeled using the pH frame-
work. The setup is composed by a cantilever plate controlled by means of two proof-mass
actuators and a mirror used to reflect a laser beam for measuring the end-point deflection
(see Fig. 10.12). This system can be constructed modularly considering each component
separately.
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(a) Plate and rod





















Figure 10.9: Hamiltonian trend for the interconnection of a cantilever plate with a rigid rod
(left). For comparison the same simulation is performed without including the rod (right).
10.2.2.1 Modular modelling of the system
In this section, the model for each component is detailed. The final system is obtained by
imposing the appropriate transformer interconnections.
Cantilever plate The cantilever plate is modelled as in Sec. 8.1.1. The difference is that
now the forces at the free boundary are null and that the other components interact with
the plate system by means of reaction forces within the domain Ω = (0, Lx) × (0, Ly). The
forces exerted by the external components can be modelled by a delta distribution. Then the



























yPi = δ(x− xPi)





, ∀i ∈ {1, ncomp}
(10.11)
where ncomp is the number of external components, xPi is the attachment point of the i-




> contains the external force along z and the external
torques along x and y. The torques undergo a derivation, analogously to what happens for
the effective shear force at the boundary (cf. Eq. (4.41a)). This derivation affects δ(x−xPi),
the Dirac delta placed at xPi . In the adjoint of the control operator the derivation operator






























Vertical displacement (t =2.4 [ms])






























Vertical displacement (t =4.9 [ms])






























Vertical displacement (t =7.5 [ms])






























Vertical displacement (t =10.0 [ms])
(d) t = tend
Figure 10.10: Snapshots at 4 different times of a cantilever plate undergoing solicitation
(10.10).






























Vertical displacement (t =2.4 [ms]) Rod






























Vertical displacement (t =4.9 [ms]) Rod






























Vertical displacement (t =7.5 [ms]) Rod






























Vertical displacement (t =10.0 [ms]) Rod
(d) t = tend
Figure 10.11: Snapshots at 4 different times of a cantilever plate and a rigid rod undergoing
solicitation (10.10). Notice the different deformation amplitude with respect to Fig. 10.10.
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Figure 10.12: Experimental setup used in [PSB+20]. Top down photo of the system (left),
schematic diagram of the setup (right).
























 ew · uPi = 〈B∗Ω,iew, uPi〉L2(Ω)
(10.12)
The model is subject to the following homogeneous boundary conditions
∂tew|ΓD = 0,
∂xew|ΓD = 0,
−n ·DivEκ − ∂s(Eκ .. (n⊗ s))|ΓN = 0,
Eκ
.. (n⊗ n)|ΓN = 0,
.
where ΓD = {y = 0}, and ΓN = {x = 0 ∪ x = Lx ∪ y = Ly}. The flexible plate is then dis-
cretized using the Hellan-Herrmann-Johnson elements 7.16. The Dirac distribution is approx-
imated by the following boxcar function
δapp(x− xPi) =
4hxhy, |x− xPi | ≤ hx and |y − yPi | ≤ hy,0, elsewhere, (10.13)
where hx, hy are the mesh sizes along x and y respectively. In particular 8 elements are taken
along the x direction and 60 for the y direction. The following finite-dimensional model is
then obtained


























 , ∀i ∈ {1, ncomp}.
(10.14)
Matrix DHHJ represents the discretization of the bilinear form (7.17). Matrix GΓD collects
the degrees of freedom subject to the boundary condition. If the degrees of freedom are
ordered so that nodes subject to boundary conditions are placed after the non constrained
degrees of freedom, this matrix takes the form GΓD = [0 I]. Recalling the property of the
derivative of the delta distribution
δ′[φ] = −δ[φ′],








φjw dΩ, ∀j ∈ {1, nw}, (10.15)
where φjw, ∀j ∈ {1, nw} is the test function associated to ew.
Proof-mass actuator model A proof-mass actuator is mathematically modelled by a
hollow cylinder casing of mass mci , i ∈ {1, 2} and inertia with respect to the center of mass
Jci = Diag(Jxxci , J
yy
ci ). The casing is connected to a spring-damper-mass system of stiffness ki,
damping ci and internal mass mi. The overall model for this system is written in co-energies
pH form as

mci 0 0 0 0
0 Jxxci 0 0 0
0 0 Jyyci 0 0
0 0 0 mi 0










ci 0 0 −ci ki
0 0 0 0 0
0 0 0 0 0
−ci 0 0 ci −ki

















1 0 0 0 00 1 0 0 0










where vci is the velocity of the casing at its center of mass, ωxci , ω
y
ci are the angular velocities
of the casing, vi is the velocity of the internal mass and ∆xi is the elongation of the spring.
uAi = [F zAi , T
x
Ai
, T yAi ]
> are the external forces and torques acting on the casing.
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Mirror model The mirror is a simple L-shaped rigid body with mass mm, static moment























where vm is the velocity of the mirror at its center of mass and ωxci , ω
y
ci its angular
velocities. uM = [F zM , T xM , T
y
M ]> are the external forces and torques acting on the mirror.
Assembly of the model The overall model is obtained interconnecting each component
to the others by means of transformer interconnections
uP1 = −uA1 ,
uP2 = −uA2 ,
uP3 = −uM ,
yP1 = yA1 ,
yP2 = yA2 ,





The objective is the computation of the natural frequencies to assess the final model in
comparison with [PSB+20]. For this reason, the damping of the proof-mass actuators ci is
neglected. Once all the components have been assembled together, the overall system takes
the form
Eẋ = Jx.
where E = Diag(M, 0). The parameters of each subsystem, retrieved from [San19], are
reported in Table 10.6. In Fig. 10.13 the eigenvectors ψw associated to ew and corresponding
eigenfrequencies ωi are reported. Their values and corresponding eigenvectors match those
reported in [PSB+20, San19]. The mutual interaction between the flexible plate and the
actuators dynamics is particularly evident for the first three frequencies. Above the third
frequency, the actuators have little importance in the overall frequency response.
10.3 Conclusion
In this chapter the proposed formulation for multibody dynamics has been tested. The
employment of finite elements leads to large sparse systems to be solved. To limit the
computational complexity of these models, model reduction techniques can be incorporated.






























◦ 1 Inner mass 2
Inner mass 1





























◦ 2 Inner mass 2
Inner mass 1





























◦ 3 Inner mass 2
Inner mass 1





























◦ 4 Inner mass 2
Inner mass 1





























◦ 5 Inner mass 2
Inner mass 1





























◦ 6 Inner mass 2
Inner mass 1
(f) 2nd torsional mode ω6 = 118.09 [Hz]
Figure 10.13: Eigenvectors for the experimental test-bench in [PSB+20]
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Subsystem Parameter Description Value
Flexible
Plate
ρ Density 2692 [kg/m3]
E Young modulus 69 [GPa]
ν Poisson’s ratio 0.33
Ly Length 28 [cm]
Lx Width 4 [cm]
h Thickness 3 [mm]
Proof-mass
Actuators
mi Mass of the moving mass 23.6 [g]
mci Casing mass 182.7 [g]
Jxxci Casing inertia along x 0.3 [g ·m
2]
Jyyci Casing inertia along y 0.3 [g ·m
2]
ki Stiffness 1026 [N/m]
xA1 = xP1 Location 1st actuator [−1 25 0]> [cm]
xA2 = xP2 Location 2st actuator [1 10.5 0]> [cm]
Mirror
mm Mirror mass 23.4 [g]
sxm Static moment −0.338 [g ·m]
Jxxm Mirror inertia along x 0.008 [g ·m2]
Jyym Mirror inertia along y 0.058 [g ·m2]
xM = xP3 Location mirror [0 28 0]> [cm]
Table 10.6: Parameters for each subsystem
differential-algebraic systems solutions are not yet available. To avoid the problem of dealing
with large-scale systems, spectral methods can be equivalently used to achieve a structure
preserving discretization made up of small and dense matrices. The time-domain simulations
of the resulting systems have been accomplished using ready-to-use solvers. A rigorous numer-
ical analysis represents an important future development. In particular, numerical methods
capable of preserving important structural properties in discrete time have been studied for
rigid body dynamics [CHR18] and generic ODE [KL19] and DAE [MM19] pH systems. These




Conclusions and future directions





his work has investigated the benefits of the pH formalism as a physics-based
modelling paradigm. Particular attention has been devoted to continuum me-
chanics models. These models are of hyperbolic nature and exhibit a partitioned
structure when rephrased in pH form. This partitioned structure is intimately
connected with an abstract integration by parts formula. These two concepts are crucial to
demonstrate the well-posedness of linear pHs on multi-dimensional domains [Skr19]. Fur-
thermore, they are at the core of the proposed finite element based discretization strategy.
Because it is based on the partitioned structure of the problem, this methodology goes under
the name of Partitioned Finite Element Method. As far as the system under consideration
possesses this partitioned structure, the method remains applicable. Hence, it is not restricted
to hyperbolic systems but can be extended to parabolic systems [SHM19b]. Non-linearities
associated to the Hamiltonian are easily handled as well, since the constitutive law are dis-
cretized separately from the dynamics. The proposed discretization has been implemented
using finite elements. There is a clear connection between the Partitioned Finite Element
Method, mixed finite elements and standard finite elements discretization. For this reason
a number of known finite elements can be used to achieve a structure-preserving discretiza-
tion. Many conjectures for the error estimates are proposed and validated through numerical
experiments, assessing the validity and the performance of the numerical schemes. The de-
veloped algorithms can be used to develop model-based control strategies. This is illustrated
by means of the simple damping injection method. An application field that strongly benefits
from the modularity of pHs is the dynamics of multibody system. It was shown that classi-
cal Lagrangian models based on the floating frame of reference paradigm can be recast as a
coupled system of ODEs and PDEs in pH form. The floating frame of reference formulation
is employed since it allows incorporating all linear mechanical models discussed in this thesis.
The discretization used is then similar to a standard discretization with reduced integration
of the stresses. It is then possible to connect together subcomponents to model mechanisms
modularly.
There are many points that require further investigations. Possible future directions concern
the following topics.
Modelling Only linear plate models have been formulated as pH systems. It is of interest
to see how thin linear structures on manifolds, i.e. shells, can be formulated in terms of
Hamiltonian systems. Boundary values problems have been formulated for the membrane
problem and the Koiter shell [Cia00]. It should be possible to formulate these problems as
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Hamiltonian systems by making use of differential geometry tools. To avoid the use of differ-
ential geometry, tangential differential calculus [DZ11] may also be employed. This framework
has been successfully adopted to provide an intrinsic formulation of Kirchhoff [SF19a] and
Mindlin [SF19b] shell problems.
For what concerns non linear models, it would be of great interest to see if the Föppl–von
Kármán equations, describing the large deformations of thin plates [BTTD15], admit a pH
reformulation.
Discretization Some issues deserve a deeper analysis concerning the discretization of plate
models. The Kirchhoff plate discretization is achieved using a Dual-Mixed discretization and
the non-conforming HHJ method. The first method is computationally expensive and for
this reason has not been analyzed in the literature. For the second strategy, inhomogeneous
boundary conditions in the presence of free boundary conditions are not easy to handle. To
cope with the limitations of these two methodologies, the discretization proposed in [RZ18]
may be used. This formulation allows using C0-functions to approximate this problem with
generic inhomogeneous boundary conditions. It would be of great interest to extend this
method for the dynamic case.
For the Mindlin plate, a key point to address is the shear locking phenomenon. Mixed finite
element allows constructing approximations of the static problem that are not affected by
this phenomenon [BadVMR13]. For the dynamical case things get more complicated as the
thickness plays a role also in the inertial terms.
A complete convergence study for the boundary-controlled wave equation is carried out in
[HMS20]. Rigorous convergence studies for the models proposed in this work should be
performed as well.
For the numerical implementation finite elements approximation has been used. However,
spectral methods could be used as well. This would provide discretized systems of small
dimension with dense matrices, drastically reducing the computational burdens. In particular
modal analysis techniques may be employed to construct approximation for given frequency
bandwidth.
Model reduction Model reduction strategies have not been addressed in this manuscript.
Given the size of the matrices arising from the discretization, this remains a fundamental issue.
Promising methodologies, relying on Proper Orthogonal Decomposition and H2-optimal sub-
spaces for non-linear pHODE [CBG16] and on Krylov methods for linear pHDAE [EKLS+18],
are already available. In practice it is of interest to reduce the system accurately in a limited
frequency bandwidth, representative of the system and instrumentation dynamics [Vui14].
Structure-preserving frequency limited model reduction techniques have been recently ex-
tended to pH systems [XJ20]. It would be of great interest to apply these techniques to the
models proposed in this work.
10.3. Conclusion 207
Flexible multibody dynamics The proposed formulation gives rise to a stiff differential-
algebraic system of index two. The resolution of these kind of problems is notoriously hard
[BCP95]. There is a need for reliable and efficient computational tools for the time-integration.
Methods preserving the passive nature of the system are of course preferable.
Another interesting topic would be the inclusion of large deformations. In principle, this
should be possible using a co-rotational formulation or substructuring techniques [WH88].
Control The pH framework has proven to be rather effective for the design of control laws
for non-linear systems [OGC04] and 1-dimensional boundary control PDEs [MLGR20]. A still
open subject is the introduction of performance specifications in the pH formalism. Perfor-
mance specifications are usually expressed in the frequency domain. For infinite-dimensional
systems, recent works address the implementation of controllers based on H∞ techniques
[AN18, AN20]. These strategies are applicable to parabolic and hyperbolic PDEs. For pH
systems, it would be of interest to see if robust and passivity-based control can be combined
together. Furthermore it would be important to consider the case of non-collocated controls
and observations [CR16]. By introducing appropriate state estimators [YY19], it should be





The space of all, symmetric and skew-symmetric d × d matrices are denoted by M, S, K
respectively. The space of Rd vectors is denoted by V. Ω ⊂ Rd is an open connected set. For
a scalar field u : Ω→ R the gradient is defined as
grad(u) = ∇u :=
(
∂x1u . . . ∂xdu
)>
.
For a vector field u : Ω→ V, with components ui, the gradient (Jacobian) is defined as
grad(u)ij := (∇u)ij = ∂xiuj .
The symmetric part of the gradient operator Grad (i.e. the deformation gradient in continuum






The Hessian operator of u is then computed as follows
Hess(u) = ∇2u = Grad(grad(u)).
For a tensor field U : Ω → M, with components uij , the divergence is a vector, defined
column-wise as















Definition 7 (Formal adjoint, Def. 5.80 [RR04])
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where α := (α1, . . . , αd) is a multi-index of order |α| :=
∑d
i=1 αi, aα are a set of real scalars
and ∂α := ∂α1x1 . . . ∂
αd
xd
is a differential operator of order |α| resulting from a combination of





The importance of this definition lies in the fact that
〈φ, L(x, ∂)ψ〉Ω = 〈L
∗(x, ∂)φ, ψ〉Ω (A.3)
for every φ, ψ ∈ C∞0 (Ω). If the assumption of compact support is removed, then (A.3) no
longer holds; instead the integration by parts yields additional terms involving integrals over
the boundary ∂Ω. However, these boundary terms vanish if φ and ψ satisfy certain restrictions
on the boundary.
A.2 Integration by parts
Theorem 7 (Integration by parts for tensors)
Consider a smooth tensor-valued function A ∈ Rd×d and vector-valued function b ∈ V = Rd.
The following integration by parts formula holds∫
Ω






(A>n) · b dS, (A.4)
where n is the outward normal at the boundary and dS the infinitesimal surface.
Proof. Consider the components expression of Eq. (A.4)
∫
Ω





























(A>n) · b dS.
(A.5)
The previous result can be specialized for symmetric tensor field [BBF+13, Chapter 1].
Theorem 8 (Integration by parts for symmetric tensors)
Consider a smooth tensor-valued functionM ∈ S = Rd×dsym and vector-valued function b ∈ V =
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Rd. Then, it holds∫
Ω






(M n) · b dS. (A.6)
Proof. Consider the components expression of Eq. (A.6)
∫
Ω











































{Div(M) · b+M ..Grad(b)} dΩ =
∫
Ω
{Div(M) · b+M .. grad(b)} dΩ (A.9)
Using Eq (A.4) then∫
Ω
{Div(M) · b+M ..Grad(b)} dΩ =
∫
Ω








(M n) · b dS.
(A.10)
This concludes the proof.
A.3 Bilinear forms
Definition 8 (Skew-symmetric bilinear form)
A bilinear form on the Hilbert space H
b : H ×H −→ R,
(v,u) −→ b(v,u),
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is skew-symmetric iff
b(v,u) = −b(u,v).
A.4 Properties of the cross product
We denote by [a]× the skew symmetric map associated to vector a = [ax, ay, az]>
[a]× =
 0 −az ayaz 0 −ax
−ay ax 0
 (A.11)
This map allows rewriting the cross product as a matrix vector product a ∧ b = [a]× b. The
cross product satisfies the anticommutativity property
[a]× b = − [b]× a, a, b ∈ R3. (A.12)
Furthermore, it satisfies the Jacobi Identity
[a]× ([b]× c) + [b]× ([c]× a) + [c]× ([a]× b) = 0, a, b, c ∈ R
3. (A.13)
A.5 Index of a differential-algebraic system
When dealing with differential-algebraic systems an important notion is the index.
Definition 9
The index of a DAE is the minimum number of differentiation steps required to transform a
DAE into an ODE.
Consider for simplicity a generic linear pH system arising from the weak imposition of the
boundary conditions or from a multibody application. The equations are
Mė = Je + G>λ+ Bu,
0 = −Ge.
Matrix M is squared and invertible and matrix G is full row rank. If the second equation is
derived twice in time, then it is obtained
λ̇ = −(GM−1G>)−1GM−1(Jė + Bu̇).
Therefore, the system index is two.
Appendix B
Supplementary material: tabulated
results of Chapter 7
1
h
||ew − ehw||L∞(H2) ||eκ − ehκ||L∞(L2)
Error Order Error Order
4 2.03e-01 — 7.58e-02 —
8 4.39e-02 2.21 1.90e-02 1.99
16 1.02e-02 2.09 4.77e-03 1.99
32 2.52e-03 2.02 1.19e-03 1.99
64 6.27e-04 2.00 2.98e-04 1.99
128 1.56e-04 2.00 7.47e-05 1.99
Table B.1: Euler Bernoulli convergence result for the HerDG1 scheme.
1
h
||ew − ehw||L∞(L2) ||eκ − ehκ||L∞(H2)
Error Order Error Order
4 1.61e-02 — 7.48e-01 —
8 4.05e-03 1.99 1.88e-01 1.99
16 1.01e-03 1.99 4.71e-02 1.99
32 2.53e-04 1.99 1.17e-02 1.99
64 6.34e-05 1.99 2.94e-03 1.99
128 1.58e-05 1.99 7.37e-04 1.99
Table B.2: Euler Bernoulli convergence result for the DG1Her scheme.
1
h
||ew − ehw||L∞(H1) ||eκ − ehκ||L∞(H1)
Error Order Error Order
4 5.93e-01 — 4.16e-00 —
8 2.57e-01 1.20 2.08e-00 0.99
16 1.26e-01 1.02 1.04e-00 0.99
32 6.29e-02 1.00 5.22e-01 0.99
64 3.14e-02 1.00 2.61e-01 0.99
128 1.57e-02 1.00 1.30e-01 0.99
Table B.3: Euler Bernoulli convergence result for the CGCG scheme k = 1.
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1
h
||ew − ehw||L∞(H1) ||eκ − ehκ||L∞(H1)
Error Order Error Order
4 5.66e-02 — 4.20e-01 —
8 1.38e-02 2.03 1.05e-01 1.99
16 3.34e-03 2.05 2.65e-02 1.99
32 8.16e-04 2.03 6.62e-03 1.99
64 2.01e-04 2.01 1.65e-03 1.99
128 5.01e-05 2.00 4.14e-04 2.00
Table B.4: Euler Bernoulli convergence result for the CGCG scheme k = 2.
1
h
||ew − ehw||L∞(H1) ||eκ − ehκ||L∞(H1)
Error Order Error Order
2 3.16e-02 — 2.19e-01 —
4 4.04e-03 2.97 2.80e-02 2.96
8 5.06e-04 2.99 3.51e-03 2.99
16 6.33e-05 3.00 4.39e-04 2.99
32 7.91e-06 3.00 5.50e-05 2.99
64 1.26e-06 2.64 6.88e-06 2.99
Table B.5: Euler Bernoulli convergence result for the CGCG scheme k = 3.
1
h
||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
4 1.62e-05 — 1.51e-04 — 4.89e-08 — 5.83e-07 —
8 6.52e-06 1.31 4.59e-05 1.71 1.45e-08 1.75 2.01e-07 1.53
16 3.28e-06 0.98 2.17e-05 1.07 5.69e-09 1.34 9.41e-08 1.09
32 1.64e-06 0.99 1.07e-05 1.01 2.63e-09 1.10 4.64e-08 1.02
64 8.24e-07 0.99 5.39e-06 1.00 1.29e-09 1.02 2.31e-08 1.00
Table B.6: Mindlin plate convergence result for the BJT scheme k = 1.
1
h
||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
4 8.05e-06 — 7.22e-05 — 1.72e-08 — 2.42e-07 —
8 2.12e-06 1.92 1.87e-05 1.94 4.42e-09 1.96 6.06e-08 2.00
16 5.42e-07 1.96 4.09e-06 2.19 1.14e-09 1.95 1.43e-08 2.07
32 1.36e-07 1.99 1.04e-06 1.97 2.89e-10 1.97 3.56e-09 2.00
64 3.41e-08 1.99 2.62e-07 1.99 7.26e-11 1.99 8.88e-10 2.00




||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
2 6.98e-07 — 1.42e-05 — 1.54e-09 — 3.31e-08 —
4 1.09e-07 2.67 2.14e-06 2.72 2.31e-10 2.73 4.61e-09 2.84
8 1.44e-08 2.91 2.29e-07 3.22 2.42e-11 3.25 6.36e-10 2.85
16 1.83e-09 2.97 2.05e-08 3.19 2.62e-12 3.20 8.44e-11 2.91
32 2.30e-10 2.99 2.94e-09 3.08 3.00e-13 3.12 1.07e-11 2.97
Table B.8: Mindlin plate convergence result for the BJT scheme k = 3.
1
h
||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
4 1.05e-05 — 7.96e-05 — 3.75e-08 — 6.54e-07 —
8 5.33e-06 0.98 3.53e-05 1.17 1.15e-08 1.70 3.73e-07 0.80
16 2.68e-06 0.99 1.75e-05 1.00 3.02e-09 1.92 1.92e-07 0.95
32 1.34e-06 0.99 8.80e-06 0.99 7.71e-10 1.97 9.72e-08 0.98
Table B.9: Mindlin plate convergence result for the AFW scheme k = 1.
1
h
||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
4 8.43e-06 — 8.10e-05 — 1.80e-08 — 2.68e-07 —
8 2.28e-06 1.88 1.82e-05 2.15 4.79e-09 1.90 6.99e-08 1.93
16 5.85e-07 1.96 4.41e-06 2.04 1.22e-09 1.96 1.75e-08 1.99
32 1.47e-07 1.98 1.12e-06 1.97 3.03e-10 2.01 4.47e-09 1.97
Table B.10: Mindlin plate convergence result for the AFW scheme k = 2.
1
h
||ew − ehw||L∞(L2) ||eθ − ehθ ||L∞(L2) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
2 1.11e-06 — 1.63e-05 — 2.14e-09 — 4.63e-08 —
4 1.63e-07 2.77 2.56e-06 2.67 2.61e-10 3.04 6.96e-09 2.73
8 2.13e-08 2.93 2.63e-07 3.28 2.42e-11 3.42 9.90e-10 2.81
16 2.93e-09 2.86 4.24e-08 2.63 8.99e-12 1.43 3.64e-10 1.44




k = 1 k = 2 k = 3
Error Order Error Order Error Order
4 2.45e-09 — 1.07e-09 — 1.57e-09 —
8 4.98e-10 2.29 2.48e-10 2.11 3.52e-10 2.15
16 1.26e-10 1.97 6.11e-11 2.02 8.67e-11 2.02
32 3.19e-11 1.98 1.52e-11 1.99 2.16e-11 2.00
Table B.12: Mindlin plate convergence result for the Lagrange multiplier Er.
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1
h
||ew − ehw||L∞(H1) ||eθ − ehθ ||L∞(HGrad) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
8 7.30e-05 — 5.52e-04 — 3.99e-08 — 9.02e-07 —
16 3.13e-05 1.22 2.26e-04 1.28 1.88e-08 1.08 5.47e-07 0.72
32 1.57e-05 0.99 1.11e-04 1.02 8.84e-09 1.09 2.94e-07 0.89
64 7.87e-06 0.99 5.57e-05 0.99 4.31e-09 1.03 1.50e-07 0.97
128 3.94e-06 0.99 2.78e-05 0.99 2.14e-09 1.01 7.55e-08 0.99
Table B.13: Mindlin plate convergence result for the CGDG scheme k = 1.
1
h
||ew − ehw||L∞(H1) ||eθ − ehθ ||L∞(HGrad) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
8 9.78e-06 — 1.04e-04 — 7.30e-09 — 1.77e-07 —
16 2.53e-06 1.95 2.49e-05 2.07 1.85e-09 1.97 4.93e-08 1.84
32 6.35e-07 1.99 6.06e-06 2.04 4.63e-10 1.99 1.27e-08 1.95
64 1.58e-07 1.99 1.50e-06 2.01 1.15e-10 2.00 3.21e-09 1.98
128 3.97e-08 2.00 3.74e-07 2.00 2.89e-11 2.00 8.06e-10 1.99
Table B.14: Mindlin plate convergence result for the CGDG scheme k = 2.
1
h
||ew − ehw||L∞(H1) ||eθ − ehθ ||L∞(HGrad) ||Eκ −Ehκ ||L∞(L2) ||eγ − ehγ ||L∞(L2)
Error Order Error Order Error Order Error Order
4 1.38e-06 — 1.24e-05 — 8.24e-10 — 2.24e-08 —
8 1.79e-07 2.94 1.51e-06 3.03 1.03e-10 2.99 2.90e-09 2.94
16 2.26e-08 2.98 1.88e-07 3.00 1.28e-11 3.00 3.64e-10 2.99
32 2.83e-09 2.99 2.36e-08 2.99 1.60e-12 3.00 4.54e-11 3.00
64 3.54e-10 2.99 2.95e-09 2.99 2.00e-13 3.00 5.67e-12 3.00
Table B.15: Mindlin plate convergence result for the CGDG scheme k = 3.
1
h
||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
4 1.38e-00 — 5.11e+01 —
8 5.17e-01 1.41 2.64e+01 0.95
16 2.28e-01 1.18 1.33e+01 0.98
32 1.09e-01 1.05 6.68e-00 0.99
64 5.45e-02 1.01 3.34e-00 0.99




||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
4 1.47e-01 — 6.58e-00 —
8 3.48e-02 2.08 1.70e-00 1.94
16 8.51e-03 2.03 4.31e-01 1.98
32 2.11e-03 2.00 1.08e-01 1.99
64 5.28e-04 2.00 2.70e-02 1.99
Table B.17: Kirchhoff plate convergence result for the HHJ scheme k = 2 (SSSS test).
1
h
||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
2 1.15e-01 — 4.85e-00 —
4 1.51e-02 2.92 6.42e-01 2.91
8 1.92e-03 2.97 8.10e-02 2.98
16 2.41e-04 2.99 1.01e-02 2.99
32 3.02e-05 2.99 1.26e-03 3.00
Table B.18: Kirchhoff plate convergence result for the HHJ scheme k = 3 (SSSS test).
1
h
||ew − ehw||L∞(H2) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
2 6.63e-00 — 3.60e+01 —
4 1.91e-00 1.79 9.99e-00 1.85
8 6.08e-01 1.64 3.29e-00 1.60
16 2.09e-01 1.54 1.14e-00 1.52
32 7.34e-02 1.50 4.01e-01 1.50
Table B.19: Kirchhoff plate convergence result for the BellDG3 scheme (SSSS test).
1
h
||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
4 5.94e-00 — 1.62e+01 —
8 2.35e-00 1.33 9.27e-00 0.81
16 9.98e-01 1.23 4.86e-00 0.93
32 4.69e-01 1.08 2.46e-00 0.98
64 2.34e-01 1.00 1.23e-00 0.99
Table B.20: Kirchhoff plate convergence result for the HHJ scheme k = 1 (CSFS test).
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1
h
||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
4 1.13e-00 — 4.14e-00 —
8 2.90e-01 1.96 1.19e-00 1.79
16 7.14e-02 2.02 3.13e-01 1.93
32 1.77e-02 2.00 7.96e-02 1.97
64 4.43e-03 2.00 2.00e-02 1.98
Table B.21: Kirchhoff plate convergence result for the HHJ scheme k = 2 (CSFS test).
1
h
||ew − ehw||L∞(H1) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
2 1.57e-00 — 4.25e-00 —
4 2.39e-01 2.71 8.44e-01 2.33
8 3.37e-02 2.82 1.16e-01 2.85
16 4.50e-03 2.90 1.49e-02 2.95
32 5.76e-04 2.96 1.89e-03 2.98
Table B.22: Kirchoff plate convergence result for the HHJ scheme k = 3 (CSFS test).
1
h
||ew − ehw||L∞(H2) ||Eκ −Ehκ ||L∞(L2)
Error Order Error Order
2 3.88e+01 — 2.40e+01 —
4 8.17e-00 2.24 4.41e-00 2.44
8 2.71e-00 1.58 1.50e-00 1.54
16 1.13e-00 1.25 5.36e-01 1.49
32 4.35e-01 1.38 1.90e-01 1.49
Table B.23: Kirchhoff plate convergence result for the BellDG3 scheme (CSFS test).
Appendix C
Implementation using FEniCS and
Firedrake
In this appendix, the main tools needed for implementing PFEM in FEniCS and Firedrake
libraries are illustrated. It is assumed to a recent version of FEniCS and Firedrake is avail-
able, either through local installation (Anaconda or installation from source for FEniCS and
virtual Python environment for Firedrake) or through Docker containers. Additional infor-
mation concerning the installation can be found at https://fenicsproject.org/download/
for FEniCS and https://www.firedrakeproject.org/download.html for Firedrake.
This tutorial is by no means a complete introductory tutorial. It is intended to provide
the general commands needed for the implementation of PFEM and to highlight similarities
and differences between FEniCS and Firedrake. For readers interested in a comprehensive
documentation, the FEniCS developers have written a book to explain the functioning of the
library [LMW+12], whereas the Firedrake developers employ illustrative tutorials1.
In this appendix, boxes colored in red are used for FEniCS, cyan for Firedrake, gray
for identical commands in both libraries and green for implementations based on Scipy. The
FEniCS or Firedrake library is assumed to be loaded through the star import:
from fenics import *
or
from firedrake import *
Furthermore, the Numpy library and some methods of the Scipy sparse library are needed2:
import numpy as np
from scipy.sparse import csr_matrix
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from scipy.sparse import vstack, hstack, block_diag
from scipy.sparse.linalg import eigs
As an illustration we consider the discretization of the Mindlin plate using the CGDG elements
(7.21). We first illustrate how to compute the mass and interconnection matrices. Then, the
construction of the boundary control matrix is explained by retrieving a Scipy sparse matrix
from the matrix computed by FEniCS or Firedrake.
Creation of a mixed function space
For the discretization of pHs one has to use a mixed function space, i.e. a collection of more
than one function space. Consider the creation of the Mindlin plate CGDG elements (7.21)
on a unit square simplicial mesh with 40 elements per side.
Mixed function space in FEniCS
n_el = 40
mesh = UnitSquareMesh(n_el, n_el)
P_w = FiniteElement(’CG’, triangle, 1) # vertical velocity
P_th = VectorElement(’CG’, triangle, 1) # angular velocity
P_kap = VectorElement(’DG’, triangle, 0, dim=3) # bending momenta
P_gam = VectorElement(’DG’, triangle, 0) # shear stress
elem = MixedElement([P_w, P_th, P_kap, P_gam])
V = FunctionSpace(mesh, elem)
Mixed function space in Firedrake
n_el = 40
mesh = UnitSquareMesh(n_el, n_el)
V_w = FunctionSpace(mesh, "CG", 1)
V_th = VectorFunctionSpace(mesh, "CG", 1)
V_kap = VectorFunctionSpace(mesh, "DG", 0, dim=3)
V_gam = VectorFunctionSpace(mesh, "DG", 0)
V = MixedFunctionSpace([V_w, V_th, V_kap, V_gam])
The space V_kap has dimension 3 since it corresponds to variable Eκ ∈ R2×2sym ∼= R3, (∼=
stands for isomorphic).
Definition of variational forms
The precedent commands create a mixed function space that can be used to construct varia-
tional forms trough the Unified Form Language3 [ALO+14] (UFL). UFL is a core component
3https://readthedocs.org/projects/fenics-ufl/downloads/pdf/latest/
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of FEniCS and has been adopted in Firedrake as well. It is an expressive domain-specific
language for abstractly representing (finite element) variational formulations of differential
equations. In particular, this language defines a syntax for the integration of variational
forms over various domains.
Given the previously defined mixed function space, consider the definition of the mass
and interconnection variational forms (the implementation is the same in both libraries since
UFL is a common component).







G = E / 2 / (1 + nu)
F = G * h * k
# Definition of the bending curvature operator
def bending_curv(mom):




v_w, v_th, v_kap, v_gam = split(v)
# Co-energy variables
e = TrialFunction(V)
e_w, e_th, e_kap, e_gam = split(e)
# Convert the R^3 vector to a symmetric tensor
v_kap = as_tensor([[v_kap[0], v_kap[1]],
[v_kap[1], v_kap[2]]])
e_kap = as_tensor([[e_kap[0], e_kap[1]],
[e_kap[1], e_kap[2]]])
# Energy variables
a_w = rho * h * e_w
a_th = (rho * h ** 3) / 12. * e_th
a_kap = bending_curv(e_kap)
a_gam = 1. / F * e_gam
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# Mass bilinear form
m_form = v_w * a_w * dx + dot(v_th, a_th) * dx + \
inner(v_kap, a_kap) * dx + dot(v_gam, a_gam) * dx
# Interconnection bilinear form
j_form = dot(v_gam, grad(e_w)) * dx - dot(grad(v_w), e_gam) * dx + \
inner(v_kap, sym(grad(e_th))) * dx - \
inner(sym(grad(v_th)), e_kap) * dx + \
dot(v_th, e_gam) * dx - dot(v_gam, e_th) * dx
This sample code highlights the strength of the UFL library. The expressive implementa-
tion is really close to the abstract mathematical formulation.
Matrices assemble
Once the forms have been declared, it is possible to actually construct the associated matrices.
Consider the case of a clamped (i.e. Dirichlet) boundary condition. For the CGDG elements
a clamped condition corresponds to essential boundary conditions. These are defined in the
same way in FEniCS and Firedrake
Dirichlet boundary conditions (FEniCS & Firedrake)
bcs = []
bcs.append(DirichletBC(V.sub(0), Constant(0.0), "on_boundary"))
bcs.append(DirichletBC(V.sub(1), Constant((0.0, 0.0)), "on_boundary"))
The subspaces V.sub(0), V.sub(1) correspond to spaces V_w, V_th associated to the
vertical velocity and the angular velocity, respectively. The boundary conditions can now be
incorporated in the matrices. The final assemble of the matrices is achieved in FEniCS by
the following code snippet.
Matrices assemble in FEniCS
J, M = PETScMatrix(), PETScMatrix()
dummy = v_w * dx
assemble_system(j_form, dummy, bcs, A_tensor=J)
assemble_system(m_form, dummy, bcs, A_tensor=M)
Matrices are first defined as PETSc4 matrices and forms are assembled into it. The
boundary conditions have been applied to the stiffness matrix using assemble_system so
as to preserve symmetry (a dummy right-hand side vector has been introduced to call this
function). The same matrices are constructed in Firedrake by the following code
4https://www.mcs.anl.gov/petsc/
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Matrices assemble in Firedrake
J_ass = assemble(j_form, bcs=bcs, mat_type=’aij’)
M_ass = assemble(m_form, bcs=bcs, mat_type=’aij’)
J = J_ass.M.handle
M = M_ass.M.handle
The option mat_type specifies the desired format for the matrix representation. To get
a final PETSc matrix, the AIJ format is used. The method M.handle provides as outputs
PETSc matrices that can be manipulated by the pesct4py library5.
For what concerns the ordering of the degrees of freedom, Firedrake just piles up the
degrees of freedom of each subspace. The final matrices have the same structure as in (6.93).
For FEniCS the default option is a not-natural ordering to cluster the non-zero entries
closer to the diagonal. A natural ordering can be set by changing the reorder_dofs_serial
parameter6.
Eigenvalues computation with SLEPc
A simple test to assess the validity of the finite element discretization consists in computing
the eigenvalues of the matrices, to assess the absence of spurious modes. The SLEPc library is
used to this end7 [HRV05]. Since we are interested in the lowest eigenvalues, a shift-and-invert
method is used. It is known that for this problem the first normalized eigenfrequencies
ω̂i = ωi (2(1 + ν)ρ/E)1/2
are close to 1 [DR80]. Hence, a good choice for the spectral shift is σ = (2(1 + ν)ρ/E)−1/2.
The following code computes the eigenvalues.
Eigenvalues computation in FEniCS
solver = SLEPcEigenSolver(J, M)
solver.parameters["solver"] = "krylov-schur"
# Set the problem type: the J matrix is not hermitian nor positive.
solver.parameters["problem_type"] = "pos_gen_non_hermitian"
# We look for eigenvalues on the imaginary axis.
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omega_tilde = []
for i in range(n_conv):
lam_r, lam_i, psi_r, psi_i = solver.get_eigenpair(i)
# Discard the zero eigenvalues due to the bcs.
if lam_i > 1e-5:
omega_tilde.append(lam_i *((2 * (1 + nu) * rho) / E) ** 0.5)
For Firedrake the equivalent code snippet is the following.
Eigenvalues computation in Firedrake
# Check for SLEPc
from firedrake.petsc import PETSc
try:
from slepc4py import SLEPc
except ImportError:
import sys
warning("Unable to import SLEPc (try firedrake-update --slepc)")
sys.exit(0)















psi_r, psi_i = J.getVecs()
omega_tilde = []
for i in range(n_conv):
lam = es.getEigenpair(i, psi_r, psi_i)
lam_i = np.imag(lam)
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if lam_i > 1e-5:
omega_tilde.append(lam_i*((2*(1+nu)*rho)/E)**0.5)
In Fig. C.1 the 6 first eigenvectors are plotted. The associated eigenvalues are consistent
with the results reported in [DR80].
Conversion to Scipy for direct manipulation of the boundary matrices
If boundary control has to be taken into account, it is preferable to move to Scipy for
manipulating and constructing the final matrices. Consider now the case of a Mindlin plate
with Neumann boundary control. The construction of the mass and interconnection matrices
is the same, without imposing any boundary conditions. For the boundary variables we choose
Lagrange polynomials of order 1.
Remark 31 (Construction of the B matrix)
Notice that FEniCS and Firedrake do not support Function spaces defined on the boundary.
It is therefore necessary to construct the B matrix using functions defined on the domain and
then eliminate the useless columns. First, we show how to construct the B matrix containing
all degrees of freedom. Later on, the extraction of the boundary degrees of freedom is illustrated
using Scipy.
Control matrix construction in FEniCS
P_qn = FiniteElement(’CG’, triangle, 1) # shear force
P_Mnn = FiniteElement(’CG’, triangle, 1) # flexural momentum
P_Mns = FiniteElement(’CG’, triangle, 1) # torsional momentum
elem = MixedElement([P_qn, P_Mnn, P_Mns])
V_u = FunctionSpace(mesh, elem)
q_n, M_nn, M_ns = TrialFunction(V_u)
n_ver = FacetNormal(mesh)
s_ver = as_vector([-n_ver[1], n_ver[0]])
b_form = v_w * q_n * ds + dot(v_th, n_ver) * M_nn * ds + \




The method mat() in FEniCS provides a PETCs matrix manageable by petsc4py, sim-
ilarly to the method M.handle in Firedrake.


































































































































































(f) ω̂4 = 5.13
Figure C.1: Eigenvectors for the clamped Mindlin plate computed with Firedrake. The
eigenfrequencies are normalized ω̂ = ω((2(1 + ν)ρ/E)1/2.
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Control matrix construction in Firedrake
V_qn = FunctionSpace(mesh, ’CG’, 1)
V_Mnn = FunctionSpace(mesh, ’CG’, 1)
V_Mns = FunctionSpace(mesh, ’CG’, 1)
V_u = V_qn * V_Mnn * V_Mns
q_n, M_nn, M_ns = TrialFunction(V_u)
n_ver = FacetNormal(mesh) # outward normal to the boundary
s_ver = as_vector([-n_ver[1], n_ver[0]]) # tangent versor to the boundary
b_form = v_w * q_n * ds + dot(v_th, n_ver) * M_nn * ds + \
dot(v_th, s_ver) * M_ns * ds
B_ass = assemble(b_form, mat_type=’aij’)
B = B_ass.M.handle
The matrix B computed with FEniCS and Firedrake has now the type petsc4py.PETSc.Mat
and can be converted to a Scipy sparse CSR matrix (compressed sparse row format). As
anticipated in Remark 31, the zero columns associated with interior degrees of freedom have
to be removed from the matrix.
Construction of the final B matrix (Scipy)
# Conversion to CSR scipy format
B_scipy_cols = csr_matrix(B.getValuesCSR()[::-1])
# Non zero rows and columns
rows, cols = csr_matrix.nonzero(B_scipy_cols)
# Indexes of non zero columns
set_cols = np.array(list(set(cols)))
# Number of non zero columns (i.e. number of inputs)
n_u = len(set(cols))
# Initialization of the final matrix in lil folmat
# for efficient incremental construction.
B_scipy = lil_matrix((V.dim(), n_u))
for r, c in zip(rows, cols):
# Column index in the final matrix
ind_col = np.where(set_cols == c)[0]
# Fill the matrix with the values
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B_scipy[r, ind_col] = B_scipy_cols[r, c]
# Convert to csr format
B_scipy.tocsr()
Similarly Scipy matrices in CSR format can be obtained for the mass M and intercon-
nection J matrix, thus obtaining the final boundary controlled system
Mė = Je + Bu.
This system can then be simulated using time integrator libraries available in Scipy8.
Stability check of the boundary subspace

















and check the consistency of the eigenvalues, i.e. no spurious modes appear.
Eigenvalues computation using Lagrange multipliers (Scipy)
# Conversion to scipy CSR matrices
# Important: no boundary conditions imposed
J_scipy = csr_matrix(J.getValuesCSR()[::-1]) # for fenics J.mat()
M_scipy = csr_matrix(M.getValuesCSR()[::-1]) # for fenics M.mat()
Z_mat = csr_matrix((n_u, n_u))
J_aug = vstack((hstack((J_scipy, B_scipy)), hstack((-B_scipy.T, Z_mat))))
M_aug = block_diag((M_scipy, Z_mat))
# Shift value
shift = 1/(((2*(1+nu)*rho)/E)**0.5)
# Resolution of the eigenproblem
eigenvalues, eigvectors = eigs(J_aug, k=40, M=M_aug,\
sigma=shift, which=’LM’, tol=1e-6)
omega_all = np.imag(eigenvalues)






The following values are obtained
ω̂1 = 1.59, ω̂2 = 3.04, ω̂3 = 3.06,
ω̂4 = 4.29, ω̂5 = 5.05, ω̂6 = 5.10.
Since no spurious eigenvalues occur, it is legitimate to assume that the Lagrange multiplier
subspace is a stable one (among others). This is just a heuristic reasoning, since the rigorous
mathematical justification of the boundary subspace stability comes from the fulfillment of
the inf-sup condition.
Concluding remarks
This appendix provides all the tools needed for constructing of the matrices and for han-
dling uniform boundary conditions. If one has to consider mixed boundary conditions, the
boundary forms and Dirichlet conditions have to be defined on a subset of the boundary (con-
sult https://fenicsproject.org/pub/tutorial/sphinx1/._ftut1005.html for an expla-
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Résumé — Malgré l’abondante littérature sur le formalisme port-Hamiltonienne (pH),
les problèmes d’élasticité en deux ou trois dimensions géométriques n’ont presque jamais été
considérés. Cette thèse vise à étendre l’approche port-Hamiltonienne (pH) à la mécanique
des milieux continus. L’originalité apportée réside dans trois contributions majeures. Tout
d’abord, la nouvelle formulation pH des modèles de plaques et des phénomènes thermoélas-
tiques couplés est présentée. L’utilisation du calcul tensoriel est obligatoire pour modéliser
les milieux continus et l’introduction de variables tensorielles est nécessaire pour obtenir une
description pH équivalente qui soit intrinsèque, c’est-à-dire indépendante des coordonnées
choisies. Deuxièmement, une technique de discrétisation basée sur les éléments finis et capable
de préserver la structure du problème de la dimension infinie au niveau discret est développée
et validée. La discrétisation des problèmes d’élasticité nécessite l’utilisation d’éléments finis
non standard. Néanmoins, l’implémentation numérique est réalisée grâce à des bibliothèques
open source bien établies, fournissant aux utilisateurs externes un outil facile à utiliser pour
simuler des systèmes flexibles sous forme pH. Troisièmement, une nouvelle formulation pH
de la dynamique multicorps flexible est dérivée. Cette reformulation, valable sous de petites
hypothèses de déformations, inclut toutes sortes de modèles élastiques linéaires et exploite la
modularité intrinsèque des systèmes pH.
Mots clés : Systèmes port-Hamiltonien, méchanique des solides, discretisation symplec-
tique, méthode des éléments finis, dynamique multicorps
Abstract — Despite the large literature on port-Hamiltonian (pH) formalism, elasticity
problems in higher geometrical dimensions have almost never been considered. This work
establishes the connection between port-Hamiltonian distributed systems and elasticity prob-
lems. The originality resides in three major contributions. First, the novel pH formulation
of plate models and coupled thermoelastic phenomena is presented. The use of tensor cal-
culus is mandatory for continuum mechanical models and the inclusion of tensor variables is
necessary to obtain an equivalent and intrinsic, i.e. coordinate free, pH description. Second,
a finite element based discretization technique, capable of preserving the structure of the
infinite-dimensional problem at a discrete level, is developed and validated. The discretiza-
tion of elasticity problems requires the use of non-standard finite elements. Nevertheless,
the numerical implementation is performed thanks to well-established open-source libraries,
providing external users with an easy to use tool for simulating flexible systems in pH form.
Third, flexible multibody systems are recast in pH form by making use of a floating frame
description valid under small deformations assumptions. This reformulation include all kinds
of linear elastic models and exploits the intrinsic modularity of pH systems.
Keywords: Port-Hamiltonian systems, continuum mechanics, structure preserving dis-
cretization, finite element method, multibody dynamics.
