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Abst ract  - -  The Newton method applied to certain quadratic operator equations on ~n is consid- 
exed. It is shown that there exists an invariant ma-;fold corresponding toany pair of reai or complex 
conjugate roots of the equation. These manifolds have significant application in finding neighboring 
solutions to the power flow problem in electric power systems. 
1. INTRODUCTION 
In this work the solution of a class of quadratic operator equations on ~" is considered. A 
quaclratic equation, like many other nonlinear equations, can have more than one solution. In 
practice even systems with only a handful of equations can have dozens of solutions. In physical 
systems, such as electric power systems, where quadratic equations describe some physical prop- 
erties of the system, a feasible solution has to satisfy other performance criteria, such as those 
imposed by stability and operational costs. In many such cases only one solution satisfies these 
criteria and the remaining solutions merely represent undesired operating conditions. Unfortu- 
nately, there exists no universal a pr /or /method of forcing the Newton method to converge to 
the desired solution. The need for the detection and elimination of the undesired solutions has 
motivated this work. 
Let X be a linear space. Throughout his work we assume that X = 7~", however most of the 
results can be applied to an arbitrary Banach space. A bilinear operator B on X is an operator 
from X x X into X which is linear in both of its arguments. It is assumed that B is symmetric, 
that is Bzy = Byz for any x, y E X. 
For any two vectors a: and y in X and any bilinear operator B on X, the quadratic operator 
Q is defined from X into X by 
Q(x) = Bzx - y. (1) 
It must be mentioned that this definition of a quadratic operator is a special form of the more 
traditional definition of Rail [1-4]. The current form consists of only the bilinear and the constant 
terms and lacks the linear term. 
The objective of this work is to solve the quadratic operator equation 
= 0 (2) 
by the Newton method, where B and y are given. Each Newton step requires the calculation of 
the strong derivative of Q given by Q'(z) = 2Bx. 
In the sequel some aspects of the Newton solution of quadratic equations will be explored. In 
the next section it will be shown that for a quadratic equation with more than one solution, the 
behavior of the Newton iteration can be precisely described on a line passing through any pair 
of solutions. Moreover, the information collected in two iterations can be used to find the exact 
value of the solutions. In the following section some practical aspects of the new technique will 
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be discussed. An algorithm will be developed which can be applied to quadratic equations of 
arbitrary size. In Section 4 the new algorithm will be applied to the problem of multiple solutions 
to the electric power flow equations. Some avenues for future research will be discussed in the 
last section. 
2. AN INVARIANT MANIFOLD 
LEMMA. 
are true" 
Let us start by assuming that an equation of the form (2) has two solutions, namely xt and x~. 
The three possible cases are two distinct real roots, a multiple real root and a pair of complex 
conjugate roots. Let us define the vectors d and h in X by 
d = (xl + (3) 
h = ~ (X l -X2) /2  for rea lx landx2,  (4) 
L ~(xl)  for complex conjugate Zl and z2, 
where ~(xl)  is the imaginary part of xt. For the case of multiple real solutions let d - xl = x2 
and h be an arbitrary non-zero vector in the null space of Q'(xl).  
For non-repeated solutions the two vectors d and h have simple geometric interpretations. For 
the case of distinct real solutions, h is half the vector connecting Xl and x2 and d is the midpoint 
of this vector. For the case of complex conjugate solutions, d is the real part of the solutions and 
h is the imaginary part of zl.  Also, the solutions xl and xu can be written in terms of d and h: 
1. For distinc~ real solutions Xl = d + h, x2 = d -  h. 
2. For a multiple real solution Xl = x2 = d. 
3. For complex conjugate solutions xl = d + ih, x2 = d - ih. 
The following lemma will be used in the sequel. The proof is trivial. 
For the quadratic operator Equation (2) and d and h as defined above, the following 
Bdh = o, (5) 
Bdd + Bhh = y for distinct real solutions, (6) 
Bdd = y for a multiple real solution, (7) 
Bdd-  Bhh = y for complex conjugate solutions. (8) 
The main result of this work is the following theorem. 
THEOREM. For the quadratic Equation (2) and d and h as defined above, the line 
L = {d + sh : s E (-oo, +oo), Q'(d + sh)is non-singular} 
is an invariant manifold under the Newton iteration. Moreover, for any initial guess on this line 
two Newton steps will determine the type and the location of the solutions. 
PROOF. Let x be an arbitrary point on L. Then 
x = d + sh, (9) 
for some non-zero s E T~. The case s = 0 corresponds to the point x = d where Q' is singular. 
The Newton step Az is given by 
Q'(x) Ax  = -Q(x) ,  (10) 
which implies 
2BxAx = y -Bxx  (11) 
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or 
2B(d-4- sh) Az  : y - B(d-4- sh)(d A- sh). (12) 
This is a well-defined operation, which yields a unique solution for Az, since all the points 
where the derivative of Q is singular are excluded from L. To show that the Newton step is 
colinear with h, let 
Az = 7h. (13) 
Since Az is uniquely determined from (10), we need only show that there is a real 7 that 
satisfies (13). 
Substituting (13) into (12) and expanding the terms gives the equation 
27 Bdh + 2s7 Bhh = y - Bdd - 2s Bdh - s 2 Bhh,  (14) 
which, by the lemma yields 
(2sv+s2)Bhh+Bdd = y. (15) 
Three cases may arise: 
1. For real roots Zl and z2, the lermna gives 2s7 + s 2 = 1, which implies 
1 - s 2 
7 = 2s (16) 
2. Similarly for multiple solutions, we have 2s7 + s 2 = 0, which implies 
8 
2 
(17) 
3. For complex conjugate solutions, 2ST+S2- - -1 ,  yielding 
l+s  2 
7= 2s (18) 
It is clear that the Newton step is a vector in the direction of h. Hence, The corrected value of 
the variable will be another point on L, z 1 = d + th, with t = s + 7. 
Since z 1 belongs to L, the next Newton step will also be colinear with L, giving A2z =/~h, 
where 
(1 - t2)/2t for real solutions, 
6 = - t /2  for multiple solutions, (19) 
- (1 + t~)/2t for complex conjugate solutions. 
Since Az and A2z are two colinear vectors, one is a scalar multiple of the other. Define the ratio 
A2z 
a= Az  7 
Then { (s 2 - 1)/[2(82 + 1)] for real solutions, a = I/2 for multiple solutions, 
(s 2 -4- 1)/[2(s ~ - 1)] for complex conjugate solutions. 
The following shows that for different ypes of solutions a takes mutually exclusive values: 
1. for two distinct real solutions, la[ < ½, 
c t -  1 2. for a multiple real solution, - ~, 
(20) 
3. for complex conjugate solutions, [a I > ½. 
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This shows that the value of a for a starting point on an invariant manifold determines the 
type of the corresponding solutions. 
Now assume that two Newton steps are performed and a is calculated, a is merely a function 
of s, therefore, we can calculate s from a for different ypes of solutions. For the case of distinct 
real solutions, 
• 1 
(21) 
Similarly for the case of two complex conjugate solutions, 
• / i+2a  
s = i' (22) 
Having s, the value of 7 can be calculated easily by using (16) or (18), depending on the type 
of the solution. Using 7 and the first Newton step, Az, we can calculate the components of the 
vector h from (13) and d from (9). Having d and h, the corresponding solutions Xl and z2 are 
calculated trivially. 
The only remaining case is a multiple real solution. This case is identified by a = 0.5. The 
following shows that the multiple solution is a linear combination of the last value of the unknown 
variable and the last Newton step: 
z = d+sh,  
S h ,  Ax = -~ 
z 1 = d+~h,  
A2 z = s 
4'  
X 1 --" X 2 : d -  X 1 ~-2A2X.  
In fact the multiple solution can be obtained by doubling the size of the last Newton step and 
using it to correct the unknown variable. | 
Note that the procedure described above consists of simple algebraic operations. It can also be 
extended for arbitrary starting points and will be used as the primary tool to study the behavior 
of quadratic operator equations. 
The results can be easily extended to equations with more than two solutions. Note that we 
only assumed that L passes through two solutions. As a result, for systems with more than two 
solutions, any line passing through any pair of real, or complex conjugate solutions is an invariant 
manifold. Therefore, for any such system, the invariant manifold need not be unique. 
Also note that throughout this work the invariant manifolds are considered to be lines, even 
though the points on the line, where the derivative Q' is singular are deleted. As a result, the 
invariant manifolds are in fact the union of half lines and line segments. 
We conclude this section with an example. 
EXAMPLE. Consider the following quadratic operator equation: 
Q(x)  = Bxx - y = 3u 2 + v 2 -  4 = 0 " 
The system has four distinct real solutions at u = :t:l, v = :t=l. The line L = {(u, v) : u = v} is an 
invariant line passing through the two solutions, u = v = 1 and u = v = -1 .  Let us start with an 
arbitrary point on L. For example, take u0 -- v0 -- 5. The first Newton step is Au - Av = --2.4. 
The corrected value of the unknown vector will be Ul - Vl - 2.6. The next Newton step is 
A~u - A2v = -1.1076923. Using the two correction vectors, a is easily found to be: 
-1.1076923 
a - -2 .4  = 0.46153846 < 0.5, (24) 
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which ind icatesthatthe initial guess is a point on aninvariantmanifoldwith two realsolutions. 
Next 
• 2a]Y J%- I  =5 (25) 
and 
which implies 
Therefore, 
1 -- 8 2 
=-2.4,  (26) 
7= 2s 
h - Az _ --2.4,--2.4 _ (1.0, 1.0). (27) 
7 -2 .4 
d - x - sh = (5.0, 5.0) - 5.0(1.0, 1.0) = (0.0, 0.0). (28) 
As a result the two solutions are 
x l  = d+h = (1 .0 ,1 .0 ) ,  
x2 = d -  h = ( -1 .0 , -1 .0 ) ,  
as expected. Note that corresponding to each a, we can find two values for s. We used the 
positive value. Using the other s will not change the results, but merely swaps the two solutions. 
3. ARBITRARY STARTING POINTS 
To this point we have shown that corresponding to any pair of real, or complex conjugate 
solutions to a quadratic operator equation, there exists an invariant manifold. Moreover we 
showed that for any starting point on any such manifold, two Newton steps are sumcient o 
find the corresponding solutions. The question that remains to be answered is whether the 
techniques described in this work can be extended to include arbitrary starting points, which do 
not necessarily fie on any invariant manifold. This question and some practical observations will 
be addressed next. 
In the sequel, we will need the component-wise division of vectors. We define the ratio of two 
vectors a and b in 7~", as the component-wise division of the vectors, provided that none of the 
components of the denominator are zero. That is 
c=a/b ,  where c i=a i /b i ,  and b i~O for i= l , . . . ,n .  
It was shown in the previous ection that, for a starting point on an invariant fine, the ratio 
of two succeeding Newton steps was merely a scalar, which was called a. Consider an arbitrary 
starting point which does not belong to any invariant manifolds. In this case the two Newton 
correction vectors may not be colinear. As a result their ratio is not a scalar. However, we can 
find the ratio of the two vectors as defined above. To avoid introducing new terms, this ratio 
will also be called a, which in this case is a vector. It is clear that for the points on an invariant 
manifold, all the components of a are the same. This motivates the following algorithm. 
ALGORITHM. In the process of solving a quadratic equation by the Newton method, 
1. Perform two iterations. 
2. Find the component-wise ratio of the last two correction vectors and call it a. 
3. Find the average value of the components of a. If the relative rror between any component 
and the average is greater than a preset error e, go to step 4. Otherwise, use the average 
value as the scalar a for the two-step algorithm described in the theorem to find the so- 
lutions. If the solutions satisfy the quadratic equation, then stop. Otherwise replace the 
initial guess by the solution which is closer to it and go to step 1. 
4. Do a Newton iteration and go to step 2. 
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The algorithm is basically a modification to the conventional Newton iteration. After each 
Newton iteration, the unknown vector is tested to see if it satisfies the quadratic equation. If not, 
then a subroutine is called, which calculates the ratio of the last two correction vectors and tests 
the components of the resulting vector against heir average value. The additional computation 
and memory requirements are insignificant. As a result each iteration of the modified Newton 
algorithm takes only slightly more time than a conventional Newton iteration. Moreover the 
observations based on numerous computer studies suggest hat the new algorithm reduces the 
number of required iterations for most starting points. 
As an illustration, consider the system of the example. To compare the behavior of the conven- 
tional Newton iteration and the new method, henceforth called the a-test, extensive computer 
analysis was performed. The iteration was considered successful whenever the error criterion, 
IIQ(x)lloo < 10 -s, was satisfied. 
The components ofa were considered close enough, if their difference was less than 10 -2. This 
value was chosen based on our previous experience with the a-test. In each study, a uniformly 
distributed set of initial guesses were used. The increments in u and v directions were both set 
to 0.01. Therefore a 500 × 500 mesh includes 250,000 points in the interval [0, 5] x [0, 5]. We have 
only considered the first quadrant, since the problem is symmetric about the u and v axes. 
The results of the study are reported in Table 1. The first column is the number of starting 
points. The second and third columns provide the total number of iterations for each method. 
Clearly the number of iterations for the new technique is much smaller than the conventional 
Newton method, simply because for many starting points, the a-test finds a solution before the 
Newton iteration does. For example, for the third case, the Newton method takes an average of 
11.35 iterations per starting point, while the a-test takes only about 5.85 iterations to find the 
solutions. The fourth column gives the number of cases where two solutions were found using the 
a-test. For example, for the third case study the a-test finds two solutions for 689,457 starting 
points and only one solution for the remaining 310,543 starting points. Obviously for more than 
two thirds of the starting points, two solutions are found. The conclusion is that by making 
minor modifications to a conventional Newton computer program, we have the opportunity to 
find multiple solutions in place of a single solution, with a very low additional cost. Note that 
each iteration of the proposed algorithm involves a Newton step, plus an additional division of 
two vectors which is of the order O(n). This is negligible compared to the computational work 
of a Newton step which involves calculating Q(z) and Q'(x) and solving an n x n linear system, 
which is of the order O(n3). 
In the sequel, we will show that the a-test can produce useful results for a large-scale system 
modeled by a quadratic operator equation. 
4. ELECTRIC  POWER SYSTEMS 
Some important physical problems can be modeled by quadratic operator equations. For 
example the power flow equations which describe the balance of power in an electrical power 
system are in the form of a quadratic equation on 7~ n. For such a system B will represent the 
transmission system, x is the vector of unknown bus (node) voltages and y is the given vector of 
net generation at the buses [5]. Since both the bus generations and the bus voltages are complex 
numbers, there are 2n real variables and 2n equations for an n-bus power system. 
Table 1. The ~-test vs. conventional Newton for different mesh sizes. 
Number of 
Points 
10, 000 
250, 000 
1,000, 000 
Total Number of Iterations 
Newton I a-Test 
81,611 53,631 
2,597,392 1,418,360 
11,350,281 5,854,849 
Number of Double 
Solutions 
7, 738 
200, 624 
689, 457 
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In the normal operation of a power system, the possible solutions to the power flow equations 
are not close to each other. One of the solutions represents the nominal, acceptable operational 
voltages for the system and the remaining solutions represent unacceptable operational voltages. 
However, as the loading on the transmission lines is increased, some of these undesirable solutions 
approach the operational solution. The distance between the closest solution and the operational 
solution has been identified as a measure of proximity to system collapse [6-9]. 
Unfortunately, the problem of finding the other solutions has not been solved satisfactorily 
[10-13]. In a recent paper by Iba, d aL [14] a technique based on adjusting the size of the Newton 
step is proposed. The technique is shown to be an effective way of finding two close real solutions. 
However, the important cases of multiple real solutions and a pair of complex conjugate solutions 
are not addressed in Iba's work. 
As an alternative to the existing techniques, we applied the a-test to some benchmark power 
systems. For all the cases with close solutions, the modified Newton algorithm was able to find 
both solutions. As an example consider the 57-bus system of Wallach [15]. The system has two 
very close solutions. After 9 iterations, two solutions are found by the a-test. The solutions are 
given in Table 2. For each solution, e and f are, respectively, the real and the reactive parts of 
the bus voltages. In power flow studies, the voltage at one bus is fixed as a reference voltage and 
will not be treated as a variable. In our example the voltage at bus 1 is fixed at V -- 1 + j0, 
where j = VtL-T. As a result the voltage at bus 1 is not reported in the table. Both solutions 
satisfy the power flow equations. However, V1 gives less transmission losses and as a result is a 
more economical operating solution than V2. Similar results are obtained for other test systems. 
Table 2. The solutions V1 and V2 for the 57-bus system. 
Bus 
2 1.0098 --.0198 
3 0.9801 --.0979 
4 0.9120 --.0895 
5 0.9458 --.1332 
6 0,9689 --.1473 
7 0.9586 --.1248 
8 1.0019 --.0791 
9 0.9577 --.1627 
10 0.9524 --.1976 
11 0.9422 --.1687 
12 0.9977 --,1866 
13 0.9516 --.1627 
14 0.9394 --.1510 
15 0.9659 --.1179 
16 1.0010 --.1576 
17 1.0150 --.0901 
18 0.4973 --.1059 
19 0.5687 --.1776 
20 0.6397 --.2078 
21 0.7726 --.1658 
22 0.7966 --.1721 
23 0.7894 - .1668 
24 0.6897 --.0660 
25 0.2968 - .0411 
26 0.7108 - .0649 
27 0,8280 - .1325 
28 0.8809 - .1489 
29 0.9180 --.1595 
v, ½ 
e f e f 
1.0099 --.0199 
0.9802 --.0986 
0.9120 --.0902 
0.9457 --.1342 
0.9688 --,1483 
0.9581 --.1258 
1.0019 --,0802 
0.9573 --.1637 
0,9518 --.1986 
0.9414 --.1694 
0.9976 --.1876 
0.9508 --.1634 
0.9384 --.1516 
0.9653 --.1185 
1.0009 --.1583 
1.0151 --.0904 
0.4967 --.1064 
0.5668 --.1778 
0.6369 --.2077 
0.7687 --.1660 
0.7926 --.1722 
0.7852 --.1668 
0.6835 --.0647 
0.2619 --.0394 
0.7051 --.0636 
0.8251 - .1327 
0.8791 - .1497 
0.9168 - .1606 
Bus 
30 0.3311 --.0110 
31 0.2983 --.1049 
32 0.4300 --.2150 
33 0.4253 --.2141 
34 0.7055 --.1617 
35 0.7308 --.1723 
36 0.7547 --.1804 
37 0.7711 - .1835 
38 0.8167 --.1840 
39 0.7701 --.1848 
40 0.7546 --.1830 
41 0.8614 --.2358 
42 0.8026 --.2378 
43 0.9187 --.1889 
44 0.8459 --.1800 
45 0.9223 --.1582 
46 0.8997 --.1817 
47 0.8533 --.1977 
48 0.8433 --.1943 
49 0.8610 - .2084 
50 0.8622 - .2199 
51 0.9298 - .2197 
52 0.8796 --.1843 
53 0.8664 --.1953 
54 0.8976 --.1924 
55 0.9399 --.1840 
56 0.7836 --.2316 
57 0.7655 --.2334 
v1 v2 
e f e f 
0.2935 --.0001 
0.2450 --.0974 
0.3908 - .2148 
0.3858 --.2137 
0.6934 --.1581 
0.7212 --.1699 
0.7468 --,1789 
0.7644 --.1827 
0.8128 - .1843 
0.7635 --.1840 
0.7468 --.1817 
0.8588 - .2367 
0.7990 - .2380 
0.9174 - .1897 
0.8427 - .1804 
0.9206 - .1590 
0.8978 - .1826 
0,8505 - .1984 
0.8402 - .1949 
0.8585 - .2092 
0.8602 - .2208 
0.9290 - .2208 
0.8785 - .1853 
0.8654 - .1963 
0.8969 - .1935 
0,9393 - .1850 
0.7793 - .2312 
0.7607 --.2327 
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By comparison, the conventional Newton method only finds the first solution, V1. The method 
of Iba is also capable of finding both solutions for this particular case. However, when the loads 
on some buses of the system are increased, the two real solutions disappear. In this case, both 
the conventional Newton and the method of Iba are unable to detect he infeasibility of the 
problem. They continue to futilely search for a solution and eventually stop when they reach 
their maximum prescribed number of iterations. This can be very costly, since this maximum 
number can be many times larger than the usual number of iterations for feasible cases. Also, the 
failure of the two methods i not sufficient proof of the lack of a solution. It might simply represent 
a case of slow convergence. For all the test systems that we studied, including electric power 
systems of 11, 13, 39, 41, 43 and 57 buses, the a-test successfully detected the case of complex 
solutions in an average of about 8 iterations. More importantly, the evidence is conclusive, that 
is if the common value of the components ofa is greater than 0.5 in magnitude, the solutions are 
complex, and hence they do not represent any physical solutions to the power flow equations. 
5. CONCLUSION AND FUTURE RESEARCH 
In this paper, we showed that quadratic operator equations have special properties that can 
be used to develop new analytical and numerical techniques. In particular, we introduced a new 
method, the a-test, which was shown to be a useful tool for problems with non-unique solutions. 
We also showed that the technique can be applied to large-scale physical systems with quadratic 
models. 
The a-test, like many other techniques, has its own limitations. When a case of complex 
solutions is identified by the a-test, it only implies that the method of Newton cannot find a real 
solution from the given initial guess. This, however, does not mean that there exists no other 
real solutions. We might be able to find solutions by changing the initial guess. In this respect 
the a-test in the present form cannot help us in selecting a better initial guess. 
The other major shortcoming of the algorithm is that we have not proved the convergence 
to an invariant manifold. The extensive study of practical small and medium size electric power 
systems uggest that the degree of attraction to an invariant manifold is somehow related to the 
distance between the two solutions on that manifold. The closer the solutions, the more rapid the 
convergence tothe line. If two close solutions happen to be close to the initial guess, the iteration 
converges to the line passing through these particular solutions before it reaches a solution. This 
holds for both a pair of real and a pair of complex conjugate solutions. The practical implication 
is that for systems with two neighboring real or complex solutions, the iteration usually converges 
to the invariant manifold. On the other hand, for systems with distant solutions, the invariant 
manifolds do not present strong attractive forces and as a result the iteration converges to one 
solution before it converges to any particular invariant manifold. The results of Table 3. show 
that for that particular system, about 30% of the initial guesses converge to a solution before the 
a-test becomes effective. 
From a practical point of view this has little importance. First, for many physical systems 
the solution is expected to be in a particular subset of the space. As a result the initial guess is 
usually close to the operational solution. If the system is well-conditioned, in the sense that there 
is no neighboring unacceptable solution, the method of Newton finds the solution and there is 
no need for further analysis. On the other hand, if the system is ill-conditioned, either because 
there is an unacceptable solution in a small neighborhood of the operational solution or because 
the real solutions have transformed to a complex pair, the a-test finds both the real and complex 
solutions. 
Future research in this area will include stablishing more analytical results for the convergence 
of the Newton iteration to an invariant line. We will also try to use our understanding of the 
behavior of the Newton iteration to establish new techniques for possibly finding all solutions to 
a given problem. 
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