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INTRODUCCION
Résulta évidente a partir del desarrollo de la moderna Fisica Ma 
tematica que el bloque central de problemas que ha tenido y tiene 
planteados apuntan hacia un objetivo final: la resolucion de ecuacio­
nes o sistemas de ecuaciones diferenciales (ordinarias o en derivadas 
parciales),
Ahora bien, dada la envergadura de este problema desde el punto 
de vista de la matemâtica pura, se hace muy difîcil cuando no imposi- 
ble resolver en detalle una ecuaciôn dada, Hay que distinguir no obs­
tante en este punto dos situaciones completamente distintas tanto por 
los tratamientos técnicos exigidos en cada caso como por el papel que 
han jugado en el desarrollo de los modelos maternât!cos en Fîsica. Nos 
referimos de una parte a las ecuaciones lineales y por otra a aque- 
llos fenômenos fîsicos que vienen descritos por ecuaciones nb linea­
les.
No es fâcil justificar mediante argumentes intrînsecos el lugar 
privilegiado de las ecuaciones lineales dentro de los modèles fîsi­
cos. En ciertos casos como la Fîsica Cuântica puede argumentarse a 
posteriori alegando que las predicciones basadas en ecuaciones cuyas 
soluciones obedecen principios de superposiciôn lineales dan resulta- 
dos en buen acuerdo con la experiencia.
Pero claro estâ, esto ni es cierto en general en los diverses 
campes de la Fîsica, ni descarta la posibilidad de que incluso los mo
Vdetos lineales que funcionan bien sean tan solo una buena aproxiima- 
ci6n a una realidad no lineal.
Mas aun. La incorporaciôn a la metodologîa matemâtica de disci­
plinas como la Biologîa, Bioquimica, etc. no hace sino aportar nuevo 
apoyo a la creencia de que los procesos de la naturaleza estcn des­
critos mediante modelos no lineales.
En cualquier caso, un simple argumento de genericidad ratifies 
esta sospecha si bien pudiera ser la Fîsica una disciplina "singu­
lar" en este aspecto.
En los ûltimos anos se asiste de hecho dentro de la Fîsica Mate^ 
mâtica a un crecimiento espectacular del interés por analizar algu- 
nas ecuaciones no lineales en relacion con campos diverses como la 
hidrodinâmica, teorîa de campos, transparencia autoinducida, fîsica 
del plasma, etc.
Ciertamente se estâ muy lejos de una teorîa general de las ecua 
ciones no lineales. Esto no puede sorprendernos puesto que tras ma­
chos anos de intenses esfuerzos acerca de las ecuaciones de tipo li­
neal, estas carecen todavîa de un tratamiento exhaustive.
Cabe esperar incluso, como senala Ames, que no siendo las ecua­
ciones lineales en su conjunte sino la familia asociada a un tipo 
concrete de no linealidad, la amplitud y dificultad de los problemas 
implicados en una teorîa general de procesos no lineales deberâ espe 
rar largo tiempo.
VI
. Ante la impotencia para obtener la soluciôn general de una ecua 
ciôn dada aun en el caso de ser lineal, se ha recurrido principalmen 
te a dos tipos de métodos radicalmente distintos.
Por un lado, el anâlisis numêrico permite aproximar soluciones 
o realizar experimentos numéricos para investigar el comportamiento 
de ciertos datos iniciales al evolucionar bajo la ecuaciôn. De otra 
parts, estân los métodos arialîticos que permiten obtener informaciôn 
parcial sobre families especiales de soluciones o bien sobre aspec- 
tos cualitativos de la propia ecuaciôn. Uno de estos métodos conoci- 
do como método de invariancia o similaridad, cuyos orîgenes se remon 
tan cuando menos a la Geometrîa Diferencial del siglo pasado y con- 
cretamente a las aportaciones de S. Lie, estân siendo objeto muy re- 
cientemente de un relanzamiento espectacular.
Este interés renovado ha sido provocado por las sorprendentes 
propiedades que parecen ser comunes a varias ecuaciones en derivadas 
parciales no lineales propuestas como modelos aproximados en una gran 
variedad de problemas.
Aunque estos métodos de invariancia en su forma mâs elemental 
fueron ya aplicados con éxito por Lie y otros a las ecuaciones ordi­
narias, y desde otro punto de vista estân en la base del anâlisis d^ 
mensional, a la hora de aplicarlo a las ecuaciones en derivadas par 
ciales no lineales ha quedado patente la necesidad de generalizar la 
idea subyacente.
Hasta que fueron descubiertas las extranas propiedades de la 
ecuaciôn de Korteweg-de Vries (KdV) el papel de los grupos de Lie
vil
frente a ]as ecuaciones de la Fîsica Matemâtica se reducîa bâsicamen- 
te a imponer restricciones a priori sobre el tipo de ecuaciones admi- 
sibles y a constituir via el teorema de Noether el soporte teôrico de 
la conservacion de magnitudes fîsicas relevantes como la energîa, el 
momento, etc. . Tal es el caso de las ecuaciones de Klein-Gordon y 
rac, cuyo grupo de invariancia a priori es el grupo de Lorentz. De he^  
cho no iba mâs allâ el interés por las leyes de conservacion adiciona 
les que una ecuaciôn pudiese admitir.
No nos puede sorprender que hasta hace bien po.co (Arnold 1976) 
no se hayan estipulado claramente las hipôtesis implicites en la for- 
mulaciôn de la Mecânica Newtoniana y el papel central del grupo de Ga 
lilei en la forma de las ecuaciones del movimiento.
Sin embargo, a raiz de la apariciôn de los solitones en KdV, 
Sine-Gordon, Schrodinger no lineal, etc. ha ido tomando cuerpo la 
idea de que hay una serie de propiedades aparentemente simultâneas 
que caracterizan el peculiar comportamiento de dichas ecuaciones, a 
saber:
1. Existencia de solitones
2. Transformaciones de Backlund (dependientes de un parâmetro 
libre)
3. Scattering Inverso
4. Infinitas leyes de conservaciôn.
Los grupos de invariancia de Lie junto con el teorema de Noether no
dan*cuenta de esas infinitas leyes de conservacion. Surge entonces 
la cueStion de saber hasta que punto son las leyes de conservacion 
de una ecuaciôn prefijada consecuencia de invariancias (en un senti­
do u otro) de dicha ecuaciôn, Fue en un intento de dar respuesta a 
esta pregunta cuando Anderson, Kumei y VJulfman introdujeron la no- 
ciôn generalizada de transformaciones de Lie-Ba^cklund (denominacion 
incorrecta pero que sigue vigente).
Efectivamente, ya en 1977 Kumei comprobo que este nuevo tipo de 
invariancias daban lugar a las sucesivas leyes de conservaciôn conte 
nidas en la serie propuesta por Kruskal, Gardner, Miura y otros y 
clarificô parcialmente la interrelaciôn entre densidades conservadas 
y grupos de invariancia.
Aparté de estas aportaciones citadas, poco mâs se sabîa hasta 
ese momento en relaciôn con las propiedades de invariancia y conser­
vaciôn de las ecuaciones en derivadas parciales.
En el primer capîtulo de la présente memoria se recoge una bre­
ve introducciôn a los métodos de invariancia tanto en el sentido clâ- 
sico de Lie como en el de Lie-Backlund, poniendo cierto énfasis en la 
construcciôn de soluciones de similaridad en el método clâsico de 
Lie, discutiéndose asimismo la posible utilidad de las transformacio 
nés de Lie-Bâcklund a este respecte.
En el segundo capîtulo, de caracter esencialmente técnico, in- 
troducimos los operadores variacionales que generalizan de forma na­
tural al operador de Euler-Lagrange (gradiente Frechet).
ax
Al objeto de disponer de relaciones algebrâicas simples que fac^ 
liten el posterior manejo de las expresiones en las que intervienen 
estos nuevos operadores, desarrollamos algunas identidades que seran 
de utilidad en los problemas abordados en las siguientes secciones.
Uemos de hacer notar que en el estudio de los problemas variacio 
hales tal como se exponen en cualquier texto standard no aparecen re- 
cogidas este tipo de derivadas variacionales generalizadas.
Aparte de que encuentran una sobrada justificacion en el anâli­
sis desarrollado en el siguiente capatulo, no es difîcil comprender
que son estos operadores quienes generalizan de forma "natural" el 
6operador usual ^  , sin mâs que expresar su acciôn dentro del âlgebra 
simbolica de Gel'fand-Dikii [ZS].
El capîtulo 111 persigue un proposito bien definido: probar que 
las densidades conservadas vienen caracterizadas por ecuaciones (de 
tipo funcional) de una forma anâloga a las que caracterizan los gene- 
radores de invariancia Lie-Backlund de las ecuaciones en derivadas 
parciales.
Una vez sentado este principle observamos que esencialmente las 
unicas ecuaciones en derivadas parciales en las que ambos tipos de 
condiciones coinciden, esto es las condiciones para ser un generador 
de invariancia y ser una densidad conservada una funciôn dada, son 
las ecuaciones lagrangianas. Puesto que son estas ecuaciones las ele 
gidas por la Fîsica en su descripcion de la Naturaleza, las simetrîa 
y las leyes de conservaciôn deben desempenar ambas un papel con un
prof undo significado en la estructura de las soluciones de estas ecua 
ciones.
Algunas realizaciones concretas de la teoria desarrollada en 
los capitules précédantes se plasman en el capîtulo IV bajo la nueva 
visiSn de conjunto que nos proporciona el manejar simultaneamente los 
tres pilares perfilados con anterioridad: invariancias, leyes de con 
servaciôn y las réglas del câlculo formal de variaciones.
En primer lugar damos dos ejemplos en los que puede verse el me 
todo general a seguir para encontrar las simetrlas- y las leyes de 
conservacion. Pasamos a discutir algunos problemas de caracter tecn^ 
CO en relaciôn con ambos tipos de funciones para finalizar analizan- 
do algunas propiedades générales de las densidades conservadas a la 
ley.de las propiedades de invariancia.
En muchos casos nuestros logros, asî lo creemos, se encuentran 
mâs en el método esbozado que en el resultado mismo. Esa es la razôn 
de haber elegido a veces casos particularmente sencillos para con- 
traslar la potencia de las tecnicas utilizadas.
I. GRUFOSDE LIE - BACKLUND 
• 1. Grùpos de Lie sobre ecuaciones en derivadhs parciales
Considérâmes funciones reales u(x) definidas en puntos X 
del espacio R*^ . Tales funciones las supondremos diferenciables con 
continuidad hasta el orden que sea necesario en cada caso y en gene 
ral que satisfacen todos los requisitos de regularidad exigidos mâs 
adelante. Como se vera nuestros problemas serân de un tipo mâs bien 
algebrâico que analitico.
Introducimos la siguiente notacion para sus derivadas:
Salvo mencion exprèsa en contrario, existirâ suma sobre indices
repetidos.
Una ecuaciôn en derivadas parciales de orden m es una relaciôn del 
tipo:
A  [X, At] = g (1)
dondefl es una funciôn de las variables independientes x, de la de 
pendientes u(x) y de sus derivadas u.^  cx) hasta un orden m, es de 
cir |eC\ ^ w, .En general un paréntesis cuadrado denotarâ depen- 
dencia en u y sus derivadas [x,u] = (x^... x^j ).
Las soluciones de la ecuaciôn (1) son aquellas funciones u(x) 
para la que (1) se satisface identicamente.
Desde el punto de vista geométrico, las soluciones u=u(x) 
pueden ser tratadas junto a x como los puntos (x, u(x)) de una
variedad dentro del espacio
Sobre el espacio R^*^ tiene sentido la accion de un grupo de
Lie uniparamétrico G que asocie a (x, u(x)) el punto (x , u' (x')).
jc x '  =  x ' (  X ,
(2)
u  At'= u'CX, At,- O')
donde a es un parâmetro real que describe los elementos de G.
Los elementos g(a)C 6r transforman una variedad como la 
considerada mâs arriba en otra M^, con puntos (x', u' (x')), de 
acuerdo con las formulas (2).
La aplicaciôn
— > At' =■ At'c xV ^3)
inducida por (2) pasa de las funciones u(x) sobre r” a las u'(x').
En el présente contexte cobran sentido las dos definiciones
siguientes:
Def. 1.- "G es un grupo admisible para la ecuaciôn (1) si toda so-
luciên es transformada por (3) en otra soluciôn".
Desgraciadamente conocemos las ecuaciones, pero no es lo mâs 
frecuente conocer tambien sus soluciones. Si la teorîa de los Gru­
pos de Lie puede esclarecer en algo los problemas asociados a una 
ecuaciôn en derivadas parciales como (1), debemos relacionar'ante 
todo el grupo con la ecuaciôn mâs bien que con las soluciones de 
esta.
A tal fin sea R^ el espacio de puntos = **''
Dado un grupo de Lie uniparamétrico actuando en R^*^ podemos ex­
tender su acciôn al espacio R^ de manera que lee variable s se 
transformer como las derivadas de tipo << de u(x). Esto es,para cual
quifr funciôn u=u(x) los puntos s C x , ■u£x7, se convier
ten en los /«'<*') si’x', «V»’), bajo la acciôn extendida de G, sien- 
•— —— —---- (x'J. Denotaremos por (r ** el grupo de estas
ciones sot
La funciôn de la ecuaciôn (1) es una funciôn de
Nfinida sobre R .
Sea >^(^) la variedad ■ { /v ; = en R^.
transforma bre R^.
Def. 2.- DadO'Un grupo de Lie uniparamétrico G sobre R^*^ diremos
q ue G es un grupo de invariancia para la ecuaciôn il) Q, Cx,*tl o 
si es invariante bajo la acciôn de G’’** sobre R^. Es de­
cir, si (l(fi-) - O implica para todas las transformaciones
de
La definiciôn 2 satisface la necesidad mencionada antes, ca- 
racterizando un grupo por propiedades"medibles" en la propia ecua­
ciôn. Evidentemente todo grupo admisible es de invariancia.
Una aplicaciôn importante de los grupos de invariancia consiste en un 
método para encontrar soluciones de la ecuaciôn (1) mediante la re 
ducciôn del numéro de variables independientes, lo que se conoce co 
mo Método de Similaridad C4] , aplicable siempre que el grupo de 
invariancia sea admisible, cosa que ocurre bajo condiciones de re­
gularidad en la ecuaciôn no muy estrictas.
Consideremos entonces la acciôn infinitesimal del grupo G 
sobre los puntos x y las funciones u(x), hasta el primer orden en 
la ley de transformaciôn (2) résulta ser
c X; + A  (A.citA>) t Ofa-y
At'(H') =  A t W  + Af^(X, A<(«A^ +0c*') (4)
Dad# una funcion F=F(x,u) definida sobre tendremos
oo ^
f(«,AAt«)) =7 ^  Ok ^^^’‘•■^ **.^ (5)
donde X es el generador infinitesimal del grupo G
X  = + <2 (*,<*«
Este operador diferencial de primer orden se obtiene conside 
rando la acciôn infinitesimal de G sobre una funciôn f  ( x,
fi»', = f^l*,Ul*}) + A —
«A4, 'a-o
= f-(x, At(«i ) + «V ^ 4 - " 2 f  fx.««>; + Ofa*)
Hasta el primer orden en a, tendremos tambien para G"* las fôrmu- 
las
X; +- ^Oca't
= 4*<xj t <»• •dfx.Kfx») + Of®-*?
* ( 6 )
At\(fx') = + d-tJ^ CX, <*/*), tOf®V t
Las funciones definidas sobre RN se calculer, facilmen-
te a partir de la fôrmula (4) (por ejemplo [4]) y se expresan como 
polinomios en las cuyos coeficientes dependen linealmente en las
('*• I y y sus derivadas y resultan ser y^  = D*
El generador infinitesimal de 6 se escribe entonces
(7)
Def» 3.- Si G es un grupo de invariancia para la ecuaciôn (1), dire 
mos que es un generador de invariancia para esta ecuaciôn.
Prop<tsicion 1. - g£ f", tt, wx ) m  es unâ funciôn diferenciable
y su matriz Jacobiana ^es no singular sobre 4i(ü), en­
tonces G es un grupo de invariancia para la ecuaciôn (1) si y solo 
si se anula sobre es decir
(8)
Demostraciôn.-
Con las hipôtesis hechas sobre la funciôn Cl , Al(û) résulta 
ser [3] una subvariedad regular de que permanece invariante ba
jo la acciôn de G®^^ si y solo si X^*^ es un campo vectorial tangen 
te en AfCûJ , es decir si y solo si - r para todo f*-t
La proposiciôn 1 nos proporciona el método de câlculo para 
determiner los grupos de invariancia de la ecuaciôn *^2. Cx,*i3 o . 
En efecto, el problema se reduce a resolver (8)
(9)
para las n+1 funciones incôgnitas ^  , y teniendo en cuenta Æc», u]-P 
En la prâctica (9) résulta ser un sistema sobredeterminado y sus 
soluciones varian mucho con el tipo de ecuaciôn fi. pudiendo depender 
de funciones "arbitrarias" de x y de u (caso de las ecuaciones li­
neales y cuasi-lineales) o bien tan solo de unos cuantos paramétrés 
(como en general ocurre en las ecuaciones fi no lineales) e incluso 
tener solo la soluciôn trivial
• 2 Método de Similaridad
Def. 4 Dado un grupo de invariancia G para la ecuaciôn (1) dire­
mos que u(x) es una soluciôn de similaridad de (1) bajo G, si es 
invariante bajo G.
Es decir JufC*') c (10)
Infinitesimalmente la fôrmula (10) se escribe
fX.AA) ^  ^ 7(X.<t) (11)
para , -y dados. La ecuaciôn (11) as una ecuaciôn cuasi-lineal
en derivadas parciales para u(x). La teorîa de taies ecuaciones 
cuasi-lineales es compléta C en cuanto al câlculo de la solu­
ciôn mas general que viene dada por una relaciôn funcional del ti
^ V3 I ••• . V;. j =  O (12)
donde ^  es una funciôn arbitraria de las n intégrales primeras VJ* " 
= de la ecuaciôn (11). El método a seguir para resolver
(11) es el siguiente.
1. Se le asocia la ecuaciôn homogénea
^  Sfd 
d*i • * A*
donde y  f x», , ; aa c*)_J-Odefine una soluci&i u(x) de (11)
en forma implicite.
2. Se buscan n intégrales primeras
K  ix, Ai) ,
3. Por fin se toma
y t x , =  $  ( y . - , w ;  
y se despeja en (12) la letra u.
7Sin"embargo, las soluciones de ( 11) aun no son soluciones de la ecua- 
cion original (1) puesto que el grupo caracterizado por las f*, y no 
détermina ni con mucho una unica ecuaciôn C<, que lo tenga por
grupo de invariancia (por ejemplo, las ecuaciones de la forma 
que no dependen explicitamente de las coordenadas x^ son todas inva 
riantes bajo los grupos de translaciones  ^*i'(x') = tUxjque
tienen por generadores ) . A  partir de (12) se obtie
né una forma funcional para u en funciôn de las invariantes 6 inté­
grales primeras Al exigir que u sea soluciôn de (1) se obtiene 
una nueva ecuaciôn diferencial en derivadas parciales para uno de 
16s invariantes, el^digamos, en funciôn de los restantes y, , KLi 
habiendose reducido en uno el numéro de variables, de las n varia­
bles X hemos pasado a las nuevas variables y , .. • , ■
Si la ecuaciôn de partida contenîa dos variables independien­
tes sôlojse logra reducir a una ecuaciôn ordinaria, con lo que se 
cambia radicalmente el tipo de problema.
HacemOs notar que nos hemos restringido al marco de una sola 
ecuaciôn y una variable dependiente u(x), y que la extensiôn del 
método al caso de un sistema de ecuaciones en derivadas parciales 
sigue la linea establecida anteriormente si bien aumentar las di- 
ficultades en los câlculos prâcticos.
Como ilustraciôn de la teoria desarrollada brevemente hasta 
aqui mostraremos las soluciones de similaridad de dos ecuaciones 
a las que nos referiremos con frecuencia en lo que sigue: la ecua­
ciôn de calor y la ecuaciôn de Korteweg de Vries
Sea»la ecuaciôn
(13)
que jîescribe la evoluciôn de un campo têrmico u(x,t) en una dimen- 
siôn espacial x ("ecuaciôn de calor"} . Si hacemos Q. = y llama
mos ahora las funciones f (»r 4, « 1 ,-tCx.i, «),
definen un grupo de invariancia para (13) si se satisface (9) es de­
cir
(19)
bajo para cualquier soluciôn u(x,t) de (13).
Las soluciones de (19) resultan ser las siguientes funciones: 
f =  y- X é X + d* t + E.
t = + (3^  + «
ZI A4 [ (- K/l j (xVl +  i^) -(rf’/t) X 4- >  J 
cCn f,? constantes. Las fôrmulas (15) defipen el grupo de -
invariancia de la ecuaciôn del calor (13). Identificamos con faci- 
1 idad los siguientes subgrupos: f-traslaciones en x,X-traslaciones 
en t, p - dilataciones de las coordenadas x y t, A -dilataciones en
u. Cada uno de losæis subgrupos de (15) puede usarse para buscar so. 
lueiones de similaridad dé la ecuaciôn (13). En particular es posi­
ble obtener la solucipn fundamental de (13) que es la determinada por 
la condiciôn inicial.
U ( *  , o f =S ^ ( n )
resultando [4 1 ^
Il uso de condicines de contorno viene impuesto aqui por el ti­
po de soluciôn buscdda, pero no es caracteristico del método.
Vn procedimien4o anâlogo aplicado a la ecuaciôn de Korteweg de
Vries (KdV).
4- .tt AA.y 4" — O (16)
nos conduce al grupo de 4 paramètres
f = ^  X t  y  ( 4- if
t  =  oi t 4- ^
y = — A4. 4- y
el subgrupo de (17) «^ = y  = O da la soluciôn
4A(x, 6) =  3c (*-c t) j , c =
(17)
(10)
que recibe el nombre de solitônfsj.
Otra familia de soluciones asociada al subgrupo de (IV) a=0 esta 
caracterizada por la ecuaciôn de PainlevéC 5,
En realidad las soluciones de similaridad "Tipo Lie" de una 
ecuaciôn en derivadas parciales constituyen una subfamilia, por lo 
general no muy numerosa, del conjunto de las soluciones de la ecua 
ciôn aunque tambien es cierto que es el ûnico método aplicable de 
un modo sistematico para encontrar soluciones. Una versiôn simpli- 
ficada es el anâlisis dimensional que présentâmes en el apêndice.
3. Transformaciones de Lie- Backlund
Las transformaciones tratadas hasta ahora se reducen a una apli­
caciôn directe de la teorîa de los grupos de Lie a las ecuaciones 
en derivadas parciales. Dentro de este orden de ideas, se han conse- 
guido muy recientemente extensiones en modo alguno triviales de 
la teoria, los grupos de Lie-Backlund [ 8,9j . Lo que a nuestro
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juicio constituye la razôn esencial de tal prolongaciôn se reduce 
simplemente a tratar en pie de igualdad la conexiôn entre intégrales 
primerasy gruposde siAetria que aparece en la Mecânica Clâsica[i6] 
con IcB ecuaciônes eA drivadas parciales, en particular las no linea­
les. Este esquema se verâ completado en los capîtulos que siguen.
Sea pues, sin pérdida de general!dad una funciôn real o comply 
ja u con N componentes aa-'*'f * A'} que dependen de n coordenadas
{ k = >*!') . Como en el ÿ 1
AA-^  (y; -   ---- — —  , l^l a <X.,+ + «:«.
Si m es un entero no negativo, definimos el espacio E^ como el conjun 
to de puntos » |«c).ÿ-iTi, y E  =■ U. por ^5»
«JO
denotaremos el conjunto de funciones f  =■ ffx,,jdefinidas en E^ (pa­
ra abreviar pondremos a- ueces Ffx,ul) y de clase C localmente en 
todos sus argumentes. Hacemos entonces 9^ — \J "Xm, . Sea CL
«JO
el operador de derivaciôn total respecto a la variable x^; actuando
sobre ^ es
(19)
donde se suma sobre los indices repetidos. Escribiremos
D"
En lo que sigue un sistema de ecuaciones en derivadas parciales se 
considerarâ constituido por N funciones Q.'^  ^^  igualadas a cero
, a,= a,....a' (20)
Lo que llamaremos sistema extendido, se obtiene del (20) consideran- 
do las corsecuencias diferenciales de estas ecuaciones.
11
At] = 0 , K|?yO , * =  4, (21)
s i  Cl 6 las soluciones de (21) determinan una variedad M.(Cl) 
en el espacio euclideo E de un modo anâlogo al ya indicado en el <J 1.
Los grupos de transformaciones de Lie-Backlund C s] no son otra 
cosa que grupos de transformaciones de Lie sobre
Sea G un grupo de Lie sobre la variedad , definido por las
ecuaciones
^ k ~ ^ le C ^ 4 !*■■* / # 44, i 04}
(22)
—  XA f I *, * t X » v  f aA, A A , ^ ,
siendo a el parâmetro del grupo.
Definiciôn S. G es un grupo de invariancia Lie-Backlund para el sis­
tema (21) si
î)'^  Q, [ x \  A l ' ( x ')  ]  I ss O f A) s X ,. . . ,
Es decir, las variables transformadas satisfacen las mismas ecua 
ciones que las originales. 0 bien permanece invariante bajo (22).
La acciôn infinitesimal de G viene caracterizada por n + N funcio
nés ^  Cx, AAj , y'^cv, aa 3 £ , (k = 1,.. ,n; r = l,..,N) taies que en
primer orden de a la transformaciôn (22) es
''k = K k  + OV CX.AA.] 4. 0 ( ( K ^ )
(23)
(*') = +  O/ y '«t %,*] + 0  (X*-)
En contraste con la teorîa estricta de los grupos de Lie, las fun­
ciones f*, dependen ahora tanto de las u*^  como de sus derivadas
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El generador infinitesimal de G es el operador diferencial lineal de primer 
orden X  =  ^ ^  A
siendo las funciones de la forma
T* = ^  ^ K D+ <  (24)
de modo que
u,'^  (x'I = ^ 2 " )  + O f a V
para e} primer orden en a, con lo que las derivadas u% se trans- 
forman de manera coherente con la ley definida por las expresiones 
que fijuran en (23),n6tese oue
I , =
kl =0
Proposicion 2.- Si definimos C = 7 ^ ” en têrminos de las nu£
vas funciones el generador infinitesimal de G es el operador
Dem.- Basta observar la identidad
' f - U  -z; = >t .t : 1U< r. «:/
De un modo anâlogo a como se procediô en la proposicion 1 se ve 
que la definicipn 5 tiene como consecuencia la
Proposiciôn 3. - G es de invariancia para el sistema =-o , o.ry,... ■ 
si y solo si
x a -  =  r. D, o r ^ ^  = 0  (25)
’ « "“ •e
donde ^  signifies que la igualdad se satisface sobre los puntos de 




El significado de las funciones C » " , q u e d a  aclarado por la 
proposici6n siguiente
PPoposicion t Bajo la ley de transformaciôn (23) del grupo G.
i t / + ' O f * V  (27)
Dem.- A partir de las formulas (23)
=r ) +tt->|*' + 0c<t*7= u*-c*') t-«.('•7* - +Ofa‘)
observando el primer orden en a. Cambiando x' por x se tiene (27).
Las funciones son por lo tanto los generadores de un grupo 
que transforma las funciones u'*' y no a las variables x^  . Dado que 
en la expresiôn (26) de la condiciôn de invariancia para un sistema 
12 = O no aparecen para nada las funciones , se puede pre^
cindir de ellas y trabajar tan solo con las f''". El procedimiento 
es del todo équivalente a utilizarf y ( pero menos engorroso.
4. - Soluciones de Similaridad y Grupos de Lie-Backlund
La caracterizaciôn dada por la definicion 4 delf2> para las so­
luciones de similaridad que se pueden formar a partir de un grupo de 
Lie es tambien aplicable a los grupos de Lie-Baklund. Si son
las funciones transformadas de las u^Vx), las u’^ (x) son una soluciôn 
de similaridad para las ecuaciones /2 Cx,u]=0 , si son invariantes
,  ( a . n  AT )
siempre que las i2*c«,uj sean ellas mismas invariantes.
* El método a aplicar para obtener estas soluciones consiste en 
anular las funciones , ya que enfonces se tendrâ X - 0 - t e *7
que sucede si =o (28)
Las ecuaciones (28) constituyen un sistema de ecuaciones dife- 
renciales para las funciones En este caso, a diferenfia de lo
que ocurrîa en los grupos de Lie puros, la solubilidad de (28) no 
se puede asegurar en principio y puede resultar un sistema tanto o 
mas complicado que el, original de las £  Recordemos que el
argumento para tener soluciones de similaridad a partir de un grupo 
de invariancia de Lie estribaba en la asociaciôn de la condicion de 
invariancia (28) con una ecuaciôn cuasi-lineal en derivadas parcia-
les para la funciôn u(»(se trataba allî por sencillez de una funciôn
u solo) que era ^
Si tenemos an cuenta que t*" = T+0+x***- las ecuaciones
(28) son formaImente las mismas que antes pero ya no son cuasi-li- 
neales y por consiguiente mucho menos sencillas cas! siempre. Ello 
es debido a que como ya se ha visto las y xj*" dependen de u y de
sus derivadas lo que en este caso complica las cosas.
Hacemos notar que alguna solucion de importancia en la ecuaciôn 
de KdV es de similaridad via L i e - B a c k l u n d • De cualquier modo 
la forma en que los grupos de Lie- Bâcklund sean aprovechables para un 
método de similaridad o algo por el estilo no parece estar aun Cla­
ra.
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*5. Grupos de invariancia para KdV y Schrodinger no lineal
Comentaremos ahora con algûn detalle el procedimiento a seguir 
para obtener los grupos basta derivadas de un orden dado de invarian 
cia Lie-Backlund de una ecuaciôn diferencial en derivadas parciales.
Para la ecuaciôn de KdV ya dimos la expresiôn (17) del §  “^ de 
su grupo de Lie con cuatro paramètres. Amp1iaremos ahora este grupo.
En la ecuaciôn de KdV (16)
nos encontramos con una sola funciôn u(x,t) y necesitamos determinar 
una ^[x,u] tal que
A4. ' ( y )  =  *x(*) +  0/ f * .
sea de invariancia, lo que équivale segûn (26) a que
0 (29)
En principio f puede depender de derivadas u,^,u^^ »"%t ' " ' "x'^^xx' ' ' ' 
pero la ecuaciôn nos dice que u^ = - (uu^ + » por lo que se pue^
den eliminar las derivadas temporales desde el principio y buscar 
(x,t,u,u^,u^^,...) dependiendo de u y sus derivadas en x solo. 
Efectuando las derivaciones indicadas en (29) obtenemos
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mînos
4  A "
4 t 4  ^  =*
(como de costumbre u, = u , u- = u ,... u = D^u). Reagrupando tir-
X X  Z X X  X
- -  -1
" &  ‘ ' ^  ' <3»
la ecuaciôn (31) debe anularse idinticamente en u y en sus der^
vadas puesto que ha de verificarse para cualquier soluciôn u de KdV,
por consiguiente las derivadas parciales de (31) -X- ,—  ^ —  , ...
àMiC
han de ser tambien idinticamente nulas.
Si nos limitâmes a orden cinco en las derivadas de u que figu- 
ran er [,lo] de modo que (x,t,u,u^,...,Ug),en la ecuaciôn ( 31 ) apa 




y del mismo modo para ,... con lo que se acaba obteniendo
}[ = C., J^/j. Uf^  *AtAAj + ^ ^  *■ «i (Mj
+ fj U., + Ca ( X _ j t f 4^ 4.MAu) + l*t) ^rC^'*V~
(32)
(33)
siendo c^,c^,Cg,c^,c^ los paramétrés del grupo. A los c^,c^,c^,Cg co 
rresponden los mismos generadores que ya se tenîan en el 4 3, lo que 
se ve mas claramente si se sustituye Uj + uu^ por -u,^  segûn la ecua­
ciôn para u. En principio, a la vista de este ejemplo, es posible te^  
ner un grupo de invariancia con tantos parâmetros como se desee sin 
mas que aumentar el orden de las derivadas de u de las que depende ^  . 
De hecho, en un caso tan tri11ado como KdV, existe una formula de re 
currencia fllj sobre los generadores que dependen solo de u y sus de 
rivadas. Si es una soluciôn de (29) basta derivadas de orden n,
es decir
(34)
es tambien soluciôn de (29). En (34) se ha de comenzar con f 
[12].
La ecuaciôn de Schrodinger no lineal con un termine cubico
A.Vf t V»« t I v-l = 0 (35)
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liege propiedades comunes con la de KdV [_s]. Aqul nos limitaremos a
dar SL grupo de invariancia. Puesto que y  es una funciôn a valores
complejos de las variables (x,t), Ç sera en general una funciôn de
I_______________________ _ _
y ,  su compleja conjugada y  y de sus derivadas. Podemos eliminar 
aquî tambien la dependencia de en VJ. , . completando (35)
con - 1 =  0 . L a  condiciôn de invariancia pa
ra (35) bajo un grupo caracterizado por ( es entonces
(36)
con î (*> ^1 V( YÀiVî/--- . Desarro 1 lando las derivadas y te- 
niendo en cuenta (35) llegamos a la ecuaciôn
^ £-1 + ï r ’- \r\^ - i, ©.Vyin*-; +
3t ax A av* ^
4 , %
"H i^y. " , 0 3  «*■ f  •
(37)
La tecrica para resolver (37) es la misma que la expuesta en el ejem 
plo anterior para KdV. Hasta quinto orden en derivadas se obtienen 
los generadores tiol
£  =  - ÿ  K  + 6- V?
L  =  * * ( v £ +  t v f W )  * * t y
• tj = /tV" 
t* = Vx
ti = \j f j I Yl^'y^
(9^ = *(y^ +V'^vi +LyfKl*'4-J ŸV|^4-%
Cj = v$ +s(ivi''y3 + vv;vi■*-tK«;vi +-vi^ K  + +
Los cinco primeros corresponden a grupos de Lie purds.
Es facil advertir cdmo aumenta de un modo desproporcionado la 
dificultad para resolver (29) 6 (36) conforme se consideran que 
dependan de derivadas de ordenes cada vez mâs altos de las solucio 
nés u(x,t) 6 y(x,t) respectivamente.
Por otra parte y a la vista de los ejemplos anteriores nos in- 
clinariamos a pensar que taies soluciones , si bien dificiles de 
calculer, existen. Como se verâ en la proxima secciôn, la posibili- 
dad de derivadas de ordenes arbitrariamente altos esta casi siempre 
excluida.
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, 6. Grupos de Lie-Backlund de dimension infinita
Nos proponemos demostrar ahora que el grupo de transformaciones 
de Lie-Backlund de invariancia para una ecuaciôn dada es en general 
finite.
6.1 KdV y su modificada
Consideraremos en primer lugar la familia de ecuaciones
+ f'Cu-) »*-tt ^ A4. —  O (38)
donde g(u) es sôlo funciôn de u, con las propiedades de regularidad 
acostumbradas. Segûn la proposiciôn 3 del ÿ  3 los generadores de in­
variancia Lie-Backlund f de (38) quedan determinados por la ecua­
ciôn
(39)
Si satisface (39), la transformaciôn infinitesimal u'(x,t) =
= u(x,t) + 11 [x,t,u] + 0( Ê^) es de invariancia para la ecuaciôn
(38), Sin përdida de generalidad omitimos la dependencia explicita 
en (x,t) de modo que todo lo que se diga sera vâlido para funciones 
de u y sus derivadas respecto a x hasta un orden N. Sobre las so­
luciones de (38) la ecuaciôn (39) pasa a ser
èj ^  D, c f t * i •*- ^ 0  "° (40)
k =o
Supuesto N suficientemente grande, como f 6 "7^ el miembro de la iz-
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quierda de (40) estâ en . Por lo tanto dado que (40) ha de anu­
larse idinticamente deducimos
~  (4oJ ^ 0 => — L  = 0
«■“a'
J-C 
=> ( - X  f (w, , AA-V-a ) (41)
g
con k = constante. Calculando ahora (40) y recordando la ex-
presion de Ç dada por (41)
■S (4t) =-o => %  -Î-L + O  =0 =>
3AA^ _/ g4A#-,
k' = constante, de manera que Ç = ku^ + k'u^^i + ^ " (UjU^ ,.. ,Uj^ _2 )
La aplicaciôn sistemâtica de este proceso nos conduce sin difi­
cultad a las ecuaciones
Ù  - 0 => %  ^  ^  4 0,)/ =>
3 /«w-i. ^
-4 J /"AZ-Z + 44.
(k" = constante)
^  0, - ! ^  =  ( V j ) [  4- ^ 4 ' f i f
con lo que llegamos a la expresiôn
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4 4 ' '  j-j + 1[ (aa, ..., u/,,t,)
e podrîa pensar que el proceso continûa indefinidamente de este mo-
o. Sin embargo, al imponer (40) = 0 nos encontramos con una
cuacion de la forma
3)
a funciôn P de la ecuaciôn (4 3) estâ dada en funciôn de g y sus de- 
ivadas. Dado que (43) ha de satisfacerse identicamente en u y deri- 
adas, segûn ( A)  ) I I  la derivada variacional respecto a u del 
iembro de la derecha de (43) ha de ser identicamente nula, ya que 
1 miembro de la izquierda es una derivada total respecto a x, Por 
onsiguiente
=> . A4.J p  4- j'(AT-0 9 V  ^  °
esarrollando la derivada variacional de acuerdo con su definiciôn 
4 ) ÿ 4.II obtenemos
' ♦  "-f i B “' (.«>
n la ecuaciôn (44) hacemos
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Jt./44) =0 =5> ^
i<u« /
de manera que las unicas funciones g(u) para las que t puede depen­
der de derivadas de u de un orden arbitrariamente alto son las que 
son polinomios a lo sumo cuadraticos en u
-  A, 4- Jb- A4. 4- C
siendo a,b,c constantes arbitrarias. Como consecuencia de (44) tam- 
biên han de ser k' = k"' = 0.
Teorema 1. Dada la ecuaciôn u^ + g(u)u^ + '^ xxx ~  ^ siendo g(u) una 
funciôn arbitraria pero suficientemente regular de u, existen gene­
radores de invariancia t(u,..«) que dependen de derivadas de un or­
den arbitrariamente alto de u si y solo si g es un polinomio de or­
den me nor o igual a dos en la variable u. Este resultado nos dice 
que las unicas ecuaciones independientes de la forma considerada ( 38) 
que poseen grupos de invariancia Lie-Backlund de dimensiôn infinita 
en el sentido de depender de derivadas de un orden arbitrariamente 
alto son
4- AA-a 4- AA-%x% —  0
A At AAA * =■ 0
AA. t 4- 4 A *  A A ^ A  AAa x % —  O
La primera de ellas es una ecuaciôn lineal y como todas las ecua 
ciones lineales y reales con coeficientes constantes tiene un nûmero 
infinite de generadores de invariancia Lie-Backlund, de hecho
AA^  , cr O f 4. ^ 2. f -
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Las*otras dos son KdV modificada y KdV, para las que se conocen expli 
citamente las expresiones de los \ , Ya' 3-0 -
6.2 La ecuaciôn de Schrodinger
Trataremos de contestar una pregunta anâloga para las ecuaciones 
del tipo
> V(. 4- 4- Vj - 0 (45)
Con otras palabras, determinar que funciones pueden anadirse
a la ecuaciôn de Schrodinger libre + V,* ■=■0 de manera que aun
tengamos un generador - ’ Vm) de invariancia para (45)
con N y M tan grandes como se quiera. El método a seguir es el mismo 
que ya hemos utilizado en ^8.1. Aunque con algunas dificultades adi 
cionales que provienen del hecho de que en (45) intervienen ahora dos 
funciones independientes y(x,t) y pKx,t).
Las ecuaciones (45) y (25) nos dicen que si ( v ; , n,, • Ÿm)
define una transformaciôn de invariancia ha de verificar
s . t  -  X (46)
que bajo (45) es
iv ^  a*#; 'i, ^ =
=  q.’-f 4.J1 ( îi-C (47)
ay ay
25
En (47) es fâcil advertir que M ha de ser ^ N-2, de modo que ponemos
un ^ C 5 ^  donde el primer indice en 5^ dénota la dependencia en 
AT, H-X.
y  y sus derivadas mientras que el segundo lo hace para las VC ÿ î - 
Sobre la ecuaciôn (47) imponemos
^  (t,n) ■=> A i "  ^ik-k) I t
ly-K-i a y
con lo que conseguimos extraer la dependencia de t, en , VV-z.
t = a/t %, 4- ( k ~ k ) ^  vv.i + l: "f - Ky,,. K ^ j J  (48)
Damos otro paso mâs y hacemos
^  => %  ^  4 C " =  4 t " V -  , K.jJ
/g ^
-  (A/,, .0 . g  + {k'-kO ^  ^
con lo que
iktxi- » 3 z f k L p ; ^  + 1'V-- - Kr-J
Tambien tendremos para
(4») =7 0 = t A' A &  4-t *"
3 ay
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Por*lo que sabemos hasta el momento 
t ~ w,,j. -h
* 7 { [ A w , r j | h ^ t A ^ j
*■ ('<"*• Y.-t /- (' 7 .. K.J,... Vi,.,;
(49)
Imponemos sobre (47),
La ecuaciôn (50) consta de dos partes, la primera no es en general 
una derivada total respecto a x y la segunda si lo es. Segûn (/)) fJ 
II; -A (5 0 ) = 0 ,, (50) = 0. A partir de estas dos condiciones,
iV SV
las funciones )<V, pj admisibles resultan ser 
g = X- ( ÿ  J
g = <y i v ( V  + -*^ y c  ( ^ ^ y  "'^— (^'^^^(51)
O' y  4- c €
la funciôn h es arbitraria as! como las constantes reales a,b,c, 6~t*^ 
A los coeficientes a y b estân asociadas las ecuaciones
A-V{. 4- v<« 4- 0/ I y  Y  = o 
* Yt + V«x 4- -«/' Y  =  o
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, La funciôn arbitraria A.(ÿ} podemos atribuirla al hecho de ha- 
ber considerado V  y V  como "variables independientes" de modo que 
représenta una ecuaciôn del tipo
4- y ,*  +• =7 0 ( 52)
sin que esto deba tomarse muy al pie de la letra. Del coeficiente c 
no sabemos decir gran cosa. Lo cierto es que si nos restringimos a 
considerar un tipo mâs particular de funciones iPJ para evitar
situaciones como la de la ecuaciôn (52) tendremos
Teorema 2. Las ecuaciones de la forma
Â Y t  +Vxx - / Y iw V  y  - o (53)
solo pueden tener grupos de invariancia Lie-Ba’cklund con generadores 
que dependan de derivadas de un orden arbitrariamente alto (sin de­
pendencia explicita en x,t) cuando V( (V|^) estâ dada por
v/( I v M  =  f  4- Jtr- lY»*' 4- c
Para ly/ sabemos que taies grupos existen. No podemos decir
lo mismo para el y( . Esta funciôn Av|vl proviens de la
^  . Ademâs la ûnica Xcy) que conduce a una es pre-




que*en nuestro caso toma la forma
H = /  f  )v/^+
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Apéndice: Anâlisis Dimensional
HabituaImente suele identificarse el método de similaridad con 
la aplicaciôn mâs restringida del grupo de dilataciones a la reduc- 
ciôn del numéro de variables en las ecuaciones en derivadas parcia­
les. Cornent aremos brevemente aqui qué tipo de relaciôn existe entre 
ambos.
El anâlisis dimensional trata con la invariancia de las ecuacio 
nés bajo los grupos de dilataciones de las unidades fundamentales en 
las variables y en las constantes fisicas. Las soluciones obtenidas 
mediante el anâlisis dimensional se denominan soluciones autosimila- 
res del primer tipo. Las soluciones asociadas con grupos de invarian 
cia no involucrados en el anâlisis dimensional se llaman soluciones 
autosimilares del segundo tipo.
En un problems fisico es comûn que aparezcan m magnitudes funda 
mentales con las dimensiones de masa, longitud, tiempo,... que pode­
mos designar por L^,1^,..L^.'Si son n cantidades que ex-
pecifican el estado del sistema y se sabe que u es una caracterîsti- 
ca de dicho sistema que depende de las se trata de en-
contrar la dependencia funcional
44/ = K ,  , (A.i)
La elecciôn de ij. viene restringida por el teorema ff" de Buckingham 
que estâ en la base del anâlisis dimensional [l ,
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Teorema fT , Bajo las hipôtesis
(i) Si Z es una magnitud medible entonces la dimension de Z es
t
una expresiôn de la forma
{Z} -
siendo oC S ,oC^el vector de dimensiones de Z.
(ii) La fôrmula (A.l) es cierta en cualquier sistema de unidades. 
(iii) u es diferenciable respecto a las ,..,W^
se siguen las siguientes afirmaciones:
a) La fôrmula (A.l) para encontrar u puede ser expresada en ter 
minos de cantidades sin dimensiones.
b) El nûmero de cantidades sin dimensiones (variables fî^ ) es 
K + l = n  + l- q donde q es el rango de la mx(n+l) matriz de dimensiones 
B formada por los exponentes de dimensiones de las n+1 cantidades u.
^1'^2 *'''^n' decir, si
( -aj =  ü, A .. = 4
la matriz B es
/  ^ 4 • - • 4  .Ml
(J. "
I ... X w m
V  a., .... <A/»n
31
c) La fôrmula (11) para u puede escribirse como
AT =  6r(ly/^ ,..., <f='(Tr,,... rù)
6- . IY/' ... lYj"-
siendo los , ...,y3«, nûmeros reales y
^  ^  ' <*2, - ,A.<‘V  t
F es una funciôn arbitraria de las variables , (7^ y ^ ,
no tienen dimensiones.
La demostraciôn del teorema puede encontrarse en £lj. Su i n d u  
siôn aquî es tan solo a tîtulo informativo, ya que puede probarse 
Cl] que si el numéro de variables que aparecen en un sistema de ecua 
ciones en derivadas parciales puede reducirse en r variables por me^  
dio del anâlisis dimensional (que transforma variables y constantes) 
entonces dicho nûmero de variables puede ser reducido en r por medio 
de la invariancia de la ecuaciôn en derivadas parciales transforman- 
do las variables solo.
No obstante, son abundantes las aplicaciones en la Fîsica del 
anâlisis dimensional como puede verse en Cl4j y Cis] . Los casos tra- 
tados en tis] van desde los clâsicôs del movimiento de fluidos hasta 
los relacionados con la Astrofîsica y los fenômenos asociados a pro- 
cesos explosivos.
El uso prâctico del método dimensional puede aclararse con el 
siguiente ejemplo sencillo fls]. El problems consiste en determinar 
el peso por unidad de tiempo Q de fluido pesante en regimen laminar
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que se vierte a través de un triângulo como aparece en la figura. El 
deslizamiento laminar queda determinado por las magnitudes
- densidad del fluido L~^
g - valor de la aceleraciôn de la gravedad, — i,
h - altura de la superficie libre del liquide sobre 
el vértice inferior del triângulo. [A] c L,
y el parâmetro sin dimensiones o< (ângulo de abertura).




tiene igualraente las dimensiones de peso por unidad de tiempo y es 
la ûnica que puede formarse con estas dimensiones, de modo que
a
siendo C{«t) una constante sin dimensiones para cada . Tendremos 
asi la ley
Cc^; p
que es la fôrmula buscada.
II. METODOS VARIACIONALES
1. Gradiente de un funcional y Câlculo de Variaciones.
Aunque hemos utilizado libremente el nombre de funciones para 
los objetos de los que se ha hecho un uso constante en el capitulo 
anterior, nos referimos a los elementos de ^  (ver pâp /f 0 ), no es
menos cierto que caen dëntro del tipo de objetos denominados funcio 
nales. Los funcionales son aplicaciones de un tipo especial: aque 
lias que tienen por dominio un cierto espacio de funciones y por 
r ecorrido un conjunto numërico. Cuando ese eonjunto de nûmeros es­
tâ bien ordenado cabe preguntarse por los extremos del funcional, 
es decir, sobre que elementos de su dominio de definicion alcanza 
sus valores mâximo 6 mînimo. Este es el problems central del Câlcu 
lo de Variaciones .
Dado un funcional W definido en su dominio D(W) cM donde M es 
u n cierto espacio lineal, bajo las condiciones de regularidad que 
sea necesario suponer para W, podemos définir un nuevo funcional 
sobre M de la manera que sigue.
Fijamos un elemento z.t/1 que se encuentre en el dominio de
W y formamos t +1^ para t/J y t un nûmero real, el funcional
Al h/(i+eql
se denomina la variacion (6 variacion primera) del funcional 
W en el punto z y se dénota mediante el sîmbolo
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La Variacion de W en z es un funcional de . Bajo ciertas restri-
oiones C ibJ fk/fr, ) es un funcional lineal de »J en general
no acotado (- D(W) . Supongamos que existe un subdominio denso
N e DlW) sobre el que fVu,q)| ^es un funcional acotado de .En tal
caso, existe un funcional acotado definido por t/f 
fTYfz.q j = , y  ^ C A/
donde (g."), f dénota la acciôn de g(z) sobre i| . Establecemos de
este nodo una correspondencia entre los elementos z.£^ y los fun­
cionales sobre M . Si M es un espacio de Hilbert este resultado cae
en el marco del de RieesTls] .
Il elemento g(z) 6 /I recibe el nombre de gradiente de W en z 
para el que usaremos la notacion 
^ ( i ) = A^iui y  (t.)
■lo dicho hasta ahora podemos resumirlo en la fôrmula
él7( I, j = -y| + J •*[)
Consideremos el 'siguiente ejemplo
Sea una funciôn $  (x,y,z) definida °n R^ y continua 
01 i A ( b- , - o" < ^
Supondremos que las derivadas parciales existen
y SOS continuas en el dominio anterior. Pedemos définir el funcio 
nal
I  [Al] S?(X, JA/Xj , u'(x)) «tx
O'
sobre el dominio
j)(jj - I IL(X) aXIx) C C  C<A, trj j  U,(a) ~  I
siendp A y B constantes dadas.
tendremos entonces, sobre las funciones ^(x): 7 y|(b) - 0
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flC'tf 1] =  T^ -| I Caa.+£ti3 - ré^ l ^
' ^  & C-0 "* t
En estas condiciones rl la;rj] es un funcional lineal de -3 . 
Integrando por partes y recordando que (a)= (b) = 0
31 («; 32 = - f- fj) 7 ^
Por lo tanto gradiente de Ifu] en el punto x es
qlCuiX CA*] zr ..9^' (  X t AJLixf. A 4 ^(X }) '—  —A. .9.^ (x> f A* ( x f j
‘ giA att'
De una manera general, sea F[x,u]C^formamos 
I (u)=J d"x F Ixjuj
Si (x; 2  (»j'‘c y ) t e n d r e m o s  como antes
’ll = / i V  L  S  y.A'h, tjtx2
dondp
T c: ^^uut^Tlu) ,■■■, fu'}J
y
W  2  A ,  t - i ) ’"* C", 4t] , a : 4,..., 4»
4 ^ 9
Esto nos lleva a définir el siguiente operador de 3^ en 9^
Definicion 1.- La derivada variacional respecto a u  de la funciôn 
F C ^  es el elemento de ^  que viene dado por la fôrmula
Recordemos que los extremales de I [u] vienen dados por las solu­
ciones de las ecuaciones de Ipler-Lagrange
■ t X , AA.] =7 O , t = 4. . . • , .
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 ^ 2. Derivadas Variacionales generalizadas
Las propiedades de linealidad de los operadores son
« S*A
Claras. Sin embargo la regia del producto para las derivadas usua 
les no es cierta aqui. Recordemos que la razon para définir 
como lo haciamos en (1) era la forma del gradiente de un funcio­
nal I Cu] =J ffx,u] d"x. Cuando el funcional I tu] es del tipo: 
lew] -  j"
donde p(x) es una funcion densidad, el operador que debemos hacer 
actuar sobre f[x,uj para obtener el gradiente fmdlcuj ya no es sim­
plemente como aparece en (1). Tal situaciôn ocurre cuando




'^n= %  (yi-*-yn>
Teniendose entoncer para fs el déterminante de la matriz Jaco- 
biana de la transformaciôn. Para decirlo con otras palabras, desea- 
mos caracterizar el operador que en un sistema de coordenadas curyi 
lineas arbitrario nos permits obtener el gradiente del funcional I{u), 
Procediendo’ como en el ^ 1
pw; f  fx, =  f  ft*)
siendo fAdlfuJ el gradiente de I(u) respecto al "producto eecalar"
en el que al elemento de volumen d^x se le atorga un oeso y)(x)d"x.
Rs facil comprobar que entonces
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• TC44] =• • — —
^(X) ^  ^ j
donde — ^  i •• • ; } ,siendo , A^^-f m  el operador
que a continuaciôn se define. Ademas
T  Cvtjl ss Cx, u3
I pf-d =- 4.
Def. 2.- Sobre ^  y con las condiciones de regularidad habituales 
definimos la derivada variacional respecto a [4?] como el ope
rador diferencial lineal
IT  ^ (2)p
donde
(7 ) =v ( V : i
Hacemos notar que
_ji ; =
^ AM td * I «< I jr 0
Proposicion 1. (Regia del producto) . Para %/ (J- £ se veri-
ca que
Dem.- La definicion (1) y la regia de Leibniz nos permiten escribir
=  i.<-.y''4.(ïj(pv. p - ^ 4  * • p'fj =
=  1, ( ' / " M  D " " 4  ^  c-'r'g;
cambiando la variable 1/ por ^ -œ résulta:
ft.
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lo cÿue demuestra (3).
Lc derivada variacional (r/ puede descomponerse de una
forma énâloga como se ve en la proporcion siguiente.
Proposicion 2.-
Dem.- Como la proposicion 1.
Les operadores —^  juegan un papel dual a los de derivacion
parcial como lo prueba la proposiciôn siguiente.
Proposicion 3.
Dem.- Désarroilando el segundo miembro de (5) de acuerdo con la de- 
finicicn (2)
despues de hacer A-p-fj" . Pero
donde es el producto de n deltas de Kronecker EilJ , lo que
finalmente demuestra (5)
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Acentuamos aun mas la dualidad entre las y —^  con la
siguiente observacion.
Pongames una sola u(x) (m=l) y consideremos ^tx,uj como un 
funcional, para el que calculâmes su variacion wy Y|]
que résulta ser un operador diferencial lineal sobre . Lo dénota 
mes per ^ = F^'Cx,«jy
Con otra funcion ^ (x) formemos.
= / 4 ’'x f w  ^ >'*l)
donde IFli es el ad junto formal del aperador . Pues
bien
sin mas que tener en cuenta la regia del producto (3), Obtenemos 
asi las formulas
^
Ademas de las relaciones del tipo de la( 5 ) con las derivadas parcia- 
les , los operadores actuan de una forma caracteristica
sobre los operadores 0 ^ de derivacion total, como se desprendera 
del proximo corolario,
Proposicion 4
Demostracion.- Se comprueba facilmente [^20j que los operadores
MO
de Lie-Backlund X ^  del capitulo I conmutan con V
g " . , Xf -
pop eonsiguiente
i ( o “ n P'k*.. me A/ V
Comparando los coeficientes de V  y teniendo en cuenta
que las son funciones arbitrarias se sigue (G).
Corolario
Â  ° '  =  4 : ^  ,
La formula (7) simplifica extraordinariamente el câlculo de 
las expresiones con y operadores de derivacion D'^ .
A la hora de éstudiar teoremasdel tipo del Ta de Noether y
otras cuestiones conexas es ütil expresar un operador de Lie-Backlund
Xj. = ^ a u *  en funcién de los operadores —^  . Tal
cosa es posible desde el momento en que podeir.os hacer uso de la pro
posicion 3
Proposicion 5.- Sobre
^  ,4f'^Srn (g)
Demostracion.- Desarrollar el segundo miembro de <8) de acuerdo con 
la régla de Leibniz y utilizer la formula (S)
Para establecer el ultimo de los resultados que incluimos en 
esta secciôn necesitamos el siguiente lema.
Ml
Lema 1 (T^Fundamental del Câlculo)
c + J C Jf
Proposiciôn 6 f 193 . Para / f  6 ^
«rfy.ui = <rrx,o3 + ^
t ^  (10)
siendo jf la curva é —  ^C*, , o X 4
Dem.- Segun (9)
<r(*,.uj =r 4- ^  fx.ru] =
-  c x , o ]  * (* ( x . t w )  •«■ ') « t-t =  f ^ r x . e l + £ ^ D * /
K Jp f " "X
Corolario. - Se puede escribir como
(Tfx,«] r: 1  (11)
Podemos afiadir que la descomposicion (11) no es ânica.
Las proposiciones anteriores constituyen las réglas de câlculo 
para operar con los sîmbolos , p**.
3. Nucleo y recorrido del operador
La caracterizacion del y la inclusion en el
ItL fît
del rango de la divergencia, por lo que a nosotros nos consta se trà_
ta por primera, vez en [ 17] y las referencias dadas alla.
El teorema standard afirma [17 , 2lJ .
M2
d formalmente autoadjunto.
Tratamos aqui algunos aspectos nuevos del problema. Ademas da- 
remos la solucion del sistema.
■ ^ cx.ul , A, = A ,.. ■ ,-n •
fAJ,"" (12)
en A1 caracterizar las soluciones 4^ del sistema (12) estamos en 
condicdones de decir cuando un sistema de ecuaciones es laprangiano 
(las propiedades de los sistemas lagrangianos que los hacen particu 
larmente importantes se discutirân en el proximo capîtulo).
Comenzamos estudiando el nûcleo de los operadores — . •




^  ^  =0 , j ( m )
ŸoLAn. O =  ^f  £ ^  : 3 A'',---, 7* A f  = Q- }
(15)
Demostraciôn.-
En primer lugar, f  cx, %] i es cierto que oi d
porque
f  [*,o] — J" ^ Ci# , Xj,X..V) o3
de man era que si segun la proporcion 6, ^ e . Ra^D
/■u.
M3
Por otra parte para C }^ an\.D se encuentra a partir del corolario
a la proposicion M que f  C ffvi.^
Corolario. f  C i a fijo D-/1 4-frfx, -
(•aaT
(En el G no aparecen ni u^ ni sus derivadas).
Dada una ooleccion de funciones G^, G^,...,g”’ nos preguntamos 
cGando existe una ^  t 7^ tal que (f = ^  .En tal caso se 
dice que el conjunto de funciones G admite un "potencial F [il]
Proposicion 8.-
Cf C Rarv-^ <==> 6^  cx,aaD = -^ f (x\*, 0-3 (IG)
^am
Demostracion : Por hipotesis, ^  .Segun la proposiciôn 6.Cam




La accion del operador ' sobre (17) nos proporciona
Crfx.u] = - ^  J "
flA •'f
que es lo que querfamos probar
<=J :
Evidente.
La proposicion 8 ofrece un criterîo para decidir cuando un 
sistema de ecuaciones A  [x,u] =0 , A/=l,...,m
es derivable de un lagrangiano "^[x,uj 6 ^  . En efecto, la condi- 
cion necesaria y suficiente es que las funciones ^  cum-
MM
plan el conjunto de condiciones
• Q, ~ j ^  CX.ATI , /Ljr/, .. , «1
En breve, indicaremos coiro se constfuye «8[x,u] a partir de la
colecciôn lo que resuelve el llamado problema inverso
del Câlculo de Variaciones. Indicamos antes otro criterio ûtil para
caracterizar el R a n ■ • Haremos uso del siguiente lema 
Six
Lema 2 ■ - Dada la colecciôn de funciones K^(x),..., sobre ^
y  (18)
siendo Xy. - el operador de Lie-Backlund asociado a
Demostracion.- Como comentâbamos en (()
DCy , d “ 2 = 0
Por otra parte
debido a que P  y~^ =■ O Es claro enfonces que
lo que prueba el lema.
Proposiciôn 9.- [ 2oJ
J L  4 ^ =  (19)
Demostracion.- Segun el lema anterior, para Fd 9^
arbitrarias
M5
des*pués de utilizer la proposicion 7 y la régla del producto (3) - 
de la proposicion 1.
Tenemos enfonces, por la formula anterior:
f-S =
y la arbitrariedad de las funciones 'y'', ...,y^confirma (19).
Corolario. Sean , ■■■, (r'^ Ct.u') £ 7^
‘.Evidente por la proposicion anterior
: Calculemos
i-v.'-
f  fx, v] f  (x ^ l*  i t M .3  —
f -  fA4* \ /
=  f  dt + ^  f  (?■*!<,-cwi ax
4 K. «
después de usar la régla del producto (3).
Por otro lado cualquier (- 7^ smficientemente regular se des-
compone en suma de partes homogéneas respecto a las u^ en el sent^ 
do siguiente:
6r [X, w] = ^  (*,W y O-^ t x , x u 3 =  T  (r^Cx,iA.J
A'iO
Podemos escribir enfonces:
/ l /  = i: le-//"/*: A  =
*V V  • ^ e
Es claro ademâs que para cada G„ -2-^  {j^ = (x^ gi asî
sucede para 6- , m  . Concluimos de lo anterior que
M6
A J  = £. M  i  A  t*’-»^ ) -y A(+-1 •< 9^ «/ /
= i. *-^<7^) = 6 ^ ' c * . " J
después de aplicar el T^> de Euler de las funciones homogeneas Se­
gun la proposicion 8 el coix>lario queda demostrado.
fna vez caracterizados k* * - y podemos re-ifAA /At
solver nuestro problema inicial, el sistema de ecuaciones (12).
Proposicion 10.- Cl^J Dadas las funciones ,..., G*” y la co-
leccimde n funciones arbitrarias A=(A^,... A*'), siempre que
G C f , el sistema At] , A-c*, , xn.
4-“ /At*
admite por soluciôn general las funciones de la forma
f  (X, A,] = y  *■ o  • A  Cx, *,7 (20)
r
Demostracion.-
y'p- { ^  • ^ctt,Â* ] = y  t o . /t.
De acuerdo con la proposiciôn 8, la fôrmula (20) es la soluciôn bu£ 
cada.
M.- Algunos Problemas vàriacionales.
Itos proponemos ilustrar ahora con algunos ejemplos el alcan- 
ce y las limitaciones de los mêtodos de câlculo desarrollados en 
las secciones précédantes.
Cbmenzamos con un problema puramente técnico.
M7
M.1 .-El nûcleo del operador     -----
Por razones de sencillez nos restringimos a considerar una sola 
funqion u(x) de uha variable independiente x. Nuestra pregunta es si 
podemos caracterizar el conjunto:
4/a.X - }frc7* : -° } ' 7^ -/AXy ( tr■u^ > J  o •XjA-4
para lo cual nos vemos obligados a considerar las siguiente proposi­
ciôn previa.
Proposicion 11. -
' - " " Æ  « 1  ' f  (   (21)
fil ' i v ;  ' •'■“ °’'-' (22)
Demostraci ôn.-
Sea y~(.x) una funciôn arbitraria de x sôlo y segun (3 )
= v^y~(*y
por lo tanto
Por otra parte, teniendo en cuenta (19)
comparando las dos expresiones se obtiens (21). La
0*^ + /**-
fôrmula (22) se sigue de la (21)
MDefinamos ahora los operadores:
• — X  k-^ 0,4,---
'T (23)
Estos opèradores tienen la propiedad de aniquilar cualquier 





Si f " e s  de la forma propuesta se comprueba facilmente que
Supongamos F tal que
XfT = 0
/At/,
entonces, por (22) .
La solucion a este sistema de ecuaciones se escribe 
^-(^-Cx.At;, CrC^,^)c7f arbitraria
observâmes que ^  y por lo tanto
/ = ' ( * . * » ] - d;x +  C  IX,-u] ,  C  t T y  (24)
con C(x,u) arbitraria. Hasta ahora hemos visto 
XFI — o /* + Q, C
/ U a '
Para determiner que funciones de la forma (2M) estSn en el nûcleo
4 9
de , aplicamos —k. en ambos miembros de (24)
» =/£,
La solucion de la ecuacion — o sabemos que es C  - 'Pa ^
llamando A (x,u)= J  G(x,%)dA queda demostrada la proposicion 12.
4.2.- Sistemas hamiltonianos. Problema de los mbmentos.
Cuando un sistema de ecuaciones dériva de un lagrangiano, pue- 
den extraerse nuevas propiedades del sistema si se sabe escribir en 
forma hamiltoniana siempre que ello sea posible. El problema mâs 
elemental se plantea con lagrangianos que dependen de derivadas pr^ 
meras a lo sumo de las funciones que intervienen en dicbo l^gran- 
giano. Trataremos aquî el caso general para lagrangianos res-
tringiéndonos a una funcion u(x) de una sola variable independiente x
A .^ fx,u] = #^(x,u, u. , . . . ) esta asociada la ecuacion diferen-
«
cial ordinaria
^  Cx.u-1 =  0 (25 )
Si *&Cx,u]d^ la ecuacion (25) es de orden 2N. Como se sabe 
C 2 2] , una ecuacion diferencial ordinaria arbitraria de o r d e n e s  
équivalente a un sistema de /»• ecuaciones diferenciales de primer or­
den con/Vfunciones incognitas, basta hacer.
1 2 
Uj= V , U j =  V ,..., u ^ V  i ^ - 1
Afin cuando se ha conseguido asf un sistema de ecuaciones de pri^  
mer orden, el nuevo sistema no conservarâ por lo general en las nue-
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vas variables la propiedad de ser lagrangiano si asî lo era el sis­
tema de partida. Los sistemas.hamiltonianos reunen ambas propieda­
des: son sistemas de primer orden y admiten un lagrangiano. Estas 
dos caracteristicas les confieren propiedades superiores a los sis­
temas simplements lagrangianos [zs] .
El interês por conseguir un hamiltoniano en un problema en d. 
que aparecen derivadas de un orden arbitrariamente alto es mayor 
que el puramente académico. Muy recientemente [24] se ban encontra- 
do sistemas de este tipo con la propiedad de ser sistemas completa- 
mente integrables, lo que los hace particularmente importantes.
En primer lugar establecemos la ley de conservaciôn de la ener 
gia para la ecuacion (25).
Proposiciôn 13.- La ecuaoiôn (25) admite la integral primera
H t-J = 1  O.Y-, J  - A  (26,
si 4#/%x = 0
Demostracion.-
Por definicion de la derivada total respecto a x 
Reescribiendo el segundo termine con la ayuda de la proposiciôn 5.




Hacemos notar, que segun la definicion (26) si %
como corresponde a las intégrales primeras de la ecuacion (25), ya 
que ^  C
, iAX.
La funcion Htu] es por definicion el hamiltoniano del sistema. 
Estudiemos ahora la variacion de HCu] a lo largo de una curva con 
parâmétro x  : t -u. + t + 0(r')
H W  - t  ^  , 1  .
'  f  QV j  -
de acuerdo con (8). Obtenemos asî la expresiôn.
=  a' I  '
= - v i f  * £  {..... U
Definamos
Introduciendo las cantidades p-*Cu]
fHC^, V-J =  ^  -^XyU-t) =
=  _ X  ^  + £[(Px^eJ- '('XfU'W -(U./'-V- ^
Proposicion 14.- El sistema de 2N ecuaciones de primer orden en las 
variables (u, u^ , u^ ,... ,Uj^ _^  , y«., y < t )
es équivalente a la ecuacion (25), siempre que (27) defina (u^,u^^^, 
•'., "2N-1 ) funcion de )
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Demostracion « - Basta observar la relaciôn obtenida.
Volvemos abnra sobre los ^^C<t3 definidog»por (27) para demostrar 
que coinciden con los momentos introducidos ad hoc por otros autores 
C 2 5 , IgJ defindos como,
g
Segun (27) y la definiciôn (2) de derivada variacional generalizada.
£  f  1  ( v Y i ;  /  ' " A " )  1 B<
f\9 i44A»=/*f ^  X _| 9
Probaramos a continuaciôn que
k7-./u  ^  ^ /
tal fil utilizamos la serie formai
-L_ «  £/ X ♦t-
/ - t  *1?0
de donie se deduce derivando respecto a z en ambos miembroq la igual_ 
dad
n  >
Por otra parte, la fôrmula del binomio de Newton nos permite escri- 
Multiplicando miembro a miembro ambas expresiones
. £  £  ( - " A  r r * i (  "-'"j 'trigtite * X X
5 3
de donde deducimos, volviendo a utilizar la fôrmula del binomio pa- 
;
ra (1-z)' e identificando los coeficientes de las potencies de z 
que
7n / At fW
y  n i  n i - - r ( i )
Haciendo ahora n=j tendremos
xrr\f jMi
finalmente escribiendo y'+f-w — ^  queda probada nuestra afirmaciôn. 
Por lo tanto.
Como déciamos al comienzo de la secciôn, en base al caracter 
hamiltoniano de un cierto sistema de ecuaciones puede probarse que 
es completamente integrable. Los momentos ^  son las cantidades a 
utilizar en el marco de los métodos hamiltonianos cuando sean apli 
cable a un sistema de ecuaciones diferenciales.
III. DENSIDADES CONSERVADAS
1, Introduccion
El estudio de las llairadas leyes de conservaciôn de un sistema 
de ecuaciones diferenciales viene motivado por el papel central que 
juegan dichas cantidades en la teoria de las ecuaciones diferencia­
les ordinarias y muy especialmente en la dinâmica de los puntos ma- 
teriales. En efecto, conocer un nûmero suficiente de taies leyes su 
pone resolver el sistema o decidir si es 6 no completamente integra 
ble [1 6 ,27] .
Las razones que podemos aducir para justificar su importancia 
en los sistemas de ecuaciones en derivadas parciales son de Indole 
mâs variada y quizâ no tan concluyentes como la ya citada para las 
ecuaciones ordinarias, pero en cualquier caso existen y son de peso. 
Entre otras cabe citar:
1. La posibilidad de extender a la Teoria de Campos conceptos 
como los de energia, momento, momento angular ... [2s] .
2. Posibilidad de probar teoremas de existencia y unicidad cuan 
do se conocen algunas de estas leyes [29] .
3. Sirven para caracterizar soluciones.
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* M. Existe la sospecha, ante cierto nûmero de ejemplos concrè­
tes,de que en determinadas ecuaciones en derivadas parciales, el teo 
rema de integrabilidad comp]eta de los sistemas ordinarios [2?] sea 
aplicable casi literalmente.
En los ûltimos diez anos se han venido encontrando ecuaciones no 
lineales con un nûmero infinito de leyes de conservaciôn. Acerca de 
este fenômeno no existe hoy en dîa una justificaciôn satisfactoria.
Sin embargo, si es posible determinar sistemâticamente todas 
[3(jl las leyes de conservaciôn de un sistema de ecuaciones como se ve^  
ra mâs adelante.
En el présente capitulo nos ocupareraos de algunos aspectos de e£ 
te problema que a nuestro juicio tienden a presentar en su justa me- 
dida las dificultades subyacentes.
Comenzaremos situando el problema en el marco de los sistemas 
normales [2^ , requisito este sin el que bien poco puede bacerse y 
sin embargo cuando se le tiene en cuenta es mucho lo que se avanza.
Por lo que a nosotros nos concierne, es la propiedad de los ce 
ros la de mayor utilidad de las que presentan estos sistemas norma­
les, aparté de que los teoremas de existencia y unicidad, solo fac- 
tibles en este caso, ya los hacen ser especialmente importantes
El resto del capitulo se sigue ya, sin mâs problemas técnicos, 
de las propiedades relacionadas con los sistemas normales y el câl-
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cula formal de variaciones esbozado en el capitulo anterior. En par­
ticular la caracterizacion que hemos llevado a cabo de los conjuntos
ktx ■—  y resultarâ esencial en lo que sigue, sin olvidar tarn
(TaA fw —
poco las propiedades de las derivadas variacionales generalizadas de 
las que tanto nos servimos.
No estara de mâs una ultima puntualizacion sobre algo que no de 
be pasar inadvertido. Se trata de la restriccion que nos imponemos 
al considerar solo el espacio , que no pensamos que sea de gran 
importancia pero que no debemos olvidarla. En todo lo que llevamos 
dicho y en lo que diremos,las dependencies funcionales se suponen ex 
tendidas a las derivadas sucesivas de una o varias funciones, lo que 
venimos denotando por el parintesis cuadrado [x,u]. Estân excluidas, 
por ejemplo, las primitivas de la funcion u asi como otras combina- 
ciones de primitivas y derivadas. El que no las hayamos tenido en 
cuenta no es dejadez por nuestra parte, mâs bien se trata de que de£ 
lucen el aspecto sencillo que tienen nuestras formulas sin que tenga 
mos noticia de que puedan utilizarse de una manera sistemâtica para 
los fines que nos proponemos.
2. Sistemas normales y teorema de los ceros
Como ya hemos indicado, para tratar rigurosamente el problema 
de caracterizar las leyes de conservaciôn de un sistema de ecuacio­
nes diferenciales nos vemos obligados a restringir el tipo de siste­
mas a estudiar mediante una hipôtesis de tipo técnico que se verifi
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ca de cualquier forma en todos los casos de interês en Fîsica. A 
partir de ahora tendremos necesidad de distinguir una variable (el 
tiempo t) frente a las restantes (las variables espaciales 
X = (Xj,.,.,x^)). Los convenios de notacion por lo que a las varia­
bles X se refiere seran los mismos que los utilizados hasta aquî 
cuando las considerâbamos a ellas solas, introduciendo las derivadas 
temporales mediante un subîndice especial, es decir que pondremos
^*1 «x ” ^ ' D  = Df V  f ■■ ■
Supongamos el sistema de e.d.p. Sî
Definicion 1.- El sistema anterior es normal [2Z] si es de la forma
•U.*- ,..., K.’ " ') > Z / A . / (1)
donde para cada r en lo que a las derivadas temporales de u se refie
re, solo las —^  , yv < rvfx) aparecen dentro de las t, «.].•-
( d X ,t ,Al] . Con otras palabras, la restriccion es que la dériva
da — J sea la derivada temporal de u de mayor orden de las
que se encuentran en el sistema y esté separada y despejada.
El interês de los sistemas normales para nuestras aplicaoiones 
se manifiesta en el siguiente ejemplo.
Supongamos el sistema de evolucion definido por m funciones
58
V\x,-b ,u3 en las que no se encuentran derivadas temporales de las 
«"i, ,/i’* , Entonces
S  = = 0  ,  Ac/,..., AW/
es claramente un sistema normal. Como todos los n(r) = 1 dentro de
las no deben aparecer derivadas temporales de las aV-
. Entonces las derivadas temporales de las
se "despejan" en funciôn de derivadas espaciales solo. En efecto, a
partir de (2)
^  o ' " : '  i f ]  * %  ~  s t S , ” n
Por otra parte, todo sistema normal (1 ) podemos convertirlo en un 
sistema de evolucion introduciendo nuevas funciones incôgnitas, de 
modo que este resultado es vâlido en el caso general de los siste­
mas de la forma (1).
Otra consecuencia importante del caracter normal de un s.e.d.p 
reside,en lo siguiente. Consideremos una funciôn «1 C
en la que entran derivadas respecto a t de las funciones iz'*, 
de un orden arbitrario. Si se interpretan las ecuaciones (1) como 
las formulas que definen m "nuevas" variables tendremos
también paralelamente una expresiôn para de la forma
«r-CX.i.U] =
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donde ahora la letra u dénota solo las derivadas espaciales.
Definicion 2.- Dada una funcion f C , diremos que se anula so­
bre las soluciones del sistema (1) si
f juj 0 J =  0
En . tal caso escribiremos , también f^C*,t,xx2 —  o.
Proposicion 1.- (Teorema de los ceros). Dado el sistema normal (1) y 
, entonces:
«. b.u] X  0 *4» ^  C K , t l 4 * l  Ü J  =  £/ <3-1
-  « (4)
Demostracion:
= p  ) : Dado que por hipôtesis el sistema es normal 
t x  , b , x l J  =  ^  c * ,  é \  A4.I ( 2  3  
El lema 1 del f 2.11 nos permite escribir
=  y  Cx , t  I xt. j o j  +■
^ 5  / -^XL[ii\4x\xQ.2-i.'£ „ üT^lfO,
Si f  i', t| Ax| 0 3 =r 0 la implicaciôn hacia la derecha en (4) que
da demostrada,
4 = ) :  Evidente.
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• Pasemos ya al problema de las leyes de conservaciôn de un sisl£ 
ma normal.
t
3. Leyes de conservaciôn
Empezaremos définiendo con precision lo que entenderemos por 
ley de conservaciôn (l.c.) de un s.e.d.p., dando a continuaciôn el 
método de câlculo que sistemâticamente permite obtener las l.c. de 
un sistema dado, que sobreentendemos normal
Definiciôn 3.- Dado el conjunto de funciones A  , A ,■■■• A e 59^  
diremos que forma una ley de conservaciôn para el sistema fl t*,'x3=0
(5)
En tal caso A° se denomina densidad conservada y X  densidad de co- 
rriente conservada. Un conjunto (A°, %) tal que + D ■ so es
una ley de conservaciôn trivial.
El primer problema que plantea la definiciôn anterior es el de 
caracterizar las corrientes conservadas (c.c.) por un sistema.
La definiciôn 3 y la proposiciôn 1 nos permiten àsociar a cada 
c.c. un conjunto de cantidades afi taies que
(6)
La identidad establecida en el ^ 3 II, a saber ksx X  = 
tiene como consecuencia:
5]
Prdposicion 2.- Las c.c. por un sistema Cx,<*3 =-0 ,
estan determinadas por las soluciones «y 1%.w] del sistema de ecua-
Las ecuaciones (7) se resuelven por el mismo procedimiento usa- 
do al caracterizar los generadores de invariancia Lie-Backlund en el 
capîtulo I. Aunque pronto veremos que es posible establecer crite- 
rios mâs sencillos que el de la formula (7). Tengamos en cuenta que 
la formula (6) puede siempre reescribirse de la siguiente manera
TliA'' * D- A  = n  Cl'^  X Vt a.’ X V- $  (8)
después de aplicar integracion por partes en el miembro de la dere­
cha de (6). Entonces a toda corriente de la forma (6) le podemos 
asociar unîvocamente otra del tipo
+ d x X n t )  - . s2'^
Ademâs, toda corriente de la forma (9) estâ trivialmente incluida en 
la forma general (6). Diremos que [,4°-/i**, A~G-^ es equivalents a
( A " ,  A  )
Proposicion 3.- En el sistema 0, C". zij =0 , a = /,... , tn , toda c.c. 
es equivalents a una corriente de la forma
a " D - X  =  Cb'tx.Az] .
(10)
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En consecuencia, las c,c. estân determinadas por las soluciones 
«t'cx.’O.l del sistema
f -  o
[ J (11)
Las corrientes de la forma (10) se llaman de primera clase CllJ. 
Las cantidades 4, , ■ni se denominan caracteristicas de
la c.c. (A°, A).
Concluimos que en un sistema normal todas las corrientes conser- 
vadas son équivalentes a una de primera clase y vienen determinadas 
por sus caracterîsticas.
Una vez halladas las -wv. la construccion de
la corriente propiamente dicha no présenta dificultades desde que te- 
nemos a nuestra disposiciôn la fôrmula (10) § 2,11.
Procederemos seguidamente a utilizer la otra propiedad raenciona- 
da mas arriba de los sistemas normales que aun no hemos tenido en 
cuenta, la de ser équivalentes a un sistema de ecuaciones de cvoluciôn. 
En los sistemas de evolucion podemos dar una forma mas acabada a la 
ecuacion que caracteriza las corrientes conservadas por estos siste­
mas .
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•4. Densidades conservadas en ecuaciones de evoluciôn
Consideremos un sistema normal puesto ya como sistema de evolu­
cion, esto es
^ , t , m 3 = 0  , (12)
Como ya se advirtio a continuacion de la definicion 1 en las no
aparecen derivadas temporales de la funcion u(x,t).
Lo verdaderamente importante de las ecuaciones (12) es que pode 
mos eliminar las derivadas respecto a una variable, por supuesto la 
t, a la bora de determinar las leyes de conservacion y restringirnos 
a considerar solo las derivadas espaciales. de las funciones
, Elio es consecuencia de que sobre las soluciones 
de (12) las corrientes conservadas por (12) pueden escribirse en fun 
ciôn solo de las derivadas espaciales en virtud del procedimiento de 
eliminacion que comentamos a renglon seguido de la definicion 1. Mas 
precisamente
Proposicion 4 .- Toda corriente conservada por (12) es équivalente a 
una c.c. independiente de las variables SI. y de sus derivadas ü  —
Demost.raciôn :
Por ser (12) normal, si ( X-'c*. t,w] , ;fC*, es una c.c.
se puede escribir de la forma C<, ^  donde aho
ra u dénota solo derivadas espaciales. Puesto que (A°, X) es una
c.c. por un s.n. la podemos suponer de primera clase
6M
Desarrollando ;4'’(* , i|«|Æj > :4- Ci(, t\M.j SljJ en la variable SI (como
lo haciamos en la demostracion de la proposicion 1),
C<,fc(^|o] ■*■ D  ’ A  C*,t|a|oJ =0 (13)
donde no escribimos la dependencia en St por abreviar.
La proposicion anterior nos dice que las c.c, no triviales ( y 
modulo estas, claro esta) se pueden escribir para el sistema (12) en 
funciôn de x,t y las derivadas espaciales de las funciones u.
Una vez que hemos conseguido eliminar la dependencia en las de­
rivadas temporales en las corrientes conservadas por (12) procedemos 
a establecer un criterio que hace referencia a las funciones 
t, U.J solo.
La condiciôn necesaria y suficiente (13) para que (A*, A) sea 
conservada podemos escribirla como
despues de utilizer (12). Notese que (14) es una ecuacion en la que 
solo aparecen derivadas de tipo espacial de las ■u”' y que ya
no précisa de la ecuacion (12) para satisfacerse. En orden a que 
(A°, ^) sea c.c. basta segûn (14) con que la derivada total con res­
pecto al tiempo de A° sea igual a una divergencia espacial. Por lo
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tanto, caracterizar las c.c. de (12) es lo mismo que determinar las
d.c. de la forma /°f<.t|u|o3 a las que denotaremos a partir de aho 
ra por J> 1%, t, -u-3
Proposicion 5.- es una d.Ci por la ecuacion (12) si y so
lo si
1 , A c YM (15)
donde
Demostraciôn:
Si yO es una d.c, tiene lugar una ecuacion como la (14), el cri 
terio (13)  ^ 3 II acerca del ks* . i m p l i c a  (15). Si p satisface
X m  f<T"
(15)
por la misma raz6n que antes.
La fôrmula practice para calcular las d.c. yo nos la ofrece el 
siguiente corolario:
Corolario.- yO d.c. por (12) si y solo si 
Ju M .  + JL S 03^ ~ 0
it \ / (16)
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» Observâmes en la fôrmula (16) que las cantidades relevantes a 
la hora de saber si una p es una d.c. por un sistema de evoluciôn 
son las derivadas variacionales de la funciôn p  respecto a las u^, 
r = l,...,m a las que denotaremos por ^  . Los gra-
dientes y"*" determinan p  salvo una divergencia espacial que resul^ 
ta inesencial a la vista de (15) ya que sobre p  pesa siempre la in- 
determinaciôn trivial en una divergencia espacial.
Damos a continuacion las ecuaciones que deben satisfacer los 
gradientes de las d.c. por el sistema (12).
Proposiciôn 6.- Los gradientes del sistema (12) satisfacen el siste 
ma de ecuaciones
f r *  / A. = (17)
t-»
Donde los 2^^ son los "elementos de matriz" del operador diferen- 
cial
Demostraciôn:
Calculando -ü- ( ^  ) con la ayuda de la régla del pro-
ducto (3) ÿ 2 II
{ - ‘B )  -1 B  --
67
pero de acuerdo con (19) / 3 II 
entonces
r' " f  r"-
lo que demuestra (17).
Observamos que Z- es el adjunto formal [l^ del operador dife- 
rencial
y que este a su vez actGa como
= ^  . r^s«^
OC '
formula que pone de manifiesto el papel dual de los operadores 2  y 
como ya comentabamos en el capîtulo II. .
La ecuacion (17) de la proposicion 6 caracteriza los gradientes 
de las d.c. por nuestro sistema (12). Un analisis mas cuidadoso de 
las cantidades y*' nos va a permitir poner de manifiesto la cone-
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xiôn que existe entre estas funciones y las caracterîsticas 
de las c.c. por la ecuacion (12).
Como dijimos antes, en un sistema de evolucion todo lo que nece 
sitamos para conocer todas sus c.c. son las correspondientes densida
&Pdes conservadas. Veremos a continuacion que los gradientes ~
son las caracterîsticas de una c.c. por las ecuaciones (12) que tie­




Ahora bien, J3 d.c* ^  lo que nos permits
bir
D ^ y j  =  D { J  +  0  )  +
(18)
formula que prueba nuestra afirmaciôn acerca de las caracterîsticas 
de las c.c. por (12). La formula (18) tiene algunas consecuencias eu 
riosas sobre las caracterîsticas de las c.c. por los sistemas de evo 
luciôn. Vemos que todas las c.c. son de primera clase, que todas las 
caracterîsticas son gradientes y que la asociaciôn entre c.c. y sus 
caracterîsticas es uno a uno. Ademâs las caracterîsticas son funciôn 
tan solo de x,t y de las derivadas espaciales de las u/,--,
GO
El trabajo llevado a cabo en este apartado creemos que nos perm^ 
te afirmar la falsedad del siguiente comentario [llj por lo que a las
c.c. se refiere:
"... Thus the more immediate object of interest becomes the sym­
metry groups... The advantage of this point of view is that the 
symmetry groups can be systematically found, as in Theorem 1, in 
contrast to the ad hoc methods used to discover conservation 
laws".
Enfatizamos el paralelismo entre las ecuaciones (17) que caracterizan 
los gradientes de las densidades conservadas y las que han de utili- 
zarse cuando se trata de las invariancias de ia ecuacion. Hablando un 
tanto libremente ambos sistemas son "adjuntos". A continuacion discu- 
timos sistemas de ecuaciones en los que este paralelismo se acentûa 
aun mas.
5. Teorema de Noether
Cuando la forma del sistema normal Æ*'c’«>a.3=o puede
asociarse con la accion de alguno de los operadores que conocemos 
bien, los > Di ■■■ es factible anadir algunas propiedades nuevas 
a las ya estudiadas para los factores intégrantes y las leyes de con 
servacion en general.
Sin lugar a dudas, los sistemas lagrangianos reunen las propie­
dades mas interesantes en lo que concierne a leyes de conservacion y
simetrias, Como se vera, el papel que desempena el operador —  es
fn.
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crucial. En la Fisica provienen las ecuaciones lagrangianas de un 
principio de mînimo para cl funcional
S  - J  ,**-1
La funciôn C < ( 5 ^  se denomina lagrangiana. Para funciones 
que se anulen en los extremos de integraciôn
S  = J  lu.] 4r t f  ^  ^'^+-Û(£V
de modo que una condiciôn necesaria para que S tenga un extremal en 
un pur.to [x, xz] son las ecuaciones -
â M. cx. w] = 0  , -f, •
fjJL^  (19)
Los sistemas lagrangianos resultan particularmente interesantes 
porque su forma esta dada con una sola funciôn: el lagrangiano }£. . 
Son las propiedades de esta Gnica funCiôn las que nos van a permitir 
caracterizar las c.c. por el sistema (19). Nos restringirnos como 
siempre a sistemas normales.
Teorena 1.
El con junto de funciones / f C*»-**3 6 ^  forma la ca-
racterlstica (^3) de alguna ley de conservacion del sistema (19) si 
y solo si
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En *tal caso, es un grupo de Noether de !C .
Demostraciôn:
) : Por hipôtesis , -A. ( f * ■ ) = o
iTu* ' 1
La fôrmula (8) ^ 2 II nos permite escribir
Æ -A-  - .6
por lo tanto 'X.t. Jf C kt\,
> fijb
) : Argumento similar.
Nos detendremos un momento para comentar el alcance y las limi- 
taciones del teorema anterior.
En primer lugar observamos que con la anterior definicion de 
grupo de Noether y supuesto el caracter normal para el sistema (19), 
existe segun el Teorema 1 una correspondencia biunîvoca entre l.c. y 
grupos de invariancia Noether. Esta correspondencia es posible por­
que hemos ampliado los grupos a estudiar desde los grupos de Lie pu- 
ros a los grupos de Lie-Backlund. Esta es la razôn de que no estén 
présentes las funciones f que mueven las coordenadas x como es hab^ 
tuai en la formulaciôn clâsica del Teorema de Noether [32,33] .
Aun mâs. En los ûltimos anos [34,3^ se encuentran con frecuen- 
cia pretendidas majoras y puestas a punto del Teorema de Noether a 
Costa de introducir funciones auxiliares, acompanando a los generado 
res de invariancia, que han de anularse sobre las soluciones y btros
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extwanos requerimientos Css]. Creemos que el teorema anterior hace 
superfluas tantas complicaciones. La razon de tantos nuevos teoremas 
de Noe'her parece ser la de proporcionar un método de câlculo de las 
leyes de conservacion, pues segun el comentario que incluîamos al fi 
nal de, ÿ 4 de este capitule, no parecen ser del dominio pûblico las 
ecuaciones que determinan las l.c. de un sistema de ecuaciones en de 
rivadas parciales. Y es precisamente en este terreno donde el Teore­
ma de ïoether no anade nada nuevo, no proporciona un método de câlcu 
lo, porque en ûltimo término caracterizar los grupos de Noether es 
tan diiîcil como hacer lo propio con las leyes de conservaciôn y se- 
gûn nuestros resultados del f 4 lo mâs facil para calcular estas le­
yes es el método de las densidades conservadas poniendo el sistema 
normal en la forma de un sistema de evoluciôn. Si ademâs, como es el 
caso, el sistema es lagrangiano, por un procedimiento similar al es- 
bozado en el ^4.2 II podemos pasâr a un sistema hamiltoniano. En 
los sistemas hamiltonianos tiene lugar una nueva relaciôn entre las 
propiedades de invariancia de las ecuaciones y los gradientès de las 
leyes de conservaciôn como veremos en breve.
El segundo paso, una vez formulado el Teorema 1, consiste en re 
lacionar el grupo de Noether de con el grupo de invariancia de 
las ecuaciones £x,«,3 asociado a ese lagrangiano.
Lema.- Sobre ^
[ A  - -
K s 4 f .. . , ^  '
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Demfistraciôn:
De (8)f 2 II
Æ^4 - A A A ) -
Aplicando ahora (19) 3 II se llega a la formula (21).
Con ei lema anterior estamos en condiciones de dar una demostra 
ciôn rigurosa del siguiente teorema:
Teorema_2.- Los grupos de Noether de «K son grupos de invariancia de 
las ecuaciones de Euler-Lagrange (19) asociadas a JS .
Demostraciôn:
De acuerdo con (21),
“  4  A  ' &  ‘"'“ ' i l
si X.Jif = D ’C (grupo de Noether), DCrJS =  ® > entonces 
* ’
s fuP
Haremos notar que el inverso del Teorema 2 en general no es cierto 
^  ^  O X y . ^ = O  C
lo que habitualmente se suele resumir diciendo que exister grupos 
de invariancia de las ecuaciones que no dejan invariantes al lagran­
giano. Lo veremos con un contraejemplo. Tomamos
4? =
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La *ecuaciôn de Euler-Lagrange correspond!ente es
 ^  - U *'=:0
fj4-




que tiene por generador }^ = xa. ^  X / a . „  , Comprobamos que efectiva-
mente es de invariancia para la ecuacion = o
i-M.
Pero' no es un grupo de Noether para
Xg =- %  e q. f.;
y + f- iB) O
^ go. 3 '
6. Densidades conservadas en los sistemas Hamiltonianos 
Cuando el lagrangiano es una funciôn de la forma
!& Ivc, ax’] =. ^  ^  1-* ( 22)
las ecuaciones de Euler-Lagrange resultan ser
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A. = V,
^  xaI  - J B C  = 0
S a - A . r
Las funciones , A c y , s o n  otras m funciones en pie
de igualdad con las u^ ’. La funcion £ ».xi, ■v-J , el hamiltoniano, la 
supondremos independiente de t y de las derivadas temporales de las 
u y V. Las ecuaciones (2 3) son lagrangianas y ademâs son tambiên ecua 
ciones de evolucion. Todo lo dicho hasta aquî para ambos tipos de 
ecuaciones les résulta aplicable. Pero ademâs podemos relacionar de 
una manera sencilla propiedades de invariancia de la ecuacion (23) 
con las d.c. cosa no inmediatamente factible a la luz del ejemplo an­
terior.
Teorema_3.- Para el sistema (2 3)
son los generadores de un grupo de invariancia de Lie-Backlund 
de las ecuaciones (23) de la forma
- t  + Q((V
.^ A. + E *■ Q C t ^
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Demçstraciôn:
Otservemos la siguiente identidad que se desprende de la régla 
del producto C3) S 2 II y de la formula (19) ^ 3 II
JL f l B  x J B  JiK iJS] ^
jjU.* J
" " ^ ' 2  f c f i  S i  *  %  S  - f e  S )  -
-(’S a s
 ^ 5 * i K^ (-S))S 5 ^ SB)âj 0] =
y otra anâloga cuando calculâmes la .
Por lo tanto,, si JJ es una
D^ J f  + X .  i a
D, Jf + , £ K  = 0
t'O-A-
un mas, Si A ( P J  =   ^  "" sene-
ador de invariancia para las ecuaciones (23) , segfln la identidad que
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acabamos de establecer y otra paralela que no escribimos
Ji. ( lE. A, J â  i X  ^ ± P  t 3 £ ) i o
f M . A \ a t ya-* (fv-f i M p /
_£ (  I X  ^  l £  I X ]  ^
[ ctf <{aa f*A^J
Notemos que si bien en principio estas derivadas variacionales se 
anulan solo sobre las ecuaciones (23), ban de hacerlo idlnticamente 
puesto que el miembro de la izquierda no contiene derivadas respec­
to al tiempo de las funciones u^...u”* ni de las v^,... , v"".
El teorema anterior aparece enunciado en [36], sin embargo la 
demostracion que lo acompana en dicha referencia restringe innecesa 
riamente su grado de aplicabilidad. Mas detalles se dan en [2o].
El teorema no afirma que todo grupo de invariancia de las ecua 
ciones (2 3) de lugar a una densidad conservada. Solo aquellos gru­
pos cuyos generadores tomen la forma del Alf) nos conducen a una 
j) con la propiedad de ser d.c. por (23).
Este problema se discutira en el capitulo IV a la vista de al- 
gun sistema concreto.
IV. APLICACIONES
1. Ecuacion generallzada del calor
Resolver completamente el sistema (46) 4 4 III no es en gene­
ral una empresa facil. El problema puede simplificarse un poco si se 
restringe de entrada la clase de densidades sobre las que se trabaja. 
Es frecuente buscar soluciones pt**! sin dependencia explicita en x 
ni t. En tal caso, el sistema que estudiaremos a continuacion (1), 
es suceptible de ser elevado a la categoria de los raros ejemplos en 
los que podemos afirmar que poseemos una vision global del problema 
[37]. Genéricamente no exister d.c. y solo en casos especiales exis­
te una o dos
Queda abierta la cuestion de cuâles sean las conserva
das por (1), asunto este del que no tardaremos en dar una respuesta, 
por desgracia no todo lo concreta que hubiéramos deseado.
Para resarcirnos del malestar que nos produce tal estado de co- 
sas, resolvemos por completo dos casos que presentaremos a continua­
cion del problema que nos ofrece la ecuacion (1).
Problema: Dada la ecuacion
U , ^  =• AAa J X A i  +  yÔ-(U., IXa )
(1)
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encôntrar sus densidades conservadas y la forma de las funciones 
<a(v ,u-a) t Jâ-(‘U,ua) para que estas existan.
Las funciones AN, w.7 y son en principio arbitrarias,
pero como veremos al exigir que (1) tenga densidades conservadas no 
triviales su forma queda bastante delimitada,. Hacemos notar que la 
ecuacion (1) comprends las ecuaciones de evoluciôn de segundo orden 
en la derivada espacial y que son cuasi-lineales. El caso en que apa 
rezca una no linealidad en *1%^  no présenta dificultades a la hora de 
probar que no posee d.c. no triviales.
Sea entonces p una d.c. por (d ) lo que ocu-
rre si
/  =  O, r ' 1 (2)
Bajo la ley de evoluciôn temporal prescrita por (1)
M D.A U .  =
= + X. "  D^(o-4Xt * a ) = f a,ui 4-1') +
Como ya se probô en el 3 II la condiciôn (2) es equivalents a exi 
gir =ro una vez que se ha expresado en funciôn de dériva
das X de u mediante (1). Por lo tanto p  sera d.c. si satisface
<3>
Haciendo uso de las propiedades enunciadas en los ÿ 2, ^ 3 II esta
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ecuacion se transforma en la siguiente
+  (âx %  r  + a- DJ"r =  *
donde
y  («, e, 4t,. , *£,,y ^ ^  yj(», <, *4, ..., A!#/
caracteriza y» (salvo divergencias y por consiguiente détermina las
d.c.)
Dado que (4) ha de ser idénticamente nula en u y en sus deriva­
das, la anulaciôn sucesiva del coeficiente de la derivada de mayor 
orden de u que aparece en (.4) nos conduce a la forma siguiente para 
la funciôn y
r  =  r  (X, «. At;
es decir, y  puede depender de u pero no de sus derivadas. Con esta 
limitaciôn (4) se reduce ahora a
tr* - ”•(" r -
* *-,-îf ■“<" ti,)^.r. «• o , V  =t O (5)
En esta expresiôn solo figuran derivadas de u de orden menor o igual 
que dos. Puesto que (5) es idénticamente nula lo mismo ocurre con 
sus derivadas parciales, de modo que haciendo (5) —  0 résulta;
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^  A fia.4 ^  m
gM., »% V ()44, I 3M. I dXA ()M-àO, P H . V "  (6)
lo que exige que y  sea de la forma 
ftN)
y  -  e çp ( t , J.) , 2  =  X ' / ' f W
y que las funciones a.(x*,u,) ^ estén dadas por
   I I 4 m  9-f^l X. a h (.u ;4a^ *■
9- c V / - C 4 j
(7)
<3. = ^  j ^ (8)
siendo p(u), q(u), k(u), l(u), m(u) funciones arbitrarias de u. Para 
que (7) sea solucion de (5) la funcion ha de ser soluciôn de
la ecuacion en derivadas parciales de segundo orden
f  - ( S a.. . Î . )  = « < „
Como es fâcil comprobar la condiciôn (5) = 0 no anade nada
4-tL,
nuevo una vez que y  satisface (S). Por lo tanto, (5) bajo las res- 
tricciones (7) y (8) es independiente de u^ lo qüe nos permite tra- 
tar (5) sin pérdida de generalidad en u^ = 0, por eso hemos hecho
t-M. M  =  (x* , o)
àXA.
Dado que los coeficientes de (9) dependen solo de u y la fun­
ciôn <S lo hace a través de 2 = , se presentan aun restric
ciones funcionales a la hora de determinar las soluciones de (9).
82
’ Un caso sencillo ocurre cuando buscamos las soluciones de (9) 
que se escriben como producto de funciones de t y %, es decir
= A(tt . En tal caso, teniendo en cuenta la expresiôn de y
dada por (7) despuês de algunos câlculos llegamos a la siguiente ex­
près ion
^ & e. (10)
con , A constantes; y la restricciôn sobre la funciôn £(txj 
j 3M  ^  =  «f *n tv) -  f |) +  ^  p M . ) ^
que es una ecuaciôn diferencial ordinaria de primer orden y lineal 
para 1 quedando p,q,k, y m como funciones arbitrarias de u.
A partir de j^(x,t,u), p  viene dada simplemente por
-tt;
y tendremos por consiguiente
(11)
como expresiôn general de las densidades conservadas (del tipo facto 
rizado) de la ecuaciôn (1) cuando o.(m ,iia) y estân dados
por (E).
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Veamos ahora algunos ejemplos concretos:
Tomemos en primer lugar
=■! , /vfttj =  At ,  ^ l - u . )  zz ■m cxt.) z: p  =  0
con esta elecciôn, la ecuacion a estudiar es
® t «X J c< (1 2 )
y segGn (11), la funciôn 
I p  i-A, XL) = e.
qebe de ser una densidad conservada por la ecuacion (12). En efecto, 
as£ sucede ya que
oClX -XA)
I J
=  5 .  ' ]  .
es efectivamente una derivada total respecto a x.
Otro caso aun. Hagamos k(u) = p(u) - u ,, q(u) = m(u) = 0.
La ecuaciôn a tratar résulta ser
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La densidad p (x,u) dada por (11) es de nuevo
p  («•.«.J ■= 6
para la que se tiene
- /) p =  of g I 0.  - — -  +  «f *l 4 (V. € I =
* fd) l J
Observamos que si bien las densidades son las mismas en ambos casos, 
no ocurre asî con la parte espacial de la corriente, como esta claro 
desde el momento en que las leyes de evoluciôn que marcan (12) y (13) 
son diferentes.
Las ecuaciones (12) y (13) son ejemplos pûramente académicos, pe 
ro sirven para probar que al menos en el caso par, la ecuaciôn ha de 
complicarse bastante si ha de conserver alguna funciôn que no sea sim 
plemente la u(x,t). Como vemos también la dependencia en x es esen- 
cial para conseguir que las densidades consideradas mâs arriba sean 
conservadas por las ecuaciones (12) y (13).
El tipo de ecuaciones u^ = a(u,u^lu^ +b(u,u^) con a y b dados 
por (8 ) forman las ecuaciones con d.c. no triviales en las que
m
Como se ha podido comprobar los câlculos son mâs bien tediosos. 
Un problema mâs sencillo supone resolver el caso a = 1
= Ai-i 4- AAy) (14)
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La ecuacion para el gradiente y  ■= es ahora
At
' -t- Air) J l T  x(3^ - G,:?X“ l -
at
Como antes, calculâmes -2- (15)
iUt.
—  =■<> f Axor =•
a«i. A>t
la solucion de esta ecuaciôn es
y  a e  ^ Jr ^ * A(*aJ4a^
a*>-
Introduciendo (16) en (15)
(16)
por lo que
«X* -(/3+«<q t 
4 «,t) = «w.^’ t ; «xzp =
' f • ir‘-p)
Asî pues, las ecuaciones (14) con d.c. no triviales son 
Atj = Ai*. u T  + ^  ■* ^  ~ P ) ^ i  *  f  , Afv)
y las d.c. son
of X •- (p+rf»jt 3-(f;
= €.  ^ J e ,  -ij
o
En este caso, los câlculos se pueden llevar explicitamente hasta el 
final.
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2. Simetrias y leyes de conservaciôn para la ecuacion de 
Schrodinger libre
I
Como ya se dijo con anterioridad, resolver completamente la ecua 
ciôn que caracteriza los generadores de invariancia o determinar to­
das las leyes de conservaciôn de una ecuaciôn solo puede hacerse en 
contadas ocasiones. Lo haremos aqui para la ecuaciôn de Schrodinger 
libre




donde 7 - 7  4*^*, y  v;, - > ÿ, Vi. ■ ■■ )
La condiciôn de invariancia para (17) bajo (18) es
4  1 ' * î^ / 7  = ® (19)
Desarrollando la derivada respecto a t y x obtenemos
»  ‘B  -
0 (20)
El ûltimo término en (20) nos dice que =0, k %0 . Por consi-
guiente no aparece en 7  con lo que (2 0 ) se simplifies a la si­
guiente ecuaciôn:
Tomemos 7  f ''.•<» V'/ , -" , -^/^)
■^~~', (i'l) = 0  =J> -^-2 = 0
"%M , y /
(H) =rO => ) = 0
por lo que fj ha de ser de la forma
7  := (V ( y . t ,  y-, . . . V7,.,) Kv (22)
La expresion final para 7  la obtenemos observando que dada una solu-
P
cion de (21) del tipo n = v', --. V~„., ) * . , Pto
«•«o
la dependencia de a en VjJJ'j résulta ser a = c(x ,t  ^) +
+ d(x,t) V^_i» lo que finalmente nos conduce a una 7
n
7  = 4- ^  (%,W w  (23)
k= 0
Las funciones a,b^,k = 0,1,...,N son las soluciones del sistema
^  = 0
3 y
-i =0 , - , V (24)
at a z'- j *
; aJ? ^ 1 ^ . 0  , ; j # +
)t ' it t*
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No es dificil encontrar las soluciones a este sistema para un N da­
do. Tampoco es dificil probar que para las a,b^ son polino-
mios en (x,t). Por ejemplo, para N = 3 la solucion compléta esta da- 
da por
ft/ = fc) : + = 0
f r ^  -  c / c  *  i -  ^  O f t * "  *■
x^. -  -iLeC^  ^k) t  t -iittjX) (25)
I  ^  -  T i  -  i j i i  »  -  ~  l \ i  f i ^ Â  - l n l i r c * ' ) t
•^ O = ^   ^^  X*" 4 /«g f J "0 *,)
donde p (x,t) es una solucion cualquiera de la ecuacion (17) y los 
i Pk f f son parametros complejos. El âlgebra de Lie del "gru- 
po de Schrodinger" [3^ esta contenida en (25) y corresponde a los 
parâmetros , f, = f
Pasemos ahora a la cuesti6 n de las leyes de conservaciôn para 
la ecuacion (17). Teniendo en cuenta que la ecuaciôn de Schrodinger
4P»
puede derivarse del hamiltoniano f-| = Ai. ÿr. , ,el Teorema 3
-y
del ^ 6 III nos lleva sin mas a las d.c.
f ' = y K  - p K-
pl. = Ÿ" y  ^  = 0,^1^
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V  ( f u r
/: = «  a - - V
ft = r)-*\ tv.o
Hacemos notar que p es una d.c. para Vrw ^io entero. Por otra par­
te observâmes las relaciones
(ir ■* i  ff ti’t o j d  16
3(*'C t o r " t  4 é =
=  c w r  (^f
Llegamos asi a la siguiente conclusiôn: las d.c. que Memos
obtenido, estan incluidas en la expresion
Vi»] n,m enteros no negativos
El que p sea una d.c. por la ecuacion de Schrodinger libre para
1^ , ih
V n,m enteros y no negativos se deduce del hecho de ser (17) inva­
riante Galilei junto a la invariancia bajo traslaciones en la x,
V  VC, es una d.c. V w.% o . Por otra parte, en el orden de las 
ideas puestas en juego en las dos Gltimas secciones de este capitul 
el generador de invariancia asociado a X  en (25) es
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Xr, = ( “. ' [ ( f  4 * R ^ v | .A
(grupo de Galilei) y sobre , para
( v v : ^ j  =  + ■ • ■
Como se verâ ( ^  4 IP ) X. p  es una d.c. si X es de invariancia y J> 
asi mismo es una d.c. . Los puntos suspensives en nuestro caso deno- 
tan otras d.c. del tipo propuesto pero de ôrdenes mas bajos en deri- 
vadas.
La expresiôn de p  es algo mas que unas simples relaciones de 
recurrencia, son las relaciones de recurrencia integradas.
Como se afirma en C39], el caracter lineal de la ecuaciôn de 
Schrodinger libre exige que j> es a lo sumo cuadrâtica en las solu 
ciones.
3. De grupos de invariancia a leyes de conservaciôn en sistemas
hamiltonianos
En el ^ G del capîtulo III, se afirma que para un sistema ha- 
iltoniano es siempre posible el paso de una densidad conservada a 
n grupo de invariancia de las ecuaciones pero, el recîproco no siem 
re es cierto. En efecto, puede ocurrir que los generadores de un
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grupo de invariancia de las ecuaciones no estén en el rango del ope
rador Sf—  , 2  ^ dénota el operador simplectico de la estructura ha- 
tix
miltoniana, y por consiguiente no podremos asociarlas en este esque 
ma una densidad conservada, Diremos entonces que el grupo no es in- 
tegrable.
Existen grupos de invariancia que son "siempre" integrables de 
una manera natural. Tal cosa ocurre con los grupos de traslaciones, 
como podemos ver en la siguiente familia de ejemplos. Consideremos 
las ecuaciones
(■) ■ - (:
donde u = u(x,t), v = v(x,t) y Hfu,vJ depende de u,v y sus deriva- 
das espaciales. Puesto que las ecuaciones (26) no dependen explici- 
tamente de x son invariantes bajo el grupo de las traslaciones en x. 
Este grupo esta representado por el generador
es decir




De 'acuerdo con los resultados del f 3 II la solucion general de es 
tas ecuaciones es modulo derivadas
yO = xf. 4/%
Calculando ahora ^
despues de usar la identidad
Asi pues, la d.c. por (26) p = esta asociada al,generador
(v;j.otro es el caso cuando tratamos con grupos de dilataciones. Su 
pongamos primero el par de ecuaciones
(27)
donde u = u(x,t) ,, v(x,t) y P(u,Uj,..,v,Vj...), Q(u,Uj,..,v,v^...). 
Queremos saber cuando (27) es invariante bajo el grupo de Lie carac- 
terizado por
^ /c<,a+exa, t Pt«,^ 'j
+ 4- y t  dW.u)/ (28)
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que 'dilata u y v e n  Ù u , C yr a la / ^ x y . Si
llamamos 7  y 0" a las componentes de Ç , esto es 7  =.fat+flv/tt,c tJ'tP 
y IT" =" p-i~ *-6X 4-y 6 Q (28) deja invariante (27) segCn la defini-
cion de invariancia del ^  3 I si
7  =  (d/t j. t (Dt 6-) ■
(29)
Escribiendo en vez de 7  y f  sus expresiones (28) y utilizando (27) 
obtenemos
C ^ * r ) p  ^ ^  (U4&c)u.,yl vz
f f •*'3') (2 - A ,  (Mùl)





coru las funciones $  y Vlf* arbitrarias. La forma de P y Q nos mues- 
tra como se adapta un sistema de ecuaciones a la invariancia que die 
ta un grupo.
I
Visto ya que existen sistemas del tipo (27) invariantes bajo 
los grupos de dilataciones, pasemos a la cuestion de la integrabili 
dad de (28).
Lo que se diga a continuacion sobre los generadores de inva­
riancia para el sistema (27) cuando P y Q son de la forma (31) tiene 
sentido unicamente cuando
puesto que entonces tendremos una asociacion Çf-tp via el teorema 
3 $ $ III.
Sea pues, el generador C, de dilataciones para un sistema
invariante bajo tal grupo. En tal caso, existe una p conservada, 




e< A4, ^  X A4. +<i-fc X t l  =  A£-
fv- fv-
(32)
fl V" t '&'» Vt — y t ~  --^
> ^ • fA4. f44a
Si de la primera de las ecuaciones (32) despejamos p
p  c  of 4tO- +  & X  4  y  t + O y  ( • )
Introduciendo esta expresion de p en la segunda de las ecuaciones
(32)
A  V- 4 e x  v; = -  (of\t--e- n, xvtj -
Dado que R es funcion solo de x4 ,-Uy,..- 
(pc+b) \r =:&at , £-S. =, 0
‘ S'Ai,
Entonces, existe p cuando ^ <  +p y viene dada por
p =  e< U.V- 4- (X + p; X +
Se comprueba que esta p efectivamente satisface (7).
Tratemos con mas detalle el caso sencillo representado por el 
par de ecuaciones diferenciales ordinarias
^  ^ _dH_ , Alt = -J-tL
At a V" At 9 ^  (33)
Determinaremos a continuacion la forma de los. hamiltonianos
H,= H(u,v) para los que el sistema (33) admite una integral primera
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asociada con la invariancia bajo dilataciones. Los generadores (28) 
son aquî
-q = «< AV 4 q-1
I ' a-vT
(39)
cT = 0 0 " - rir ® 3U,
con 0 = 0, de manera que la integrabilidad de (34) exige 
La invariancia de las ecuaciones (33) bajo (34) segûn las formulas
(31) nos lleva a escribir
=  = AL
3 0-
t*ï f -Ak  ^ (35)
Rede fini endo los parametros ^  ÿ ' ^ Y haciendo ^  = -i ,
la condicion
<36,g 44 3 v- ' 3 0 *du.
sobre la existencia de H y llamando Ç = 44.V , la condiciôn (36) se
refieja en
‘^ y~. b A Æ  . A I Æ  4  = /h - 0




Este hamiltoniano représenta la forma general, R arbitraria, de los 
que conducen a sistemas (33) invariantes bajo dilataciones. Al grupo
(34) esta asociada entonces la integral primera
p a AV-V- + f- t H
Entre los sistemas (37) los Newtonianos vienen representados por fun 
ciones H de la forma H = que corresponden al caso "p = -2- y
~ * constante y por consiguiente los potenciales V 7 W
para los que las dilataciones son integrables estan dados por
V^ (u.) =  C«W1 4L ^
Hacemos notar que en relacion con estos potenciales existe una moder 
na bibliografîa que trata con la integrabilidad compléta de sistemas
de n particules unidimensionales que interaccionan via -------
r39j.
La integrabilidad de los grupos de dilataciones puede plantear- 
se en el marco de otro tipo de ecuaciones que constituyen también 
sistemas hamiltonianos [4o]. Son ecuaciones de la forma
(38)
donde u(x,t)es una funciôn de dos variables x,t y HfuJ el hamiltonia­
no funcion de u,u ,u ,... .Al menos formalmente podemos identifi-
X XX
car el operador de derivacion total con el ?  de las ecuaciones 
(26), sin perder de vista que si bien continua siendo antisimétri^ 
co no es, a diferencia de 9  , biyectivo.
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Sea entonces p(t,u,u^,..) una d.c. per (38) que segûn (-/S') del 
^ U III satisfara
donde
es el operador de Lie-Backlund determinado por H. Teniendo en cuenta 
el lema del p 5 III
J L  X  =  4-
g-AX. V, i«-/ fAJL.
siendo 0^ , Uij el adjunto formal de , utilizando la no
tacion '*} —  ~ « Es facil ver que
(®< ^  sin mas que recordar el caracter autoad-
junto de (~^ ) como se comentaba en el ^ 3 II. Con los datos an- 
teriores (39) pasa a ser
X  SI
-0 é- 4''*^' (A* if/it.
multiplicande a la izquierda por D^, observando la relacion fX, D»1 
y reagrupando termines llegamos a
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ecuacion, que si llamamos Ç s t), , caracteriza las simetrîas
S-JH,
de la ecuaciôn (13) puesto que este satisface
siempre que p sea una d.c. para la ecuaciôn (13).
Proposiciôn 1. Para la ecuaciôn = Ct a toda densidad con­
servada p  esta asociado el grupo de Lie-Bâclclund de invariancia con 
generador Ç c Oy . El caracter no inyectivo de, hace que el
recîproco no siempre sea cierto si tenemos en cuenta que la identi­
dad de la que hemos hecho uso para probar la proposiciôn anterior es
por lo tanto, aun cuando el miembro de la izquierda se anule (lo que 
corresponde a la invariancia de (38) bajo el grupo de generador 
f “ ) solo podemos afirmar que
En cualquier caso, cuando un generador ^ de invariancia se 
descompone de la forma =  ü* , la funciôn p es un candidate
a densidad conservada por la ecuaciôn (38)
Contraejemplo. Supongamos =r D* (~ ) =» *^^ xk
Evidentemente ( a Jf*” es un generador de invariancia que se escribe
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pero no es una d.c. por u^ = u^^^. En este caso
-A.
t--u.
como ya habîamos previsto.
Volvamos a la cuestion de los grupos de dilataciones y determi- 
nemos en primer lugar quê ecuaciones de la forma
— P  C A4. 44# , 44## f , J
son invariantes bajo el grupo generado por
C =■ 41+0X44* + y  6 f (44] (40)
donde ya hacemos «( = 1 para abreviar. Segûn las ecuaciones (29) y
(30) la forma de P viene dada por
PtAAj ^ a* (41)
con ^  arbitraria.
Con la funciôn t dada por (40) escribimos
t  =  44 + D.Cx Bit) -  044 + r , ^ 6  +
cuando P - J) AH . Por consiguiente cuando 0 = 1
' &X1.
10
y I4, funciôn *■ yt H  podrâ ser una d.c. por c • Mas
concretamente, tomemos la ecuaciôn
iÀ-k- = +- aPxLff
KdV modificada. En este caso
Ptu3 =r 44*,# + 44*44* = 0, ~ j
esta funciôn P se pone bajo la forma
P.4XÎ= AXy„ + 4 4 %  = [
siempre que y  = j &  , &- = 4 , Segûn la fôrmula (41) KdV modificada 
es invariante bajo el grupo de dilataciones con generador
X, — M  + X 44* + Jir( 44»** + 44*44*^
Puesto que 0 = 1 .
(  -  [  " f  - - ^ V A ' * « ' " ]
Comprobaremcs que )( ^  ^ (4^  " una d.c. por la ecua­
ciôn de KdV modificada. En efecto, teniendo en cuenta que H ^  Q«f
36 h ) ^  X41D. i H  +
/ f44.
m  _ 44, +  D *
«44. «■A,
- ( f  *
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como querîamos ver.
Hacemos notar que de la familia u. = u*^ u + u , KdV modificada
t X X X X
es la ûnica en que integrable a una p .
Otras cuestiones întimamente ligadas con las que hemos discuti- 
do hasta aquî forman el contenido de las siguientes secciones.
4. Propiedades de homogeneidad
En el apartado anterior hemos examinado la cuestiôn de la inte­
grabilidad de los grupos de dilataciones que dejan invariantes ecua­
ciones en derivadas parciales y ordinarias del tipo hamiltoniano. Di^  
cha integrabilidad nos permitîa obtener una ley de conservaciôn con 
una forma caracterîstica para todas las ecuaciones. Al lado de este 
uso, la invariancia bajo dilataciones nos proporciona un mctodo para 
clasificar las densidades conservadas por una ecuaciôn dada y tam­
bién delimitar la forma funcional de estas densidades cuando se tra­
ta Con una ecuaciôn de evoluciôn invariante bajo dilataciones y con 
densidades conservadas de tipo polinômico. El germen de las ideas 
que expondremos aquî se encuentra en [l3] para la ecuaciôn de KdV, 
sin embargo nuestras técnicas son diferentes.
Sea entonces una ecuaciôn de evoluciôn 
a4^  = p  C«-J
donde u = u(x,t) es una funciôn escalar de las dos variables x y t y
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PfuJ una funcion de u y sus derivadas espaciales
Definicion 1. Llamaremos operador de Euler de indice 0 al operador di_ 
ferencial lineal
<^0 —  ^  (4 + 6 k )  44.^  ^  (92)
La denominacion empleada para (42) viene motivada por el hecho 
de que para 0 = 0 ,  sobre un polinomio homogêneo Q de grado m en
las variables u,u^,U2 ,... u^,... segûn el teorema de Euler
(^ , O  =  +M. Q  (43)
Generalizaremos ahora la ecuacion (43) para un indice 0 arbitrario.
Proposiciôn 2. Las soluciones Q de la ecuaciôn
Q  =  A  Q  ctwf: (44)
son las funciones de la forma
Q  cal = 44. $  (45)
Demostraciôn
La ecuaciôn (19) impone sobre Q la condiciôn
i* (, + ekj44^  ^
ht
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que'es una ecuaciôn cuasi-lineal en derivadas parciales. El procedi- 
miento del que hemos hecho uso en ocasiones anteriores [o] nos condu 
ce a la solucion (45).
Definiciôn 2. Las funciones Q de la forma que establece (45) se lia 
marân 0 -homogéneas de grado ^ .
Consideremos un monomio M, = , sobre M la
acciôn de résulta ser segûn (17)
&  =  Ao A  + A  +(>+î0;;iiA+-- • + -
por lo tanto M es 0-homogéneo con grado + ••• +
+ & + 5'^ i + --- + • A diferencia de la situaciôn que se
encuentra en la definiciôn de la homogeneidad ordinaria (9 = 0 ) el 
orden p de las derivadas que entran en M influye de una manera carac 
terîstica en el 0-grado. El indice 0 hace las veces del peso relati- 
vo que otorgamos a la derivaciôn en su contribuciôn al grado de M.
Proposiciôn 3. La ecuaciôn u.^. = FTu] .es invariante bajo el grupo de 
dilataciones de Lie con generador »|=JU,+6 X 4t, + si y so
lo si P[u] es 0-homogeneo de grado .
Demostraciôn;
Fôrmula (30) del ^ 3.
En relacion con las densidades conservadas por u^ = PCu] tendre
1.06
mos +iecesidad de utilizar el siguiente lema:
Lema. Sea ^ el generador infinitesimal de un grupo de invariancia 
Lie-Backlund de la ecuacion u^ = PCul. Si p  es una d.c. por dicha 
ecuacion, las funciones p , n = 0 ,1 ,... son tambien densidades con 
servadas.
Demostraciôn:
Por definiciôn de d.c. p (u] es cierto que
D t f  =  D. ( . j
Hasta el primer orden en £ , es una familia de solu­
ciones de modo que
f  ( U.+ e ^  ^ )
o bien
D* f + £ !^ Xç/J N] + 0(£V Dy (•;
La arbitrariedad del paramétré £ implica Xç ^  à  D, f. j . Rei-
terando el proceso se obtienen las d.c. p
Particularicemos el lema anterior al caso aquî tratado, ponien­
do como generador de invariancia 7  = u, + 0 X U x  t A 0 jPfu.J
cuando u.^. = PCu] sea invariante. Sea ademas ^[uj una d.c. por lo 
que en virtud del lema anterior tambien lo sera ^ , luego
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X , f  =  i y  + 0X44# 4-1 =
n o  *
=  ^  D  r (AC + @yt4# + %t p )  - S S  1 _
k*«  ^ S'44.fr J
=. (+4 + 0X44, + 1 6 f l .  S £  + Vk ( '  J
' tfj*-
es la nueva d.c. . Examinando mas detenidamente la forma de X ^ p  po­
demos efectuar todavia algunas simplificaciones. Si tenemos en cuen- 
td que por hipotesis p es una d.c. P . SP. , y por lo tan
tf
X ,  f =  ^  + 6 / t  ^  ■ k V ^ ( . A  =kio 9<ti
-  ^ p + G ) ( D * ^ 4 ! ^ ( . ]  =. '£^ p ~ e f  k )
siendo el operador de Euler con indice 0.
Asi pues, dada pCu] d.c. por u.^  = PfuJ la funcion y
t e p  = {Xy + &3f
es tambien una d.c. por u.^. = P Cu] si PCu] es 0-homogéneo.
Denotemos por C(P) la clase de d.c. polinomicas en u,u^,... pero 
que no dependen explîcitamente de x ni de t como hemos hecho hasta 
aquî. Una de taies densidades p  se escribe como una suma de monomios 
m^CuJ que no constituyen por si solos d.c. ni las combinaciones linea 
les de una parte de ellos salvo la de coeficientes nulos d.c. por
1 0 8
Up P u ,
N
Defincion 3. -Sea p C u] = £m.tu3, iti.Cu] monomios no nulos. P se
r ] ]
dira irreducible si la suma anterior no puede romperse en suma de 
dos partes propias conservadas.
Bajo la condicion de ser P 0-homogêneo, si p es d.c. por u^ = P 
£ ® f  =  +  é g  h J i  [ u ]  +  • • • ( 4 6 )
es una d.c. por u,_ = P Lu]. Como ya se ha visto en este apartado
para cualquier monomio de un orden y grado ambos arbitrarios. La 
ecuacion (2 1 ) nos lleva a la expresion siguiente para
f - C-U3 4- Cl 4-*- =:
—  ^ 4  ^  C t t ]  -f — •* ' J
siempre que C^ f 0 .
Proposiciôn U. p =  C j) , C = (47)
Demostraciôn:
'-A U, C,
puesto que el miembro de la izquierda es una d.c. por u.^. = P[u], la 
combinacion lineal de monomios del miembro de la derecha asi mismo 
lo es. Pero estos monomios forman parte de ^ y son todos los que in
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tervienen en p menos uno. En virtud de la hipotesis acerca de C(P) 
los coeficientes del miembro de la derecha han de ser nulos.
* La proposiciôn 4 nos dice simplemente que k/ft.ix.'} es 0 -homogénea. 
Teorema 1. Sea u.^  = PtuJ una e.d.p. invariante bajo el grupo de Lie
O
de dilataciones u '(x,t) = u(x,t) + £. (u + 9xu^ + ytP) + 0(£ )
( P Lu] , 0-homogéneo: ^ P  = (y+l)P). Entonces cualquier ^  [u]
d.c. polinômica en u,u^,.. sin dependencia explicita en x ni t es 
también 0 -homogénea. Por consiguiente las d.c. polinômicas en [u ] 
son los polinomios que se construyen a partir de la expresiônI
ptA4.-} =  V (48)
La restricciôn hecha a las d.c. que no dependen explîcitamente 
ni de x ni de t se debe a que realmente el teorema falla en este ca­
so, como se puede ver en el sigiente ejemplo. Sea la ecuaciôn KdV-mo 
dificada
= -^ XXX +- ■u’"'**,
con PtuJ = u^Uj + Ug que satisface
V [u] =. é jPfAt]
y es por lo tanto homogêneo de grado 4 con indice 0 = 1 .  Como se vio 
en el ejemplo del ÿ 3
' f  - t " )
(49)
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es una d.c. por esta ecuacion que es manifiestamente no homogénea 
en el sentido que aquî ütilizamos.
Como nos ha demostrado un trabajo realizado con posterioridad, 
todo lo dicho en esta seccion se puede extender a p con dependencia 
explicita en (x,t) y pensâmes que a sistemas de ecuaciones en n va­
riables Xj...X^.
5. Propiedades générales de las d.c. por ecuaciones de evoluciôn
En el apartado anterior hemos examinado con algûn detalle las 
restricciones impuestas sobre las d.c. de una ecuaciôn u.^  = PCu] 
cuando PLu] es de una forma especial. Asociado a esa forma de P en-
contrâbamos un operador diferencial lineal de primer orden
^ / (9,^ ] 44* con la propiedad de dejar invariante el con-
*>,0 3***
junto C(P) de las clases de d.c. polinômicas en la letra u y que no
contienen explîcitamente las coordenadas (x,t).
La pregunta que intentâmes responder es la de cuântos de estos 
operadores pueden construirse dada una ecuaciôn u^ = Ptul. Con otras 
palabras, caracterizar los operadores diferenciales que dejan C(P) 
invariante.
Por razones de sencillez nos vamos a limitar a los operadores 
de primer orden. La extensiôn de la teorîa a ôrdenes mas elevados de^  
be seguir las mismas pautas que las esbozadas aquî, si bien el grado 
de dificultad aumenta considerablemente.
Ill
, Dada fCu] d.c. por = PCu] , P o bien de un modo
équivalente 3 ^ yo - ) • Los operadores diferenciales lineales
de primer ordên tienen la expresiôn general
X  = c 9^
Definiciôn 4. X  deja C(P) invariante si
Xf> c C ( P )  , V p  c C ( P )
Proposiciôn 5. Si X  deja C(P) invariante
C X . O ,  j = © D ,  , (9 — CoryyK ( 50 )
Demostraciôn:
ha de preserver las d.c, triviales (la clase nula de C(P)),
Veamos que tipo de operadores satisfacen la ecuaciôn (50). 
Desarrollando el conmutador [X , D. ]
tX, R ]  =  i.
la condiciôn (50) es sobre los
Llamando r = A - u tendremos / o
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• Como estaba claro desde el principio los operadores de Lie- 
Backlund satisfacen (51) con 0 = 0, el operador responsable de la 
inhomogeneidad 6" en el miembro de la derecha de (50) résulta ser 
precisamente el operador de Euler con indice 0 que manejabamos en el 
^ 1. Observâmes que ^  no es del tipo Lie-Backlund.
Demos un paso mas imponiendo a los X de (51) que respeten el 
caracter de C(P) como conjunto de d.c. por = P[u] puesto que la 
condiciôn (50) es solo necesaria. Para ello formâmes
X g  X/> — X  J(jp p 4- CXp, X j p =
= X  D,( - j + [Xp, X ] p =
= D. X(.j + [X. + [Xp,X]p (52)
utilizando (50)
XpXf = Xf-; 4-ep, r-; + CXp.XJp (53)
Proposiciôn 6 . Dado X del tipo (51) y una d.c. p cualesquiera de 
u^ = P(uJ X es tambien una d.c. si y solo si
[ X p  , X  ] — X Dji +■ V  x p  , A , |2 = (54)
Demostraciôn:
Si X cumple (54), segûn (53) la afirmaciôn es cierta. Por otro 
lado, en (53) X  p d.c. = >  £Xp,X]p =  ) • Puesto que
■ CXp,X3 es un operador diferencial de primer orden y la condicion
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se estipula sobre cualquier p  , se concluye (SU).
La relaciôn (SU) puede utilizarse en dos sentidos distantes. 
Dado un X de la forma (51) determinado por la pareja ( lî", ^ Cm.3^  
encontrar funciones P tu] para las que se verifique (SU). 0 por el 
contrario, para un P fijo buscar ( fr,  ^fa))
Como ejemplo de lo primero, hagamos ^ = 1, obteniendo asî el
(. mas sencillo = —
Ç ; IW.
operador X» Xt  y 9 = 0 . Las funciones P(u] que
satisfacen
[ ^  t Xp ] = A D< , A
son
P (ii.3 c A J f Q arbitraria
por consiguiente, si p  es una d.c. por u^ = A uu^ + Q(uj^  ,u^ ,. . . ) lo 
mismo suce con “^P/du-
La condiciôn
Câfr » Xp J =  Xp
da para P
P  s 6  Q  ( ‘••■i, f •
Sobre las funciones ^ puede afirmarse lo siguiente:
Proposicion 7. Sea f(uj tal que se verifique (SU) con 0 = 0. En­
fonces CP. ^ ] = Xpl' -XfP es un generador ^ de un grupo de inva- 




De acuerdo con la identidad
[Xp, Xç ] =  p
Xj-p j j = ^ D„ + V Xp
^ p  » X p ] = 0
puesto que , Xp J - C^p , Xp ] = O
La consecuencia (55) se escribe también
o = [p.c%f]] = X p [ p , n
que es la condiciôn para que sea un generador de inva-
riancia, cosa que demuestra nuestra afirmaciôn. En particular, la 
proposicion confirma que los operadores Xç de invariancia Lie- 
Backlund dejan C(P) invariante.
Las propiedades de homogeneidad estudiadas en el apartado ante- 
tior se trasladan intactas al présenté contexto.
Ejemplo. La ecuaciôn u^ = uu^ + u^ KdV es 8 -homogénea con 6 = 1/2, 
ya que
El teorema ^ 4 ^ polinômicas de u,u^,.. 9-homogéneas y
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siendo = 1 + grado para las f de Un cierto grado.
Segûn hemos visto antes en este caso sobre una p  d.c.
nos proporciona otra d.c. . Si es polinômica y no depende expl^
citamente en (x,t) 36» conserva el mismo caracter que la ^ .
goju ^
Calculamos a continuacion el conmutador de cL con
S*JL
es decir
y  3l ~ ^  . L  = - JL
6 3\A. a-UL ™
aplicandolo a f
3x1- B\jl 3%*^
y puesto que ^
= fc-. -3^
® 3-u. a w
Podemos concluir asî que es una d.c. con un grado inferior en
J>1 unidad al de la densidad ^  .El operador Cfi nos proporciona la
informacion acerca del caracter de la nueva d.c.
Todo lo anterior se puede comprobar "empîricamente" sobre las 
primeras d.c. de l a 'serie infinita que posee KdV.
CONCLUSIONES
I
En relaciôn con los métodos de invariancia aplicada a las ecua- 
ciones en derivadas parciales, las transformaciones de Lie-Backlund 
se ban caracterizado de una manera concisa en termines de una fun- 
ciôn c construida a partir de los generadores infinitésimales del gru 
po. De este modo se simplifican notablemente los calcules y se tra- 
tan rigurosamente los grupos de invariancia
De los resultados del primer capîtulo se sigue que esencialmen- 
te las ecuaciones del tipo KdV y Schrodinger no lineal con un grupo 
infinite de invariancia Lie-Backlund coinciden con las ecuaciones de 
este tipo que poseen transformaciones de Backlund, infinitas densida 
des conservadas, solitones y son integrables por el método del Scatt 
ring Inverso. Esto anade una nueva propiedad a las ya conocidas: gru 
pos de Lie-Backlund de dimensiôn infinita. Con posterioridad hemos 
probado que tal cosa sucede de la misma manera en las ecuaciones
"tt - "xx "
Otra vez las funciones f(u) para las que esta ecuaciôn admite un gru 
po de invariancia Lie-Backlund de dimensiôn infinita (generadores qu 
dependan de derivadas de un orden arbitrariamente alto) son las que 
poseen las propiedades mencionadas mas arriba, que se dan para f(u)
= sen u (Sine-Gordon), f(u) = Sh u, f(u) = e^ (Liouville) y f(u) =
2
= - m u (Klein-Gordon).
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Para estudiar con comodidad estas cuestiones nos vimos obligados 
a introducir nuevos operadores del tipo del de Euler-Lagrange, las de
rivadas variacionales generalizadas . Con los operadores de deri-
a “ 3vacion total D y las derivadas parciales yjj— se desarrollan unos m£
“ { 
todos algebrâicos en los que aparecen de un modo natural las .
a
Tanto por lo que se ve en la pag.49 y mas adelante, las de-
a
ben de ser de un uso corriente en otras cuestiones ligadas con las 
que àquî tratamos [2 0] .
De este modo nos encontramos con un procedimiento sistemâtico pa 
ra calculer las densidades conservadas por un sistema de ecuaciones 
de evolucion. A tîtulo de ejemplo hemos determinado las densidades 
conservadas por una familia de ecuaciones de evolucion que generalize 
la ecuaciôn del calor. La aplicaciôn del procedimiento a otras ecua­
ciones podrîa a lo sumo plantear mayores dificultades de câlculo.
La cuestiôn de saber cuâl sea la relaciôn entre simetrîas y den­
sidades conservadas se trata en el capîtulo III y posteriormante en 
la pag.90. Se ha probado que en el marco de los sistemas hamiltonia- 
nos existe una aplicaciôn del conjunto de las densidades conservadas 
en el de las simetrîas del tipo Lie-Backlund. También estudiamos la 
posibilidad de invertir esta aplicaciôn y concluimos que no siempre 
se puede hacer.
Como ilustraciôn del manejo simultâneo de simetrîas y densidades 
conservadas, se ha analizado la ecuaciôn de Schrodinger libre. Hace- 
mos notar la existencia de un operador que nos permite obtener por re^
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currencia todas las leyes de conservaciôn de esta ecuaciôn, el opera 
dor (y + itD^) asociado a la invariancia Galilei.
Este resultado deja abierta la cuestiôn acerca de la existencia 
de operadores que nos lleven de una densidad conservada a otra.
Tal cosa puede conseguirse con las transformaciones de Lie-Ba­
cklund aunque el resultado es casi siempre trivial. Pero también hay 
excepciones: los grupos de dilataciones, el grupo de Galilei,...
Un procedimiento anâlogo al empleado con la ecuaciôn de KdV lo 
hemos llevado a cabo con posterioridad en la ecuaciôn de Schrodinger 
no lineal
 ^ ’^xx ^ » = 0
En esta ecuaciôn existe también un operador diagonal en el conjunto 
de las densidades conservadas, el operador de Euler generalizado
y en este caso, el grupo de Galilei nos da un destructor
Aunque aparece expllcitamente la coordenada x en el primer sumando, 
sobre las d.c. desaparece debido a la invariancia gauge de primera 
especie, cuyo generador infinitesimal es
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I
con la propiedad de anularse sobre las d.c. por esta ecuaciôn.
Dejando a un lado las simetrîas, déterminâmes la condiciôn hece 
saria y suficiente que han de satisfacer los operadores diferencia- 
les de primer orden para dejar invariante el conjunto de las d.c. por
una ecuaciôn de evoluciôn dada. Llegamos asî a la ecuaciôn
[X, Xp] = XXp + vD^
donde X es el operador buscado y Xp el campo vectorial tangente a
las lineas del flujo definido por la ecuaciôn.
Serîa deseable en un estado mas elaborado de la teorîa que aquî 
se ha analizado, llegar a caracterizar aquellos sistemas de ecuacio­
nes en los que los conjuntos de generadores de invariancia por un la 
do y por otro el de densidades conservadas sean finitamente genera- 
dos en sentido algebraico mediante ciertos operadores diferenoiales 
ligados de forma intrînseca a la propia estructura del sistema, tal 
como ocurre en al menos algunos casos lineales (ver Schrodinger),
Esta cuestiôn junto con la relaciôn general entre densidades coii 
servadas y simetrîas constituyen las cuestiones abiertas mas impbrtan 
tes de la teorîa.
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