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inequality and maximum properties of subharmonic functions. One virtue of this proof as compared
to the classical proof is that it works for exponents 0 < p < 1 also. The needed properties of
subharmonic functions and the Jensen’s inequality are proved in the first section.
After the proof of the Riesz-Thorin a more general interpolation method called complex interpo-
lation method is introduced. The complex method is a generalization of the original proof of the
Riesz-Thorin and in the same spirit Banach valued holomorphic functions and their maximum
principles play a central role in its construction. The complex method is a process of producing
new spaces from a pair of compatible Banach spaces and interpolation of bounded linear operators
follows from the construction of the complex method. As an example the complex method is
applied after its construction to Banach valued Lp-spaces.
The original Riesz-Thorin has an extension that deals with analytic families of operators and also
the abstract complex method may be used in a similar situation. Two theorems are proved as an
illustration of this kind of theorems. One concrete interpolation problem about analytic families
of operators on complex Lp-spaces is discussed and the interpolation technique introduced in the
proof of the Riesz-Thorin is applied again.
The aim of the final section is to provide examples of situations where the abstract complex method
may be applied. The section begins by introducing the Bergman spaces on the unit disc. Hilbert
space structure of the Bergman space L2a(D, udAα) is used to derive the Bergman kernel for the
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The mapping properties of these new operators allow one to study the behavior of Bergman type
projections on Lp-spaces over the unit disc with different standard weights. The Bloch and the Besov
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1 Introduction
An idea of the interpolation theory can be given by an example situation dealing with
linear operators on Lp(Rn). Assume we have exponents 1 ≤ p0 < p1 ≤ ∞, 1 ≤ q0 < q1 ≤
∞ and some bounded linear operator
T : Lpi(Rn)→ Lqi(Rn), i = 0, 1,
where the Lp-spaces are with respect to the Lebesgue measure, for instance. The aim of
the interpolation theory is to provide estimates for T on the spaces Lp(Rn), p0 ≤ p ≤ p1,
from the knowledge on the endpoint cases Lp0(Rn) an Lp1(Rn).
One important example is the Fourier transform F on Rn. It turns out that F :
L2(Rn) → L2(Rn) is bounded. Continuity of F : L1(Rn) → L∞(Rn) is a quite direct
consequence of the definition of the transform. Then interpolation lets one to define the
Fourier transform on Lp(Rn) for 1 ≤ p ≤ 2. In this way interpolation may be used for
example as a tool to prove boundedness of an operator on some Lp-space from two possibly
easier end point cases.
There are two classical theorems that deal with interpolation on a situation as above,
the Riesz-Thorin interpolation theorem and the Marcinkiewicz interpolation theorem.
These two theorems are the basis for a more general interpolation theory that deals with
general Banach spaces. The latter theorem is the basis for the real interpolation method.
In this theses we shall exclusively deal with the complex interpolation method which has
developed from the Riesz-Thorin interpolation theorem.
A central idea in the complex method is to make the quantity that is to be estimated
a special value of a holomorphic function in some region (often a strip in our case), whose
boundary values somehow correspond to the known information. Then one uses some
form of the maximum modulus principle to derive bounds for the original quantity.
In the classical Riesz-Thorin interpolation theorem the embedding is done as follows.
Consider again a bounded linear operator
T : Lpi(Rn)→ Lqi(Rn), i = 0, 1,
with 1 < p0 < p1 < ∞, 1 < q0 < q1 < ∞ and choose some p0 < p < p1. To know the
behavior of T on Lp(Rn) it is enough to use simple functions (which belong to Lpi(Rn), i =
0, 1). To this end, let
a =
n∑
i=1
aiχAi
be a simple function with Lp(Rn)-norm 1. To estimate the Lq(Rn)-norm of Ta for some
3
1 ≤ q <∞ we choose a simple function
b =
m∑
i=1
biχBi .
By the duality of the Lp-spaces it is enough to have a bound for the quantity
(1.1)
∫
Rn
(Ta)(x)b(x)dx.
We denote the open strip {z ∈ C | 0 < Re z < 1} by Ω. Pick a θ ∈ (0, 1) so that
(1.2)
1
p
=
1− θ
p0
+
θ
p1
and define similarly q′ as
1
q′
:=
1− θ
q′0
+
θ
q′1
.
Here q′ denotes the Hölder conjugate exponent to q. We assume that the simple function
b satisfies ‖b‖q′ = 1 to make calculations below easy.
Now comes the trick. The simple functions a and b can be made to vary with z ∈ Ω
by defining
(1.3) az =
n∑
i=1
ai
| ai | | ai |
p( 1−z
p0
+ z
p1
)
χAi
and
bz =
m∑
i=1
bi
| bi | | bi |
q′( 1−z
q′0
+ z
q′1
)
χBi
We have that aθ = a and bθ = b. More over, for Re z = 0, 1, the norms of these new
functions are
‖az‖pj = ‖a‖
p
pj
p = 1, Re z = j, j = 0, 1,
and
‖bz‖q′j = ‖b‖
q′
qj′
q′ = 1, Re z = j, j = 0, 1.
The linearity of the function T allows us to write
(1.4)
∫
Rn
(Taz)bzdx =
∑
1≤i≤n
1≤j≤m
ai
| ai | | ai |
p( 1−z
p0
+ z
p1
) bj
| bj | | bj |
q′( 1−z
q′0
+ z
q′1
)
∫
Rn
T (χAi)χBjdx.
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Thus
z 7→
∫
Rn
(Taz)bzdx, z ∈ Ω,
is a bounded and continuous in Ω and holomorphic Ω. This allows us to use the theorem
of three lines to get a bound for the quantity in (1.1). Actually, the definitions of az and
bz give ∣∣∣∣∫
Rn
(Ta)bdx
∣∣∣∣ ≤ 1.
Note how the above technique depends on the duality of the Lp-spaces. However, for
exponents that are between zero and one, the corresponding Lp-spaces are not anymore
Banach spaces (they are quasi Banach spaces) and one can not use a similar duality
method as above in (1.1) to estimate the norms.
The starting point of this thesis was a suggestion by my advisor to prove the Riesz-
Thorin interpolation theorem using a different approach that does not use the above
mentioned duality and which in that way works for the quasi-normed case (0<p<1) also.
We sketch the idea. The main difficulties in the proof are integrability questions and
we now assume that all the integrals in the next discussion are well defined.
Start with a linear bounded operator
T : Lpi(Rn)→ Lqi(Rn), i = 0, 1,
with some exponents 0 < p0, p1 <∞ and 0 < q0, q1 <∞. Choose an exponent p0 < p < p1
and a simple function a with ‖a‖p = 1.
We work in the strip Ω again. Pick θ ∈ (0, 1) as in (1.2) and define the simple functions
az as above in (1.3). Also q(z) is defined by
1
q(z)
:=
1− Re z
q0
+
Re z
q1
, z ∈ Ω.
Choose some positive and measurable function ρ : Rn → [0,∞) whose L1(Rn)-norm is
1. Using Jensen’s inequality (theorem 2.9) we have
log
{∫
Rn
| Taz |q(z) dx
} 1
q(z)
=
1
q(z)
log
{∫
Rn
| Taz |q(z)
ρ
ρdx
}
≥ 1
q(z)
∫
Rn
log
( | Taz |q(z)
ρ
)
ρdx
=
∫
Rn
log | Taz | ρ dx− 1
q(z)
∫
Rn
ρ log ρ dx := F (z).
(1.5)
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The function z 7→ 1
q(z)
is harmonic on Ω. The assumed integrability allows one to
use Fubini’s theorem to see that the function z 7→ ∫Rn log | Taz | ρ dx satisfies the sub
mean value property of subharmonic functions and, assuming upper semicontinuity, is
subharmonic.
Thus the function F is subharmonic in Ω. The left hand side of (1.5) gives bounds for
F near the boundary of the strip from the known behavior of T . There is a maximum
principle for bounded subharmonic functions that now gives bounds for F (z), z ∈ Ω.
Finally we reach an equality in (1.5) at z = θ by taking supremum over the functions
ρ, thus getting and upper bound for (
∫
Rn | Ta |q(θ) dx)
1
qθ .
The above technique does not use holomorphic functions as a basis but subharmonic
functions instead. Hence the thesis begins by introducing the basic theory about subhar-
monic functions.
The integrability problem of log | Taz | is a problem of controlling the zeroes of | Taz |.
Coincidence or not our way to prove that log |f | is subharmonic for a holomorphic f goes
through a theorem concerning zeroes of holomorphic functions.
After giving a proof for the Riesz-Thorin in the next section we present the construction
of the abstract complex interpolation method and then apply it to Banach valued Lp-
spaces in section 4. Both the original Riesz-Thorin and the complex interpolation method
have extensions to situations were the operators vary analytically. A few examples of these
extensions are the topic of section 5. The purpose of the last section is to provide examples
where the abstract complex method may be used. There we begin by introducing the
Bergman spaces and move on to investigate certain integral operators. These operators
then lead to the definition of the Bloch and the Besov spaces and finally the complex
method is applied to these analytic function spaces.
2 The Riesz-Thorin interpolation theorem
2.1 Subharmonic functions
We’ll start by defining the subharmonic functions that were mentioned in the introduction.
These functions have maximum principles that allow us to use them in interpolation. The
material in this subsection, except the last discussion, is in [2] and [11], and theorem 2.8
is an exercise in [2].
Definition 2.1. Let Ω ⊂ C be a plane open set. A function u : Ω→ [−∞,∞) is said to
be upper semicontinuous if the set {x ∈ Ω : u(x) < a} is an open subset of Ω for every
a ∈ R. An upper semicontinuous function u : Ω→ [−∞,∞) is said to be subharmonic if
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for every disc D(a, r) ⊂ Ω
(2.1) u(a) ≤ 1
2pi
∫ pi
−pi
u(a+ reiϕ)dϕ
and none of the integrals in (2.1) is −∞.
The property (2.1) is called the sub mean value property. Note that the upper semi-
continuity implies the measurability of the integrand in (2.1).
There is a connection between holomorphic and subharmonic functions. Our way
of showing this goes through Jensen’s formula that deals with zeroes of holomorphic
functions.
Theorem 2.2 (Jensen’s formula). Let Ω := D(0, R) be a disc with radius R > 0 and f a
holomorphic function in Ω and f(0) 6= 0. Choose R > r > 0 and assume α1, . . . , αn are
the zeroes of f in D(0, r) listed according to their multiplicities. Then the formula
(2.2) | f(0) |
n∏
i=1
r
| αi | = exp
{
1
2pi
∫ pi
−pi
log | f(reiϕ) | dϕ
}
holds.
Proof. There is some similarity in the formula (2.2) and in the mean value property of a
harmonic function in a disc. In fact, note that if f had no zeroes in the disc D(0, r), then
log | f | would be continuous in D(0, r), harmonic in D(0, r) and the equation
log | f(0) |= 1
2pi
∫ pi
−pi
log | f(reiϕ) | dϕ
would hold. But this is the same as (2.2) when f has no zeroes.
So we might start by dividing the zeros of f out and use the mean value property of
harmonic functions. Let α1, . . . , αm be the zeros in D(0, r) and αm+1 = reiϕm+1 , . . . , αN =
reiϕN be the zeroes with modulus r. The first m zeroes may be divided out by a function
that is formed from a finite Blaschke product by a change of variables.
Define a function g by
(2.3) g(z) = f(z)
m∏
i=1
r2 − α¯iz
r(αi − z)
N∏
i=m+1
αi
αi − z .
Because f 6≡ 0 the zeroes of f cannot have a limit point in Ω, and thus g is holomorphic
in D(0, r + ε) for some ε > 0. Note also that the first m factors formed with α1, . . . , αm
in (2.3) have absolute value 1 when z has absolute value r.
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We may now use the mean value property of harmonic functions in a disc to get
(2.4) log | g(0) |= 1
2pi
∫ pi
−pi
log | g(reiϕ) | dϕ.
The left side of (2.4) is
(2.5) log | g(0) |= log(| f(0) |
m∏
i=1
r
| αi |).
When ϕ 6= ϕm+i, . . . , ϕN , then
log | f(reiϕ)
N∏
k=m+1
reiϕk
reiϕk − reiϕ |= log | f(re
iϕ) | −
N∑
k=m+1
log | 1− ei(ϕ−ϕk) | .
If we knew that the integral
1
2pi
∫ pi
−pi
log | 1− eiϕ | dϕ
vanishes, then the desired conclusion would follow. This is proved in the next lemma, but
assume it for the moment.
For n ∈ N, let An ⊂ {z ∈ C : |z| = r} \ {eiϕm+1 , . . . , eiϕN} be the set where | f | is
greater than n−1. Then
1
2pi
∫ pi
−pi
log | g(reiϕ) | dϕ
= lim
n→∞
1
2pi
∫
An
log | f(reiϕ) | dϕ−
N∑
k=m+1
lim
n→∞
1
2pi
∫
An
log | 1− ei(ϕ−ϕk) | dϕ
=
1
2pi
∫ pi
−pi
log | f(reiϕ) | dϕ.
(2.6)
The theorem follows from equations (2.4), (2.5) and (2.6) and shows also that
ϕ 7→ log | f(reiϕ) |, ϕ ∈ [−pi, pi],
is in L1([−pi, pi]).
Lemma 2.3.
(2.7)
1
2pi
∫ pi
−pi
log | 1− eiϕ | dϕ = 0.
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Proof. Because the integrand in (2.7) is bounded above and continuous except at the
point 1 the integral exists in the extended sense and is finite or −∞. Hence also
(2.8)
1
2pi
∫ pi
−pi
log | 1− eiϕ | dϕ = lim
δ→0
1
2pi
∫ 2pi−δ
δ
log | 1− eiϕ | dϕ.
We shall interpret the integrand in (2.7) as a real part of a holomorphic function and use
the Cauchy’s theorem to replace the integral with another.
Define Ω = {z | Re z < 1}, whence Ω is a simply connected region. In Ω the function
1− z has no zeroes, and thus there exists a holomorphic function h ∈ H(Ω) such that
(2.9) exp(h(z)) = 1− z, z ∈ Ω.
We may, by possibly adding a multiple of 2pii to h, assume that h(0) = 0. Now
(2.10) Re h(z) = log | 1− z |, z ∈ Ω.
For δ ∈ (0, pi), let Γδ be the circular path with center 0 going from eiδ to ei(2pi−δ) in
the counterclockwise direction. Then let γδ be the circular path with center 1 going from
ei(2pi−δ) to eiδ inside the unit disc.
Compute
(2.11)
1
2pi
∫ 2pi−δ
δ
log | 1− eiϕ | dϕ = 1
2pii
∫ 2pi−δ
δ
Re h(z)
ieiϕ
eiϕ
dϕ =
1
2pii
Re
∫
Γδ
h(z)
z
dz.
Note that since h(0) = 0, h(z)z−1 is holomorphic in the unit disc, and thus the last term
of (2.11) is equal to
(2.12)
1
2pii
∫
γδ
Re
h(z)
z
dz,
by Cauchy’s theorem. The length of γδ is less than 2piδ and the integrand in (2.12) has
for some C > 0 absolute value less than C | log(δ) |. Thus, after sending δ → 0, we get
(2.7).
Theorem 2.4. If f ∈ H(Ω), the set of holomorphic functions f : Ω → C, then log | f |
is subharmonic in Ω.
Proof. Clearly log | f | is upper semicontinuous, so we’ll have to prove the sub mean value
property (2.1). Let z0 ∈ Ω and r > 0 be such that D(z0, r) ⊂ Ω and suppose f ∈ H(Ω).
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By a change of variables we may assume z0 = 0. Let k be a nonnegative integer and
g ∈ H(Ω) be a function such that g(z)zk = f(z) and g(0) 6= 0. By Jensen’s formula
log | g(0) | ≤ 1
2pi
∫ pi
−pi
log | g(reiϕ) | dϕ
=
1
2pi
∫ pi
−pi
log | f(reiϕ) | dϕ+ 1
2pi
∫ pi
−pi
log
1
rk
dϕ.
(2.13)
Now we see that, independently of the fixed integer k, the integral
(2.14)
1
2pi
∫ pi
−pi
log | f(reiϕ) | dϕ
is not −∞. So if k > 0 the desired sub mean value property holds. On the other hand, if
k = 0, then f = g, and it is contained in the equation (2.13).
Next we turn to maximum properties of subharmonic functions. The basis for these
is the fact that upper semi continuity together with the sub mean value property imply
that a subharmonic function cannot have a local maximum at z0 without being constant
in some neighborhood of z0.
Theorem 2.5. Let Ω ⊂ C be an open, nonempty, connected and bounded set and u be a
subharmonic function in Ω. Suppose there is a constant M ∈ R such that
(2.15) lim sup
z→ζ
u(z) ≤M
for every ζ ∈ ∂Ω. Then u(z) ≤M for every z ∈ Ω.
Proof. Let M1 = sup{u(z) | z ∈ Ω}. Choose a sequence {zn}∞n=1 ⊂ Ω such that u(zn) →
M1, as n → ∞. Because Ω is bounded there is a subsequence {znj}∞j=i converging to a
point z0 ∈ Ω. If z0 ∈ ∂Ω, then by the assumption (2.15) one has M1 ≤M .
Suppose z0 /∈ ∂Ω. Upper semi continuity implies that
(2.16) u(z0) = M1,
and hence M1 < ∞. Now there is a disc D(z0, r0) ⊂ Ω for some r0 > 0. Using (2.1) and
the definition of M1 one sees that the equation
(2.17) u(z0) =
1
2pi
∫ pi
−pi
u(z0 + re
iϕ)dϕ
must hold for all 0 < r ≤ r0.
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Choose some 0 < r ≤ r0 and suppose u(z0 +reiϕ0) < M1−ε for some ϕ0 ∈ [−pi, pi] and
ε > 0. Then, by the upper semicontinuity of u, this would hold in some neighborhood
of z0 + reiϕ0 . The definition of M1 shows now that u(z0) is greater then the right side of
(2.17), which is a contradiction. Hence u(z0 + reiϕ) = M1 for all ϕ ∈ [−pi, pi].
Thus u(z) = M1 for all z ∈ D(z0, r0). The set A := {z ∈ Ω | u(z) = M1} is therefore
open. The upper semicontinuity of u implies that the set Ω \ A is also open.
By the equation (2.16) A is not empty. From the connectedness of Ω it then follows
that A = Ω, which means that u is constant. Now by (2.15) one can conclude that
M1 ≤M .
Theorem 2.5 for unbounded regions can be proved from the bounded case if one can
find a subharmonic function that goes to −∞ near the boundary. Strips are so regular
regions that explicit functions for this purpose can be constructed.
Theorem 2.6. Let Ω = {z ∈ C | 0 < Re(z) < 1} be a strip. Suppose u is a subharmonic
function on Ω such that
(2.18) lim sup
z→ζ
u(z) ≤M ∈ R
for every ζ ∈ ∂Ω, and
(2.19) u(z) ≤M1 ∈ R
for all z ∈ Ω. Then u(z) ≤M for every z ∈ Ω.
Proof. Because the function sin : C→ C defined by
(2.20) sin(z) =
eiz − e−iz
2i
is an entire function the real part of
z 7→ δ sin(pi
2
+
piz
4
), z ∈ C,
is a harmonic function in the whole complex plane for every δ > 0. By computing the
real part one gets
(2.21) gδ(z) := Re(δ sin(
pi
2
+
piz
4
)) = δ sin(
pi
2
+
pix
4
)
e
−piy
4 + e
piy
4
2
> 0, z = x+ iy ∈ Ω.
Fix a δ > 0. There is a constant C > 0 such that gδ(x + iy) ≥ M1 −M , whenever
| y |≥ C. This is true because δ sin(pi
2
+ pix
4
) ≥ δ sin(3pi
4
), when x ∈ [0, 1].
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But u − gδ is also a subharmonic function in Ω. Let Ω0 denote the bounded region
cut off Ω by two horizontal lines {z ∈ C : |Im z| = C}. Then u − gδ is a subharmonic
function such that
lim sup
z→ζ
(u(z)− gδ(z)) ≤M
whenever ζ ∈ ∂Ω0.
Now by theorem 2.5 u− gδ ≤M on Ω0. On the other hand u− gδ ≤M in Ω \Ω0 also.
Therefore one concludes that u− gδ ≤M in all of Ω.
The constant δ > 0 was arbitrary. Thus one can send δ → 0 and get the result u ≤M
in Ω.
Corollary 2.7. Let Ω = {z ∈ C | 0 < Re(z) < 1} be a strip. Suppose u is a subharmonic
function in Ω such that for some constants M, M0 and M1
(2.22) lim sup
z→ζ
u(z) ≤Mi
for every ζ ∈ Ω with Re(ζ) = i, i = 0, 1, and
(2.23) u(z) ≤M for all z ∈ Ω.
Then
(2.24) u(z) ≤ (1−Re z)M0 + (Re z)M1 for all z ∈ Ω.
Proof. Define g : Ω → R, g(z) = (1 − Re z)M0 + (Re z)M1. Now u − g is subharmonic
in Ω and satisfies the hypotheses of theorem 2.6 with M = 0. Thus u − g ≤ 0, which is
same as the wanted conclusion.
2.2 The Jensen’s inequality and limits of Lp-norms.
We can include the L∞-spaces into our proof of the Riesz-Thorin with the help of the
following lemma.
Lemma 2.8. Let (X,µ) be a measure space with positive measure µ. Suppose f is a
measurable function such that ‖f‖r <∞ for some 0 < r <∞. Then
(2.25) lim
p→∞
‖f‖p = ‖f‖∞.
Proof. Suppose first ‖f‖∞ = ∞ and choose M > 0. Then we can choose a measurable
set A with positive and finite measure in which |f(x)| > M . Now {∫ | f |p dµ}1/p ≥
Mµ(A)1/p ≥ M
2
, when p ≥ pM,A for some 0 < pM,A <∞. This implies (2.25).
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Assume then that 0 < ‖f‖∞ <∞. Then, for p > r, we have{∫
X
|f |pdµ
} 1
p
=
{∫
X
|f |p−r|f |rdµ
} 1
p
≤ ‖f‖
p−r
p∞ ‖f‖
r
p
r → ‖f‖∞, as p→∞.
Thus lim supp→∞ ‖f‖p ≤ ‖f‖∞.
On the other hand choose a small enough ε > 0. Then there exists a set E with finite
positive measure such that | f(x) |> ‖f‖∞ − ε > 0 for every x ∈ E. It holds that{∫
| f |p dµ
}1/p
≥ (‖f‖∞ − ε)µ(E)1/p → ‖f‖∞ − ε, as p→∞.
Hence lim infp→∞ ‖f‖p ≥ ‖f‖∞ − ε. The ε > 0 was arbitrary, so lim infp→∞ ‖f‖p ≥
‖f‖∞.
Our proof of the Riesz-Thorin interpolation theorem will allow exponents 0 < p < 1,
so one could in principle consider limits p → 0 in a similar way as the limits p → ∞.
Actually there is an interesting limit in one particular case.
Suppose that (X,µ) is a measure space with µ positive and µ(X) = 1. Let f be a
measurable function such that ‖f‖r <∞ for some r > 0. Then, if exp(−∞) is defined to
be 0, it holds that
lim
p→0
‖f‖p = exp
{∫
X
log |f |dµ
}
.
An essential tool in our proof of the Riesz-Thorin is the Jensen’s inequality. At least
the corresponding convex version of equation (2.26) is called Jensen’s inequality. Since we
are going to use the concave version of it in the proof of 2.12, we prove the concave one
here. It is essentially the same proof that works for the convex and the concave one and
we shall also use the convex formulation of the Jensen’s inequality later in this thesis.
Theorem 2.9. Fix a, b ∈ [−∞,∞], a < b. Suppose (X,µ) is a measure space with positive
measure µ, µ(X) = 1, and let f : X → R be a L1(µ)-function with values in (a, b). If
φ : (a, b)→ R is a concave function then
(2.26) ϕ(
∫
X
fdµ) ≥
∫
X
ϕ ◦ fdµ,
where the integral on the right hand side of (2.26) either converges or diverges to −∞.
Proof. Note that because ϕ is concave, it is also continuous, and hence ϕ◦f is measurable.
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Let s, u, t be real numbers such that a < s < u < t < b. If one chooses θ ∈ (0, 1) so
that (1− θ)s+ θt = u and uses the definition of concavity one may deduce that
(2.27)
ϕ(u)− ϕ(s)
u− s ≥
ϕ(t)− ϕ(u)
t− u .
Taking supremum over t ∈ (u, b) in the equation (2.27), we find a number k ∈ R such
that
ϕ(u)− ϕ(s)
u− s ≥ k ≥
ϕ(t)− ϕ(u)
t− u , for all s ∈ (a, u), t ∈ (u, b),
and this may be written as
ϕ(y) ≤ ϕ(u) + k(y − u), y ∈ (a, b).
This leads to
(2.28) ϕ(f(x)) ≤ ϕ(u) + k(f(x)− u), x ∈ X.
Keeping in mind that µ(X) = 1, integration of the equation (2.28) over X gives
(2.29)
∫
X
ϕ ◦ f dµ ≤ ϕ(u) + k(
∫
X
f dµ− u).
Since a < f(x) < b for all x ∈ X we have a < ∫
X
fdµ < b. Thus we can choose u to be∫
X
fdµ. Substitution of this into the equation (2.29) proves the claim.
We prove a theorem about subharmonic functions with Jensen’s formula. This com-
bined with the theorem 2.4 gives a new connection between holomorphic and subharmonic
functions that will be used later.
If ϕ : R→ R is increasing and continuous, then ϕ(−∞) is defined to be limx→−∞ ϕ(x).
Theorem 2.10. Let ∅ 6= Ω ⊂ C be an open set and f : Ω→ [−∞,∞) be a subharmonic
function. If ϕ : R→ R is increasing and convex, then the function ϕ ◦ f is subharmonic.
Proof. Choose z0 ∈ Ω and assume ϕ ◦ f(z0) < M . If f(z0) > −∞ there is an ε > 0 such
that
ϕ[−∞, f(z0) + ε) ⊂ [−∞,M).
Now the upper semi continuity of f gives a neighborhood U ⊂ Ω of z0 such that
(ϕ ◦ f)U ⊂ ϕ[−∞, f(z0) + ε) ⊂ [−∞,M).
Suppose f(z0) = −∞. There is a δ ∈ R such that
ϕ[−∞, δ) ⊂ [−∞,M).
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Again the semi continuity of f gives a neighborhood U ⊂ Ω of z0 such that
ϕ ◦ fU ⊂ ϕ[−∞, δ) ⊂ [−∞,M).
Thus ϕ ◦ f is upper semicontinuous.
Let r > 0 be such that D(z0r) ⊂ Ω. Since ϕ is convex we have that −ϕ is concave.
Thus by theorem 2.9
−ϕ ◦ f(z0) ≥ −ϕ( 1
2pi
∫ pi
−pi
f(z0 + re
iθ)dθ) ≥ 1
2pi
∫ pi
−pi
−ϕ ◦ f(z0 + reiθ)dθ.
Note that the subharmonicity of f implies that f(z0 + reiθ) > −∞ for almost all θ ∈
[−pi, pi].
Corollary 2.11. Suppose Ω ⊂ C is an open set and f ∈ H(Ω). Then for all 0 < p <∞
the function |f |p is subharmonic.
Proof. We proved in theorem 2.4 that log |f | is subharmonic. Fix some 0 < p <∞. Now
applying theorem 2.10 with the convex function
x 7→ epx, x ∈ R,
we see that |f |p is subharmonic.
Jensen’s inequality is used below in the following way in the proof of the theorem 2.12.
Suppose we have a measure space (X, dµ) with µ positive. Let f 6≡ 0 be a nonnegative
function in L1(X,µ) with values in [0,M ] for some M > 0. Assume that we have a
measurable function ρ : X → [0,∞) such that ∫
X
ρdµ = 1.
Define a new positive measure by dµ˜ := ρdµ, whence dµ˜ is a probability measure. We
have by the Jensen’s inequality that
log
∫
X
fdµ ≥ log
∫
X
f
χ{ρ>0}
ρ
ρdµ = log
∫
X
f
χ{ρ>0}
ρ
dµ˜
≥
∫
X
log
(
f
χ{ρ>0}
ρ
)
dµ˜ =
∫
X
log
(
f
χ{ρ>0}
ρ
)
ρdµ.
Actually the range of f χ{ρ>0}
ρ
is not necessarily in the domain of log, so theorem 2.9 is
not directly applicable. But if f χ{ρ>0}
ρ
is not positive a.e. [µ˜], then the right side of the
inequality is −∞, and the inequality is automatically true.
Considering the integrand pointwise we see that∫
X
log
(
f
χ{ρ>0}
ρ
)
ρdµ =
∫
X
log(f)ρ− log(ρ)ρdµ.
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If in addition
∫
X
| log(ρ)|ρdµ <∞, we arrive at the inequality
(2.30) log
∫
X
fdµ ≥
∫
X
log(f)ρdµ−
∫
X
log(ρ)ρdµ,
where
∫
X
log(f)ρdµ converges or diverges to −∞. We note at this point that, if f ≡ 0,
then both sides of (2.30) are −∞, since ρ can not be a zero function.
Moreover, choosing ρ = f‖f‖1 and assuming
∫
X
| log(ρ)|ρdµ <∞, we get∫
X
log(f)
f
‖f‖1 dµ−
∫
X
log(
f
‖f‖1 )
f
‖f‖1 dµ =
∫
X
f
‖f‖1
(
log(f)− log( f‖f‖1 )
)
dµ∫
X
f
‖f‖1 log ‖f‖1dµ = log ‖f‖1.
Thus equality may be reached in (2.30) with some ρ.
2.3 A proof of the Riesz-Thorin in the quasi normed case
Now we have all the tools needed in the following proof. If (A, ‖ · ‖A) and (B, ‖ · ‖B) are
two quasi normed spaces, boundedness and the operator quasi norm of a linear mapping
T : A→ B are defined just as in the case when A and B are normed spaces: Boundedness
means
sup
‖a‖A=1
‖Ta‖B ≤M,
for some 0 < M <∞, and the quasi-norm of a bounded linear mapping T is
‖T‖ := sup
0<‖a‖A=1
‖Ta‖B
‖a‖A = sup‖a‖A=1
‖Ta‖B.
For a different approach to the following theorem see [14].
Theorem 2.12 (Riesz-Thorin). Let (X,µ) and (Y, ν) be measure spaces with positive
measures and 0 < p0, p1 ≤ ∞, 0 < q0 < q1 ≤ ∞. Suppose T is a bounded linear mapping
T : Lpi(X, dµ)→ Lqi(Y, dν), i = 0, 1,
with quasi norms M0 and M1, respectively.
For θ ∈ (0, 1) define
1
p
=
1− θ
p0
+
θ
p1
16
and
1
q
=
1− θ
q0
+
θ
q1
.
Then T may extended to a bounded linear mapping
T : Lp(X, dµ)→ Lq(Y, dν)
with norm at most M1−θ0 M θ1 .
Proof. Assume M0 and M1 are greater than zero. To extend T by continuity to the
space Lp(X, dµ) it is enough to consider how T acts on a dense subset. If 0 < p <∞, we
consider a simple f , and, if p =∞, we consider a finite linear combination of characteristic
functions. Any way we assume that we have a function
f =
∞∑
i=1
aiχAi ,
where a1, . . . , ak ∈ C \ {0} and A1, . . . , Ak are disjoint measurable sets in X with positive
measure. Further more we assume ‖f‖p = 1 and that Tf 6= 0.
Let Ω be the strip {z ∈ C | 0 < Re z < 1} and define, for z ∈ Ω,
1
p(z)
:=
1− z
p0
+
z
p1
and
1
q(z)
:=
1− Re z
q0
+
Re z
q1
with the understanding that z∞ = 0 for z ∈ C.
If p =∞ let fz = f for z ∈ Ω. Otherwise define, for z ∈ Ω, new functions by
fz =
n∑
i=1
ai
| ai | | ai |
p
p(z) χAi .
For any y ∈ R the definition of p and p(z) shows that ‖fiy‖Lp0 = ‖f1+iy‖Lp1 = 1. Note
that this is true even if one of the pi is ∞. Also fθ = f .
Because χAi ∈ Lp0(X,µ) ∩ Lp1(X,µ) for each i ∈ {1, . . . , n}, the linearity of T allows
us to write
Tfz =
n∑
i=1
ai
| ai | | ai |
p
p(z) TχAi ,
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where TχAi ∈ Lq(Y ) for every q0 ≤ q ≤ q1. The last statement follows because Lq0(Y ) ∩
Lq1(Y ) ⊂ Lq(Y ) for all q0 ≤ q ≤ q1 which can be seen by splitting functions into their
small and large parts.
To avoid the integrability problem mentioned in the introduction we approximate each
TχAi with simple functions. This is possible since TχAi ∈ Lq0(Y ) and 0 < q0 < ∞. To
this end choose, for each i ∈ {1, . . . , n}, a sequence {sik}∞k=1 of simple functions such that
| sik |≤| TχAi |
and {sik}∞k=1 converges pointwise to TχAi. If q1 = ∞, the sequences {sik}∞k=1 are also to
be chosen so that they converge to TχAi in the sup-norm.
Lebesgue’s dominated convergence theorem shows that
sik → TχAi
in Lq(Y, dµ) for every q0 ≤ q ≤ q1. Hence if we define
sk,z :=
n∑
i=1
ai
| ai | | ai |
p
p(z) sik
we see that
(2.31) ‖sk,z − Tfz‖q → 0, as k →∞,
for every z ∈ Ω and q0 ≤ q ≤ q1.
The coefficients in the definition of fz are uniformly bounded in Ω. Thus we have
actually that the convergence in (2.31) is uniform for z ∈ Ω. Hence we can choose an
ε > 0 and renumber the sequence {sk,z}∞k=1 so that
0 ≤ ‖sk,j+iy‖qj ≤ ‖Tfj+iy‖qj + ε+ ≤Mi + ε, j = 0, 1,
for all k ∈ N. To ensure that we do not have any identically zero functions we assume
also that sk,θ 6= 0 for all k ∈ N. This is why we assumed that Tf 6= 0.
As a finite sum of simple functions each sk,z is also a simple function. Keeping in
mind the coefficients in the definition of fz we see that, for k ∈ N, we can, by possibly
redefining on a set measure zero, write sk,z as
sk,z =
m∑
j=1
φkj (z)χBkj , z ∈ Ω,
where each φj is holomorphic in Ω, continuous and bounded in Ω, and every Bj has a
positive measure. The sum cannot be empty because we assumed that sk,θ 6= 0.
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Define a probability distribution ρ : Y → [0,∞) by
ρ :=
| sk,θ |q
‖sk,θ‖qq .
Since ρ is a bounded, log(ρ)ρ is in L1(Y, dν). Using the specific form of sk,z we can
compute ∫
log(| sk,z |)ρdν =
∫
log
(
|
n∑
j=1
φkj (z)χBkj |
)∑k
j=1 | φkj (θ) |q χkBj
‖sk,θ‖qq dν
= ‖sk,θ‖−qq
n∑
j=1
(log | φkj (z) |) | φkj (θ) |q ν(Bkj ).
Thus, by theorem 2.4, the function
z 7→
∫
log(| sk,z |)ρdν, z ∈ Ω,
is subharmonic.
Now using Jensen’s formula as described in the end of the last subsection we have
G(z) := log ‖sk,z‖q(z) = 1
q(z)
log
∫
Y
|sk,z|q(z)dν
≥ 1
q(z)
∫
Y
log |sk,z|q(z)ρdν − 1
q(z)
∫
Y
log(ρ)ρdν =∫
Y
log |sk,z|ρdν − 1
q(z)
∫
Y
log(ρ)ρdν := F (z), z ∈ Ω.
(2.32)
Since 1
q(z)
is harmonic, F is subharmonic in Ω. The choice of ρ yields, by the discussion
in the last section, that (2.32) is an equality at z = θ.
Consider the left hand side G of (2.32). Boundedness of the functions φkj show that G
is uniformly bounded from above in Ω.
For y ∈ R, boundedness and continuity of the functions φkj lets us to deduce, by the
Lebesgue’s dominated convergence theorem, that
lim sup
z→iy
z∈Ω
G(z) = G(iy) ≤ log(M0 + ε)
and similarly with the right boundary, if q1 <∞.
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Consider now the case q1 = ∞. Now sk,z converges in the sup-norm to sk,1+iy, as z
converges to 1 + iy inside Ω. Hence we may conclude also in this case, by lemma 2.8, that
lim sup
z→1+iy
z∈Ω
G(z) = G(1 + iy) ≤ log(M1 + ε).
Now corollary 2.7 shows that
F (θ) = log ‖sk,θ‖q ≤ (1− θ) log(M0 + ε) + θ(M1 + ε).
Letting k →∞ and then noting that ε > 0 was arbitrary gives
log ‖Tf‖q ≤ (1− θ) logM0 + θ logM1,
which, by taking exponentials of both sides, is equivalent to
‖Tf‖q ≤M1−θ0 M θ1 .
If either M0 or M1 is zero it may be replaced by some δ > 0 which can be sent to zero
afterwards.
3 The complex interpolation method
From the interpolation of complex valued Lp-spaces we move onto a more general theory
of interpolation that deals with Banach spaces. As mentioned in the introduction the
basis for this so called complex interpolation method is the Riesz-Thorin interpolation
theorem.
Already in the model theorem Riesz-Thorin one sees that the interpolation does not
depend on the operators but on the underlying spaces instead. Accordingly the general
theory does not start with any operators directly.
Instead one begins with a couple of Banach spaces and forms from this couple a new
set of Banach spaces. The complex interpolation method is the technique of construction
of these new spaces. The construction is built so that the interpolation of linear operators
then follow quite automatically.
From a given couple the elements for the new spaces are chosen as certain values of
Banach valued holomorphic functions, which we first introduce.
3.1 Vector valued holomorphic functions
Although the vector valued holomorphic functions are central for our later considerations
we use them only as a tool and state some basic properties without proofs. The definitions
and proofs for these are in [3].
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Let X be a vector space and τ a topology on X. The space (X, τ) is said to be a
topological vector space if addition (x, y) 7→ x + y is continuous X × X → X, scalar
multiplication (α, x) 7→ αx is continuous C×X → X and every point is a closed set.
Let Ω ⊂ C be open and (X, τ) some topological vector space. A function f : Ω→ X
is said to be weakly holomorphic if Λf : Ω → C is holomorphic in the usual sense for
every continuous linear functional Λ ∈ X∗. It is strongly holomorphic if for every z ∈ Ω
the limit
lim
w→z
w 6=z
f(w)− f(z)
w − z
exists in the topology τ . For the so called Fréchet spaces these properties are equivalent,
and for our purposes it is enough to know that Banach spaces are Fréchet spaces.
There are maximum principles for Banach valued holomorphic functions that can
be derived with continuous linear functionals from the corresponding result for complex
valued functions. As an example we prove the Phragmen-Lindelöf method.
Theorem 3.1 (Phragmen-Lindelöf). Let X be a Banach space, Ω = {z ∈ C | 0 <
Re(z) < 1} a strip and f : Ω→ X a bounded and continuous function that is weakly (and
hence strongly) holomorphic in Ω. If for a constant M > 0
‖f(j + iy)‖X ≤M, y ∈ R, j = 0, 1,
then f is uniformly bounded by M in Ω.
Proof. Choose some z0 ∈ Ω and let Λ ∈ X∗ be a continuous linear functional with norm
at most 1. Then Λf is holomorphic in Ω, continuous and bounded in Ω and bounded by
M on the boundary of the strip.
Thus |Λf(z)| ≤M for all λ ∈ Ω.. Since Λ was arbitrary we have
‖f(z0)‖X = sup
Λ∈X∗
‖Λ‖≤1
Λf(z0) ≤M.
3.2 Categories and functors
We introduce the general concepts of categories and functors following [10]. They make
it easy to talk about basic interpolation theory.
A category is a set of objects O and for two objects A,B ∈ O there is a set of
morphisms Mor(A,B) from A into B. Moreover, for any three objects A,B,C ∈ O a law
of composition
Mor(B,C)×Mor(A,B)→Mor(A,C)
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is defined. We shall write the product of g ∈Mor(B,C) and f ∈Mor(A,B) as g ◦ f .
The sets of morphisms and the laws of composition are to satisfy three conditions. Let
A,B,C,D ∈ O be any objects.
The sets Mor(A,B) and Mor(C,D) are disjoint unless A = C and B = D, whence
they are equal. There is a morphism idA ∈ Mor(A,A) such that for g ◦ idA = g for
all g ∈ Mor(A,B) and idA ◦ g = g for all g ∈ Mor(B,A). The laws of composition
are associative, that is, for all h ∈ Mor(C,D), g ∈ Mor(B,C) and f ∈ Mor(A,B) the
identity h ◦ (g ◦ f) = (h ◦ g) ◦ f is satisfied.
Let A and B be categories. A (covariant) functor F from A to B is a map that takes
each object A ∈ A to an object F(A) ∈ B, and each morphism f ∈ Mor(A,B) to a
morphism F(f) ∈ Mor(F(A),F(B)). For all A ∈ A the functor takes idA to idF(A). Also
if f ∈Mor(A,B) and g ∈Mor(B,C) then F(g ◦ f) = F(g) ◦ F(f).
An example of a category could be for instance the set of all Banach algebras. Homo-
morphisms between two algebras would be the set of morphisms. The laws of composition
would be the usual compositions of mappings.
3.3 Interpolation couples
Now we begin the construction of the complex interpolation method. The material in the
rest of this section, except the explicit change of the domain of integration from the unit
circle to the boundaries of the strip in the derivation of the Poisson kernels, is found in
[5], [6] and [7].
The complex method deals with Banach spaces. In the first section we gave a proof for
the Riesz-Thorin in the quasi normed case, so one might wonder that what if we started
instead with quasi Banach spaces.
There is an immediate problem in the quasi case and it comes from the vector valued
holomorphic functions. For our construction of the complex method the maximum prin-
ciples for holomorphic functions are crucial. The proof of the Phragmen-Lindelöf theorem
3.1 relied heavily on the dual space of the Banach space in question.
On the other hand there are Lp-spaces, with 0 < p < 1, that do not have any continuous
functionals on them (see [3], p.37). Thus in this setting one can not define similarly as
we did any weakly holomorphic functions and therefore one can not directly derive the
maximum principles from the complex valued case.
We shall be concerned with the category of all complex Banach spaces with bounded
linear operators as morphisms.The letter B will be used only for this purpose in this
thesis.
Suppose we have two spaces A0, A1 ∈ B. To define new spaces from these two we
need some bigger space as a basis that includes A0 and A1.
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Definition 3.2. Two spaces A0, A1 ∈ B are said to be compatible if there exists topo-
logical vector space V such that A0 and A1 are subspaces of V , that is, the inclusions
A0 → V and A1 → V are continuous. In this case (A0, A1) is said to be an interpolation
couple.
Because there are different definitions of a topological vector space it must be made
clear that our definition includes the assumption that every point is a closed set. From
this it follows that topological vector spaces are Hausdorff spaces, which will be a needed
property.
Let (A0, A1) be an interpolation couple. Because of the embedding into some topolog-
ical vector space V , the sum A0 + A1 and the intersectionA0 ∩ A1 can be formed.
Lemma 3.3. Let (A0, A1) be an interpolation couple. The space A0 ∩ A1 is a Banach
space with the norm
(3.1) ‖a‖A0∩A1 := max(‖a‖A0 , ‖a‖A1)
and A0 + A1 is a Banach space with the norm
(3.2) ‖a‖A0+A1 := infa0+a1=a
aj∈Aj
‖a0‖A0 + ‖a1‖A1 .
Proof. Let V be a topological vector space such that A0 and A1 are subspaces of V .
We deal first with A0 ∩ A1. Clearly A0 ∩ A1 is a vector space and ‖ · ‖A0∩A1 satisfies
the requirements to be a norm.
Choose a Cauchy sequence {an}∞n=1 ∈ A0∩A1. Now {an}∞n=1 is also a Cauchy sequence
in A0 and A1. By completeness of A0 and A1 it converges to an element b0 ∈ A0 in A0
and to an element b1 ∈ A1 in A1. But the continuous embedding of A0 and A1 into V
implies that {an}∞n=1 converges to b0 and to b1 in V . Since V is a Hausdorff space, it must
be the case that b0 = b1 ∈ A0 ∩ A1.
Thus {an}∞n=1 converges to b0 = b1 with respect to ‖ · ‖A0∩A1 . Hence A0 ∩ A1 is a
Banach space.
A0 + A1 is a vector space, and, as is directly verified ‖ · ‖A0+A1 , satisfies the triangle
inequality and ‖λa‖A0+A1 = λ‖a‖A0+A1 for every λ ∈ C and a ∈ A0 + A1. Suppose a ∈
A0 +A1 and ‖a‖A0+A1 = 0. Then there are sequences {an,0}∞n=1 ⊂ A0 and {an,1}∞n=1 ⊂ A1
such that an,0 + an,1 = a for all n = 1, 2, 3, . . . and ‖an,0‖A0 + ‖an,1‖A1 ≤ 1/n. Again by
the continuous embedding, a = an,0 + an,1 → 0 in V . Thus a = 0 in V , hence also in
A0 + A1, and we have proved that ‖ · ‖A0+A1 is a norm.
The Banach property of A0 + A1 could also be proved directly, but we shall use an
other method. Consider the Banach space A0×A1 with the norm ‖ · ‖A0 + ‖ · ‖A1 and the
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diagonal D = {(a0, a1)|a0 + a1 = 0}. Since the underlying vector space is Hausdorff, the
diagonal D is closed in A0×A1. Thus the quotient space (A0×A1)/D is a Banach space.
The mapping ϕ : A0×A1/D → A0 +A1, ϕ((a0, a1) +D) = a0 + a1 is well defined and
a vector space isomorphism between A0 ×A1/D and A0 +A1. Choose some a ∈ A0 +A1
and some representation a = a′0 + a′1, a′i ∈ Ai. Then
‖a‖A0+A1 = infa0+a1=a
aj∈Aj
‖a0‖A0 + ‖a1‖A1 = inf
(a0,a1)∈D
‖(a′0, a′1)− (a0, a1)‖A0×A1
= ‖(a′0, a′1) +D‖A0×A1/D.
Thus ϕ is also isometric. This implies that, as an isometric and isomorphic image of a
Banach space, A0 + A1 is also a Banach space.
3.4 Interpolation spaces
This subsection gives terminology to the kind of spaces that we are going to produce with
the complex interpolation method.
Definition 3.4. Suppose (A0, A1) is an interpolation couple. We say that a Banach space
A is an intermediate space with respect to the couple (A0, A1) if A0 ∩A1 ⊂ A ⊂ A0 +A1
and the inclusions are continuous.
Definition 3.5. Let (A0, A1) and (B0, B1) be two interpolation couples and suppose A
and B are intermediate spaces with respect to (A0, A1) and (B0, B1), respectively. If for
any bounded and linear T : A0 + A1 → B0 +B1 the condition
T |Aj : Aj → Bj is bounded, j = 0, 1,
implies
T |A : A→ B is bounded,
A and B are said to be interpolation spaces with respect to the couples (A0, A1) and
(B0, B1), respectively.
The category C of all compatible couples has as its objects all compatible interpolation
couples. For two couples (A0, A1) and (B0, B1) in C the morphisms are bounded linear
mappings T : A0 + A1 → B0 + B1 such that the restriction T |Aj : Aj → Bj is bounded,
j = 0, 1. Such mappings are denoted by T : (A0, A1)→ (B0, B1). The laws of composition
are compositions of mappings.
Note that if T : A0 + A1 → B0 + B1 is a linear mapping such that T |Aj : Aj → Bj
is bounded, j = 0, 1, then also T : A0 + A1 → B0 + B1 is bounded with norm at most
max(‖T‖A0→B0 , ‖T‖A1→B1).
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Definition 3.6. We say that a functor F from the category C into the category B is an
interpolation functor or interpolation method, if, for any two couples (A0, A1), (B0, B1)∈C,
the Banach spaces F((A0, A1)),F((B0, B1))∈B are interpolation spaces with respect to
(A0, A1) and (B0, B1), and, for T : (A0, A1)→ (B0, B1), the bounded linear mapping F(T )
is T |F((A0,A1)) : F((A0, A1))→ F((B0, B1)).
Suppose F is an interpolation functor, (A0, A1), (B0, B1) ∈ C and T : (A0, A1) →
(B0, B1). Assume the norm of the mapping T : Aj → Bj isMj, j = 0, 1. If these conditions
imply that F(T ) maps F((A0, A1)) into F((B0, B1)) with norm at most M1−θ0 M θ1 , where
0 ≤ θ ≤ 1, then F is said to be exact of exponent θ.
3.5 Definition of the space (A0, A1)[θ]
Now we construct one concrete interpolation method called the complex interpolation
method. It is an abstract generalization of classical proof of the Riesz-Thorin interpolation
theorem.
From a given interpolation couple (A0, A1) the elements for the new complex interpo-
lation spaces are selected as special values of holomorphic functions defined on the strip
{z ∈ C : 0 < Re z < 1}.
Definition 3.7. Suppose (A0, A1) is an interpolation couple and γ is a real number. The
space F (A0, A1, γ) consists of those functions f : Ω→ A0 + A1 such that
(a) f is continuous in Ω,
(b) f is holomorphic in Ω,
(c) sup
z∈Ω
e−γ|Imz|‖f(z)‖A0+A1 <∞,
(d) f maps the line Re z = j continuously into Aj, for j = 0, 1, and
(e) ‖f‖F (A0,A1,γ) := max
j=0,1
(sup
t∈R
e−γ|t|‖f(j + it)‖Aj) <∞.
Also f ∈ F−(A0, A1, γ) if f ∈ F (A0, A1, γ) and
lim
|t|→∞
e−γ|t|‖f(j + it)‖Aj = 0, for j = 0, 1.
The growth conditions are imposed to make the theorem of three lines applicable. We
could consider only the spaces F (A0, A1, 0) or even F−(A0, A1, 0) and it would be sufficient
for our applications. But extension to general γ ∈ R does not essentially need more work
and after that one does not have to be so careful with growth conditions. Also, as shown
below, all the spaces F (A0, A1, γ) and F−(A0, A1, γ) yield the same interpolation spaces,
with equivalent norms, as does the space F (A0, A1, 0) or F−(A0, A1, 0) when used with
the complex interpolation method.
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Theorem 3.8. For every interpolation couple (A0, A1), the spaces F (A0, A1, γ) and F−(A0, A1, γ)
are Banach spaces with every γ ∈ R.
Proof. Fix γ ∈ R and let (A0, A1) be an interpolation couple. It is clear that both
F (A0, A1, γ) and F−(A0, A1, γ) are vector spaces. The triangle inequality is satisfied, and,
for every f ∈ F (A0, A1, γ) and α ∈ C, also the condition ‖αf‖F (A0,A1,γ) =|α| ‖f‖F (A0,A1,γ).
Since the norm candidate ‖ ·‖F (A0,A1,γ) depends explicitly only on the boundary values
of functions f ∈ F (A0, A1, γ), we want an estimate that controls the growth of f ∈
F (A0, A1, γ) in terms of its boundary values. As usually in situations like this we can use
the theorem of thee lines if we can find a suitable holomorphic function that decays more
rapidly in infinity than the function we want to estimate.
Fix one z0 = θ0 + it0 ∈ Ω, f ∈ F (A0, A1, γ) and consider the function z 7→ ez2 . The
constant C in the next estimate comes from boundedness of the real part of z− z0 in the
strip. We have
| e(z−z0)2 |= eRe (z−z0)2 ≤ Ce−(Im(z−z0))2 = Ce−(t−t0)2 , for z = θ + it ∈ Ω.
Thus, by the boundedness assumption on f and the exponent 2 in the last estimate,
e(z−z0)
2
f(z)→ 0 in A0 + A1, as | Im z |→ ∞. Now by the theorem of three lines
‖f(z0)‖A0+A1 = ‖e(z0−z0)
2
f(z0)‖A0+A1
≤
(
sup
t∈R
‖e(it−z0)2f(it)‖A0+A1
)1−θ0 (
sup
t∈R
e(1+it−z0)
2‖f(1 + it)‖A0+A1
)θ0
≤ C
(
sup
t∈R
‖e−(t−t0)2f(it)‖A0+A1
)1−θ0 (
sup
t∈R
e−(t−t0)
2‖f(1 + it)‖A0+A1
)θ0
= C
(
sup
t∈R
‖e−t2f(i(t+ t0))‖A0+A1
)1−θ0 (
sup
t∈R
e−t
2‖f(1 + i(t+ t0))‖A0+A1
)θ0
.
(3.3)
If γ > 0, then for some Cγ > 0 it holds that e−t
2 ≤ Cγe−γ|t| ≤ Cγe−γ(|t+t0|−|t0|) for every
t ∈ R. Similarly, if γ ≤ 0, then for some constant e−t2 ≤ Cγeγ|t| ≤ Cγeγ(|t0|−|t+t0|) =
Cγe
−γ(|t+t0|−|t0|) for all real numbers t. Substituting this into (3.3) gives
‖f(z0)‖A0+A1 ≤ CCγ
(
sup
t∈R
‖e−γ|t+t0|f(i(t+ t0))‖A0+A1
)1−θ0
·
(
sup
t∈R
e−γ|t+t0|‖f(1 + i(t+ t0))‖A0+A1
)θ0
eγ|t0| ≤ CCγeγ|Im z0|‖f‖F (A0,A1,γ).
(3.4)
In the last step of the above estimate we used the continuous embeddings A0, A1 ⊂ A0+A1.
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From equation (3.4) we see that ‖f‖F (A0,A1,γ) = 0 implies f = 0. To prove complete-
ness, choose a Cauchy sequence {fn}∞n=1 in F (A0, A1, γ). By replacing f with fn − fm in
(3.4) it can be seen that {fn}∞n=1 converges uniformly in compact subsets of Ω. Thus the
pointwise limit function f : Ω→ A0 + A1 is continuous.
Choose any bounded linear functional Λ ∈ (A0 + A1)∗. As a uniform limit in com-
pact subsets of Ω of holomorphic functions Λf is holomorphic in Ω. Thus f is weakly
holomorphic and hence also strongly holomorphic.
Also from
‖fn(j + it)− fm(j + it)‖Aj = eγ|t|‖e−γ|t|(fn(j + it)− fm(j + it))‖Aj
≤ eγ|t|‖fn − fm‖F (A0,A1,γ), j = 0, 1,
(3.5)
it follows that {fn(j + i·) : R → Aj}∞n=1 converges uniformly on every bounded interval.
Thus the function f(j + i·) maps the real line continuously into Aj.
Choose N ∈ N so that ‖fn − fm‖F (A0,A1,γ) ≤ 1 if n,m ≥ N . Using again (3.4) with
fn − fm in place of f , where n,m ≥ N , and then sending n→∞ leads to
‖f(z)− fm(z)‖A0+A1 ≤ CCγeγ|Im z|, for z ∈ Ω.
This gives
‖f(z)‖A0+A1 ≤ ‖f(z)− fN(z)‖A0+A1 + ‖fN(z)‖A0+A1
≤ Ceγ|Im z|(1 + ‖fN‖F (A0,A1,γ)).
Now we have proved that f belongs to F (A0, A1, γ).
Finally choosing Nε so that ‖fn − fm‖F (A0,A1,γ) ≤ ε if n,m ≥ Nε, using (3.5) with
n,m ≥ Nε and sending n → ∞ gives ‖f(j + it) − fm(j + it)‖Aj ≤ eγ|t|ε, j = 0, 1. This
means that {fn} converges to f in F (A0, A1, γ).
So far we have proved that F (A0, A1, γ) is a Banach space. Suppose f ∈ F (A0, A1, γ)
does not belong to F−(A0, A1, γ). Then for j = 0 or j = 1 the function
t 7→ e−γ|t|‖f(j + it)‖Aj
does not tend to zero, as | t |→ ∞. Then, if g ∈ F (A0, A1, γ) and ‖f − g‖F (A0,A1,γ) ≤ ε
for some suitably small ε, we see, using the equation (3.5) with f and g, that g does
not belong to F−(A0, A1, γ). Thus F−(A0, A1, γ) is a closed subspace of F (A0, A1, γ), and
hence complete also.
We are now ready to define the interpolation spaces (A0, A0)[θ],γ for a given couple
(A0, A1). The method of constructing the space (A0, A0)[θ],γ from (A0, A1) is called the
complex interpolation method. The space (A0, A0)[θ],γ consists of certain values of func-
tions in F (A0, A1, γ).
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Definition 3.9. Let (A0, A1) be a given interpolation couple and fix numbers 0 ≤ θ ≤ 1
and γ ∈ R. The space (A0, A0)[θ],γ consists of those vectors a ∈ A0 + A1 such that there
exists a function f ∈ F (A0, A1, γ) with f(θ) = a. The norm in (A0, A1)[θ],γ is defined as
(3.6) ‖a‖(A0,A1)[θ],γ = inf
f∈F (A0,A1,γ)
f(θ)=a
‖f‖F (A0,A1,γ).
The space (A0, A1)[θ],γ,− is defined similarly restricting to functions f ∈ F−(A0, A1, γ).
We may write the norm as ‖·‖[θ],γ instead of ‖·‖(A0,A1)[θ],γ when this causes no confusion.
Theorem 3.10. Let (A0, A1) be an interpolation couple. For every 0 ≤ θ ≤ 1 and γ ∈ R
the spaces (A0, A0)[θ],γ and (A0, A0)[θ],γ,− are Banach spaces.
Proof. Consider first (A0, A0)[θ],γ. As before, the only conditions that need to be checked
in order to say that (3.6) defines a norm are completeness and that ‖a‖(A0,A1)[θ],γ = 0
implies a = 0.
Assume a ∈ (A0, A0)[θ],γ and ‖a‖(A0,A1)[θ],γ = 0. Then there is a sequence {fn}∞n=1 such
that fn(θ) = a for all n ∈ N and ‖fn‖F (A0,A1,γ) ≤ 2−n. Referring to equation (3.4) we see
that fn(θ) = a→ 0 in A0 + A1, as n→∞. Thus a = 0.
The definition of the norm ‖ · ‖(A0,A1)[θ],γ in equation (3.6) as the infimum of certain
elements resembles the definition of the quotient norm in some quotient space. If we can
identify (A0, A1)[θ],γ with the quotient space of some Banach space and a closed subspace,
the completeness would be proved. We used this technique already in theorem 3.3.
Define a linear mapping
ϕ : F (A0, A1, γ)→ (A0, A1)[θ],γ , ϕ(f) = f(θ).
This linear mapping ϕ is surjective and its kernel consists of those f ∈ F (A0, A1, γ) such
that f(θ) = 0. The map ϕ induces a vector space isomorphism
ϕ˜ : F (A0, A1, γ)/ kerϕ→ (A0, A1)[θ],γ , ϕ˜(f + kerϕ) = ϕ(f).
Equation (3.4) implies that kerϕ is closed. Hence F (A0, A1, γ)/ kerϕ is a Banach
space with the quotient norm. If f ∈ F (A0, A1, γ), it is seen that the equality
(3.7) ‖f(θ)‖(A0,A1)[θ],γ = inf
g∈F (A0,A1,γ)
g(θ)=f(θ)
‖g‖F (A0,A1,γ) = ‖f + kerϕ‖F (A0,A1,γ)/ kerϕ
holds. But this means that ϕ˜ is also isometric. Thus ϕ˜ is an isometric isomorphism and
consequently (A0, A0)[θ],γ is a Banach space.
We can go through the same proof with F−(A0, A1, γ) in place of F (A0, A1, γ) and see
that (A0, A0)[θ],γ,− is also a Banach space.
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Theorem 3.11. Let (A0, A1) be an interpolation couple and 0 ≤ θ ≤ 1. For any γ0 and
γ1 ∈ R the spaces (A0, A0)[θ],γ0 , (A0, A0)[θ],γ1 , (A0, A0)[θ],γ0,− and (A0, A0)[θ],γ1,− coincide in
the set theoretical sense and have equivalent norms.
Proof. If f ∈ F (A0, A1, γ) or f ∈ F−(A0, A1, γ) for any γ ∈ R, then g(z) := e(z−θ)2f(z)
belongs to F (A0, A1, σ) and F−(A0, A1, σ) for all σ ∈ R. This shows that the spaces
coincide as sets.
Suppose σ0 < σ1. If f ∈ F (A0, A1, σ0), then ‖f‖F (A0,A1,σ0) ≥ ‖f‖F (A0,A1,σ1). Thus
‖ · ‖[θ],σ0 ≥ ‖ · ‖[θ],σ1 . Clearly also ‖a‖[θ],γ,− ≥ ‖a‖[θ],γ for every γ ∈ R. Because the spaces
in consideration are Banach spaces, this implies, by the open mapping theorem, that the
norms are actually equivalent.
In view of theorem 3.11 all the spaces considered there are essentially equal. From
now on we shall write (A0, A1)[θ] instead of (A0, A1)[θ],0 and ‖ · ‖[θ] in place of ‖ · ‖[θ],0.
The next important lemma shows that we can approximate functions in F−(A0, A1, 0)
with functions that have values in A0 ∩ A1.This will be used for example to prove that
A0 ∩ A1 is dense in (A0, A1)[θ]. The corollary 3.13 is useful in applications since the
functions there have a specific and simple form.
Lemma 3.12. Let (A0, A1) be an interpolation couple. The space F0(A0, A1) of finite
linear combinations of functions of the form
eδz
2
N∑
n=0
eλnzan, z ∈ Ω,
where δ > 0, N ∈ N, an ∈ A0 ∩ A1 and λn ∈ R for all n = 1, . . . , N, is dense in
F−(A0, A1, 0).
Let X be a Banach space, −∞ < a < b <∞ and n ∈ N. Suppose h : [−pin, pin]→ X
is a continuous function. For m ∈ Z the Fourier coefficient ĥ(m) is defined, as in the case
X = C, as
ĥ(m) :=
1
2pin
∫ pin
−pin
h(t)ei
mt
n dt.
The integral is a vector valued integral and is the unique element in X such that
Λ
1
2pin
∫ pin
−pin
h(t)ei
mt
n dt =
1
2pin
∫ pin
−pin
Λh(t)ei
mt
n dt
for all Λ ∈ X∗. The definition of this integral and the proof that it exists is in [3].
Equivalently this integral can be thought of as a Bochner integral whose basic properties
are stated in the section dealing with Banach valued Lp-spaces.
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The arithmetic mean of the first N+1 partial sums of the Fourier series of h is denoted
by σNf . In the proof we use the result that
σN(h)(t) =
1
2pin
∫ pin
−pin
hn(s)FN(t− s)ds, t ∈ [−pin, pin]
where {FN}∞N=0 is the Féjer kernel. Also for a continuous complex valued f : [−pin, pin]→
C it holds that
σNf(t)→ f(t), as N →∞,
for every t ∈ [−pin, pin]. Proofs of these facts concerning Fourier series are in [12].
If a sequence {xn}∞n=1 in X converges weakly to an element x ∈ X, then some sequence
of convex linear combinations of the elements xn converge to x in the norm of X ([3],
theorem 3.13).
Proof. For clarity we divide the proof into several steps.
Step 1 Fix f ∈ F−(A0, A1, 0) and ε > 0. Since f(j + iy) → 0 in Aj, as |y| → ∞, the
function
z 7→ eδz2f(z), z ∈ Ω
converges to f in F−(A0, A1, 0) as δ → 0. Choose a δ > 0 so that
(3.8) ‖eδ(·)2f(·)− f(·)‖F (A0,A1,0) < ε
and write g(z) = eδz2f(z) for z ∈ Ω.
Since g(z) decreases rapidly, as Im z →∞, we can form a periodization of g. For any
n ∈ N we define a function
(3.9) gn(z) :=
∞∑
k=−∞
g(z + ik2pin), z ∈ Ω.
Since g is bounded, we have when N ≥ 1 and Im z ∈ [−2pin, 2pin], that∑
|k|≥N
‖g(z + ik2pin)‖A0+A1 ≤ C
∑
|k|≥N
eδ(z+ik2pin)
2 ≤ C ′
∑
|k|≥N
e−δ(Im z+k2pin)
2
≤ C ′2
∞∑
k=N−1
e−(k2pin)
2 → 0, as N →∞.
(3.10)
Thus the series in (3.9) converges uniformly in Ω. With the same computation we see
that, for j = 0, 1, it converges uniformly on the line Re z = j with respect to the norm
‖ · ‖Aj , and that there is some constant M > 0 such that
(3.11) ‖gn‖F (A0,A1,0) ≤M, for all n ∈ N.
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Hence (3.9) defines a function in F (A0, A1, 0).
Also
‖g(j + it)− gn(j + it)‖Aj = ‖
∑
k 6=0
g(j + it+ ik2pin)‖Aj ≤ C
∑
k 6=0
e−δ(t+k2pin)
2
.
Thus gn(j+ i·) converges uniformly to g(j+ i·) in Aj on compact subsets of R. Combining
this and (3.11) with the fact that g(j + it) → 0 in Aj, as | t |→ ∞, we see that we can
choose n0 ∈ N and s > 0 so that
(3.12) ‖es(·)2gn0(·)− g(·)‖F (A0,A1,0) ≤ ε.
Step 2 For j = 0, 1, the function gn0(j + i·) : R→ Aj is continuous and has a period of
2pin0. Thus we have, for each Λ ∈ A∗j , that
Λ(gn0(j + i·))(t) = lim
n→∞
σNΛ(gn0(j + i·))(t) = lim
n→∞
ΛσN(gn0(j + i·)(t)), t ∈ [−pin0, pin0].
Thus σN(gn0(j + i·))(t) converges weakly to gn0(j + it) for each t ∈ [−pin0, pin0]. Hence,
for each t, some convex linear combinations of σN(gn0(j + i·))(t), N = 1, 2, . . . , converge
in the norm of Aj to gn0(j + it).
Considering A0 × · · · ×A0 ×A1 × · · · ×A1 as a Banach space with norm ‖ · ‖A0 + . . .
+ ‖ · ‖A0 + ‖ · ‖A1 + · · · + ‖ · ‖A1 , we see that for any finite number of points t1, . . . , tn ∈
[−pin0, pin0] the sequence
{(σN(gn0(i·))(t1), . . . , σN(gn0(i·))(tn), σN(gn0(1 + i·))(t1), . . . , σN(gn0(1 + i·))(tn))}∞N=1
converges weakly to
(gn0(it1), . . . , gn0(itn), gn0(1 + it1), . . . , gn0(1 + itn)).
Hence some convex linear combinations of (σN(gn0(i·))(t), σN(gn0(1 + i·))(t)) converge in
the norm ‖ · ‖A0 + ‖ · ‖A1 to (gn0(it), gn0(1 + it)), when t ∈ {t1, . . . , tn}.
Step 3 Using the Fejer kernels FN we have
(3.13) σN(gn0(j + i·))(t) =
1
2pin0
∫ pin0
−pin0
gn0(j + is)FN(t− s)ds, t ∈ [−pin0, pin0],
where the integral converges in Aj (and also in A0 + A1 to the same element). Since
gn0(j + i·) is uniformly continuous properties of the Fejer kernels and equation (3.13)
imply that {σN(gn0(j+i·))}∞N=1 is an equicontinuous sequence. Thus also the set of convex
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linear combinations of σN(gn0(j+ i·)), N = 1, 2, . . . , is equicontinuous with respect to the
norm ‖ · ‖Aj .
What we have now is that for arbitrary t1, . . . , tn ∈ [−pin0, pin0] there is an A0 × A1-
equicontinuous sequence of convex linear combinations of (σNgn0(i·), σNgn0(1 + i·)), N =
1, 2, . . . , that converge at the points tk to (gn0(itk), gn0(j + itk)). Thus we can actually
choose a sequence
(3.14)
{
qk∑
p=1
αkp
(
σNkp gn0(i·), σNkp gn0(1 + i·)
)}∞
k=1
of convex combinations so that
(3.15)
qk∑
p=1
αkp
(
σNkp gn0(i·)(t), σNkp gn0(1 + i·)(t)
)
A0×A1−−−−→ (gn0(it), gn0(1 + it)), k →∞,
uniformly on [−pin0, pin0], and hence by periodicity on R.
Step 4 A partial sum of the Fourier series of gn0(θ + i·) can be written as
(3.16) Sk(gn0(θ + i·))(t) =
k∑
l=−k
̂gn0(θ + i·)(l)el(θ+it)/n0 , 0 ≤ θ ≤ 1, t ∈ [−pin0, pin0],
where
(3.17) ̂gn0(θ + i·)(l) =
1
2pin0m
∫ pin0m
−pin0m
gn(θ + is)e
−l(θ+is)/nds, m ∈ N.
Convergence of the integral is in A0 +A1. The periodicity of gn0 implies that the integral
in (3.17) is independent of m.
We shall now show that ̂gn0(j + i·)(l) is the same for j = 0 and j = 1. Choose
0 < θ0 < θ1 < 1 and consider the integral
(3.18)
1
2pin0m
∫ pin0m
−pin0m
gn(θ0 + is)e
−l(θ0+is)/n0ds, m ∈ N.
The function gn0(·)e−l(·)/n is bounded and holomoprhic in Ω and the integral is independent
of m. Integrate gn0(·)e−l(·)/n along a rectangular path with vertical edges at θ0 and θ1 and
horizontal edges at −pin0m and pin0m. Cauchy’s theorem (with the aid of bounded linear
functionals) gives that the sum of the integrals over the edges is zero. If you multiply
the integrals by 1
2pin0m
and let m go to infinity, the boundedness of gn0 imply that the
integral over the horizontal edges vanish. Thus (3.18) is the same for θ0 and θ1. By the
continuity of gn0 : Ω→ A0 + A1 we can take the limit θ0 = 0 or θ1 = 1 in (3.18) and see
that ĝn0(i·)(l) = ̂gn0(1 + i·)(l). In particular ĝn0(i·)(l) = ̂gn0(1 + i·)(l) ∈ A0 ∩ A1.
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Step 5 Now write
Skgn0(z) =
N∑
l=−N
ĝn0(i·)(l)elz/n0
and
σNgn0(z) =
1
N + 1
N∑
k=0
Skgn0(z).
Using the sequence in (3.15) we see that
ϕk(z) :=
qk∑
p=1
αkpσNkp gn0(z), z ∈ Ω, k ∈ N,
defines a sequence in F (A0, A1, 0) that converge to gn0 in F (A0, A1, 0). Thus we can
choose a k ∈ N so that ‖es(·)2ϕk − es(·)2gn0‖F (A0,A1,0) ≤ ε. Combining this with (3.8) and
(3.12) proves the result, since es(·)2ϕk is of the desired form.
Corollary 3.13. Suppose (A0, A1) is an interpolation couple, 0 < θ < 1 and a ∈ A0∩A1.
Let V (A0, A1) be the set of finite linear combinations of functions of the form
z 7→ ϕ(z)x,
where ϕ ∈ F−(C,C, 0) and x ∈ A0∩A1. Then the norm of a in (A0, A1)[θ] can be obtained
as
‖a‖[θ] = inf
f∈V (A0,A1)
f(θ)=a
‖f‖F (A0,A1,0).
Proof. Let a ∈ A0 ∩ A1 and choose a function f ∈ F−(A0, A1, 0) so that f(θ) = a and
‖f‖F (A0,A1,0) ≤ ‖a‖[θ] + ε for some ε > 0. Let ψ be the Möbius map
z 7→ ψ(z) = z − θ
z + θ
, z ∈ C\{−θ}.
The function ψ takes the right half plane {z | Re z > 0} onto the open unit disk,
ψ′(z) 6= 0 for all z ∈ C\{−θ}, and ψ(z) 6= 0, if z 6= θ. Also, is δ > 0 if small, ψ maps
some neighborhood of θ onto D(0, δ). From these considerations we se that the mapping
z 7→ g(z) := f(z)− e
(z−θ)2a
ψ(z)
, z ∈ Ω,
belongs to F−(A0, A1, 0) and can thus be approximated by functions in F0(A0, A1). Choose
k ∈ F0(A0, A1) so that ‖g − k‖F (A0,A1,0) ≤ ε. Since f can be written as
f(z) = e(z−θ)
2
a+ ψ(z)g(z), z ∈ Ω,
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we see that
‖e(·−θ)2a+ ψ(·)k(·)‖F0(A0,A1) ≤ ‖ψ(k − g)‖F0(A0,A1) + ‖f‖F0(A0,A1) ≤ ‖a‖[θ] + 2ε.
The mapping
z 7→ e(z−θ)2a+ ψ(z)k(z), z ∈ Ω,
belongs to V (A0, A1).
3.6 Simple properties of the spaces (A0, A1)[θ]
We begin with one property that we are especially interested in, namely that the spaces
(A0, A1)[θ] are interpolation spaces.
Theorem 3.14. Suppose (A0, A1) and (B0, B1) are interpolation couples. Then for every
0 ≤ θ ≤ 1, the spaces (A0, A1)[θ] and (B0, B1)[θ] are interpolation spaces with respect to
the couples (A0, A1) and (B0, B1), respectively. Moreover, the corresponding functor that
maps (A0, A1)→ (A0, A1)[θ] is exact of exponent θ.
Proof. Fix 0 ≤ θ ≤ 1. Let us start by showing the continuous inclusions A0 ∩ A1 ⊂
(A0, A1)[θ] ⊂ A0 + A1.
Choose a ∈ A0 ∩ A1 and define f ∈ F (A0, A1, 0) by f(z) ≡ a. Then f(θ) = a and
‖a‖[θ] ≤ ‖f‖F (A0,A1,0) = ‖a‖A0∩A1 . Thus A0 ∩ A1 ⊂ (A0, A1)[θ] continuously.
Assume a ∈ (A0, A1)[θ]. Let f ∈ F (A0, A1, 0) be such that f(θ) = a and ‖f‖F (A0,A1,0) ≤
‖a‖[θ] + ε for some given ε > 0. Now by the theorem of three lines
‖a‖A0+A1 =‖f(θ)‖A0+A1
≤(sup
t∈R
‖f(it)‖A0+A1)1−θ(sup
t∈R
‖f(1 + it)‖A0+A1)θ
≤‖f‖F (A0,A1,0) ≤ ‖a‖[θ] + ε.
Hence also (A0, A1)[θ] ⊂ A0 + A1 in a continuous manner.
Let T : (A0, A1) → (B0, B1) be such that, for j = 0, 1, the norm of the restriction
T |Aj : Aj → Bj is Mj > 0. If a ∈ (A0, A1)[θ], choose ε > 0 and f ∈ F (A0, A1, 0) so that
f(θ) = a and ‖f‖F (A0,A1,0) ≤ ‖a‖(A0,A1)[θ] + ε. Now the mapping
g(z) := M z−10 M
−z
1 Tf(z), z ∈ Ω,
belongs to F (B0, B1, 0) and ‖g‖F (B0,B1,0) ≤ ‖f‖F (A0,A1,0). This means that ‖g(θ)‖(B0,B1)[θ] =
‖M θ−10 M−θ1 Ta‖(B0,B1)[θ] ≤ ‖a‖(A0,A1)[θ]+ε, which gives ‖Ta‖(B0,B1)[θ] ≤M1−θ0 M θ1‖a‖(A0,A1)[θ] .
If M0 or M1 is zero, then it is first replaced by some δ > 0 and afterwards the δ is sent
to zero.
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The next theorem describes more precisely how the complex interpolation spaces are
related to A0 ∩ A1 and A0 + A1. It shows that they are in certain sense close to A0 ∩ A1
and that those elements of A0 or A1 that can not be approximated by elements in A0∩A1
are not needed in the interpolation.
Theorem 3.15. Fix some interpolation couple (A0, A1) and 0 ≤ θ ≤ 1. Then A0 ∩A1 is
dense in (A0, A1)[θ]. Moreover if A0j := clAj(A0 ∩ A0), j = 0, 1, then
(3.19) (A0, A1)[θ] = (A00, A1)[θ] = (A0, A
0
1)[θ] = (A
0
0, A
0
1)[θ]
with equal norms.
Proof. The proof is quite immediate because of the lemma (3.12). To prove the first claim
choose a ∈ (A0, A1)[θ], ε > 0 and f ∈ F (A0, A1, 0) with f(θ) = a. Then we can choose
a function g ∈ F0(A0, A1) so that ‖g(·) − e(·−θ)2f(·)‖F (A0,A1,0) ≤ ε. But this implies that
‖g(θ)− f(θ)‖[θ] ≤ ε and g(θ) ∈ A0 ∩ A1.
It is clear that (A00, A1) is an interpolation couple, since we can use the same embedding
as for the original couple. The sets V (A0, A1) and V (A00, A1) defined in corollary 3.13
coincide, and, if f ∈ V (A0, A1), then ‖f‖F (A0,A1,0) = ‖f‖F (A00,A1,0). In view of the corollary
(3.13) this proves that if a ∈ A0 ∩ A1, then ‖a‖(A0,A1)[θ] = ‖a‖(A00,A1)[θ] . Because of the
density result of this theorem, this proves the first equality in (3.19).
More precisely, let a ∈ (A0, A1)[θ]. Then there is a sequence {an}∞n=1 in A0 ∩ A1 such
that an → a in (A0, A1)[θ]. By the above considerations {an}∞n=1 converges to some element
b ∈ (A00, A1)[θ]. But (A0, A1)[θ] and (A00, A1)[θ] are embedded in A0 +A1 which implies that
a = b. Also
‖a‖(A0,A1)[θ] = limn→∞ ‖an‖(A0,A1)[θ] limn→∞ ‖an‖(A00,A1)[θ] = ‖a‖(A00,A1)[θ] .
All the other equalities are proved in the same way.
Next we present some inclusion properties of the complex interpolation spaces.
Theorem 3.16. Let (A0, A1) be an interpolation couple. If A0∩A1 = {0} then (A0, A1)[θ] =
{0}, and, if A0 = A1, then (A0, A1)[θ] = A0 with equal norms for every 0 ≤ θ ≤ 1. The
role of A0 and A1 can changed according to the following equation:
(3.20) (A0, A1)[θ] = (A1, A0)[1−θ], 0 ≤ θ ≤ 1, (equal norms).
If in addition A0 ⊂ A1 continuously then
(A0, A1)[θ0] ⊂ (A0, A1)[θ1], 0 ≤ θ0 ≤ θ1 ≤ 1,
where the inclusion is continuous.
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Proof. If A0 ∩A1 = {0} the density of A0 ∩A1 in (A0, A1)[θ] shows that (A0, A1)[θ] = {0}.
Suppose A0 = A1 =: A and fix a ∈ A. In this case ‖ · ‖A = ‖ · ‖A+A. The sets A
and (A,A)[θ] contain the same elements because A ∩ A ⊂ (A,A)[θ] ⊂ A + A. Further
considering the constant function f(z) = a on the strip the inequality ‖a‖[θ] ≤ ‖a‖A
follows. On the other hand for every f ∈ F (A,A, 0) such that f(θ) = a the theorem
of three lines gives ‖a‖A = ‖a‖A+A ≤ ‖f‖F (A,A,0), so that ‖a‖A ≤ ‖a‖[θ]. Thus ‖a‖A =
‖a‖A∩A = ‖a‖A+A = ‖a‖(A,A)[θ] .
It holds that f(·) ∈ F (A0, A1, 0) if and only if f(1 − ·) ∈ F (A1, A0, 0). This proves
equation (3.20).
Assume now that A0 ⊂ A1 continuously and 0 ≤ θ0 < θ1 ≤ 1. Choose some element
a ∈ (A0, A1)[θ0] and some f ∈ F (A0, A1, 0) with f(θ0) = a. Fix 0 < λ < 1 so that θ0 = λθ1.
Define a new function g by
g(z) = f(λz), z ∈ Ω.
To see that
t 7→ g(1 + it) = f(λ+ iλt), t ∈ R,
is continuous and bounded mapping into A1 it is enough to notice that the continuous
inclusion A0 ⊂ A1 imply that the norms ‖ · ‖A1 and ‖ · ‖A0+A1 are equivalent. This
equivalence of ‖ · ‖A1 and ‖ · ‖A0+A1 may be computed directly or by applying the open
mapping theorem.
Clearly
sup
t∈R
‖g(it)‖A0 ≤ ‖f‖F (A0,A1,0),
and, by the theorem of three lines,
sup
t∈R
‖g(1 + it)‖A1 = sup
t∈R
‖f(λ+ it)‖A1 ≤ C sup
t∈R
‖f(λ+ it)‖A0+A1
≤ C(sup
t∈R
‖f(it)‖A0)1−λ(sup
t∈R
‖f(1 + it)‖A1)λ ≤ C‖f‖F (A0,A1,0).
Since g(θ1) = f(θ0) = a, we see by taking the infimum over f ∈ F (A0, A1, 0), f(θ0) = a,
that ‖a‖[θ1] ≤ C‖a‖[θ0].
3.7 Poisson kernels for the strip
Let (A0, A1) be an interpolation couple and suppose f ∈ F (A0, A1, 0). In the interpolation
of Banach valued Lp-spaces we need the formulae in the lemma 3.17 that give upper bounds
for ‖f(θ)‖[θ] in terms of an integral of f over the boundaries of the strip. The proofs of
these follow from the Poisson kernel for the strip that allows to construct holomorphic
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functions that have given (sufficiently smooth) boundary values. Kernels for the strip can
be derived from the Poisson kernels for the unit disc.
Let H be the open upper half plane in C and Ω = {z ∈ C | 0 < Re z < 1} the usual
strip. The mapping z 7→ eipiz is a bijection from Ω onto H¯ \ 0, holomorphic in Ω and
maps Ω onto H. We want a Möbius transformation ϕ of the plane that takes H¯ onto
the closed unit disk D¯ and maps real axis onto the unit circle. Constructing ϕ so that
ϕ(0) = −1, ϕ(1) = −i and ϕ(z)→ 1, as | z |→ ∞, leads to ϕ(z) = z−i
z+i
. Also ϕ(i) = 0, so
ϕ is the desired map.
Now the composition
(3.21) ψ(z) :=
eipiz − i
eipiz + i
, z ∈ Ω
is a bijection Ω → D\{−1, 1}, maps interior points to interior points, the line Re z = 0
onto the lower half circle and the line Re z = 1 onto the upper half circle.
Let f : Ω → C be bounded, continuous and harmonic in Ω. The mapping g :=
f ◦ ψ−1 : D\{1, 1} → C is bounded and continuous. Computation of the Laplacian gives
∆(f ◦ ψ−1) = (∆f ◦ ψ−1) · |(ψ−1)′|2 = 0. Thus g is also harmonic in D.
In D g can be represented as a Poisson integral despite of the possible discontinuities
of g at the points 1 and −1 . For 0 < r < 1 define gr(z) = g(rz), whence gr is harmonic
in some neighbourhood of D. If P (z, eit) = 1−|z|
2
|eit−z|2 is the usual Poisson kernel for the disc,
then, for z ∈ D,
(3.22) gr(z) =
1
2pi
∫ pi
−pi
P (z, eit)gr(e
it)dt.
But g is bounded in D, so sending r → 1 and applying Lebesque’s dominated convergence
theorem yields (3.22) with g in place of gr.
We have now, for z ∈ Ω,
f(z) = g(ψ(z)) =
1
2pi
∫ pi
−pi
P (ψ(z), eit)g(eit)dt.
Next we change the domain of integration from the circle to the boundary of Ω with ψ.
Denote P (ψ(z), eit)g(eit) by h(eit) and choose 0 < ε < pi/2. We consider the integral∫ −ε
−pi+ε h(e
it)dt.
Choose a partition −pi + ε = t0 < t1 < t2 <, . . . , < tn = −ε of [−pi + ε,−ε]. There
correspond real numbers s0 > s1 >, . . . , > sn such that ψ(isk) = eitk , k = 0, 1, . . . , n. For
each k ∈ {1, . . . , n} there is a point ξk ∈ [sk−1, sk] such that | ψ′(iξk) | ·(sk − sk−1) =
tk− tk−1, since tk− tk−1 is the length of the corresponding arc. Now considering Riemann
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sums we get
(3.23)
n∑
k=1
h(ψ(ξk))(tk − tk−1) =
n∑
k=1
h(ψ(sk)) | ψ′(ξk) | (sk−1 − sk).
As the partition of [−pi + ε,−ε] gets finer, equation (3.23) gives (with continuity of ψ−1)∫ −ε
−pi+ε
h(eit)dt =
∫ s0
sn
h(ψ(t)) | ψ′(t) | dt.
Finally letting ε tend to zero the result is
(3.24)
1
2pi
∫ 0
−pi
P (ψ(z), eit)g(eit)dt =
1
2pi
∫ ∞
−∞
P (ψ(z), ψ(it)) | ψ′(t) | f(it)dt.
If we choose f ≡ 1 we see that there is no integrability problem in (3.24), since then g ≡ 1
and the left side is at most 1. A similar equation holds also for the upper half circle and
the line Re z = 1.
In (3.24) the quantity P (ψ(z), ψ(it)) | ψ′(t) | can be computed explicitly. For j = 0 or
j = 1
| ψ(x+ iy)− ψ(j + it) |2=
∣∣∣∣eipi(x+iy) − ieipi(x+iy) + i − eipi(j+iy) − ieipi(j+iy) + i
∣∣∣∣2
=
| 2(eipi(x+iy) − eipi(j+iy)) |2
| eipi(x+iy) + i |2| eipi(j+it) + i |2
=
(e−piy cos(pix)− e−pit cos(pij))2 + (e−piy sin(pix))2
| e−pi(x+iy) + i |2 (1 + e−2pit) ).
Similarly by direct computation
1− | ψ(x+ iy) |2= e
−piy sin(pix)
| eipi(x+iy) + i |2
and
| ψ′(j + it) |= 2pie
−pit
1 + e−2pit
.
Substituting these into (3.24) we get the formula for f(z), z ∈ Ω:
f(z) =
∫ ∞
−∞
epi(y−t) sin(pix)
sin2(pix) + (cos(pix)− epi(y−t))2f(it)dt
+
∫ ∞
−∞
epi(y−t) sin(pix)
sin2(pix) + (cos(pix) + epi(y−t))2
f(1 + it)dt.
(3.25)
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We shall denote kernels in (3.25) by
P0(z, t) :=
epi(y−t) sin(pix)
sin2(pix) + (cos(pix)− epi(y−t))2 , t ∈ R, z ∈ Ω,
P1(z, t) :=
epi(y−t) sin(pix)
sin2(pix) + (cos(pix) + epi(y−t))2
, t ∈ R, z ∈ Ω.
(3.26)
If f ∈ F (A0, A1, 0), then the Poisson integral representation (3.25) for f can be ob-
tained with the aid of the Hahn-Banach theorem. For any Λ ∈ (A0 +A1)∗ we have (3.25)
with Λf in place of f and we may take Λ in front of the integral sign. Since (A0 + A1)∗
separates points on (A0 + A1), (3.25) must actually hold for f also.
Lemma 3.17. Suppose (A0, A1) is an interpolation couple and 0 < θ < 1. If f ∈
F−(A0, A1, 0), then
log ‖f(θ)‖[θ] ≤
∫ ∞
−∞
log ‖f(it)‖A0P0(θ, t)dt+
∫ ∞
−∞
log ‖f(1 + it)‖A1P1(θ, t)dt,
‖f(θ)‖[θ] ≤
(
1
1− θ
∫ ∞
−∞
‖f(it)‖A0P0(θ, t)dt
)1−θ (
1
θ
∫ ∞
−∞
‖f(1 + it)‖A1P1(θ, t)dt
)θ
and
‖f(θ)‖[θ] ≤
∫ ∞
−∞
‖f(it)‖A0P0(θ, t)dt+
∫ ∞
−∞
‖f(1 + it)‖A1P1(θ, t)dt.
Proof. Choose some M > 0 and ε > 0. Consider the function
ϕ˜(t) := max(log(‖f(j + it)‖Aj ,−M) + ε, t ∈ R, j = 0, 1.
Then we may use convolution with some approximate identity to produce bounded and
infinitely differentiable functions ϕ0 and ϕ1 on R such that ϕj(t) = −M+ε for all suitably
large |t| and max(log(‖f(j + it)‖Aj ,−M) ≤ ϕj(t) ≤ max(log(‖f(j + it)‖Aj ,−M) + 2ε for
all t ∈ R.
Now we can define an infinitely differentiable and bounded function on the unit circle
by
g(t) =

ϕ0 ◦ ψ−1(t), −pi < t < 0
ϕ1 ◦ ψ−1(t), 0 < t < pi
−M + ε, t = 0, pi,
where ψ is the holomorphic mapping defined in (3.21).
The Poisson integral of g provides a real valued function P [g] that is harmonic in D
and also continuous in D. Then using the harmonic conjugate of P [g] we have a function
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h ∈ H(D) whose real part is continuous in D and is g on the boundary. But the continuity
of the imaginary part of h near the boundary of D is a more subtle question. Nevertheless
the smoothness of g implies that actually h is continuous in D, see [9], chapter 3.
Thus we have a function h ∈ H(D) that is continuous in D and whose real part is g
on the boundary. Then the function φ := h ◦ψ ∈ H(Ω) is a bounded and continuous in Ω
and Re φ(j+it) = ϕj(t) ∈ [max(log(‖f(j+it)‖Aj ,−M),max(log(‖f(j+it)‖Aj ,−M)+2ε]
for all t ∈ R and j = 0, 1.
Now e−φf is in F (A0, A1, 0) and
‖eφ(j+it)f(j + it)‖Aj = |eϕj(t)|‖f(j + it)‖Aj ≤ 1, t ∈ R, j = 0, 1.
Hence the Phragmen-Lindelöf theorem 3.1 shows that ‖e−φf‖A0+A1 ≤ 1, which gives
‖f(θ)‖[θ] ≤ ‖f(θ)‖A0+A1 ≤ eRe φ(θ) = e
∫∞
−∞ ϕ0(t)P0(θ,t)dt+
∫∞
−∞ ϕ1(t)P1(θ,t)dt.
LettingM increase monotonically to∞ and ε decrease monotonically to 0 we get that
log ‖f(θ)‖[θ] ≤
∫ ∞
−∞
log ‖f(it)‖A0P0(θ, t)dt+
∫ ∞
−∞
log ‖f(1 + it)‖A1P1(θ, t)dt.
Consider the harmonic function z 7→ 1 − Re z, z ∈ Ω. Using the Poisson integral
representation we get
(3.27) 1− θ =
∫ ∞
−∞
P0(θ, t)dt, θ ∈ (0, 1).
Similarly with the function z 7→ Re z, z ∈ Ω, we have
(3.28) θ =
∫ ∞
−∞
P1(θ, t)dt, θ ∈ (0, 1).
Combining these with the convex version of Jensen’s inequality (2.9) we get the second
desired equation.
Finally, the convexity of the function t 7→ et, t ∈ R, and Jensen’s inequality shows that
for all positive real numbers s1, s2 and for all θ ∈ (0, 1) we have
s1−θ1 s
θ
2 = e
(log s1)(1−θ)+(log s2)θ ≤ s1(1− θ) + s2θ.
Thus the third equation is a consequence of the second.
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4 Interpolation of Lp(A)-spaces
In this subsection we give as an important application of the complex interpolation method
the generalization of the Riesz-Thorin interpolation theorem to Banach valued Lp-spaces.
These spaces are defined with respect to a vector valued integral called Bochner integral
whose definition and a few basic properties are stated below. Definitons and proofs of
the following properties of Banach valued measurable functions can be found in [4] and
interpolation of Banach-valued Lp-spaces is treated in [5] and [7]. The proof of the last
theorem concerning complex valued spaces follows [8].
Let (X,M, µ) be a measure space with positive and σ-finite measure µ and let (A, ‖·‖)
be a Banach space. With a simple function we mean a function s : X → A of the form
s =
N∑
n=1
anχBn
where N ∈ N, an ∈ A and the sets Bn are disjoint and measurable with finite measure.
A function f : X → A is said to be strongly measurable if there is a sequence {sn}∞n=1
of simple functions that converge to f a.e. [µ]. It is said to be weakly measurable if for
each Λ ∈ A∗ the function Λf is measurable.
If f : X → A is strongly measurable then also the function
x 7→ ‖f(x)‖, x ∈ X,
is measurable. This makes the following definition meaningful.
Definition 4.1. Assume 0 < p <∞. The spaces Lp(A,X,M, µ) is defined to be the set
of strongly measurable functions f : X → A such that
‖f‖p :=
{∫
A
‖f‖pdµ
} 1
p
<∞.
The proof that the spaces Lp(A,X,M, µ) are Banach spaces is in [15], Chapter 3,
theorem 6.6. In this section we fix the measure space (X,M, µ) and write Lp(A) instead
of Lp(A,X,M, µ). Thus for the rest of this section µ will be positive and σ-finite.
In the interpolation of these spaces we want to restrict to simple functions. Thus we
need to show that simple functions are dense in Lp(A). To prove this we need a Banach
valued version of Egoroff’s theorem whose proof is practically speaking the same as the
proof of the original complex valued one. The following is modified from an exercise in
[2].
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Theorem 4.2 (Egoroff’s theorem). Let (X,µ) be a measure space with µ a positive mea-
sure and µ(X) < ∞. Let A be a Banach space and suppose a sequence of strongly mea-
surable functions fn : X → A converges pointwise to a function f : X → A. Then for
each ε > 0 there exists a measurable set M ⊂ X such that µ(X \M) < ε and {fn}∞n=1
converges uniformly to f in M .
Proof. Define for n, k ∈ N a set
S(n, k) :=
⋂
i,j>n
{x ∈ X : ‖fi(x)− fj(x)‖A < 1
k
}
For all i, j ∈ N the function fi− fj is strongly measurable. Thus ‖fi− fj‖A is measurable
and hence the set S(n, k) is measurable.
Fix some k0 ∈ N. Because of the pointwise convergence we have
X =
∞⋃
n=1
S(n, k0).
Since S(1, k0) ⊂ S(2, k0) ⊂ S(3, k0) ⊂ . . . it holds that
(4.1) µ(S(n, k0))→ µ(X), as n→∞.
Choose ε > 0. By (4.1) we can choose for each k ∈ N a number nk ∈ N so that
(4.2) µ(X \ S(nk, k)) < ε
2k
.
Now define
M :=
∞⋂
k=1
S(nk, k).
If x ∈ M then ‖fn(x) − f(x)‖A ≤ k−1 when n > nk. Thus {fn}∞n=1 converges uniformly
to f in M .
Also from (4.2) we get
µ(X \M) = µ(∪∞k=1X \ S(nk, k)) < ε.
Lemma 4.3. Let A0 and A1 be two Banach spaces. Suppose f ∈ Lp0(A0)∩Lp1(A1) where
1 ≤ p0, p1 <∞. Then f can be approximated in Lp0(A0) ∩ Lp1(A1) with simple functions
that have their values in A0 ∩ A1.
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Proof. Since f : X → Aj is strongly measurable, the function
x 7→ ‖f(x)‖Aj , x ∈ X, j = 0, 1,
is measurable. Thus the set
BN :=
⋂
j=0,1
{x ∈ X : ‖f(x)‖Aj ≤ N},
is measurable for all N ∈ N. Write X = ⋃∞n=1Xn where each Xn has a finite measure.
By the dominated convergence theorem we see that the function
fN(x) := f(x)χ∪Nn=1Xn(x)χBN (x), x ∈ X,
converges to f in Lp0(A0) ∩ Lp1(A1). Each fN is bounded and zero outside of a set of
finite measure and has values in A0 ∩ A1.
Fix N ∈ N. Since fN : X → Aj, j = 0, 1, is strongly measurable there exists two
sequences {sn}∞n=1 and {tn}∞n=1 of simple functions such that
(4.3) sn(x)
n→∞−−−→ fN(x) a.e. [µ] in A0 and tn(x) n→∞−−−→ fN(x) a.e. [µ] in A1.
Let Y ⊂ ⋃Nn=1Xn ∩ BN be a measurable set in which sn and tn converge to fN and
µ((
⋃N
n=1Xn ∩ BN) \ Y ) = 0. After defining each sn and tn to be zero in the complement
of Y we can write
sn(x) =
mn∑
i=1
ani χBni (x), tn(x) =
mn∑
i=1
bni χBni (x),
where ∅ 6= Bni ⊂ Y is measurable for all n ∈ N, i ∈ {1, . . . ,mn}, and equation (4.3) still
holds.
Apply Egoroff’s theorem 4.2 to both of these sequences to find a measurable set Mk ⊂
Y , µ(Y \Mk) < k−2, in which both {sn}∞n=1 and {tn}∞n=1 converge to fN uniformly in the
norms ‖ · ‖A0 and ‖ · ‖A1 , respectively. Now choose for all n ∈ N and i ∈ {1, . . . ,mn} a
point xni ∈ Bni and define a function
ϕkn =
mn∑
i=1
fN(x
n
i )χBni (x).
Because the convergence of {sn}∞n=1 and {tn}∞n=1 to fN is uniform in Mk the function ϕkn
converges also uniformly to fN in Mk in both norms ‖ · ‖A0 and ‖ · ‖A1 , as n→∞.
For each k ∈ N choose nk ∈ N so that
‖ϕknk(x)− fN(x)‖A0∩A1 < k−1, x ∈Mk,
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and consider the sequence {ϕknk}∞k=1. It is uniformly bounded by N and converges to fN
at least in ∞⋃
n=1
∞⋂
k=n
Mk,
which satisfies
µ(Y \
∞⋃
n=1
∞⋂
k=n
Mk) = µ(
∞⋂
n=1
∞⋃
k=n
Y \Mk) ≤ lim
n→∞
∞∑
k=n
k−2 = 0.
Since {ϕknk}∞k=1 is uniformly bounded and each ϕknk is zero outside of Y , we can use the
dominated convergence theorem to see that {ϕknk}∞k=1 converges to fN in Lp0(A0)∩Lp1(A1).
This poves the lemma because N ∈ N was arbitrary.
In the above proof it is seen that each fN : X → A0∩A1 is strongly measurable. Thus
applying σ-finiteness and Egoroff’s theorem one could deduce that the point wise limit
f : X → A0 ∩ A1 of {fN}∞N=1 is also strongly measurable.
Theorem 4.4. Suppose (A0, A1) is an interpolation couple and 1 ≤ p0, p1 <∞. Then
(4.4) (Lp0(A0), Lp1(A1))[θ] = Lp((A0, A1)[θ]) (equal norms),
where 0 < θ < 1 and
1
pθ
=
1− θ
p0
+
θ
p1
.
Proof. The proof is a bit long so we shall divide it into several steps.
Step 1 We’ll start by proving that (Lp0(A0), Lp1(A1)) is an interpolation couple. First
of all we have, for i = 0, 1, the continuous inclusions
Lpi(Ai) ⊂ Lpi(A0 + A1).
The σ-finiteness of µ allows us to construct a positive and measurable function w :
X → C such that ∫
X
w dµ = 1 and 0 < w(x) < 1 for all x ∈ X. Then let V be the set of
all A0 + A1-valued measurable functions equipped with the metric
d(f, g) :=
∫
X
‖f − g‖A0+A1
1 + ‖f − g‖A0+A1
w dµ.
We identify functions that agree a.e. [µ], whence the strict positivity of w shows that V
is a metric space.
Choose f ∈ Lpi(A0 + A1) then
d(f, 0) =
∫
X
‖f‖A0+A1
1 + ‖f‖A0+A1
w dµ ≤
∫
X
‖f‖A0+A1wdµ ≤
{∫
X
‖f‖piA0+A1wdµ
} 1
pi ≤ ‖f‖pi .
Thus we can embed Lpi(A0 + A1) in V and hence also the space Lpi(Ai).
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Step 2 Let’s take a look what we are dealing with. We have the following continuous
inclusions:
(Lp0(A0), L
p1(A1))[θ] ⊂ Lp0(A0) + Lp1(A1) ⊂ Lp0(A0 + A1) + Lp1(A0 + A1)
and
Lp((A0, A1)[θ]) ⊂ Lp(A0 + A1) ⊂ Lp0(A0 + A1) + Lp1(A0 + A1).
Assume next that we have a simple function
(4.5) s(x) =
N∑
n=1
xnχBn(x), xn ∈ A0 ∩ A1.
By lemma 4.3 these are dense in Lp0(A0) ∩ Lp1(A1). By theorem 3.15 Lp0(A0) ∩ Lp1(A1)
is dense in (Lp0(A0), Lp1(A1))[θ]. Also, since (A0, A1)[θ]-valued simple functions are dense
in Lp((A0, A1)[θ]), theorem 3.15 again implies that functions of the form (4.5) are dense
in Lp((A0, A1)[θ]).
Both sides of (4.4) are subsets of Lp0(A0 + A1) + Lp1(A0 + A1). What we are trying
to prove is that they coincide as sets and that the two different norms have equal values.
But the simple functions are dense in both of them and both are continuously embedded
in Lp0(A0 + A1) + Lp1(A0 + A1). The argument used in the end of the proof of the
theorem 3.15 shows that it is sufficient to prove that the norms ‖ · ‖(Lp0 (A0),Lp1 (A1))[θ] and
‖ · ‖Lp((A0,A1)[θ]) are equal on the set of functions of the form (4.5).
Step 3 Fix some simple function s as in (4.5). If we replace the coefficients xn by
functions fn ∈ F (A0, A1, 0) we get a function in F (Lp0(A0), Lp1(A1), 0), and with suitable
choices for the functions fn we get the inequality ‖s‖(Lp0 (A0),Lp1 (A1))[θ] ≤ ‖s‖Lp((A0,A1)[θ]).
Fix some ε > 0. For each n ∈ {1, 2, . . . , N} choose fn ∈ V (A0, A1) so that fn(θ) = xn
and ‖fn‖F (A0,A1,0) ≤ ‖xn‖(A0,A1)[θ] + ε. Define now a new function
(4.6) ϕ(x, z) :=
N∑
n=1
fn(z)
(
‖xn‖(A0,A1)[θ]
‖s‖Lp((A0,A1)[θ])
)( pθ
p1
− pθ
p0
)(z−θ)
χBn(x), x ∈ X, z ∈ Ω.
Clearly for each z ∈ Ω the function
x 7→ ϕ(x, z), x ∈ X,
belongs to Lp0(A0) + Lp1(A1). Also, since each fn is bounded and each Bn has finite
measure we have that
(4.7) z 7→ ϕ(·, z), z ∈ Ω
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is in F (Lp0(A0), Lp1(A1), 0). For instance direct integration shows that (4.7) is strongly
holomorphic in Ω with values in Lp0(A0) + Lp1(A1) and the derivative is
N∑
n=i
d
dz
fn(z)( ‖xn‖(A0,A1)[θ]‖s‖Lp((A0,A1)[θ])
)( pθ
p1
− pθ
p0
)(z−θ)χBn(·), z ∈ Ω.
All the other properties are proved also by direct integration.
Now for t ∈ R we have that
‖ϕ(·, 1 + it)‖Lp1
=

N∑
n=i
‖fn(1 + it)‖p1A1
(
‖xn‖(A0,A1)[θ]
‖s‖Lp((A0,A1)[θ])
)( pθ
p1
− pθ
p0
)(1−θ)p1
µ(Bn)

1
p1
≤

N∑
n=i
(‖xn‖(A0,A1)[θ] + ε)p1
(
‖xn‖(A0,A1)[θ]
‖s‖Lp((A0,A1)[θ])
)( pθ
p1
− pθ
p0
)(1−θ)p1
µ(Bn)

1
p1
≤ (‖s‖Lp((A0,A1)[θ]))(
pθ
p0
− pθ
p1
)(1−θ)
{
N∑
n=i
‖xn‖p1(A0,A1)[θ]
(
‖xn‖(A0,A1)[θ]
)( pθ
p1
− pθ
p0
)(1−θ)p1
µ(Bn)
} 1
p1
+ ξ(ε) ≤ ‖s‖Lp((A0,A1)[θ]) + ξ(ε),
(4.8)
where ξ : [0,∞)→ [0,∞) is a continuous function that goes to zero as ε→ 0.
By a similar computation for t ∈ R
(4.9) ‖ϕ(·, it)‖Lp1 (A1) ≤ ‖s‖Lp((A0,A1)[θ]) + ξ(ε)
Thus
(4.10) ‖ϕ(·, θ)‖(Lp0 (A0),Lp1 (A1))[θ] = ‖s‖(Lp0 (A0),Lp1 (A1))[θ] ≤ ‖s‖Lp((A0,A1)[θ]) + ξ(ε),
which gives the other inequality.
Step 5 To prove the other inequality let s be again a function of the form (4.5) and
choose some f ∈ V (Lp0(A0), Lp1(A1)) so that f(θ) = s and
‖f‖F (Lp0 (A0),Lp1 (A1),0) ≤ ‖s‖(Lp0 (A0),Lp1 (A1))[θ] + ε.
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We can write f in the form
f(x, z) =
n∑
i=1
ψi(z)gi(x), z ∈ Ω, x ∈ X,
ψi ∈ F−(C,C, 0) and gi ∈ Lp0(A0)∩Lp1(A1). As an a.e. [µ× dt]-limit of simple functions
the function
(x, t) 7→ ‖f(x, j + it)‖Aj , x ∈ X, t ∈ R,
is (µ × dt)-measurable for j = 0, 1. Also from the representation of f it is seen that for
fixed x the function
z 7→ f(x, z), z ∈ Ω,
belongs to F−(A0, A1, 0).
The lemma 3.17 gives us a relation between the norm ‖f(x, θ)‖(A0,A1)[θ] and the bound-
ary values of f(x, z), z ∈ Ω. In the the next calculation Fubini’s theorem, equations (3.27)
and (3.28) and also the fact that
pθ(1− θ)
p0
+
pθθ
p1
= 1
are used. With these considerations we have that
‖s‖pθLpθ ((A0,A1)[θ]) =
{∫
X
‖f(x, θ)‖pθ(A0∩A1)[θ]dµ(x)
}
≤
∫
X
(
1
1− θ
∫ ∞
−∞
‖f(x, it)‖A0P0(θ, t)dt
)pθ(1−θ)(1
θ
∫ ∞
−∞
‖f(x, 1 + it)‖A1P1(θ, t)dt
)pθθ
dµ(x)
≤
∫
X
(
1
1− θ
∫ ∞
−∞
‖f(x, it)‖p0A0P0(θ, t)dt
) pθ(1−θ)
p0
(
1
θ
∫ ∞
−∞
‖f(x, 1 + it)‖p1A1P1(θ, t)dt
) pθθ
p1
dµ(x)
≤
(∫
X
1
1− θ
∫ ∞
−∞
‖f(x, it)‖p0A0P0(θ, t)dt dµ(x)
) pθ(1−θ)
p0
·
(∫
X
1
θ
∫ ∞
−∞
‖f(x, 1 + it)‖p1A1P1(θ, t)dt dµ(x)
) pθθ
p1
≤
(
1
1− θ
∫ ∞
−∞
(sup
s∈R
‖f(·, is)‖Lp0 (A0))p0P0(θ, t)dt
) pθ(1−θ)
p0
·
(
1
θ
∫ ∞
−∞
(sup
s∈R
‖f(·, 1 + is)‖Lp1 (A1))p1P1(θ, t)dt
) pθθ
p1
≤ ‖f‖(Lp0 (A0),Lp1 (A1))[θ] .
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Taking the infimum over f ∈ V (Lp0(A0), Lp1(A1)) such that f(θ) = s we get the other
inequality
‖s‖Lp((A0,A1)[θ]) ≤ ‖s‖(Lp0 (A0),Lp1 (A1))[θ]
In the interpolation of analytic function spaces we’ll need to consider also spaces of
bounded functions. To this end we prove the next theorem about complex valued Lp-
spaces. It is not contained in the previous theorem since here it is possible that one of
the exponents is ∞.
Theorem 4.5. Fix real numbers 1 ≤ p0 < p1 ≤ ∞. Denote by Lp the usual complex
valued Lp-space over X. Then we have, for all θ ∈ (0, 1), that
[Lp0 , Lp1 ]θ = L
pθ (equal norms),
where
1
pθ
=
1− θ
p0
+
θ
p1
.
Proof. By σ-finiteness there is a positive and measurable function w : X → (0,∞) such
that
∫
X
wdµ = 1. Now we can use a similar embedding for the Lp-spaces as in the
Banach-valued case above. Thus (Lp0 , Lp1) is an interpolation couple.
Since p0 6= p1, we have 1 < pθ < ∞, and simple functions are dense in Lp. Also, if
f ∈ Lp0 ∩ Lp1 , then f can be approximated in the norm ‖ · ‖Lp0∩Lp1 by simple functions.
Thus by theorem 3.15 simple functions are also dense in [Lp0 , Lp1 ]θ. Hence it is enough
to show that
‖s‖pθ = ‖s‖(Lp0 ,Lp1 )[θ] ,
where s is an arbitrary simple function.
Fix now a simple function
s =
n∑
k=1
akχAk .
As before, we let the coefficients vary by defining
sz =
n∑
k=1
ak
|ak| |ak|
p( 1−z
p0
+ z
p1
)
χAk , z ∈ Ω,
where Ω is again the vertical strip with edges at Re z = 0 and Re z = 1.
Denote the function z 7→ sz by g. Then g belongs to F (Lp0 , Lp1 , 0) and ‖g‖F (Lp0 ,Lp1 ,0) =
‖s‖p. Thus, by the definition of the complex interpolation, we have
‖s‖(Lp0 ,Lp1 )[θ] ≤ ‖s‖pθ .
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On the other hand choose any ψ ∈ V (Lp0 , Lp1) such that ψ(θ) = s. Then ψ may be
written in the form
ψ(z) =
m∑
j=1
ϕj(z)fj, z ∈ Ω,
where ϕj ∈ F−(C,C, 0) and fj ∈ Lp0 ∩ Lp1 .
Let t be a simple function
t =
l∑
k=1
tkχBk
with ‖t‖p′θ = 1 where p′θ is the Hölder conjugate exponent of pθ. Similarly as above define
tz to be
tz =
l∑
k=1
bk
|bk| |bk|
p′( 1−z
p′0
+ z
p′1
)
χBk , z ∈ Ω.
Note that
1− θ
p′0
+
θ
p′1
=
1
p′θ
.
Now the function
z 7→ h(z) :=
∫
X
ψ(z)tzdµ =
∑
j,k
ϕj(z)
bk
|bk| |bk|
p′θ(
1−z
p′0
+ z
p′1
)
∫
X
fjχBkdµ
is bounded and continuous in Ω and holomorphic in Ω. Also the definition of tz implies
that |h(j+ it)| ≤ ‖ψ(j+ it)‖pj ≤ ‖ψ‖F (Lp0 ,Lp1 ,0) for t ∈ R and j = 0, 1. Thus the theorem
of three lines tells us that
h(θ) =
∫
X
stdµ ≤ ‖ψ‖F (Lp0 ,Lp1 ,0).
Taking supremum over simple t with ‖t‖p′ = 1 and then taking infimum over ψ ∈
V (Lp0 , Lp1) such that ψ(θ) = s gives
‖s‖pθ ≤ ‖s‖(Lp0 ,Lp1 )[θ] .
5 Analytic families of operators
So far we have considered only interpolation with a fixed linear operator. The complex
method has however a extension to a situation where the operator varies analytically.
Moreover, the proof is almost identical compared to the case where the operator is fixed.
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Theorem 5.1. Let (A0, A1) and (B0, B1) be two interpolation couples and 0 ≤ θ ≤ 1.
Suppose we have a family of linear mappings Tz : (A0, A1)→ (B0, B1), one for each z ∈ Ω.
Assume the operators vary in such a way that for each a ∈ A0 ∩ A1 the mapping
z 7→ Tza, z ∈ Ω,
belongs to F (B0, B1, 0). Furthermore it is assumed that
sup
t∈R
‖Tj+it‖Aj→Bj ≤Mj, j = 0, 1.
Then
‖Tθ‖(A0,A1)[θ]→(B0,B1)[θ] ≤M1−θ0 M θ1 .
Proof. Choose a ∈ A0 ∩ A1 and pick a f ∈ V (A0, A1) such that f(θ) = a. We can write
f as a finite sum
f(z) =
n∑
i=1
ϕi(z)ai, z ∈ Ω,
where ϕi ∈ F−(C,C, 0) and ai ∈ A0 ∩ A1. Thus the function
z 7→ Tzf(z) =
n∑
i=1
ϕi(z)Tzai, z ∈ Ω,
is seen to be a function in F−(B0, B1, 0). Now also the function
g(z) := M z−10 M
−z
1 Tzf(z), z ∈ Ω,
is in F−(B0, B1, 0), and
sup
t∈R
‖g(j + it)‖Bj ≤ sup
t∈R
‖f(j + it)‖Aj , j = 0, 1.
Since g(θ) = M θ−10 M
−θ
1 Tθa, we have that
‖Tθa‖(B0,B1)[θ] ≤M1−θ0 M θ1‖f‖F (A0,A1,0).
Taking infimum over f ∈ V (A0, A1) such that f(θ) = a proves the result.
Next we prove another theorem about analytic families of operators that can be used
as a basis for problems concerning interpolation of complex valued Lp-spaces. Here also
the spaces vary with the operators in contrast to theorem 5.1 where there are only two
fixed spaces. It’s proof uses the duality of Lp-spaces in a similar way as the usual proof
of the Riesz-Thorin. This gives the idea of the duality argument but accordingly the
theorem deals only with exponents p ≥ 1. The theorem is found in [13] in the article by
R. Coifman, M. Cwikel, R. Rochberg, Y. Sagher and G. Weiss.
In the following theorem the Lp-spaces are usual complex valued Lp-spaces with respect
to two measure spaces (X,M0, µ) and (Y,M1, ν) with positive and σ-finite measures.
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Theorem 5.2. Let Ω be a connected open set in C and z 7→ 1
p(z)
and z 7→ 1
q(z)
two har-
monic functions with domain Ω and values in [0, 1] such that 1
p(z)
has no zeroes. Suppose
for each z ∈ Ω there is a bounded linear operator Tz : Lp(z)(X)→ Lq(z)(Y ) in such a way
that the mapping
(5.1) z 7→
∫
Y
(Tzf)gdν, z ∈ Ω,
is holomorphic with each simple f : X → C and g : Y → C. If ‖Tz‖ denotes the operator
norm of Tz : Lp(z)(X)→ Lq(z)(Y ) then
(5.2) log ‖Tz0‖ ≤
1
2pi
∫ pi
−pi
log ‖Tz0+reiθ‖dθ
for every D(z0, r) ⊂ Ω.
The assumption that 1
p(z)
has no zeroes is meant to guarantee that simple functions are
dense in Lp(z)(X) for every z ∈ Ω. On the other hand, if 1
p(z0)
= 0 for some z0 ∈ Ω, then
1
p(z)
must actually be constant. In that case the formulation of the above theorem may
be modified so that the simple functions f are replaced with finite linear combinations of
characteristic functions, which are dense in L∞(X).
Proof. Fix D(z0, r) ⊂ Ω. In order to estimate the operator norm of Tz0 we use duality of
Lp spaces, whence it is enough to estimate∫
Y
(Tz0f)gdν
with simple functions f : X → C and g : X → C such that ‖f‖p(z0) = ‖g‖q′(z0) = 1, where
1− 1
q(z0)
= 1
q′(z0)
.
Choose two such simple functions f =
∑n
k=1 akχAk and g =
∑m
k=1 bkχBk . By the
linearity of Tz we have
(5.3)
∫
Y
(Tz0f)gdν =
∑
j,k
ajbk
∫
Y
(Tz0χAi)χBkdν.
The heart of the argument is that if we replace the coefficients aj and bk with suitable
holomorphic functions in D(z0, r) the assumption (5.1) gives that (5.3) is a value at z0 of
a holomorphic function in D(z0; r). This relates the operator norm of Tz0 to the norms of
Tz0+reiθ , θ ∈ [0, 2pi].
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The second crucial point is that 1
p(z)
and 1− 1
q(z)
= 1
q′(z) vary harmonically in Ω. Thus
for some ε > 0 we can think of them in D(z0, r) as real parts of holomorphic functions
ϕ, ψ ∈ H(D(z0; r + ε)) such that ϕ(z0) = 1p(z0) and ψ(z0) = 1q′(z0) .
Define for z ∈ D(z0; r)
fz =
n∑
k=1
ak
|ak| |ak|
p(z0)ϕ(z)χAk
and similarly with g
gz =
m∑
k=1
bk
|bk| |bk|
q′(z0)ψ(z)χBk .
By the definition of ϕ and ψ it is seen that
(5.4) ‖fz‖p(z) = ‖gz‖q′(z) = 1 for every z ∈ D(z0; r).
Also fz0 = f and gz0 = g.
Since tϕ and tψ are in H(D(z0; r + ε)) for every t > 0, the functions fz and gz are
simple functions whose coefficients are holomorphic functions. Thus
z 7→ F (z) :=
∫
Y
(Tzfz)gzdν
belongs to H(D(z0, r + ε)) and log |F | is therefore subharmonic in D(z0, r + ε).
If ‖Tz0‖ > α ∈ [0,∞), then we can choose the simple functions f and g above so that
F (z0) > α. Since F is continuous at z0 this shows with equation (5.4) that ‖Tz0‖ is lower
semicontinuous.
Using (5.4) it follows that F (z) ≤ ‖Tz‖ for every z ∈ D(z0; r + ε).Thus
log |F (z0)| ≤ 1
2pi
∫ pi
−pi
log |F (z0 + reiθ)|dθ ≤ 1
2pi
∫ pi
−pi
log ‖Tz0+reiθ‖dθ.
Taking supremum over simple f and g such that ‖f‖p(z0) = ‖g‖q′(z0) = 1 yields (5.2).
Now we consider one concrete interpolation problem dealing with analytic families of
operators. The problem involves exponents 0 < p < 1 so we also get to apply the idea
used in our proof of the Riesz-Thorin.
Consider the right half plane H := {Re λ > 1/2} and let (X,M, µ) be a positive
measure space with µ a positive measure. Assume that for each λ ∈ H we have a bounded
linear operator
Tλ : L
p(λ)(X)→ Lp(λ)(X),
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where p(λ) := 1Re λ . The operator varies analytically, that is, for any two simple functions
f and g the mapping
(5.5) λ 7→
∫
X
(Tλf)gdµ, Re λ ≥ 1
2
,
is holomorphic in H and bounded and continuous in H. Furthermore it is assumed that
for y ∈ R the operator T1/2+iy is an L2-isometry and that
(5.6) ‖Tλ − id‖Lp(λ)(X)→Lp(λ)(X) → 0, as | λ |→ ∞.
The question is whether we can say something about the operator norm of Tλ for λ ∈ H.
We investigate the problem with an additional (and rather restrictive) assumption.
Let dµ˜ be the counting measure on N and w be some positive function on N such that
∞∑
k=1
wk = 1.
Then define a weighted counting measure dµ = wdµ˜ and specify the measure space in
the problem to be (N, µ). Thus we are dealing with weighted lp(w)-spaces where the
lp(w)-norm of a sequence (xn)∞n=1 is
‖(xn)‖p := {
∞∑
n=1
|xn|pwn}
1
p .
When (xn) ∈ l1(w) we shall sometimes write below
∫
N xdµ in place of
∑∞
n=1 xnwn.
The reason for dealing with sequence spaces is the integrability problem in our in-
terpolation technique discussed in the introduction of this thesis. The finiteness of the
measure space allows one to use Jensen’s inequality to control Lp-norms with small p by
L1-norms.
The need for Jensen’s inequality comes from the issue that the convergence
‖Tλ − id‖Lp(λ)(X)→Lp(λ)(X) → 0, as | λ |→ ∞,
does not directly imply any boundedness of
‖Tλf‖p(λ), | λ |→ ∞,
where f is a simple function. This is because as Re λ tends to infinity p(λ) tends to zero
and the constant in the quasi triangle inequality for Lp-norms tends to infinity as p goes
to zero.
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With the above assumptions we fix now some λ0 ∈ H and choose a sequence {zn}∞n=1
such that zn 6= 0 only for finitely many n ∈ N and ‖{zn}∞n=1‖p(λ0) = 1. As before we let
the sequence vary with λ ∈ H by defining new sequences z(λ) = {zn(λ)}∞n=1 as
zn(λ) :=
{
zn
|zn| | zn |p(λ0)λ, zn 6= 0
0, zn = 0.
Now ‖{zn(λ)}∞n=1‖p(λ) = 1 for all λ ∈ H.
For m ∈ N let em be the sequence such that em(j) = 1, if j = m, and otherwise
em(j) = 0. Write
Tλem = (a
m
1 (λ), a
m
2 (λ), . . . ).
Using the analytic variation of Tλ we see that the functions∫
N
(Tλem)endµ = a
m
n (λ)wn, λ ∈ H,m, n,∈ N,
are bounded and continuous in H and holomorphic in H. For y ∈ R the assumption that
T1/2+iy is an L2-isometry gives that
(5.7) | amn (1/2 + iy) | wn ≤ 1 for all m,n ∈ N.
Using (5.6) we get
‖(Tλ − id)em‖p(λ) =
{∑
j 6=m
| amj (λ) |p(λ) wj+ | amm(λ)− 1 |p(λ) wm
}1/p(λ)
→ 0, | λ |→ ∞,
and thus
(5.8) amn (λ)→
{
0, as | λ |→ ∞, m 6= n
1, as | λ |→ ∞, m = n.
Equations (5.7) and (5.8) show, with the aid of the maximum modulus principle, that
(5.9) | amn (λ) |≤ max(1, wn), λ ∈ H, m, n ∈ N.
If x = {xn}∞n=1 is a sequence of complex numbers, we denote by [x]N the sequence
[x]N(n) =
{
xn, n ≤ N,
0, n > N.
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We assume Tλ0z(λ0) 6≡ 0 and N ∈ N is so large that [Tλ0z(λ0)]N 6= 0 and [z]N = z.
Choose ρ to be the sequence
ρ := ‖[Tλ0z(λ0)]N‖p(λ0)p(λ0)(|Tλ0z(λ0)(1)|p(λ0), . . . , |Tλ0z(λ0)(N)|p(λ0), 0, 0, · · · )
Then ρ is probability distribution in (N, µ).
Explicitly [Tλz(λ)]N is the sequence
[Tλz(λ)]N =
∑
n∈N
zn(λ)(a
n
1 (λ), a
n
2 (λ), . . . , a
n
N(λ), 0, 0, . . . )
where the sum over n ∈ N is finite. Thus, as in the proof of the theorem 2.12,
log ‖Tλz(λ)‖p(λ) ≥ log ‖[Tλz(λ)]N‖p(λ)
≥
N∑
k=1
log |
N∑
n=1
zn(λ)a
n
k(λ)|ρ(k)w(k)−
1
q(λ)
N∑
k=1
log(ρ(k))ρ(k)w(k) := F (z)
(5.10)
By the choice of ρ the inequality (5.10) is an equality at λ0.
Since the sums are finite the function F is a subharmonic function in H. Choose some
y ∈ R. If λ approaches to 1/2 + iy from H we have by the continuity of the terms in the
sequences and the exponent that
lim sup
λ→1/2+iy
log ‖[Tλz(λ)]N‖p(λ) = log ‖[T1/2+iyz(1/2 + iy)]N‖p(1/2+iy) ≤ 0,
since T1/2+iy is an l2-isometry.
Let M > 0. Then we can use the assumption (5.6) to get
∣∣‖Tλz(λ)‖p(λ) − ‖z(λ)‖p(λ)∣∣ ≤ C(M)‖Tλ − id‖Lp(λ)(X)→Lp(λ)(X)‖z(λ)‖p(λ) → 0.
as |λ| → ∞ with 1/2 ≤ Re λ ≤ M . Here C(M) is a uniform bound for the triangle
inequality that comes from the fact that p(λ) can not be arbitrarily small if Re λ stays
bounded. Thus, keeping in mind that ‖{zn(λ)}∞n=1‖p(λ) = 1 for all λ ∈ H, we get
lim sup
|λ|→∞
1/2≤Reλ≤M
log ‖[Tλz(λ)]N‖p(λ) ≤ 0.
Finally considering the limit Re λ → ∞ we estimate with Jensen’s inequality (or
Hölder’s) and (5.8), for Re λ ≥ 1, that
‖[Tλz(λ)]N‖p(λ) ≤ ‖[Tλz(λ)]N‖1 =
N∑
k=1
∣∣∣∣∣
N∑
n=1
zn(λ)a
n
k(λ)
∣∣∣∣∣wk
≤
N∑
k=1
N∑
n=1
|ank(λ)|wk →
N∑
k=1
wk ≤ 1.
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Thus also
lim sup
Re λ→∞
log ‖[Tλz(λ)]N‖p(λ) ≤ 0.
Choose some ε > 0. Suppose M0 > 1/2,M1 > 0 and Ω is a rectangle with corners
at 1/2 + iM1, 1/2 +M0 + iM1, 1/2 +M0 − iM1, 1/2− iM1. Then, if first M0 is chosen to
large enough and then, depending onM0,M1 is chosen to large enough, we see by theorem
2.5 applied to Ω that F (λ0) = log ‖[Tλ0z]N‖p(λ0) ≤ ε. Thus log ‖[Tλ0z]N‖p(λ0) ≤ 0.
But N ∈ N was arbitrarily large and so log ‖Tλ0z‖p(λ0),µ ≤ 0. We have arrived at the
conclusion that ‖Tλ0z‖p(λ0) ≤ 1. Taking supremum over such z gives
‖Tλ0‖Lp(λ0)(X)→Lp(λ0)(X) ≤ 1.
6 Analytic function spaces in the unit disc
This section begins by introducing the Bergman spaces. Motivated by the Bergman kernel
we move on to investigate a few integral operators whose kernels resemble the Bergman
kernel. This will lead to the definition of the Bloch and the Besov spaces. Finally the
complex interpolation method is applied to the function spaces introduced.
We define the Besov spaces only for exponents 1 ≤ p < ∞, even though they can
be defined also for exponents 0 < p < 1. We have two reasons for this. First of all
the results for the integral operators that lead us to the definition of the Besov spaces
are only for exponents 1 ≤ p < ∞. Secondly the underlying aim of this section is to
provide examples of situations where the complex interpolation method can be applied.
The abstract complex method works only for Banach spaces. The Besov spaces are quasi
Banach for exponents 0 < p < 1 so extending the definition to this situation would not
give more examples.
The material in this section is based on [8].
6.1 The Bergman spaces Lpa(D, dAα)
In studying holomorphic functions in the unit disc we shall several times make use of the
Möbius transformations of the unit disc. We let Aut(D) denote the set of all functions
f ∈ H(D) such that f : D→ D is a bijection. It is known that ϕ ∈ Aut(D) if and only if
there is a complex number a ∈ D and ϕ ∈ [0, 2pi] such that
f(z) = eiϕ
a− z
1− az , z ∈ D.
If a ∈ D we write ϕa for the special Möbius map
ϕa(z) :=
a− z
1− az , z ∈ D.
56
Direct computations show that
(6.1) ϕ′a(z) = −
1− |a|2
(1− a¯z)2 , z ∈ D,
and
(6.2) 1− |ϕa|2 = (1− |a|
2)(1− |z|2)
|1− az|2 , z ∈ D.
Let dA be the Lebesgue measure for the unit disc divided by pi. Define for α ∈ R new
measures for the unit disc by
dAα(z) := Cα(1− | z |2)αdA(z), Cα =
{
α + 1, α > −1
1, α ≤ −1.
For α > −1 these are probability measures which is seen by integration in polar coordi-
nates:
(6.3)
∫
D
(1− | z |2)αdA(z) = 2
∫ 1
0
(1− r2)αrdr =
∫ 1
0
(1− r)αdr =
{
1
α+1
, α > −1,
∞, α ≤ −1.
A change of variables was used in the above computation.
We want to study holomorphic functions on the unit disc that have also some integra-
bility properties. To this end define for α > −1 and p > 0
Lpa(D, dAα) := Lp(D, dAα) ∩H(D).
These are called Bergman spaces with standard weights. In this section we write ‖ · ‖p,α
for Lp-norms with respect to the measures dAα.
As the first question we ask whether the Bergman spaces are complete. Fix some
p > 0 and α > −1. If {fn}∞n=1 is a Cauchy sequence in Lpa(D, dAα), then by completeness
of the Lp-spaces there is a function f ∈ Lp(D, dAα) such that
‖fn − f‖p,α → 0, as n→∞.
Since Lp-limits are unique, the question turns out to be that is the limit f holomorphic
in D.
Uniform limits of holomorphic functions are holomorphic. Thus if convergence with
respect to ‖ · ‖p,α would imply some kind of uniform convergence, the spaces Lpa(D, dAα)
could be complete.
On the other hand we proved in corollary 2.11 a connection between pointwise size
estimates at the origin and integrals over circles for holomorphic functions. To use this
result we need the following change of variables formula:
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Lemma 6.1. Let α ∈ R and suppose f is measurable with respect to dAα. If f is non
negative or in L1(D, dAα) then
(6.4)
∫
D
f(z)dAα(z) =
∫
D
f ◦ ϕ(z) (1− | a |
2)2+α
| 1− az¯ |2(2+α) dAα, ϕ = λϕa ∈ Aut(D),
where ϕa ∈ Aut(D) is a special Möbius map corresponding to the point point a ∈ D and
λ ∈ C, |λ| = 1.
Proof. By the Cauchy Riemann equations the Jacobian of any g ∈ H(D) at a point z ∈ D
is | g′(z) |2. Now a change of variables and a direct calculation using equations (6.1) and
(6.2) gives ∫
D
f(z)dAα = Cα
∫
D
f ◦ ϕ(z)(1− | ϕ(z) |2)α (1− | a |
2)2
| 1− a¯z |4 dA(z)
= Cα
∫
D
f ◦ ϕ(z) (1− | a |
2)2+α
| 1− a¯z |2(2+α) (1− | z |
2)αdA(z).
At this point we pick out a special case of the above lemma. If α is chosen to be -2 it
is seen that the measure dA−2 is a Möbius invariant measure, that is, if f is non negative
or in Lp(D, dA−2) then
‖f ◦ ϕ‖p,−2 = ‖f‖p,−2.
Theorem 6.2. Let α > −1 and 0 < p <∞. If f ∈ Lpa(D, dAα), then
(6.5) | f(a) |≤ ‖f‖p,α
(1− | a |2) 2+αp
, a ∈ D.
Proof. Fix some α > −1 and 0 < p <∞. We have by the corollary 2.11 that
| f(0) |≤
{
1
2pi
∫ 2pi
0
| f(reiθ) |p dθ
} 1
p
for any 0 < r < 1. The rotational invariance of the function z 7→ (1− | z |2)α lets us to
use polar coordinates to get∫
D
| f(z) |p dAα(z) = (α + 1)pi−1
∫ 1
0
∫ 2pi
0
|f(reiθ)|p(1− r2)αrdθdr
≥ |f(0)|p(α + 1)2
∫ 1
0
(1− r2)αrdr = |f(0)|p.
(6.6)
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We can use the special Möbius map ϕa to transfer this to an arbitrary point a ∈ D.
Remember the change of variables formula (6.4) and consider the function
g(z) := f ◦ ϕa(z) (1− | a |
2)
2+α
p
| 1− az | 2(2+α)p
, z ∈ D.
With g we get
| g(0) |p=| f(a) |p (1− | a |2)2+α ≤
∫
D
| g(z) |p dAα =
∫
D
| f(z) |p dAα.
From the above theorem we see that the Lp-norm dominates the sup-norm in compact
subsets of D. This solves the problem about the completeness of the Bergman spaces.
Theorem 6.3. For α > −1 and 0 < p <∞ the spaces Lpa(D, dAα) are complete.
Proof. Suppose {fn}∞n=1 is a Cauchy sequence in Lpa(D, dAα). By the completeness of the
Lp-spaces there is a function f ∈ Lp(D, dAα) such that the sequence converges to f in the
Lp-norm and also point wise a.e. [dAα].
Theorem 6.2 implies that {fn}∞n=1 is uniformly Cauchy in compact subsets of D. Thus
there is a a function g ∈ H(D) such that the sequence converges pointwise to g in D.
But then f = g a.e. [dAα] and hence g ∈ Lp(D, dAα) ∩H(D) is the limit of {fn}∞n=1
in Lpa(D, dAα).
An important point to observe from theorem 6.2 is that point evaluation
f 7→ f(a)
is a bounded linear functional on Lpa(D, dAα). For p = 2 and α > −1 the space L2a(D, dAα)
is a Hilbert space with the inner product
〈f, g〉 =
∫
D
fgdAα, f, g ∈ L2a(D, dAα).
The Riesz representation theorem for bounded linear functionals on a Hilbert space tells
us that the point evaluation at z ∈ D may be represented as an inner product with a
unique function kz,α = kz ∈ L2a(D, dAα). Writing
K(z, w) := kz(w), z, w ∈ D,
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we have the equation
(6.7) f(z) =
∫
D
f(w)K(z, w)dAα(w), z ∈ D, f ∈ L2a(D, dAα).
The functionK(·, ·) is called the reproducing kernel or the Bergman kernel for L2a(D, dAα).
Note that K(·, ·) depends on α > −1. The uniqueness in the Riesz representation theorem
implies that for each z ∈ D the function
w 7→ K(z, w), w ∈ D,
is the only one in L2a(D, dAα) that satisfies (6.7).
There are many ways to calculate the reproducing kernel for L2a(D, dAα). Our approach
uses the Hilbert space structure of L2a(D, dAα). Keep α > −1 fixed.
Monomials z 7→ zn, n = 0, 1, 2, . . . are orthogonal in L2a(D, dAα), since integration in
polar coordinates gives∫
D
znzmdAα =
α + 1
pi
∫ 1
0
∫ 2pi
0
rn+m+1ei(n−m)θ(1− r2)αdθdr =
{
0, n 6= m
n!
(α+2)···(α+n+1) , n = m,
for n,m ≥ 1, and ∫
D
zndAα = 0
for n ≥ 1. In the case n = m∫ 1
0
r2n+1(1− r2)αdr = 1
2
∫ 1
0
rn(1− r)αdr
follows from change of variables and to the last integral integration by parts may be
applied.
Let f ∈ L2a(D, dAα) with power series representation
f(z) =
∞∑
k=0
ckz
k, z ∈ D.
Integration in polar coordinates gives∫
D
f(z)zndAα =
α + 1
pi
∫ 1
0
∫ 2pi
0
∞∑
k=0
ckr
k+n+1ei(k−n)θ(1− r2)αdθdr
=
α + 1
pi
∫ 1
0
∞∑
k=0
ckr
k+n+1(1− r2)α
∫ 2pi
0
ei(k−n)θdθdr = (α + 1)2
∫ 1
0
cnr
2n+1(1− r2)αdr
cnn!
(α + 2) · · · (α + n+ 1)
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for n ≥ 1. Also ∫
D
f(z)z0dAα =
∫
D
f(z)dAα = f(0) = c0.
Thus 〈f(z), zn〉 = 0 for all n = 0, 1, . . . implies that f ≡ 0.
We have thus shown that {zn}∞n=0 is an orthogonal basis for L2a(D, dAα). After nor-
malization we get that
(6.8) {en}∞n=0; e0(z) ≡ 1, en(z) =
√
(α + 2) · · · (α + n+ 1)
n!
zn, n ≥ 1, z ∈ D,
is a countable orthonormal basis for L2a(D, dAα).
Suppose now {en}∞n=0 is some orthonormal basis for L2a(D, dAα) and f ∈ L2a(D, dAα).
Fix some z ∈ D. Then f can be represented with the basis as
f =
∞∑
n=0
〈f, en〉en, convergence in L2a(D, dAα).
But convergence in L2a(D, dAα) dominates pointwise convergence and hence
f(z) =
∞∑
n=0
〈f, en〉en(z) =
∞∑
n=0
∫
D
f(w)en(w)dAαen(z)
= lim
N→∞
∫
D
f(w)
N∑
n=0
en(w)en(z)dAα(w).
(6.9)
To take the limit inside the integral we show that
N∑
n=0
en(z)en
converges in L2a(D, dAα), as N →∞.
Since {en}∞n=0 is an orthonormal basis this is equal to
∞∑
n=0
| en(z) |2<∞.
Choosing some sequence {an}∞n=0 ∈ l2 with
∑ | an |2= 1 we can calculate with theorem
6.2
|
∞∑
n=0
en(z)an |≤ 1
(1− | z |2)α+22 ‖
∞∑
n=0
anen‖2,α = 1
(1− | z |)α+22
{∑
| an |2
} 1
2
.
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Since {an}∞n=0 ∈ l2 was an arbitrary sequence we see that{ ∞∑
n=0
| en(z) |2
} 1
2
≤ 1
(1− | z |2)α+22
and the convergence is uniform on compact subsets of D. Hence the limit in (6.9) may be
taken inside the integral leading to
f(z) =
∫
D
f(w)
∞∑
n=0
en(w)en(z)dAα,
∞∑
n=0
en(·)en(z) ∈ L2a(DdAα), z ∈ D.
By the uniqueness of the Riesz representation we get the following theorem:
Theorem 6.4. Let α > −1. If {en}∞n=0 is an orthonormal basis for L2a(D, dAα) then
(6.10)
∞∑
n=0
en(w)en(z)
sums uniformly on compact subset of D× D to the Bergman kernel K(z, w).
Using theorem 6.4 and the explicit basis given in (6.8) the Bergman kernel for the unit
disc can be computed. If z ∈ D then Re (1− z) > 0. Thus for c ∈ R
(1− z)c := ec log(1−z), z ∈ D,
is well defined. The power series representation
1
(1− z)c = 1 +
cz
1!
+
c(c+ 1)
2!
z2 +
c(c+ 1)(c+ 2)
3!
z3 + . . . , z ∈ D,
is derived by direct differentiation. This implies that
∞∑
n=0
en(w)en(z) = 1 +
∞∑
n=1
(α + 2) · · · (α + n+ 1)
n!
znwn =
1
(1− zw)2+α .
We have thus proved the next theorem:
Theorem 6.5. For α > −1 the Bergman kernel for the space L2a(D, dAα) is
(6.11) K(z, w) =
1
(1− zw)2+α , z, w ∈ D.
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6.2 Integral operators on the unit disc
Let’s take a look at the equation (6.7) with the explicit kernel (6.11). Fix some α > −1.
We have
(6.12) f(z) = (α + 1)
∫
D
f(w)
(1− | w |2)α
(1− zw)2+αdA(w), z ∈ D, f ∈ L
2
a(D, dAα).
Define an integral operator Pα on L2(D, dAα) by
(6.13) Pαf(z) := (α + 1)
∫
D
f(w)
(1− | w |2)α
(1− zw)2+αdA(w), z ∈ D, f ∈ L
2(D, dAα).
It turns out that Pα : L2(D, dAα) → L2(D, dAα) is a bounded linear operator. This can
be derived from the theory Hilbert spaces.
Theorem 6.6. For α > −1 the integral operator Pα defined by equation (6.13) is a
surjective and orthogonal projection L2(D, dAα)→ L2a(D, dAα).
Let H be a Hilbert space. That a bounded projection P : H → H is orthogonal means
that R(P ) = ker(P )⊥. Orthogonality is equivalent to being self-adjoint. See [3], Theorem
12.14.
When α = 0 the projection P0 is called the Bergman projection.
Proof. Begin with the boundedness of Pα : L2(D, dAα) → L2(D, dAα). Suppose f ∈
L2(D, dAα) and let {en}∞n=0 be some orthonormal basis for L2a(D, dAα). Using equation
(6.10) to represent the Bergman kernel with this basis we get
∫
D
| Pαf(z) |2 dAα(z) =
∫
D
∣∣∣∣∣
∫
D
f(w)
∞∑
n=0
en(w)en(z)dAα(w)
∣∣∣∣∣
2
dAα(z)
=
∫
D
∣∣∣∣∣
∞∑
n=0
en(z)
∫
D
f(w)en(w)dAα(w)
∣∣∣∣∣
2
dAα(z) =
∫
D
∣∣∣∣∣
∞∑
n=0
〈f, en〉en(z)
∣∣∣∣∣
2
dAα(z) ≤ ‖f‖22,α.
Thus Pα is bounded with norm at most than 1.
Fix some f ∈ L2a(D, dAα). Since the Bergman kernel
1
(1− zw)2+α
is uniformly bounded in D(0, r) × D for each 0 < r < 1 the Lebesgue’s dominated
convergence theorem implies that Pαf is continuous.
63
Let γ : [a, b]→ D be a closed path. Since the range γ([a, b]) of γ is a compact subset
of D the Bergman kernel is uniformly bounded on γ([a, b]) × D. Thus Fubini’s theorem
may be applied to see that∫
γ
Pαf(z)dz =
∫ b
a
∫
D
f(w)(1− | w |2)α
(1− γ(t)w)2+α dA(w)γ
′(t)dt
=
∫
D
f(w)(1− | w |2)α
∫
γ
1
(1− zw)2+αdz dA(w) = 0.
The last step follows from Cauchy’s theorem. Morera’s theorem implies that Pαf ∈ H(D).
We have thus shown that Pα maps L2(D, dAα) boundedly into L2a(D, dAα). Equation
(6.12) shows now that P 2α = Pα and also that Pα is surjective.
To prove that Pα is self adjoint we fix some orthonormal basis {en}∞n=0 and choose
functions f, g ∈ L2a(D, dAα). Then we compute
〈Pαf, g〉 =
∫
D
∫
D
f(w)
∞∑
n=0
en(w)en(z)dAα(w)g(z)dAα(z)∫
D
∞∑
n=0
en(z)〈f, en〉g(z)dAα(z) =
∞∑
n=0
〈f, en〉〈en, g〉.
By a similar computation it is seen that this equals to 〈f, Pαg〉. Hence Pα is self adjoint.
Motivated by the above operators Pα on L2(D, dAα) we start to study how operators
of the form
f 7→
∫
D
f(w)
(1− | w |2)a
(1− (·)w)b dA(w), a > −1, b ∈ R,
act on other spaces Lp(D, dAα). First we compute some bounds for the kernel
w 7→ (1− | w |
2)a
(1− zw)b , w ∈ D,
where z ∈ D is fixed. These direct computations will be based on power series represen-
tations and the limit
(6.14)
Γ(n+ c)
nc−1n!
→ 1, as n→∞, n ∈ N.
where n ∈ N and c > 0. We shall not define the gamma function Γ nor prove any
properties of it. Also the limit in (6.14) is assumed. The gamma function appears as
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coefficients of power series representations and, even though it’s use is not necessary, it
makes computations more clear. The limit (6.14) is the central fact that gives the bounds.
Our presentation follows [8] where the following computations with the gamma func-
tion are done. Basic properties of the gamma function and the Stirling’s formula are
found for example in [1].
With the aid of the gamma function we can write for n = 0, 1, 2, . . . and α > −1∫ 1
0
rn(1− r)αdr = n!
(α + 1)(α + 2) · · · (α + n+ 1) =
Γ(α + 1)Γ(n+ 1)
Γ(n+ α + 2)
.
Also, if c > 0, then
(6.15)
1
(1− z)c =
∑
n=0
Γ(n+ c)
n!Γ(c)
zn, z ∈ D.
For any f ∈ H(D) with power series representation
f(z) =
∞∑
n=0
cnz
n, z ∈ D,
the L2α-norm may be computed using Parseval’s formula for Fourier series as∫
D
| f(z) |2 dAα(z) = pi−1
∫ 1
0
∫ 2pi
0
|
∞∑
n=0
cnr
neinθ |2 r(1− | r |2)αdθdr
= 2
∫ 1
0
∞∑
n=0
| cn |2 r2n+1(1− r2)αdr =
∞∑
n=0
| cn |2
∫ 1
0
rn(1− r)αdr
=
∞∑
n=0
| cn |2 Γ(α + 1)Γ(n+ 1)
Γ(n+ α + 2)
.
(6.16)
Lemma 6.7. Fix some z ∈ D and choose real numbers α > −1 and c ∈ R. Define
(6.17) Ic,α(z) :=
∫
D
(1− | w |2)α
| 1− zw |2+α+cdA(w).
If c < 0 then Ic,α is bounded in D.
If c = 0 then there is a positive constant C such that
Ic,α(z) ≤ C log 1
1− | z |2 , z ∈ D.
If c > 0 then there is a positive constant C such that
Ic,α(z) ≤ 1
(1− | z |2)c , z ∈ D.
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Proof. Fix some z ∈ D. Since α > −1 Ic,α is well defined because the measures dAα are
probability measures. To write Ic,α(z) as a L2- norm of a holomorphic function we define
λ :=
1
2
(2 + α + c)
If λ ≤ 0 then
1
| 1− zw |2+α+c , z, w ∈ D,
is bounded and hence also Ic,α(z) is bounded.
So suppose λ > 0. Then by equations (6.14), (6.15) and (6.16)
Iα,c(z) =
∫
D
(1− | w |2)α
| 1− zw |2λ dA(w) =
∞∑
n=0
(
Γ(n+ λ)
n!Γ(λ)
)2
| z |2n Γ(α + 1)Γ(n+ 1)
Γ(n+ α + 2)
=
Γ(α + 1)
Γ(λ)2
∞∑
n=0
Γ(n+ λ)2
n!2
n!
Γ(n+ α + 2)
| z |2n≤ C
∞∑
n=0
n2(λ−1)n−α−1 | z |2n
= C
∞∑
n=0
nc−1 | z |2n .
If c < 0 then ∞∑
n=0
nc−1 <∞.
Thus in this case Iα,c(z) is uniformly bounded in D.
Suppose c = 0. Then
Iα,c(z) ≤ C
∞∑
n=0
| z |2n
n
= C log
1
1− | z |2 .
The above equality may be achieved by noting that the derivatives of log 1
1−x and
∑∞
n=0
xn
n
are equal for x ∈ (0, 1).
Finally assuming c > 0 the result is by equation (6.14) that
Iα,c(z) ≤ C
∞∑
n=0
nc−1 | z |2n≤ C ′
∞∑
n=0
Γ(n+ c)
n!
| z |2n= C ′ 1
(1− | z |2)c .
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Lemma 6.7 suggests that operators of the form
f 7→ (1− | · |2)a
∫
D
(1− | w |2)b
| 1− ·w |c f(w)dA(w)
might be bounded on Lp(D, dAα) for some 0 < p ≤ ∞ and α > −1. Define two integral
operators Sa,b,c and Ta,b,c by
Sa,b,cf(z) = (1− | z |2)a
∫
D
(1− | w |2)b
| 1− zw |c f(w)dA(w), z ∈ D, f ∈ L
1(D, dAb),
Ta,b,cf(z) = (1− | z |2)a
∫
D
(1− | w |2)b
(1− zw)c f(w)dA(w), z ∈ D, f ∈ L
1(D, dAb).
(6.18)
We wish to find some relations between a, b, c, α and p that would imply the bounded-
ness of this type of operators on Lp(dAα). There is a tool for studying integral operators
called Schur’s test which shows that Sa,b,c is bounded for suitable choices of a, b, c, α and
p.
Theorem 6.8 (Schur’s test). Let X be a set and µ a positive and σ-finite measure on X.
Suppose K : X ×X → [0,∞] is a non negative measurable function and 1 < p <∞ with
1
p
+ 1
q
= 1. If there is a positive measurable function h : X → (0,∞] and constants C0
and C1 so that ∫
X
K(x, y)h(y)qdµ(y) ≤ C0h(x)q, a.e. [µ] x ∈ X,
and ∫
X
K(x, y)h(x)pdµ(x) ≤ C1h(y)p, a.e. [µ] y ∈ Y,
then the integral operator T defined by
Tf(x) :=
∫
X
K(x, y)f(y)dµ(y), x ∈ X,
is bounded Lp(X,µ)→ Lp(X,µ).
Proof. Choose some non negative and measurable function f ∈ Lp(X). Then by the
assumptions and Hölder’s inequality
Tf(x) =
∫
X
K(x, y)h(y)h(y)−1f(y)dµ(y)
≤
{∫
X
K(x, y)h(y)−pf(y)pdµ(y)
} 1
p
{∫
X
K(x, y)h(y)qdµ(y)
} 1
q
≤
{∫
X
K(x, y)h(y)−pf(y)pdµ(y)
} 1
p
C
1
q
0 h(x), a.e. [µ] x ∈ X.
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Now we may use Fubini’s theorem to get∫
X
Tf(x)pdµ(x) = C
p
q
0
∫
X
h(y)−pf(y)p
∫
X
K(x, y)hp(x)dµ(x)dµ(y)
≤ C
p
q
0 C1
∫
X
h(y)−pf(y)ph(y)pdµ(y) = C
p
q
0 C1‖f‖pp.
Thus T is a bounded linear operator with norm at most C
1
q
0 C
1
q
1 .
Theorem 6.9. Suppose a, b, c ∈ R, 1 ≤ p < ∞ and α ∈ R. If 1 < p < ∞ and the
parameters satisfy
−pa < α + 1 < p(b+ 1) and c ≤ 2 + a+ b
then the operator Sa,b,c defined in (6.18) is bounded Lp(D, dAα)→ Lp(D, dAα).
If p = 1 and the parameters satisfy
−a < α + 1 < b+ 1 and c = 2 + a+ b
or
−a < α + 1 ≤ b+ 1 and c < 2 + a+ b
then the operator Sa,b,c : L1(D, dAα)→ L1(D, dAα) is bounded.
The theorem actually holds in a stronger form. If it is assumed also that c is neither
0 nor a negative integer then the requirements for the parameters and boundedness of
Sa,b,c and Ta,b,c are equivalent. Assuming boundedness of Ta,b,c then use of suitable test
functions and boundedness of the adjoint T ∗a,b,c : Lp
′
(D, dAα) → Lp′(D, dAα) would give
that the parameters have to satisfy the above equations.
Proof. Let’s start with the case p = 1 and assume that the parameters satisfy the above
conditions. Choose some non negative f ∈ L1(D, dAα). By Fubini’s theorem we want to
estimate the quantity∫
D
|Sa,b,cf(z)|dAα = Cα
∫
D
|Sa,b,cf(z)|(1− |z|2)αdA(z)
= Cα
∫
D
(1− |w|2)bf(w)
∫
D
(1− |z|)a+α
|1− zw|2+a+α+(c−a−α−2) dA(w)dA(z).
If c < 2 + a+ b, then and c− a− α− 2 ≥ c− a− b− 2 > 0. Now lemma 6.7 implies
that∫
D
|Sa,b,cf(z)|dAα ≤ C
∫
D
(1− |w|2)α+a+b+2−cf(w)dA(w) ≤ C ′
∫
D
(1− |w|2)αf(w)dA(w).
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If c = 2 + a+ b, then c− a−α− 2 > c− a− b− 2 = 0 and we get the same conclusion
as above.
Assume now that 1 < p <∞ and that the other parameters satisfy the corresponding
requirements. Let q be the Hölder conjugate exponent to p. Let again f be a non negative
function in L1(D, dAα). Since
1
|1− z|c
is dominated by
1
|1− z|2+a+b
in D, it is enough to consider the case c = 2 + a+ b. With this assumption we can write
Sa,b,cf(z) =
∫
D
H(z, w)f(w)dAα(w), z ∈ D,
where
H(z, w) :=
(1− |z|2)a(1− |w|2)b−α
Cα|1− zw|2+a+b , z, w ∈ D.
We try to find some positive function that would allow us to deduce the boundedness
of Sa,b,2+a+b from Schur’s test. The lemma 6.7 in our mind we choose some σ ∈ R and
consider the function
h(z) := (1− |z|2)σ, z ∈ D.
With this h we have∫
D
H(z, w)h(w)qdAα(w) = (1− |z|2)a
∫
D
(1− |w|2)b+qσ
|1− zw|2+b+qσ+(a−qσ) dA(w)
and ∫
D
H(z, w)h(z)pdAα(z) = (1− |w|2)b−α
∫
D
(1− |z|2)a+α+pσ
|1− zw|2+a+α+pσ+(b−α−pσ) dA(z).
Lemma 6.7 shows now that Schur’s test may be applied if we can choose σ so that
(6.19) b+ qσ > −1, a− qσ > 0, a+ α + pσ > −1 and b− α− pσ > 0.
The requirements (6.19) can be rewritten as
(6.20) −b+ 1
q
< σ <
a
q
and − a+ α + 1
p
< σ <
b− α
p
.
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First of all these are meaningful separately because of our assumptions about the
parameters yield b > −a− 1. Secondly they can be satisfied together since
−b+ 1
q
= −(b+ 1)(p− 1)
p
<
b− α
p
and
a
q
=
a(p− 1)
p
> −a+ α + 1
p
.
Thus σ ∈ R can be chosen suitably and hence Schur’s test may be applied.
As the first application of theorem 6.9 we prove some mapping properties of the op-
erators Pα.
Theorem 6.10. Suppose α, γ > −1 and 1 ≤ p <∞ are chosen so that
α + 1 < p(γ + 1).
Then the operator
Pγf(z) = (γ + 1)
∫
D
(1− | w |2)γ
(1− zw)2+γ f(w)dA(w), z ∈ D,
is a bounded projection Lp(dAα)→ Lpa(dAα).
Proof. By assumption we have
−p · 0 < α + 1 < p(γ + 1).
Thus theorem 6.9 imply that Pγ is bounded on Lp(D, dAα).
Choose some f ∈ Lp(D, dAα). By theorem 6.9 again the function
z 7→ F (z) := (γ + 1)
∫
D
(1− | w |2)γ
| 1− zw |2+γ | f(w) | dA(w), z ∈ D,
is in Lp(D, dAα). Thus it must be finite a.e. [dAα]. Since for a compact subset S ⊂ D we
have
(6.21) | 1
(1− zw)2+γ |≤ C(S), w ∈ D, z ∈ S,
it must be the case that f ∈ L1(D, dAγ). Now using Morera’s theorem as in the proof of
theorem 6.6 we see that Pγf ∈ H(D).
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Fix 0 < r < 1. The uniform boundedness of
z 7→ 1
(1− zw)2+γ , w ∈ D, z ∈ D(0, r),
and its derivatives with respect to z ∈ D(0, r) imply, by the Lebesgue’s dominated conver-
gence theorem, that we may differentiate Pγf under the integral sign. If f ∈ Lpa(D, dAα)
has a power series representation
f(z) =
∞∑
n=0
cnz
n, z ∈ D,
then
(Pγf)
(k)(0) =
(γ + 1) · · · (γ + k + 1)
pi
∫ 1
0
(1− r2)γr
∞∑
n=0
∫ 2pi
0
cnr
neinθrke−ikθdθdr
= k!ck2
(γ + 1) · · · (γ + k + 1)
k!
∫ 1
0
(1− r2)γr2k+1dr = k!ck.
Thus Pγf = f .
We have shown that Pγ : Lp(dAα)→ Lpa(dAα) is bounded and P 2γ = Pγ.
Using polar coordinates as in the proof above we get the reproducing property of Pα
also for L1(D, dAα) functions:
Theorem 6.11. Suppose α > −1 and f ∈ L1(D, dAα). Then Pαf = f .
The projections Pγ described in theorem 6.10 allow us to use the interpolation of
Lp-spaces to specify the interpolation spaces between the corresponding Bergman spaces.
Suppose (A0, A1) and (B0, B1) are two interpolation couples and Λ is boundedA0 → B0
and A1 → B1. If a = a0 + a1 = a′0 + a′1 ∈ A0 + A1, where ai, a′i ∈ Ai, then a0 − a′0 =
a′1 − a1 ∈ A0 ∩ A1. Thus Λ(a0 − a′0) = Λ(a′1 − a1) and we can define
Λ(a0 + a1) := Λa0 + Λa1, ai ∈ Ai.
Moreover Λ : A0 +A1 → B0 +B1 is bounded. To see this, choose an element a ∈ A0 +A1.
‖Λ(a0 + a1)‖B0+B1 ≤ ‖Λ‖A0→B0‖a0‖A0 + ‖Λ‖A1→B1‖a1‖A1
≤ max(‖Λ‖A0→B0 , ‖Λ‖A1→B1)(‖a0‖A0 + ‖a1‖A1), ai ∈ Ai, a = a0 + a1.
Taking infimum over the representations a = a0 + a1 ∈ A0 + A1 we see that
‖Λ(a0 + a1)‖B0+B1 ≤ max(‖Λ‖A0→B0 , ‖Λ‖A1→B1)‖a‖A0+A1 .
The above remark will be used in the next theorem and also in interpolation of the
Bloch and the Besov spaces.
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Theorem 6.12. Let 1 ≤ p0 < p1 <∞ and α > −1. Then for 0 < θ < 1
[Lp0a (D, dAα), Lp1a (D, dAα)][θ] = L
pθ
a (D, dAα),
where
1
pθ
=
1− θ
p0
+
θ
p1
.
Proof. The Bergman spaces may be embedded to the same topological vector space as
the spaces Lp(D, dAα). Thus (Lp0a (D, dAα), Lp1a (D, dAα)) is an interpolation couple.
Suppose f ∈ [Lp0a (D, dAα), Lp1a (D, dAα)]θ. Then as a function in Lp0a (D, dAα)+Lp1a (D, dAα)
f belongs to H(D).
There is a function ψ ∈ F (Lp0a (D, dAα), Lp1a (D, dAα), 0) such that ψ(θ) = f . But
then ψ may be thought of as an element in F (Lp0(D, dAα), Lp1(D, dAα), 0). Hence f ∈
[Lp0(D, dAα), Lp1(D, dAα)]θ = Lpθ(D, dAα).
Assume conversely that f ∈ Lpθa (D, dAα). By interpolation of Lp-spaces, theorem 4.5,
there is a function ψ ∈ F (Lp0(D, dAα), Lp1(D, dAα), 0) such that ψ(θ) = f .
Choose some γ ∈ R so that
α + 1 < p0(γ + 1).
Using theorem 6.10 we see that Pγ ◦F ∈ F (Lp0a (D, dAα), Lp1a (D, dAα), 0). Thus Pγ ◦ψ(θ) =
Pγf = f ∈ [Lp0a (D, dAα), Lp1a (D, dAα)]θ.
6.3 The Bloch and the Besov spaces
We have investigated the projections Pγ, γ > −1, on the Lp(D, dAα)-spaces when the
weight parameter is greater than −1 and 1 ≤ p < ∞. Now we turn to the case p = ∞.
Note that all the weight parameters α ∈ R yield the same space L∞(D) = L∞(D, dAα).
Choose some f ∈ L∞(D) and fix a weight parameter α > −1. Consider the Bergman
type projection Pα. Since dAα is a probability measure Pαf is defined and
Pαf(z) = (α + 1)
∫
D
(1− | w |2)α
(1− zw)2+αf(w)dA(w), z ∈ D.
We try, by keeping in mind the lemma 6.7, to find some function related to Pαf that
would stay bounded in D.
From the lemma 6.7 we see, corresponding to the case c = 0, that the function
z 7→ (log 1
1− | z |2 )
−1Pαf(z), z ∈ D,
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is bounded.
To change the parameters in the kernel we differentiate Pαf under the integral sign.
The result is
(Pαf)
′(z) = (α + 1)(α + 2)
∫
D
w(1− | w |2)α
(1− zw)3+α f(w)dA(w).
By lemma 6.7 again it is now seen, corresponding to the case c = 1, that the function
(6.22) (1− | z |2)(Pαf)′(z), z ∈ D,
stays bounded.
There is an interesting property concerning equation (6.22). Suppose
ϕ(z) = λ
a− z
1− az , a ∈ D, z ∈ D, | λ |= 1,
is a Möbius transformation of the unit disc and f ∈ H(D). Then
(1− | z |2) | (f ◦ ϕ)′(z) |= (1− | z |2)(1− | a |
2)
| 1− az |2 | f
′(ϕ(z)) |= (1− | ϕ(z) |2) | f ′(ϕ(z)) | .
Thus taking supremum over z ∈ D of the both sides of the above equation we see that
(6.23) sup
z∈D
(1− | z |) | f ′(z) |= sup
z∈D
(1− | z |2) | (f ◦ ϕ)′(z) | .
Motivated by this observation we make a definition.
Definition 6.13. The Bloch space B consists of those functions f ∈ H(D) such that
‖f‖B := sup
z∈D
(1− | z |2) | f ′(z) |<∞.
The Möbius invariance of ‖ · ‖B on B was seen in equation (6.23). Completeness is
proved in the theorem below:
Theorem 6.14. The function
f 7→ ‖f‖B, f ∈ B,
is a complete Möbius invariant semi norm on B. The Bloch space is thus a Banach space
under the norm
(6.24) f 7→ ‖f‖ = |f(0)|+ ‖f‖B, f ∈ B.
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Cauchy sequences and convergence with respect to a semi norm are defined similarly
as in the case of a norm.
Proof. Suppose {gn}∞n=1 is a Cauchy sequence with respect to ‖·‖B. If a sequence is Cauchy
with respect to ‖ · ‖B then the sequence of the corresponding derivatives is uniformly
Cauchy in compact subsets of D with respect to the sup-norm. Thus there is a function
ψ ∈ H(D) such that
g′n(z)→ ψ(z), as n→∞,
uniformly on compact subsets of D. Let Ψ ∈ H(D) be a function such that Ψ′ = ψ.
Choose an ε > 0 and an integer N ∈ N so that
‖gn − gm‖B ≤ ε, n,m ≥ N.
If z ∈ D, then
(1− | z |2) | g′N+m(z) | ≤ (1− | z |2) | g′N+m(z)− g′N(z) | +(1− | z |2) | g′N(z) |
≤ ε+ (1− | z |2) | g′N(z) |≤ ε+ ‖gN‖B.
(6.25)
Take the limit m→∞ in equation (6.25) to see that Ψ ∈ B. Also for z ∈ D
(6.26) (1− | z |2) | g′N+m(z)− g′N(z) |≤ ε.
If we let m→∞ then (6.26) gives
(1− | z |2) | ψ(z)− g′N(z) |≤ ε, z ∈ D.
Hence {gn}∞n=1 converges to Ψ with respect to ‖ · ‖B.
If {gn}∞n=1 is Cauchy with respect to the norm ‖ · ‖ defined in (6.24) then there is a
function g ∈ B such that {gn}∞n=1 converges to g with respect to ‖ · ‖B. Then {gn}∞n=1
converges to
g − g(0) + lim
n→∞
gn(0)
with respect to ‖ · ‖ defined in (6.24).
We show now that the operators Pα map L∞(D) boundedly onto B.
Theorem 6.15. Choose a weight parameter α > −1. The operator
Pαf(z) =
∫
D
f(w)
(1− zw)2+αdAα(w), z ∈ D,
is a bounded linear operator from L∞(D) onto B. Here B is equipped with the norm
‖f‖ =| f(0) | +‖f‖B, f ∈ B.
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Proof. Choose some f ∈ L∞(D). As in the discussion preceding the definition of the
Bloch space we have
(1− | z |2) | (Pαf)′(z) |= (1− | z |2)
∣∣∣∣(α + 1)(α + 2) ∫
D
w(1− | w |2)α
(1− zw)3+α f(w)dA(w)
∣∣∣∣ , z ∈ D.
Lemma 6.7 shows therefore that there is a constant C > 0 such that
‖Pαf‖B ≤ C‖f‖∞.
Also
| Pαf(0) |=
∣∣∣∣∫
D
f(w)dAα(w)
∣∣∣∣ ≤ ‖f‖∞.
Hence Pα is bounded.
We turn to the surjectivity of Pα and choose some f ∈ B. Our aim is to use bound-
edness of the function
z 7→ (1− | z |2) | f ′(z) |, z ∈ D,
to find some g ∈ L∞(D) that would map to f .
Write
f(z) = c0 + c1z + f2(z), z ∈ D.
Then f2 ∈ B and f ′2(0) = 0.
The trick is to consider the function
h(z) := (α + 1)−1
∫
D
(1− | w |2)f ′2(w)
w(1− zw)2+α dAα(w), z ∈ D.
Since f ′2(0) = 0 the function h is well defined and in H(D).
Using polar coordinates and the power series representation for f2 yields
h(0) =
1
(α + 1)
∫
D
(1− | w |2)f ′2(w)
w
dAα(w) = 0.
Differentiation under the integral sign and the reproducing property of Pα show that
h′(z) = (2 + α)
∫
D
(1− | w |2)1+αf ′2(w)
(1− zw)3+α dA(w) = f
′
2(z), z ∈ D.
Thus h = f2.
Now we can write
f(z) =
∫
D
g(z)
(1− zw)a+αdAα(w), z ∈ D,
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where
g(z) := c0 + c1z +
(1− | z |2) | f ′2(z) |
(1 + α)z
, z ∈ D,
is in L∞(D).
Corollary 6.16. If α > −1 the norm
f 7→| f(0) | +‖f‖B, f ∈ B,
is equivalent to the norm
f 7→ ‖f‖ = inf
Pαϕ=f
ϕ∈L∞(D)
‖ϕ‖∞
induced by the operator Pα.
Proof. We prove a corresponding statement that is true for all Banach spaces. Suppose X
and Y are two Banach spaces and Λ : X → Y is a bounded and surjective linear mapping.
Choose some y ∈ Y and then a x ∈ X so that Λx = y. Then
‖y‖Y ≤ ‖Λ‖X→Y ‖x‖X .
Taking infimum over x ∈ X such that Λx = y leads to
‖y‖Y ≤ ‖Λ‖ inf
Λx=y
x∈X
‖x‖X = ‖Λ‖‖x+ ker Λ‖X/ ker Λ.
Thus we have a bounded bijection X/ ker Λ→ Y , x+ker Λ 7→ Λx. Now the open mapping
theorem implies that the norm ‖ · ‖Y is equivalent to the norm
y 7→ inf
Λx=y
x∈X
‖x‖X , y ∈ Y.
We write down the trick used in the previous theorem as a lemma.
Lemma 6.17. Suppose f ∈ H(D), n ∈ N and α > −1. Assume that the function
z 7→ (1− | z |
2)nf (n)(z)
zn
, z ∈ D,
is in L1(D, dAα) and
f(0) = f ′(0) = · · · = f (n−1)(0) = 0.
Then
(6.27) f(z) =
1
(α + 1) · · · (α + n)
∫
D
(1− | w |2)nf (n)(w)
wn(1− zw)2+α dAα(w), z ∈ D.
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Proof. Denote the function in the right hand side of equation (6.27) by h. Write
f (n)(z) =
∞∑
k=0
cnz
n, z ∈ D.
The function
z 7→ f(z)
zn
, z ∈ D,
is continuous in D.
Choose some m ∈ {0, 1, . . . , n − 1}. Then differentiating under the integral sign and
using polar coordinates we calculate
h(m)(0) = C
∫ 1
0
(1− r2)n+αr
∞∑
k=0
ckr
k+m−n
∫ 2pi
0
ei(k−m+n)dθdr = 0.
Differentiating n times leads to
h(n)(z) = (α + n+ 1)
∫
D
(1− | w |2)n+α
(1− zw)2+α+nf
(n)(w)dAα(w) = f
(n)(z), z ∈ D,
by the reproducing property of Pα+n. Thus h = f .
By the reproducing property (theorem 6.11) of Pα and theorem 6.15 we see that each
f ∈ H∞(D) is in B and the inclusion
L∞(D) ∩H(D)→ B
is bounded.
For bounded functions the Schwarz lemma gives bounds for the derivatives. Actually
the continuous inclusion L∞(D)→ B can also be deduced from it. Choose a non constant
f ∈ H(D) such that ‖f‖∞ ≤ 1 and a ∈ D. If ϕa and ϕf(a) are special Möbius maps the
Schwartz lemma gives
| ϕf(a) ◦ f ◦ ϕa(0) |≤ 1− | f(a) |
2
(1− | f(a) |2)2 | f
′(a) | (1− | a |2) ≤ 1.
Thus
(1− | a |2) | f ′(a) |≤ 1− | f(a) |2≤ 1.
So far we have restricted our attention to weight parameters α > −1. Next we choose
the weight parameter to be specifically -2 and study the operators Pα on these Möbius
invariant spaces Lp(D, dA−2). We write
dλ := dA−2.
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We shall take a similar approach as above with the Bloch space. Fix α > −1, 1 ≤ p <
∞ and choose a function f ∈ Lp(D, dλ). Since α > −2, f is also in Lp(D, dAα). Thus
Pαf(z) = (α + 1)
∫
D
(1− | w |2)α
(1− zw)2+αf(w)dA(w), z ∈ D,
is well defined.
We look for a function that would be in Lp(D, dλ). Keeping in mind theorem 6.9 we
differentiate under the integral sign n times and multiply by the function z 7→ (1− | z |2)n.
The result is
(1− | z |2)n(Pαf)(n)(z)
= (α + 1) · · · (α + n+ 1)(1− | z |2)n
∫
D
(1− | w |2)αwn
(1− zw)2+α+n f(w)dA(w), z ∈ D.
If n ∈ N is chosen to be so large that
−pn < −2 + 1 < p(α + 1)
then theorem 6.9 implies that the function
(6.28) z 7→ (1− | z |2)n(Pαf)(n)(z), z ∈ D,
is in Lp(D, dλ). At this point we note that the function in (6.28) is in Lp(D, dλ) whenever
pn > 1.
This leads us to consider functions f ∈ H(D) such that the function
z 7→ (1− | z |2)nf (n)(z), z ∈ D,
is in Lp(D, dλ) for some n ∈ N such that pn > 1. To show that each such function is the
image of a function g ∈ Lp(D, dλ) we use the same method as in the case of the Bloch
space.
Suppose now that n ∈ N and np > 1. We are going to use the lemma 6.17 again and for
that reason we first show that each polynomial is of the desired form. Finding the power
series coefficients at 0 by integration in polar coordinates shows that, for k = 0, 1, 2, . . . ,∫
D
(1− | w |2)nwk
(1− zw)2+α dAα(w) = C(k, n, α)z
k, z ∈ D,
and the assumptions about n imply that z 7→ (1− | z |2)nzk is in Lp(D, dλ).
Assume f ∈ H(D) is a function such that the mapping
z 7→ (1− | z |2)nf (n)(z), z ∈ D,
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is Lp(D, dλ). By subtracting a polynomial from f we may assume that
f(0) = f ′(0) = · · · = fn−1)(0).
Then the function
z 7→ g(z) := (1− | z |
2)nf (n)(z)
zn
, z ∈ D,
is in Lp(D, dλ), hence in Lp(D, dAα) and finally in L1(D, dAα). Now lemma 6.17 gives
that Pαg = Cf .
Now that we have found some g such that Pαg = f we see by the discussion above
that the function
z 7→ (1− | z |2)nf (n)(z), z ∈ D,
is in Lp(D, dλ) whenever np > 1.
Equipped with this information we can define the Besov spaces :
Definition 6.18. Let 1 ≤ p <∞ and n ∈ N so that np > 1. The Besov space Bp consists
of those functions f ∈ H(D) such that the function
z 7→ (1− | z |2)nf (n)(z), z ∈ D,
belongs to Lp(D, dλ).
Considerations leading to the definition of the Besov spaces show that the definition
is independent of the choice of n ∈ N.
One way to provide the Besov spaces with a norm is to use the operator Pα : Lp(D, dλ)→
Bp. To this end we prove that its kernel is closed.
Lemma 6.19. Fix α > −1, 1 ≤ p < ∞ and choose n ∈ N so that np > 1. Assume
{fn}∞n=1 is a sequence in Lp(D, dλ) that converges to f ∈ Lp(D, dλ), and Pαfn ≡ 0 for all
n ∈ N. Then Pαf ≡ 0.
Proof. Choose some z ∈ D. By direct estimates we get
| Pαf(z) |=| Pαfn(z)− Pαf(z) |=
∣∣∣∣(α + 1) ∫
D
(1− | w |2)α
(1− zw)2+α | fn(w)− f(w) | dA(w)
∣∣∣∣
≤ C(z)
∫
D
| fn(w)− f(w) | dAα(w) ≤ C(z)
{∫
D
| fn(w)− f(w) |p dAα(w)
} 1
p
≤ C(z)
{∫
D
| fn(w)− f(w) |p dλ(w)
} 1
p
→ 0, as n→∞.
Thus Pαf(z) = 0.
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Theorem 6.20. Suppose 1 ≤ p <∞ and choose some α > −1. The Besov space Bp is a
Banach space when equipped with the norm
(6.29) ‖f‖Bp := inf{‖g‖p,−2 | Pαg = f}, f ∈ Bp.
Proof. The operator Pα : Lp(D, dλ)→ Bp induces a vector space isomorphism
(6.30) Lp(D, dλ)/ kerPα → Bp.
Since the kernel of Pα is closed in Lp(D, dλ) by lemma 6.19, the left side of (6.30) is a
Banach space with the quotient norm. Thus, if Bp is given the norm defined in equation
(6.29), then Bp is isometrically isomorphic to a Banach space and hence is a Banach space
itself.
We turn to interpolation between the Bergman spaces and the Bloch space and between
two different Besov spaces. As with the interpolation of two Bergman spaces, the basis
for interpolation between these spaces is the known interpolation between Lp-spaces. For
this reason embeddings of the Bloch and Besov spaces into the corresponding Lp-spaces
will be needed.
We already know some mapping properties of the operators Ta,b,c and Sa,b,c defined
in (6.18). Fubini’s theorem and the reproducing property of the operators Pα combined
with the operators Ta,b,c give useful equations. This will lead to the wanted embeddings.
Choose α > −1 and t > 0. The following equations are the basis for the embeddings:
(a) Tt,α,2+t+αPα = Tt,α,2+t+α,
(b) Pα(α + t+ 1) = PαTt,α,2+t+α.
(6.31)
They are true at least whenever we can use Fubini’s theorem to prove them, as we’ll do
in the next theorems.
Theorem 6.21. Fix t > 0 and α > −1. The operator T = Tt,α,2+t+α is an embedding of
B into L∞(D).
Proof. Choose some f ∈ B. By theorem 6.15 there is some ϕ ∈ L∞(D) that maps to f
under Pα. We have for z ∈ D
Tf(z) = TPαϕ(z) = (1− | z |2)t
∫
D
(1− | w |2)α
(1− zw)2+t+α (α+1)
∫
D
(1− | s |2)α
(1− ws)2+αϕ(s)dA(s)dA(w).
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To use Fubini’s theorem we estimate with lemma 6.7 that∫
D
(1− |w|2)α
∫
D
(1− |s|2)α
|1− ws|2+α |ϕ(s)|dA(s)dA(w) ≤ C
∫
D
(1− |w|2)α log 1
1− |w|2 dA(w)
≤ C ′
∫
D
(1− | w |2)α( 1
1− | w |2 )
εdA(w) <∞,
where ε > 0 is sufficiently small. Thus, by the reproducing property of Pα,
Tf(z) = TPαϕ(z)
= (1− |z|2)t
∫
D
(1− |s|2)αϕ(s)(α + 1)
∫
D
(1− |w|2)α
(1− zw)2+t+α(1− ws)2+αdA(w)dA(s)
= (1− | z |2)t
∫
D
(1− | s |2)α
(1− zs)2+t+αϕ(s)dA(s) = Tϕ(z), z ∈ D.
(6.32)
Hence the lemma 6.7 gives
‖Tf‖∞ ≤ C‖ϕ‖∞.
Taking infimum over ϕ ∈ L∞(D) such that Pαϕ = f gives, by the corollary 6.16, that
‖Tf‖∞ ≤ C(| f(0) | +‖f‖B).
On the other hand
PαTϕ(z) = (α + 1)
∫
D
(1− | w |2)α
(1− zw)2+α (1− | w |
2)t
∫
D
(1− | s |2)α
(1− ws)2+t+αϕ(s)dA(s)dA(w), z ∈ D.
By a similar reasoning as above we get
(6.33) PαTϕ(z) =
1
α + t+ 1
Pαϕ(z), z ∈ D.
Now, by equations (6.32) and (6.33),
f = Pαϕ = CPαTϕ = CPαTPαϕ = CPαTf.
Hence theorem 6.15 gives
| f(0) | +‖f‖B ≤ C‖Tf‖∞.
In a similar manner we get embeddings of the Besov spaces.
Theorem 6.22. Suppose α > −1, ∞ > p ≥ 1 and t > 0 are chosen so that pt > −1.
Then the integral operator T = Tt,α,2+t+α is an embedding of Bp into Lp(D, dλ).
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Proof. Choose a function f ∈ Bp and a ϕ ∈ Lp(D, dλ) such that Pαϕ = f . Since
−pt < −2 + 1 < p(α + 1)
the operator St,α,2+t+α : Lp(D, dλ) → Lp(D, dλ) defined in equation (6.18) is bounded.
This shows that we may use Fubini’s theorem to prove the equation
PαTϕ =
1
α + t+ 1
Pαϕ.
Also ∫
D
∫
D
(1− | w |2)α+t(1− | z |2)α
| 1− zw |2+t+α | ϕ(z) | dA(z)dA(w)
≤ C
∫
D
(1− | z |2)α log 1
1− | z |2 | ϕ(z) | dA(z)
≤ C ′
∫
D
(1− | z |2)α+ε | ϕ(z) | dA(z) <∞
where ε > 0 is sufficiently small. This lets us to use Fubini’s theorem to prove that
TPαϕ = Tϕ.
We have
‖Tf‖p,−2 = ‖TPαϕ‖p,−2 = ‖Tϕ‖p,−2 ≤ C‖ϕ‖p,−2,
since T : Lp(D, dλ) → Lp(D, dλ) is bounded. Taking infimum over ϕ ∈ Lp(D, dλ) such
that Pαϕ = f shows that
‖Tf‖p,−2 ≤ C‖f‖p.
On the other hand
f = Pαϕ = CPαTϕ = CPαTPαϕ = CPαTf.
Thus
‖f‖p = C‖PαTf‖p ≤ C‖Tf‖p,−2.
Now we are ready to find the interpolation spaces between the Bergman spaces and
the Bloch space and between Besov spaces.
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Theorem 6.23. Fix α > −1 and 1 ≤ p0 <∞. Then for all θ ∈ (0, 1) it holds that
(Lp0a (D, dAα),B)[θ] = Lpθa (D, dAα)
where
1
pθ
=
1− θ
p0
.
Proof. Let f ∈ B and fix some 0 < r < 1. Then we have |f(0)| ≤ |f(0)|+ ‖f‖B and
|f ′(z)| ≤ |f(0)|+ ‖f‖B
1− r2 , z ∈ D(0, r).
Thus we see that for each 1 > r > 0 and ε > 0 we can choose a δ > 0 so that if
|f(0)| + ‖f‖B ≤ δ, then |f(z)| ≤ ε for all z ∈ D(0, r). This shows that we can embed B
into the space V of Lebesgue measurable functions on the unit disc with the metric
d(f, g) =
∫
D
|f(z)− g(z)|
1 + |f(z)− g(z)|dAα(z), f, g ∈ V .
A similar computation as in the theorem 4.4, step 1, shows that Lp0a (D, dAα) can also
be embedded into V . Thus (Lp0a (D, dAα),B) is an interpolation couple.
Begin with a function f ∈ Lp0a (D, dAα)∩B. Then there is a function ψ ∈ F (Lpa(D, dAα),B, 0)
such that ψ(θ) = f . Choose γ > α, t > 0 and consider the operator T = Tt,γ,2+t+γ. Since
−p0t < α + 1 < p0(γ + 1)
the operator Tt,γ,2+t+γ : Lp0(D, dAα)→ Lp0(D, dAα) is bounded. Also by theorem 6.21
Tt,γ,2+t+γ : B → L∞(D)
is an embedding. Thus T ◦ ψ ∈ F (Lp0(D, dAα), L∞(D), 0) and hence
T ◦ ψ(θ) = Tf ∈ (Lp0(D, dAα), L∞(D))[θ] = Lpθ(D, dAα).
Since γ > α the operator
Pγ : L
pθ(D, dAα)→ Lpθa (D, dAα)
is bounded by theorem 6.10. Suppose Pγϕ = f , where ϕ ∈ L∞(D). As above, when
proving embedding properties of the operator T , we have
PγTf = PγTPγϕ = PγTϕ = CPγϕ = Cf ∈ Lpθa (D, dAα).
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Moreover theorem 4.5 about interpolation of Lp-spaces gives
‖f‖pθ,α = C‖PγTf‖pθ,α ≤ C ′‖Tf‖pθ,α = C ′‖Tf‖(Lp0 (D,dAα),L∞(D))[θ]
≤ C ′‖T ◦ ψ‖F (Lp0 (D,dAα),L∞(D),0) ≤ C ′′‖ψ‖F (Lpa(D,dAα),B,0).
Taking infimum over ψ ∈ F (Lp0(D, dAα), 0) such that ψ(θ) = f , it is seen that for some
C > 0
‖f‖pθ,α ≤ C‖f‖(Lp0a (D,dAα),B)[θ] .
Since g ∈ Lp0a (D, dAα) ∩ B was arbitrary this implies that
(Lp0a (D, dAα),B)[θ] ⊂ Lpθa (D, dAα).
On the other hand suppose g ∈ Lpθa (D, dAα). Then by the complex interpolation of the
Lp-spaces there is a function ψ ∈ F (Lp0(D, dAα), L∞(D), 0) such that ψ(θ) = g. Then,
using the operator Pγ which is bounded L∞(D) → B and Lp(D, dAα) → Lpa(D, dAα), we
have Pγ ◦ ψ ∈ F (Lpa(D, dAα),B, 0),
Pγ ◦ ψ(θ) = Pγg = g ∈ [Lp0a (D, dAα),B]θ
and
‖g‖(Lp0a (D,dAα),B)[θ] ≤ ‖Pγ ◦ ψ‖F (Lp0a (D,dAα),B,0) ≤ C‖ψ‖F (Lp0 (D,dAα),L∞(D),0).
Infimum over ψ ∈ F (Lp0(D, dAα), L∞(D), 0) such that ψ(θ) = g gives
‖g‖(Lp0a (D,dAα),B)[θ] ≤ C‖g‖(Lp0 (D,dAα),L∞(D))[θ] = C‖g‖pθ,α.
Hence
Lpθa (D, dAα) ⊂ (Lp0a (D, dAα),B)[θ].
In a similar way get the interpolation result for the Besov spaces.
Theorem 6.24. Assume 1 ≤ p0 < p1 <∞. and α > −1. Then for all θ ∈ (0, 1) we have
(Bp0 , Bp1)[θ] = Bpθ
where
1
pθ
=
1− θ
p0
+
θ
p1
.
Here the Besov spaces are equipped with the norm induced by the operator Pα.
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Proof. Let f ∈ Bp. Then there is a function g ∈ Lp(D, dλ) such that f = Pαg. The
computation made in lemma 6.19 shows that the ‖ · ‖p,−2-norm of g dominates uniformly
the values of z 7→ |f(z)|, z ∈ D(0, r), for each 1 > r > 0. Thus for each 1 > r > 0 and
ε > 0 we can choose a δ > 0 so that if ‖f‖p ≤ δ then |f(z)| ≤ ε for all z ∈ D(0, r). Thus
the Besov spaces can be embedded into the space V of Lebesgue measurable functions
with the metric
d(f, g) =
∫
D
|f(z)− g(z)|
1 + |f(z)− g(z)|dA(z), f, g ∈ V .
Thus (Bp0 , Bp1) is an interpolation couple.
Fix θ ∈ (0, 1). Choose some α > −1 and t > 0 such that
(p1t >)p0t > 1.
Then the operator
T = T2,t,2+t+α : Bpi → Lpia (D, dλ), i = 0, 1,
is an embedding.
Suppose f is a function in Bp0 ∩ Bp1 . Then there is a function ψ ∈ F (Bp0 , Bp1 , 0)
so that ψ(θ) = f . Now the function T ◦ ψ is in F (Lp0(D, dλ), Lp1(D, dλ), 0) and Tf =
T ◦ ψ(θ) ∈ (Lp0(D, dλ), Lp1(D, dλ))[θ] = Lpθ(D, dλ).
Since f ∈ Bp0 ∩ Bp1 we can choose a function ϕ for instance in Lp1(D, dλ) so that
Pαϕ = f . Then we have as before using equation (6.31) that
PαTf = PαTPαϕ = PαTϕ =
1
α + t+ 1
Pαϕ =
1
α + t+ 1
f.
Thus f ∈ Bpθ . Also
‖f‖pθ ≤ C‖Tf‖pθ,−2 = C‖Tf‖(Lp0 (D,dλ),Lp1 (D,dλ))[θ] ≤ C ′‖ψ‖F (Bp0 , Bp1 , 0).
Infimum over ψ ∈ F (Bp0 , Bp1 , 0) such that ψ(θ) = f gives
‖f‖pθ ≤ C‖f‖(Bp0 ,Bp1 )[θ] .
This shows the inclusion
(Bp0 , Bp1)[θ] ⊂ Bpθ .
Assume now that f ∈ Bpθ and Pαϕ = f, ϕ ∈ Lpθ(D, dλ). Then Tf ∈ Lpθ(D, dλ)
and hence there is a function ψ ∈ F (Lp0(D, dλ), Lp1(D, dλ), 0) so that ψ(θ) = Tf . The
composition Pα ◦ ψ is then in F (Bp0 , Bp1 , 0) and thus
Pα ◦ ψ(θ) = PαTPαϕ = PαTϕ = CPαϕ = Cf ∈ (Bp0 , Bp1)[θ].
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More over
‖f‖(Bp0 ,Bp1 )[θ] ≤ C‖Pα ◦ ψ‖F (Bp0 ,Bp1 ,0) ≤ C‖ψ‖F (Lp0 (D,dλ),Lp1 (D,dλ),0).
Infimum over such ψ shows that
‖f‖(Bp0 ,Bp1 )[θ] ≤ ‖Tf‖(Lp0 (D,dλ),Lp1 (D,dλ))[θ] = ‖Tf‖pθ,−2 ≤ C‖f‖pθ .
This gives the other inclusion
Bpθ ⊂ (Bp0 , Bp1)[θ].
86
References
[1] Walter Rudin: Principles of Mathematical Analysis, Third Edition. 1976
[2] Walter Rudin: Real and Complex Analysis, Third Edition. 1987
[3] Walter Rudin: Functional Analysis, Second Edition. 1991
[4] Kosaku Yosida: Functional Analysis, Sixth Edition. 1980
[5] J. Bergh and J. Löfström: interpolation spaces, An Introduction. 1976
[6] Alessandra Lunardi: Interpolation Theory, Secon Edition. 2009
[7] Hans Triebel: Interpolation theory, function spaces, differential operators. 1978
[8] Kehe Zhu: Operator Theory in Function Spaces, Second Edition. 2007
[9] John B. Garnett: Bounded Analytic Functions, Revised First Edition. 2006
[10] Serge Lang: Algebra, Revised Third Edition. 2002
[11] Sheldon Axler, Paul Bourdon, Wade Ramey: Harmonic Function Theory, Second
Edition. 2001
[12] Javier Duoandikoetxea: Fourier Analysis. 2001
[13] Euclidean Harmonic Analysis, Proceedings of Seminars Held at the University of
Maryland, 1979: R. Coifman, M. Cwikel, R. Rochberg, Y. Sagher and G. Weiss, The
complex method for interpolation of operators acting on families of Banach spaces.
1980
[14] A. P. Calderón and A. Zygmund: A note on the interpolation of linear operations,
Studia Math. 12 (1951) 194-204
[15] N. Dunford and J. T. Schwartz : Linear Operators I. 1958
87
