Abstract. Let ψ 1 , . . . , ψ k be periodic maps from Z to a field of characteristic p (where p is zero or a prime). Assume that positive integers n 1 , . . . , n k not divisible by p are their periods respectively. We show that ψ 1 + · · · + ψ k is constant if ψ 1 (x) + · · · + ψ k (x) equals a constant for |S| consecutive integers x where S = k s=1 {r/n s : r = 0, . . . , n s − 1}. We also present some new results on finite systems of arithmetic sequences.
Introduction
For a ∈ Z and n ∈ Z + = {1, 2, 3, . . . } we call a(n) = a + nZ = {a + nx : x ∈ Z} an arithmetic sequence with modulus n. For a finite system A = {a s (n s )} k s=1
(1.1) of such sequences, the covering function w A : Z → Z given by w A (x) = |{1 s k : x ∈ a s (n s )}| (1.2) is obviously periodic modulo the least common multiple [n 1 , . . . , n k ] of all the moduli n 1 , . . . , n k . If w A (x) 1 for all x ∈ Z (i.e., a i (n i ) ∩ a j (n j ) = ∅ if 1 i < j k), then we say that (1.1) is disjoint. When w A (x) 1 for all x ∈ Z (i.e., k s=1 a s (n s ) = Z), (1.1) is called a cover of Z. A famous result of H. Davenport, L. Mirsky, D. Newman and R. Radó (cf. [NZ] ) states that if (1.1) is a disjoint cover of Z with 1 < n 1 · · · n k−1 n k then we must have n k−1 = n k . In 1958 S. K. Stein [St] conjectured that if (1.1) is disjoint with 1 < n 1 < · · · < n k then there exists an integer x ∈ k s=1 a s (n s ) with 1 x 2 k . In 1965 P. Erdős [E2] offered a prize for a proof of his following stronger conjecture (see [E1] m for all x ∈ Z, and an exact m-cover of Z if w A (x) = m for all x ∈ Z. Recently the author [Su10] found that m-covers of Z are closely related to subset sums in a field and zero-sum problems on abelian groups.
Here is a result of [Su4, Su5] stronger than Erdős' conjecture: (1.1) forms an m-cover of Z if it covers |{{ s∈I m s /n s } : I ⊆ {1, . . . , k}}| consecutive integers at least m times, where the given m 1 , . . . , m k ∈ Z + are relatively prime to n 1 , . . . , n k respectively. (As usual the fractional part of a real number x is denoted by {x}.) In [Su5] the author asked whether we have a similar result for exact m-covers of Z. The answer is actually negative, moreover there is no constant c(k, m) ∈ Z + such that (1.1) forms an exact m-cover of Z whenever it covers c(k, m) consecutive integers exactly m times. In fact, if (1.1) is an exact m-cover of Z then for any integer N > 1 the system {a 1 (n 1 ), . . . , a k (n k ), 0(N )} covers 1, . . . , N − 1 exactly m times but covers 0 exactly m + 1 times! (This observation is due to the author's student H. Pan.)
For an assertion P we adopt Iverson's notation
Our first result is completely new! Theorem 1.1. Let F be a field of characteristic p where p is zero or a prime. Let n 1 , . . . , n k be positive integers not divisible by p, and let ψ 1 , . . . , ψ k be maps from Z to F with periods n 1 , . . . , n k respectively. Then Corollary 1.1. Let w(x) be a function from Z to Z with period n 0 ∈ Z + . Then w(x) is the covering function of
we have ψ(x) = 0 for all x ∈ Z by Theorem 1.1. When n 0 = 1 and w(x) = m ∈ Z + , this yields the latter result in Corollary 1.1.
forms a cover of Z is known to be co-NP-complete. (See, e.g. [GJ] and [T] .) However, Corollary 1.1 indicates that we can check whether system A has a given covering function in polynomial time! In 1997 the author [Su6] showed that if (1.1) covers all the integers the same number of times then
Example 1.1. Let (1.1) be an exact m-cover of Z, and let n be an integer greater than n k . Then the system
covers each of the consecutive integers a k + 1, . . . , a k + 2n k − 1 exactly m times but it does not cover a k or a k + 2n k exactly m times. For example, B = {1(2), 2(4), 0(4)} is a disjoint cover of Z, thus B ′ = {1(2), 2(4), 4(6)} covers 1, . . . , 7 exactly once but it is not a disjoint cover. Note that the set n∈{2,4,6} {r/n : r = 0, . . . , n − 1} just has 8 elements.
Corollary 1.2. Let (1.1) be a system of arithmetic sequences, and let m be any integer greater
where p 1 , . . . , p r are primes.) Then there is an x ∈ {0, 1, . . . , |S| − 1} such that w A (x) = m where S = k s=1 {r/n s : r = 0, 1, . . . , n s − 1}. Proof. If (1.1) is an exact m-cover of Z, then k m + f ([n 1 , . . . , n k ]) by Corollary 4.5 of [Su7] . Thus, in view of the condition, (1.1) does not form an exact m-cover of Z and hence the desired result follows from Corollary 1.1.
Our next theorem extends some earlier work in [Su4, Su5] . Theorem 1.2. Let n 1 , . . . , n k be positive integers, and let R 1 , . . . , R k be finite subsets of Z. For s = 1, . . . , k, let c st lie in the complex field C for each t ∈ R s , and set
then it covers every integer at least m times.
Corollary 1.3. Let (1.1) be a system of arithmetic sequences, and let m 1 , . . . , m k be integers relatively prime to n 1 , . . . , n k respectively. Let l be any nonnegative integer with w A (x) l for all x ∈ Z, and set
Then the covering function w A (x) takes its minimum on every set of W l consecutive integers.
Proof. Without loss of generality we may assume that 1 m s n s for all s = 1, . . . , k. As m(A) = min x∈Z w A (x) l and W l W m(A) , it suffices to work with l = m(A) below. The case l = k is trivial, so we let l < k. Set c s0 = 1 and c sm s = −e −2πia s m s /n s for s = 1, . . . , k. Since m s and n s are relatively prime, for m 1 , m 2 , m 3 ∈ Z. Then W 0 (1, 1, 2) = 7 < W 0 (1, 1, 1) = 8.
Our third theorem characterizes the least period of a covering function. Theorem 1.3. Let λ s ∈ C, a s ∈ Z and n s ∈ Z + for s = 1, . . . , k. Then the smallest positive period n 0 of the (weighted) covering function
is the least n ∈ Z + such that αn ∈ Z for all those α ∈ [0, 1) with This was first obtained by the author [Su2] in 1991 via an analytic method, and the converse was proved in [Su3] . In [Su8] the author determined those functions f : n∈Z + Z/nZ → C such that k s=1 λ s f (a s + n s Z) only depends on the covering function w(x), this was announced by the author [Su1] in 1989.
Let l be a positive integer, and let
be the direct sum of l copies of the ring Z. For x, y ∈ Z l , we use x | y to mean that y = q x = q 1 x 1 , . . . , q l x l for some q ∈ Z l . A function Ψ : Z l → C is said to be periodic modulo n ∈ Z l if Ψ( x) = Ψ( y) whenever x − y = x 1 − y 1 , . . . , x l − y l is divisible by n. For x 1 , . . . , x l ∈ Z, we also use [x t ] 1 t l to denote the least common multiple of x 1 , . . . , x l . Theorem 1.4. Let λ s ∈ C, a s ∈ Z l and n s ∈ (Z + ) l for s = 1, . . . , k where l ∈ Z + . Suppose that the function
where we use p(m) to denote the least prime divisor of an integer m > 1.
Remark 1.5. Theorem 1.4 is a generalization of the main result of [Su2] which corresponds to the case l = 1 and improves the Znám-Newman result [N] .
Suppose that all those moduli n s which are maximal with respect to divisibility are distinct. Then the function w( x) given by (1.8) is periodic modulo n 0 ∈ (Z + ) l if and only if n 0 is divisible by all the moduli n 1 , . . . , n k .
Proof. If n s | n 0 for all s = 1, . . . , k, then the function w( x) is obviously periodic mod n 0 . Now suppose that w( x) is periodic modulo n 0 but not all the moduli divide n 0 . Then there exists a maximal modulus n r with respect to divisibility such that n r ∤ n 0 . By the condition,
On the other hand, by Theorem 1.4 we should have |I( n r )| p(n r1 · · · n rl ). The contradiction ends our proof. Remark 1.6. Corollary 1.4 in the case l = 1 was essentially established by S. Porubský [P] .
2. Proofs of Theorems 1.1-1.4
Lemma 2.1. Let c 1 , . . . , c n lie in a field F , and let z 1 , . . . , z n be distinct elements of F \ {0}. If (2.1)
where S is the set {α ∈ [0, 1) : αn s ∈ Z for some 1 s k} = k s=1 r n s : r = 0, . . . , n s −1 .
As those ζ −αN with α ∈ S are distinct, applying Lemma 2.1 we find that Since those e 2πiθ with θ ∈ R(I) are distinct, by Lemma 2.1 the system {X s } s∈I covers |R(I)| consecutive integers x if and only if it covers all x ∈ Z.
In view of the above, we immediately obtain the desired result.
Proof of Theorem 1.3. Let S = {0 α < 1 : αn s ∈ Z for some 1 s k} and Let n be the least positive integer such that αn ∈ Z for all α ∈ T . By the above, w(x) = w(x + n) for all x ∈ Z. Thus n 0 | n. If T = ∅, then n = 1 and hence n 0 = n. In the case T = ∅, we have 0 = w(x) − w(x + n 0 ) = α∈T e −2πiαx (1 − e −2πiαn 0 )c α for every x = 0, . . . , |T | − 1, and hence (1 − e −2πiαn 0 )c α = 0 for any α ∈ T (Vandermonde). Now that αn 0 ∈ Z (i.e., e −2πiαn 0 = 1) for all α ∈ T , we have n 0 n and thus n 0 = n.
The proof of Theorem 1.3 is now complete.
Proof of Theorem 1.4. Let c be any vector in Z l with d ∤ c n 0 . Then, for some 1 r l we have d r ∤ c r n 0r Note that n 0 divides the vector 0, . . . , 0, n 0r , 0, . . . , 0 . For any x 1 , . . . , x r−1 , x r+1 , . . . , x l ∈ Z, since 
