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1   EINLEITUNG 
   Die Fähigkeit zu sprechen gilt als besondere, charakteristische Eigenschaft des Menschen. Zwar kommunizieren auch im Tierreich Vertreter einer Art häufig miteinander (z. B. in Form von Botenstoffen, visuellen Reizen, Bewegungen oder Lauten), doch zeichnet sich vor allem die menschliche Sprache durch ein umfassendes grammatisches Regelwerk sowie ein hohes Maß an Komplexität und Vielfalt aus. Dennoch gelingt es den meisten Menschen relativ mühelos und mit beeindruckender Geschwindigkeit (bis zu fünf Wörter pro Sekunde, siehe z. B. Reischer, 2002) zu sprechen. Da die Produktion von gesprochener Sprache nahezu automatisch geschieht, sind die zugrunde liegenden Prozesse dem Bewusstsein nur wenig zugänglich (z. B. Motley, 1986). Das Bestreben, sich dessen ungeachtet diesem Themenfeld weiter annähern zu wollen und zu einem besseren Verständnis der beim Sprechen beteiligten Prozesse beizutragen, stellt dabei eine bedeutsame Motivation für die Sprachproduktionsforschung dar. Einen möglichen Zugang zur Erforschung von Sprachproduktionsprozessen liefern zum Beispiel chronometrische Untersuchungen. Häufig werden dabei einfache Benennungsaufgaben verwendet, in denen unterschiedliche Stimuli (z. B. Farben, Wörter oder Bilder) als Targets präsentiert und von den Probanden benannt werden sollen (z. B. Damian & Martin, 1999; Hantsch, Jescheniak & Schriefers, 2005, 2009; Lupker, 1979; Rosinksi, 1977; für einen Überblick siehe auch Zwitserlood & Bölte, 2008). Zusätzlich werden oft Ablenkerstimuli, sogenannte Distraktoren (typischerweise Wörter), präsentiert. Obwohl die Distraktoren von den Probanden in der Regel nicht beachtet oder benannt werden sollen, können die Distraktoren die Verarbeitung der Targets beeinflussen. Beispielsweise zeigen sich in Abhängigkeit davon, welchen semantischen Kontext die Distraktoren induzieren, unterschiedliche Auswirkungen auf die Benennungsgeschwindigkeit der Targets. Sollen die Probanden zum Beispiel das Bild eines Hahns benennen und bekommen das Wort Hahn oder das Bild eines weiteren Hahns als Distraktoren präsentiert, reagieren sie häufig schneller im Vergleich zu einem unrelatierten Wort oder Bild, zum Beispiel Klingel. Dies wird auch als kongruenter Erleichterungseffekt bezeichnet und wurde bereits in mehreren Studien berichtet (z. B. Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009; Piai, Roelofs & Schriefers, 2014). Im Gegensatz dazu reagieren die Probanden im Vergleich zu unrelatierten Distraktoren 
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typischerweise langsamer, wenn die Distraktoren semantisch relatiert (z. B. Ente) zum Target sind. Dies wird als semantischer Interferenzeffekt bezeichnet und gilt als wichtiger Kernbefund in der Sprachproduktionsforschung. Semantische Interferenzeffekte konnten vor allem in Aufgabenkonfigurationen mit Wortdistraktoren gezeigt werden (z. B. Lupker, 1979; Rosinski, 1977). In vielen Studien wurden zudem unterschiedliche Einflussfaktoren untersucht, die das Vorhandensein und die Größe semantischer Kontexteffekte beeinflussen können. So wurde beispielsweise der Zeitpunkt der Distraktordarbietung relativ zum Erscheinen des Targets manipuliert (Distraktor-Stimulus-Onset-Asynchronität, abgekürzt: Distraktor-SOA; siehe z. B. Alario, Segui, & Ferrand, 2000; Glaser & Düngelhoff, 1984; Sailor, Brooks, Bruening, Seiger-Gardner, & Guterman, 2009), um den zeitlichen Verlauf der semantischen Kontexteffekte untersuchen zu können. In anderen Studien wurde die Zugehörigkeit der Distraktoren zum Antwortset als entscheidende Voraussetzung für das Auffinden semantischer Kontexteffekte (v. a. semantischer Interferenzeffekte) diskutiert (z. B. La Heij, 1988; Roelofs, 1992, 2003; siehe aber Caramazza & Costa, 2000, 2001). Semantische Kontexteffekte konnten auch in Aufgabenkonfigurationen gezeigt werden, in denen nicht visuelle Distraktoren (z. B. Wörter, siehe Glaser & Düngelhoff, 1984; Lupker, 1979, teilweise auch Bilder, z. B. Jescheniak, Matushanskaya, Mädebach & Müller, 2014), sondern auditive Distraktoren (z. B. Wörter, siehe Damian & Martin, 1999; Schriefers, Meyer & Levelt, 1990, oder natürliche Geräusche, z. B. Mädebach, Wöhner, Kieseler & Jescheniak, 2017) präsentiert wurden. Bisher liegen jedoch ausschließlich Daten aus Aufgaben vor, in denen visuelle Targets (d. h. Farben, Wörter oder Bilder) verwendet wurden. Sofern semantische Kontexteffekte auf allgemeinen semantischen Verarbeitungsprozessen beruhen, sollten diese Effekte aber auch auf andere Aufgabenkonfigurationen (z. B. mit einer anderen Targetmodalität) generalisierbar sein. Um dies zu überprüfen, wurde in einer ersten Experimentreihe eine Aufgabenkonfiguration mit auditiven Targets (d. h. natürlichen Geräuschen) und Bilddistraktoren verwendet. Die Befunde aus solchen Geräusch-Bild-Interferenzaufgaben sind aber auch im Hinblick auf frühere Studien, in denen Bilder als Distraktoren in einer Bildbenennungsaufgabe verwendet wurden, von besonderer Bedeutung, da in diesen Studien häufig keine einheitlichen Befunde (v. a. in Bezug auf den semantischen Interferenzeffekt) berichtet wurden (siehe z. B. Damian & Bowers, 2003; Jescheniak et al., 2014; La Heij, Heikoop, Akerboom & 
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2   EIN RAHMENMODELL DER SPRACHPRODUKTION 
   Im Bereich der Sprachproduktion gibt es unterschiedliche Modelle und Annahmen, die beschreiben, wie sich der Weg vom Herausbilden einer sprachlichen Absicht bis hin zur Erzeugung eines wahrnehmbaren Sprachsignals vollzieht (siehe z. B. Dell, 1986; Fromkin, 1971; Garrett, 1980). Nachfolgend soll jedoch speziell auf das Sprachproduktionsmodell von Levelt (1989) ausführlicher eingegangen werden, da es viele wichtige Überlegungen und Grundannahmen in sich vereint und bis heute für die Sprachproduktionsforschung von zentraler Bedeutung ist. Außerdem stellt dieses Modell eine wichtige Grundlage für die Erklärung der meisten Phänomene in der Sprachproduktionsforschung dar. Dies gilt insbesondere auch für die Entstehung semantischer Kontexteffekte, die in dieser Arbeit thematisiert werden sollen.  2.1   PROZESSE BEI DER SPRACHPRODUKTION  Im Sprachproduktionsmodell von Levelt (1989; siehe auch Levelt, Roelofs & Meyer, 1999, für eine aktuellere Version des Modells) werden im Wesentlichen die Prozesse der Konzeptualisierung, Formulierung, Artikulation und Überwachung unterschieden. Abbildung 1 zeigt eine vereinfachte Darstellung dieses Sprachproduktionsmodells.  
 Abbildung 1. Vereinfachte Darstellung des Sprachproduktionsmodells (nach Levelt et al., 1999).  
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Die Konzeptualisierung umfasst dabei all jene mentalen Aktivitäten, die für die Erzeugung einer sprachlichen Äußerung erforderlich sind. Zudem gilt die Konzeptualisierung auch als planbarer Prozess. In einem ersten Teilprozess, der Makroplanung, muss der Sprecher die Bestandteile seiner Äußerung festlegen und ordnen. Dazu müssen geeignete Konzepte ausgewählt werden. Levelt (1981) erwähnte in diesem Zusammenhang auch das sogenannte Linearisierungsproblem. Dieses beschreibt die Schwierigkeit zu entscheiden, welcher Bestandteil einer sprachlichen Äußerung in welcher Reihenfolge wiedergegeben werden soll. Nachdem die Makroplanung abgeschlossen ist, resultiert schließlich eine Sprechaktintention beziehungsweise eine geplante Abfolge mehrerer Sprechaktintentionen. Ein weiteres Problem bei der Planung einer Äußerung ist jedoch, dass häufig mehrere Möglichkeiten existieren, ein und denselben Inhalt sprachlich zu vermitteln. Dies gilt insbesondere für komplexere Äußerungen (z. B. „der Hahn steht links neben der Ente“ oder „die Ente steht rechts neben dem Hahn“), aber auch für die Einzelwortproduktion (z. B. kann das Bild eines Hahns als „Hahn“, „Vogel“ oder „Tier“ bezeichnet werden). Levelt et al. (1999) nannten dies das Verbalisierungsproblem. Die Autoren führten das Problem unter anderem darauf zurück, dass keine feste Verbindung zwischen der sprachlichen Absicht eines Sprechers und Konzepten, die in sprachliche Äußerungen übertragen werden können, besteht. Häufig bestimmen aber auch die Perspektive, die ein Sprecher einnimmt, sowie pragmatische und kontextuelle Faktoren (z. B. die Instruktionen in einer Benennungsaufgabe), in welcher Art und Weise ein Sachverhalt dargestellt werden soll. In einem zweiten Teilprozess, der Mikroplanung, werden die einzelnen Sprechaktintentionen entsprechend weiter aufbereitet, auf einander abgestimmt und in eine präverbale Botschaft überführt. Während der Formulierung wird auf Grundlage dieser präverbalen Botschaft ein artikulatorischer Plan erstellt. Dabei erfolgt eine Umwandlung der konzeptuellen Struktur in eine linguistische Struktur. Dies geschieht durch einen zweistufigen lexikalischen Zugriff auf die im mentalen Lexikon gespeicherten lexikalischen Einträge, die nicht nur die Wörter einer Sprache enthalten, sondern auch wichtige Wortinformationen. Zuerst wird während der grammatischen Enkodierung die syntaktische Repräsentation eines Wortes, das sogenannte Lemma (siehe die Terminologie von Kempen & Hoenkamp, 1987; Kempen & Huijbers, 1983), abgerufen. Die Selektion eines Lemmas, auch lexikalische Selektion genannt (Levelt, 
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1992), erfolgt allerdings nur, wenn dieses Lemma auch Bestandteil der präverbalen Botschaft ist. Anschließend erfolgt während der phonologischen Enkodierung die Aktivierung der zugehörigen phonologischen Repräsentation eines Wortes, auch Wortform genannt. Die Differenzierung des lexikalischen Zugriffs in zwei unterschiedliche Teilprozesse (bzw. die Unterscheidung zweier Repräsentationen – Lemma und Wortform) wird zum Beispiel durch die Ergebnisse von Sprechfehleranalysen (z. B. Fromkin, 1973; Garrett, 1975, 1980) unterstützt. Einige der systematisch auftretenden Sprechfehler konnten innerhalb einer syntaktischen Kategorie und zwischen Phrasen beobachtet werden (z. B. „Radio schauen und TV hören“ statt „Radio hören und TV schauen“). Diese Sprechfehler, auch Wortvertauschungsfehler genannt, deuteten ausschließlich auf eine gestörte syntaktische Verarbeitung hin. Andere Sprechfehler hingegen traten innerhalb von Phrasen, aber unabhängig von der syntaktischen Kategorie auf (z. B. „Yew Nork“ statt „New York“). Solche Sprechfehler, Lautvertauschungsfehler genannt, deuteten auf eine beeinträchtigte phonologische Verarbeitung hin. Als Ergebnis des zweistufigen lexikalischen Zugriffs wird schließlich ein artikulatorischer Plan generiert, der vorübergehend im artikulatorischen Puffer gespeichert werden kann. Die Artikulation beinhaltet die Umsetzung des artikulatorischen Plans mithilfe der Muskeln des Vokaltraktes. Dadurch entsteht ein akustisch wahrnehmbares Sprachsignal (für weiterführende Informationen zu neuronalen und motorischen Grundlagen der Artikulation siehe z. B. auch Guenther, Ghosh & Tourville, 2006; Jeannerod, 1994; Levelt, 1989). Die Überwachung dient schließlich der Kontrolle von sprachlichen Äußerungen. Der Sprecher wird nämlich nicht nur als Produzent gesprochener Sprache, sondern auch als aktiver Zuhörer betrachtet, der potenzielle Fehler im eigenen Sprechfluss detektieren und gegebenenfalls korrigieren kann. Levelt et al. (1999) gehen sogar davon aus, dass nicht nur bereits produzierte Äußerungen vom Sprecher überwacht werden können, sondern auch die interne Sprache. Das bedeutet, dass die Überwachung parallel zu allen bereits genannten Prozessen (Konzeptualisierung, Formulierung, Artikulation) erfolgen kann. Levelt (1989) nahm zudem an, dass die Sprachproduktion inkrementell ist. Das bedeutet, dass ein Sprecher bereits mit der Artikulation beginnen kann, noch bevor die Konzeptualisierung einer komplexeren und längeren Äußerung vollständig abgeschlossen ist. Dies setzt allerdings eine parallele Verarbeitung der beim 
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Sprechen beteiligten Prozesse voraus. Andernfalls wäre zu erwarten, dass ein Sprecher nicht fließend, schnell und akkurat sprechen kann, sondern nach jedem Wort ins Stocken geraten würde. Gleichzeitig wird in diesem Modell jedoch angenommen, dass einige Prozesse nur in einer bestimmten Reihenfolge und nacheinander (d. h. diskret-seriell) ablaufen können. Dies gilt insbesondere für die Teilprozesse der Formulierung. Das bedeutet, dass die Aktivierung einer Wortform erst dann erfolgen kann, wenn die Selektion des entsprechenden Lemmas abgeschlossen ist (Levelt et al., 1991; Schriefers et al., 1990). Die Annahme einer diskret-seriellen Verarbeitung ist allerdings nur eine Möglichkeit, wie Aktivierung im Sprachproduktionssystem weitergeleitet werden kann. Demgegenüber stehen die Annahmen vorwärts-kaskadierender oder interaktiver Modelle (z. B. Dell, 1986; Humphreys, Riddoch & Quinlan, 1988; Peterson & Savoy, 1998). Diese Modelle beschreiben, dass sich der Aktivierungsfluss bis hin zu den Wortformen fortsetzen kann, selbst wenn zuvor kein Lemma selektiert wurde. Außerdem ist in interaktiven Modellen (z. B. Dell, 1986; Dell & O'Seaghdha, 1992) auch ein rückwärtsgerichteter Aktivierungsfluss, das heißt von der Ebene der Einzellaute (bzw. Phoneme) zu den zugehörigen Lemmata, vorgesehen. Viele Studienergebnisse unterstützen die Annahmen vorwärts-kaskadierender und interaktiver Modelle (siehe z. B. Humphreys, Boyd & Watter, 2010; Jescheniak, Hahne, Hoffmann & Wagner, 2006; Jescheniak & Schriefers, 1998; Meyer & Damian, 2007; Morsella & Miozzo, 2002). Als wichtiges Indiz hierfür diente zum Beispiel die Beobachtung, dass für mehrere lexikalische Einträge eine Aktivierung der jeweiligen Wortformen gezeigt werden konnte (z. B. für Synonyme wie Gockel und Hahn). Einen endgültigen Konsens darüber, wie Aktivierung im lexikalischen Netzwerk weitergeleitet wird, gibt es jedoch nicht (siehe z. B. Mädebach, Jescheniak, Oppermann & Schriefers, 2011; Oppermann, Jescheniak & Schriefers, 2008; Roelofs, 2008a). Die mittlerweile vorliegenden Befunde zeigen allerdings, dass zumindest eine strikt diskret-serielle Verarbeitung, wie sie im ursprünglichen Sprachproduktionsmodell von Levelt (1989) angenommen wurde, nicht mehr haltbar ist.    
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2.2   DAS LEXIKALISCHE NETZWERK   Wie bereits erwähnt, werden im mentalen Lexikon lexikalische Einträge gespeichert. Diese umfassen sowohl syntaktische (Lemma) als auch phonologische Repräsentationen (Wortformen) der Wörter einer Sprache. Darüber hinaus besteht auch eine enge Verbindung zur Bedeutung eines Wortes (bzw. der semantischen Repräsentation), die hauptsächlich durch die entsprechenden Konzepte repräsentiert wird (siehe hierzu Levelt et al., 1999). Die einzelnen Repräsentationen existieren jedoch nicht losgelöst oder isoliert voneinander, sondern sind miteinander verbunden. Als eine Möglichkeit, wie diese Repräsentationen organisiert sind, schlugen Levelt (1989) oder beispielsweise auch Bock und Levelt (1994) ein lexikalisches Netzwerkmodell vor. Dieses Modell geht im Wesentlichen auf die Annahmen von Collins und Loftus (1975) oder auch Collins und Quillian (1969) zurück und ist in Abbildung 2 anhand eines konkreten Beispiels illustriert. Die Bedeutung eines Wortes (z. B. des Wortes Hahn) entsteht durch eine Ansammlung von Merkmalen, die durch eigenständige Konzepte repräsentiert sind und mit dem jeweiligen Konzept (z. B. dem Konzept HAHN) in Verbindung stehen. So ist zum Beispiel das Wissen gespeichert, dass ein Hahn ein Vogel ist. Dadurch ist ein Hahn auch durch diejenigen Merkmale gekennzeichnet, die mit dem übergeordneten Konzept VOGEL verbunden sind. Beispielsweise besitzt ein Hahn einen Schnabel und Federn. Diese Merkmale treffen allerdings auch auf andere Vögel, zum Beispiel eine Ente, zu. Das Konzept HAHN ist aber auch durch eigenständige Merkmale charakterisiert, die einen Hahn von anderen Mitgliedern derselben übergeordneten Kategorie unterscheiden. Ein Hahn ist zum Beispiel ein männliches Huhn, das einen Kamm trägt, krähen kann und keine Eier legt. Außerdem ist ein Hahn ein Landvogel. Das Konzept ENTE hingegen beschreibt einen weiblichen Vogel, der quaken kann, Eier legt und an das Leben im Wasser angepasst ist. Diese Merkmale haben jeweils eine assoziative Relation (z. B. Ei) oder auch eine Teil-Ganzes-Relation (z. B. Schnabel) zum Konzept HAHN oder ENTE. Das Konzept HAHN ist jedoch nicht nur mit anderen Konzepten, sondern auch mit dem zugehörigen Lemma verbunden. Dieses beinhaltet wichtige syntaktische Informationen über das Wort Hahn. So ist zum Beispiel gespeichert, dass das Wort Hahn ein maskulines Substantiv ist, das im Singular steht. Demgegenüber beinhaltet 
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das Lemma, das mit dem Konzept ENTE in Verbindung steht, bis auf das Genus dieselben syntaktischen Informationen.   
 Abbildung 2. Ausschnitt aus dem lexikalischen Netzwerk (nach Bock und Levelt, 1994, S. 951). Pfeile symbolisieren Verbindungen und sind nicht gleichzusetzen mit dem Aktivierungsfluss im lexikalischen Netzwerk.  Die jeweiligen Lemmata sind mit den entsprechenden Wortformen verbunden. Diese beinhalten wichtige phonologische Informationen. Beispielsweise kann jedes Wort in ein oder mehrere phonologische Segmente zerlegt werden. Das Wort Hahn 
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besteht zum Beispiel aus drei (/h/, /aː/, /n/) und das Wort Ente aus vier phonologischen Segmenten (/ɛ/, /n/, /t/, /ə/). Außerdem wird angenommen, dass sich die Aktivierung einer Repräsentation im lexikalischen Netzwerk auch auf andere, verbundene Repräsentationen ausbreiten kann (siehe dazu auch Collins & Loftus, 1975; Collins & Quillian, 1969; Quillian, 1967). Wird zum Beispiel das Konzept HAHN aktiviert, so werden auch andere, mit diesem Konzept in Verbindung stehende Konzepte (z. B. VOGEL, ENTE) aktiviert. Diese Aktivierung setzt sich über verbundene Lemmata (und in vorwärts-kaskadierenden bzw. interaktiven Modellen bis zu den entsprechenden Wortformen) automatisch weiter fort. Umgekehrt können beispielsweise auch aktivierte Lemmata verbundene Konzepte und dadurch andere lexikalische Repräsentationen (bzw. Lemmata und ggf. Wortformen) aktivieren. Allerdings wird nur das am stärksten aktivierte Lemma selektiert. Hierzu muss die Aktivierung des Lemmas einen kritischen Schwellenwert überschreiten (siehe z. B. auch Piai, Roelofs & Schriefers, 2012) und außerdem im Vergleich zu anderen aktivierten Lemmata stärker aktiviert sein. Das bedeutet, dass für die lexikalische Selektion sowohl eine absolute als auch eine relative Schwelle von Bedeutung ist. Gemäß den Annahmen von Levelt (1989; siehe auch Levelt et al., 1999) gilt die Selektion eines Lemmas zudem als wichtige Voraussetzung für die weitere Verarbeitung (einschließlich der Aktivierung von Wortformen) bis hin zur Artikulation.  Eine weitere Annahme ist, dass Bilder und Wörter, die in der Sprachproduktionsforschung häufig als Stimuli verwendet werden (z. B. um eine sprachliche Absicht zu induzieren oder um Sprachproduktionsprozesse zu beeinflussen), auf unterschiedlichem Wege in das Sprachproduktionssystem gelangen. Sieht der Proband zum Beispiel das Bild eines Hahns und soll dieses benennen, so muss das Bild zunächst perzeptuell verarbeitet und identifiziert werden (siehe z. B. Humphreys et al., 1988; Johnson, Paivio & Clark, 1996), bevor die Aktivierung eines zugehörigen Konzepts (z. B. HAHN) und anschließend die Aktivierung lexikalischer Repräsentationen (d. h. Lemma und Wortform des Wortes Hahn) erfolgen kann. Wörter hingegen können – nachdem sie perzeptuell verarbeitet wurden – direkt lexikalisch weiterverarbeitet werden und entsprechende Lemmata und Wortformen aktivieren (siehe z. B. auch Roelofs, 1992). Infolge dieser lexikalischen Verarbeitung werden dann auch entsprechende Konzepte, die mit den jeweiligen Wörtern assoziiert sind, aktiviert. 
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Wie Levelt et al. (1999) bereits anmerkten, gibt es allerdings keine festen Verbindungen zwischen der perzeptuellen Verarbeitung und konkreten Konzepten (siehe z. B. das Verbalisierungsproblem oder das Problem der eingenommenen Perspektive). Dies gilt insbesondere für die Verarbeitung von Bildern. Das Bild eines Hahns kann zum Beispiel sehr allgemein als „Vogel“ oder wesentlich spezifischer als „Hahn“ bezeichnet werden. In Abhängigkeit vom Detailgrad des Bildes sowie dem Wissen eines Sprechers ist aber auch eine weitere Spezifizierung möglich (z. B. „Zwergseidenhahn“). Jede dieser Antworten bezieht sich zwar auf dasselbe Bild, unterscheidet sich jedoch im Hinblick auf das jeweilige Abstraktionsniveau. In der Taxonomie von Rosch (1975; siehe auch Rosch, Mervis, Gray, Johnson & Boyes-Braem, 1976) werden drei Abstraktionsebenen unterschieden. Diese werden als superordinierte Ebene, Basisebene und subordinierte Ebene bezeichnet. Diesen Ebenen können jeweils unterschiedliche Konzepte zugeordnet werden, die durch eine hierarchische Relation zueinander gekennzeichnet sind. Konzepte auf der Basisebene (z. B. das Konzept HAHN) sind dadurch gekennzeichnet, dass sie Objekte oder Lebewesen beschreiben, die einen hohen Wiedererkennungswert sowie eine Vielzahl charakteristischer Merkmale (bzw. einen hohen Informationsgehalt) aufweisen. Dadurch ist eine eindeutige Differenzierung zu anderen Konzepten auf der Basisebene (z. B. zum Konzept ENTE) möglich. Für viele Objekte und Lebewesen wird die Basisebene auch als Eintrittspunkt (siehe Jolicoer, Gluck und Kosslyn, 1984) bezeichnet. Das bedeutet, dass Objekte und Lebewesen häufig (aber nicht ausschließlich) zuerst auf dieser Abstraktionsebene identifiziert werden. Relativ zur Basisebene befinden sich auf der darüber liegenden, superordinierten Ebene sehr allgemeine und abstrakte Konzepte (z. B. das Konzept VOGEL), die eine kategoriale Einteilung von Konzepten auf Basisebene ermöglichen. Ausgehend von der Basisebene befinden sich auf der darunter liegenden, subordinierten Ebene Konzepte (z. B. das Konzept ZWERGSEIDENHAHN), die sowohl untereinander als auch mit der Basiskategorie eine Vielzahl von Merkmalen gemeinsam haben, wodurch diese Konzepte semantisch sehr ähnlich sind. Im Gegensatz zu Konzepten auf der superordinierten Ebene kann für Konzepte auf der Basisebene und der subordinierten Ebene eine konkrete physikalische Repräsentation generiert werden (siehe Rosch, 1975). Das bedeutet, dass sich die Konzepte bildlich darstellen lassen und dabei reale Objekte sowie Lebewesen beschreiben. 
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3   SEMANTISCHE KONTEXTEFFEKTE IN BENENNUNGSAUFGABEN 
   Da nicht alle Prozesse bei der Sprachproduktion bewusst steuerbar oder der Introspektion eines Sprechers zugänglich sind (Motley, 1986), scheidet die direkte Befragung zur Untersuchung der beim Sprechen beteiligten, kognitiven Vorgänge aus. Eine Möglichkeit, Sprachproduktionsprozesse dennoch untersuchen zu können, bieten zum Beispiel chronometrische Untersuchungen. In der Sprachproduktionsforschung – insbesondere im Bereich der Einzelwortproduktion – werden hierzu häufig Farben, Wörter oder Bilder als Targets verwendet, die von den Probanden benannt werden sollen. Mithilfe von Benennungslatenzen (und potenziell auch Fehlerraten) können dann Schlussfolgerungen über die zugrunde liegenden Sprachproduktionsprozesse abgeleitet werden. Cattell (1886) stellte zum Beispiel fest, dass das Benennen von Bildern mehr Zeit als das Lesen von Wörtern beanspruchte. Ein möglicher Grund hierfür könnte sein, dass Bilder zunächst konzeptuell verarbeitet werden müssen, bevor diese zugehörige lexikalische Repräsentationen aktivieren und für die Artikulation vorbereitet werden können (für weiterführende Informationen zur Bildbenennung siehe z. B. auch Glaser, 1992). Wörter hingegen können entsprechende lexikalische Repräsentationen direkt aktivieren (siehe z. B. Bock & Levelt, 1994; Roelofs, 1992), sodass Wörter im Gegensatz zu Bildern auch unmittelbar lexikalisch verarbeitet und schneller artikulatorisch vorbereitet werden können. Außerdem gehört das Lesen zu den Fähigkeiten des Menschen, die – im Gegensatz zum Benennen von Bildern – im Alltag relevanter und somit auch geübter und vertrauter sind. Häufig werden in solchen Sprachproduktionsaufgaben aber zusätzlich zu den jeweiligen Targets noch weitere Stimuli präsentiert. Diese Stimuli, Distraktoren genannt, sind für das Durchführen der Aufgabe in der Regel nicht erforderlich und sollen von den Probanden daher auch nicht explizit beachtet werden. Dennoch konnte in vielen Studien beobachtet werden, dass die Distraktoren in Abhängigkeit vom semantischen Kontext, den diese induzierten, die Targetverarbeitung beeinflussten. Beispielsweise konnte Stroop (1935) in seinen Untersuchungen zeigen, dass Farbwörter, die in einer abweichenden Farbe präsentiert wurden (z. B. das Wort rot in gelber Schrift), die Benennung der Farbe des Wortes erschwerten und somit verlangsamten. Als Vergleich wurde hierbei die Benennungsgeschwindigkeit von einfarbigen Farbquadraten herangezogen. Dieses Phänomen, bekannt geworden als 
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der Stroop-Effekt, konnte in zahllosen Studien repliziert werden (siehe MacLeod, 1991, für einen Überblick). Klein (1964) konnte sogar beobachten, dass die Benennung der Schriftfarbe eines Wortes verlangsamt wurde, wenn anstelle von abweichenden Farbwörtern Wörter verwendet wurden, die stark mit einer Farbe assoziiert sind (z. B. das Wort Feuer, assoziiert mit der Farbe Rot, in gelber Schrift). Dies zeigte sich im Vergleich zu unrelatierten Wörtern (z. B. dem Wort Molch in gelber Schrift). Glaser und Glaser (1982) konnten zudem beobachten, dass kongruente Farbwörter (z. B. das Wort rot in roter Schrift) die Benennung der entsprechenden Farbe beschleunigten. Als Kontrollbedingung wurde in dieser Studie anstelle eines Farbwortes eine Reihe von Großbuchstaben (IIIIIII) präsentiert. Vergleichbare semantische Kontexteffekte konnten auch in der Studie von La Heij, Starreveld und Steehouwer (1993) gefunden werden. Den Probanden wurde beispielsweise eine kurze Definition dargeboten (z. B. „Die Farbe von Tomaten?“), die ein Farbwort als verbale Antwort verlangte (z. B. „rot“). Zusätzlich wurden Wörter als Distraktoren präsentiert. Im Vergleich zu unrelatierten Wörtern (z. B. dem Wort Haus) führten kongruente Farbwörter (z. B. das Wort rot) zu schnelleren Antworten, während abweichende Farbwörter (z. B. das Wort gelb) die Antworten verlangsamten. In anderen Benennungsaufgaben wurden Bilder einfacher Objekte als Targets und Wörter als Distraktoren verwendet. Auch in solchen Bild-Wort-Interferenzaufgaben konnten semantische Kontexteffekte beobachtet werden. Anstelle von Farbwörtern und unterschiedlichen Farben wurden jedoch Bilder und Wörter verwendet, denen Konzepte unterschiedlicher semantischer Kategorien zugeordnet werden konnten. Beispielsweise konnte Rosinski (1977) analog zu den Farbbenennungsaufgaben zeigen, dass Bilder (z. B. das Bild eines Schweins) von den Probanden schneller benannt wurden, wenn im Vergleich zu unrelatierten Wörtern (z. B. dem Wort Tasse) kongruente Wörter (z. B. das Wort Schwein) präsentiert wurden. Im Gegensatz dazu reagierten die Probanden im Vergleich zu unrelatierten Wortdistraktoren langsamer, wenn die Bilder mit semantisch relatierten Wörtern (z. B. dem Wort Löwe) präsentiert wurden. Diese Befunde konnten auch mit anderen Materialsets repliziert werden (z. B. Damian & Martin, 1999; Glaser & Düngelhoff, 1984; Lupker, 1979; Schriefers et al., 1990). In einigen Studien konnten vergleichbare semantische Kontexteffekte sogar dann gefunden werden, wenn anstelle von Wortdistraktoren Bilder (z. B. Aristei, Zwitserlood & Abdel Rahman, 
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2012; Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009; Matushanskaya, Mädebach, Müller & Jescheniak, 2016) oder natürliche Geräusche (z. B. Mädebach et al., 2017) als Distraktoren verwendet wurden. In anderen Aufgabenkonfigurationen konnten ebenfalls semantische Kontexteffekte beobachtet werden, wenn die verwendeten Stimuli und die verbalen Antworten hierarchisch relatiert waren (z. B. Bildtarget: Mops, Wortdistraktor: Hund, Antwort: „Mops“, siehe Hantsch et al. 2005, 2009; Vitkovitch & Tyrrell, 1999, oder Bildtarget: Auto, Wortdistraktor: Auto, Antwort: „Fahrzeug“, siehe Glaser & Düngelhoff, 1984). Auf die zuletzt genannten Befunde soll in dieser Arbeit zu einem späteren Zeitpunkt noch ausführlicher eingegangen werden. Zusammengefasst können in all den genannten Studien im Wesentlichen zwei unterschiedliche Ausprägungen von semantischen Kontexteffekten differenziert werden. Dies sind zum einen Erleichterungseffekte, die durch kongruente Distraktoren induziert werden und sich im Vergleich zu unrelatierten Distraktoren in schnelleren verbalen Antworten äußern (fortan kongruente Erleichterungseffekte genannt). Dies sind zum anderen Interferenzeffekte, die typischerweise durch semantisch relatierte Distraktoren induziert werden und im Vergleich zu unrelatierten Distraktoren durch langsamere verbale Antworten sichtbar werden (fortan semantische Interferenzeffekte genannt). Darüber hinaus können semantische Kontexteffekte (v. a. Erleichterungseffekte) auch mit Stimuli beobachtet werden, die weder kongruent noch semantisch relatiert (bzw. kategorial nebengeordnet oder hierarchisch relatiert) sind, zum Beispiel wenn diese durch assoziative Relationen (z. B. Nest-Vogel) oder Teil-Ganzes-Relationen (z. B. Flügel-Vogel) zueinander gekennzeichnet sind. Diese Relationen sind jedoch nicht Gegenstand der in dieser Arbeit berichteten Experimente und sollen daher auch nicht weiter ausgeführt werden (für weiterführende Informationen siehe aber z. B. Costa, Alario & Caramazza, 2005; Muehlhaus et al., 2014; Rose & Abdel Rahman, 2016; Sailor & Brooks, 2014).  3.1   ERKLÄRUNGSANSÄTZE FÜR SEMANTISCHE KONTEXTEFFEKTE   In all den genannten Studien, in denen semantische Kontexteffekte beobachtet werden konnten, sollten die Probanden unterschiedliche Targets (z. B. Farben, Definitionen oder Bilder) benennen und zusätzlich dargebotene Distraktoren (z. B. Wörter, Bilder, Geräusche) ignorieren. Mithilfe der Distraktoren wurde jeweils 
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ein semantischer Kontext induziert, der die Benennungsgeschwindigkeit der Targets auf unterschiedliche Art und Weise beeinflusste. Die Probanden reagierten schneller auf die Targets, wenn diese mit kongruenten im Vergleich zu unrelatierten Distraktoren präsentiert wurden (kongruenter Erleichterungseffekt) und langsamer, wenn die Targets mit semantisch relatierten im Vergleich zu unrelatierten Distraktoren präsentiert wurden (semantischer Interferenzeffekt). Die Entstehung dieser semantischen Kontexteffekte kann dabei mithilfe von unterschiedlichen Annahmen und Modellen erklärt werden.  Erleichterungseffekte in Sprachproduktionsaufgaben beruhen auf Prozessen, die die Selektion einer korrekten Antwort beschleunigen und sind mit nahezu allen Sprachproduktionsmodellen vereinbar (z. B. Bloem, van den Boogaard & La Heij, 2004; Dell & O'Seaghdha, 1992; Finkbeiner & Caramazza, 2006a; Mahon, Costa, Peterson, Vargas & Caramazza, 2007; Levelt et al., 1999; Roelofs, 1992). In der Literatur werden in diesem Zusammenhang häufig Antwortkongruenzeffekte diskutiert (siehe hierzu z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers, La Heij & Costa, 2006). Antwortkongruenzprozesse finden immer dann statt, wenn die Verarbeitung eines Targets und Distraktors auf derselben Antwort konvergiert, wodurch die Benennung des Targets erleichtert wird. Wird zum Beispiel als Target das Bild eines Hahns präsentiert und als Distraktor das Wort Hahn verwendet, zeichnen sich beide Stimuli dadurch aus, dass sie auf derselben (korrekten) Antwort „Hahn“ konvergieren (d. h. antwortkongruent sind). Folglich kann die Verarbeitung eines kongruenten Distraktors die Aktivierung und somit auch die Selektion der Targetrepräsentation beschleunigen. Dies gilt insbesondere im Vergleich zu unrelatierten Distraktoren, zum Beispiel dem Wort Klingel, die weder derselben semantischen Kategorie wie das Target angehören noch anderweitig semantisch oder assoziativ zum Target relatiert sind. In diesem Fall wird die korrekte Antwort nur durch das Target aktiviert, während der unrelatierte Distraktor eine andere, unrelatierte Repräsentation aktiviert. Antwortkongruenzprozesse werden häufig auch herangezogen, um Erleichterungseffekte in Aufgaben zu erklären, in denen zusätzlich Transformationsprozesse zum Produzieren einer korrekten Antwort erforderlich sind. Dies gilt zum Beispiel für Kategorisierungsaufgaben (z. B. Glaser & Düngelhoff, 1984), in denen Bilder (z. B. Hahn) mit ihrem jeweiligen Kategorienamen (z. B. „Vogel“) benannt werden sollen und unter der Voraussetzung, dass die 
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Distraktoren ebenfalls transformiert beziehungsweise kategorisiert werden (siehe hierzu auch die Erläuterungen in Kapitel 3.2 bzw. Abbildung 4). Als eine weitere mögliche Erklärung für die Entstehung kongruenter Erleichterungseffekte können aber auch Primingprozesse genannt werden. Diese beruhen auf der Annahme der Aktivierungsausbreitung im lexikalischen Netzwerk (z. B. Collins & Loftus, 1975; Collins & Quillian, 1969; Quillian, 1967). Eine schnellere Antwortselektion wird dadurch erklärt, dass die Targetrepräsentation nicht nur durch das Target, sondern auch durch den Distraktor aktiviert wird, vorausgesetzt, dass Target- und Distraktorrepräsentation miteinander in Verbindung stehen. Dies trifft zum Beispiel auf kongruente Distraktoren (aber auch assoziative oder semantisch relatierte Distraktoren) zu, gilt jedoch nicht für unrelatierte Distraktoren, da diese weder die Targetrepräsentation noch damit in Verbindung stehende Repräsentationen aktivieren können. Somit basieren Priming- und Antwortkongruenzprozesse im Wesentlichen auf vergleichbaren Wirkprinzipien und schließen einander nicht notwendigerweise aus. Erstere können allerdings allgemeiner und aufgabenunspezifischer wirksam werden. Im Gegensatz zur Beeinflussung der Antwortselektion, die entweder auf konzeptuelle oder lexikalische Verarbeitungsprozesse zurückgeführt werden kann, wäre es jedoch durchaus vorstellbar, dass kongruente im Vergleich zu unrelatierten Distraktoren auch frühe perzeptuelle Prozesse, zum Beispiel die Targetidentifikation, beschleunigen (siehe hierzu z. B. auch Chen & Spence, 2010; Johnson et al., 1996). Semantische Interferenzeffekte können auf Prozesse zurückgeführt werden, die zu einer Verzögerung der Antwortselektion führen. Im Gegensatz zu Erleichterungseffekten werden semantische Interferenzeffekte in Benennungsaufgaben von unterschiedlichen Modellen entweder nur in bestimmten Aufgabenkonfigurationen oder – unabhängig von der jeweiligen Aufgabenkonfiguration – auf der Grundlage allgemein wirksamer Prozesse vorhergesagt. Dabei können im Wesentlichen zwei Arten von Modellen unterschieden werden. Diese werden als kompetitive und nicht-kompetitive Modelle bezeichnet.  Kompetitive Modelle basieren auf dem eingangs beschriebenen Sprachproduktionsmodell von Levelt (1989; siehe auch Abdel Rahman & Melinger, 2009; Levelt et al., 1999; Roelofs, 1992) und führen die Antwortselektion auf kompetitive lexikalische Selektionsprozesse zurück. Das bedeutet, dass das am 
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stärksten aktivierte Lemma ausgewählt wird, vorausgesetzt, dass die Aktivierung dieses Lemmas im Vergleich zu anderen aktivierten Lemmata groß genug ist. Semantische Interferenzeffekte werden in kompetitiven Modellen dadurch erklärt, dass semantisch relatierte Targets und Distraktoren im lexikalischen Netzwerk durch eine übergeordnete Kategorie miteinander verbunden sind, wodurch auch die Aktivierung der jeweiligen Repräsentationen aufgrund von Aktivierungsausbreitung wechselseitig beeinflusst wird. Wird in einer Bildbenennungsaufgabe zum Beispiel das Bild eines Hahns mit dem Wort Ente präsentiert, wird sowohl durch das Target als auch durch den Distraktor (vermittelt über die Kategorie Vogel) Aktivierung an die Targetrepräsentation (bzw. das Lemma Hahn) weitergegeben. In vergleichbarem Maße wird auch die Distraktorrepräsentation (bzw. das Lemma Ente) durch beide Stimuli aktiviert. Das Lemma Ente ist somit stärker aktiviert als ein Lemma, das durch einen unrelatierten Distraktor aktiviert wird. Schließlich wird durch einen unrelatierten Distraktor (z. B. das Wort Klingel) die Aktivierung an eine nicht mit dem Target in Verbindung stehende Repräsentation (bzw. das Lemma Klingel) weitergegeben, während das Target ausschließlich die Targetrepräsentation aktiviert. Für die lexikalische Selektion ist jedoch nicht nur das am stärksten aktivierte Lemma entscheidend, sondern auch die Stärke der Aktivierung potenzieller Konkurrenten. Im genannten Beispiel liegt die Stärke der Aktivierung der semantisch relatierten Repräsentationen relativ nah beieinander, wodurch der Prozess der lexikalischen Selektion im Vergleich zu unrelatierten Repräsentationen erschwert und verzögert wird. Gemäß den Annahmen kompetitiver Modelle können semantische Interferenzeffekte grundsätzlich in allen denkbaren Aufgabenkonfigurationen entstehen, da die beschriebenen Prozesse nur an allgemeine Voraussetzungen gebunden sind (d. h. ausreichend starke Aktivierung von Lemmata, z. B. durch verbundene Repräsentationen im lexikalischen Netzwerk).  Nicht-kompetitive Modelle (z. B. Costa et al., 2005; Finkbeiner & Caramazza, 2006a; Janssen, Schirm, Mahon & Caramazza, 2008; Mahon et al., 2007) sind prinzipiell mit den Grundannahmen des Sprachproduktionsmodells von Levelt (1989) beziehungsweise Levelt et al. (1999) kompatibel, nehmen jedoch keine kompetitive lexikalische Selektion als Ursache für die Entstehung semantischer Interferenzeffekte an. In diesen Modellen, wie zum Beispiel der Antwortausschluss-Hypothese (siehe z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007), entstehen semantische Interferenzeffekte aufgrund späterer, post-lexikalischer Verarbeitungsprozesse 
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unmittelbar vor der Artikulation. Diese Verarbeitungsprozesse beziehen sich vor allem auf Aufgabenkonfigurationen, in denen Wörter als Distraktoren verwendet werden (z. B. Bild-Wort-Interferenzaufgaben). Es wird angenommen, dass Wörter automatisch zur Artikulation vorbereitet werden und so in einen prä-artikulatorischen Ausgabepuffer gelangen. Dadurch wird der prä-artikulatorische Ausgabepuffer blockiert. Da jedoch das Target, zum Beispiel der Name eines Bildes, artikuliert werden soll, muss der prä-artikulatorische Ausgabepuffer zunächst wieder geleert werden. Dieser Vorgang benötigt Zeit und dauert zudem wesentlich länger, wenn der Distraktor eine gewisse Antwortrelevanz besitzt. Wird zum Beispiel das Bild eines Hahns mit dem Wort Ente präsentiert, erfüllt der Distraktor antwortrelevante Kriterien in vergleichbarem Maße wie das Target, da sowohl der Hahn als auch die Ente ein Vogel ist. Während der Entfernung des Wortes aus dem prä-artikulatorischen Ausgabepuffer und der Vorbereitung des Bildnamens findet folglich ein Rückbezug auf die gespeicherten semantischen Informationen beider Stimuli statt. Unrelatierte Wortdistraktoren, zum Beispiel das Wort Klingel, erfüllen die Kriterien der Antwortrelevanz jedoch nicht (da eine Klingel kein Vogel ist). Dadurch können unrelatierte Wortdistraktoren auch schneller aus dem prä-artikulatorischen Ausgabepuffer entfernt werden. In vielen Studien wurde seither debattiert, welcher Erklärungsansatz semantischen Interferenzeffekten tatsächlich zugrunde liegt (siehe z. B. Abdel Rahman & Aristei, 2010; Abdel Rahman & Melinger, 2009; Finkbeiner & Caramazza, 2006b; La Heij, Kuipers & Starreveld, 2006; Mulatti & Coltheart, 2012; Piai et al., 2012; Roelofs, Piai & Schriefers, 2013). Vertreter kompetitiver Modelle beziehen sich zum Beispiel auf Studienergebnisse, in denen semantische Interferenzeffekte auch ohne die Verwendung von Wortdistraktoren gefunden wurden (z. B. mit Bilddistraktoren, siehe Jescheniak et al., 2014, oder mit Geräuschdistraktoren, siehe Mädebach et al., 2017). Vertreter nicht-kompetitiver Modelle hingegen argumentieren auf der Grundlage von Befunden, die eine Abwesenheit semantischer Interferenzeffekte zeigten, wenn keine Wortdistraktoren verwendet wurden (siehe z. B. einige Bild-Bild-Interferenzstudien, wie Damian & Bowers, 2003; Navarrete & Costa, 2005; La Heij et al., 2003). Einen wichtigen Hinweis darauf, dass semantische Interferenzeffekte während der Antwortselektion entstehen und daher potenziell auf lexikalische oder post-lexikalische Verarbeitungsprozesse zurückgeführt werden können, liefern auch die 
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Befunde aus Doppelaufgaben (siehe z. B. Piai & Roelofs, 2013; Piai et al., 2014; Schnur & Martin, 2012). In Doppelaufgabenexperimenten werden die Probanden typischerweise instruiert, auf die Targets zweier Aufgaben in einer vorgegebenen Reihenfolge zu reagieren. Häufig wird dabei zusätzlich der zeitliche Abstand zwischen den Stimuli der beiden Aufgaben variiert (sog. Aufgaben-Stimulus-Onset-Asynchronität, abgekürzt: Aufgaben-SOA). Ein charakteristischer Befund in solchen Doppelaufgabenexperimenten ist, dass die Reaktionszeiten der Zweitaufgabe bei Verkürzung der Aufgaben-SOA verlangsamt werden. Dieses Phänomen wird auch als Psychologischer-Refraktärperioden-Effekt (abgekürzt: PRP-Effekt; Pashler, 1994; Welford, 1952) bezeichnet. Eine der Grundannahmen ist, dass das Lösen einer Aufgabe aus mehreren Teilprozessen besteht, welche sich in prä-zentrale Prozesse (Wahrnehmung), zentrale Prozesse (Antwortselektion) und post-zentrale Prozesse (Antwortausführung) einteilen lassen. Gemäß den Annahmen des klassischen Flaschenhals-Modells (Welford, 1967) können zentrale Prozesse nur seriell verarbeitet werden, während die übrigen Prozesse auch parallel ablaufen können (siehe hierzu Abbildung 3). Die Verzögerung der Antwortselektion der Zweitaufgabe durch die Antwortselektion der Erstaufgabe wird auch kognitiver Slack genannt (z. B. McCann & Johnston, 1992).  
 Abbildung 3. Die zeitliche Abfolge von Teilprozessen in einem typischen Doppelaufgabenexperiment (nach Pashler, 1994).  Ein weiterer Befund ist, dass jegliche Effekte der Zweitaufgabe, die auf prä-zentralen (d. h. perzeptuellen) Prozessen beruhen, durch diesen kognitiven Slack absorbiert werden können. Das bedeutet, dass perzeptuelle Prozesse der Zweitaufgabe zwar durchaus parallel zur Antwortselektion der Erstaufgabe ablaufen 
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können, aber durch den kognitiven Slack die Antwortselektion der Zweitaufgabe nicht mehr beeinflussen können. Ein potenzieller Einfluss perzeptueller Prozesse auf die Antwortselektion der Zweitaufgabe kann nur bei einer ausreichend langen Aufgaben-SOA beobachtet werden. Der Grund hierfür ist, dass die beiden Aufgaben dann nacheinander ausgeführt werden können, ohne dass ein kognitiver Slack resultiert. Dies wird auch als Unteradditivität von PRP-Effekten und prä-zentralen Prozessen bezeichnet. Demgegenüber können Effekte der Zweitaufgabe, die auf zentralen Prozessen beruhen (d. h. während der Antwortselektion entstehen) unabhängig von der Aufgaben-SOA beobachtet werden. Dies kann darauf zurückgeführt werden, dass die Antwortselektion der Zweitaufgabe bei einer kurzen Aufgaben-SOA durch den kognitiven Slack, der von der Erstaufgabe verursacht wird, lediglich aufgeschoben (aber nicht absorbiert) wird. Bei einer längeren Aufgaben-SOA erfolgt die Antwortselektion – wie auch alle anderen Teilprozesse der Zweitaufgabe – unabhängig von der Erstaufgabe. Dies wird auch als Additivität von PRP-Effekten und zentralen Prozessen bezeichnet. In diesem klassischen Flaschenhals-Modell ist jedoch keine Beeinflussung der Erstaufgabe durch die Zweitaufgabe vorgesehen. Allerdings gibt es noch weitere Modelle, die alternative Erklärungen für typische Befunde aus Doppelaufgabenexperimenten (z. B. PRP-Effekte, Unteradditivität von prä-zentralen Prozessen sowie Additivität von zentralen Prozessen der Zweitaufgabe in Abhängigkeit von der Aufgaben-SOA) anbieten (für einen Überblick siehe z. B. Logan & Burkell, 1986; Pashler & Johnston, 1989). Diese beziehen sich zwar im Wesentlichen ebenfalls auf die Abfolge unterschiedlicher Teilprozesse, nehmen aber beispielsweise eine parallele Verarbeitung zentraler Prozesse an (z. B. Tombu & Jolicoer, 2003) oder vermuten die Entstehung der PRP-Effekte auf der Ebene post-zentraler Prozesse (z. B. Reynolds, 1964). In Doppelaufgabenexperimenten, in denen Sprachproduktionsprozesse untersucht wurden (z. B. Piai & Roelofs, 2013; Piai et al., 2014; Schnur & Martin, 2012; vgl. Ferreira & Pashler, 2002), wurde eine Sprachproduktionsaufgabe (z. B. eine Bild-Wort-Interferenzaufgabe) mit einer nicht-sprachlichen manuellen Entscheidungsaufgabe (z. B. eine Tonhöhenentscheidungsaufgabe) kombiniert. Die Probanden wurden instruiert, immer zuerst die Tonhöhe eines dargebotenen Tons (z. B. tief, mittel, hoch) durch das Drücken einer entsprechenden Taste anzuzeigen (Erstaufgabe), bevor sie die Bilder (z. B. das Bild eines Schwerts) benannten (Zweitaufgabe). Durch Wortdistraktoren wurde während der Bildbenennung ein 
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semantischer Kontext induziert, sodass auch ein semantischer Interferenzeffekt mit semantisch relatierten (z. B. dem Wort Dolch) im Vergleich zu unrelatierten Distraktoren (z. B. dem Wort Tisch) zu erwarten war. Außerdem wurden unterschiedliche Aufgaben-SOAs getestet (z. B. 0 ms, 1.000 ms). Die in der Bildbenennungsaufgabe beobachteten semantischen Interferenzeffekte konnten unabhängig von der verwendeten Aufgaben-SOA gefunden werden (siehe aber Ayora et al., 2011; Dell’Acqua, Job, Peressotti & Pascali, 2007). Dies zeigt eine Additivität von PRP-Effekten und semantischen Interferenzeffekten. Daraus kann geschlussfolgert werden, dass semantische Interferenzeffekte während der Antwortselektion entstehen, was die Annahmen kompetitiver (z. B. Levelt et al., 1999; Roelofs, 1992) und nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) unterstützt.  3.2   RICHTUNG UND GRÖßE SEMANTISCHER KONTEXTEFFEKTE  Für ein besseres Verständnis über das Zustandekommen messbarer semantischer Kontexteffekte ist außerdem von Bedeutung, dass all die beschriebenen Prozesse, die zu Erleichterung oder Interferenz führen können, sich wechselseitig nicht ausschließen. Das bedeutet, dass in vielen Sprachproduktionsaufgaben Prozesse wirken, die die Targetverarbeitung sowohl beschleunigen als auch verlangsamen können. Die Richtung und Größe eines messbaren Effekts wird schließlich von der relativen Stärke der jeweiligen Prozesse bestimmt (Abdel Rahman & Melinger, 2009; Hantsch et al., 2009; Navarrete & Costa, 2005). Dies zeigt sich insbesondere in Kategorisierungsaufgaben (z. B. Costa, Mahon, Savova & Caramazza, 2003; Glaser & Düngelhoff, 1984). Kategorisierungsaufgaben stellen eine besondere Form von Benennungsaufgaben dar, in denen Probanden dargebotene Targets, (z. B. das Bild eines Hahns) mit dem entsprechenden Kategorienamen (z. B. „Vogel“) benennen sollen. Ein typischer Befund in diesen Aufgaben ist, dass kongruente (und sogar semantisch relatierte) Distraktoren (z. B. das Wort Hahn oder das Wort Ente) im Vergleich zu unrelatierten Distraktoren (z. B. dem Wort Peitsche) zu einem Erleichterungseffekt führen. Dies ist insofern überraschend, da in einer solchen Aufgabenkonfiguration aufgrund der semantischen Relation zwischen den verwendeten Stimuli und den verbalen Antworten ein semantischer Interferenzeffekt 
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erwartet werden kann. Allerdings finden in solchen Aufgaben neben lexikalischen Selektionsprozessen zusätzlich auch Antwortkongruenzprozesse statt. Dies gilt unter der Voraussetzung, dass Target und Distraktor gleichermaßen kategorisiert werden (z. B. Kuipers, 2008; Kuipers et al., 2006; siehe hierzu auch Abbildung 4). Schließlich muss in Kategorisierungsaufgaben die verbale Antwort auf das Target transformiert werden, um vom präferierten Targetnamen (z. B. „Hahn“) zum weniger präferierten Kategorienamen (z. B. „Vogel“) zu gelangen. Kongruente oder auch semantisch relatierte Distraktoren, die ebenfalls transformiert werden (z. B. das Wort Ente), konvergieren dann auf derselben (korrekten) Antwort wie das Target, da sie derselben übergeordneten Kategorie angehören. Bei einer Transformation unrelatierter Stimuli wird die korrekte Antwort nur durch das Target aktiviert, während der Distraktor (z. B. das Wort Peitsche) zu einer anderen (inkorrekten) Antwort (z. B. „Waffe“) führt. Die Beobachtung eines Erleichterungseffekts in einer solchen Aufgabenkonfiguration kann letztlich darauf zurückgeführt werden, dass potenzielle semantische Interferenzeffekte durch das Wirken von Antwortkongruenzprozessen neutralisiert oder verdeckt wurden. Darüber hinaus war die durch die Antwortkongruenzprozesse erzeugte Erleichterung ausreichend, um die verbalen Antworten der Probanden zu beschleunigen. Da Antwortkongruenzprozesse in Kategorisierungsaufgaben auch in einigen der in dieser Arbeit berichteten Experimente untersucht wurden, soll zu einem späteren Zeitpunkt (siehe Kapitel 4.3 und Kapitel 8) eine weitere Vertiefung dieses Themas erfolgen.  





4   ÜBERBLICK ÜBER DIE EIGENEN FORSCHUNGSARBEITEN 
   In den Experimenten, die in den nächsten Kapiteln vorgestellt werden sollen, wurden unterschiedliche Sprachproduktionsaufgaben zur Untersuchung von semantischen Prozessen bei der Einzelwortproduktion verwendet. Hierzu wurden entweder Bilder (in einer Bildbenennungsaufgabe) oder natürliche Geräusche (in einer Geräuschbenennungsaufgabe) als Targets genutzt. Um die Nutzbarkeit von Geräuschen als Targets zu evaluieren, wurde im Vorfeld eine Normierungsstudie durchgeführt (siehe Kapitel 5). Zusätzlich zu den Bild- und Geräuschtargets wurden Bilder oder Wörter als Distraktoren dargeboten. Mithilfe der Distraktoren wurden unterschiedliche semantische Kontexte (kongruent, semantisch, unrelatiert) induziert, um semantische Kontexteffekte untersuchen zu können. Außerdem wurde der zeitliche Abstand zwischen Target- und Distraktor-Onset manipuliert (Distraktor-SOA). Der jeweilig verwendete SOA-Bereich orientierte sich dabei an früheren Studien (z. B. Glaser & Glaser, 1989; Hantsch et al., 2009; Mädebach et al., 2017), in denen vergleichbare Aufgabenkonfigurationen verwendet und semantische Kontexteffekte gefunden wurden.  Insgesamt werden 11 Experimente berichtet, die jeweils einer von drei Experimentreihen zugeordnet sind. In der ersten Experimentreihe wurden natürliche Geräusche als Targets und Bilder als Distraktoren in einer Geräuschbenennungsaufgabe getestet (siehe Kapitel 6). In der zweiten Experimentreihe wurden ausschließlich Bilder als Targets und als Distraktoren in einer Bildbenennungsaufgabe genutzt (siehe Kapitel 7). In der dritten und letzten Experimentreihe wurden Bilder und natürliche Geräusche als Targets sowie Wörter als Distraktoren in einer Bild- und Geräuschkategorisierungsaufgabe verwendet (siehe Kapitel 8). Bevor die einzelnen Experimente beschrieben werden, soll zunächst auf die theoretische Motivation sowie die zentralen Fragestellungen der jeweiligen Experimente eingegangen werden.  4.1   THEMATISCHER FOKUS DER EXPERIMENTE IN KAPITEL 6:  GERÄUSCHBENENNUNG MIT BILDDISTRAKTION  Kongruente Erleichterungs- und semantische Interferenzeffekte in Benennungsaufgaben konnten bereits mehrfach gezeigt werden (z. B. Biggs & 
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Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak, Matushanskaya et al., 2014; Jescheniak, Oppermann et al., 2009; Lupker, 1979; Piai et al., 2014; Rosinski, 1977). In vielen Studien wurden zudem unterschiedliche Einflussfaktoren untersucht, die diese semantischen Kontexteffekte beeinflussen können. Mithilfe von Manipulationen der Distraktor-SOA (d. h. des zeitlichen Abstands zwischen Target- und Distraktor-Onset) konnten beispielsweise Rückschlüsse über den zeitlichen Verlauf der semantischen Kontexteffekte gewonnen werden. Glaser und Düngelhoff (1984) konnten zum Beispiel zeigen, dass sich kongruente Erleichterungseffekte in einer Bild-Wort-Interferenzaufgabe über einen vergleichsweise großen SOA-Bereich erstreckten (d. h. vorrangig zwischen -400 ms bis etwa 0 ms), während semantische Interferenzeffekte in einem späteren und kleineren SOA-Bereich (d. h. vorrangig zwischen -100 ms bis 100 ms) beobachtet werden konnten (vgl. auch Alario et al., 2000; Sailor et al., 2009). Darüber hinaus konnten semantische Kontexteffekte sogar unabhängig von der Distraktormodalität, zum Beispiel mit visuellen und auditiven Wortdistraktoren (z. B. Damian & Martin, 1999; Glaser & Düngelhoff, 1984; Lupker, 1979; Schriefers et al., 1990) oder Geräuschdistraktoren (Mädebach et al., 2017), gefunden werden. Allerdings wurden in nahezu allen Sprachproduktionsaufgaben, in denen semantische Kontexteffekte berichtet wurden, ausschließlich visuelle Stimuli, zum Beispiel Bilder, Farben oder Wörter, als Targets verwendet (z. B. Glaser & Glaser, 1982, 1989; Hantsch et al., 2005; Jescheniak et al., 2014; La Heij et al., 1993; Lupker, 1979; Stroop, 1935). Dies liegt darin begründet, dass sich Bilder und Farben häufig schnell und einfach identifizieren lassen sowie Konzepte aktivieren und eine sprachliche Absicht induzieren können. Wörter hingegen zeichnen sich dadurch aus, dass sie direkt lexikalisch verarbeitet werden beziehungsweise Lemmata und Wortformen direkt aktivieren können (siehe hierzu z. B. Bock & Levelt, 1994; Roelofs, 1992). Dies vermittelt allerdings den Eindruck, dass die erzielten Ergebnisse möglicherweise auf Aufgabenkonfigurationen mit visuellen Targets beschränkt sein könnten, und wirft zugleich die Frage auf, ob sich die Befunde auch auf andere Targetmodalitäten generalisieren lassen. Dies wäre zu erwarten, sofern semantische Kontexteffekte (v. a. semantische Interferenzeffekte) nicht aufgabenspezifisch (z. B. ausschließlich in Bild-Wort-Interferenzaufgaben) auftreten, sondern auf allgemeinen Prozessen beruhen. 
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 Aus diesem Grund sollte in einer Reihe von drei Experimenten (Experimente 1 – 3) überprüft werden, ob sich semantische Kontexteffekte auch mit auditiven Targets, das heißt natürlichen Geräuschen, in einer Benennungsaufgabe zeigen lassen. Da allerdings noch keine publizierten Studien zur Benennung natürlicher Geräusche in einer solchen Aufgabenkonfiguration vorliegen, sollte mithilfe der geplanten Experimente zugleich evaluiert werden, ob sich diese auditiven Stimuli als Targets in chronometrischen Untersuchungen instrumentalisieren lassen. Dass Geräusche semantisch verarbeitet werden, lassen aber bereits die Ergebnisse früherer Studien vermuten. In einer visuellen Suchaufgabe beispielsweise konnten Iordanescu, Guzman-Martinez, Grabowecky und Suzuki (2008) beobachten, dass Probanden Bildtargets (z. B. Klavier), die von weiteren Bildern umgeben waren (z. B. Hund, Münzen, Zug), schneller lokalisieren konnten, wenn sie im Vergleich zu unrelatierten Geräuschen (z. B. dem Rasseln eines Schlüsselbunds) ein zum Target passendes, das heißt kongruentes Geräusch (z. B. den Klang eines Klaviers) hörten. In einer anderen Studie fanden Yuval-Greenberg und Deouell (2009), dass Bilder die Identifikation von Geräuschen (z. B. das Bellen eines Hunds) erleichterten, wenn auf den Bildern die jeweilig verursachende Geräuschquelle (z. B. Hund) im Vergleich zu einer abweichenden Geräuschquelle (z. B. Katze) zu sehen war. Dies galt zwar auch umgekehrt für die Identifikation von Bildern, wenn die entsprechenden Geräusche präsentiert wurden, doch war dieser Einfluss kleiner als in der Geräuschidentifikationsaufgabe. Chen und Spence (2010) konnten in einer ähnlichen Aufgabenkonfiguration zeigen, dass Geräusche die Identifikation von Bildern beschleunigten, wenn die Bilder nur kurze Zeit sichtbar waren und anschließend maskiert wurden. Eine für die aktuelle Fragestellung bedeutsame Studie aus dem Bereich der Sprachproduktionsforschung stellt vor allem die Untersuchung von Mädebach et al. (2017) dar. In einer Bildbenennungsaufgabe konnten die Autoren einen Erleichterungseffekt beobachten, wenn die Bilder (z. B. Hahn) mit kongruenten Geräuschen (z. B. dem Krähen eines Hahns) im Vergleich zu unrelatierten Geräuschen (z. B. dem Klingeln einer Türklingel) präsentiert wurden. Außerdem konnte ein Interferenzeffekt gefunden werden, wenn die Bilder mit semantisch relatierten (z. B. dem Quaken einer Ente) im Vergleich zu unrelatierten Geräuschen präsentiert wurden. Das Vorhandensein von semantischen Kontexteffekten in einer Bildbenennungsaufgabe mit Geräuschdistraktoren demonstriert, dass natürliche 
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Geräusche semantisch verarbeitet werden und entsprechende Repräsentationen im lexikalischen Netzwerk aktivieren können. Aus diesem Grund wurde in den Experimenten in Kapitel 6 dasselbe Materialset wie in der Studie von Mädebach et al. (2017) genutzt. Allerdings wurden die Geräusche als Targets und die Bilder als Distraktoren verwendet. Zwar wurden in anderen Benennungsaufgaben häufig Wortdistraktoren verwendet, um einen semantischen Kontext zu induzieren (z. B. Damian & Martin, 1999; Hantsch et al., 2005, 2009; Lupker, 1979; Stroop, 1935), doch konnten mithilfe von Bilddistraktoren zusätzlich grundlegende Annahmen aktueller Sprachproduktionsmodelle getestet werden, die unterschiedliche Vorhersagen über die Entstehung semantischer Kontexteffekte (v. a. in Bezug auf semantische Interferenzeffekte) treffen. Ausgehend von den Ergebnissen der genannten Studien, in denen Bilder und Geräusche verwendet wurden, war zu erwarten, dass kongruente Bilder (z. B. Hahn) die verbalen Antworten auf entsprechende Geräusche (z. B. das Krähen eines Hahns) im Vergleich zu unrelatierten Bildern (z. B. Klingel) erleichtern, was sich in schnelleren Reaktionszeiten (und ggf. geringeren Fehlerraten) ausdrücken sollte (für vergleichbare Befunde in einer Bild-Bild-Interferenzaufgabe siehe z. B. Jescheniak et al., 2009). Solche kongruenten Erleichterungseffekte wären auch mit den Annahmen aller aktuellen Sprachproduktionsmodelle vereinbar und ließen sich vermutlich auf Antwortkongruenzprozesse zurückführen (z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006). Darüber hinaus wäre auch eine Entstehung solcher Effekte durch die Beschleunigung früher perzeptueller Prozesse, die beispielsweise bei der Geräuschidentifikation wirken, vorstellbar (siehe z. B. Chen & Spence, 2010; Iordanescu et al., 2008; Yuval-Greenberg & Deouell, 2009). Demzufolge würde das Auffinden eines kongruenten Erleichterungseffekts mithilfe von Bilddistraktoren in einer Geräuschbenennungsaufgabe die Wirksamkeit beziehungsweise die Sensitivität des experimentellen Designs demonstrieren. Somit dient der kongruente Erleichterungseffekt als Kontrolleffekt, der – selbst für den Fall, dass kein semantischer Interferenzeffekt beobachtbar ist – zeigt, dass mithilfe der Aufgabenkonfiguration die Messung semantischer Kontexteffekte prinzipiell möglich ist. Demgegenüber würde die Abwesenheit eines kongruenten Erleichterungseffekts darauf hinweisen, dass das verwendete experimentelle Design nicht sensitiv genug 
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war, um semantische Kontexteffekte messen zu können und dass eine Anpassung oder Überarbeitung der Aufgabenkonfiguration erforderlich ist.  Semantische Interferenzeffekte hingegen werden in einer solchen Aufgabenkonfiguration aber nicht von allen Modellen vorhergesagt. Aus der Sicht kompetitiver Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) ist ein semantischer Interferenzeffekt zu erwarten, sofern die Geräusche und Bilder ausreichend verarbeitet werden, sodass die jeweils aktivierten Lemmata einen kritischen Schwellenwert überschreiten (vgl. auch Piai et al., 2012). Das heißt, dass die jeweiligen Repräsentationen stark genug aktiviert werden müssen, um potenziell selektiert werden zu können. Gleichzeitig muss die Stärke der Aktivierung beider Repräsentationen nah genug beieinander liegen, sodass die lexikalische Selektion zusätzlich erschwert wird. Demzufolge sollten vor allem semantisch relatierte Bilder (z. B. Ente) die Benennung der Geräusche (z. B. das Krähen eines Hahns) im Vergleich zu unrelatierten Bildern (z. B. Klingel) verlangsamen (und ggf. zu mehr Fehlern führen). Dies würde zumindest den Befunden einiger Bild-Bild-Interferenzstudien (z. B. Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016) entsprechen. Demgegenüber stehen jedoch die Annahmen nicht-kompetitiver Modelle. Beispielsweise sind aus der Sicht der Antwortausschluss-Hypothese (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) semantische Interferenzeffekte auf spezifische Aufgabenkonfigurationen mit Wortdistraktoren beschränkt, vorausgesetzt, dass die Distraktoren eine gewisse Antwortrelevanz besitzen. Zwar wären diese Prozesse prinzipiell auch auf Benennungsaufgaben mit auditiven Targets (z. B. Geräuschen) anwendbar, doch wird von Vertretern der Antwortausschluss-Hypothese argumentiert, dass ausschließlich Wortdistraktoren einen privilegierten Zugang zum prä-artikulatorischen Ausgabepuffer haben. Folglich sollte in einer Geräuschbenennungsaufgabe mit Bilddistraktoren kein semantischer Interferenzeffekt beobachtbar sein, da für Bilder kein privilegierter Zugang zum prä-artikulatorischen Ausgabepuffer plausibel angenommen werden kann. Basierend auf den Ergebnissen anderer Studien, in denen Bilddistraktoren verwendet wurden, wäre entweder eine Neutralisation des semantischen Interferenzeffekts durch semantisches Priming (d. h. ein Nulleffekt, z. B. Damian & Bowers, 2003; Geng, Kirchgessner & Schnur, 2013; Navarrete & Costa, 2005) oder sogar Erleichterung mit semantisch relatierten Bildern zu erwarten (z. B. La Heij et al., 2003).  
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4.2   THEMATISCHER FOKUS DER EXPERIMENTE IN KAPITEL 7: BILDBENENNUNG MIT BILDDISTRAKTION  In den Experimenten in Kapitel 6 wurden Geräuschtargets und Bilddistraktoren in einer Benennungsaufgabe verwendet. Allerdings war die Verwendung von Bilddistraktoren nicht völlig unproblematisch. Denn in anderen Benennungsaufgaben, in denen Bilder als Targets und als Distraktoren verwendet wurden (sog. Bild-Bild-Interferenzaufgaben), zeigte sich in Bezug auf die semantischen Kontexteffekte ein eher inkonsistentes Datenmuster. Zwar konnten häufig kongruente Erleichterungseffekte beobachtet werden (z. B. Biggs & Marmurek, 1990; Jescheniak et al., 2009), doch besonders in Bezug auf die semantischen Interferenzeffekte ist die Befundlage unklar. Während in einigen Studien semantische Interferenzeffekte gezeigt werden konnten (z. B. Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016), wurden in anderen Studien keine derartigen Effekte (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) oder sogar Erleichterungseffekte berichtet (z. B. La Heij et al., 2003). Die kongruenten Erleichterungseffekte können dabei im Einklang mit den Annahmen aktueller Sprachproduktionsmodelle wahrscheinlich auf das Wirken von Antwortkongruenz (z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) sowie eine Beschleunigung früher perzeptueller Prozesse (bei der Bildidentifikation) zurückgeführt werden. Die Abwesenheit eines semantischen Interferenzeffekts in solchen Bild-Bild-Interferenzaufgaben wird häufig dadurch erklärt, dass Bilddistraktoren entsprechende Lemmata nicht ausreichend stark aktivieren können, sodass diese auch nicht mit dem Lemma des Targets während der lexikalischen Selektion konkurrieren können (z. B. Piai et al., 2012). Weitere Erklärungen sind, dass Bilder (im Gegensatz zu Wörtern) nicht automatisch lexikalisch verarbeitet werden (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) oder sogar potenziell mehr konzeptuelle Erleichterung als lexikalische Interferenz induzieren (z. B. Bloem & La Heij, 2003; La Heij et al., 2003). Außerdem wurde diskutiert, dass sich semantische Interferenzeffekte möglicherweise nur in Aufgabenkonfigurationen mit unterschiedlichen Stimulusarten (z. B. in Bild-Wort-, Bild-Geräusch-, Geräusch-Wort- oder Geräusch-Bild-Interferenzaufgaben) zeigen lassen, während für Stimuli derselben Stimulusart (z. B. in Bild-Bild-Interferenz- oder auch Wort-Wort-
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Interferenzaufgaben) entweder deutlich schwächere oder keine semantischen Interferenzeffekte beobachtet werden können (siehe hierzu auch Glaser & Glaser, 1982, 1989). Das Vorhandensein semantischer Interferenzeffekte in Bild-Bild-Interferenzaufgaben kann jedoch nicht mit allen aktuellen Sprachproduktionsmodellen erklärt werden. Gemäß den Annahmen kompetitiver Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) sind durch Bilddistraktoren induzierte semantische Interferenzeffekte prinzipiell vorstellbar, vorausgesetzt, dass die verwendeten Stimuli semantisch relatiert sind und zugehörige Lemmata ausreichend stark aktivieren können. Diese Aktivierung muss zum einen stark genug sein, damit ein kritischer Schwellenwert überschritten werden kann. Zum anderen muss die Stärke der Aktivierung der Lemmata nah genug beieinander liegen, sodass die lexikalische Selektion zusätzlich erschwert wird. Aus der Sicht nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) sollte in solchen Aufgaben aber generell kein semantischer Interferenzeffekt beobachtbar sein, da lediglich Wortdistraktoren ein privilegierter Zugang zum prä-artikulatorischen Ausgabepuffer zugesprochen wird. Für Bilddistraktoren ist aber keine privilegierte Verarbeitung vorgesehen, sodass diese Distraktoren den prä-artikulatorischen Ausgabepuffer nicht blockieren können. Daher sollte sich auch die semantische Relatiertheit der Bilddistraktoren zum Target nicht auf die Reaktionszeiten auswirken. Die divergenten Ergebnisse der eingangs genannten Bild-Bild-Interferenzstudien lassen sich demzufolge am besten mithilfe eines kompetitiven Erklärungsansatzes in Einklang bringen. Denn ein Blick in die Literatur zeigt, dass diejenigen Studien, in denen semantische Interferenzeffekte mit Bilddistraktoren berichtet wurden, oft bestimmte Aufgabenkonfigurationen aufwiesen, die zu einer verstärkten Distraktorverarbeitung (und dadurch zu einer höheren lexikalischen Aktivierung der Distraktorrepräsentation) führten. Beispielsweise wurden in der Studie von Aristei et al. (2012) immer zwei Bilder nebeneinander auf dem Bildschirm präsentiert (z. B. das Bild eines Apfels und das Bild einer Birne). Die Probanden wurden instruiert, beide Bilder zu benennen, indem sie ein neuartiges, zusammengesetztes Substantiv bildeten (z. B. „Apfel-Birne“). Dadurch waren die Relevanz des Distraktors und die Distraktorverarbeitung deutlich erhöht, sodass für semantisch relatierte Bilder wie im genannten Beispiel im Vergleich zu unrelatierten 
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Bildern (z. B. das Bild eines Apfels und das Bild einer Harfe, Antwort: „Apfel-Harfe“) ein semantischer Interferenzeffekt beobachtet werden konnte. Jescheniak et al. (2014) hingegen kombinierten eine Bild-Bild-Interferenzaufgabe mit einer Variante des (räumlichen) Hinweisreizparadigmas (siehe Posner, 1978, 1980; Posner, Snyder & Davidson, 1980). Den Probanden wurden in dieser Studie zwei Bilder (Linienzeichnungen mit unterschiedlicher Linienfarbe; Target: blau, Distraktor: schwarz) nebeneinander auf dem Bildschirm gezeigt. Zusätzlich wurden Pfeile als Hinweisreize verwendet, die vor dem Erscheinen der Bilder in der Mitte des Bildschirms präsentiert wurden und entweder auf den Erscheinungsort des Targets, des Distraktors oder auf beide Erscheinungsorte gleichzeitig zeigten. Die Autoren konnten einen semantischen Interferenzeffekt mit semantisch relatierten Bildern (z. B. Target: Affe, Distraktor: Schwein) im Vergleich zu unrelatierten Bildern (z. B. Target: Affe, Distraktor: Flugzeug) beobachten, wenn der Pfeil zuvor auf den Erscheinungsort des Distraktors zeigte, da die Aufmerksamkeit der Probanden in diesen Trials gezielt auf den Distraktor gelenkt wurde. In einer darauf folgenden Studie von Matushanskaya et al. (2016) wurde eine Erwartung über die zeitliche Abfolge der beiden Bilder, zum Beispiel dass das Target zuerst erscheint, induziert. Wurde diese Erwartung verletzt, das heißt, erschien der Distraktor zuerst (und nicht das Target), konnte ebenfalls ein semantischer Interferenzeffekt mit semantisch relatierten im Vergleich zu unrelatierten Bilddistraktoren beobachtet werden. Demgegenüber wurden in Studien, in denen keine semantischen Interferenzeffekte gefunden wurden (z. B. Damian & Bowers, 2003; Geng et al., 2013; La Heij et al., 2003; Navarrete & Costa, 2005), keine derartigen Aufgabenkonfigurationen verwendet, sodass auch die Relevanz des Distraktors oder die Distraktorverarbeitung nicht zusätzlich erhöht war. Um zu überprüfen, ob semantische Interferenzeffekte in Bild-Bild-Interferenzaufgaben auch ohne zusätzliche Manipulationen beobachtet werden können, wurde eine Reihe weiterer Experimente (Experimente 4 – 8) durchgeführt. Zu diesem Zweck wurden die Bilder der Experimente 1 – 3 als Targets und als Distraktoren verwendet. Die Distraktoren waren entweder kongruent (z. B. Hahn), semantisch relatiert (z. B. Ente) oder unrelatiert (z. B. Klingel) zum Target (z. B. Hahn). Im Vergleich zu unrelatierten Distraktoren war zu erwarten, dass kongruente Distraktoren die Benennung der Targets erleichtern (d. h. zu schnelleren Reaktionszeiten und ggf. weniger Fehlern führen). Ein kongruenter 
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Erleichterungseffekt in einer Bild-Bild-Interferenzaufgabe (vgl. auch Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009) sollte unabhängig von der jeweiligen Manipulation zu finden sein und stellte daher auch eine Art Kontrolleffekt oder Indikator für die allgemeine Wirksamkeit des experimentellen Designs dar. Basierend auf den bisherigen Studienergebnissen (z. B. Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016) sollten semantisch relatierte Distraktoren im Vergleich zu unrelatierten Distraktoren aber nur unter gewissen Voraussetzungen (z. B. erhöhte Distraktorverarbeitung) mit der Bildbenennung interferieren (d. h. zu langsameren Reaktionszeiten und ggf. zu mehr Fehlern führen). Hierzu wurde eine Vielzahl möglicher Einflussfaktoren (z. B. Aufmerksamkeitslenkung auf die Distraktoren, Zugehörigkeit der Distraktoren zum Antwortset, visuelle Ähnlichkeit beziehungsweise Formähnlichkeit1 von Bildtargets und Bilddistraktoren) getestet, um deren Bedeutung für das Zustandekommen semantischer Interferenzeffekte in Bild-Bild-Interferenzaufgaben zu evaluieren. Detailliertere Informationen über diese Einflussfaktoren sowie entsprechende Diskussionen sind in Kapitel 7 zu finden.  4.3   THEMATISCHER FOKUS DER EXPERIMENTE IN KAPITEL 8:                      BILD- UND GERÄUSCHKATEGORISIERUNG MIT WORTDISTRAKTION  Die Ergebnisse früherer Studien weisen darauf hin, dass die in einigen Sprachproduktionsaufgaben wirksamen Antwortkongruenzprozesse (Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) von der Distraktormodalität beeinflusst werden können (Hantsch et al., 2005; Vitkovitch & Tyrrell, 1999). Dieser Sachverhalt wurde vor allem in der Studie von Hantsch et al. (2009) thematisiert (siehe auch Hantsch, Jescheniak & Mädebach, 2012). Die Autoren nutzten hierzu eine Spezifizierungsaufgabe, in der Probanden Bilder, die in einer Vorstudie präferiert auf der Basisebene benannt wurden (z. B. Hund), auf subordinierter Ebene benennen sollten (z. B. „Mops“). Als Bilder wurden Linienzeichnungen verwendet, deren Detailgrad es erlaubte, diese sowohl auf Basisebene als auch auf subordinierter                                                           1 Fortan wird mit dem Begriff „Formähnlichkeit“ ausschließlich auf die visuelle Ähnlichkeit, d. h. die Ähnlichkeit der konkreten bildlichen Darstellung zweier Objekte oder Lebewesen, verwiesen. Der in dieser Arbeit verwendete Begriff der Formähnlichkeit ist von der (Wort-)Formähnlichkeit der den Objekten oder Lebewesen zuordenbaren Wortformen zu differenzieren. 
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Ebene zu identifizieren und zu benennen. Zusätzlich wurden visuelle und auditive Wortdistraktoren präsentiert, die entweder kongruent (z. B. Hund) oder unrelatiert (z. B. Auto) zur Targetrepräsentation auf der präferierten Abstraktionsebene (d. h. Basisebene) waren. Die Probanden reagierten schneller auf die Bilder, wenn diese mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Dieser kongruente Erleichterungseffekt war jedoch größer, wenn die Bilder mit visuellen im Vergleich zu auditiven Wortdistraktoren präsentiert wurden. Tatsächlich konnte der kongruente Erleichterungseffekt nur mit visuellen Wortdistraktoren beobachtet werden. In der auditiven Distraktormodalität hingegen zeigten sich mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren langsamere Reaktionen (d. h. ein Interferenzeffekt). Hantsch et al. (2009) führten ihre Ergebnisse darauf zurück, dass in Sprachproduktionsaufgaben unterschiedliche Prozesse an der Ausprägung semantischer Kontexteffekte beteiligt sind. Da die Stimuli und verbalen Antworten in dieser Spezifizierungsaufgabe semantisch relatiert waren (z. B. Hund-Mops), können zum einen lexikalische Selektionsprozesse, die zu semantischer Interferenz führen, angenommen werden. Zum anderen waren Transformationsprozesse für das Produzieren einer korrekten Antwort erforderlich, die typischerweise zu Erleichterung führen, vorausgesetzt, dass Target und Distraktor gleichermaßen transformiert werden und zudem antwortkongruent sind. Dies galt jedoch nur für kongruente Stimuli (z. B. Target: Hund, Distraktor: Hund), da diese infolge der Transformation dasselbe Lemma aktivierten (z. B. Mops). Bei unrelatierten Stimuli hingegen führte lediglich die Transformation des Targets zur erwünschten Antwort, da die Distraktoren (z. B. Auto) ein anderes, unrelatiertes Lemma aktivierten. Dass in der Summe Erleichterungseffekte mit kongruenten Distraktoren beobachtet werden konnten, wurde darauf zurückgeführt, dass Antwortkongruenzprozesse in dieser Aufgabe stärker wirksam waren als lexikalische Selektionsprozesse. Da außerdem gezeigt werden konnte, dass lexikalische Selektionsprozesse unabhängig von der Distraktormodalität ablaufen (z. B. Damian & Martin, 1999; Lupker, 1979; Mädebach et al., 2017; Schriefers et al., 1990), schlussfolgerten Hantsch et al. (2009), dass der beobachtete Unterschied zwischen der visuellen und auditiven Distraktormodalität wahrscheinlich auf einer Modulation der Antwortkongruenzprozesse beruhte. Die Autoren äußerten die Vermutung, dass dieser Einfluss der Distraktormodalität auch von der Targetmodalität abhängig ist. Da der gemessene 
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Erleichterungseffekt mit visuellen Distraktoren in einer Aufgabenkonfiguration mit visuellen Targets größer war als mit auditiven Distraktoren, kamen sie zu dem Schluss, dass modalitätskongruente Stimuli Antwortkongruenzeffekte begünstigen. Dies würde jedoch implizieren, dass auch auditive Distraktoren zu einem größeren Erleichterungseffekt führen, wenn modalitätskongruente auditive Targets präsentiert werden. Diese Annahme wurde allerdings noch nicht unabhängig geprüft, da selbst in der Studie von Hantsch et al. (2009) ausschließlich visuelle Targets verwendet wurden und bisher keine geeigneten auditiven Targets verfügbar waren. Nachdem die Nutzbarkeit natürlicher Geräusche als Targets in Benennungsaufgaben mithilfe der Experimente in Kapitel 6 bereits evaluiert wurde, sollte eine Überprüfung dieser Fragestellung nun allerdings möglich sein.  In einer Reihe von drei Experimenten (Experimente 9 – 11) wurden daher Bilder und natürliche Geräusche als Targets in Bild- und Geräuschkategorisierungsaufgaben sowie visuelle und auditive Wortdistraktoren verwendet, um den Einfluss der Modalitätskongruenz auf die Größe von Antwortkongruenzeffekten in der visuellen und auditiven Modalität zu untersuchen. Eine direkte Replikation der Studie von Hantsch et al. (2009) war jedoch nicht möglich. Schließlich wurden in dieser Studie Bilder (Linienzeichnungen) verwendet, die sowohl auf Basisebene als auch auf subordinierter Ebene benannt werden konnten, jedoch eine Benennungspräferenz auf der Basisebene aufwiesen. Mit Geräuschtargets war dies aber nicht ohne Weiteres umsetzbar, da es für die Probanden wahrscheinlich schwierig bis unlösbar gewesen wäre, zwischen den Geräuschen einzelner Hunde, Affen oder Autos zu differenzieren. Außerdem wurden in der Studie von Hantsch et al. (2009) zum Teil Bilder verwendet, denen keine Geräusche zugeordnet werden können (z. B. Bäume, Blumen, Fische oder Pilze). Aus diesem Grund wurde in den Experimenten 9 – 11 eine andere Aufgabenkonfiguration genutzt, die ebenfalls zur Untersuchung von Antwortkongruenzeffekten geeignet ist. In Kategorisierungsaufgaben (siehe z. B. Glaser & Düngelhoff, 1984), sollen Probanden beispielsweise Bilder, die präferiert auf der Basisebene benannt werden (z. B. Auto), auf der superordinierten Ebene benennen (z. B. „Fahrzeug“). Typischerweise sind auch in Kategorisierungsaufgaben durch kongruente Stimuli induzierte Erleichterungseffekte beobachtbar, da die zum Lösen der Aufgabe notwendigen Transformationsprozesse Antwortkongruenzeffekte begünstigen. 
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Allerdings konnte auch in diesem Fall auf kein bereits getestetes Materialset zurückgegriffen werden, da die Stimuli in den entsprechenden Studien nicht für die Verwendung mit Geräuschtargets optimiert waren2. Zum Beispiel wurden in der Studie von Glaser und Düngelhoff (1984) Bilder unterschiedlicher Fahrzeuge, Kleidungsstücke oder Spielzeuge verwendet, denen nicht allen ein passendes Geräusch zugeordnet werden konnte. Daher wurde auf Grundlage einer Normierungsstudie (siehe Kapitel 5) ein neues Materialset konstruiert, das für die Realisierung aller geplanten Experimente geeignet war. Vergleichbar mit den zitierten Studien (d. h. Glaser & Düngelhoff, 1984; Hantsch et al., 2009) wurden die Targets (z. B. das Bild oder das Krähen eines Hahns) mit kongruenten (z. B. Hahn) und unrelatierten Wortdistraktoren (z. B. Peitsche) präsentiert, die visuell und auditiv dargeboten wurden. Während die Stimuli Konzepten auf der Basisebene zugeordnet werden konnten, sollten die jeweiligen Targets auf superordinierter Ebene (z. B. „Vogel“) benannt werden. Im Einklang mit den bisherigen Studienergebnissen war zu erwarten, dass kongruente im Vergleich zu unrelatierten Wortdistraktoren zu einem messbaren Erleichterungseffekt führen. Allerdings war angesichts der Studie von Hantsch et al. (2009) anzunehmen, dass sich die Größe des Effekts zwischen den einzelnen Experimenten in Abhängigkeit von der Target- und Distraktormodalität unterscheidet. Sofern tatsächlich die Modalitätskongruenz für die von Hantsch et al. (2009) beobachtete Modulation von Antwortkongruenzeffekten von Bedeutung ist, sollten entsprechend größere Erleichterungseffekte mit modalitätskongruenten Targets und Distraktoren (d. h. Bildtargets und visuellen Wortdistraktoren, Geräuschtargets und auditiven Wortdistraktoren) im Vergleich zu modalitätsinkongruenten Stimuli (d. h. Bildtargets und auditiven Wortdistraktoren, Geräuschtargets und visuellen Wortdistraktoren) zu erwarten sein. 
                                                          2 Zwar existiert eine Vielzahl von Studien, in denen natürliche Geräusche kategorisiert wurden (z. B. Guastavino, 2007; Houix, Lemaitre, Misdariis, Susini & Urdapilleta, 2012; Reddy, Ramachandra, Kumar & Singh, 2009), doch wurden die Geräusche bisher in keiner Aufgabenkonfiguration mit visuellen und auditiven Wortdistraktoren dargeboten, um Sprachproduktionsprozesse zu untersuchen. 
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5   NORMIERUNGSSTUDIE 
   Für die Realisierung einiger in dieser Arbeit berichteten Experimente war die Verwendung natürlicher Geräusche als auditive Targets geplant. Allerdings sind natürliche Geräusche im Gegensatz zu visuellen Stimuli (z. B. Bildern und Wörtern) in experimentellen Untersuchungen von Sprachproduktionsprozessen bisher kaum etabliert. Hinzu kommt, dass Targets, die eine sprachliche Absicht induzieren sollen, besonderen Anforderungen genügen müssen (z. B. eindeutige Zuordenbarkeit zu einem Konzept, konsistente Benennbarkeit). Daher war es bereits im Vorfeld erforderlich, die Menge aller potenziell verfügbaren Geräusche im Hinblick auf die geplanten Forschungsvorhaben einzuschränken. Eine wesentliche Orientierungsbasis stellten dabei die Untersuchungen von Mädebach et al. (2017) dar, in denen erstmalig natürliche Geräusche als Distraktoren in einer Bildbenennungsaufgabe verwendet wurden. Allerdings lagen für die Geräusche aus diesem Materialset noch keine Normierungsdaten vor, sodass nicht hinreichend geklärt war, ob die Geräusche auch als Targets instrumentalisiert werden können. Außerdem waren die Geräusche auch nicht zur Umsetzung aller geplanten Untersuchungen geeignet. In den Kategorisierungsexperimenten beispielsweise sollten die Targets mit ihrem Kategorienamen benannt werden. Zu diesem Zweck waren Geräusche erforderlich, die sich unterschiedlichen semantischen Kategorien zuordnen lassen. Zudem sollte jede Kategorie auch durch eine vergleichbare Anzahl von Items repräsentiert sein. Gleichzeitig war zu berücksichtigen, dass möglichst keine phonologische Ähnlichkeit zwischen Geräusch- und Kategorienamen besteht (z. B. Fahrrad-Fahrzeug), da dies die Benennungsgeschwindigkeit zusätzlich beeinflussen (d. h. typischerweise beschleunigen) kann, was bereits in früheren Studien gezeigt werden konnte (z. B. Collins & Ellis, 1992; Meyer & Damian, 2007). Für die Umsetzung dieser Experimente mussten jedoch zunächst geeignete Geräusche identifiziert werden.  In einer Normierungsstudie wurden den Probanden daher natürliche Geräusche präsentiert, für die sie jeweils einen passenden Namen produzieren sollten. Auf Grundlage dieser Daten sollte überprüft werden, ob die Geräusche aus der Studie von Mädebach et al. (2017) für die Verwendung als Targets in einer Geräuschbenennungsaufgabe (Experimente 1 – 3) geeignet sind. Ein weiteres Ziel 
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der Normierung war die Konstruktion eines Materialsets, das für die Kategorisierungsexperimente (Experimente 9 – 11) verwendet werden konnte.  5.1   METHODE  Stichprobe. Es nahmen 12 Probanden3 (davon 10 weiblich) im Alter von 19 – 28 Jahren (M = 24,8, SD = 3,0) an der Untersuchung teil. Keiner von ihnen hatte zuvor an einer anderen Studie mit natürlichen Geräuschen in unserem Labor teilgenommen. Weitere Voraussetzungen für die Teilnahme waren normales (bzw. korrigiertes) Seh- und Hörvermögen sowie Deutsch als Muttersprache. Als Aufwandsentschädigung erhielt jeder Versuchsteilnehmer wahlweise eine Versuchspersonenstunde und ein Überraschungsei (relevant für Bachelorstudenten der Psychologie an der Universität Leipzig) oder 6 €4. Die hier aufgeführten Kriterien galten auch für alle anderen in dieser Arbeit berichteten Experimente. Material. Neben den 32 Geräuschen aus der Studie von Mädebach et al. (2017) sollte noch eine Vielzahl weiterer natürlicher Geräusche untersucht werden. Als Beschaffungsquellen dienten zum großen Teil frei verfügbare Datenbanken im Internet (z. B. https://www.freesound.org; http://soundbible.com), YouTube-Kanäle (z. B. „Free Sound Effects“, siehe https://www.youtube.com/user/YTSoundEffects) sowie eine kommerzielle CD-ROM („1.111 Geräusche“, Döbeler Cooperations, 2005). Gesucht waren natürliche Geräusche, (a) die einem Konzept eindeutig zugeordnet werden konnten (wie z. B. das Krähen eines Hahns zum Konzept HAHN), (b) die schnell und einfach identifiziert werden konnten, (c) die einheitlich und konsistent benannt werden konnten, (d) die in vergleichbarer Qualität aufgenommen worden sind (d. h. Aufnahmen mit möglichst wenig Hintergrundrauschen) und (e) die einer realen Geräuschquelle zuordenbar waren, welche zugleich auch bildlich dargestellt werden konnte (z. B. in Form von einfachen Linienzeichnungen oder fotorealistischen Abbildungen). In einigen Fällen wurden mehrere Varianten eines Geräuschs ausgewählt, um das Material für die Verwendung in den Kategorisierungsexperimenten optimieren zu können.                                                           3 Hier und nachfolgend wird für alle Ausdrücke, die sich sowohl auf weibliche als auch auf männliche Personen beziehen können, das generische Maskulinum verwendet. 4 In den Experimenten 2 und 3 erhielten die Probanden jeweils 8 € für die Teilnahme. Dies waren die zuletzt realisierten Experimente. In dieser Zeit wurde die Probandenvergütung dauerhaft erhöht. 
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Da sich die gesammelten Dateien aufgrund der unterschiedlichen Herkunftsquellen zum Teil stark unterschieden (z. B. hinsichtlich Lautstärke und Dauer), wurde jedes Geräusch mithilfe der Software Audacity (Audacity Team, 2015) nachbearbeitet. Zum einen wurden die Amplituden der Aufnahmen normalisiert. Zum anderen wurde jede Datei so geschnitten, dass der transportierte Informationsgehalt für die eindeutige Identifikation der jeweiligen Geräuschquelle bei gleichzeitiger Minimierung der Geräuschdauer ausreichend war. Die finalen Dateien wurden als Monospur mit einer Samplingrate von 48 kHz im Waveform-Audio-File-Format (.WAV) gespeichert. Die Dauer der Geräusche reichte dabei von 390 ms bis 1.480 ms (M = 1.020 ms, SD = 280 ms). Insgesamt umfasste das getestete Set 164 Geräusche, denen 155 verschiedenen Geräuschquellen zugeordnet waren. Ein Großteil der Geräusche bestand dabei aus Tierlauten und Klängen, die auf Musikinstrumente, Werkzeuge oder Fahrzeuge zurückgeführt werden können, aber auch menschliche Geräusche (z. B. Lachen, Husten oder Gähnen) waren vertreten. Laborausstattung. Die Datenerhebung erfolgte computergestützt mithilfe der Software MATLAB5 (MathWorks, 2015). Die Geräusche wurden über Kopfhörer (Sennheiser HD 280 Professional) präsentiert. Verbale Antworten der Probanden wurden per Tastatur eingegeben. Design. Für die Evaluation und Selektion des Materials waren zwei Maße von Bedeutung. Dies waren zum einen die verbalen Antworten der Probanden und zum anderen die Anzahl der Wiederholungen, die zum Identifizieren der Geräusche und dem Produzieren einer Antwort erforderlich waren (siehe Durchführung). Dabei war vor allem der genaue Wortlaut einer Äußerung ein wichtiger Indikator für das mit dem Geräusch verknüpfte Konzept und somit auch für die Beurteilung der Antwortkonsistenz. Die Anzahl der Wiederholungen hingegen kann als Maß der Vertrautheit der Probanden mit dem Geräusch oder ihrer Antwortsicherheit interpretiert werden. Für die Testung wurden sechs experimentelle Listen mithilfe der Software Mix (van Casteren & Davis, 2006)6 erstellt. Jede dieser Listen beinhaltete eine randomisierte Reihenfolge aller in der Untersuchung verwendeten Geräusche. Dabei                                                           5 Die Programmierung erfolgte durch Dr. Andreas Mädebach, Leiter des DFG-Projekts, in dessen Rahmen diese Arbeit entstand, und Mitarbeiter der Forschungsgruppe Kognitionspsychologie am Institut für Psychologie der Universität Leipzig. 6 Der im Artikel genannte Link ist inzwischen ungültig. Stattdessen kann die Software hier heruntergeladen werden: https://www.mrc-cbu.cam.ac.uk/people/maarten.van-casteren/mixandmatch 
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wurde darauf geachtet, (a) dass Geräusche, die auf dieselbe Geräuschquelle zurückgeführt werden können, mit einem Abstand von mindestens 60 Trials präsentiert wurden und (b) dass maximal zwei Geräusche aus derselben semantischen Kategorie aufeinander folgten. Jede Liste wurde zudem in umgekehrter Reihenfolge präsentiert. Daraus resultierten insgesamt 12 Listen, die jeweils einmal verwendet wurden. Durchführung. Die Untersuchungen wurden in einem Labor der Forschungsgruppe Kognitionspsychologie der Universität Leipzig als Einzeltestung durchgeführt. Die Probanden nahmen dabei an einem Tisch gegenüber dem Versuchsleiter Platz, wo bereits eine schriftliche Instruktion und Kopfhörer bereitlagen. Die Geräusche wurden jedem Probanden mit gleicher Lautstärke präsentiert und auch die Beleuchtungsverhältnisse wurden im Raum konstant gehalten, um vergleichbare Bedingungen für alle Probanden zu schaffen. Die Aufgabe bestand darin, die präsentierten Geräusche mit möglichst nur einem Wort zu benennen. Außerdem sollten die Probanden möglichst unbeeinflusst von zuvor gehörten Geräuschen und produzierten Antworten reagieren. Im Gegensatz zu anderen Studien, in denen Geräusche benannt werden sollten (z. B. Ballas, 1993; Saygin, Dick & Bates, 2005), wurde den Probanden aber kein Antwortformat vorgegeben. Es war ihnen also freigestellt, ob sie beispielsweise ein Substantiv oder Verb produzieren. In den Trials gab es keine Zeitbegrenzung. Ferner hatten die Probanden die Möglichkeit, jedes Geräusch beliebig oft noch einmal zu hören und – wenn ihnen keine passende Antwort einfiel – zum nächsten Trial überzugehen. Die Präsentation der Geräusche wurde durch den Versuchsleiter per Tastendruck initiiert. Die Dokumentation der Antworten erfolgte ebenfalls durch den Versuchsleiter (vgl. Fabiani, Kazmerski, Cycowicz & Friedman 1996). Pausen waren nach jedem Trial möglich und nach jeweils einem Drittel aller Trials automatisch vorgesehen. Zum Abschluss gab es noch eine kurze Nachbefragung, in der die Probanden erlebte Schwierigkeiten und Vermutungen über das Ziel der Untersuchung äußern konnten.    
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5.2   ERGEBNISSE UND DISKUSSION  Die verbalen Antworten wurden zunächst aggregiert sowie anschließend zu Konzepten zusammengefasst. Beispielsweise ließen sich die Antworten „Ente“ und „Enten“ auf das allgemeine Konzept ENTE zurückführen. Selbiges galt auch für Antworten wie „Krähen“ und „Hahn“, die auf das gemeinsame Konzept HAHN als verursachende Geräuschquelle zurückgeführt werden konnten. Synonyme (z. B. „Gockel“, „Hahn“) wurden ebenfalls zu einem Konzept zusammengefasst. Kategorial nebengeordnete Antworten auf ein Geräusch (z. B. „Ente“, „Gans“) wurden jedoch getrennt aggregiert, ebenso wie sehr allgemeine Äußerungen (z. B. „Tiergeräusch“). Um die Zuordnung von Geräusch und Geräuschname zu vereinfachen, sollen nachfolgend alle Verweise, die sich auf ein Geräusch beziehen, wie folgt abgekürzt werden. Zuerst wird eine kurze Bezeichnung für die inhaltliche Beschreibung eines Geräuschs angegeben. Tiefgestellt und in Klammern steht dann der Name der jeweiligen Geräuschquelle (z. B wird der Ausdruck „Krähen(Hahn)“ als Abkürzung für „das Krähen eines Hahns“ verwendet). Der Name der Geräuschquelle ist zugleich auch der Name, der von den Probanden in den entsprechenden Geräuschbenennungsexperimenten verwendet werden sollte. In einigen Fällen gelang es den Probanden jedoch selbst nach mehrmaligem Abspielen eines Geräuschs nicht eine passende Antwort zu produzieren. Dies traf auf 115 (5,8%) aller Beobachtungen zu. Die durchschnittliche und maximale Anzahl der Wiederholungen der Geräusche wurde ebenfalls ermittelt. Die Geräusche wurden durchschnittlich etwa 1,2-mal (SD = 0,6) präsentiert, bevor die Probanden eine Antwort äußerten. Keines der Geräusche musste jedoch öfter als fünfmal abgespielt werden, bevor die Probanden eine Antwort produzieren konnten oder signalisierten, dass sie nicht imstande waren, das jeweilige Geräusch zu identifizieren. Für eine weitere Verwendung in den Kategorisierungsexperimenten (siehe Kapitel 8) wurden vor allem Geräusche (a) mit einer möglichst hohen Antwortkonsistenz (mindestens 50%) berücksichtigt. Außerdem wurden vorrangig Geräusche in die engere Wahl miteinbezogen, (b) die nur wenige Male (durchschnittlich weniger als zweimal) abgespielt werden mussten, ehe eine Antwort erfolgte. Um ein homogenes Materialset zu kreieren, (c) wurden zudem nur Substantive berücksichtigt. Die Kriterien (a) und (b) galten allerdings nur als Hilfsmittel, um geeignete Geräusche zu bestimmen. Für die Realisierung der 
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Experimente in Kapitel 8 waren beispielsweise auch Geräusche als Targets erforderlich, (d) die unterschiedlichen semantischen Kategorien zugeordnet werden konnten. Die 32 Geräusche aus der Studie von Mädebach et al. (2017), die in den Geräuschbenennungsexperimenten verwendet wurden, wurden durchschnittlich 1,1-mal (SD = 0,1) wiederholt, bevor sich die Probanden auf eine Antwort festlegten. Kein Geräusch wurde jedoch öfter als dreimal präsentiert. Die Geräusche wurden mit einer durchschnittlichen Antwortkonsistenz von 79,2% (SD = 21,5%) benannt. Geräusche mit der höchsten Antwortkonsistenz (100%) waren beispielsweise Hupen(Auto), Klingeln(Fahrrad), Läuten(Glocke) oder Krähen(Hahn). Lediglich für drei Geräusche zeigte sich eine Antwortkonsistenz von weniger als 50%. Das Geräusch mit der größten Antwortvarianz war Bohren(Bohrer). Zwei Probanden (16,7%) konnten keinen passenden Namen für dieses Geräusch produzieren. In 25% der Fälle wurde das Geräusch mit dem dafür vorgesehenen Namen („Bohrer“) benannt. Alternative Benennungen wie „Säge“ (33,3%), „Motor“ oder „Heckenschere“ (16,7%) sowie „Werkzeug“ (8,3%) bezogen sich jedoch zu einem großen Teil auf sinnverwandte Konzepte. Insgesamt demonstrieren die Ergebnisse, dass die Geräusche überwiegend einheitlich benannt und konkreten Konzepten zugeordnet werden können. Das bedeutet, dass die Geräusche prinzipiell für die Verwendung als Targets in Benennungsaufgaben geeignet sind. Für die Kategorisierungsexperimente wurde ein Set aus 24 Geräuschen erstellt. Die Probanden hörten die Geräusche durchschnittlich 1,1-mal (SD = 0,2), bevor sie eine Antwort produzierten. Die Geräusche wurden aber nicht öfter als dreimal wiederholt. Die durchschnittliche Antwortkonsistenz des gesamten Sets betrug etwa 77,1% (SD = 25,2%). Geräusche mit der höchsten Antwortkonsistenz (100%) waren beispielsweise Gitarrenklang(Gitarre), Bellen(Hund) oder Trommeln(Trommel). Für drei Geräusche zeigte sich eine Antwortkonsistenz von weniger als 50%. Das Geräusch mit der größten Antwortvarianz war Schießen(Kanone). Die Vielfalt der Antworten reichte dabei von „Explosion“ (41,7%) und „Bombe“ (25%) bis hin zu „Knall“ (16,7%) oder „Aufschlag“ (8,3%). Von nur einem Probanden (8,3%) wurde das Geräusch als „Kanone“ benannt. Dies war zugleich der Name, der dem Geräusch auch als Übungsitem in der Studie von Mädebach et al. (2017) zugewiesen worden war. Da für die Kategorisierungsexperimente vor allem der Kategoriename (und nicht der jeweilige Geräusch- bzw. Bildname) von Bedeutung 
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6   GERÄUSCHBENENNUNG MIT BILDDISTRAKTION 
  In diesem Kapitel soll der Frage nachgegangen werden, ob semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte), die bisher nur in Aufgabenkonfigurationen mit visuellen Targets (z. B. in Benennungsaufgaben mit Bildern, Wörtern oder Farben, siehe z. B. Glaser & Düngelhoff, 1984; Lupker, 1979, Stroop, 1935) gefunden werden konnten, auch mit auditiven Targets (z. B. natürlichen Geräuschen) beobachtet werden können. Um dies zu überprüfen, werden nachfolgend drei Experimente berichtet, in denen die Probanden natürliche Geräusche (z. B. Krähen(Hahn)) als Targets benannten und zusätzlich präsentierte Bilddistraktoren ignorierten, die kongruent (z. B. Hahn), semantisch relatiert (z. B. Ente) oder unrelatiert (z. B. Klingel) zum Geräuschtarget waren. In Experiment 1 benannten die Probanden die Geräusche in einer Einzelaufgabe. In den Experimenten 2 und 3 wurden die Probanden in einer Doppelaufgabensituation mit einer weiteren Aufgabe konfrontiert, die sie vor der Geräuschbenennung absolvierten. Während Experiment 1 vor allem zum Ziel hatte, die Nutzbarkeit natürlicher Geräusche als auditive Targets in chronometrischen Untersuchungen semantischer Kontexteffekte zu evaluieren, sollten die erzielten Befunde in den Experimenten 2 und 3 abgesichert und die Entstehung der semantischen Kontexteffekte weiter erforscht werden. Zudem erschien eine Replikation der Ergebnisse von Experiment 1 sinnvoll, da bisher noch keine publizierten Studien zu Geräusch-Bild-Interferenzaufgaben vorliegen. Um sicherzustellen, dass die Bilddistraktoren während der Geräuschbenennung auch ausreichend verarbeitet wurden, wurde die Aufmerksamkeit der Probanden durch eine zusätzliche manuelle Entscheidungsaufgabe mit visuellen Stimuli (flankierte Pfeile in den Experimenten 1 und 2, rotierte Buchstaben in Experiment 3) auf den Bildschirm gelenkt. Dadurch sollte sichergestellt werden, dass die Probanden die Bilddistraktoren auch ausreichend verarbeiten (und z. B. nicht die Geräusche mit geschlossenen Augen benennen). Die Verwendung von Bilddistraktoren im Vergleich zu Wortdistraktoren, die typischerweise in solchen Benennungsaufgaben genutzt werden (z. B. Damian & Martin, 1999; Hantsch et al., 2005, 2009; Lupker, 1979; Stroop, 1935), ermöglichte zudem die Überprüfung von Annahmen aktueller Sprachproduktionsmodelle (z. B. 
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Finkbeiner & Caramazza, 2006a; Levelt et al., 1999; Mahon et al., 2007; Roelofs, 1992), die unterschiedliche Vorhersagen über die Beobachtbarkeit semantischer Kontexteffekte in einer solchen Geräusch-Bild-Interferenzaufgabe treffen. Das Auffinden eines kongruenten Erleichterungseffekts mithilfe von kongruenten im Vergleich zu unrelatierten Bilddistraktoren wäre mit den Annahmen aller Sprachproduktionsmodelle vereinbar und daher auch in einer in einer Geräusch-Bild-Interferenzaufgabe zu erwarten. Somit stellt der kongruente Erleichterungseffekt zugleich eine Art Kontrolleffekt dar, der die generelle Wirksamkeit des experimentellen Designs demonstrieren würde. Semantische Interferenzeffekte, die durch semantisch relatierte im Vergleich zu unrelatierten Bilddistraktoren induziert werden, werden allerdings nicht von allen Modellen vorhergesagt. Sofern semantische Interferenzeffekte auf allgemeinen Prozessen beruhen – wie zum Beispiel von Vertretern kompetitiver Modelle der lexikalischen Selektion angenommen (siehe Levelt et al., 1999; Roelofs, 1992) – sollten diese Effekte auch auf eine Aufgabenkonfiguration mit natürlichen Geräuschen als auditive Targets generalisierbar sein. Das bedeutet, dass sich der semantische Interferenzeffekt auch in einer Geräusch-Bild-Interferenzaufgabe zeigen sollte. Sofern semantische Interferenzeffekte allerdings auf Aufgabenkonfigurationen mit visuellen Stimuli (typischerweise Bild-Wort-Interferenzaufgaben) beschränkt sind – wie von Vertretern nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) angenommen – sollte jedoch kein semantischer Interferenzeffekt in einer Geräuschbenennungsaufgabe mit Bilddistraktoren zu finden sein.  6.1   EXPERIMENT 1   In Experiment 1 wurden semantische Kontexteffekte in einer neuartigen Geräusch-Bild-Interferenzaufgabe untersucht. Probanden benannten dabei natürliche Geräusche, während sie Bilddistraktoren ignorierten. Diese Distraktoren waren entweder kongruent, semantisch relatiert oder unrelatiert zum Geräuschtarget. Der zeitliche Abstand zwischen Target- und Distraktor-Onset wurde ebenfalls systematisch variiert. Entweder erschien das Bild vor dem Geräusch (Distraktor-SOA -200 ms) oder Bild und Geräusch wurden zeitgleich präsentiert (Distraktor-SOA 0 ms). Die Verwendung mehrerer Distraktor-SOAs hatte zum Ziel, die Sensitivität des experimentellen Designs zu erhöhen, semantische Kontexteffekte in einem für 
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Geräusche und Bilder sensiblen SOA-Bereich beobachten zu können. Außerdem wurden Catch-Trials implementiert (25% aller Trials), in denen die Probanden nach der Benennung der Geräusche jeweils zusätzlich per Tastendruck auf die Richtung eines flankierten Pfeils reagieren sollten. Durch diese Catch-Trials sollte sichergestellt werden, dass die Probanden die Bilddistraktoren nicht vollständig ignorieren können (z. B. durch Schließen der Augen oder Senken des Blicks). Im Vergleich zur unrelatierten Distraktorbedingung war zu erwarten, dass die Probanden schneller auf die Geräusche reagieren (und ggf. weniger Fehler produzieren), wenn diese mit einem kongruenten Bild präsentiert werden. Solch ein kongruenter Erleichterungseffekt würde den Vorhersagen aller anerkannten Modelle entsprechen (z. B. Finkbeiner & Caramazza, 2006a; Levelt et al., 1999; Mahon et al., 2007; Roelofs, 1992), vorausgesetzt, dass die Bilder semantisch verarbeitet werden. Hinsichtlich der semantisch relatierten Distraktorbedingung lassen sich im Vergleich zur unrelatierten Distraktorbedingung je nach Modellannahme unterschiedliche Vorhersagen treffen. Aus der Sicht kompetitiver Modelle (z. B. Levelt et al., 1999; Roelofs, 1992) wäre semantische Interferenz (d. h. langsamere Antworten und ggf. mehr Fehler) bei der Geräuschbenennung durch semantisch relatierte Bilder zu erwarten, sofern die Bilder semantisch verarbeitet werden und zu einer hinreichend starken Aktivierung von entsprechenden lexikalischen Repräsentationen führen. Aus Sicht nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) sollte jedoch keine semantische Interferenz mit Bilddistraktoren auftreten, da diese Distraktoren (im Gegensatz zu Wortdistraktoren, die in Bild-Wort-Interferenzaufgaben eingesetzt werden) nicht privilegiert verarbeitet werden. Folglich sollte die semantisch relatierte Distraktorbedingung nicht zu längeren Antworten führen als die unrelatierte Distraktorbedingung (vgl. Damian & Bowers, 2003; Navarrete & Costa, 2005). Potenziell wären in diesem Fall sogar schnellere Antworten durch semantisches Priming vorstellbar (z. B. La Heij et al., 2003).  6.1.1   METHODE   Stichprobe. Es nahmen 24 Probanden (davon 21 weiblich) im Alter von 20 – 29 Jahren (M = 25,0, SD = 2,6) an der Untersuchung teil. Kein Proband nahm an  
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mehr als einem der in dieser Arbeit berichteten Experimente teil7. Material. Es wurden dieselben 32 Geräusche und Bilder als experimentelle Stimuli wie auch in der Studie von Mädebach et al. (2017) verwendet. Die Geräuschdauer variierte zwischen 702 ms und 1.572 ms und betrug durchschnittlich 1.246 ms (SD = 214 ms). Die Bilder waren einfache Linienzeichnungen mit schwarzen Konturen auf weißem Hintergrund (RGB 255 255 255), die mit einer maximalen Kantenlänge von jeweils 300 Pixeln auf einem Quadrat von 320 x 320 Pixeln zentriert waren (entspricht einem Sehwinkel von etwa 8,4° x 8,4° bei einer Entfernung von 60 cm zum Monitor). In der kongruenten Distraktorbedingung wurden die Geräuschtargets mit Bildern präsentiert, die mit der Geräuschquelle gleichgesetzt und auf ein gemeinsames Konzept zurückgeführt werden konnten (z. B. Geräusch: Krähen(Hahn), Bild: Hahn, Konzept: HAHN). In der semantisch relatierten Distraktorbedingung wurden die Targets mit Distraktoren aus derselben semantischen Kategorie präsentiert (z. B. Bild: Ente). In der unrelatierten Distraktorbedingung wurden die Targets mit Distraktoren präsentiert, die weder phonologisch ähnlich noch semantisch zum Target relatiert waren (z. B. Bild: Klingel). Eine weitere unrelatierte Distraktorbedingung (z. B. Bild: Orgel) wurde verwendet, um Catch-Trials zu kreieren. In Catch-Trials wurde zusätzlich zu den Geräuschen und Bildern ein von jeweils drei Rauten flankierter Pfeil präsentiert, dessen Spitze entweder nach rechts (###>###) oder nach links (###<###) zeigte. Durch diese Form der Maskierung sollte eine periphere Verarbeitung der Pfeile ausgeschlossen werden (Roelofs, 2008b). Die flankierten Pfeile wurden mithilfe der Software GIMP (GIMP Development Team, 2014) erstellt und in der Schriftart Arial auf einem Rechteck von 140 x 40 Pixel zentriert präsentiert (entspricht einem Sehwinkel von etwa 3,9° x 1,1° bei einer Entfernung von 60 cm zum Monitor). Die Catch-Trials wurden implementiert, um sicherzustellen, dass die Probanden während des Experiments auf den Bildschirm schauten. Da die Pfeile zudem mittig auf den Bildern präsentiert wurden, also folglich beide Stimuli im visuellen Feld räumlich überlagert waren, war davon auszugehen, dass auch die Bilder entsprechend mitverarbeitet werden (Scheinwerfermetapher der visuellen Aufmerksamkeit, Posner, 1978, 1980; Posner et al., 1980). In Abbildung 5 ist ein solcher Catch-Trial beispielhaft illustriert.                                                            7 Dieses Kriterium betrifft die Experimente 1 – 8 sowie die Experimente 9 – 11 unabhängig voneinander, da es sich jeweils um inhaltlich verschiedene Experimentreihen handelte. 
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 Abbildung 5. Beispielstimuli in einem Catch-Trial in der Geräuschbenennungsaufgabe. Die von Rauten flankierten Pfeile erschienen immer mittig auf den Bilddistraktoren. Die Probanden wurden instruiert, zuerst das Geräusch zu benennen und anschließend auf die Pfeilrichtung der flankierten Pfeile per Tastendruck zu reagieren.  Für die Präsentation in Übungs- und Warm-up-Trials wurden acht weitere Geräusche und Bilder verwendet. Eine Liste der experimentellen Items und der jeweiligen Distraktorzuordnungen kann im Appendix C eingesehen werden. Laborausstattung. Die Datenerhebung erfolgte an einem Computer mit NESU-Setup (Max-Planck-Institut für Psycholinguistik, Nijmegen, Niederlande). Die Geräusche wurden über Kopfhörer (Sennheiser HD 280 Professional) präsentiert. Die Bilder wurden auf einem 19-Zoll TFT-Monitor (EIZO S1910) mit einer Auflösung von 1.280 x 1.024 Pixeln präsentiert. Verbale Antworten der Probanden wurden mit einem Mikrophon (Sennheiser ME 64) und mithilfe eines Nesubox-Lite Hardware Voicekeys aufgezeichnet. Für die Catch-Trials wurde zusätzlich eine Buttonbox mit zwei gleichfarbigen Tasten verwendet. Design. Die beiden unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert, Catch) und Distraktor-SOA (-200 ms, 0 ms) waren vollständig gekreuzt und wurden innerhalb von Probanden und Items getestet. Als abhängige Variablen wurden Reaktionszeiten und Fehlerraten gemessen, und zwar für jede Kombination der unabhängigen Variablen. Die Distraktor-SOAs wurden blockweise dargeboten. Die Abfolge der Distraktor-SOAs war über Probanden ausbalanciert, das heißt, die Hälfte der Probanden bekam in der ersten Hälfte des Experiments Distraktor-SOA -200 ms und in der zweiten Hälfte des Experiments Distraktor-SOA 0 ms präsentiert, während die andere Hälfte der Probanden die Distraktor-SOAs in umgekehrter Reihenfolge präsentiert bekam. Jede Distraktorbedingung kam gleich häufig in jedem experimentellen Block vor. Auch in Catch-Trials wurde jede 
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Pfeilrichtung innerhalb eines Blocks gleich häufig präsentiert. Um die Abfolge der Distraktorbedingungen pro Item auszubalancieren, wurde ein sequentiell ausbalanciertes Lateinisches Quadrat verwendet (Bortz & Schuster, 2010). Das bedeutet, dass in Abhängigkeit von den insgesamt vier Distraktorbedingungen pro Item vier parallele Listen erstellt wurden. In jeder dieser Listen wurden alle Items einmal präsentiert, bevor sie sich wiederholen konnten. Die Abfolge der Items war in jeder dieser vier parallelen Listen gleich, allerdings waren die Distraktorbedingungen pro Item jeweils unterschiedlich. Die Distraktorbedingungen waren so zugewiesen, dass innerhalb der vier parallelen Listen jede Distraktorbedingung sowohl vor als auch nach den jeweils anderen Distraktorbedingungen dargeboten wurde. Dadurch sollten vor allem potenzielle Effekte der Darbietungsreihenfolge der einzelnen Distraktorbedingungen eliminiert werden. Jede parallele Liste wurde in drei Pseudorandomisierungen verwendet. Die Trials wurden dabei mithilfe der Software Mix (van Casteren & Davis, 2006) randomisiert. Es wurden folgende Kriterien angewendet: (a) Targets durften sich frühestens nach vier Trials wiederholen, (b) keine Wiederholung einer spezifischen Abfolge zweier Targets, (c) Distraktoren durften sich frühestens nach zwei Trials wiederholen, (d) keine Wiederholung von Targets und entsprechenden Distraktoren in aufeinanderfolgenden Trials, (e) maximal drei Wiederholungen derselben Distraktorbedingung, (f) keine Wiederholung von Targets mit demselben Anlaut, (g) maximal zwei Wiederholungen von Targets aus derselben semantischen Kategorie. Ausgehend von den zwei möglichen Abfolgen der beiden Distraktor-SOAs sowie der Anzahl der parallelen Listen und Pseudorandomisierungen, resultierten insgesamt 24 experimentelle Listen. Jede Liste wurde einmal verwendet. Durchführung. Die Untersuchungen wurden in einem Labor der Forschungsgruppe Kognitionspsychologie der Universität Leipzig als Einzeltestung durchgeführt. Die Probanden nahmen dabei an einem Tisch vor einem Computerbildschirm Platz, wo bereits eine schriftliche Instruktion und Kopfhörer bereitlagen. Der Abstand vom Kopf eines Probanden zum Bildschirm betrug etwa 60 cm und das Mikrophon zum Aufzeichnen der verbalen Antworten war in einem Abstand von etwa 30 cm positioniert. Die Geräusche wurden jedem Probanden mit gleicher Lautstärke präsentiert und auch die Beleuchtungsverhältnisse wurden im Raum konstant gehalten. Zwischen Proband und Versuchsleiter war außerdem eine 
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Trennwand aufgestellt. Im Allgemeinen lautete die Aufgabe, die präsentierten Geräusche so schnell und so korrekt wie möglich zu benennen. In einer Vertrautmachungsphase (40 Trials) wurden die Geräusche (32 experimentelle Items, acht Übungsitems) einzeln nacheinander, aber gleichzeitig mit dem jeweilig passenden Bild präsentiert. Nach 1.000 ms erschien der Name des Geräuschs unmittelbar unter dem Bild und nach weiteren 3.000 ms (Antwortfenster) verschwanden Bild und Name wieder. Die Probanden wurden instruiert, die eingeblendeten Namen laut vorzulesen. Jeder Trial startete mit einer Vorlaufzeit8 von 500 ms, woraus eine Trialdauer von insgesamt 4.500 ms resultierte. In einer zweiten Phase (40 Trials) wurden die Geräusche und Bilder erneut zeitgleich präsentiert, allerdings wurde jedes Bild nur noch 800 ms gezeigt und es wurde kein Name mehr unter den Bildern eingeblendet. Abermals hatten die Probanden mit Erscheinen der Geräusche und Bilder 3.000 ms Zeit, den zugehörigen Namen zu produzieren. Die Probanden wurden ausdrücklich darauf hingewiesen, nur die zuvor genutzten Namen zu verwenden. Abweichende Benennungen wurden vom Versuchsleiter am Ende der Testphase korrigiert. Mit einer Vorlaufzeit von 1.000 ms dauerte ein Trial etwa 4.000 ms. In zwei anschließenden Übungsblöcken wurden die Probanden Schritt für Schritt an die nachfolgende experimentelle Testsituation herangeführt. In beiden Blöcken wurden ausschließlich Übungsitems verwendet. Die in den Übungsblöcken genutzte Distraktor-SOA orientierte sich dabei an der Distraktor-SOA des ersten Experimentalblocks. Im ersten Übungsblock (12 Trials) wurden die Geräusche entweder mit kongruenten (drei Trials) oder unrelatierten Bildern (neun Trials) dargeboten. Unabhängig vom jeweilig gezeigten Bild sollten die Probanden nur die Geräusche benennen. Im zweiten Übungsblock (12 Trials) wurden ebenfalls Geräusche und kongruente (drei Trials) oder unrelatierte Bilder (sechs Trials) präsentiert sowie erstmalig auch Catch-Trials (drei Trials) eingeführt. Den Probanden wurde mitgeteilt, dass in einigen Durchgängen zusätzlich ein Pfeil inmitten einer Reihe von Rauten erscheinen konnte. In diesem Fall sollten sie aber auch weiterhin zuerst die Geräusche benennen und erst im Anschluss eine der Pfeilrichtung entsprechende Taste drücken (###>### – rechte Taste bzw. ###<### – linke Taste).                                                           8 Bevor Stimuli in einem NESU-Setup präsentiert werden können, müssen diese zunächst in den Arbeitsspeicher des Computers geladen werden. Dadurch soll eine zeitlich exakte Abfolge von Ereignissen innerhalb eines Trials gewährleistet werden. Dieser Vorgang benötigt Zeit, da immer nur ein Stimulus gleichzeitig geladen werden kann. Die zeitgleiche Präsentation mehrerer Stimuli ist aber möglich. 
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Die Probanden erhielten die Anweisung, während des gesamten Experiments auf den Bildschirm (aber nicht explizit auf die Bilder) zu achten, damit ihnen keiner der präsentierten Pfeile entgeht. Auf die Übungsphase folgten vier experimentelle Blöcke mit je 64 Trials. Jeweils zwei aufeinanderfolgenden Blöcken war eine Distraktor-SOA zugeordnet. In zwei zusammenhängenden SOA-Blöcken wurde jedes Item in jeder Distraktorbedingung einmal präsentiert. Die Abfolge der Distraktor-SOAs und Distraktorbedingungen war von der jeweilig verwendeten experimentellen Liste abhängig. Zwischen den Blöcken gab es jeweils eine kurze Pause. Nach jeder Pause und vor Beginn eines Blocks wurden zwei Warm-up-Trials mit Übungsitems präsentiert. In Übungs-, Warm-up- und experimentellen Trials wurden die Bilddistraktoren entweder vor (Distraktor-SOA -200 ms) oder zeitgleich mit dem Geräuschtarget (Distraktor-SOA 0 ms) dargeboten. Die Präsentationsdauer der Bilder betrug dabei 1.500 ms. Dies entsprach in etwa der Dauer des längsten Geräuschs. Mit Erscheinen des Targets öffnete sich ein Antwortfenster von 3.000 ms. In Catch-Trials wurde zusätzlich ein von Rauten flankierter Pfeil präsentiert. Dieser erschien in einem Zufallsintervall von 200 ms bis 999 ms nach Distraktor-Onset und verschwand zeitgleich mit Distraktor-Offset. Da neben der verbalen Antwort auf die Geräusche in Catch-Trials auch eine manuelle Antwort auf die Pfeile erforderlich war, endete ein Trial jeweils nach 4.800 ms (einschließlich 500 ms Vorlaufzeit), und zwar unabhängig davon, ob es sich dabei um einen gewöhnlichen experimentellen Trial oder um einen Catch-Trial handelte. Dadurch und durch den variablen Onset der Pfeile waren Catch-Trials zunächst nicht von anderen Trials zu unterscheiden, sodass die Probanden den Bildschirm zu jeder Zeit im Blick behalten mussten. Im Anschluss an den letzten Experimentalblock wurde noch eine kurze Nachbefragung durchgeführt. Dabei wurden unter anderem erlebte Schwierigkeiten oder Strategien der Probanden abgefragt. Eine experimentelle Sitzung dauerte durchschnittlich etwa 45 Minuten.  6.1.2   ERGEBNISSE   Die Aufbereitung der Rohdaten und die statistischen Analysen wurden mithilfe der Software R (R Core Team, 2016) durchgeführt. Die Rohdaten aller in dieser 
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Arbeit berichteten Experimente sowie die Skripte der jeweiligen Hauptanalysen können im Open Science Framework (OSF) eingesehen werden (siehe: https://osf.io/c93vs). Die Korrektheit der verbalen Antworten wurde während der Testung durch den Versuchsleiter kontrolliert. Als fehlerhaft wurden Antworten eingestuft, (a) wenn Geräusche mit einem anderen als dem vorgegebenen Namen oder gar nicht benannt wurden, (b) wenn nicht fließend gesprochen wurde, (c) wenn der Voicekey durch das Öffnen der Lippen oder andere nicht-sprachliche Laute des Probanden ausgelöst wurde oder (d) wenn der Voicekey durch Außengeräusche oder einen technischen Fehler frühzeitig oder nicht rechtzeitig ausgelöst wurde. Trials mit fehlerhaften Antworten wurden von den Reaktionszeitanalysen ausgeschlossen. Zusätzlich wurden Trials ausgeschlossen, in denen Reaktionszeiten von weniger als 300 ms oder mehr als 3.000 ms registriert wurden, da diese vermutlich keine regulären Sprachproduktionsprozesse abbilden oder aufgrund eines technischen Fehlers sogar außerhalb des Antwortfensters lagen. Einschließlich der kodierten Fehler waren dies insgesamt 361 Beobachtungen (7,8%). In den Fehleranalysen wurden allerdings nur Fehler berücksichtigt, die auf Probanden zurückgeführt werden konnten (a – c). Dies waren 356 Beobachtungen (7,7%). Weitere 76 Beobachtungen (1,6%) wurden als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Als Ausreißer wurden Reaktionszeiten definiert, die mehr als 2 SDs vom jeweiligen Mittelwert eines Probanden und eines Items für jede Kombination der unabhängigen Variablen (Distraktorbedingung, Distraktor-SOA) abwichen. Dieses Kriterium zur Bestimmung der Ausreißer wurde auch in allen anderen Experimenten, die in dieser Arbeit berichtet werden, angewendet. Catch-Trials wurden separat analysiert. Der prozentuale Anteil korrekter Antworten erlaubte Rückschlüsse darüber, wie gewissenhaft die Probanden die Aufgabe gelöst und ob sie den Instruktionen Folge geleistet hatten. In diesem Experiment reagierten die Probanden sehr präzise auf die flankierten Pfeile (korrekte Antworten: M = 97,3%, SD = 2,5%, Spannweite: 90,6% – 100%). Dies deutet darauf hin, dass die Probanden während des Experiments instruktionsgemäß auf den Bildschirm geschaut hatten und dass die erzielten Daten interpretierbar sind. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden Varianzanalysen (ANOVAs) mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, 
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unrelatiert) und Distraktor-SOA (-200 ms, 0 ms) berücksichtigt. Zur weiterführenden Aufklärung von Mittelwertunterschieden mehrstufiger Faktoren und Interaktionen wurden zudem t-Tests gerechnet. Für die Beurteilung der statistischen Signifikanz wird ein Signifikanzniveau von 5,0% (α = .05) angenommen. Als Maß für die Effektstärke ist das generalisierte Eta-Quadrat beziehungsweise Cohens dz angegeben (siehe z. B. Bakeman, 2005; Lakens, 2013; Olejnik & Algina, 2003). Bei Verletzung der Sphärizitätsannahme (Mauchly-Test: p < .05) werden Greenhouse-Geisser korrigierte Freiheitsgrade (df) und entsprechende p-Werte berichtet. Es werden außerdem Probanden- (F1 bzw. t1) sowie Itemanalysen (F2 bzw. t2) berichtet, um eine bessere Generalisierbarkeit zu ermöglichen (vgl. Clark, 1973). In Tabelle 1 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung, getrennt nach sowie gemittelt über Distraktor-SOA, abgebildet.  Tabelle 1 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach und gemittelt über Distraktor-SOA, in Experiment 1.  Distraktor-SOA  -200 ms 0 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR kongruent     866 (22)   2,3 (0,6)    909 (21)   3,4 (0,8)    888 (20)   2,9 (0,4) semantisch 1.121 (22) 11,6 (1,3) 1.183 (18) 10,8 (1,3) 1.151 (18) 11,2 (0,9) unrelatiert 1.063 (22)   9,2 (1,5) 1.121 (20)   9,0 (1,3) 1.092 (19)   9,1 (1,0)   kongruent – unrelatiert   -197 (11)  -6,9 (1,5)   -212 (18)  -5,6 (1,4)   -204 (12)  -6,2 (1,0)  ***/*** ***/*** ***/*** ***/** ***/*** ***/*** semantisch – unrelatiert      58 (10)   2,4 (1,2)      62 (15)   1,8 (1,2)      59   (9)   2,1 (0,8)  ***/** ns/ns ***/*** ns/ns ***/*** */ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1.60, 36.78) = 270.29, p < .001, ηG2 = .556; F2(1.69, 52.45) = 153.00, p < .001, ηG2 = .330. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die verbalen Antworten schneller, wenn die Geräusche in der kongruenten Distraktorbedingung präsentiert wurden, t1(23) = 17.53, p < .001, dz = 3.579; t2(31) = 13.22, p < .001, dz = 2.337, und langsamer, wenn die Geräusche in der semantisch 
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relatierten Distraktorbedingung präsentiert wurden, t1(23) = 6.44, p < .001, dz = 1.315; t2(31) = 4.68, p < .001, dz = 0.828. Außerdem zeigte sich ein Haupteffekt der Distraktor-SOA, F1(1, 23) = 12.41, p = .002, ηG2 = .067; F2(1, 31) = 56.72, p < .001, ηG2 = .031. Im Vergleich zu Trials, in denen beide Stimuli gleichzeitig dargeboten wurden (Distraktor-SOA 0 ms), waren die Reaktionszeiten schneller, wenn der Onset der Bilder dem Onset der Geräusche vorausging (Distraktor-SOA -200 ms). Allerdings konnte keine statistisch signifikante Interaktion von Distraktorbedingung und Distraktor-SOA gefunden werden, Fs < 1.  In den Fehleranalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 49.00, p < .001, ηG2 = .286; F2(2, 62) = 19.96, p < .001, ηG2 = .153. Im Vergleich zur unrelatierten Distraktorbedingung passierten weniger Fehler in der kongruenten Distraktorbedingung, t1(23) = 6.12, p < .001, dz = 1.249; t2(31) = 4.14, p < .001, dz = 0.731, und mehr Fehler in der semantisch relatierten Distraktorbedingung. Allerdings war der zuletzt genannte Kontrast nur in der Probandenanalyse signifikant, t1(23) = 2.71, p = .012, dz = 0.554; t2(31) = 1.81, p = .080, dz = 0.320. Es konnte kein Haupteffekt der Distraktor-SOA und keine Interaktion von Distraktorbedingung und Distraktor-SOA gefunden werden, Fs < 1.  6.1.3   DISKUSSION  Im ersten Experiment dieser Reihe konnten sowohl ein kongruenter Erleichterungs- als auch ein semantischer Interferenzeffekt gefunden werden. Probanden benannten die Geräusche (z. B. Krähen(Hahn)) schneller und machten weniger Fehler, wenn die Geräusche mit kongruenten Bildern präsentiert wurden (z. B. Hahn). Außerdem benannten die Probanden die Geräusche langsamer und machten mehr Fehler, wenn die Geräusche mit semantisch relatierten Bildern präsentiert wurden (z. B. Ente). Diese Befunde konnten jeweils im Vergleich zu unrelatierten Bildern (z. B. Klingel) gezeigt werden. Beide Effekte waren unabhängig von der Distraktor-SOA zu beobachten. Allerdings zeigte sich auch, dass die Probanden generell schneller auf die Geräusche reagierten, wenn die Bilder bereits kurz vor dem Geräusch-Onset erschienen (Distraktor-SOA -200 ms) im Vergleich zu einer zeitgleichen Präsentation der Geräusche und Bilder (Distraktor-SOA 0 ms). Dies deutet darauf hin, dass die zeitliche Separation von Target und Distraktor eine erleichternde Wirkung auf die Targetverarbeitung hat. Möglicherweise fiel es den 
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Probanden leichter sich auf die Geräusche zu konzentrieren, wenn sie weniger Informationen zur gleichen Zeit beachten mussten (siehe z. B. auch Sailor et al., 2009; Schriefers et al., 1990). Das Auffinden des Erleichterungseffekts durch kongruente Bilddistraktoren bei der Geräuschbenennung deutet darauf hin, dass die Bilder ausreichend verarbeitet wurden, um die Geräuschverarbeitung zu beeinflussen. Das bedeutet, dass das experimentelle Design sensitiv genug war, um semantische Kontexteffekte in einer Geräuschbenennungsaufgabe zu finden. Ebenfalls zeigt sich, dass die vergleichsweise langsamen Reaktionszeiten, die bei der Geräuschbenennung gemessen werden, durch von Bilddistraktoren induzierte semantische Kontexte moduliert werden können. Der beobachtete Erleichterungseffekt ist sowohl mit kompetitiven als auch nicht-kompetitiven Modellen der lexikalischen Selektion vereinbar. Dabei ist der Effekt vermutlich auf die Beschleunigung früher perzeptueller Prozesse (z. B. Geräuschidentifikation) oder Antwortkongruenz (z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) zurückführbar, die durch kongruente Bilddistraktoren ausgelöst werden. Durch Bilddistraktoren induzierte semantische Interferenzeffekte, wie sie in Experiment 1 beobachten wurden, werden jedoch nicht von allen Modellen vorhergesagt. Kompetitive Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) sind durchaus kompatibel mit den erzielten Ergebnissen. In solchen Modellen wird semantische Interferenz nämlich immer dann vorhergesagt, wenn semantisch relatierte (z. B. kategorial nebengeordnete) Targets und Distraktoren zugehörige Lemmata jeweils stark genug aktivieren können, sodass diese einen kritischen Schwellenwert erreichen und während der lexikalischen Selektion miteinander konkurrieren können. Nicht-kompetitive Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) können diese Befunde jedoch nicht ohne Weiteres erklären. In solchen Modellen spielt zwar auch die semantische Relatiertheit von Target und Distraktor eine Rolle (sog. Antwortrelevanz), doch ist nur für Wortdistraktoren (und nicht Bilddistraktoren) der privilegierte Zugang zum prä-artikulatorischen Ausgabepuffer vorgesehen. Allerdings ergibt sich ein alternativer Erklärungsansatz, wenn diese Modelle als eine Art Pferderennen-Modell (z. B. Logan & Cowan, 1984) interpretiert werden. Dies würde jedoch implizieren, dass nicht nur Wörter, sondern generell der am schnellsten verarbeitete Stimulus (unabhängig davon, ob Wort, Bild oder Geräusch) vorrangig in den prä-artikulatorischen 
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Ausgabepuffer gelangt. Denn wie sich zeigte, benötigten die Probanden im Durchschnitt mehr als 1.000 ms, um auf die Geräusche zu reagieren. Das bedeutet, dass die Benennung von natürlichen Geräuschen wesentlich langsamer erfolgt als die Benennung entsprechender Bilder, auf welche die Probanden mit durchschnittlich weniger als 700 ms reagierten, wie in der Studie von Mädebach et al. (2017) gezeigt werden konnte. Diese unterschiedlichen Reaktionszeiten, die bei der Geräusch- und Bildbenennung gemessen wurden, sind auch mit den Ergebnissen anderer Studien vereinbar (z. B. Ballas, 1993; Snodgrass & Yuditsky, 1996). Es ist demzufolge durchaus möglich, dass durch die schnellere Verarbeitung der Bilddistraktoren (im Vergleich zu den Geräuschtargets) zuerst der jeweilige Bildname in den prä-artikulatorischen Ausgabepuffer gelangte und entfernt werden musste, bevor der jeweilige Geräuschname produziert werden konnte. Allerdings erscheint diese Erklärung im Hinblick auf andere Studien, in denen Bildtargets benannt sowie Bild- oder Geräuschdistraktoren ignoriert werden sollten (z. B. Jescheniak et al., 2014; Mädebach et al., 2017) und in denen ebenfalls semantische Kontexteffekte beobachtet wurden, nicht sehr plausibel. Auf diesen Sachverhalt soll aber an späterer Stelle während der Diskussion der Experimente 1 – 3 beziehungsweise der Experimente 4 – 8 noch ausführlicher eingegangen werden. Unabhängig davon, ob die erzielten Ergebnisse eher mit kompetitiven oder nicht-kompetitiven Modellen erklärt werden können, ist das Vorhandensein des semantischen Interferenzeffekts in Experiment 1 ein interessanter Befund. Schließlich liefern Bilddistraktoren in anderen Benennungsaufgaben typischerweise keine konsistenten Ergebnisse. So wurden in einigen Studien entweder keine semantischen Interferenzeffekte oder sogar Erleichterungseffekte mit semantisch relatierten im Vergleich zu unrelatierten Bilddistraktoren gefunden (z. B. Damian & Bowers, 2003; La Heij et al., 2003; Navarrete & Costa, 2005). Allerdings scheinen semantische Interferenzeffekte mit Bilddistraktoren beobachtbar zu sein, wenn durch die Aufgabenkonfiguration gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt wird (z. B. Jescheniak et al., 2014; Matushanskaya et al., 2016). Die in diesem Experiment beobachteten Ergebnisse stehen im Einklang mit den zuletzt genannten Befunden, da durch die Verwendung von Catch-Trials ebenfalls von einer gezielten Lenkung der Aufmerksamkeit auf die Bilddistraktoren ausgegangen werden kann. Nicht zuletzt aufgrund der unklaren Befundlage in Bezug auf die Wirkung von Bilddistraktoren in Benennungsaufgaben sollten die Ergebnisse von Experiment 1 in 
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einem weiteren Experiment geprüft werden. Neben einer angestrebten Replikation der Ergebnisse von Experiment 1 sollte außerdem die Entstehung der semantischen Kontexteffekte bei der Geräuschbenennung untersucht werden. Denn zur Debatte steht nicht nur, ob die Effekte während der lexikalischen Selektion oder zu einem späteren Zeitpunkt entstehen. Vorstellbar wäre auch, dass die Effekte auf wesentlich frühere, perzeptuelle Prozesse zurückzuführen sind. Dies könnte insbesondere deshalb der Fall sein, da Geräusche und Bilder (im Gegensatz zu Wörtern) zunächst identifiziert und konzeptuell verarbeitet werden müssen, bevor eine sprachliche Absicht induziert werden und die Aktivierung zugehöriger Lemmata erfolgen kann (siehe z. B. Bock & Levelt, 1994). Die Lokalisation der Effekte spielt vor allem bei der aktuellen Modelldiskussion eine entscheidende Rolle. Während frühere Studien, in denen Geräusche und Bilder verwendet wurden (z. B. Chen & Spence, 2010; Iordanescu et al., 2008; Yuval-Greenberg & Deouell, 2009), auf eine zumindest teilweise Beteiligung perzeptueller Prozesse bei der Entstehung des kongruenten Erleichterungseffekts in der Geräuschbenennungsaufgabe hinweisen, stützen sich kompetitive (z. B. Levelt et al., 1999; Roelofs, 1992) und nicht-kompetitive Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) auf die Annahme, dass semantische Interferenzeffekte auf post-perzeptuelle Verarbeitungsprozesse zurückführbar sind. Da bisher aber noch keine publizierten Studien zu Geräusch-Bild-Interferenzaufgaben (oder allgemein zu semantischen Kontexteffekten in Benennungsaufgaben mit Geräuschtargets) vorliegen, können auch keine genaueren Aussagen zur Entstehung semantischer Kontexteffekte in einer solchen Aufgabenkonfiguration abgeleitet werden. Diese Fragestellung wurde in den nachfolgenden Experimenten (Experimente 2 und 3) adressiert.  6.2   EXPERIMENT 2  In einem Doppelaufgabenexperiment sollte die Entstehung semantischer Kontexteffekte bei der Benennung natürlicher Geräusche untersucht werden. Dazu wurde die Geräuschbenennungsaufgabe aus Experiment 1 mit einer nicht-lexikalischen manuellen Entscheidungsaufgabe kombiniert. Zu diesem Zweck wurde die in den Catch-Trials des vorangegangenen Experiments verwendete Pfeilentscheidungsaufgabe genutzt. Wie in anderen Doppelaufgabenexperimenten (z. B. Dell’Acqua et al., 2007; Piai & Roelofs, 2013) wurden die Probanden instruiert, 
                                                                                                                     GERÄUSCHBENENNUNG MIT BILDDISTRAKTION 
59 
auf zwei unterschiedliche Stimuli in einer vorgegebenen Reihenfolge zu reagieren. In diesem Fall bedeutete das, dass die Probanden immer zuerst eine der Richtung des Pfeils entsprechende Taste drücken sollten (Erstaufgabe), bevor sie das Geräusch benannten (Zweitaufgabe). Wie ebenfalls typisch in solchen Studien wurde auch der zeitliche Abstand der Targets der beiden Aufgaben (Aufgaben-SOA) manipuliert. Beide Targets erschienen entweder gleichzeitig (Aufgaben-SOA 0 ms) oder das Target der Zweitaufgabe erschien mit einer zeitlichen Verzögerung (Aufgaben-SOA 500 ms). Allerdings wurde der zeitliche Abstand zwischen Target- und Distraktor-Onset in der Geräuschbenennungsaufgabe in diesem Experiment konstant gehalten (Distraktor-SOA 0 ms). Auf der Grundlage anderer Doppelaufgabenexperimente, in denen Sprachproduktionsprozesse untersucht wurden (z. B. Dell’Acqua et al., 2007; Piai & Roelofs, 2013), konnten die folgenden Hypothesen abgeleitet werden. Da die Probanden zuerst auf die Pfeile reagieren sollten, war anzunehmen, dass sich die Reaktion auf die Geräusche aus der Zweitaufgabe solange verzögert, bis die Antwortselektion der Erstaufgabe abgeschlossen ist. Dies würde den in diesen Aufgaben typischen PRP-Effekt replizieren und sich in langsameren Reaktionszeiten in der Zweitaufgabe bei einer kurzen Aufgaben-SOA im Vergleich zur langen Aufgaben-SOA zeigen. Falls die in Experiment 1 beobachteten semantischen Kontexteffekte tatsächlich auf perzeptuellen Verarbeitungsprozessen beruhen, sollten diese Effekte aufgrund des durch die Erstaufgabe erzeugten kognitiven Slacks absorbiert werden, vorausgesetzt, dass dieser kognitive Slack ausreichend groß ist (siehe Pashler, 1994; Welford, 1952, 1967, sowie die Erläuterungen in Kapitel 3.1, S. 19 ff.). Das heißt, die semantischen Kontexteffekte sollten bei einer kurzen Aufgaben-SOA (0 ms) nicht länger beobachtbar sein. Sollten die Effekte aber nur anteilig auf perzeptuellen Prozessen beruhen, so sollte die jeweilige Reaktionszeitdifferenz zumindest kleiner werden. Bei einer längeren Aufgaben-SOA (500 ms) sollten die semantischen Kontexteffekte aber beobachtbar sein, da in diesem Fall keine oder eine nur unerhebliche Überlappung von Teilprozessen beider Aufgaben stattfinden sollte, sodass eine separate Verarbeitung von Erst- und Zweitaufgabe angenommen werden kann (Unteradditivität von semantischen Kontext- und PRP-Effekten). Wenn die semantischen Kontexteffekte jedoch während einer post-perzeptuellen Verarbeitung entstehen, sollten die Effekte unabhängig von der Aufgaben-SOA in vergleichbarer Stärke beobachtbar sein. Das heißt, die 
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jeweiligen Reaktionszeitdifferenzen sollten sich nicht zwischen kurzer und langer Aufgaben-SOA unterscheiden (Additivität von semantischen Kontext- und PRP-Effekten).  6.2.1   METHODE   Stichprobe. Es nahmen 24 Probanden (davon 20 weiblich) im Alter von 19 – 39 Jahren (M = 24,3, SD = 5,4) an der Untersuchung teil. Ein Proband musste aufgrund technischer Schwierigkeiten bei der Durchführung ersetzt werden. Material, Laborausstattung, Design und Durchführung. Experiment 2 unterschied sich wie nachfolgend berichtet von Experiment 1. Eine manuelle Entscheidungsaufgabe (Erstaufgabe) wurde in allen Trials der Geräuschbenennungsaufgabe (Zweitaufgabe) vorangestellt. Die Probanden wurden instruiert, immer zuerst auf einen von Rauten flankierten Pfeil (###>### – rechte Taste bzw. ###<### – linke Taste, vgl. Catch-Trials in Experiment 1) per Tastendruck zu reagieren, bevor sie die Geräusche benannten. Im Unterschied zu Experiment 1 erschienen die Pfeile aber diesmal ober- und unterhalb der Bilder, sodass Pfeile und Bilder zwar in unmittelbarer Nähe erschienen, jedoch ohne sich räumlich zu überlagern. Dadurch sollte die uneingeschränkte Sichtbarkeit der Bilder in allen Trials sichergestellt werden9. Pfeilrichtung und Pfeilposition waren zudem ausbalanciert. Das bedeutet, dass die Pfeile gleich häufig ober- und unterhalb der Bilder dargeboten wurden. Außerdem wurde jede Pfeilrichtung gleich häufig an jeder Pfeilposition präsentiert. Allerdings wurden die Pfeile aus der Erstaufgabe nicht systematisch einzelnen Geräusch-Bild-Paaren zugeordnet, sondern wurden den Targets aus der Zweitaufgabe zufällig zugewiesen. In der Geräuschbenennungsaufgabe wurden die Geräusche und Bilder immer zur gleichen Zeit präsentiert (Distraktor-SOA 0 ms). Da die semantischen Kontexteffekte in Experiment 1 in allen getesteten Distraktor-SOAs gefunden werden konnten, erschien dies unproblematisch. Besonders die zeitgleiche Präsentation der Geräusche und Bilder ermöglichte dabei eine bessere Separation der beiden Aufgaben in diesem Doppelaufgabenexperiment. Anstelle des zeitlichen Abstands zwischen Target und Distraktor der Zweitaufgabe wurde jedoch der zeitliche Abstand                                                           9 Die potenziell eingeschränkte Sichtbarkeit der Bilddistraktoren durch die Pfeile in Catch-Trials hatte jedoch keine Auswirkungen auf die in Experiment 1 berichteten Ergebnisse, da die Catch-Trials in den Hauptanalysen nicht berücksichtigt wurden. 
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zwischen dem Erscheinen der Targets der beiden Aufgaben manipuliert. Entweder erschienen die Pfeile (Erstaufgabe) und die Geräusche und Bilder (Zweitaufgabe) gleichzeitig (Aufgaben-SOA 0 ms) oder die Geräusche und Bilder wurden mit einer Verzögerung präsentiert (Aufgaben-SOA 500 ms). Dadurch sollte jeweils eine Testsituation geschaffen werden, in der die Antwortselektion der Zweitaufgabe durch die Antwortselektion der Erstaufgabe maximal verzögert wird (d. h. in Trials mit einer Aufgaben-SOA von 0 ms) und in der die Antwortselektionsprozesse beider Aufgaben möglichst unabhängig voneinander ablaufen können (d. h. in Trials mit einer Aufgaben-SOA von 500 ms)10. Die Aufgaben-SOAs wurden jedoch nicht in separaten Blöcken (wie zuvor die Distraktor-SOAs in Experiment 1) dargeboten, sondern variierten innerhalb eines Blocks. Gleichzeitig war die Aufgaben-SOA innerhalb eines Blocks ausbalanciert. Um dies zu gewährleisten, wurde das Set aus 32 Geräuschen und Bildern in zwei Subsets mit je 16 Items eingeteilt (siehe Appendix C). Dabei wurde jedem Subset in jeder Experimenthälfte je eine der beiden Aufgaben-SOAs zugeordnet, sodass jeder Proband alle Geräuschtargets in allen Distraktorbedingungen und mit allen Aufgaben-SOAs präsentiert bekam. Die Abfolge der Aufgaben-SOA pro Item beziehungsweise Subset war zudem über alle Probanden ausbalanciert. Darüber hinaus wurde auf die Pfeilentscheidungsaufgabe in Catch-Trials verzichtet. Da die Probanden ihre Aufmerksamkeit zum Lösen der Erstaufgabe nun ohnehin in jedem Trial auf den Bildschirm richten mussten, war eine zusätzliche Aufmerksamkeitsmanipulation der Bilddistraktoren in der Zweitaufgabe überflüssig. Außerdem sollte dadurch eine Verwirrung der Probanden hinsichtlich der Aufgabenreihenfolge vermieden werden. Andernfalls wäre nach der Benennung der Geräusche in 25% der Trials erneut ein flankierter Pfeil auf dem Bildschirm erschienen, auf den zu Beginn des nächsten Trials ein weiterer Pfeil (Erstaufgabe) gefolgt wäre. Um das Verhältnis der experimentellen Bedingungen und die Anzahl der Itemwiederholungen in Bezug auf Experiment 1 dennoch aufrechtzuhalten, wurden auch weiterhin die unrelatierten Geräusche und Bilder in den vormaligen Catch-Trials dargeboten. Da in diesen Trials nun keine Aufmerksamkeitslenkung mehr stattfand, werden sie nachfolgend als Filler-Trials bezeichnet. Die beiden unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert, Filler) und Aufgaben-SOA (0 ms, 500 ms) waren vollständig                                                           10 Durch die vergleichsweise einfache Erstaufgabe (Pfeilentscheidung) wurde eine lange Aufgaben-SOA von 500 ms als ausreichend erachtet. 
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gekreuzt und wurden innerhalb von Probanden und Items getestet. Als abhängige Variablen wurden Reaktionszeiten und Fehlerraten gemessen, und zwar jeweils getrennt für beide Aufgaben und jede Kombination der unabhängigen Variablen. Für die Randomisierung der Trials wurden dieselben Kriterien wie in Experiment 1 verwendet. Diese wurden wie folgt ergänzt: (a) maximal drei Wiederholungen derselben Pfeilrichtung, Pfeilposition und Aufgaben-SOA in aufeinanderfolgenden Trials, (b) maximal zwei Wiederholungen einer spezifischen Abfolge dreier Targets innerhalb des Experiments. Während die Vertrautmachungsphase in den Experimenten 1 und 2 identisch war, wurde die sich anschließende Übungsphase in Experiment 2 in drei Blöcke unterteilt. Im ersten Übungsblock (12 Trials) wurden die Probanden an die Pfeilentscheidung (Erstaufgabe) herangeführt. Im zweiten Übungsblock (12 Trials) wurden Geräusche und dazu passende oder unrelatierte Bilder (Zweitaufgabe) ähnlich wie in Experiment 1 präsentiert. Im dritten Übungsblock (12 Trials) wurden beide Aufgaben kombiniert, um die Probanden auf die nachfolgende experimentelle Testsituationen vorzubereiten. In Übungs-, Warm-up- und experimentellen Trials wurde zunächst ein Fixationskreuz in der Mitte des Bildschirms für 500 ms gezeigt. Nach 100 ms erschien ein von Rauten flankierter Pfeil auf dem Bildschirm. Dieser war für eine Dauer von 500 ms zu sehen. Die Geräusch-Bild-Paare wurden entweder zeitgleich mit dem Pfeil (Aufgaben-SOA 0 ms) oder 500 ms nach dem Erscheinen des Pfeils präsentiert (Aufgaben-SOA 500 ms). Die Bilder wurden für 1.500 ms gezeigt (vgl. Experiment 1). Die Probanden hatten jeweils 3.000 ms (zzgl. 500 ms in der Erstaufgabe bei einer Aufgaben-SOA von 500 ms) Zeit, um auf die jeweiligen Targets zu reagieren. Einschließlich einer Vorlaufzeit von 800 ms dauerte ein Trial je nach Aufgaben-SOA etwa 4.500 ms oder 5.000 ms. Dadurch dauerte eine experimentelle Sitzung durchschnittlich etwa 45 – 60 Minuten.  6.2.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1, wurden für die Erst- und Zweitaufgabe aber jeweils separat realisiert. In der Erstaufgabe (Pfeilentscheidung) wurden Antworten als fehlerhaft eingestuft, (a) wenn eine falsche oder keine Taste gedrückt wurde oder (b) wenn die Aufgabenreihenfolge vertauscht wurde (d. h., wenn die Taste erst nach dem 
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Benennen des Geräuschs gedrückt wurde). Trials mit fehlerhaften Antworten wurden von den Reaktionszeitanalysen ausgeschlossen. Dies galt auch für Trials, in denen Reaktionszeiten von weniger als 100 ms oder mehr als 3.000 ms beziehungsweise 3.500 ms (maximales Antwortfenster in Abhängigkeit von der Aufgaben-SOA) registriert wurden, da diese vermutlich keine regulären Verarbeitungsprozesse abbilden oder aufgrund eines technischen Fehlers sogar außerhalb des Antwortfensters lagen. Insgesamt waren das – einschließlich der kodierten Fehler – 67 Beobachtungen (1,5%). Diese Beobachtungen wurden in den Fehleranalysen berücksichtigt. In der Zweitaufgabe (Geräuschbenennung) wurden dieselben Fehler- und Ausschlusskriterien wie in Experiment 1 angewendet. Zusätzlich wurden aber auch Vertauschungen der Aufgabenreihenfolge (d. h., wenn die Geräusche vor dem Drücken einer Taste benannt wurden) als Fehler kodiert. Insgesamt wurden so 404 Beobachtungen (8,8%) von den Reaktionszeitanalysen ausgeschlossen. Wie in Experiment 1 wurden nur Probandenfehler (365 Beobachtungen, 7,9%) in den Fehleranalysen berücksichtigt. Weitere 92 Beobachtungen (2,0%) wurden als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Filler-Trials wurden – wie auch Catch-Trials in Experiment 1 – ebenfalls von den Analysen beider Aufgaben ausgeschlossen. Zwar wurden auch in diesen Trials Geräusche mit unrelatierten Bildern dargeboten, doch zeigte sich kein signifikanter Unterschied zwischen den Benennungslatenzen in Filler-Trials (M = 1.164 ms, SE = 25 ms) und Trials in der unrelatierten Distraktorbedingung (M = 1.159 ms, SE = 23 ms), t1(23) = 0.40, p = .695, dz = 0.081; t2(31) = 0.55, p = .586, dz = 0.097. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert) und Aufgaben-SOA (0 ms, 500 ms) berücksichtigt. Die Reaktionszeiten und Fehlerraten wurden für jede Aufgabe separat analysiert. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 2 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten beider Aufgaben für jede Distraktorbedingung, getrennt nach Aufgaben-SOA, abgebildet. Erstaufgabe: Pfeilentscheidung. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 8.30, p < .001, ηG2 = .007; F2(2, 62) = 5.23, p = .008, ηG2 = .052. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die manuellen Antworten in der kongruenten Distraktorbedingung schneller, 
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t1(23) = 3.86, p < .001, dz = 0.787; t2(31) = 2.66, p = .012, dz = 0.470. Allerdings gab es keinen statistisch signifikanten Unterschied zwischen der semantisch relatierten und der unrelatierten Distraktorbedingung, t1(23) = 0.47, p = .646, dz = 0.095; t2(31) = 0.29, p = .770, dz = 0.052. Außerdem zeigte sich ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 5.85, p = .024, ηG2 = .030; F2(1, 31) = 38.04, p < .001, ηG2 = .204. Probanden reagierten langsamer in Trials, in denen die Targets beider Aufgaben zeitgleich erschienen (Aufgaben-SOA 0 ms), im Vergleich zu Trials, in denen die Targets nacheinander präsentiert wurden (Aufgaben-SOA 500 ms).  Tabelle 2 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) der Erst- und Zweitaufgabe je Distraktorbedingung, getrennt nach Aufgaben-SOA, in Experiment 2.  Aufgaben-SOA  0 ms 500 ms Distraktorbedingung RZ FR RZ FR  Pfeilentscheidung (Erstaufgabe) kongruent     619 (13)   2,3 (0,6)    599 (21)   0,7 (0,3) semantisch    648 (17)   1,8 (0,5)    604 (22)   0,7 (0,4) unrelatiert    639 (14)   2,2 (0,6)    608 (22)   1,0 (0,4)   kongruent – unrelatiert     -20   (5)   0,1 (0,8)       -9   (6)  -0,3 (0,4)  ***/* ns/ns ns/ns ns/ns semantisch – unrelatiert        9   (7)  -0,4 (0,4)       -4   (6)  -0,3 (0,3)  ns/ns ns/ns ns/ns ns/ns  Geräuschbenennung (Zweitaufgabe) kongruent  1.119 (24)   3,1 (0,7)    876 (18)   3,8 (0,8) semantisch 1.318 (24) 11,8 (1,3) 1.177 (21) 10,9 (1,4) unrelatiert 1.239 (27)   9,2 (1,3) 1.079 (22)   8,6 (1,1)   kongruent – unrelatiert   -120 (14)  -6,1 (1,3)   -203 (16)  -4,8 (0,8)  ***/*** ***/*** ***/*** ***/** semantisch – unrelatiert      79 (15)   2,6 (1,0)      98 (14)   2,3 (1,2)  ***/*** */ns ***/*** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  
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Zudem konnte in der Probandenanalyse eine Interaktion der Faktoren Distraktorbedingung und Aufgaben-SOA gefunden werden. In der Itemanalyse war diese Interaktion allerdings nicht signifikant, F1(2, 46) = 3.35, p = .044, ηG2 = .003; F2(2, 62) = 2.61, p = .082, ηG2 = .024. Dies weist darauf hin, dass die schnelleren Reaktionszeiten in der kongruenten Distraktorbedingung im Vergleich zur unrelatierten Distraktorbedingung tendenziell auf die kurze Aufgaben-SOA (0 ms) zurückzuführen waren, t1(23) = 3.84, p < .001, dz = 0.783; t2(31) = 2.27, p = .030, dz = 0.401, während sich die beiden Distraktorbedingungen in der langen Aufgaben-SOA (500 ms) offenbar nicht unterschieden, t1(23) = 1.39, p = .177, dz = 0.284; t2(31) = 1.24, p = .223, dz = 0.220. Es konnten jedoch keine Reaktionszeitunterschiede zwischen der semantisch relatierten und der unrelatierten Distraktorbedingung mit einer Aufgaben-SOA von 0 ms, t1(23) = 1.33, p = .195, dz = 0.272; t2(31) = 1.06, p = .296, dz = 0.188, und einer Aufgaben-SOA von 500 ms, t1(23) = 0.73, p = .475, dz = 0.148; t2(31) = 0.60, p = .554, dz = 0.106, gefunden werden.  In den Fehleranalysen zeigte sich ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 9.31, p = .006, ηG2 = .077; F2(1, 31) = 11.79, p = .002, ηG2 = .077. Im Vergleich zur zeitlichen Trennung der Target-Onsets beider Aufgaben (Aufgaben-SOA 500 ms) passierten mehr Fehler, wenn die Targets zur gleichen Zeit präsentiert wurden (Aufgaben-SOA 0 ms). Es konnte jedoch kein Haupteffekt der Distraktorbedingung und keine Interaktion von Distraktorbedingung und Aufgaben-SOA gefunden werden, Fs < 1. Zweitaufgabe: Geräuschbenennung. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 281.68, p < .001, ηG2 = .468; F2(2, 62) = 77.82, p < .001, ηG2 = .367. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die verbalen Antworten schneller, wenn die Geräusche in der kongruenten Distraktorbedingung präsentiert wurden, t1(23) = 14.01, p < .001, dz = 2.859; t2(31) = 8.89, p < .001, dz = 1.571, und langsamer, wenn die Geräusche in der semantisch relatierten Distraktorbedingung präsentiert wurden, t1(23) = 8.94, p < .001, dz = 1.825; t2(31) = 4.54, p < .001, dz = 0.802. Außerdem zeigte sich ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 231.81, p < .001, ηG2 = .404; F2(1, 31) = 368.17, p < .001, ηG2 = .292. Im Vergleich zu Trials, in denen die Targets beider Aufgaben nacheinander präsentiert wurden (Aufgaben-SOA 500 ms), waren die Reaktionszeiten langsamer, wenn die Targets gleichzeitig erschienen (Aufgaben-SOA 0 ms). 
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Darüber hinaus konnte eine Interaktion der Faktoren Distraktorbedingung und Aufgaben-SOA gefunden werden, F1(2, 46) = 16.54, p < .001, ηG2 = .039; F2(2, 62) = 17.42, p < .001, ηG2 = .025. Im Vergleich zu Trials mit einer langen Aufgaben-SOA (500 ms) war die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung kleiner in Trials mit einer kurzen Aufgaben-SOA (0 ms), t1(23) = 4.53, p < .001, dz = 0.925; t2(31) = 5.08, p < .001, dz = 0.898. Die Reaktionszeitdifferenzen der semantisch relatierten und unrelatierten Distraktorbedingung unterschieden sich jedoch nicht zwischen den beiden Aufgaben-SOAs, t1(23) = 0.85, p = .403, dz = 0.174; t2(31) = 0.72, p = .475, dz = 0.128. Unabhängig von der Größe der Reaktionszeitdifferenzen zeigten sich signifikante Unterschiede zwischen den jeweiligen Distraktorbedingungen in jeder Aufgaben-SOA. Das heißt, die Reaktionszeiten waren im Vergleich zur unrelatierten Distraktorbedingung schneller, wenn die Geräusche in der kongruenten Distraktorbedingung mit kurzer, t1(23) = 8.61, p < .001, dz = 1.757; t2(31) = 5.47, p < .001, dz = 0.966, oder langer Aufgaben-SOA präsentiert wurden, t1(23) = 13.08, p < .001, dz = 2.670; t2(31) = 11.42, p < .001, dz = 2.018. Außerdem waren die Reaktionszeiten im Vergleich zur unrelatierten Distraktorbedingung langsamer, wenn die Geräusche in der semantisch relatierten Distraktorbedingung mit kurzer, t1(23) = 5.33, p < .001, dz = 1.088; t2(31) = 3.74, p < .001, dz = 0.662, oder langer Aufgaben-SOA präsentiert wurden, t1(23) = 7.04, p < .001, dz = 1.437; t2(31) = 4.52, p < .001, dz = 0.798.  In den Fehleranalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 45.58, p < .001, ηG2 = .274; F2(2, 62) = 14.76, p < .001, ηG2 = .153. Im Vergleich zur unrelatierten Distraktorbedingung traten weniger Fehler in der kongruenten Distraktorbedingung auf, t1(23) = 6.23, p < .001, dz = 1.272; t2(31) = 4.16, p < .001, dz = 0.735, und mehr Fehler in der semantisch relatierten Distraktorbedingung. Allerdings war der zuletzt genannte Kontrast nur in der Probandenanalyse signifikant, t1(23) = 3.55, p = .002, dz = 0.725, t2(31) = 1.74, p = .091, dz = 0.308. Es konnte jedoch kein Haupteffekt der Aufgaben-SOA und keine Interaktion von Distraktorbedingung und Aufgaben-SOA gefunden werden, Fs < 1.    
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6.2.3   DISKUSSION  In Experiment 2 konnten die semantischen Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) aus Experiment 1 in der Geräuschbenennungsaufgabe repliziert werden. Das heißt, die Probanden benannten die Geräusche schneller und machten weniger Fehler, wenn die Geräusche mit kongruenten Bildern präsentiert wurden. Außerdem benannten die Probanden die Geräusche langsamer und machten mehr Fehler, wenn die Geräusche mit semantisch relatierten Bildern präsentiert wurden. Diese Befunde konnten jeweils im Vergleich zu unrelatierten Bildern gezeigt werden. Außerdem konnte der in Doppelaufgaben häufig beobachtete PRP-Effekt (z. B. Pashler, 1994) repliziert werden. Das heißt, die Reaktionszeiten in der Zweitaufgabe (Geräuschbenennung) waren generell langsamer in Trials mit einer kurzen Aufgaben-SOA (0 ms) im Vergleich zu Trials mit einer langen Aufgaben-SOA (500 ms). Darüber hinaus zeigte sich auch eine Interaktion von PRP- und semantischen Kontexteffekten. Der kongruente Erleichterungseffekt war kleiner in Trials mit einer Aufgaben-SOA von 0 ms als in Trials mit einer Aufgaben-SOA von 500 ms. Dies indiziert eine Unteradditivität des kongruenten Erleichterungs- und PRP-Effekts. Ein ähnliches Muster konnte auch in den Untersuchungen von Piai und Roelofs (2013) – allerdings in einer Bild-Wort-Interferenzaufgabe (Zweitaufgabe) – gefunden werden, wenn zuvor eine (nicht-lexikalische) Tonhöhenentscheidungsaufgabe (Erstaufgabe) präsentiert wurde. Allerdings war der kongruente Erleichterungseffekt in Experiment 2 in jeder Aufgaben-SOA beobachtbar. Eine mögliche Erklärung hierfür ist, dass der durch die Erstaufgabe erzeugte kognitive Slack vermutlich nicht ausreichend war, um den kongruenten Erleichterungseffekt vollständig zu absorbieren (vorausgesetzt, dass der Effekt ausschließlich auf perzeptuellen Verarbeitungsprozessen beruht). Eine weitere Möglichkeit ist, dass der beobachtete kongruente Erleichterungseffekt nicht nur auf perzeptuelle Prozesse (z. B. bei der Geräuschidentifikation), sondern auch auf post-perzeptuelle Verarbeitungsprozesse (z. B. Antwortkongruenzprozesse) zurückgeführt werden kann. Die Größe des semantischen Interferenzeffekts unterschied sich statistisch jedoch nicht zwischen den beiden Aufgaben-SOAs. Dies indiziert eine Additivität des semantischen Interferenz- und PRP-Effekts. Allerdings vermittelten die deskriptiven 
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Daten den Eindruck, dass die Reaktionszeitdifferenz in Trials mit einer Aufgaben-SOA von 0 ms (M = 79 ms, SE = 15 ms) ebenfalls kleiner war als in Trials mit einer Aufgaben-SOA von 500 ms (M = 98 ms, SE = 14 ms). Hinzu kommt, dass ein nicht-signifikantes Ergebnis in den durchgeführten Analysen keine Aussagen darüber zulässt, ob es generell keine Unterschiede zwischen den Mittelwerten gibt. Es kann lediglich gezeigt werden, dass ein Unterschied nicht statistisch bedeutsam ist. Zur genaueren Überprüfung dieses Sachverhalts wurden zusätzliche Analysen durchgeführt. Mithilfe von Äquivalenztests (siehe z. B. Lakens, 2017) lassen sich im Gegensatz zu klassischen t-Tests keine Mittelwertunterschiede untersuchen; stattdessen kann die Äquivalenz (bzw. Gleichheit) zweier Mittelwerte geprüft werden. Dazu werden ebenfalls t- und p-Werte sowie Freiheitsgrade berichtet. Allerdings bedeutet ein signifikantes Ergebnis in diesem Zusammenhang, dass zwei Mittelwerte innerhalb von zuvor definierten Äquivalenzgrenzen als äquivalent angenommen werden können. Diese Äquivalenzgrenzen orientieren sich an einer selbst gewählten Effektstärke, die für die Beurteilung eines bedeutsamen Unterschieds zweier Mittelwerte von Interesse ist. Werden beispielsweise auf Cohens dz basierende Äquivalenzgrenzen von ±0.5 verwendet, so bedeutet ein signifikantes Ergebnis, dass Unterschiede außerhalb dieser Grenzen beziehungsweise größere Effekte zurückgewiesen werden können. Unter Berücksichtigung der zuvor genannten Äquivalenzgrenzen (die auch für alle anderen in dieser Arbeit berichteten Äquivalenztests verwendet wurden) zeigte sich, dass die Reaktionszeitdifferenzen der semantisch relatierten und unrelatierten Distraktorbedingung in beiden Aufgaben-SOAs nur hinsichtlich der Itemanalyse als äquivalent angenommen werden können, t1(23) = 1.60, p = .062; t2(31) = 2.10, p = .022. Somit kann in diesem Fall eine (wenn auch geringfügige) Unteradditivität des semantischen Interferenz- und PRP-Effekts nicht ausgeschlossen werden. Basierend auf der Beobachtung, dass der semantische Interferenzeffekt in beiden Aufgaben-SOAs gefunden werden konnte, aber in Trials mit einer kurzen Aufgaben-SOA im Vergleich zu einer langen Aufgaben-SOA tendenziell kleiner war, kann vermutet werden, dass der semantische Interferenzeffekt vorrangig auf post-perzeptuelle Prozesse sowie anteilig auch auf perzeptuelle Prozesse zurückführbar ist. Eine endgültige (oder zumindest statistisch hinreichend abgesicherte) Schlussfolgerung kann aufgrund der Daten von Experiment 2 aber nicht abgeleitet werden. 
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 Überraschenderweise zeigte sich auch ein Einfluss der Aufgaben-SOA auf die Erstaufgabe (Pfeilentscheidung). Das heißt, im Vergleich zu Trials mit einer langen Aufgaben-SOA (500 ms) erfolgten die Reaktionen auf die flankierten Pfeile langsamer und gingen mit mehr Fehlern einher, wenn die Pfeile in Trials mit einer kurzen Aufgaben-SOA (0 ms) präsentiert wurden. Ähnliche Befunde konnten auch in anderen Studien mit Doppelaufgaben gezeigt werden (z. B. Hommel, 1998; Logan & Schulkind, 2000; Miller, 2006; Miller & Alderton, 2006). Diese Befunde sind nicht mit dem klassischen Flaschenhals-Modell (z. B. Welford, 1967) vereinbar. Vielmehr deuten die Befunde darauf hin, dass zentrale Prozesse der Erst- und Zweitaufgabe bis zu einem gewissen Grad parallel verarbeitet werden. Solche alternativen Erklärungsmodelle wie beispielsweise Modelle der zentralen Kapazitätsteilung (z. B. Tombu & Jolicoer, 2003) sagen ebenfalls die typischen Effekte in Doppelaufgaben voraus (z. B. PRP-Effekte, Unteradditivität von prä-zentralen Prozessen sowie Additivität von zentralen bzw. post-zentralen Prozessen der Zweitaufgabe in Abhängigkeit von der Aufgaben-SOA), erweitern diese aber unter anderem um eine rückwärtsgerichtete Beeinflussung der Erstaufgabe durch die Zweitaufgabe. Möglicherweise hat aber auch die Aufgabenkonfiguration des aktuellen Experiments zu den erzielten Ergebnissen beigetragen. Denn in anderen Doppelaufgabenexperimenten, in denen Sprachproduktionsprozesse untersucht wurden (z. B. Dell’Acqua et al., 2007; Ferreira & Pashler, 2002; Piai & Roelofs, 2013), wurden häufig eine (auditive) Tonhöhenentscheidungsaufgabe und eine (visuelle) Bild-Wort-Interferenzaufgabe verwendet. In solchen Studien erfolgte aufgrund der spezifischen Aufgabenkonfiguration eine deutlich bessere Trennung beider Aufgaben hinsichtlich der jeweiligen Stimulusmodalitäten. Das heißt, in der Tonhöhenentscheidungsaufgabe wurden ausschließlich auditive Stimuli (Töne mit unterschiedlicher Tonhöhe) und in der Bild-Wort-Interferenzaufgabe ausschließlich visuelle Stimuli (Bilder und Wörter) dargeboten. In diesem Experiment hingegen wurden die Pfeile (Erstaufgabe) in Trials mit einer Aufgaben-SOA von 0 ms gleichzeitig mit den Geräuschen und Bildern (Zweitaufgabe) präsentiert. Es ist zu vermuten, dass die Probanden in einer solchen Situation ihre (visuelle) Aufmerksamkeit mit deutlich geringerer Effizienz ausschließlich auf die Targets der Erstaufgabe richten konnten. Schließlich wurden auch in der Zweitaufgabe visuelle Stimuli (d. h. Bilder) dargeboten. Dies gilt insbesondere im Vergleich zu Trials, in denen die Stimuli beider Aufgaben mit einer zeitlichen Verzögerung (Aufgaben-SOA 
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500 ms) präsentiert wurden, da in diesem Fall die Verarbeitung des Targets aus der Erstaufgabe zum Zeitpunkt der Target- und Distraktor-Onsets der Zweitaufgabe entsprechend weiter fortgeschritten war.  Ein weiterer überraschender Befund war der Einfluss der Distraktorbedingung auf die Reaktionszeiten der Erstaufgabe. Und zwar reagierten die Probanden schneller auf die Pfeile, wenn diese mit kongruenten im Vergleich zu unrelatierten Geräusch-Bild-Paaren dargeboten wurden. Dies weist ebenfalls auf eine parallele Verarbeitung beider Aufgaben hin. Möglicherweise wurde das Ausmaß der Teilung zentraler Kapazitäten bei der Verarbeitung der Stimuli beider Aufgaben durch frühe, cross-modale Kongruenzeffekte beeinflusst. Dies würde erklären, warum im Vergleich zu unrelatierten Geräusch-Bild-Paaren lediglich ein Einfluss kongruenter Geräusch-Bild-Paare auf die Erstaufgabe gefunden wurde, da vor allem bei der Entstehung des kongruenten Erleichterungseffekts sowohl perzeptuelle als auch post-perzeptuelle Prozesse beteiligt sind. Eine weitere mögliche Erklärung für den Einfluss der Distraktorbedingung auf die Reaktionszeiten der Erstaufgabe ist, dass die Probanden erst dann auf die Pfeile reagierten, wenn sie die Antworten auf die Targets beider Aufgaben bis zu einem bestimmten Punkt vorbereitet hatten (vgl. Piai & Roelofs, 2013). Zwar waren die Geräusche und Bilder der Zweitaufgabe selbst bei zeitgleicher Präsentation mit den flankierten Pfeilen nicht für das korrekte Lösen der Erstaufgabe erforderlich, doch ist es durchaus vorstellbar, dass die Probanden die Trennung in eine Erst- und Zweitaufgabe weniger stark wahrgenommen hatten, sondern vielmehr beide Aufgaben als zwei Teile einer großen Hauptaufgabe betrachteten. Das heißt, dass die Probanden sich des Umstands bewusst waren, dass unmittelbar nach dem Tastendruck auch eine verbale Antwort zu erfolgen hatte. Allerdings sollte infolge dieser Strategie nicht nur ein Einfluss kongruenter, sondern auch semantisch relatierter Geräusch-Bild-Paare im Vergleich zu unrelatierten Geräusch-Bild-Paaren beobachtbar sein. Letzteres war jedoch nicht der Fall.  Insbesondere die in den letzten beiden Absätzen diskutierte parallele Verarbeitung der zentralen Prozesse beider Aufgaben legt die Vermutung nahe, dass die im Ergebnisteil beschriebene separate Datenaufbereitung (d. h. Ausschluss von Reaktionszeiten basierend auf den fehlerhaften Antworten bzw. Ausreißern nur innerhalb einer Aufgabe) möglicherweise nicht gerechtfertigt war. Es ist durchaus vorstellbar, dass die wechselseitige Beeinflussung beider Aufgaben zu ungewünschtem Rauschen in den Daten der jeweiligen Aufgabe geführt und die 
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Analysen entsprechend verzerrt hat. Beispielsweise könnten Fehler in der Erstaufgabe zu einer (unsystematischen) Verzögerung der Reaktionszeiten in der Zweitaufgabe geführt haben. Um dies zu überprüfen, wurden die Daten beider Aufgaben erneut analysiert. Dazu wurden fehlende Werte (z. B. durch Fehler oder Ausreißer) in den Reaktionszeitanalysen einer Aufgabe innerhalb eines Trials auch von den Reaktionszeitanalysen der jeweils anderen Aufgabe ausgeschlossen. Allerdings veränderte sich durch diese Vorgehensweise das beobachtete Datenmuster nicht wesentlich. Eine detaillierte Übersicht über die deskriptiven und inferenzstatistischen Daten ist im Zusatzmaterial in den Tabellen A1 – A2 zu finden.  Zusammenfassend kann herausgestellt werden, dass die in Experiment 1 beobachteten semantischen Kontexteffekte auch in Experiment 2 repliziert werden konnten. Dabei zeigte sich, dass der kongruente Erleichterungseffekt zum Teil während der perzeptuellen und zum Teil während der post-perzeptuellen Verarbeitung entsteht. Der Effekt ist folglich auf perzeptuelle (z. B. bei der Geräuschidentifikation) und Antwortselektionsprozesse (d. h. lexikalische Selektionsprozesse) oder spätere Verarbeitungsprozesse zurückführbar. Allerdings ist das Datenmuster hinsichtlich des semantischen Interferenzeffekts weniger eindeutig. Zwar weisen die Daten auf eine durch post-perzeptuelle Prozesse bedingte Verursachung des Effekts hin, jedoch kann auch eine Beteiligung perzeptueller Prozesse nicht ausgeschlossen werden. Eine abschließende Aussage zur Entstehung des semantischen Interferenzeffekts bei der Geräuschbenennung kann also zum aktuellen Zeitpunkt nicht getroffen werden. Möglicherweise war auch die statistische Power in Experiment 2 nicht ausreichend, um eine potenzielle Modulation des semantischen Interferenzeffekts durch die Aufgaben-SOA zu finden. Die Wahl der Aufgaben-SOA (0 ms, 500 ms) sowie einer relativ einfachen Erstaufgabe (Pfeilentscheidung) hat womöglich ebenfalls zur unzureichenden Sensitivität des Experiments, eine solche Modulation zu finden, beigetragen. Zum einen zeigte sich, dass selbst die verzögerte Präsentation der Stimuli der Zweitaufgabe (Aufgaben-SOA 500 ms) nicht ausreichte, um die Verarbeitungsprozesse beider Aufgaben vollständig zu trennen. Die für die Erstaufgabe benötigte durchschnittliche Reaktionszeit in diesen Trials betrug etwa 600 ms. Somit erfolgten die Reaktionen in der Erstaufgabe durchschnittlich erst nach dem Onset der Stimuli der Zweitaufgabe. Zum anderen war der durch die Erstaufgabe erzeugte kognitive Slack vermutlich nicht groß genug, um die prä-
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zentralen Anteile semantischer Kontexteffekte in der Zweitaufgabe (vollständig) zu absorbieren. Denn wie bereits in der Diskussion von Experiment 1 erwähnt, benötigten die Probanden durchschnittlich mehr als 1.000 ms, um die Geräusche zu benennen. Im Vergleich dazu wurden durchschnittlich weniger als 700 ms benötigt, um entsprechende Bilder zu benennen (siehe Mädebach et al., 2017). Wird nun angenommen, dass sich lexikalische und artikulatorische Prozesse hinsichtlich ihrer Dauer bei der Geräusch- und Bildbenennung nicht voneinander unterscheiden (vor allem da die verbalen Antworten innerhalb desselben Materialsets jeweils gleich sind), lassen sich Reaktionszeitunterschiede in beiden Aufgaben nur auf unterschiedliche Laufzeiten prä-lexikalischer Prozesse zurückführen. Da die Dauer prä-lexikalischer Prozesse in der Bildbenennung auf etwa 200 ms geschätzt werden kann (z. B. Indefrey, 2011), verbleiben 500 ms für die übrigen Verarbeitungsprozesse. Übertragen auf die Geräuschbenennung bedeutet das, dass prä-lexikalische Prozesse eine Dauer von mindestens (tendenziell sogar mehr als) 500 ms umfassen. Dagegen benötigten die Probanden in Trials, in denen das Wirken eines kognitiven Slacks angenommen werden kann (Aufgaben-SOA 0 ms) durchschnittlich weniger als 650 ms, um auf die Pfeile zu reagieren. Diese Reaktionszeiten schließen neben prä-zentralen und zentralen Prozessen aber auch post-zentrale Prozesse mit ein. Wird nun angenommen, dass der kognitive Slack in der Erstaufgabe aufgrund zentraler Prozesse entsteht, muss von einer noch geringeren Zeitspanne des kognitiven Slacks ausgegangen werden (deutlich weniger als 650 ms). Demzufolge erscheint eine (vollständige) Absorption prä-zentraler Prozesse bei der Geräuschbenennung durch den kognitiven Slack der Erstaufgabe zwar möglich, kann aber nicht in jedem Fall als hinreichend gegeben angenommen werden. Um die Aussagekraft der Ergebnisse von Experiment 2 zu überprüfen, wurde ein weiteres Doppelaufgabenexperiment geplant. Zum einen sollte durch die Erhöhung der Schwierigkeit der Erstaufgabe eine Vergrößerung des kognitiven Slacks erreicht werden. Zum anderen sollte die Anpassung der langen Aufgaben-SOA eine bessere zeitliche Separation der Teilprozesse der Erst- und Zweitaufgabe ermöglichen. Ziel dieser Maßnahmen war es, die Sensitivität des experimentellen Designs zu erhöhen, um eine potenzielle Modulation des semantischen Interferenzeffekts durch die Aufgaben-SOA finden zu können.  
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6.3   EXPERIMENT 3   In Experiment 3 wurde die Geräuschbenennungsaufgabe (ähnlich wie in Experiment 2) mit einer manuellen Entscheidungsaufgabe kombiniert. Allerdings gab es in Bezug auf das vorangegangene Experiment zwei wesentliche Unterschiede. Zum einen wurde die relativ einfache Pfeilentscheidungsaufgabe als Erstaufgabe durch eine anspruchsvollere mentale Rotationsaufgabe ersetzt. Anstelle der flankierten Pfeile wurden in diesem Experiment rotierte Buchstaben präsentiert. Die Probanden sollten dabei per Tastendruck entscheiden, ob die abgebildeten Buchstaben normal orientiert oder entlang der vertikalen Achse gespiegelt waren. Typischerweise wird in solchen Aufgaben eine Zunahme der Reaktionszeiten mit steigendem Rotationswinkel der Buchstaben berichtet (siehe z. B. Kung & Hamm, 2010; Milivojevic, Hamm & Corballis, 2011; Nunez-Pena & Aznar-Casanova, 2009). Grund hierfür ist, dass die Probanden zum Lösen der Aufgabe die Buchstaben in eine vertrautere aufrechte Ausrichtung überführen (d. h. „mental rotieren“) müssen. Die Wahl einer mentalen Rotationsaufgabe erlaubte die gezielte Anpassung der Schwierigkeit der Erstaufgabe, um einen ausreichend großen kognitiven Slack zu erzeugen. Zum anderen wurde die lange Aufgaben-SOA angepasst. Die Geräusche und Bilder der Zweitaufgabe wurden in den entsprechenden Trials nun nicht mehr 500 ms, sondern 1.500 ms nach dem Target-Onset der Erstaufgabe präsentiert. Dadurch sollte eine bessere Trennung der Verarbeitungsprozesse beider Aufgaben sichergestellt werden.  Ziel der Untersuchung war es, die in den Experimenten 1 und 2 beobachteten semantischen Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) bei der Geräuschbenennung zu replizieren. Ferner sollte auch der typische PRP-Effekt (vgl. Experiment 2) repliziert werden. Die entscheidende Fragestellung war jedoch, ob die semantischen Kontexteffekte auf perzeptuelle Prozesse (z. B. bei der Geräuschidentifikation) oder post-perzeptuelle Prozesse (d. h. Antwortselektions- oder spätere Verarbeitungsprozesse) zurückgeführt werden können. Während für die Entstehung des kongruenten Erleichterungseffekts eine Beteiligung perzeptueller und post-perzeptueller Prozesse bereits gezeigt werden konnte, ist das Datenmuster hinsichtlich des semantischen Interferenzeffekts weniger eindeutig. Angesichts der Ergebnisse von Experiment 2 lässt sich die Entstehung des Effekts zwar vorrangig auf post-perzeptuelle Prozesse zurückführen, doch erscheint 
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eine Beteiligung perzeptueller Prozesse ebenfalls möglich. Durch die angepasste Aufgabenkonfiguration in Experiment 3 sollten die Befunde zur Entstehung des kongruenten Erleichterungseffekts weiter abgesichert und die Entstehung des semantischen Interferenzeffekts hinreichend aufgeklärt werden.  6.3.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 16 weiblich) im Alter von 19 – 32 Jahren (M = 21,4, SD = 3,0) an der Untersuchung teil. Material, Laborausstattung, Design und Durchführung. Experiment 3 war hinsichtlich Material, Laborausstattung, Design und Durchführung im Wesentlichen mit Experiment 2 vergleichbar, unterschied sich jedoch in den folgenden Details. In der Erstaufgabe wurden anstelle von flankierten Pfeilen acht Großbuchstaben (B, F, G, K, L, P, Q, Z) als Targets verwendet. Die Buchstaben wurden in der Schriftart Arial auf einem Quadrat mit der Größe von 75 x75 Pixeln präsentiert (entspricht einem Sehwinkel von etwa 2,1° x 2,1° bei einer Entfernung von 60 cm zum Monitor). Jeder dieser Buchstaben erschien gleich häufig ober- und unterhalb der Bilddistraktoren der Zweitaufgabe (vgl. Experiment 2). Außerdem wurde jeder Buchstabe mit gleicher Häufigkeit in zwei Ausführungen, das heißt normal orientiert und vertikal gespiegelt, gezeigt. Zusätzlich wurden die Buchstaben – ausgehend von einer aufrechten Ausrichtung (0°) – mit einem Rotationswinkel von ±150° (bzw. 150° und 210° in Uhrzeigerrichtung) gezeigt, um die Variabilität der Targets in der Erstaufgabe zu erhöhen (vgl. Abbildung 6). Die Wahl der Winkel erfolgte aufgrund der Ergebnisse einer Vorstudie (N = 12), in welcher Reaktionszeiten von durchschnittlich 1.193 ms (SE = 79 ms) für Buchstaben mit einer solchen Rotation beobachtet werden konnten. Folglich war davon auszugehen, dass durch diese Erstaufgabe ein deutlich größerer kognitiver Slack als in Experiment 2 erzeugt werden kann, um die semantischen Kontexteffekte (v. a. den semantischen Interferenzeffekt) in der Zweitaufgabe potenziell zu beeinflussen. Jeder Buchstabe wurde jeweils vier Geräuschtargets der Zweitaufgabe zugeordnet und erschien in allen zugehörigen Distraktorbedingungen und Aufgaben-SOAs zusammen mit dem jeweiligen Geräusch. Dabei wurde darauf geachtet, dass der jeweilige Buchstabe nicht im Namen der jeweiligen Geräusche und Bilder enthalten war, um potenzielle phonologische Effekte (z. B. Collins & Ellis, 1992; Meyer & Damian, 2007) zu vermeiden. Die Position (ober- bzw. unterhalb der 
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Bilder), Orientierung (normal bzw. gespiegelt) und Rotation (150° bzw. 210°) der Buchstaben war innerhalb eines Geräuschs immer gleich, war jedoch über alle Buchstaben und Probanden hinweg ausbalanciert. Des Weiteren wurde die lange Aufgaben-SOA von 500 ms auf 1.500 ms erhöht. Dadurch sollten die Verarbeitungsprozesse der Erst- und Zweitaufgabe in diesen Trials zeitlich besser getrennt werden, zumal für das Lösen der Erstaufgabe in Experiment 3 aufgrund der erhöhten Aufgabenschwierigkeit auch längere Reaktionszeiten anzunehmen waren.  
 Abbildung 6. Beispielstimuli in der Buchstabenentscheidungsaufgabe. Die aufrechte Ausrichtung (0°) dient als Referenzpunkt.  Das Design in den Experimenten 2 und 3 war weitestgehend vergleichbar und unterschied sich lediglich in Bezug auf die getestete lange Aufgaben-SOA (1.500 ms statt zuvor 500 ms). Die Randomisierung der Trials erfolgte anhand derselben Kriterien wie in Experiment 2, wurde aber wie folgt ergänzt: (a) Buchstaben durften sich frühestens nach zwei Trials wiederholen und (b) maximal drei Wiederholungen von Buchstaben mit derselben Position, Orientierung und Rotation in aufeinanderfolgenden Trials. Die Probanden wurden instruiert, immer zuerst per Tastendruck zu entscheiden, ob der gezeigte Buchstabe normal orientiert (rechte Taste) oder vertikal gespiegelt ist (linke Taste), bevor sie die Geräusche benannten. Um die Probanden kognitiv zu entlasten, wurde zudem ein kleiner Aufsteller neben dem Bildschirm platziert, auf welchem die Tastenbelegung dargestellt war. Dadurch sollte sichergestellt werden, dass potenzielle Fehler in der Erstaufgabe nicht aus einer Verwechslung der Tasten resultieren. Schließlich wurde nicht nur eine anspruchsvollere Erstaufgabe (Buchstabenentscheidung), sondern eine im Vergleich 
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zu den Experimenten 1 und 2 nicht intuitive Tastenbelegung verwendet. Da die Aufgaben-SOA in Experiment 3 von 500 ms auf 1.500 ms erhöht wurde, verlängerte sich auch die Dauer entsprechender Trials um 1.000 ms. Eine experimentelle Sitzung dauerte demzufolge durchschnittlich etwa 60 Minuten.  6.3.2   ERGEBNISSE   Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1, wurden für die Erst- und Zweitaufgabe aber jeweils separat realisiert (siehe auch Experiment 2)11. In der Erstaufgabe (Buchstabenentscheidung) wurden 500 Beobachtungen (10,9%)12 als fehlerhaft kodiert, von den Reaktionszeitanalysen ausgeschlossen und in den Fehleranalysen berücksichtigt. In der Zweitaufgabe (Geräuschbenennung) wurden 649 Beobachtungen (14,1%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Wiederum wurden in der Zweitaufgabe nur Probandenfehler (500 Beobachtungen, 10,9%) in den Fehleranalysen berücksichtigt. Zusätzlich wurden 71 Beobachtungen (1,5%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Filler-Trials wurden wie in Experiment 2 ebenfalls von den Analysen beider Aufgaben ausgeschlossen. Auch in Experiment 3 konnte kein signifikanter Unterschied zwischen den Benennungslatenzen in Filler-Trials (M = 1.443 ms, SE = 33 ms) und Trials in der unrelatierten Distraktorbedingung (M = 1.441 ms, SE = 33 ms) gefunden werden, t1(23) = 0.10, p = .918, dz = 0.021; t2(31) = 0.19, p = .854, dz = 0.033. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert) und Aufgaben-SOA (0 ms, 1.500 ms) berücksichtigt. Die Reaktionszeiten und Fehlerraten wurden für jede Aufgabe separat analysiert. Die statistischen Analysen erfolgten analog zu                                                           11 Die Ergebnisse einer alternativen Vorgehensweise (d. h. nach wechselseitigem Ausschluss von fehlenden Werten aus den Reaktionszeitanalysen, siehe Diskussion des Experiments 2) sind im Zusatzmaterial in den Tabellen A3 – A4 zu finden. 12 Die in der Buchstabenentscheidungsaufgabe beobachtete höhere Fehlerrate lässt sich vermutlich zum Teil auf die Erhöhung der Aufgabenschwierigkeit der Erstaufgabe in Experiment 3 zurückführen. Allerdings zeigte sich auch, dass die Probanden offenbar nicht treffsicher zwischen dem normalen und gespiegelten Buchstaben „Z“ unterscheiden konnten (durchschnittliche Fehlerrate: 48,4%). Der Ausschluss von Trials, in den der Buchstabe „Z“ präsentiert wurde, veränderte die Ergebnisse der Erst- und Zweitaufgabe jedoch nicht wesentlich. Detaillierte deskriptive und inferenzstatistische Daten können im Zusatzmaterial in den Tabellen A5 – A7 eingesehen werden. 
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Experiment 1. In Tabelle 3 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten beider Aufgaben für jede Distraktorbedingung, getrennt nach Aufgaben-SOA, abgebildet.  Tabelle 3 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) der Erst- und Zweitaufgabe je Distraktorbedingung, getrennt nach Aufgaben-SOA, in Experiment 3.  Aufgaben-SOA  0 ms 1.500 ms Distraktorbedingung RZ FR RZ FR  Buchstabenentscheidung (Erstaufgabe) kongruent  1.059 (34) 11,8 (1,4)    969 (32)   9,4 (1,0) semantisch 1.082 (41) 13,5 (1,7)    978 (32)   9,0 (1,0) unrelatiert 1.056 (38) 12,4 (1,3)    975 (29)   9,0 (1,1)   kongruent – unrelatiert        3 (12)  -0,6 (1,3)       -6 (12)   0,4 (1,1)  ns/ns ns/ns ns/ns ns/ns semantisch – unrelatiert      26 (16)   1,1 (1,4)        3 (11)   0,0 (1,1)  ns/* ns/ns ns/ns ns/ns  Geräuschbenennung (Zweitaufgabe) kongruent  1.659 (41)   6,5 (0,8)    957 (26)   4,7 (0,9) semantisch 1.837 (52) 18,0 (1,6) 1.238 (34) 12,4 (2,1) unrelatiert 1.736 (45) 13,8 (1,8) 1.168 (32)   9,8 (1,4)   kongruent – unrelatiert     -77 (18)  -7,3 (1,7)   -211 (21)  -5,1 (1,0)  ***/** ***/*** ***/*** ***/** semantisch – unrelatiert    101 (26)   4,2 (1,2)      70 (21)   2,6 (1,7)  ***/*** **/* **/** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Erstaufgabe: Buchstabenentscheidung13. In den Reaktionszeitanalysen zeigte sich nur ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 65.60, p < .001, ηG2 =                                                           13 In zusätzlichen Analysen konnte auch ein signifikanter Einfluss der Orientierung der Buchstaben gefunden werden, F1(1, 23) = 81.30, p < .001, ηG2 = .142; F2(1, 7) = 54.64, p < .001, ηG2 = .204. Die Reaktionszeiten waren schneller für normal orientierte (M = 954 ms, SE = 32 ms) als für vertikal gespiegelte Buchstaben (M = 1.086 ms, SE = 35 ms). Dies ist mit typischen Befunden in der Literatur vereinbar (z. B. Kung & Hamm, 2010; Milivojevic et al., 2011; Nunez-Pena & Aznar-Casanova, 2009). 
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.071; F2(1, 31) = 53.49, p < .001, ηG2 = .079. In Trials mit einer kurzen Aufgaben-SOA (0 ms) waren die Reaktionszeiten langsamer als in Trials mit einer langen Aufgaben-SOA (1.500 ms). Es konnte kein Haupteffekt der Distraktorbedingung, F1(2, 46) = 1.90, p = .161, ηG2 = .002; F2(2, 62) = 2.88, p = .063, ηG2 = .003, und keine Interaktion von Distraktorbedingung und Aufgaben-SOA gefunden werden, F1 < 1; F2(2, 62) = 1.52, p = .227, ηG2 = .002. In den Fehleranalysen zeigte sich nur ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 15.59, p < .001, ηG2 = .074; F2(1, 31) = 29.25, p < .001, ηG2 = .013. Im Vergleich zur zeitlichen Trennung der Target-Onsets beider Aufgaben (Aufgaben-SOA 1.500 ms) waren mehr Fehler zu beobachten, wenn beide Targets zur gleichen Zeit präsentiert wurden (Aufgaben-SOA 0 ms). Es konnte jedoch kein Haupteffekt der Distraktorbedingung und keine Interaktion von Distraktorbedingung und Aufgaben-SOA gefunden werden, Fs < 1. Zweitaufgabe: Geräuschbenennung. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 100.30, p < .001, ηG2 = .202; F2(2, 62) = 66.60, p < .001, ηG2 = .276. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die verbalen Antworten schneller, wenn die Geräusche in der kongruenten Distraktorbedingung präsentiert wurden, t1(23) = 8.96, p < .001, dz = 1.829; t2(31) = 7.99, p < .001, dz = 1.413, und langsamer, wenn die Geräusche in der semantisch relatierten Distraktorbedingung präsentiert wurden, t1(23) = 5.01, p < .001, dz = 1.023; t2(31) = 3.76, p < .001, dz = 0.664. Außerdem zeigte sich ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 280.96, p < .001, ηG2 = .732; F2(1, 31) = 646.56, p < .001, ηG2 = .792. Im Vergleich zu Trials, in denen die Targets beider Aufgaben nacheinander präsentiert wurden (Aufgaben-SOA 1.500 ms), waren die Reaktionszeiten langsamer, wenn die Targets der Erst- und Zweitaufgabe gleichzeitig erschienen (Aufgaben-SOA 0 ms). Darüber hinaus konnte eine Interaktion der Faktoren Distraktorbedingung und Aufgaben-SOA gefunden werden, F1(2, 46) = 10.27, p < .001, ηG2 = .023; F2(2, 62) = 15.27, p < .001, ηG2 = .035. Im Vergleich zu Trials mit einer langen Aufgaben-SOA (1.500 ms) war die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung kleiner in Trials mit einer kurzen Aufgaben-SOA (0 ms), t1(23) = 5.53, p < .001, dz = 1.129; t2(31) = 6.81, p < .001, dz = 1.204. Die Reaktionszeitdifferenzen der semantisch relatierten und unrelatierten Distraktorbedingung unterschieden sich jedoch nicht zwischen den beiden Aufgaben-
                                                                                                                     GERÄUSCHBENENNUNG MIT BILDDISTRAKTION 
79 
SOAs, t1(23) = 0.89, p = .384, dz = 0.181; t2(31) = 1.07, p = .294, dz = 0.189. Unabhängig von der Größe der Reaktionszeitdifferenzen zeigten sich signifikante Unterschiede zwischen den jeweiligen Distraktorbedingungen in jeder Aufgaben-SOA. Das heißt, die Reaktionszeiten waren im Vergleich zur unrelatierten Distraktorbedingung schneller, wenn die Geräusche in der kongruenten Distraktorbedingung mit kurzer, t1(23) = 4.30, p < .001, dz = 0.879; t2(31) = 3.21, p = .003, dz = 0.568, oder langer Aufgaben-SOA präsentiert wurden, t1(23) = 10.12, p < .001, dz = 2.065; t2(31) = 12.00, p < .001, dz = 2.121. Außerdem waren die Reaktionszeiten im Vergleich zur unrelatierten Distraktorbedingung langsamer, wenn die Geräusche in der semantisch relatierten Distraktorbedingung mit kurzer, t1(23) = 3.94, p < .001, dz = 0.805; t2(31) = 4.17, p < .001, dz = 0.737, oder langer Aufgaben-SOA präsentiert wurden, t1(23) = 3.32, p = .003, dz = 0.678; t2(31) = 2.94, p = .006, dz = 0.520.  In den Fehleranalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 39.40, p < .001, ηG2 = .234; F2(2, 62) = 16.98, p < .001, ηG2 = .132. Im Vergleich zur unrelatierten Distraktorbedingung traten weniger Fehler in der kongruenten Distraktorbedingung, t1(23) = 6.26, p < .001, dz = 1.277; t2(31) = 4.43, p < .001, dz = 0.784, und mehr Fehler in der semantisch relatierten Distraktorbedingung auf, t1(23) = 3.06, p = .006, dz = 0.624; t2(31) = 2.14, p = .040, dz = 0.378. Außerdem zeigte sich ein Haupteffekt der Aufgaben-SOA, F1(1, 23) = 12.18, p = .002, ηG2 = .066; F2(1, 31) = 9.02, p = .005, ηG2 = .034. Das heißt, es traten mehr Fehler in Trials mit einer kurzen Aufgaben-SOA (0 ms) auf als in Trials mit einer langen Aufgaben-SOA (1.500 ms). Es konnte jedoch keine Interaktion von Distraktorbedingung und Aufgaben-SOA gefunden werden, F1(2, 46) = 1.73, p = .189, ηG2 = .012; F2(2, 62) = 1.99, p = .145, ηG2 = .006.  6.3.3   DISKUSSION  In Experiment 3 konnten die semantischen Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) aus den Experimenten 1 und 2 repliziert werden. Das heißt, Probanden benannten die Geräusche schneller und machten weniger Fehler, wenn die Geräusche mit entsprechenden Bildern präsentiert wurden. Außerdem benannten die Probanden die Geräusche langsamer und machten mehr Fehler, wenn die Geräusche mit semantisch relatierten Bildern 
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präsentiert wurden. Diese Befunde konnten jeweils im Vergleich zu unrelatierten Bildern gezeigt werden. Außerdem konnte der in Doppelaufgaben häufig beobachtete PRP-Effekt (z. B. Pashler, 1994) repliziert werden. Das heißt, die Reaktionszeiten in der Zweitaufgabe (Geräuschbenennung) waren generell langsamer in Trials mit einer kurzen Aufgaben-SOA (0 ms) im Vergleich zu Trials mit einer langen Aufgaben-SOA (1.500 ms). Darüber hinaus zeigte sich auch eine Interaktion von PRP- und semantischen Kontexteffekten. Der kongruente Erleichterungseffekt war kleiner in Trials mit einer Aufgaben-SOA von 0 ms als in Trials mit einer Aufgaben-SOA von 1.500 ms. Dies zeigt eine Unteradditivität des kongruenten Erleichterungs- und PRP-Effekts. Allerdings war der kongruente Erleichterungseffekt in Experiment 3 in jeder Aufgaben-SOA beobachtbar. Diese Ergebnisse entsprechen den Befunden aus Experiment 2 und bekräftigen die Annahme, dass der beobachtete kongruente Erleichterungseffekt sowohl auf perzeptuelle Prozesse (z. B. bei der Geräuschidentifikation) als auch auf post-perzeptuelle Prozesse (z. B. Antwortkongruenzprozesse) zurückgeführt werden kann. Die Größe des semantischen Interferenzeffekts hingegen unterschied sich statistisch nicht zwischen den beiden Aufgaben-SOAs. Dies zeigt eine Additivität des semantischen Interferenz- und PRP-Effekts. Im Vergleich zu Experiment 2 zeigte sich in den deskriptiven Daten jedoch ein gegenläufiger Trend. Das heißt, der beobachtete semantische Interferenzeffekt war tendenziell größer in Trials mit einer Aufgaben-SOA von 0 ms (M = 101 ms, SE = 26 ms) als in Trials mit einer Aufgaben-SOA von 1.500 ms (M = 70 ms, SE = 21 ms). Zusätzlich durchgeführte Äquivalenztests (siehe Experiment 2) zeigten, dass die Reaktionszeitdifferenzen der semantisch relatierten und unrelatierten Distraktorbedingung in beiden Aufgaben-SOAs nur hinsichtlich der Itemanalyse als äquivalent angenommen werden können, t1(23) = 1.56, p = .066; t2(31) = 1.76, p = .044. Somit konnte auch in diesem Fall keine einheitliche Aussage darüber getroffen werden, ob der deskriptive Unterschied bedeutsam ist. Die Ergebnisse der Experimente 2 und 3 deuten jedoch auf eine gewisse Variabilität des semantischen Interferenzeffekts in Bezug auf die Aufgaben-SOA hin. Insgesamt scheint es jedoch keine (gerichtete) Modulation des Effekts durch die Aufgaben-SOA zu geben. Diese Annahme wird auch durch zusätzliche cross-experimentelle Analysen der beiden Doppelaufgabenexperimente unterstützt, in denen ein signifikanter semantischer Interferenzeffekt, F1(1, 47) = 91.62, p < .001, 
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ηG2 = .031; F2(1, 31) = 20.99, p < .001, ηG2 = .091, sowie ein Haupteffekt der Aufgaben-SOA, F1(1, 47) = 93.80, p < .001, ηG2 = .362; F2(1, 31) = 597.03, p < .001, ηG2 = .583, jedoch keine Interaktion, Fs < 1, beobachtet werden konnte. Darüber hinaus zeigte sich auch in den deskriptiven Daten kein Hinweis auf einen unterschiedlich großen Effekt zwischen kurzen (M = 91 ms, SD = 15 ms) und langen Aufgaben-SOAs (M = 84 ms, SD = 13 ms). Stattdessen kann der Effekt hinsichtlich seiner Größe sogar als äquivalent angesehen werden, t1(47) = 3.13, p = .001; t2(31) = 2.83, p = .004. Demzufolge kann wahrscheinlich eher von einem additiven Zusammenhang des semantischen Interferenz- und PRP-Effekts bei der Geräuschbenennung ausgegangen werden. Das heißt, dass der semantische Interferenzeffekt während post-perzeptueller Verarbeitungsprozesse entsteht. Vergleichbare Befunde konnten auch in Bild-Wort-Interferenzaufgaben gezeigt werden, die als Zweitaufgabe in einem Doppelaufgabenexperiment verwendet wurden (z. B. Piai et al., 2014; Schnur & Martin, 2012; demgegenüber aber z. B. Ayora et al., 2011; Dell’Acqua et al., 2007).  In der Erstaufgabe (Buchstabenentscheidung) konnte wie auch zuvor in Experiment 2 ein Einfluss der Aufgaben-SOA beobachtet werden. Das heißt, im Vergleich zur zeitlichen Trennung der Stimuli beider Aufgaben (Aufgaben-SOA 1.500 ms) reagierten die Probanden langsamer und machten mehr Fehler, wenn die Buchstaben zeitgleich mit den Geräuschen und Bildern präsentiert wurden (Aufgaben-SOA 0 ms). Dies zeigt abermals den Einfluss der Zweitaufgabe auf die Erstaufgabe und deutet auf eine (zumindest anteilig) parallele Verarbeitung beider Aufgaben hin. Im Zusammenhang mit den in Experiment 2 beobachteten Ergebnissen scheint dieser Befund eher unwahrscheinlich nur zufällig zustande gekommen zu sein. Außerdem gibt es auch andere Studien, in denen eine Beeinflussung der Erstaufgabe durch die Zweitaufgabe berichtet wurde (z. B. bei Kombination einer Tonhöhenentscheidungsaufgabe als Erstaufgabe mit einer Bild-Wort-Interferenzaufgabe als Zweitaufgabe, siehe Piai et al., 2014). Somit unterstützen die Ergebnisse der Experimente 2 und 3 die Annahmen von Modellen der zentralen Kapazitätsteilung (z. B. Tombu & Jolicoer, 2003) und stellen die serielle Verarbeitung zentraler Prozesse in einer Doppelaufgabensituation sowie die Vorstellung eines zentralen Flaschenhalses (z. B. Pashler, 1994; Welford, 1967) infrage. Ähnlich wie in Experiment 2 kann aber auch die Aufgabenkonfiguration in Experiment 3 die beobachteten Ergebnisse begünstigt haben. Schließlich wurden 
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auch in diesem Experiment visuelle Stimuli in beiden Aufgaben dargeboten, sodass die Fokussierung der visuellen Aufmerksamkeit auf die Buchstaben der Erstaufgabe, besonders bei zeitgleicher Präsentation der Geräusche und Bilder der Zweitaufgabe (Aufgaben-SOA 0 ms), möglicherweise beeinträchtigt war. Allerdings konnte in Experiment 3 kein Einfluss der Distraktorbedingung auf die Reaktionszeiten der Erstaufgabe gefunden werden. Dies deutet darauf hin, dass die entsprechende Beobachtung in Experiment 2 möglicherweise ein Zufallsbefund war. Da in Experiment 2 zudem frühe, cross-modale Kongruenzeffekte als Ursache für die schnelleren Reaktionszeiten der Erstaufgabe durch kongruente Geräusch-Bild-Paare diskutiert wurden, könnte dieser Effekt durch die schwierigere Erstaufgabe in Experiment 3 aber auch neutralisiert worden sein.  Zusammenfassend kann herausgestellt werden, dass die in Experiment 1 und 2 beobachteten semantischen Kontexteffekte auch in Experiment 3 repliziert werden konnten. Dabei konnte abermals gezeigt werden, dass der kongruente Erleichterungseffekt zum Teil während der perzeptuellen und zum Teil während der post-perzeptuellen Verarbeitung entsteht. Das bedeutet, dass der Effekt auf perzeptuelle Prozesse (z. B. bei der Geräuschidentifikation) und Antwortselektionsprozesse (z. B. lexikalische Selektionsprozesse) oder auch spätere Verarbeitungsprozesse zurückgeführt werden kann. Für die Entstehung des semantischen Interferenzeffekts können im Zusammenhang mit den Ergebnissen von Experiment 2 vorrangig post-perzeptuelle Prozesse (d. h. lexikalische Selektions- oder spätere Verarbeitungsprozesse) als ursächlich angenommen werden. Zumindest erscheint eine Beteiligung perzeptueller Prozesse bei der Entstehung des semantischen Interferenzeffekts weniger wahrscheinlich, obwohl eine große Variabilität des Effekts über die Aufgaben-SOAs und Experimente hinweg beobachtet werden konnte. Denn besonders in Experiment 3 waren durch die Anpassungen des Designs (im Vergleich zu Experiment 2) bessere Voraussetzungen gegeben, um eine potenzielle Modulation (bzw. Unteradditivität) des semantischen Interferenzeffekts zu finden. Beispielsweise benötigten die Probanden durchschnittlich mehr als 1.000 ms, um auf die Buchstaben zu reagieren, und machten dabei in durchschnittlich mehr als 10,0% aller Trials einen Fehler. In Experiment 2 hingegen benötigten die Probanden durchschnittlich weniger als 650 ms, um auf die Targets der Erstaufgabe zu reagieren, und machten dabei in durchschnittlich weniger als 2,0% der Trials einen Fehler. Daraus lässt sich ableiten, 
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dass die Buchstabenentscheidung in Experiment 3 deutlich schwieriger war als die Pfeilentscheidung in Experiment 2. Zudem benötigten die Probanden in Trials, in denen die Targets beider Aufgaben gleichzeitig präsentiert wurden, annähernd genauso viel Zeit, um auf die Buchstaben zu reagieren, wie für das Benennen der Geräusche benötigt wird (durchschnittlich mehr als 1.000 ms; vgl. Experiment 1). Daher kann davon ausgegangen werden, dass der durch die Erstaufgabe in Experiment 3 erzeugte kognitive Slack potenziell groß genug war, um semantische Kontexteffekte in der Zweitaufgabe, die auf prä-zentralen Prozessen beruhen, (vollständig) zu absorbieren. Auch zeigte sich, dass die Antworten auf die Buchstaben in Trials mit einer Aufgaben-SOA von 1.500 ms etwa 500 ms vor dem Onset der Stimuli der Zweitaufgabe erfolgten. Folglich war in diesem Experiment die zeitliche Trennung durch die lange Aufgaben-SOA ausreichend, um in den entsprechenden Trials eine separate Verarbeitung beider Aufgaben zu ermöglichen. Allerdings konnte weder in Experiment 2 noch in Experiment 3 eine Modulation des semantischen Interferenzeffekts durch die Aufgaben-SOA beobachtet werden. Darüber hinaus wird die Annahme, dass der semantische Interferenzeffekt auf post-perzeptuelle Prozesse zurückführbar ist, auch durch die cross-experimentellen Analysen der Experimente 2 und 3 unterstützt.  6.4   GEMEINSAME DISKUSSION DER EXPERIMENTE 1 – 3  In den Experimenten 1 – 3 sollten im Wesentlichen zwei wichtige Fragestellungen adressiert werden. Zum einen sollte untersucht werden, ob natürliche Geräusche als auditive Targets in chronometrischen Untersuchungen von Sprachproduktionsprozessen verwendet werden können. Zum anderen sollte geprüft werden, ob sich semantische Kontexteffekte – wie sie typischerweise in Aufgabenkonfigurationen mit visuellen Stimuli (d. h. Bildern und Wörtern, siehe z. B. Lupker, 1979; Rosinski, 1977) gezeigt werden können – auch mit auditiven Targets (z. B. natürlichen Geräuschen) beobachten lassen. Einen Überblick über die wichtigsten Gemeinsamkeiten und Unterschiede der Experimente 1 – 3 zeigt Abbildung 7. In Bezug auf die erste Fragestellung zeigte sich, dass die Probanden in den Experimenten 1 – 3 sehr treffsicher verschiedene Tierlaute, Klänge von Musikinstrumenten, Geräusche von Fahrzeugen und anderer semantischer 
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Kategorien erkennen und benennen konnten. Obwohl die Probanden nur einmalig vor Beginn eines jeden Experiments mit den Geräuschen und den entsprechenden Namen vertraut gemacht wurden, ließen sich durchschnittlich weniger als 7,0% aller Trials auf eine falsche oder fehlende Benennung zurückführen. Darüber hinaus wurden Reaktionszeiten von durchschnittlich mehr als 1.000 ms für die Benennung der Geräusche gemessen. Daraus lässt sich ableiten, dass natürliche Geräusche ein mit Bildern vergleichbares Potential besitzen, um eine sprachliche Absicht zu induzieren und konsistente sowie zeitlich messbare Antworten zu erzeugen. Damit erfüllen die Geräusche alle wichtigen Voraussetzungen, die Targets in Benennungsaufgaben aufweisen müssen. Denn besonders im Hinblick auf die Untersuchung semantischer Kontexteffekte ist die eindeutige Zuordenbarkeit der Geräusche (z. B. Krähen(Hahn)) zu Konzepten (z. B. HAHN) sowie die Messbarkeit der sprachlichen Äußerungen von Bedeutung.  
 Abbildung 7. Tabellarische Übersicht über die Experimente 1 – 3.  Auch hinsichtlich der zweiten Fragestellung liefern die Experimente 1 – 3 wichtige Erkenntnisse. So konnten in Experiment 1 erstmalig semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) in einer Geräuschbenennungsaufgabe mit Bilddistraktion gezeigt werden. Im Vergleich zu unrelatierten Bildern (z. B. Klingel) reagierten die Probanden schneller und fehlerfreier auf die Geräusche (z. B. Krähen(Hahn)), wenn diese mit kongruenten Bildern (z. B. Hahn) präsentiert wurden. Außerdem waren die Antworten der 
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Probanden langsamer und fehleranfälliger, wenn die Geräusche mit semantisch relatierten Bildern (z. B. Ente) im Vergleich zu unrelatierten Bildern präsentiert wurden. Dieses Muster zeigte sich unabhängig davon, ob die Bilder vor (Distraktor-SOA -200 ms) oder zeitgleich mit den Geräuschen (Distraktor-SOA 0 ms) dargeboten wurden, und ist mit Befunden aus Bild-Wort- (z. B. Glaser & Düngelhoff, 1984; Lupker, 1979), einigen Bild-Bild- (z. B. Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016) und sogar Bild-Geräusch-Interferenzstudien (z. B. Mädebach et al., 2017) vereinbar. Außerdem konnte beobachtet werden, dass die Probanden generell schneller auf die Geräuschtargets reagierten, wenn die Bilddistraktoren im Vergleich zu einer zeitgleichen Präsentation beider Stimuli vor dem Onset der Targets erschienen. Dies deutet darauf hin, dass eine zeitliche Separation von Target und Distraktor eine erleichternde Wirkung auf die Targetverarbeitung hat. In den Experimenten 2 und 3 wurde der Geräuschbenennungsaufgabe eine manuelle Entscheidungsaufgabe vorangestellt. Auch in diesen beiden Doppelaufgabenexperimenten konnten die semantischen Kontexteffekte in der Geräuschbenennungsaufgabe repliziert werden. Zudem reagierten die Probanden generell langsamer auf die Geräusche, wenn diese gleichzeitig mit den Targets der Erstaufgabe (Aufgaben-SOA 0 ms) präsentiert wurden. Dieser Befund konnte im Vergleich zu einer zeitlichen Trennung der beiden Aufgaben (Aufgaben-SOA 500 ms in Experiment 2, Aufgaben-SOA 1.500 ms in Experiment 3) gezeigt werden und repliziert den für Doppelaufgaben typischen PRP-Effekt (z. B. Pashler, 1994). Zusätzlich zeigte sich eine (zumindest teilweise) Modulation der semantischen Kontexteffekte durch die Aufgaben-SOA, und zwar unabhängig von der Aufgabenschwierigkeit der Erstaufgabe (relativ einfache Pfeilentscheidung in Experiment 2, anspruchsvollere Buchstabenentscheidung in Experiment 3) oder der Länge der langen Aufgaben-SOA (500 ms in Experiment 2, 1.500 ms in Experiment 3). Der kongruente Erleichterungseffekt war kleiner in Trials mit einer kurzen Aufgaben-SOA im Vergleich zu Trials mit einer langen Aufgaben-SOA. Daraus lässt sich ableiten, dass zwischen dem kongruenten Erleichterungs- und PRP-Effekt ein unteradditiver Zusammenhang besteht. Das bedeutet, dass der kongruente Erleichterungseffekt zumindest zum Teil während perzeptueller Verarbeitungsprozesse entsteht und folglich bei einer kurzen Aufgaben-SOA vom 
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kognitiven Slack der Erstaufgabe anteilig absorbiert wird. Angesichts der Tatsache, dass der Effekt sowohl in kurzen als auch langen Aufgaben-SOAs beobachtbar war, kann auch von einer Beteiligung post-perzeptueller Prozesse bei der Entstehung des Effekts ausgegangen werden. Dies zeigt sich insbesondere daran, dass der kongruente Erleichterungseffekt trotz eines (im Vergleich zu Experiment 2) größeren kognitiven Slacks in Experiment 3 beobachtbar war. Da durch den kognitiven Slack perzeptuelle Anteile eines Effekts absorbiert werden, kann der verbleibende und beobachtbare Anteil des Effekts nur auf post-perzeptuelle Prozesse zurückgeführt werden. Dies entspricht den Befunden aus Bild-Wort-Interferenzaufgaben, die als Zweitaufgabe in einem Doppelaufgabenexperiment verwendet wurden (z. B. Piai & Roelofs, 2013) und unterstützt die Annahme, dass kongruente Bilder bei der Geräuschbenennung frühe perzeptuelle Prozesse wie beispielsweise die Geräuschidentifikation beschleunigen (siehe auch Chen & Spence, 2010; Iordanescu et al., 2008; Yuval-Greenberg & Deouell, 2009). Darüber hinaus können auch Antwortkongruenzprozesse (siehe z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) als ursächlich angenommen werden. Das heißt, dass durch die Verarbeitung kongruenter (im Vergleich zur Verarbeitung unrelatierter) Bilder die Aktivierung der Targetrepräsentation und die Selektion des entsprechenden Geräuschnamens erleichtert werden. Die Größe des semantischen Interferenzeffekts hingegen variierte zwar zwischen den Experimenten in Bezug auf die Aufgaben-SOA, jedoch konnte innerhalb der jeweiligen Experimente und in cross-experimentellen Analysen kein bedeutsamer Unterschied hinsichtlich der Größe des Effekts zwischen kurzer und langer Aufgaben-SOA gefunden werden. Daraus lässt sich ableiten, dass zwischen dem semantischen Interferenz- und PRP-Effekt ein additiver Zusammenhang besteht. Das bedeutet, dass der semantische Interferenzeffekt während post-perzeptueller Verarbeitungsprozesse entsteht. Ein solches Datenmuster konnte auch in anderen Doppelaufgabenexperimenten, in denen eine Bild-Wort-Interferenzaufgabe als Zweitaufgabe verwendet wurde, gefunden werden (z. B. Piai et al., 2014; Schnur & Martin, 2012; siehe aber z. B. Ayora et al., 2011; Dell’Acqua et al., 2007). Dasselbe Datenmuster zeigte sich auch in einer Studie von Mädebach, Kieseler und Jescheniak (2017), in der die Probanden zuerst auf eine geometrische Form (Dreieck oder Kreis) per Tastendruck reagieren sollten (Erstaufgabe), bevor sie Bildtargets benennen und Geräuschdistraktoren ignorieren sollten (Zweitaufgabe). 
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Ein Nebenbefund der beiden Doppelaufgabenexperimente war, dass ein Einfluss der Aufgaben-SOA auf die jeweilige Erstaufgabe beobachtet werden konnte. Das heißt, die Probanden reagierten langsamer auf die Pfeile beziehungsweise Buchstaben, wenn diese zeitgleich mit den Geräuschen und Bildern der Zweitaufgabe präsentiert wurden. Dies zeigt, dass die zentralen Verarbeitungsprozesse der Erst- und Zweitaufgabe offenbar nicht gemäß den Annahmen eines zentralen Flaschenhalses (z. B. Pashler, 1994; Welford, 1967) strikt seriell verarbeitet wurden, sondern vielmehr von einer parallelen Verarbeitung der zentralen Prozesse beider Aufgaben im Sinne einer zentralen Kapazitätsteilung (z. B. Tombu & Jolicoer, 2003) ausgegangen werden kann. Dieser Nebenbefund tangiert jedoch nicht die Interpretierbarkeit der Ergebnisse in Bezug auf die semantischen Kontexteffekte, da auch in solch alternativen Modellen typische Effekte in Doppelaufgaben (z. B. PRP-Effekte, Unteradditivität von prä-zentralen Prozessen sowie Additivität von zentralen bzw. post-zentralen Prozessen der Zweitaufgabe in Abhängigkeit von der Aufgaben-SOA) vorhergesagt werden. Zudem kann nicht ausgeschlossen werden, dass die in den Experimenten 2 und 3 verwendete Aufgabenkonfiguration (z. B. Überlappung von Stimulusmodalitäten zwischen der Erst- und Zweitaufgabe) die Ergebnisse der jeweiligen Erstaufgabe beeinflusst hat. Zudem zeigte sich, dass die semantischen Kontexteffekte in der Geräusch-Bild-Interferenzaufgabe in einem ähnlichen SOA-Bereich beobachtet werden konnten, in dem auch in einer Bild-Geräusch-Interferenzaufgabe semantische Kontexteffekte gefunden wurden (Mädebach et al., 2017). Dies ist insofern überraschend, da ebenfalls gezeigt werden konnte, dass die Benennung der Geräusche (durchschnittlich mehr als 1.000 ms) insgesamt mehr Zeit beanspruchte als die Benennung entsprechender Bilder (durchschnittlich weniger als 700 ms), was vermutlich auf die längere prä-lexikalische Verarbeitung der Geräusche zurückzuführen ist (siehe auch Indefrey, 2011 bzw. die Diskussionen der Experimente 1 und 2). Daraus ließe sich die Vermutung ableiten, dass für das Beobachten semantischer Kontexteffekte mit Geräuschtargets eher positivere Distraktor-SOAs benötigt werden. Das heißt, dass die Bilddistraktoren erst nach dem Onset der Geräusche erscheinen, sodass für die semantische Verarbeitung der Geräusche entsprechend mehr Zeit zur Verfügung steht. Analog dazu konnte gezeigt werden, dass auditive Distraktoren (z. B. gesprochene Wörter oder Geräusche) tendenziell vor visuell dargebotenen Targets (z. B. Bildern) präsentiert werden 
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müssen, um entsprechende semantische Kontexteffekte beobachten zu können (siehe z. B. Mädebach et al., 2017; Schriefers et al., 1990). Demgegenüber lassen sich semantische Kontexteffekte mit visuellen Distraktoren (z. B. Wörtern und Bildern) beobachten, wenn diese kurz vor oder nach sowie gleichzeitig mit dem Target-Onset erscheinen (siehe z. B. Glaser & Düngelhoff, 1984; Starreveld & La Heij, 1996). Dies lässt sich vermutlich dadurch erklären, dass auditive Stimuli eine zeitliche Ausdehnung besitzen, während visuelle Stimuli zum Zeitpunkt ihrer Darbietung bereits alle für die Identifikation erforderlichen Informationen zur Verfügung stellen. In den Experimenten 1 – 3 hingegen wurden die Bilder entweder vor (Distraktor-SOA -200 ms) oder zeitgleich mit dem Onset der Geräuschtargets (Distraktor-SOA 0 ms) präsentiert. Angesichts der unterschiedlichen Reaktionszeiten, die bei der Geräusch- und Bildbenennung gemessen wurden, kann davon ausgegangen werden, dass zu dem Zeitpunkt, an dem die Verarbeitung der Bilder bereits abgeschlossen war, die Verarbeitung der Geräusche noch andauerte. Je nach Distraktor-SOA betrug die zeitliche Differenz zwischen der Geräusch- und Bildverarbeitung etwa 300 ms bis 500 ms. Dessen ungeachtet konnten in allen berichteten Experimenten semantische Kontexteffekte mit Bilddistraktoren bei der Geräuschbenennung beobachtet werden. Das bedeutet, dass die durch die Bilddistraktoren induzierte Aktivierung eines zum jeweiligen Target kongruenten oder semantisch relatierten Lemmas (im Vergleich zu einer unrelatierten Repräsentation) immer noch ausreichend war, um die Geräuschbenennung zu beeinflussen. Hinzu kommt, dass die Bilddistraktoren für eine Dauer von jeweils 1.500 ms auf dem Bildschirm zu sehen waren. Demzufolge war es durchaus möglich, dass sich die Aktivierung der jeweiligen Distraktorrepräsentationen beständig aktualisiert hat (zumal in einigen Trials gezielt Aufmerksamkeit auf die Bilder gelenkt wurde, z. B. durch Catch-Trials in Experiment 1), sodass sich der zeitliche Unterschied zwischen Geräusch- und Bildverarbeitung weniger stark ausgewirkt hat (vgl. auch die Argumentation von Damian & Martin, 1999, in Bezug auf eine Bild-Wort-Interferenzaufgabe mit visuellen und auditiven Wortdistraktoren). Der Einfluss der Präsentationsdauer eines Stimulus konnte bereits in früheren Studien gezeigt werden (z. B. Carr, McCauley, Sperber & Parmelee, 1982; Roelofs, 2011). Vor allem aber zeigt das Auffinden des kongruenten Erleichterungseffekts, dass das Design in den Experimenten 1 – 3 sensitiv genug war, um semantische Kontexteffekte durch 
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Bilddistraktoren bei der Geräuschbenennung finden zu können (was auch das Vorhandensein des semantischen Interferenzeffekts bestätigt). Obwohl in allen berichteten Experimenten semantische Kontexteffekte beobachtet werden konnten, zeigte sich, dass die Größe der jeweiligen Effekte unterschiedlich war. So konnte beispielsweise ein kongruenter Erleichterungseffekt von durchschnittlich etwa 200 ms – 210 ms14 gemessen werden. Demgegenüber konnte ein semantischer Interferenzeffekt von durchschnittlich etwa 60 ms – 100 ms beobachtet werden, was weniger als der Hälfte der Größe des kongruenten Erleichterungseffekts entspricht. Dieser Unterschied kann vermutlich darauf zurückgeführt werden, dass nicht nur die Richtung der beiden Effekte gegenläufig ist, sondern auch, dass diesen Effekten unterschiedliche Verarbeitungsprozesse zugrunde liegen. Schließlich kann aus den Ergebnissen der beiden Doppelaufgabenexperimente abgeleitet werden, dass der kongruente Erleichterungseffekt auf frühe perzeptuelle sowie post-perzeptuelle Prozesse zurückgeführt werden kann, wohingegen der semantische Interferenzeffekt vermutlich während der post-perzeptuellen Verarbeitung entsteht. Ferner wurde argumentiert, dass in einer Sprachproduktionsaufgabe unterschiedliche Prozesse wirksam sind, die zu Erleichterung (z. B. durch Priming oder Antwortkongruenz) oder Interferenz (z. B. durch kompetitive lexikalische Selektion oder Antwortausschluss) führen können. Die Richtung eines beobachtbaren Effekts ist dabei von der Stärke der beteiligten Prozesse abhängig (siehe z. B. Abdel Rahman & Melinger, 2009; Hantsch et al., 2009; Navarrete & Costa, 2005). Während davon ausgegangen werden kann, dass kongruente Distraktoren ausschließlich Erleichterung induzieren, ist zu vermuten, dass semantisch relatierte Distraktoren zwar überwiegend Interferenz, aber anteilig auch Erleichterung (z. B. durch Priming) hervorrufen können. Dies könnte möglicherweise auch erklären, warum der absolute Betrag des semantischen Interferenzeffekts im Vergleich zum kongruenten Erleichterungseffekt geringer war. Allerdings ist die konsistente Replizierbarkeit der semantischen Kontexteffekte in der vorliegenden Aufgabenkonfiguration insofern bemerkenswert, da mit Bilddistraktoren in Aufgabenkonfigurationen mit Bildtargets (d. h. visuellen Targets) in                                                           14 Diese Angabe bezieht sich auf beide Distraktor-SOAs in Experiment 1 sowie die jeweils langen Aufgaben-SOAs in den Experimenten 2 und 3. Die kurzen Aufgaben-SOAs der beiden Doppelaufgabenexperimente wurden jedoch nicht berücksichtigt, da die Größe des kongruenten Erleichterungseffekts in diesen Trials moduliert wurde und nicht repräsentativ für die Geräuschbenennungsaufgabe in einer Einzelaufgabensituation ist. 
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der Literatur kein solch einheitliches Datenmuster dokumentiert ist. Dies gilt insbesondere in Bezug auf die semantischen Interferenzeffekte. In einigen Studien konnten keine semantischen Interferenzeffekte (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) oder sogar Erleichterungseffekte beobachtet werden (z. B. La Heij et al., 2003). In anderen Studien wiederum wurden semantische Interferenzeffekte nur in Aufgabenkonfigurationen, in denen beispielsweise gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt wurde, berichtet (z. B. Jescheniak et al., 2014). In den Experimenten 1 – 3 fand eine vergleichbare Aufmerksamkeitsmanipulation statt, da durch die Verwendung einer zusätzlichen manuellen Entscheidungsaufgabe (Pfeilentscheidung in den Experimenten 1 und 2, Buchstabenentscheidung in Experimenten 3) ebenfalls Aufmerksamkeit auf den Bildschirm (und somit auf die Bilder) gelenkt wurde. Dadurch sollte sichergestellt werden, dass der durch die Bilddistraktoren induzierte semantische Kontext die Geräuschbenennung beeinflussen konnte. Andernfalls hätte es für die Probanden keine Motivation gegeben, auf den Bildschirm zu schauen, da dies für die Benennung der Geräusche nicht notwendig war. Ein weiterer Grund für das Auffinden eines semantischen Interferenzeffekts in einer Geräusch-Bild-Interferenzaufgabe könnte jedoch sein, dass diese Effekte möglicherweise generell eher in cross-modalen Aufgabenkonfigurationen oder in Aufgabenkonfigurationen mit unterschiedlichen Stimulusarten beobachtet werden können (siehe hierzu auch Glaser & Glaser, 1982, 1989). Beispielsweise konnten semantische Interferenzeffekte in Bild-Wort- (z. B. Lupker, 1979; Rosinksi, 1977), Bild-Geräusch- (z. B. Mädebach et al., 2017) und sogar Geräusch-Bild-Interferenzaufgaben (siehe die aktuellen Ergebnisse) beobachtet werden15. Demgegenüber konnten in Aufgabenkonfigurationen, in denen ausschließlich gleichartige Stimuli verwendet wurden – beispielsweise in Wort-Wort- (siehe z. B. Glaser & Glaser, 1989) oder Bild-Bild-Interferenzaufgaben (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) – entweder keine oder nur sehr schwache semantische Interferenzeffekte beobachtet werden.                                                           15 Wort-Bild-Interferenzaufgaben, in denen die Probanden Wörter lesen (siehe z. B. Roelofs, 2006), stellen jedoch eine Ausnahme dar, da in diesen Aufgaben typischerweise keine semantischen Interferenzeffekte beobachtet werden können. Dies lässt sich vermutlich darauf zurückführen, dass Wörter als Targets direkt lexikalisiert werden können und insgesamt schneller verarbeitet werden, sodass deren Verarbeitung weniger stark von einer Kontextmanipulation durch die Bilddistraktoren beeinflusst wird. 
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Darüber hinaus werden durch Bilddistraktoren induzierte semantische Interferenzeffekte nicht von allen Erklärungsmodellen vorhergesagt. Zwar konnte in den beiden Doppelaufgabenexperimenten gezeigt werden, dass der beobachtete semantische Interferenzeffekt auf post-perzeptuellen Verarbeitungsprozessen beruht – was prinzipiell mit den Annahmen kompetitiver und nicht-kompetitiver Modelle vereinbar ist – doch deuten die Daten darauf hin, dass der Effekt während der lexikalischen Verarbeitung entsteht. Schließlich liefern kompetitive Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) einen allgemeinen Erklärungsansatz für die Entstehung semantischer Interferenzeffekte, der nicht auf spezifische Aufgabenkonfigurationen mit visuellen Stimuli (z. B. Bilder oder Wörter) beschränkt ist. Eine der wenigen Voraussetzungen ist, dass die jeweilig verwendeten Stimuli entsprechende Lemmata stark genug aktivieren können, sodass diese einen kritischen Schwellenwert überschreiten und während der lexikalischen Selektion miteinander konkurrieren können. Angesichts der Ergebnisse der Experimente 1 – 3 kann davon ausgegangen werden, dass die durch die Bilddistraktoren induzierte lexikalische Aktivierung ausreichend war, um die Geräuschbenennung zu beeinflussen. Nicht-kompetitive Modelle hingegen, wie zum Beispiel die Antwortausschluss-Hypothese (z. B. Finkbeiner & Caramazza, 2006a, Mahon et al., 2007), beziehen sich ausschließlich auf Aufgabenkonfigurationen, in denen Wörter als Distraktoren verwendet werden. Semantische Interferenzeffekte mit Bilddistraktoren sind in diesen Modellen allerdings nicht vorgesehen, da diese im Gegensatz zu Wortdistraktoren keinen privilegierten Zugang zum prä-artikulatorischen Ausgabepuffer besitzen. Wird diese Modellannahme jedoch im Sinne eines Pferderennen-Modells (z. B. Logan & Cowan, 1984) erweitert, sodass prinzipiell jeder Stimulus das Potential besitzt, den prä-artikulatorischen Ausgabepuffer blockieren zu können (vorausgesetzt, dass dieser Stimulus schnell genug verarbeitet wird), dann wäre auch eine Verzögerung der verbalen Antworten durch semantisch relatierte Bilddistraktoren in einer Geräuschbenennungsaufgabe vorstellbar. Schließlich konnte gezeigt werden, dass Geräusche langsamer als entsprechende Bilder benannt werden. Vergleichbare Befunde konnten auch in anderen Studien beobachtet werden (z. B. Ballas, 1993; Snodgrass & Yuditsky, 1996). Dennoch gibt es Indizien, die dieser Erweiterung nicht-kompetitiver Modelle widersprechen. Denn sollten die Probanden tatsächlich fälschlicherweise den Namen 
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der jeweiligen Bilder zuerst vorbereitet haben, so sollte der semantische Interferenzeffekt hauptsächlich auf langsame Antworten beschränkt sein. Da für das Benennen der Bilder aus demselben Materialset durchschnittlich weniger als 700 ms gemessen wurden (siehe Mädebach et al., 2017), sollte das Entfernen der Bildnamen aus dem prä-artikulatorischen Ausgabepuffer in etwa vergleichbar viel Zeit beanspruchen. Um dies zu überprüfen, wurden die Reaktionszeiten der Geräuschbenennungsaufgabe (Experimente 1 – 3) in cross-experimentellen Reaktionszeitverteilungsanalysen (siehe Ratcliff, 1979) untersucht. Dazu wurden die Reaktionszeiten für jeden Probanden und jedes Item, getrennt für die einzelnen Distraktorbedingungen, in ein Spektrum aus fünf Abschnitten (sog. Quintile) zerlegt. Die Einteilung in Quintile erfolgte dabei anhand der aufsteigend sortierten Reaktionszeiten, sodass das erste Quintil jeweils die schnellsten und das fünfte Quintil jeweils die langsamsten Reaktionszeiten eines Probanden oder Items beinhaltete. Anschließend wurde der kritische Kontrast (semantisch – unrelatiert) in jedem dieser Quintile separat überprüft. Die semantischen Interferenzeffekte konnten jedoch in allen Quintilen (d. h. im gesamten Reaktionszeitspektrum) gefunden werden (ps < .001; siehe hierzu Abbildung 8). Dies deutet darauf hin, dass der jeweilige Bildname nicht in den prä-artikulatorischen Ausgabepuffer gelangte oder diesen blockierte. Darüber hinaus benannten die Probanden tatsächlich nur in durchschnittlich weniger als 1,0%16 aller Trials fälschlicherweise die Bilder anstelle der Geräusche. Auch im Hinblick auf andere Studien erscheint der alternative nicht-kompetitive Erklärungsansatz wenig plausibel. Schließlich konnten semantische Interferenzeffekte auch in einigen Bild-Bild- (z. B. Aristei et al., 2012; Jescheniak et al., 2014) und sogar Bild-Geräusch-Interferenzstudien (z. B. Mädebach et al., 2017) gefunden werden. Denn während es fraglich erscheint, warum ausgerechnet ein Bilddistraktor anstelle eines Bildtargets bevorzugt verarbeitet werden sollte (obwohl vergleichbare Laufzeiten für die Benennung beider Stimuli angenommen werden können), erscheint es sehr unwahrscheinlich bis nahezu ausgeschlossen, dass ein Geräuschdistraktor, der offensichtlich viel langsamer als ein Bilddistraktor verarbeitet wird, die Benennung eines Bildtargets beeinflussen könnte.                                                            16 Diese Fehler wurden nur in Trials mit semantisch relatierten und unrelatierten Bildern kodiert, da in Trials mit kongruenten Bildern die Antworten auf die Geräusche und Bilder identisch und damit nicht unterscheidbar waren. 
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 Abbildung 8. Verteilungskurven der über Probanden gemittelten und in Quintile zerlegten Reaktionszeiten der semantisch relatierten und unrelatierten Distraktorbedingung der Experimente 1 – 3, gemittelt über Distraktor- bzw. Aufgaben-SOA.  Zusammengefasst verdeutlichen die Ergebnisse der Experimente 1 – 3, dass natürliche Geräusche als Targets in chronometrischen Aufgaben zur Erforschung von Sprachproduktionsprozessen verwendet werden können. Darüber hinaus konnte gezeigt werden, dass semantische Kontexteffekte auch in einer Geräuschbenennungsaufgabe mit Bilddistraktion beobachtbar sind. Ferner stellte sich heraus, dass der kongruente Erleichterungseffekt sowohl auf perzeptuelle als auch auf post-perzeptuelle Prozesse zurückgeführt werden kann, während der semantische Interferenzeffekt vorrangig auf post-perzeptuellen Verarbeitungsprozessen beruht. Dabei spiegeln die genannten post-perzeptuellen Prozesse wahrscheinlich lexikalische Selektionsprozesse wider. Schließlich kann das Vorhandensein semantischer Kontexteffekte in einer Geräusch-Bild-Interferenzaufgabe nur mithilfe eines allgemeinen Erklärungsansatzes – wie er beispielsweise von kompetitiven Modellen der lexikalischen Selektion zur Verfügung gestellt wird (siehe Levelt et al., 1999; Roelofs, 1992) – in Einklang gebracht werden. Nicht-kompetitive Modelle hingegen (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) können die vorliegenden Befunde jedoch nicht ohne Weiteres erklären, da die Vorhersagen dieser Modelle auf spezifische Aufgabenkonfigurationen mit Wortdistraktoren beschränkt sind. Außerdem entsprechen die Ergebnisse der Experimente 1 – 3 den Befunden anderer Benennungsaufgaben, in denen visuelle Targets verwendet wurden (z. B. Jescheniak et al., 2014; Lupker, 1979; Piai et al., 
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2014) und zeigen, dass semantische Kontexteffekte auf Aufgabenkonfigurationen mit unterschiedlichen Targetmodalitäten generalisiert werden können. 
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7   BILDBENENNUNG MIT BILDDISTRAKTION 
  In diesem Kapitel sollen semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) in einer Bildbenennungsaufgabe mit Bilddistraktoren untersucht werden. Während kongruente Erleichterungseffekte in solchen Bild-Bild-Interferenzaufgaben bereits einheitlich gezeigt werden konnten (z. B. Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009), ist das Befundmuster im Hinblick auf semantische Interferenzeffekte weitaus weniger einheitlich. In einigen Studien konnten durch Bilddistraktoren induzierte semantische Interferenzeffekte beobachtet werden (z. B. Aristei et al., 2012; Jescheniak et al., 2014, Matushanskaya et al., 2016), in anderen Studien hingegen wurde keine semantischen Interferenzeffekte (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) oder sogar semantische Erleichterungseffekte (La Heij et al., 2003) berichtet. Um diesen Sachverhalt zu überprüfen, wurden fünf Experimente durchgeführt, in denen die Probanden Bildtargets (z. B. Hahn) benannten und zusätzlich präsentierte Bilddistraktoren ignorierten, die kongruent (z. B. Hahn), semantisch relatiert (z. B. Ente) oder unrelatiert (z. B. Klingel) zum Bildtarget waren. In jedem dieser Experimente wurden systematisch unterschiedliche Manipulationen realisiert, um den Einfluss potenziell bedeutsamer Faktoren auf semantische Interferenzeffekte in Bild-Bild-Interferenzaufgaben zu evaluieren. In Experiment 4 wurde durch eine zusätzliche manuelle Entscheidungsaufgabe (Pfeilentscheidungsaufgabe, siehe Catch-Trials in Experiment 1) gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt. Im Einklang mit bisherigen Studienergebnissen (z. B. Jescheniak et al., 2014) war zu erwarten, dass eine solche Manipulation zu einem messbaren semantischen Interferenzeffekt führt. Experiment 5 war im Wesentlichen mit Experiment 4 identisch, beinhaltete jedoch keine zusätzliche Aufmerksamkeitsmanipulation durch Catch-Trials. Dadurch sollte überprüft werden, ob semantische Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe auch ohne die gezielte Auslenkung der Aufmerksamkeit auf die Bilddistraktoren beobachtet werden können. In Experiment 6 wurden die Bildtargets und Bilddistraktoren in der Mitte des Bildschirms überlagert präsentiert, um den Einfluss der räumlichen Anordnung der Stimuli auf den semantischen Interferenzeffekt zu untersuchen. Dies entsprach zudem dem Vorgehen derjenigen Studien, in denen kein semantischer Interferenzeffekt gefunden wurde (z. B. Damian 
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& Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) und sollte die Vergleichbarkeit mit diesen Studien erhöhen. In Experiment 7 wurde das Materialset geteilt, sodass immer nur jeweils ein Bild der semantisch relatierten Bildpaare von den Probanden benannt wurde. Mithilfe dieser Manipulation sollte herausgestellt werden, ob die Zugehörigkeit der Distraktoren zum Antwortset – wie in einigen Studien berichtet wurde (z. B. La Heij, 1988; Levelt et al., 1999; Roelofs, 1992, 2003) – das Vorhandensein semantischer Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe begünstigen kann. In Experiment 8 wurden den Probanden semantisch relatierte Bilder präsentiert, die entweder stark formähnlich oder kaum formähnlich waren. Dadurch sollte der Frage nachgegangen werden, welchen Einfluss die visuelle Ähnlichkeit beziehungsweise die Formähnlichkeit auf den semantischen Interferenzeffekt in einer Bild-Bild-Interferenzaufgabe hat. Kongruente Erleichterungseffekte, die durch kongruente im Vergleich zu unrelatierten Bilddistraktoren in einer Bildbenennungsaufgabe induziert werden, stehen im Einklang mit den Annahmen aller Sprachproduktionsmodelle (z. B. Finkbeiner & Caramazza, 2006a; Levelt et al., 1999; Mahon et al., 2007; Roelofs, 1992) und sollten daher auch in den Experimenten, die in diesem Kapitel berichtet werden, beobachtbar sein. Aus diesem Grund erfolgte die Implementierung kongruenter Bilddistraktoren – wie auch in den Experimenten zuvor – um die generelle Wirksamkeit des jeweiligen experimentellen Designs sicherzustellen (d. h. der kongruente Erleichterungseffekt diente als Kontrolleffekt). Das Vorhandensein eines semantischen Interferenzeffekts in einer Bild-Bild-Interferenzaufgabe kann – unabhängig von der jeweiligen experimentellen Manipulation – jedoch nicht mit allen aktuellen Sprachproduktionsmodellen erklärt werden. Durch semantisch relatierte im Vergleich zu unrelatierten Bilddistraktoren induzierte semantische Interferenzeffekte sind ausschließlich mit den Annahmen kompetitiver Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) kompatibel, vorausgesetzt, dass die verwendeten Stimuli semantisch relatiert sind ausreichend semantisch verarbeitet werden. Ausgehend von den Annahmen nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) sind semantische Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe jedoch generell nicht zu erwarten, da Bilddistraktoren im Vergleich zu Wortdistraktoren keinen privilegierten Zugang zum prä-artikulatorischen Ausgabepuffer haben.  
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7.1   EXPERIMENT 4  In einer Bildbenennungsaufgabe sollte überprüft werden, ob sich semantische Kontexteffekte mithilfe von Bilddistraktoren beobachten lassen. Dazu wurden den Probanden jeweils zwei Bilder nebeneinander präsentiert, von denen nur eines benannt werden sollte. Durch das andere Bild wurde ein semantischer Kontext induziert. Das Bildtarget wurde wie in den Experimenten zuvor mit Bilddistraktoren präsentiert, die entweder kongruent, semantisch relatiert oder unrelatiert zum Target waren. Vergleichbar mit Experiment 1 wurden die Distraktoren entweder vor (Distraktor-SOA -200 ms) oder zeitgleich mit Erscheinen des Targets präsentiert (Distraktor-SOA 0 ms). Außerdem wurden Catch-Trials implementiert (25% aller Trials), in denen die Probanden auf die Richtung eines von Rauten flankierten Pfeils per Tastendruck reagieren sollten, nachdem sie zuvor das jeweilige Bildtarget benannt hatten. Die Pfeile erschienen wie in Experiment 1 mittig auf den Bilddistraktoren. Dadurch sollte gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt werden, um die Distraktorverarbeitung zu erhöhen. Dies geschah einerseits, um eine bessere Vergleichbarkeit mit den Geräuschbenennungsexperimenten (v. a. Experiment 1) zu ermöglichen, andererseits sollte dadurch die Sensitivität in Experiment 4 erhöht werden, um semantische Interferenzeffekte mit Bilddistraktoren in einer Bildbenennungsaufgabe zu finden (vgl. Jescheniak et al., 2014). Aufgrund der Aufmerksamkeitsmanipulation und der bereits erzielten Ergebnisse (siehe Experimente 1 – 3) war zu erwarten, dass die Probanden im Vergleich zur unrelatierten Distraktorbedingung schneller (und mit weniger Fehlern) auf die Bildtargets reagieren, wenn diese mit kongruenten Bilddistraktoren präsentiert werden (z. B. Jescheniak et al., 2009). Dieser kongruente Erleichterungseffekt würde von allen aktuellen Sprachproduktionsmodellen vorhergesagt werden (z. B. Levelt et al., 1999; Finkbeiner & Caramazza, 2006a). Außerdem war davon auszugehen, dass die Probanden in der semantisch relatierten Distraktorbedingung im Vergleich zur unrelatierten Distraktorbedingung langsamer reagieren (und ggf. mehr Fehler produzieren). Dieser Befund wäre kompatibel mit den Annahmen kompetitiver Modelle (z. B. Levelt et al., 1999; Roelofs, 1992), da diese Modelle allgemeinere Prozesse bei der Entstehung semantischer Interferenzeffekte beschreiben. Allerdings wäre ein solches Ergebnis nicht mit den Annahmen nicht-kompetitiver Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) vereinbar, da diese Modelle 
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lediglich Wortdistraktoren (aber nicht Bilddistraktoren) einen privilegierten Zugang zum prä-artikulatorischen Ausgabepuffer zuschreiben.  7.1.1   METHODE   Stichprobe. Es nahmen 24 Probanden (davon 18 weiblich) im Alter von 21 – 32 Jahren (M = 25,7, SD = 2,9) an der Untersuchung teil. Ein Proband musste ersetzt werden, da dessen Daten nicht sinnvoll interpretierbar waren (im Durchschnitt außergewöhnlich langsame Antworten und sehr hohe Variabilität17: M = 1.256 ms, SD = 541 ms, Spannweite: 484 ms – 2.916 ms). Material, Laborausstattung, Design und Durchführung. Experiment 4 war hinsichtlich Material, Laborausstattung, Design und Durchführung im Wesentlichen mit Experiment 1 vergleichbar, unterschied sich jedoch in den folgenden Details. Anstelle der Geräuschtargets wurden entsprechende Bilder verwendet. Hierzu wurden dieselben Linienzeichnungen und Itemzuordnungen in den vier Distraktorbedingungen (kongruent, semantisch, unrelatiert, Catch) wie auch in den Experimenten zuvor genutzt (siehe Appendix C). Die Bildtargets wurden jeweils mit dunkelblauen Konturen präsentiert (RGB 48 98 148), damit diese als Targets identifiziert werden konnten. Entsprechend wurden die Probanden instruiert, die blauen Bilder so schnell und so korrekt wie möglich zu benennen. Während die Distraktoren wie in den Experimenten 1 – 3 in der Bildschirmmitte gezeigt wurden, erschienen die Targets auf der mittleren horizontalen Achse jeweils rechts oder links neben den Distraktoren auf dem Bildschirm. Der Abstand der Bilder betrug dabei immer mindestens 40 Pixel, sodass sich die Konturen der jeweiligen Bilder nicht überlagerten. Jedes Bildtarget erschien außerdem in allen zugehörigen Distraktorbedingungen für eine bestimmte Distraktor-SOA an derselben Bildschirmposition, um die Messungen innerhalb eines Items (und einer Distraktor-SOA) hinsichtlich der räumlichen Konfiguration der Stimuli auf dem Bildschirm zu homogenisieren. Diese Position war für alle Targets über die Experimenthälften beziehungsweise Distraktor-SOAs für jeden Probanden ausbalanciert. Das heißt, wenn beispielsweise das Bild eines Hahns als Target in der ersten Hälfte des                                                           17 Zur besseren Vergleichbarkeit der beschriebenen Benennungslatenzen sei außerdem auf die Studie von Mädebach et al. (2017) verwiesen, in der dieselben Bilder wie in Experiment 4 verwendet wurden und in der die Probanden durchschnittlich weniger als 700 ms benötigten, um die Bildtargets zu benennen. 
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Experiments (bzw. mit einer Distraktor-SOA) immer links neben den zugehörigen Bilddistraktoren gezeigt wurde, so erschien das Bild eines Hahns als Target in der zweiten Hälfte des Experiments (bzw. mit der jeweils anderen Distraktor-SOA) immer rechts neben den jeweiligen Distraktoren. Allerdings konnten die Probanden anhand eines Distraktors die Position der jeweiligen Targets nicht vorherbestimmen, da die Targets gleich häufig links und rechts neben dem jeweiligen Distraktor präsentiert wurden (siehe Abbildung 9).  
 Abbildung 9. Beispielstimuli in einem Catch-Trial in der Bildbenennungsaufgabe. Die gestrichelten Rahmen dienen lediglich Illustrationszwecken und sollen den Erscheinungsort der Bilder markieren. Bildtargets (blau) erschienen entweder rechts oder links neben den Bilddistraktoren (schwarz), die immer in der Bildschirmmitte präsentiert wurden. Die übrigen experimentellen Trials waren vergleichbar strukturiert, allerdings wurden in diesen Durchgängen keine von Rauten flankierten Pfeile mittig auf den Bilddistraktoren gezeigt.  Die Randomisierung der Trials erfolgte anhand derselben Kriterien wie in Experiment 1. Zusätzlich wurden diese Kriterien aber dahingehend erweitert, dass Targets in aufeinanderfolgenden Trials nicht mehr als dreimal an derselben Bildschirmposition erscheinen durften. Auch der experimentelle Ablauf war mit dem in Experiment 1 vergleichbar, jedoch mit dem Unterschied, dass in der Vertrautmachung (und dem Rest des Experiments) keine Geräusche mehr abgespielt wurden, sodass auch die Kopfhörer nicht länger notwendig waren. Innerhalb eines Übungs-, Warm-up- oder experimentellen Trials wurden die Bildtargets (vergleichbar mit der maximalen Präsentationsdauer der Geräuschtargets in den Experimenten zuvor) für 1.500 ms auf dem Bildschirm präsentiert. Die Präsentationsdauer der Distraktoren in Experiment 4 hingegen variierte in Abhängigkeit von der jeweiligen Distraktor-SOA. Erschienen die Distraktoren 200 ms vor dem Target, so waren diese für insgesamt 
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1.700 ms zu sehen. Wurden Target und Distraktor jedoch zeitgleich präsentiert (Distraktor-SOA 0 ms), waren die Distraktoren 1.500 ms zu sehen. Das bedeutet, dass die Distraktoren jeweils zeitgleich mit dem Target-Offset vom Bildschirm verschwanden. Dadurch sollten potenzielle Irritationen der Probanden (z. B. durch ein „Flackern“ des Bildschirms aufgrund nacheinander ausgeblendeter Stimuli) während der Testphase reduziert werden.  7.1.2   ERGEBNISSE   Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 144 Beobachtungen (3,1%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 135 Beobachtungen (2,9%) auf Probandenfehler zurückgeführt werden. Diese wurden in den Fehleranalysen berücksichtigt. Außerdem wurden 102 Beobachtungen (2,2%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Catch-Trials wurden separat analysiert und wie in Experiment 1 von den Hauptanalysen ausgeschlossen. Erneut konnten die Probanden sehr präzise die Richtung der von Rauten flankierten Pfeile in Catch-Trials bestimmen (korrekte Antworten: M = 96,0%, SD = 4,5%, Spannweite: 82,8% – 100%). Dies deutet darauf hin, dass die Aufmerksamkeitsmanipulation wirksam war und die Bilddistraktoren entsprechend verarbeitet wurden. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert) und Distraktor-SOA  (-200 ms, 0 ms) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 4 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung, getrennt nach sowie gemittelt über Distraktor-SOA, abgebildet. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 268.00, p < .001, ηG2 = .347; F2(1.62, 50.21) = 285.33, p < .001, ηG2 = .514. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die verbalen Antworten schneller in der kongruenten Distraktorbedingung, t1(23) = 15.54, p < .001, dz = 3.171; t2(31) = 23.48, p < .001, dz = 4.151, und 
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langsamer in der semantisch relatierten Distraktorbedingung, t1(23) = 4.02, p < .001, dz = 0.821; t2(31) = 2.87, p = .007, dz = 0.508. Darüber hinaus zeigte sich ein Haupteffekt der Distraktor-SOA, F1(1, 23) = 82.39, p < .001, ηG2 = .156; F2(1, 31) = 316.18, p < .001, ηG2 = .270. Wenn die Bilddistraktoren gleichzeitig mit den Bildtargets präsentiert wurden (Distraktor-SOA 0 ms), waren die Reaktionszeiten langsamer, als wenn die Bilddistraktoren vor dem Onset der Bildtargets erschienen (Distraktor-SOA -200 ms). Beide Faktoren interagierten nicht, F1 < 1; F2(2, 62) = 1.14, p = .326, ηG2 = .002.  Tabelle 4 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach und gemittelt über Distraktor-SOA, in Experiment 4.  Distraktor-SOA  -200 ms 0 ms Gemittelt Distraktorbedingung RZ FR RZ FR RZ FR kongruent     640 (17)   2,0 (0,4)    710 (14)   1,3 (0,4)    675 (15)   1,6 (0,3) semantisch    767 (15)   3,3 (0,9)    828 (14)   3,9 (0,6)    797 (14)   3,6 (0,6) unrelatiert    749 (17)   3,6 (1,0)    809 (15)   3,5 (0,8)    779 (16)   3,6 (0,8)   kongruent – unrelatiert   -109   (7)  -1,6 (1,0)     -99   (9)  -2,2 (1,0)   -104   (7)  -2,0 (0,9)  ***/*** ns/ns ***/*** */** ***/*** */* semantisch – unrelatiert      18   (6)  -0,3 (0,8)      19   (7)   0,4 (0,8)      18   (5)   0,0 (0,7)  **/** ns/ns */* ns/ns ***/** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.   In den Fehleranalysen zeigte sich lediglich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 4.41, p = .018, ηG2 = .065; F2(2, 62) = 5.13, p = .009, ηG2 = .047. Im Vergleich zur unrelatierten Distraktorbedingung traten weniger Fehler in der kongruenten Distraktorbedingung auf, t1(23) = 2.13, p = .044, dz = 0.434; t2(31) = 2.70, p = .011, dz = 0.477. Die Fehlerraten in der semantisch relatierten und unrelatierten Distraktorbedingung unterschieden sich nicht, ts = 0 (bzw. ps = 1). Distraktor-SOA war nicht signifikant, Fs < 1. Auch die Interaktion von Distraktorbedingung und Distraktor-SOA war nicht signifikant, F1(2, 46) = 1.18, p = .317, ηG2 = .006; F2 < 1.  
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7.1.3   DISKUSSION   In Experiment 4 konnten in einer Bildbenennungsaufgabe durch Bilddistraktoren induzierte semantische Kontexteffekte beobachtet werden. Das bedeutet, dass die Probanden im Vergleich zu unrelatierten Bilddistraktoren schneller und fehlerfreier auf die Bildtargets reagierten, wenn diese mit kongruenten Bilddistraktoren präsentiert wurden (kongruenter Erleichterungseffekt), und langsamer antworteten, wenn die Bildtargets mit semantisch relatierten Bilddistraktoren erschienen (semantischer Interferenzeffekt). Wie bereits in Experiment 1 beobachtet werden konnte, reagierten die Probanden generell schneller auf die Targets, wenn beide Stimuli nicht zeitgleich erschienen (Distraktor-SOA 0 ms), sondern wenn der jeweilige Distraktor vor Target-Onset präsentiert wurde (Distraktor-SOA -200 ms). Dies bestärkt die Vermutung, dass die Verarbeitung eines Targets durch die zeitliche Trennung vom Distraktor erleichtert wird. Während der kongruente Erleichterungseffekt vermutlich auf Antwortkongruenzprozesse (z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) oder die Beschleunigung perzeptueller Prozesse (z. B. bei der Bildidentifikation) oder eine Kombination beider Prozesse zurückgeführt werden kann, lässt sich der beobachtete semantische Interferenzeffekt nur durch allgemein wirksame Prozesse erklären, wie sie von kompetitiven Modellen (z. B. Levelt et al., 1999; Roelofs, 1992) angenommen werden. Solche Modelle sind nämlich nicht auf den Input durch eine bestimmte Stimulusart beschränkt, sondern prinzipiell auf alle denkbaren Kombinationen aus Wort-, Bild- und Geräuschstimuli in Interferenzaufgaben anwendbar. Dabei wird lediglich vorausgesetzt, dass die entsprechenden Stimuli Konzepte beziehungsweise Lemmata ausreichend stark aktivieren können, sodass ein kritischer Schwellenwert (siehe Piai et al., 2012) erreicht wird und während der lexikalischen Selektion eine Wettbewerbssituation entsteht. Anhand der erzielten Ergebnisse kann geschlussfolgert werden, dass die Bilder in Experiment 4 offenbar ausreichend verarbeitet wurden, um diese Kriterien zu erfüllen. Nicht-kompetitive Modelle hingegen (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) schreiben semantische Interferenzeffekte vorrangig Aufgabenkonfiguration zu, in denen Wörter als Distraktoren verwendet werden. Bilddistraktoren hingegen sollten keine derartigen Effekte induzieren, da sie – gemäß den theoretischen Annahmen solcher Modelle – nicht automatisch verarbeitet 
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werden. Das bedeutet auch, dass die Namen der Bilddistraktoren den prä-artikulatorischen Ausgabepuffer nicht blockieren können, zumal Bilddistraktoren nicht schneller verarbeitet werden sollten als Bildtargets. Diese Möglichkeit war jedoch potenziell gegeben, wenn die Distraktoren 200 ms vor Target-Onset präsentiert wurden. Demzufolge sollte der semantische Interferenzeffekt aber nur in der genannten Distraktor-SOA beobachtbar sein. Allerdings konnte ein semantischer Interferenzeffekt von vergleichbarer Größe in beiden Distraktor-SOAs (Distraktor-SOA -200 ms: M = 18 ms, SE = 6 ms; Distraktor-SOA 0 ms: M = 19 ms, SE = 7 ms) beobachtet werden, was auch entsprechende Äquivalenztests zeigten, t1(23) = 2.42, p = .012; t2(31) = 2.59, p = .007. Somit stehen die erzielten Ergebnisse im Widerspruch zu den Annahmen nicht-kompetitiver Modelle und können auch nicht problemlos durch diese erklärt werden (siehe hierzu auch die gemeinsame Diskussion der Experimente 4 – 8 am Ende dieses Kapitels).  Insgesamt unterstützen die in Experiment 4 beobachteten semantischen Kontexteffekte die Befunde anderer Bild-Bild-Interferenzstudien, in denen kongruente Erleichterungs- (z. B. Jescheniak et al., 2009) und semantische Interferenzeffekte gefunden wurden (z. B. Aristei et al., 2012; Jescheniak et al., 2014, Matushanskaya et al., 2016). Außerdem sind die erzielten Ergebnisse mit denen der Experimente 1 – 3 vereinbar, in denen ebenfalls Bilddistraktoren verwendet wurden. Allerdings wurde in diesem Zusammenhang ebenfalls diskutiert, dass es offenbar besonderer Aufgabenkonfigurationen (z. B. erhöhte Distraktorverarbeitung durch gezielte Aufmerksamkeitslenkung auf die Bilddistraktoren) bedarf, um semantische Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe zu finden. Eine solche besondere Aufgabenkonfiguration war auch in Experiment 4 gegeben. Durch die Verwendung einer zusätzlichen manuellen Entscheidungsaufgabe in Catch-Trials (Pfeilentscheidungsaufgabe) wurde besondere Aufmerksamkeit auf die (zentral präsentierten) Bilddistraktoren gelenkt, sodass die Distraktorverarbeitung verstärkt wurde. Ohne eine solche Aufmerksamkeitsmanipulation sollte im Einklang mit den Befunden anderer Bild-Bild-Interferenzstudien (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) jedoch kein semantischer Interferenzeffekt beobachtbar sein. Diese Fragestellung wurde in einem weiteren Experiment adressiert.  
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7.2   EXPERIMENT 5   In Experiment 5 sollte überprüft werden, ob die bisher beobachteten semantischen Kontexteffekte auf die erhöhte Distraktorverarbeitung zurückgeführt werden können, die durch die zusätzliche manuelle Entscheidungsaufgabe in Catch-Trials und die damit verbundene Aufmerksamkeitsauslenkung auf die Bilddistraktoren induziert wurde. Hierzu wurde im Vergleich zu Experiment 4 auf die Verwendung von Catch-Trials verzichtet. Wenn die beobachteten semantischen Kontexteffekte tatsächlich durch die Aufmerksamkeitsmanipulation zustande kamen, so sollten diese in Experiment 5 nun nicht mehr zu finden sein. Insbesondere im Hinblick auf den semantischen Interferenzeffekt war zu erwarten, dass diese entweder abwesend ist (vgl. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) oder stattdessen sogar ein semantischer Erleichterungseffekt gefunden werden kann (vgl. La Heij et al., 2003). Dies würde auch der Annahme entsprechen, dass sich semantische Interferenzeffekte vorrangig in Aufgabenkonfigurationen mit verschiedenen Stimulusarten zeigen lassen oder nur unter bestimmten Voraussetzungen (z. B. wenn die Distraktorverarbeitung verstärkt wird) auch innerhalb derselben Stimulusart zu finden sind.  7.2.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 16 weiblich) im Alter von 18 – 33 Jahren (M = 22,9, SD = 3,5) an der Untersuchung teil. Ein Proband musste ersetzt werden, da dieser in der Nachbefragung berichtete, während der Testung zeitweise die Augen geschlossen zu haben. Material, Laborausstattung, Design und Durchführung. Experiment 5 war nahezu identisch mit Experiment 4. Der einzige Unterschied war, dass in den vormaligen Catch-Trials nun keine von Rauten flankierten Pfeile mehr präsentiert wurden. Um dennoch die gleiche Anzahl von Wiederholungen je Item wie in Experiment 4 zu gewährleisten (aus diesem Grund wurden auch die Distraktor-SOAs beibehalten, obwohl bislang keine Interaktion der semantischen Kontexteffekte mit Distraktor-SOA gezeigt werden konnte), wurden in diesen Trials (nachfolgend Filler-Trials genannt) auch weiterhin dieselben unrelatierten Bilddistraktoren wie zuvor in 
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den Catch-Trials präsentiert. Die Übungsphase verkürzte sich um einen Block, da die Probanden nicht länger an die Pfeilentscheidungsaufgabe herangeführt werden mussten.  7.2.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 113 Beobachtungen (2,5%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 100 Beobachtungen (2,2%) auf Probandenfehler zurückgeführt und in den Fehleranalysen berücksichtigt werden. Außerdem wurden 89 Beobachtungen (1,9%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Filler-Trials wurden ebenfalls von den Analysen ausgeschlossen. Zudem konnte kein signifikanter Unterschied zwischen Filler-Trials (M = 767 ms, SE = 13 ms) und Trials in der unrelatierten Distraktorbedingung (M = 768 ms, SE = 14 ms) gefunden werden, t1(23) = 0.12, p = .903, dz = 0.025; t2(31) = 0.14, p = .893, dz = 0.024. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, semantisch, unrelatiert) und Distraktor-SOA  (-200 ms, 0 ms) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 5 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung, getrennt nach sowie gemittelt über Distraktor-SOA, abgebildet. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 202.99, p < .001, ηG2 = .287; F2(2, 62) = 231.79, p < .001, ηG2 = .421. Im Vergleich zur unrelatierten Distraktorbedingung waren die Reaktionszeiten schneller, wenn die Bildtargets in der kongruenten Distraktorbedingung präsentiert wurden, t1(23) = 17.72, p < .001, dz = 3.616; t2(31) = 18.91, p < .001, dz = 3.343, und langsamer, wenn die Bildtargets in der semantisch relatierten Distraktorbedingung präsentiert wurden, t1(23) = 5.19, p < .001, dz = 1.059; t2(31) = 4.78, p < .001, dz = 0.846. Darüber hinaus zeigte sich ein Haupteffekt der Distraktor-SOA, F1(1, 23) = 70.79, p < .001, ηG2 = .232; F2(1, 31) = 517.08, p < 
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.001, ηG2 = .359. Im Vergleich zu Trials, in denen beide Bilder gleichzeitig präsentiert wurden (Distraktor-SOA 0 ms), waren die Reaktionszeiten schneller, wenn die Distraktoren vor Target-Onset erschienen (Distraktor-SOA -200 ms).  Tabelle 5 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach und gemittelt über Distraktor-SOA, in Experiment 5.  Distraktor-SOA  -200 ms 0 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR kongruent     636 (17)   2,3 (0,6)    742 (15)   1,3 (0,4)    689 (15)   1,8 (0,3) semantisch    762 (14)   2,1 (0,6)    828 (14)   2,9 (0,8)    795 (12)   2,5 (0,6) unrelatiert    737 (16)   1,4 (0,4)    800 (14)   3,0 (0,7)    768 (14)   2,2 (0,4)   kongruent – unrelatiert   -101   (8)   0,9 (0,7)     -58   (5)  -1,7 (0,8)     -79   (4)  -0,4 (0,5)  ***/*** ns/ns ***/*** */* ***/*** ns/ns semantisch – unrelatiert      25   (5)   0,7 (0,5)      28   (8)  -0,1 (0,9)      27   (5)   0,3 (0,5)  ***/*** ns/ns **/** ns/ns ***/*** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Außerdem konnte eine Interaktion der Faktoren Distraktorbedingung und Distraktor-SOA beobachtet werden, F1(2, 46) = 12.32, p < .001, ηG2 = .018; F2(2, 62) = 14.22, p < .001, ηG2 = .033. Die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung war kleiner in Trials mit einer Distraktor-SOA von 0 ms als in Trials mit einer Distraktor-SOA von -200 ms, t1(23) = 4.33, p < .001, dz = 0.883; t2(31) = 4.36, p < .001, dz = 0.770. Die Reaktionszeitdifferenz zwischen der semantisch relatierten und unrelatierten Distraktorbedingung unterschied sich jedoch nicht zwischen den Distraktor-SOAs, t1(23) = 0.29, p = .771, dz = 0.060; t2(31) = 0.19, p = .851, dz = 0.034. Unabhängig von der Größe der Reaktionszeitdifferenzen waren signifikante Unterschiede zwischen den jeweiligen Distraktorbedingungen in jeder Distraktor-SOA zu beobachten. Das heißt, die Reaktionszeiten waren im Vergleich zur unrelatierten Distraktorbedingung schneller, wenn die Distraktoren in der kongruenten Distraktorbedingung vor (Distraktor-SOA -200 ms), t1(23) = 13.01, p < .001, dz = 2.655; t2(31) = 15.93, p < .001, dz = 2.816, oder gleichzeitig mit Target-Onset präsentiert wurden (Distraktor-SOA 0 ms), t1(23) = 10.73, p < .001, dz = 2.189; 
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t2(31) = 8.75, p < .001, dz = 1.547. Außerdem waren die Reaktionszeiten im Vergleich zur unrelatierten Distraktorbedingung langsamer, wenn die Distraktoren in der semantisch relatierten Distraktorbedingung vor (Distraktor-SOA -200 ms), t1(23) = 5.07, p < .001, dz = 1.036; t2(31) = 4.92, p < .001, dz = 0.870, oder gleichzeitig mit Target-Onset präsentiert wurden (Distraktor-SOA 0 ms), t1(23) = 3.49, p = .002, dz = 0.712; t2(31) = 3.24, p = .003, dz = 0.572. In den Fehleranalysen konnte weder ein Haupteffekt der Distraktorbedingung, Fs < 1, noch ein Haupteffekt der Distraktor-SOA, F1 < 1; F2(1, 31) = 1.49, p = .231, ηG2 = .004, und auch keine Interaktion der beiden Faktoren gefunden werden, F1(2, 46) = 2.68, p = .079, ηG2 = .035; F2(2, 62) = 2.30, p = .109, ηG2 = .022.  7.2.3   DISKUSSION   Auch in Experiment 5 konnten semantische Kontexteffekte beobachtet werden. Insbesondere reagierten die Probanden im Vergleich zu unrelatierten Bilddistraktoren schneller auf die Bildtargets, wenn diese mit kongruenten Bilddistraktoren präsentiert wurden (kongruenter Erleichterungseffekt), und langsamer, wenn die Bildtargets mit semantisch relatierten Bilddistraktoren gezeigt wurden (semantischer Interferenzeffekt). Darüber hinaus konnte auch der aus den Experimenten 1 und 4 bekannte Einfluss der Distraktor-SOA repliziert werden. Das heißt, die Probanden reagierten im Vergleich zu einer zeitgleichen Präsentation von Target und Distraktor schneller auf die Targets, wenn die Distraktoren kurz vor Target-Onset erschienen. Allerdings zeigte sich erstmalig auch eine Beeinflussung der semantischen Kontexteffekte durch die Distraktor-SOA. Während die Größe des semantischen Interferenzeffekts in beiden Distraktor-SOAs vergleichbar war, was auch mithilfe von Äquivalenztests gezeigt werden konnte, t1(23) = 2.16, p = .021; t2(31) = 2.64, p = .006, war der kongruente Erleichterungseffekt kleiner in Trials mit einer Distraktor-SOA von 0 ms (M = 58 ms, SE = 5 ms) als in Trials mit einer Distraktor-SOA von -200 ms (M = 101 ms, SE = 8 ms). Eine mögliche Erklärung hierfür wäre, dass die gleichzeitige Präsentation zweier Bilder auf dem Bildschirm die Targetverarbeitung generell mehr gestört und verzögert hat als eine zeitliche Separation von Target und Distraktor (siehe Einfluss der Distraktor-SOA), sodass der Erleichterungseffekt teilweise maskiert wurde. Hinzu kommt, dass die Position des Targets variierte, sodass die Reaktion auf das Target 
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möglicherweise zusätzlich erschwert war, da die Probanden in diesen Trials ihre visuelle Aufmerksamkeit immer wieder neu ausrichten mussten. Allerdings sollte sich ein solches Zusammenspiel von Distraktor-SOA und Targetposition auch auf die anderen Distraktorbedingungen auswirken und darüber hinaus auch in Experiment 4 beobachtbar sein, in welchem aber keine Interaktion der semantischen Kontexteffekte und der Distraktor-SOA beobachtet werden konnte. Insbesondere wäre unter diesen Voraussetzungen auch in diesem Experiment eine Modulation des semantischen Interferenzeffekts zu erwarten. Das heißt, der semantische Interferenzeffekt sollte größer sein in Trials mit einer Distraktor-SOA von 0 ms als in Trials mit einer Distraktor-SOA von -200 ms. Dies war jedoch nicht der Fall. Schließlich lieferten die Daten weder deskriptiv noch inferenzstatistisch einen Hinweis darauf, dass die Größe des semantischen Interferenzeffekts zwischen den Distraktor-SOAs in Experiment 5 unterschiedlich war (Distraktor-SOA -200 ms: M = 25 ms, SE = 5 ms; Distraktor-SOA 0 ms: M = 28 ms, SE = 8 ms). Eine naheliegende, viel einfachere Erklärung für die Modulation des kongruenten Erleichterungseffekts durch die Distraktor-SOA ist, dass diese lediglich ein Zufallsbefund ist. Schließlich konnte eine solche Variabilität auch schon für den semantischen Interferenzeffekt in den Experimenten 2 und 3 beobachtet werden. Ein Blick in die deskriptiven Daten von Experiment 4 zeigte allerdings, dass die in Experiment 5 gefundene Modulation des kongruenten Erleichterungseffekts möglicherweise doch systematisch und nicht völlig zufällig zustande gekommen ist. Schließlich war der kongruente Erleichterungseffekt in Experiment 4 in Trials mit einer Distraktor-SOA von 0 ms (M = 99 ms, SE = 9 ms) tendenziell ebenfalls kleiner als in Trials mit einer Distraktor-SOA von -200 ms (M = 109 ms, SE = 7 ms). Diese Modulation des kongruenten Erleichterungseffekts durch die Distraktor-SOA konnte inferenzstatistisch aber nicht abgesichert werden. Möglicherweise war die statistische Power in Experiment 4 nicht ausreichend, um eine signifikante Interaktion von Distraktorbedingung und Distraktor-SOA beobachten zu können. Sollte die in Experiment 5 gefundene (und sich auch in Experiment 4 andeutende) Modulation des kongruenten Erleichterungseffekts jedoch kein Zufallsbefund sein, so könnten die erhobenen Daten womöglich auch einen Hinweis auf unterschiedliche Zeitverläufe beziehungsweise SOA-Bereiche der semantischen Kontexteffekte geben. Unter der Voraussetzung, dass kongruente Erleichterungseffekte zum Teil auch während früher perzeptueller Verarbeitungsprozesse entstehen (was 
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angesichts der Ergebnisse der Experimente 2 und 3 geschlussfolgert und ggf. auch auf eine Bild-Bild-Interferenzaufgabe übertragen werden kann), wäre es durchaus naheliegend, dass diese Effekte auch früher ihr Maximum erreichen und früher wieder abflachen als beispielsweise semantische Interferenzeffekte, die vermutlich vorrangig auf zentralen (d. h. post-perzeptuellen) Prozessen beruhen. Diese Fragestellung kann aufgrund der aktuellen Befundlage jedoch noch nicht abschließend geklärt werden. Da in diesem Kapitel aber noch weitere Experimente zur Bild-Bild-Interferenz folgen, ist eine vertiefende Weiterführung des Themas in der Diskussion am Ende des Kapitels vorgesehen. Des Weiteren deutete sich an, dass der semantische Interferenzeffekt in Experiment 5 (M = 27 ms, SE = 5 ms) im Vergleich zu Experiment 4 (M = 18 ms, SE = 5 ms) tendenziell größer war. Dies ist insofern überraschend, da in Experiment 4 mithilfe von Catch-Trials gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt wurde, sodass ein umgekehrtes Datenmuster (d. h. ein größerer semantischer Interferenzeffekt in Experiment 4 als in Experiment 5) zu erwarten gewesen wäre. Zwar war dieser deskriptive Unterschied nicht statistisch signifikant18, t1(46) = 1.26, p = .214, dz = 0.364; t2(31) = 1.35, p = .187, dz = 0.238, doch kann auch keine Äquivalenz der semantischen Interferenzeffekte in beiden Experimenten angenommen werden, t1(46) = 0.47, p = .320; t2(31) = 1.48, p = .075. Somit kann – aufgrund der uninformativen Datenlage – im Hinblick auf diese Beobachtung keine endgültige Schlussfolgerung abgeleitet werden. All dies weist darauf hin, dass eine explizite Aufmerksamkeitsmanipulation der Bilddistraktoren nicht zwingend erforderlich ist, um semantische Interferenzeffekte in einer Bildbenennungsaufgabe zu finden. Ferner scheinen Bilddistraktoren auch ohne eine solche Manipulation ausreichend verarbeitet zu werden. Dies steht jedoch im Widerspruch zu anderen Bild-Bild-Interferenzstudien, die entweder nur mithilfe einer gezielten Aufmerksamkeitslenkung auf die Bilddistraktoren semantische Interferenzeffekte beobachten konnten (z. B. Jescheniak et al., 2014) oder in denen ohne eine zusätzliche Manipulation der Distraktorverarbeitung keine solchen Effekte gefunden wurden (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete &                                                           18 Da in jedem Experiment unterschiedliche Probandengruppen getestet wurden, wurden in der Probandenanalyse t-Tests für unabhängige Stichproben durchgeführt. Die Varianzhomogenität wurde vorab geprüft (Levene-Test: p > .05). In den Itemanalysen hingegen wurden t-Tests für gepaarte Stichproben durchgeführt, da über die Experimente hinweg dasselbe Materialset verwendet wurde. Dieses Vorgehen gilt auch für alle anderen cross-experimentellen Mittelwertvergleiche, die in dieser Arbeit berichtet werden. 
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Costa, 2005). Auch widersprechen die erzielten Ergebnisse der Annahme, dass Bilddistraktoren generell mehr Erleichterung als Interferenz induzieren (siehe z. B. Bloem & La Heij, 2003; La Heij et al., 2003). Allerdings zeigten sich in einem direkten Vergleich zwischen diesen Studien und Experiment 5 einige wichtige Unterschiede, welche die beobachteten Ergebnisse beeinflusst haben könnten. Beispielsweise wurden Bildtarget und Bilddistraktor in denjenigen Studien, in denen keine semantischen Interferenzeffekte beobachtet werden konnten, häufig überlagert präsentiert, während das Bildtarget in Experiment 5 entweder rechts oder links neben dem Bilddistraktor erschien, welcher wiederum immer in der Bildschirmmitte präsentiert wurde. Möglicherweise hat die zentrale Position des Distraktors diesen indirekt hervorgehoben, da dieser im Vergleich zum jeweiligen Target seine Position nicht veränderte. Zudem war die Position der Targets nicht vorhersagbar, sodass der jeweilige Distraktor zugleich einen angemessenen Fixationspunkt darstellte. Schließlich war das Ausrichten der visuellen Aufmerksamkeit auf das Target, welches in einer der beiden Bildschirmhälften erschien, ausgehend von der Bildschirmmitte am effizientesten. Dies gilt insbesondere dann, wenn die visuelle Aufmerksamkeit im Sinne eines sich bewegenden Scheinwerfers interpretiert wird (siehe z. B. Posner, 1978, 1980; Posner et al., 1980). Aus diesem Grund wurde ein weiteres Experiment geplant, in dem die Bildtargets – wie in einigen Studien zuvor – ebenfalls in der Bildschirmmitte präsentiert werden sollten.  7.3   EXPERIMENT 6   In Experiment 6 wurden die Bildtargets und Bilddistraktoren in der Mitte des Bildschirms überlagert präsentiert. Dadurch sollte die Vergleichbarkeit mit anderen Bild-Bild-Interferenzstudien erhöht werden, in denen keine semantischen Interferenzeffekte gezeigt werden konnten (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005). Außerdem sollte so überprüft werden, ob durch die Anordnung der Stimuli auf dem Bildschirm (zentrale Position der Distraktoren, Erscheinen der Targets in der rechten und linken Bildschirmhälfte) in Experiment 5 indirekt verstärkt Aufmerksamkeit auf die Distraktoren gelenkt und somit das Auffinden semantischer Kontexteffekte begünstigt wurde.  
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7.3.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 19 weiblich) im Alter von 18 – 38 Jahren (M = 22,9, SD = 4,9) an der Untersuchung teil. Material, Laborausstattung, Design und Durchführung. Experiment 6 war hinsichtlich Material, Laborausstattung, Design und Durchführung im Wesentlichen mit Experiment 5 vergleichbar. Allerdings wurde die Anordnung der Stimuli auf dem Bildschirm verändert. Bildtarget und Bilddistraktor erschienen im Unterschied zu Experiment 5 nicht mehr nebeneinander, sondern waren in der Mitte des Bildschirms überlagert. Allerdings ist die Überlagerung der Stimuli nicht gänzlich unproblematisch. Da vor allem kongruente Bilder deckungsgleich sind und auch semantisch relatierte Bilder aufgrund gemeinsamer Merkmale (z. B. ähnlicher Körperbau von Hahn und Ente) in ihrer konkreten bildlichen Darstellung häufig eine gewisse Formähnlichkeit aufweisen können (z. B. durch die Verwendung derselben Perspektive), kann dies die Erkennbarkeit eines Targets potenziell beeinflussen. Selbiges gilt auch für vergleichsweise flächendeckende Bilder (z. B. Orgel) gegenüber eher horizontal oder vertikal ausgerichteten Bildern (z. B. Schiff). Folglich wäre es durchaus vorstellbar, dass potenzielle Reaktionszeitunterschiede in Experiment 6 nicht etwa die Wirksamkeit unterschiedlicher semantischer Kontexte widerspiegeln, sondern auf unerwünschte Nebeneffekte der verwendeten Prozedur (d. h. der Überlagerung von Bildtarget und Bilddistraktor) zurückgeführt werden können. Um eine bessere Erkennbarkeit der Bildtargets trotz Überlagerung zu gewährleisten, wurden die Bilder entlang der mittleren vertikalen Achse um jeweils 20 Pixel nach oben und unten versetzt präsentiert. Somit betrug der Abstand der beiden Bildmittelpunkte insgesamt 40 Pixel. Da die präsentierten Bilder aber eine Größe von 320 x 320 Pixeln (bzw. eine reale Bildgröße von 300 x 300 Pixeln ohne Rand) aufwiesen, war eine sehr deutliche räumliche Überlagerung der Bilder selbst nach dieser Achsenverschiebung noch immer gegeben. Das Bildtarget erschien zudem immer im Hintergrund, das bedeutet, dass die Konturen des Bildtargets von den Konturen des Bilddistraktors stellenweise verdeckt wurden. Die Position des Targets (oberhalb bzw. unterhalb der Bildschirmmitte) war wie auch in den Experimenten 4 und 5 ausbalanciert. Abbildung 10 zeigt die räumliche Anordnung der Bilder auf dem Bildschirm anhand eines konkreten Beispiels.  
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 Abbildung 10. Beispielstimuli in einem experimentellen Trial in der Bildbenennungsaufgabe. Die gestrichelten Rahmen dienen lediglich Illustrationszwecken und sollen den Erscheinungsort der Bilder markieren. Bildtargets (blau) und Bilddistraktoren (schwarz) wurden in der Mitte des Bildschirms überlagert präsentiert. Zusätzlich waren beide Bilder entlang der mittleren vertikalen Achse geringfügig nach oben bzw. unten verschoben, um eine bessere Erkennbarkeit der Bildtargets zu ermöglichen.  Zusätzlich wurde noch ein Rating am Ende des Experiments implementiert, in welchem die Probanden die Erkennbarkeit der Bildtargets innerhalb der jeweiligen Bildpaare mithilfe einer 5-stufigen Skala (1 = „kaum erkennbar“, 5 = „sehr gut erkennbar“) beurteilen sollten. Hierzu wurden den Probanden alle im Experiment verwendeten Bildpaare (mit Ausnahme der Übungsitems) erneut präsentiert (128 Trials). Die Bildtargets und Bilddistraktoren erschienen jeweils gleichzeitig (vgl. Distraktor-SOA 0 ms). Die Skala wurde als Hilfestellung jeweils unter den Bildpaaren eingeblendet und erschien zeitgleich mit den Bildern. Für die Beurteilung gab es keine Zeitbegrenzung. Dennoch wurden die Probanden instruiert, möglichst schnell und ohne lange nachzudenken eine Entscheidung zu treffen und diese dem Versuchsleiter mitzuteilen. Nachdem dieser die jeweilige Antwort per Tastatur eingegeben hatte, verschwanden die Bilder und die Skala wieder vom Bildschirm, sodass der nächste Durchgang starten konnte. Eine experimentelle Sitzung (einschließlich des Ratings) dauerte durchschnittlich etwa 60 Minuten.  7.3.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 137 Beobachtungen (3,0%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 132 Beobachtungen (2,9%) auf Probandenfehler zurückgeführt und in den 
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Fehleranalysen berücksichtigt werden. Außerdem wurden 77 Beobachtungen (1,7%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Filler-Trials wurden wie in Experiment 5 ebenfalls von den Analysen ausgeschlossen. Auch in Experiment 6 konnte kein signifikanter Unterschied zwischen Filler-Trials (M = 765 ms, SE = 16 ms) und Trials in der unrelatierten Distraktorbedingung (M = 769 ms, SE = 18 ms) gefunden werden, t1(23) = 0.87, p = .395, dz = 0.177; t2(31) = 0.59, p = .558, dz = 0.105. Zur Untersuchung der Reaktionszeiten, Fehlerraten und Ratings wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktor wurde in allen Analysen die unabhängige Variable Distraktorbedingung (kongruent, semantisch, unrelatiert) und in den Reaktionszeit- und Fehleranalysen zusätzlich die Variable Distraktor-SOA  (-200 ms, 0 ms) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 6 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung, getrennt nach sowie gemittelt über Distraktor-SOA, abgebildet.  Tabelle 6 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach und gemittelt über Distraktor-SOA, in Experiment 6.  Distraktor-SOA  -200 ms 0 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR kongruent     625 (18)   2,5 (0,5)    735 (18)   1,6 (0,5)    680 (17)   2,0 (0,4) semantisch    738 (17)   3,3 (0,9)    858 (17)   3,4 (0,8)    798 (16)   3,3 (0,7) unrelatiert    718 (21)   3,1 (0,8)    820 (18)   3,4 (0,8)    769 (18)   3,3 (0,7)   kongruent – unrelatiert     -93   (8)  -0,6 (0,9)     -85   (7)  -1,8 (0,7)     -89   (5)  -1,3 (0,7)  ***/*** ns/ns ***/*** */* ***/*** ns/* semantisch – unrelatiert      21   (7)   0,2 (1,0)      38   (7)   0,0 (1,0)      29   (5)   0,0 (0,8)  */* ns/ns ***/** ns/ns ***/*** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Bildbenennung. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 267.10, p < .001, ηG2 = .249; F2(2, 62) = 134.86, p < 
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.001, ηG2 = .447. Im Vergleich zur unrelatierten Distraktorbedingung waren die Reaktionszeiten schneller, wenn die Bildtargets in der kongruenten Distraktorbedingung präsentiert wurden, t1(23) = 17.73, p < .001, dz = 3.619; t2(31) = 13.20, p < .001, dz = 2.333, und langsamer, wenn die Bildtargets in der semantisch relatierten Distraktorbedingung präsentiert wurden, t1(23) = 5.34, p < .001, dz = 1.090; t2(31) = 3.65, p < .001, dz = 0.646. Außerdem zeigte sich ein Haupteffekt der Distraktor-SOA, F1(1, 23) = 113.09, p < .001, ηG2 = .287; F2(1, 31) = 517.98, p < .001, ηG2 = .498. Im Vergleich zu Trials, in denen beide Bilder gleichzeitig präsentiert wurden (Distraktor-SOA 0 ms), waren die Reaktionszeiten schneller, wenn die Distraktoren vor dem Onset der Targets erschienen (Distraktor-SOA -200 ms). Es konnte jedoch keine Interaktion von Distraktorbedingung und Distraktor-SOA gefunden werden, F1(2, 46) = 1.58, p = .218, ηG2 = .002; F2(2, 62) = 1.74, p = .184, ηG2 = .006. In den Fehleranalysen konnte kein Haupteffekt der Distraktorbedingung, F1(1.56, 35.85) = 2.27, p = .129, ηG2 = .030; F2(2, 62) = 2.71, p = .074, ηG2 = .022, kein Haupteffekt der Distraktor-SOA und auch keine Interaktion der beiden Faktoren gefunden werden, Fs < 1. Erkennbarkeitsrating. Für die Bildpaare in den einzelnen Distraktorbedingungen resultierten über Probanden gemittelt19 unter Berücksichtigung einer 5-stufigen Skala (1 = „kaum erkennbar“, 5 = „sehr gut erkennbar“) folgende Ausprägungen. In der kongruenten Distraktorbedingung wurde ein durchschnittlicher Wert von 3,6 (SD = 0,9, SE = 0,2, Spannweite: 2,3 – 5,0) auf der Skala erreicht. In der semantisch relatierten Distraktorbedingung zeigte sich ein durchschnittlicher Wert von 3,2 (SD = 0,5, SE = 0,1, Spannweite: 2,4 – 4,3). In der unrelatierten Distraktorbedingung konnte ein durchschnittlicher Skalenwert von 3,6 (SD = 0,5, SE = 0,1, Spannweite: 2,6 – 4,5) ermittelt werden20. Nicht nur deskriptiv, sondern auch inferenzstatistisch deutete sich an, dass die Distraktorbedingungen hinsichtlich des Ratings unterschiedlich waren, F1(1.06, 24.40) = 3.36, p = .077, ηG2 = .067; F2(2, 62) = 4.74, p = .012, ηG2 = .076. Zwar konnte kein Unterschied zwischen den Ratings in der kongruenten und unrelatierten                                                           19 Die Beschreibung solch ordinal skalierter Daten mithilfe von Mittelwerten und die anschließenden Vergleiche auf Basis parametrischer Tests kann angesichts aktueller Studienergebnisse (z. B. de Winter & Dodou, 2010; Meek, Ozgur & Dunning, 2007; Sullivan & Artino, 2013) als zulässig erachtet werden. 20 Für die unrelatierten Bildpaare in Filler-Trials wurde ebenfalls ein durchschnittlicher Wert von 3,6 (SD = 0,4, SE = 0,1, Spannweite: 2,9 – 4,4) auf der Skala erreicht. 
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Distraktorbedingung gefunden werden, t1(23) = 0.26, p = .795, dz = 0.054; t2(31) = 0.47, p = .640, dz = 0.084, doch stellte sich heraus, dass die Bildtargets in der semantisch relatierten Distraktorbedingung schlechter erkannt wurden als in der unrelatierten Distraktorbedingung, t1(23) = 9.82, p < .001, dz = 2.004; t2(31) = 2.46, p = .020, dz = 0.435.  7.3.3   DISKUSSION   Auch in Experiment 6 konnten kongruente Erleichterungs- und semantische Interferenzeffekte beobachtet werden. Die Probanden reagierten im Vergleich zu unrelatierten Bilddistraktoren schneller auf die Bildtargets, wenn diese mit kongruenten Bilddistraktoren präsentiert wurden, und antworteten langsamer, wenn die Bildtargets mit semantisch relatierten Bilddistraktoren präsentiert wurden. Außerdem erfolgten die verbalen Antworten generell schneller in Trials mit einer Distraktor-SOA von -200 ms im Vergleich zu Trials mit einer Distraktor-SOA von 0 ms. Dies repliziert den in dieser Arbeit mehrfach gefundenen Distraktor-SOA-Effekt. Die Ergebnisse des Ratings, in welchem die Probanden die Erkennbarkeit der Bildtargets innerhalb der jeweiligen Bildpaare beurteilen sollten, zeigen, dass die Targets in der kongruenten und unrelatierten Distraktorbedingung vergleichbar gut erkannt wurden. Allerdings weisen die Ratingergebnisse darauf hin, dass die Targets in der semantisch relatierten Distraktorbedingung im Vergleich zur unrelatierten Distraktorbedingung schlechter erkannt wurden. Als ein möglicher Grund hierfür kann die Formähnlichkeit von Bildern in semantisch relatierten Bildpaaren genannt werden. Zum Beispiel besitzen sowohl der Hahn als auch die Ente einen Kopf, Flügel und zwei Beine, wodurch aufgrund der perspektivischen Darstellung der beiden Bilder – die Linienzeichnungen zeigen Hahn und Ente jeweils stehend, von der Seite und den Blick in die gleiche Richtung gewandt – die visuelle Ähnlichkeit erhöht wird. Dies ist allerdings ein potenzielles Problem, welches sich bei der Verwendung von Linienzeichnungen häufig ergeben kann, da Linienzeichnungen einen höheren Abstraktionslevel aufweisen als beispielsweise fotorealistische Abbildungen. Infolgedessen resultieren oft Beschränkungen in der Darstellbarkeit von Objekten oder Lebewesen mithilfe von Linienzeichnungen, da diese nur in einer begrenzten Anzahl unterschiedlicher Perspektiven darstellbar sind, sodass die (eindeutige) 
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Identifikation und Benennbarkeit der Bilder noch immer hinreichend gegeben ist. Es ist daher durchaus vorstellbar, dass die potenziell höhere Formähnlichkeit von semantisch relatierten im Vergleich zu unrelatierten Bildern die Erkennbarkeit der überlagerten Bildtargets beeinflusst hat (für weiterführende Informationen zum Einfluss der Formähnlichkeit auf die Bildbenennung siehe die Diskussion von Experiment 7 und Experiment 8). Dass sich der beobachtete semantische Interferenzeffekt ausschließlich auf die schlechtere Erkennbarkeit der Bildtargets in semantisch relatierten (im Vergleich zu unrelatierten) Bildpaaren zurückführen lässt, erscheint jedoch nicht plausibel. Schließlich zeigte sich in der Analyse über Probanden und über Items kein signifikanter Zusammenhang21 zwischen den Reaktionszeitdifferenzen und den entsprechenden Ratingdifferenzen der semantisch relatierten und unrelatierten Distraktorbedingung, r1(22) = -.18, p = .394; r2(30) = -.27, p = .130. Daraus lässt sich ableiten, dass der beobachtete Interferenzeffekt nicht aufgrund von Schwierigkeiten während der perzeptuellen Verarbeitung (z. B. als Folge der schlechteren Erkennbarkeit) der Bildtargets in der semantisch relatierten (gegenüber der unrelatierten) Distraktorbedingung resultiert, sondern dass der Effekt auf andere Faktoren, wie zum Beispiel die semantische Relatiertheit der Bildtargets und Bilddistraktoren, zurückgeführt werden kann. Anderenfalls wäre ein systematischer Zusammenhang zwischen der Erkennbarkeit der Bildtargets und der Größe des semantischen Interferenzeffekts zu erwarten gewesen (d. h. je schlechter die Erkennbarkeit bzw. je größer die Differenz der Ratings zwischen der semantisch relatierten und unrelatierten Distraktorbedingung, desto größer der Interferenzeffekt). Dies war jedoch nicht der Fall. In diesem Zusammenhang sollte ferner auch berücksichtigt werden, dass eine 5-stufige Skala vielleicht nicht sensitiv genug ist, um Unterschiede zwischen zwei Distraktorbedingungen abzubilden, insbesondere wenn die Ratings mit intervallskalierten Daten (z. B. Reaktionszeiten) verglichen werden. In anderen Bild-Bild-Interferenzstudien, in denen die Bilder überlagert präsentiert wurden und in denen keinerlei Interferenzeffekte berichtet wurden (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005), könnte die                                                           21 Diese Aussage bezieht sich auf die Verwendung der über Distraktor-SOA gemittelten Reaktionszeitdifferenz der semantisch relatierten und unrelatierten Distraktorbedingung. Aber auch in Trials, in denen der Bilddistraktor vor dem Onset des Bildtargets erschien (Distraktor-SOA -200 ms), r1(22) = -.12, p = .587; r2(30) = -.14, p = .441, oder in Trials, in denen beide Bilder gleichzeitig präsentiert wurden (Distraktor-SOA 0 ms), r1(22) = -.18, p = .400; r2(30) = -.30, p = .098, zeigte sich kein Zusammenhang zwischen den entsprechenden Reaktionszeit- und Ratingdifferenzen. 
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Erkennbarkeit der Bildtargets aber von wesentlich größerer Bedeutung gewesen sein und sogar zu den beobachteten Ergebnissen beigetragen haben. Möglicherweise waren in den genannten Studien die Bildtargets in den unrelatierten Bildpaaren schlechter erkennbar als in den semantisch relatierten Bildpaaren, sodass die unrelatierten Distraktoren in vergleichbarem Maße „Interferenz“ erzeugt haben (d. h. annähernd oder genauso so langsam verarbeitet wurden) wie die semantisch relatierten Distraktoren. Damian und Bowers (2003) betonten allerdings, dass sie beim Erstellen der Bildpaare darauf geachtet haben, dass die Distraktoren die Erkennbarkeit der Targets nicht beeinträchtigten. In dieser Studie wurden die Bilder so präsentiert, dass die Konturen der Bildtargets und Bilddistraktoren sich nicht überschneiden konnten, da der jeweilige Bilddistraktor regelrecht in das Bildtarget integriert und von diesem umgeben war. Das heißt, die äußeren Konturen eines überlagerten Bildpaars waren immer dem jeweiligen Target zuordenbar, was die Erkennbarkeit des Bildtargets erleichtern sollte. Diese Art der Darbietung könnte aber zu einer schlechteren Erkennbarkeit (oder größeren Nichtbeachtung) der Bilddistraktoren geführt haben, was wiederum die Abwesenheit eines semantischen Interferenzeffekts erklären könnte. Geng et al. (2013) beispielsweise gaben an, dass sie nachträglich ein Rating durchgeführt haben, in dem die Probanden die visuelle Komplexität der überlagerten Bilder auf einer 7-stufigen Skala beurteilen sollten. Die Autoren konnten jedoch keinen Unterschied zwischen semantisch relatierten und unrelatierten Bildpaaren bezüglich der visuellen Komplexität finden (ts < 1). Aus der Studie von Navarrete und Costa (2005) können jedoch keine Aussagen zur Erkennbarkeit der Bildtargets getroffen werden, da dies aus der Experimentbeschreibung nicht hervorgeht. Es wurde lediglich berichtet, dass bei der Erstellung des Materials eine Paarung von Bildern mit offensichtlicher visueller Überlappung (z. B. Tisch-Stuhl) vermieden wurde. Als alleiniger Faktor kann die Erkennbarkeit der Bildtargets in semantisch relatierten Bildpaaren aber nicht erklären, warum der Interferenzeffekt selbst dann beobachtbar ist, wenn die Bilder nebeneinander statt übereinander präsentiert werden (siehe z. B. Experiment 5), da in einem solchen Fall die Erkennbarkeit der Bildtargets nicht beeinträchtigt ist und daher auch generell keine Rolle spielen sollte. Hinzu kommt, dass die durchschnittlichen Werte der in Experiment 6 erhobenen Ratings in den einzelnen Distraktorbedingungen allesamt knapp über dem Skalenmittelwert von 3,0 lagen. Das heißt, dass selbst die Targets in der semantisch 
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relatierten Distraktorbedingung weder „kaum erkennbar“ noch „sehr gut erkennbar“ waren. Die gefundene Differenz mit einer durchschnittlichen Größe von 0,4 zeigt lediglich, dass die Targets innerhalb der semantisch relatierten Bildpaare im Verhältnis zu unrelatierten Bildpaaren schlechter erkannt wurden. Darüber hinaus ist fraglich, inwiefern eine solche Differenz neben der statistischen (ps < .020) auch eine praktische Bedeutsamkeit aufweist. Zudem konnte auch kein signifikanter Unterschied hinsichtlich der Größe des semantischen Interferenzeffekts in Experiment 6 (M = 29 ms, SE = 5 ms) im Vergleich zu Experiment 4 (M = 18 ms, SE = 5 ms), t1(46) = 1.51, p = .139, dz = 0.435; t2(31) = 1.53, p = .136, dz = 0.270, oder Experiment 5 (M = 27 ms, SE = 5 ms), t1(46) = 0.26, p = .797, dz = 0.075; t2(31) = 0.16, p = .875, dz = 0.028, gefunden werden. All diese Betrachtungen zeigen, dass die schlechtere Erkennbarkeit der Bildtargets in der semantisch relatierten Distraktorbedingung wahrscheinlich nicht maßgeblich zum Vorhandensein eines semantischen Interferenzeffekts in Experiment 6 beigetragen hat. Eine partielle Modulation des semantischen Interferenzeffekts durch die schlechtere Erkennbarkeit der überlagerten Targets kann jedoch nicht vollständig ausgeschlossen werden. Schließlich zeigte sich in den deskriptiven Daten, dass der semantische Interferenzeffekt in Trials mit einer Distraktor-SOA von 0 ms (M = 38 ms, SE = 7 ms) tendenziell größer war als in Trials mit einer Distraktor-SOA von -200 ms (M = 21 ms, SE = 7 ms). Allerdings konnte dieser Unterschied aufgrund der Abwesenheit einer Interaktion von Distraktorbedingung und Distraktor-SOA statistisch nicht abgesichert werden. Die Ergebnisse von Äquivalenztests deuten aber darauf hin, dass ein Unterschied in Bezug auf die deskriptive Größe der Effekte nicht ausgeschlossen werden kann, t1(23) = 0.62, p = .271; t2(31) = 1.06, p = .148. Möglicherweise waren die jeweiligen Targets besser erkennbar, wenn diese erst nach dem Erscheinen des Distraktors präsentiert wurden (Distraktor-SOA -200 ms). Schließlich waren in diesem Fall die Konturen der beiden Linienzeichnungen aufgrund der zeitlichen Separation besser unterscheidbar und konnten den einzelnen Bildern besser zugeordnet werden. Demgegenüber waren die überlagerten Targets bei einer zeitgleichen Präsentation der beiden Bilder (Distraktor-SOA 0 ms) vermutlich schlechter erkennbar, da in diesen Trials die Konturen beider Bilder nur durch die Farbe (und nicht durch zusätzlichen zeitlichen Abstand) voneinander unterscheidbar waren. Alternativ könnte der deskriptiv sichtbare Unterschied des semantischen Interferenzeffekts 
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zwischen den Distraktor-SOAs auch auf eine Variabilität des Effekts zurückführbar sein. Im Vergleich zu Experiment 5 deutete sich in Experiment 6 ebenfalls deskriptiv an, dass der kongruente Erleichterungseffekt in Trials mit einer Distraktor-SOA von 0 ms (M = 85 ms, SE = 7 ms) kleiner sein könnte als in Trials mit einer Distraktor-SOA von -200 ms (M = 93 ms, SE = 8 ms). Das Fehlen einer entsprechenden Interaktion in den Reaktionszeitanalysen sowie signifikante Äquivalenztests, t1(23) = 1.77, p = .045; t2(31) = 2.20, p = .018, legen aber nahe, dass es keinen statistisch bedeutsamen Unterschied hinsichtlich der Größe des kongruenten Erleichterungseffekts zwischen den Distraktor-SOAs gibt und dass der Effekt in den einzelnen Distraktor-SOAs sogar als vergleichbar groß angenommen werden kann. Zusammenfassend kann herausgestellt werden, dass in Experiment 6 – wie auch in den beiden Experimenten zuvor – kongruente Erleichterungs- und semantische Interferenzeffekte gefunden werden konnten. Obwohl in diesem Experiment durch die Überlagerung der Bildtargets und Bilddistraktoren eine bessere Vergleichbarkeit mit denjenigen Studien, die keine semantischen Interferenzeffekte berichteten (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005), gegeben war, konnten die Befunde dieser Studien nicht repliziert werden. Dies bekräftigt die Annahme (siehe Experiment 5), dass eine Aufmerksamkeitsmanipulation der Bilddistraktoren nicht zwingend erforderlich ist, um semantische Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe zu finden. Außerdem konnte gezeigt werden, dass die Anordnung der Bildtargets und Bilddistraktoren auf dem Bildschirm (d. h. nebeneinander, siehe Experimente 4 und 5, oder überlagert, siehe Experiment 6) keinen entscheidenden Einfluss auf die semantischen Interferenzeffekte hat. Allerdings wurden in anderen Studien noch weitere Faktoren diskutiert, die das Auffinden semantischer Interferenzeffekte beeinflussen können. Beispielsweise wurde argumentiert, dass auch das Materialset selbst diese Effekte begünstigen kann, zum Beispiel wenn die Distraktoren zugleich auch Targets sind (d. h. wenn diese zum Set der potenziellen Antworten gehören, z. B. Proctor, 1978; Roelofs, 1992). Dies galt auch für die bisher berichteten Experimente. Schließlich wurden die Distraktoren tatsächlich auch als Targets dargeboten und sollten entsprechend benannt werden. Insbesondere die Bilder in den semantisch relatierten Paarungen wurden dadurch häufiger als die anderen Bildpaare präsentiert (z. B. das Bildpaar 
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Hahn-Ente wurde in der semantisch relatierten Distraktorbedingung sowohl für das Target Hahn als auch für das Target Ente gezeigt). Häufig wird sogar argumentiert, dass die Anwesenheit der Distraktoren im Set der Targets für das Beobachten semantischer Interferenzeffekte von entscheidender Bedeutung ist oder dass die Effekte dadurch verstärkt werden (z. B. Levelt et al., 1999; Roelofs, 1992, 2003). Eine mögliche Erklärung hierfür ist, dass beispielsweise mehr Aufmerksamkeit auf potenzielle Antworten gelenkt wird, während Distraktoren, die keine potenziellen Antworten sind, besser ausgeblendet werden können (für eine Diskussion siehe auch Lamers, Roelofs & Rabeling-Keus, 2010). Allerdings gibt es auch andere Studien, in denen semantische Interferenzeffekte gefunden wurden, wenn die Distraktoren nicht Bestandteil des Antwortsets waren (z. B. Caramazza & Costa, 2000, 2001; La Heij, 1988; demgegenüber siehe aber Roelofs, 2001). Nichtsdestotrotz ist die Zugehörigkeit der Distraktoren zum Antwortset ein potenzieller Einflussfaktor, der entsprechend untersucht werden sollte. Ein tieferer Blick in die Literatur stellte zudem heraus, dass sich die bereits zitierten Bild-Bild-Interferenzstudien in Bezug auf diesen Einflussfaktor unterschieden. Während in den Studien, in denen semantische Interferenzeffekte berichtet wurden (z. B. Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016), die Distraktoren zugleich auch Targets waren, wurden in den Studien, in denen keine semantischen Interferenzeffekte gefunden werden konnten (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005), separate Target- und Distraktorsets genutzt. In der Studie von Mädebach et al. (2017), in der natürliche Geräusche als Distraktoren in einer Bildbenennungsaufgabe mit demselben Bildmaterial wie in den bisher berichteten Experimenten verwendet wurden, zeigte sich außerdem ein entscheidender Einfluss der Zugehörigkeit der Distraktoren zum Antwortset. Die Autoren konnten einen semantischen Interferenzeffekt nur dann beobachten, wenn die Distraktoren Teil des Antwortsets waren. Aus diesem Grund sollten in einem weiteren Experiment die semantisch relatierten Distraktoren aus dem Set der potenziellen Antworten ausgeschlossen werden.  7.4   EXPERIMENT 7   Um die semantisch relatierten Distraktoren aus dem Set der potenziellen Antworten auszuschließen, erfolgte in Experiment 7 eine Teilung des Antwortsets. 
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Das heißt, dass diese Distraktoren zwar noch immer in der entsprechenden Distraktorbedingung präsentiert wurden, doch wurde immer nur ein Bild eines semantisch relatierten Paars (bzw. das Target) von einem Probanden benannt, während auf das andere Bild (bzw. den Distraktor) von diesem Probanden keine verbale Antwort gefordert war. Wenn der bisher beobachtete semantische Interferenzeffekt auf die Anwesenheit der Distraktoren im Antwortset zurückgeführt werden kann, so sollte dieser in Experiment 7 nicht mehr beobachtbar sein. Dies würde der Argumentation früherer Studien entsprechen, die der Zugehörigkeit von Distraktoren zum Antwortset eine besondere Rolle im Auffinden solcher Effekte zuschreiben (z. B. La Heij, 1988; Levelt et al., 1999; Roelofs, 1992, 2003). Darüber hinaus würde dies den entscheidenden Einflussfaktor identifizieren, der die Diskrepanz (semantische Interferenzeffekte bzw. keine semantischen Interferenzeffekte) zwischen den Ergebnissen der in dieser Arbeit berichteten Experimente und anderer Bild-Bild-Interferenzstudien (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) erklären könnte.  7.4.1   METHODE   Stichprobe. Es nahmen 24 Probanden (davon 15 weiblich) im Alter von 19 – 32 Jahren (M = 24,1, SD = 3,5) an der Untersuchung teil. Material, Laborausstattung, Design und Durchführung. Experiment 7 unterschied sich in den nachfolgend beschriebenen Punkten von Experiment 6. Zum einen wurde das Materialset bestehend aus 32 experimentellen Items in zwei Subsets mit je 16 Items aufgeteilt (siehe Appendix C). Jedes dieser Subsets wurde jeweils einer Hälfte der Probanden als Antwortset dargeboten. Aufgrund dieser Einteilung mussten auch die Distraktorbedingungen geringfügig angepasst werden. Während in den bisherigen Experimenten die Verwendung einer unrelatierten Vergleichsbedingung ausreichend war, wurden in Experiment 7 zwei unrelatierte Vergleichsbedingungen benötigt. Da die Bilder in der kongruenten Distraktorbedingung aus demselben Subset stammten wie das Target, sollte für die Vergleichsbedingung ebenfalls ein unrelatierter Distraktor aus demselben Subset (bzw. Antwortset) verwendet werden. Analog dazu war für den Vergleich mit der semantisch relatierten Distraktorbedingung auch ein unrelatierter Distraktor 
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erforderlich, der demselben Subset wie die semantisch relatierten Distraktoren zugeordnet war. Dadurch sollte eine bessere Vergleichbarkeit der jeweiligen Distraktorbedingungen (z. B. hinsichtlich der Anzahl der Wiederholungen je Item einschließlich deren Benennung) erreicht werden. Die Unterteilung der 32 Items in zwei Subsets wurde bereits von Mädebach et al. (2017) realisiert. Die Subsets wurden so konzipiert, dass in jedem Subset jeweils ein Item eines semantisch relatierten Paars enthalten war (z. B. Hahn in Subset 1, Ente in Subset 2). Das heißt, für das Erstellen der semantisch relatierten Paare wurde ein passendes Item aus derselben semantischen Kategorie aus dem jeweilig anderen Subset ausgewählt. Diese Paarungen waren auch für das andere Subset verbindlich (z. B. Target: Hahn, Distraktor: Ente; Target: Ente, Distraktor: Hahn). Für die unrelatierte Distraktorbedingung wurden die Items aus dem jeweilig anderen Subset (aus dem auch die semantisch relatierten Items stammten) neu kombiniert. Dieser Logik folgend wurden in der kongruenten Distraktorbedingung ausschließlich Items aus demselben Subset verwendet. Diese Items wurden innerhalb des jeweiligen Subsets neu kombiniert, um eine weitere unrelatierte Distraktorbedingung zu kreieren, welche in den Catch- und Filler-Trials der in dieser Arbeit beschriebenen Experimente verwendet wurde. Somit konnten die bisherigen Itemzuordnungen beibehalten werden. Der einzige Unterschied22 war, dass die kongruente Distraktorbedingung in Experiment 7 mit der zweiten unrelatierten Distraktorbedingung aus den vormaligen Catch- und Filler-Trials kontrastiert wurde. Die jeweiligen Itemzuordnungen und Zusammenhänge können Appendix C entnommen werden. Durch die Anpassung der Distraktorbedingungen veränderte sich außerdem das experimentelle Design. Es wurden zwar auch weiterhin zwei Distraktor-SOAs getestet (-200 ms, 0 ms), doch der 3-stufige Faktor Distraktorbedingung wurde durch zwei Faktoren mit je zwei Stufen ersetzt. Dies war zum einen die Art der Relation (kongruent, semantisch) und zum anderen die Relatiertheit (relatiert, unrelatiert). Die Art der Relation und Relatiertheit wurden mithilfe eines Lateinischen Quadrats und                                                           22 Darüber hinaus hatte die Aufteilung des Materials auch zur Konsequenz, dass die Probanden prinzipiell anhand der Distraktoren die Position der jeweiligen Targets (ober- bzw. unterhalb der Bildschirmmitte) vorhersagen konnten. Dies liegt darin begründet, dass das Ausbalancieren der Bildpositionen in Experiment 6 (vgl. auch Experiment 4) mithilfe der beiden Subsets realisiert wurde. Da aber beide Bilder überlagert waren und der jeweilige Abstand der beiden Bilder ausgehend von der Bildschirmmitte nicht mehr als 40 Pixel betrug (bei einer Bildgröße von je 320 x 320 Pixeln), sollte dieser Umstand aber vernachlässigbar sein.  
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paralleler Listen ausbalanciert. Jede parallele Liste eines Subsets wurde in drei Pseudorandomisierungen verwendet. Die Abfolge der Distraktor-SOAs war innerhalb der parallelen Listen ausbalanciert. Insgesamt ergaben sich so ebenfalls 24 experimentelle Listen, von denen jede jeweils einmal verwendet wurde. Eine Teilung des Materialsets hatte ebenfalls zur Folge, dass jedem Probanden nur jeweils die Hälfte aller Items dargeboten wurde. Umgekehrt wurde jedes Item nur von der Hälfte der Probanden benannt. Dadurch verkürzte sich die Vertrautmachungsphase von 40 Trials (32 experimentelle Items, acht Übungsitems) auf 24 Trials (16 experimentelle Items, acht Übungsitems). Außerdem halbierte sich die Anzahl der experimentellen Blöcke von vier auf zwei. Jedem Block war eine Distraktor-SOA zugeordnet. Innerhalb eines Blocks wurde jedes Item in allen experimentellen Bedingungen einmal präsentiert. Eine experimentelle Sitzung endete nach durchschnittlich 30 – 45 Minuten.  7.4.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 88 Beobachtungen (2,9%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 85 Beobachtungen (2,8%) auf Probandenfehler zurückgeführt und in den Fehleranalysen berücksichtigt werden. Außerdem wurden 44 Beobachtungen (1,4%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Relatiertheit (relatiert, unrelatiert) und Distraktor-SOA (-200 ms, 0 ms), jeweils getrennt nach Art der Relation (kongruent, semantisch), berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 7 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für die Art der Relation und Relatiertheit, getrennt nach sowie gemittelt über Distraktor-SOA, abgebildet. Art der Relation: kongruent. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Relatiertheit, F1(1, 23) = 191.72, p < .001, ηG2 = .285; F2(1, 31) = 106.78, p < .001, ηG2 = .437. Die Probanden benannten die Bildtargets schneller, wenn die Targets mit kongruenten Bilddistraktoren im Vergleich zu unrelatierten Bilddistraktoren präsentiert wurden. Außerdem zeigte sich ein Haupteffekt der 
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Distraktor-SOA, F1(1, 23) = 113.40, p < .001, ηG2 = .302; F2(1, 31) = 313.62, p < .001, ηG2 = .449. Die Reaktionszeiten waren schneller in Trials mit einer Distraktor-SOA von -200 ms als in Trials mit einer Distraktor-SOA von 0 ms. Relatiertheit und Distraktor-SOA interagierten nicht, Fs < 1. In den Fehleranalysen konnte weder ein Haupteffekt der Relatiertheit, F1(1, 23) = 1.55, p = .226, ηG2 = .019; F2(1, 31) = 2.07, p = .161, ηG2 = .018, noch der Distraktor-SOA, F1(1, 23) = 2.83, p = .106, ηG2 = .019; F2(1, 31) = 2.49, p = .125, ηG2 = .018, gefunden werden. Die Interaktion der Faktoren Relatiertheit und Distraktor-SOA wurde nur in der Probandenanalyse signifikant, F1(1, 23) = 5.37, p = .030, ηG2 = .019; F2(1, 31) = 2.78, p = .106, ηG2 = .018. Dies deutet darauf hin, dass mit einer Distraktor-SOA von 0 ms tendenziell weniger Fehler auftraten, wenn die Bildtargets mit kongruenten Bilddistraktoren im Vergleich zu unrelatierten Bilddistraktoren gezeigt wurden, t1(23) = 1.86, p = .076, dz = 0.379; t2(31) = 1.97, p = .057, dz = 0.349. Mit einer Distraktor-SOA von -200 ms unterschieden sich die Fehlerraten zwischen Durchgängen mit kongruenten und unrelatierten Bilddistraktoren jedoch nicht, ts = 0 (bzw. ps = 1).  Tabelle 7 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Art der Relation und Relatiertheit, getrennt nach und gemittelt über Distraktor-SOA, in Experiment 7.  Distraktor-SOA  -200 ms 0 ms gemittelt Art der Relation_Relatiertheit RZ FR RZ FR RZ FR kongruent_relatiert    570 (16)   2,3 (0,8)    674 (19)   2,3 (0,9)    622 (16)   2,3 (0,7) kongruent_unrelatiert    669 (16)   2,3 (0,7)    784 (18)   4,9 (1,4)    726 (16)   3,6 (1,0) kongruent_relatiert-unrelatiert     -99 (12)   0,0 (0,9)   -110 (10)  -2,6 (1,4)   -104   (8)  -1,3 (1,0)  ***/*** ns/ns ***/*** ns/ns ***/*** ns/ns semantisch_relatiert    698 (17)   2,6 (0,8)    784 (16)   2,9 (1,3)    740 (16)   2,7 (0,7) semantisch_unrelatiert    667 (14)   2,6 (1,1)    767 (18)   2,1 (0,8)    717 (15)   2,3 (0,8) semantisch_relatiert-unrelatiert      31   (6)   0,0 (1,3)      17   (7)   0,8 (1,2)      23   (5)   0,4 (0,8)  ***/** ns/ns */ns ns/ns ***/** ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  
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Art der Relation: semantisch. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Relatiertheit, F1(1, 23) = 27.73, p < .001, ηG2 = .023; F2(1, 31) = 8.76, p = .006, ηG2 = .046. Die Probanden benannten die Bildtargets langsamer, wenn die Targets mit semantisch relatierten Bilddistraktoren im Vergleich zu unrelatierten Bilddistraktoren präsentiert wurden. Außerdem zeigte sich ein Haupteffekt der Distraktor-SOA, F1(1, 23) = 105.67, p < .001, ηG2 = .266; F2(1, 31) = 164.63, p < .001, ηG2 = .391. Die Reaktionszeiten waren schneller mit Distraktor-SOA -200 ms als mit Distraktor-SOA 0 ms. Relatiertheit und Distraktor-SOA interagierten nicht, F1(1, 23) = 2.16, p = .155, ηG2 = .002; F2 < 1. In den Fehleranalysen konnte weder ein Haupteffekt der Relatiertheit oder der Distraktor-SOA noch eine Interaktion der beiden Faktoren gefunden werden, Fs < 1.  7.4.3   DISKUSSION   Auch in Experiment 7 konnten semantische Kontexteffekte beobachtet werden. Die Probanden reagierten im Vergleich zu unrelatierten Bilddistraktoren schneller auf die Bildtargets, wenn diese mit kongruenten Bilddistraktoren präsentiert wurden. Dies repliziert den in den bisherigen Experimenten konsistent gefundenen kongruenten Erleichterungseffekt. Außerdem antworteten die Probanden im Vergleich zu unrelatierten Bilddistraktoren langsamer, wenn die Bildtargets mit semantisch relatierten Bilddistraktoren präsentiert wurden. Dies repliziert den semantischen Interferenzeffekt, der ebenfalls in den bisherigen Experimenten in unterschiedlichen Aufgabenkonfigurationen (d. h. Geräusch-Bild- und Bild-Bild-Interferenzaufgaben) mehrfach gezeigt werden konnte. Außerdem antworteten die Probanden wie auch in den Experimenten zuvor generell schneller auf die Targets, wenn die Distraktoren bereits vor Target-Onset erschienen (Distraktor-SOA -200 ms). Dies konnte im Vergleich zu Trials, in denen beide Stimuli gleichzeitig präsentiert wurden (Distraktor-SOA 0 ms), gezeigt werden.  Vergleichbar mit den anderen Bild-Bild-Interferenzexperimenten deuteten sich auch in Experiment 7 deskriptiv Unterschiede in Bezug auf die Größe der semantischen Kontexteffekte zwischen den Distraktor-SOAs an. Zwar konnte keine Interaktion der semantischen Kontexteffekte und der Distraktor-SOA gefunden werden, doch schien es, dass der kongruente Erleichterungseffekt im Gegensatz zu den bisherigen Bild-Bild-Interferenzexperimenten in Trials mit einer Distraktor-SOA 
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von 0 ms (M = 110 ms, SE = 10 ms) deskriptiv größer war als in Trials mit einer Distraktor-SOA von -200 ms (M = 99 ms, SE = 12 ms). Entsprechende Äquivalenztests zeigten jedoch, dass die Größe des kongruenten Erleichterungseffekts zwischen den einzelnen Distraktor-SOAs vergleichbar ist, t1(23) = 1.78, p = .044; t2(31) = 2.41, p = .011. Dies bekräftigt die Annahme, dass die deskriptive Größe des kongruenten Erleichterungseffekts variabel ist. Möglicherweise kann die Variabilität des Effekts zwischen den Experimenten auf die unterschiedlichen Stichproben und die jeweils unterschiedlichen Aufgabenkonfigurationen der bisher berichteten Bild-Bild-Interferenzexperimente zurückgeführt werden. Demgegenüber schien der semantische Interferenzeffekt im Vergleich zu Trials mit einer Distraktor-SOA von 0 ms (M = 17 ms, SE = 7 ms) in Trials mit einer Distraktor-SOA von -200 ms (M = 31 ms, SE = 6 ms) fast doppelt so groß zu sein. Mithilfe von Äquivalenztests konnte herausgestellt werden, dass die Größe des semantischen Interferenzeffekts in den einzelnen Distraktor-SOAs nur hinsichtlich der Itemanalyse äquivalent ist, t1(23) = 0.98, p = .169; t2(31) = 2.07, p = .023. Das bedeutet, dass ein Unterschied hinsichtlich der Größe des Effekts zwischen den Distraktor-SOAs nach wie vor nicht eindeutig ausgeschlossen werden kann. Unter Berücksichtigung der anderen, in dieser Arbeit berichteten Experimente, kann ein solch potenzieller Unterschied vermutlich als Variabilität des semantischen Interferenzeffekts interpretiert werden. Schließlich konnte bisher keine konsistente, systematische Veränderung des Effekts durch die Distraktor-SOA beobachtet werden.  Insgesamt deutet das Vorhandensein eines semantischen Interferenzeffekts in Experiment 7 darauf hin, dass semantische Interferenzeffekte nicht auf Distraktoren beschränkt sind, die Bestandteil des Antwortsets sind. Dies steht im Einklang mit den Ergebnissen von Caramazza & Costa (2000, 2001), widerspricht aber der Annahme, dass die Zugehörigkeit der Distraktoren zum Antwortset ein entscheidender Faktor für das Beobachten semantischer Interferenzeffekte ist (z. B. La Heij, 1988; Levelt et al., 1999; Roelofs, 1992, 2003). Somit konnte auch in Experiment 7 nicht geklärt werden, warum in den bisher berichteten Experimenten im Gegensatz zu einigen anderen Bild-Bild-Interferenzstudien (z. B. Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) semantische Interferenzeffekte gefunden werden konnten. 
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Ein Vergleich mit diesen und anderen Bild-Bild-Interferenzstudien zeigte allerdings, dass möglicherweise ein weiterer wichtiger Einflussfaktor, der in den bisherigen experimentellen Manipulationen vernachlässigt wurde, die semantischen Interferenzeffekte hervorgerufen oder zumindest begünstigt haben könnte. So wurde in vielen solcher Studien die Formähnlichkeit der jeweiligen Bildpaare bereits im Vorfeld mithilfe zusätzlich durchgeführter Ratings kontrolliert (Damian & Bowers, 2003; Geng et al., 2013; Jescheniak et al., 2014; Matushanskaya et al., 2016; Navarrete & Costa, 2005). Da das aktuell verwendete Materialset aber ursprünglich für den Gebrauch in Bild-Geräusch-Interferenzaufgaben erstellt wurde (Mädebach et al., 2017), war dabei die mögliche Formähnlichkeit bei einer bildlichen Darstellung von Targets und Distraktoren kein relevanter Faktor. Dies ist bei den hier dargestellten Bild-Bild-Interferenzexperimenten jedoch anders und führt einen möglichen Störfaktor ein. Bereits in früheren Bildbenennungsstudien konnte gezeigt werden, dass die Formähnlichkeit der verwendeten Bilder die Reaktionszeiten verlangsamen kann, selbst wenn die präsentierten Stimuli nicht semantisch relatiert sind. In der Studie von de Zubicaray et al. (2017) beispielsweise wurden in einem Experiment (Experiment 4) nacheinander einzelne Bilder (bzw. Linienzeichnungen) auf dem Bildschirm gezeigt, welche von den Probanden benannt werden sollten. All diese Bilder waren (semantisch) unrelatiert. In homogenen Blöcken folgten mehrfach Bilder aufeinander, die visuell sehr ähnlich waren (z. B. Mond, Orange, Golfball, Knopf). In heterogenen Blöcken hingegen wurden Bilder präsentiert, die sich visuell wenig bis kaum ähnelten (z. B. Feder, Orange, Lampe, Iglu). Die Formähnlichkeit der Bilder in homogenen und heterogenen Blöcken wurde vorab mithilfe eines Ratings überprüft. Die Autoren konnten einen durch die Formähnlichkeit verursachten Interferenzeffekt (d. h. langsamere Reaktionszeiten in homogenen im Vergleich zu heterogenen Blöcken) beobachten. In der Studie von Oppermann, Jescheniak und Görges (2014) wurden ebenfalls (semantisch) unrelatierte Bilder (bzw. Linienzeichnungen) verwendet, die visuell ähnlich oder unähnlich waren. Auch in dieser Studie wurde vorab ein Rating zur Beurteilung der visuellen Ähnlichkeit der Bildpaare durchgeführt. Im Unterschied zur Studie von de Zubicaray et al. (2017) wurden die Bilder jedoch nicht einzeln nacheinander, sondern immer paarweise dargeboten. Die Bilder erschienen mit roten oder grünen Konturen auf dem Bildschirm, sodass die Probanden anhand der 
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Linienfarbe das jeweilige Target identifizieren konnten. Zusätzlich wurden in jedem Trial Wortdistraktoren über die Kopfhörer präsentiert, die entweder semantisch oder phonologisch zum jeweiligen Kontextbild relatiert oder unrelatiert waren. Die Probanden reagierten langsamer auf die Bildtargets (z. B. Buch), wenn visuell ähnliche Kontextbilder (z. B. Tür) mit Wortdistraktoren präsentiert wurden, die semantisch (z. B. das Wort Pforte) oder phonologisch (z. B. das Wort Tüte) zum jeweiligen Kontextbild relatiert waren. Als Vergleichsbedingung wurden jeweils unrelatierte Wortdistraktoren herangezogen (z. B. das Wort Socke zum Vergleich mit semantisch relatierten Wortdistraktoren oder das Wort Laster zum Vergleich mit phonologisch relatierten Wortdistraktoren). Wenn die Bildtargets jedoch mit Kontextbildern präsentiert wurden, die visuell nicht ähnlich waren (z. B. Gürtel), zeigte sich keine Beeinflussung der Benennungslatenzen durch semantisch oder phonologisch relatierte im Vergleich zu unrelatierten Wortdistraktoren. Diese beiden Studien demonstrieren, dass die Formähnlichkeit von Bildern einen nicht zu unterschätzenden Einfluss auf die Bildbenennung ausüben kann und insbesondere in Bild-Bild-Interferenzstudien berücksichtigt werden sollte. Zwar beziehen sich die genannten Studienergebnisse ausschließlich auf unrelatierte Bilder, doch sollte auch bei semantisch relatierten Bildern der Einfluss der Formähnlichkeit von mindestens vergleichbarer (wenn nicht sogar größerer) Bedeutung sein, da semantisch relatierte Bilder aufgrund gemeinsamer Merkmale (z. B. ähnlicher Körperbau von Hahn und Ente: Kopf, Rumpf, zwei Flügel und zwei Beine) häufig formähnlich sind (für weitere Diskussionen zur Formähnlichkeit im Zusammenhang mit semantisch relatierten Bildern siehe z. B. auch Belke, Meyer & Damian, 2005; Damian, Vigliocco & Levelt, 2001). Aus diesem Grund wurde nachträglich ein Rating durchgeführt, in dem die Formähnlichkeit der bisher verwendeten Bildpaare mithilfe einer 5-stufigen Skala (1 = „kaum formähnlich“, 5 = „stark formähnlich“) von einer unabhängigen Stichprobe (N = 12) eingeschätzt werden sollte. Dabei zeigte sich, dass die semantisch relatierten Bildpaare (M = 2,7, SD = 0,3, SE = 0,1, Spannweite: 2,4 – 3,6) von den Probanden formähnlicher wahrgenommen wurden als die unrelatierten Bildpaare (M = 1,7, SD = 0,4, SE = 0,1, Spannweite: 1,2 – 2,7), t1(11) = 14.62, p < .001, dz = 4.219; t2(31) = 3.44, p = .002, dz = 0.608. In der Itemanalyse23 konnte jedoch kein systematischer                                                           23 Eine Analyse über Probanden war jedoch nicht sinnvoll, da es sich jeweils um unterschiedliche Stichproben handelte. Die Items hingegen waren sowohl in den einzelnen Experimenten als auch im Rating identisch. 
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Zusammenhang zwischen der Ratingdifferenz und den entsprechenden Reaktionszeitdifferenzen der bisher getesteten Bild-Bild-Interferenzexperimente gefunden werden (ps > .283). Angesichts der Ergebnisse des Ratings kann allerdings nicht ausgeschlossen werden, dass die Formähnlichkeit der semantisch relatierten Bildpaare den in diesen Experimenten beobachteten semantischen Interferenzeffekt beeinflusst hat. Dieser Sachverhalt sollte in einem weiteren Experiment überprüft werden.  7.5   EXPERIMENT 8  In Experiment 8 sollte der Einfluss der Formähnlichkeit von semantisch relatierten Bildpaaren auf den semantischen Interferenzeffekt untersucht werden. Hierzu wurden die Linienzeichnungen durch fotorealistische Abbildungen ersetzt. Dadurch war eine größere Vielfalt in der Darstellbarkeit gegeben (z. B. hinsichtlich der Perspektive), sodass die Formähnlichkeit der konkreten bildlichen Darstellung zweier Bilder besser kontrolliert werden konnte. Es wurden ausschließlich semantisch relatierte und unrelatierte Bildpaare verwendet. Die Formähnlichkeit der semantisch relatierten Bildpaare wurde systematisch variiert, sodass die Bilder entweder stark formähnlich oder kaum formähnlich zueinander waren. Außerdem wurde darauf geachtet, dass die unrelatierten Bildpaare in der Kontrollbedingung möglichst wenig bis kaum formähnlich waren. Wie auch in den Experimenten zuvor war davon auszugehen, dass die Probanden langsamer reagieren, wenn die Bildtargets mit semantisch relatierten im Vergleich zu unrelatierten Bilddistraktoren präsentiert werden. Dieser semantische Interferenzeffekt sollte sich aber – falls tatsächlich die Formähnlichkeit der semantisch relatierten Bildpaare der entscheidende Faktor für die bisher beobachtete Interferenz ist (was angesichts der Ergebnisse von de Zubicaray et al., 2017, sowie Oppermann et al., 2014, durchaus vorstellbar wäre) – nur dann zeigen, wenn die semantisch relatierten Bildpaare stark formähnlich sind. Hingegen sollte mit semantisch relatierten kaum formähnlichen Bildpaaren kein Interferenzeffekt zu finden sein.   
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7.5.1   METHODE   Stichprobe. Es nahmen 24 Probanden (davon 20 weiblich) im Alter von 18 – 31 Jahren (M = 20,9, SD = 2,9) an der Untersuchung teil. Material, Laborausstattung, Design und Durchführung. Hinsichtlich Material, Laborausstattung, Design und Durchführung unterschied sich Experiment 8 wie nachfolgend beschrieben von Experiment 7. Die Linienzeichnungen wurden durch fotorealistische Abbildungen ersetzt. Diese wurden hauptsächlich kommerziellen Fotosammlungen (https://www.colourbox.de, Hemera Technologies, 2002) entnommen oder waren frei nutz- und veränderbare Bilder aus dem Internet. Die Bilder wurden freigestellt und so skaliert, dass sie auf einem Quadrat von 250 x 250 Pixeln zentriert werden konnten, ohne dessen Kanten zu tangieren (Mindestabstand von ca. 20 Pixeln; dies entspricht einem Sehwinkel von etwa 6,4° x 6,4° bei einer Entfernung von 60 cm zum Monitor). Die Bilder wurden auf einem leicht grauen Hintergrund (RGB 220 220 220)24 präsentiert. Wie in den Experimenten 4 und 5 wurden die Bilddistraktoren in der Bildschirmmitte und die Bildtargets jeweils rechts oder links daneben präsentiert. Dies geschah zum einen, da eine Überlagerung bei fotorealistischen Abbildungen nicht möglich ist, und zum anderen, damit das Target auch als solches erkennbar war. Die Probanden wurden entsprechend instruiert, immer nur das jeweilig äußere Bild (bzw. das Bild in der rechten oder linken Bildschirmhälfte) so schnell und so korrekt wie möglich zu benennen. Darüber hinaus wurden zwei Sets mit je 32 Bildern konstruiert, sodass jedes Item durch zwei Bilder repräsentiert war. Es wurde darauf geachtet, dass die semantisch relatierten Bildpaare innerhalb eines Sets so formähnlich wie möglich waren, während die Formähnlichkeit der unrelatierten Bildpaare so gering wie möglich gehalten wurde. Zusätzlich wurde darauf geachtet, dass die semantisch relatierten Bildpaare zwischen den Sets möglichst kaum formähnlich waren. Dadurch konnten die Bilder zwischen den Sets neu kombiniert werden, um semantisch relatierte Bildpaare mit deutlich geringerer Formähnlichkeit zu kreieren (siehe hierzu auch Abbildung 11). Des Weiteren sollten die semantisch relatierten stark formähnlichen Bildpaare mit den unrelatierten Bildpaaren innerhalb desselben Sets                                                           24 In der Nachbefragung der zuvor berichteten Experimente gaben einige Probanden an, dass der Bildschirm für ihr subjektives Befinden zu hell eingestellt und für ihre Augen belastend sei. Deshalb wurde die Hintergrundfarbe angepasst. 
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kontrastiert werden. Diese unrelatierten Bildpaare wurden auch für den Vergleich mit den semantisch relatierten kaum formähnlichen Bildpaaren genutzt. Die verbleibenden unrelatierten Bildpaare (entstanden aus der Kombination der unrelatierten Bilder zwischen den Sets) wurden in Filler-Trials verwendet. Auch für die Übungsitems wurden zwei Bildvarianten erstellt, damit sich diese von den experimentellen Items nicht unterschieden. Allerdings wurde die Formähnlichkeit der Bilder in den Übungs- und Warm-up-Trials nicht kontrolliert, da diese Trials nicht in die jeweiligen Analysen eingingen.  
 Abbildung 11. Beispielstimuli in Experiment 8. Die Formähnlichkeit von Bildtarget (hier jeweils links im Bild) und Bilddistraktor (hier jeweils rechts im Bild) wurde in der semantisch relatierten Distraktorbedingung so manipuliert, dass die Bilder einmal stark formähnlich und einmal kaum formähnlich waren. Unrelatierte Distraktoren hingegen waren immer möglichst wenig bis kaum formähnlich zum Target.  Im Gegensatz zu Experiment 7 wurde das Antwortset jedoch nicht geteilt, sodass jeder Proband alle Items als Targets präsentiert bekam. Schließlich konnten semantische Interferenzeffekte in den bisher berichteten Experimenten unabhängig von der Antwortsetzugehörigkeit semantisch relatierter Distraktoren gefunden werden. Da vor allem der Einfluss der Formähnlichkeit auf die semantischen Interferenzeffekte untersucht werden sollte, wurden in Experiment 8 keine kongruenten Bildpaare präsentiert. Allerdings wurden den Probanden immer beide Bildvarianten eines Items als Target dargeboten. Um die Anzahl der Itemwiederholungen und Benennungen im Vergleich zu den vorherigen Experimenten aufrechtzuerhalten, wurde auf die Verwendung mehrerer Distraktor-SOAs verzichtet. Stattdessen wurden Bildtarget und Bilddistraktor immer zur gleichen Zeit präsentiert (Distraktor-SOA 0 ms). Da die semantischen Interferenzeffekte in den 
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bisher berichteten Experimenten in allen Distraktor-SOAs beobachtet werden konnten, erschien dieses Vorgehen unproblematisch. Die resultierenden Distraktorbedingungen (semantisch_stark_formähnlich, semantisch_kaum_formähnlich, unrelatiert_kaum_formähnlich, Filler_kaum_formähnlich) waren wie in den Experimenten zuvor mithilfe eines Lateinischen Quadrats und paralleler Listen ausbalanciert. Zusätzlich war die Abfolge der Items und Distraktorbedingungen für beide Bildvarianten ausbalanciert. Das bedeutet, dass Bilder aus jedem Set gleich häufig in jeder Distraktorbedingung für eine bestimmte Itemabfolge gezeigt wurden. Innerhalb eines experimentellen Blocks wurde jedes Item zweimal, jedoch in unterschiedlichen Distraktorbedingungen und Bildvarianten präsentiert. Als zusätzliches Kriterium für die Randomisierung der Trials wurde implementiert, (a) dass maximal drei Bilder desselben Sets aufeinanderfolgen durften. Außerdem waren (b) maximal zwei Wiederholungen einer spezifischen Abfolge dreier Targets innerhalb des Experiments zulässig. Die übrigen Randomisierungskriterien waren mit denen der anderen Bild-Bild-Interferenzexperimente identisch. Da jedoch in diesem Experiment nur eine Distraktor-SOA getestet wurde, wurden insgesamt sechs Pseudorandomisierungen verwendet. Insgesamt ergaben sich 24 experimentelle Listen. In der Vertrautmachungsphase wurden die beiden Bildvarianten eines Items gleichzeitig und mittig nebeneinander präsentiert. Dabei erschienen die Bilder der beiden Sets gleich häufig an beiden Positionen. In der darauf folgenden Phase wurden die Bilder wie zuvor einzeln nacheinander präsentiert. Es wurde darauf geachtet, dass jedes Item in einer beliebigen Bildvariante einmal präsentiert wurde, bevor die Items ein zweites Mal in einer anderen Bildvariante auf dem Bildschirm erschienen. Außerdem betrug der Abstand zweier Bilder, die demselben Item zugeordnet waren, mindestens vier Trials. Es wurden vier experimentelle Blöcke präsentiert. Zu Beginn eines jeden Trials wurde zudem ein Fixationskreuz in der Mitte des Bildschirms für 500 ms dargeboten. Nach 200 ms wurden die beiden Bilder (bzw. Target und Distraktor) zeitgleich nebeneinander präsentiert. Die Bilder waren für 1.000 ms25 auf dem Bildschirm zu sehen. Beginnend ab dem Zeitpunkt des Target-Onsets hatten die                                                           25 Da in Experiment 8 fotorealistische Abbildungen verwendet wurden, war davon auszugehen, dass diese aufgrund eines höheren Detailgrads vermutlich auch schneller und einfacher identifiziert und benannt werden können. Daher wurde auch die (vergleichsweise) lange Bildpräsentationsdauer aus den Vorgängerexperimenten reduziert. 
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Probanden 3.000 ms Zeit, um eine Antwort zu produzieren. Einschließlich einer Vorlaufzeit von 300 ms endete ein Trial nach etwa 4.500 ms. Um zu gewährleisten, dass die Manipulation der Formähnlichkeit auch wirksam war, wurden die einzelnen Bildpaare am Ende des Experiments erneut dargeboten. Mithilfe einer 5-stufigen Skala (1 = „kaum formähnlich“, 5 = „stark formähnlich“) sollten die Probanden die Formähnlichkeit der Bildpaare beurteilen. Der Ablauf des Ratings war mit dem Erkennbarkeitsrating (Experiment 6) vergleichbar. Dementsprechend wurden die semantisch relatierten Bilder nebeneinander und die Skala unter den Bildern präsentiert. Außerdem wurden die semantisch relatierten Bildpaare jeweils nur einmal in jeder Kombination der beiden Bildvarianten gezeigt, um Redundanzen – wie zum Beispiel die doppelte Präsentation ein und desselben Bildpaars – zu vermeiden. Das Rating umfasste insgesamt 192 Trials. Eine experimentelle Sitzung dauerte demzufolge durchschnittlich etwa 60 Minuten.  7.5.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 140 Beobachtungen (3,0%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 127 Beobachtungen (2,8%) auf Probandenfehler zurückgeführt und in den Fehleranalysen berücksichtigt werden. Außerdem wurden 116 Beobachtungen (2,5%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Filler-Trials wurden ebenfalls von den Analysen ausgeschlossen. Zudem konnte kein signifikanter Unterschied zwischen Filler-Trials (M = 771 ms, SE = 12 ms) und Trials in der unrelatierten Distraktorbedingung (M = 771 ms, SE = 11 ms) gefunden werden, t1(23) = 0.23, p = .822, dz = 0.046; t2(31) = 0.20, p = .845, dz = 0.035. Zur Untersuchung der Reaktionszeiten, Fehlerraten und Ratings wurden ANOVAs mit Messwiederholung durchgeführt. Als Faktor wurde in allen Analysen die unabhängige Variable Distraktorbedingung (semantisch_stark_formähnlich, semantisch_kaum_formähnlich, unrelatiert_kaum_formähnlich) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 8 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung abgebildet. 
KAPITEL 7 
134 
Tabelle 8 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung in Experiment 8. Distraktorbedingung RZ FR semantisch_stark_formähnlich 806 (11)  2,6 (0,6) semantisch_kaum_formähnlich 797 (12)  3,2 (0,8) unrelatiert_kaum_formähnlich 771 (11)  2,5 (0,5)   semantisch_stark_formähnlich – unrelatiert_kaum_formähnlich   35   (5)  0,1 (0,5)  ***/*** ns/ns semantisch_kaum_formähnlich – unrelatiert_kaum_formähnlich   26   (5)  0,7 (0,6)  ***/*** ns/ns semantisch_stark_formähnlich-kaum_formähnlich     9   (5) -0,6 (0,6)  ns/* ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Bildbenennung. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(2, 46) = 27.50, p < .001, ηG2 = .068; F2(1.63, 50.65) = 25.35, p < .001, ηG2 = .114. Die Reaktionszeiten waren langsamer, wenn die Bildtargets im Vergleich zu unrelatierten Bilddistraktoren mit semantisch relatierten Bilddistraktoren präsentiert wurden, und zwar unabhängig davon, ob diese stark formähnlich, t1(23) = 6.67, p < .001, dz = 1.361; t2(31) = 6.31, p < .001, dz = 1.116, oder kaum formähnlich waren, t1(23) = 5.66, p < .001, dz = 1.156; t2(31) = 4.51, p < .001, dz = 0.797. Allerdings zeigte sich auch, dass die Reaktionszeiten tendenziell langsamer waren, wenn die Bildtargets mit semantisch relatierten stark formähnlichen Bilddistraktoren im Vergleich zu semantisch relatierten kaum formähnlichen Bilddistraktoren präsentiert wurden. Dies konnte allerdings nur in der Itemanalyse beobachtet werden, t1(23) = 1.85, p = .078, dz = 0.377; t2(31) = 2.36, p = .025, dz = 0.417. In den Fehleranalysen fand sich kein Haupteffekt der Distraktorbedingung, F1 < 1; F2(2, 62) = 1.10, p = .340, ηG2 = .016. Formähnlichkeitsrating. Für die Bildpaare in den einzelnen Distraktorbedingungen resultierten über Probanden gemittelt unter Berücksichtigung einer 5-stufigen Skala (1 = „kaum formähnlich“, 5 = „stark formähnlich“) folgende Ausprägungen. In der semantisch relatierten stark formähnlichen Distraktorbedingung wurde ein durchschnittlicher Wert von 4,3 (SD = 0,4, SE = 0,1, 
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Spannweite: 3,3 – 4,8) auf der Skala erreicht. In der semantisch relatierten kaum formähnlichen Distraktorbedingung bildete sich ein durchschnittlicher Wert von 2,0 (SD = 0,4, SE = 0,1, Spannweite: 1,3 – 2,8) heraus. In der unrelatierten Distraktorbedingung konnte ein durchschnittlicher Wert von 1,7 (SD = 0,4, SE = 0,1, Spannweite:1,1 – 2,5) ermittelt werden26. In den Analysen über Probanden und Items zeigte sich, dass die für die einzelnen Distraktorbedingungen erhobenen Skalenwerte unterschiedlich waren, F1(1.56, 35.79) = 1,041.30, p < .001, ηG2 = .884; F2(2, 62) = 264.52, p < .001, ηG2 = .832. Semantisch relatierte Bildpaare wurden formähnlicher bewertet als unrelatierte Bildpaare, und zwar unabhängig davon, ab die semantisch relatierten Bildpaare stark formähnlich, t1(23) = 52.32, p < .001, dz = 10.679; t2(31) = 20.65, p < .001, dz = 3.650, oder kaum formähnlich waren, t1(23) = 5.45, p < .001, dz = 1.113; t2(31) = 2.61, p = .014, dz = 0.461. Allerdings wurden die semantisch relatierten stark formähnlichen Bildpaare formähnlicher eingeschätzt als die semantisch relatierten kaum formähnlichen Bildpaare, t1(23) = 29.82, p < .001, dz = 6.088; t2(31) = 18.32, p < .001, dz = 3.239.  7.5.3   DISKUSSION   In Experiment 8 konnte ebenfalls ein semantischer Interferenzeffekt beobachtet werden. Das bedeutet, dass die Probanden im Vergleich zu unrelatierten Bilddistraktoren langsamer auf die Bildtargets reagierten, wenn diese mit semantisch relatierten Bilddistraktoren präsentiert wurden. Dieser Interferenzeffekt konnte unabhängig von der Formähnlichkeit der semantisch relatierten Bildpaare gefunden werden. Allerdings zeigte sich auch, dass der semantische Interferenzeffekt mit semantisch relatierten stark formähnlichen Bildpaaren (M = 35 ms, SE = 5 ms) tendenziell größer war als mit semantisch relatierten kaum formähnlichen Bildpaaren (M = 26 ms, SE = 5 ms). Dies war aber nur in der Itemanalyse beobachtbar. Vermutlich war die statistische Power nicht ausreichend, um einen signifikanten Unterschied auch in der Probandenanalyse zu finden. Auch Äquivalenztests unterstützen die Annahme, dass die Power des Designs nicht ausreichend war, um einen Unterschied zwischen der deskriptiven Größe der semantischen                                                           26 Für die unrelatierten Bildpaare in Filler-Trials wurde ein durchschnittlicher Wert von 2,2 (SD = 0,5, SE = 0,1, Spannweite: 1,3 – 3,0) auf der Skala erreicht. 
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Interferenzeffekte, die durch semantisch relatierte stark formähnliche Bilder und semantisch relatierte kaum formähnliche Bilder induziert wurden, zu detektieren, t1(23) = 0.60, p = .276; t2(31) = 0.47, p = .320. Zur besseren Interpretierbarkeit dieser Ergebnisse sollte aber auch das entsprechende Formähnlichkeitsrating, welches am Ende des Experiments durchgeführt wurde, berücksichtigt werden. Eine der Hauptfunktionen dieses Ratings war es, die Manipulation der Formähnlichkeit der verwendeten Bildpaare zu validieren. Diese Manipulation war – wie sich herausstellte – offenbar erfolgreich. Schließlich konnte für die Bildpaare in der semantisch relatierten stark formähnlichen Distraktorbedingung ein durchschnittlicher Wert von 4,3 auf der Skala gemessen werden, was beinahe dem Skalenhöchstwert (5 = „stark formähnlich“) entspricht. Somit wurden diese Bildpaare formähnlicher eingeschätzt als unrelatierte und semantisch relatierte Bildpaare, bei denen während der Materialselektion darauf geachtet wurde, dass die Bilder so wenig wie möglich formähnlich waren. Allerdings konnte nur in der Itemanalyse ein Zusammenhang zwischen der Ratingdifferenz und der Reaktionszeitdifferenz semantisch relatierter stark formähnlicher und unrelatierter Bildpaare gefunden werden, r1(22) = -.12, p = .567; r2(30) = .56, p < .001. Das bedeutet, dass der semantische Interferenzeffekt tendenziell größer war, je formähnlicher die semantisch relatierten Bildpaare gegenüber den unrelatierten Bildpaaren eingeschätzt wurden. Durch die uneinheitlichen Befunde in der Probanden- und Itemanalyse kann jedoch ähnlich wie für die Reaktionszeitdifferenz der beiden semantischen Distraktorbedingungen keine endgültige Aussage darüber getroffen werden, ob und inwiefern die Formähnlichkeit der semantisch relatierten Bildpaare die verbalen Antworten der Probanden beeinflusst hat. Für die Bildpaare in der semantisch relatierten kaum formähnlichen Distraktorbedingung hingegen konnte ein durchschnittlicher Skalenwert von 2,0 ermittelt werden. Dieser Wert befindet sich tendenziell eher am unteren Ende der Skala (1 = „kaum formähnlich“). Allerdings wurden die semantisch relatierten kaum formähnlichen Bildpaare ebenfalls formähnlicher eingestuft als die unrelatierten Bildpaare. Dies mag zum Teil daran liegen, dass die Selektion und Zuordnung der Bilder in Experiment 8 trotz aller Bemühungen vermutlich noch nicht optimal realisiert war. Eine weitere Möglichkeit wäre, dass das verwendete Materialset für die Untersuchung der aktuellen Fragestellung nicht das am besten geeignetste ist, da es ursprünglich für die Verwendung in Bild-Geräusch-Interferenzaufgaben (Mädebach et 
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al., 2017) ausgewählt wurde. Beispielsweise sind in diesem Set neben Items anderer semantischer Kategorien auch viele Tiere vertreten. Diese sind nicht nur semantisch ähnlich, sondern besitzen häufig auch gemeinsame visuelle Merkmale (z. B. Kopf, Rumpf, Anzahl der Extremitäten). Das bedeutet, dass in diesem Fall eine gewisse Formähnlichkeit bei gleichzeitiger semantischer Relatiertheit nicht vollständig ausgeschlossen werden kann. Andererseits beträgt die gefundene Differenz der semantisch relatierten kaum formähnlichen Distraktorbedingung und der unrelatierten Distraktorbedingung durchschnittlich 0,3, was angesichts einer ganzzahligen Skala einem Unterschied von weniger als einem ganzen Skalenpunkt entspricht (siehe hierzu auch Studien ohne berichteten semantischen Interferenzeffekt, z. B. Damian & Bowers, 2003, mit einer Ratingdifferenz von 0,2 auf einer 5-stufigen Skala und N = 20; Geng et al., 2013, mit einer Ratingdifferenz von 0,5 bzw. 0,8 auf einer 7-stufigen Skala und N = 12; Navarrete & Costa, 2005, mit einer Ratingdifferenz von 0,1 auf einer 5-stufigen Skala und N = 23). Die statistische Bedeutsamkeit eines solch signifikanten Unterschieds sollte demzufolge nicht unkritisch als gegeben hingenommen werden. Vermutlich ist eine 5-stufige Skala aber auch nicht sensitiv genug, um solche Unterschiede akkurat abzubilden. Außerdem konnte kein systematischer Zusammenhang zwischen der Ratingdifferenz und der Reaktionszeitdifferenz von semantisch relatierten kaum formähnlichen und unrelatierten Bildpaaren gefunden werden, r1(22) = .15, p = .470; r2(30) = .22, p = .235. Das bedeutet, dass der beobachtete Interferenzeffekt wahrscheinlich auf die semantische Relatiertheit der Bildtargets und Bilddistraktoren und nicht auf die Formähnlichkeit der semantisch relatierten Bildpaare zurückzuführen ist. Hinzu kommt, dass die (unrelatierten) Bildpaare in Filler-Trials mit einem durchschnittlichen Wert von 2,2 auf der Skala ebenfalls als formähnlicher wahrgenommen wurden als Bildpaare in der der unrelatierten Distraktorbedingung, in welcher ein durchschnittlicher Skalenwert von 1,7 ermittelt wurde, t1(23) = 13.25, p < .001, dz = 2.704; t2(31) = 3.25, p = .003, dz = 0.575. Allerdings konnte – wie bereits erwähnt – kein Unterschied zwischen den Reaktionszeiten in Filler-Trials (M = 771 ms, SE = 12 ms) und Trials in der unrelatierten Distraktorbedingung (M = 771 ms, SE = 11 ms) gefunden werden. Dies kann vermutlich darauf zurückgeführt werden, dass die Formähnlichkeit der unrelatierten Bildpaare in Experiment 8 nicht gezielt manipuliert wurde und der Unterschied von etwa 0,5 auf der Ratingskala womöglich nicht groß genug war, um einen Interferenzeffekt wie beispielsweise in 
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der Studie von de Zubicaray et al. (2017) messen zu können, in der eine 7-stufige Skala verwendet und eine Ratingdifferenz von durchschnittlich 4,2 (N = 10, siehe Experiment 4) berichtet wurde (vgl. auch die Studie von Oppermann et al., 2014, mit einer Ratingdifferenz von 2,9 auf einer 5-stufigen Skala und N = 16). Angesichts der Tatsache, dass sich die Ratingdifferenz der beiden unrelatierten Distraktorbedingungen in Höhe von 0,5 aber nicht auf die entsprechenden Reaktionszeiten in der Bildbenennungsaufgabe ausgewirkt hat (die Reaktionszeiten in den beiden unrelatierten Distraktorbedingungen können sogar als äquivalent angesehen werden, t1(23) = 2.22, p = .018; t2(31) = 2.63, p = .007), erscheint es nur wenig plausibel, dass eine Ratingdifferenz von 0,3, wie sie zwischen semantisch relatierten kaum formähnlichen und unrelatierten Bildpaaren beobachtet wurde, einen entscheidenden Einfluss auf den semantischen Interferenzeffekt ausgeübt haben könnte. Insgesamt legen die Ergebnisse die Schlussfolgerung nahe, dass die Formähnlichkeit allein vermutlich nicht der treibende Faktor für das Auffinden des semantischen Interferenzeffekts ist. Vielmehr kann davon ausgegangen werden, dass der Effekt auf der semantischen Relatiertheit von Target und Distraktor beruht. Es kann jedoch vermutet werden, dass die Formähnlichkeit den semantischen Interferenzeffekt – zumindest teilweise – beeinflussen (d. h. verstärken) kann. Allerdings bleibt unklar, ob das vorliegende Datenmuster tatsächlich eine durch die Formähnlichkeit induzierte Modulation oder eine formunabhängige Variabilität des semantischen Interferenzeffekts widerspiegelt. Eine Replikation der Ergebnisse von Experiment 8 könnte diesbezüglich vermutlich mehr Klarheit verschaffen. Zuvor sollte das Material jedoch noch weiter optimiert werden, sodass die semantisch relatierten kaum formähnlichen Bildpaare nicht mehr formähnlicher als die unrelatierten Bildpaare eingeschätzt werden. Alternativ wäre eine experimentelle Untersuchung erforderlich, in welcher die semantische Relatiertheit der verwendeten Stimuli völlig unabhängig von der Formähnlichkeit betrachtet werden kann. Allerdings erscheint es schwierig, ausreichend viele geeignete Items zu finden, da semantisch relatierte Bilder (z. B. Target: Hahn, Distraktor: Ente) nicht selten auch eine Vielzahl gemeinsamer (visueller) Merkmale aufweisen. Dies könnte aber beispielsweise Gegenstand künftiger Forschung sein. Darüber hinaus lassen sich neben den bereits diskutierten und untersuchten Einflussfaktoren vermutlich noch weitere Faktoren identifizieren, die semantische Interferenzeffekte in Bild-Bild-Interferenzaufgaben 
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beeinflussen können. Eine erschöpfende Detektion solch potenziell relevanter Einflussfaktoren (sowie die Realisierung entsprechender Experimente) war jedoch nicht der Anspruch der vorliegenden Arbeit. Auf weiterführende Gedanken und mögliche Anschlussexperimente soll jedoch in der nachfolgenden Diskussion eingegangen werden.  7.6   GEMEINSAME DISKUSSION DER EXPERIMENTE 4 – 8  In den Experimenten 4 – 8 sollte der Frage nachgegangen werden, ob sich mit Bilddistraktoren in Bildbenennungsaufgaben – wie in einigen Studien berichtet (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) – tatsächlich keine semantischen Interferenzeffekte oder stattdessen sogar Erleichterungseffekte (siehe z. B. La Heij et al., 2003) beobachten lassen. Darüber hinaus wurde die Bedeutung einiger ausgewählter und potenziell wichtiger Einflussfaktoren für das Auffinden semantischer Interferenzeffekte in Bild-Bild-Interferenzaufgaben untersucht. Die einzelnen Manipulationen sowie Gemeinsamkeiten und Unterschiede der Experimente 4 – 8 sind in Abbildung 12 veranschaulicht. In Experiment 4 wurde mithilfe einer zusätzlichen manuellen Entscheidungsaufgabe (Pfeilentscheidung bzw. Catch-Trials, vgl. Experiment 1) gezielt Aufmerksamkeit auf die Bilddistraktoren gelenkt, sodass die Distraktorverarbeitung verstärkt wurde. Im Einklang mit den Befunden anderer Studien (Aristei et al., 2012; Jescheniak, Matushanskaya et al., 2014; Jescheniak, Oppermann et al., 2009; Matushanskaya et al., 2016) konnten in einer solchen Aufgabenkonfiguration semantische Kontexteffekte beobachtet werden. Die Probanden benannten die Bildtargets (z. B. Hahn) im Vergleich zu unrelatierten Bilddistraktoren (z. B. Klingel) schneller und fehlerfreier, wenn diese mit kongruenten Bilddistraktoren (z. B. Hahn) präsentiert wurden (kongruenter Erleichterungseffekt). Außerdem benannten die Probanden die Bildtargets langsamer, wenn diese im Vergleich zu unrelatierten Bilddistraktoren mit semantisch relatierten Bilddistraktoren (z. B. Ente) präsentiert wurden (semantischer Interferenzeffekt). Dieses Muster zeigte sich in allen getesteten Distraktor-SOAs (-200 ms, 0 ms). Außerdem reagierten die Probanden generell schneller auf die Bildtargets, wenn die Bilddistraktoren im Vergleich zu einer zeitgleichen Präsentation beider Stimuli (Distraktor-SOA 0 ms) bereits vor Target-Onset auf dem Bildschirm auftauchten 
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(Distraktor-SOA -200 ms). Ein solcher Distraktor-SOA-Effekt konnte auch schon in Experiment 1 beobachtet werden und weist darauf hin, dass die Targetverarbeitung durch eine zeitliche Separation der präsentierten Stimuli erleichtert wird.  
 Abbildung 12. Tabellarische Übersicht über die Experimente 4 – 8.  Da in anderen Studien ohne eine solche Manipulation der Distraktorverarbeitung keine semantischen Interferenzeffekte gezeigt werden konnten (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005), wurde in Experiment 5 auf die manuelle Entscheidungsaufgabe verzichtet. Doch selbst ohne die gezielte Lenkung der Aufmerksamkeit auf die Bilddistraktoren konnten die semantischen Kontexteffekte repliziert werden. Zudem zeigte sich abermals, dass die Probanden generell schneller auf die Bildtargets reagierten, wenn die Bilddistraktoren im Vergleich zu einer zeitgleichen Stimuluspräsentation bereits vor dem Onset der Targets erschienen. Ausgehend von diesen Ergebnissen lässt sich ableiten, dass eine (direkte) Aufmerksamkeitsmanipulation zur Steigerung der 
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Distraktorverarbeitung nicht zwingend erforderlich ist, um semantische Interferenzeffekte in einer Bild-Bild-Interferenzaufgabe zu finden. Da die Bilddistraktoren aber immer an derselben Position (d. h. in der Bildschirmmitte) und die Bildtargets ohne Vorhersagbarkeit an unterschiedlichen Positionen (d. h. rechts oder links neben den Distraktoren) angezeigt wurden, wurde in Experiment 5 möglicherweise indirekt Aufmerksamkeit auf die Bilddistraktoren gelenkt. Daher wurden in Experiment 6 die Bilder in der Mitte des Bildschirms überlagert. Dies entsprach auch dem Vorgehen in denjenigen Studien, in denen keine semantischen Interferenzeffekte gefunden wurden (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005). Doch auch in Experiment 6 konnte das Datenmuster der vorherigen Experimente in dieser Arbeit repliziert werden. Das zusätzlich erhobene Erkennbarkeitsrating gab zudem Auskunft darüber, dass die jeweiligen Targets in der semantisch relatierten Distraktorbedingung geringfügig schlechter erkennbar waren als in der kongruenten und unrelatierten Distraktorbedingung (welche sich hinsichtlich ihrer Erkennbarkeit nicht unterschieden). Dennoch kann die beeinträchtigte Erkennbarkeit der semantisch relatierten Bildpaare den beobachteten Interferenzeffekt nicht hinreichend erklären, da in den vorherigen Experimenten ebenfalls semantische Interferenzeffekte von vergleichbarer Größe gefunden wurden. Außerdem wurden die Bilder in diesen Experimenten nebeneinander präsentiert, sodass die Erkennbarkeit der Targets in allen Distraktorbedingungen vergleichbar war. In Experiment 7 wurde zudem die Antwortsetzugehörigkeit der semantisch relatierten Distraktoren adressiert, welche für das Auffinden semantischer Interferenzeffekte als potenziell bedeutsam diskutiert wurde (z. B. La Heij, 1988; Levelt et al., 1999; Roelofs, 1992, 2003). In diesem Zusammenhang wurde argumentiert, dass semantisch relatierte Distraktoren, die zum Antwortset gehören (d. h. Distraktoren, die auch als Targets benannt werden), das Entstehen semantischer Interferenzeffekte in Benennungsaufgaben begünstigen können (siehe aber z. B. Caramazza & Costa, 2000, 2001). Um diesen Sachverhalt zu prüfen, wurde in Experiment 7 das Antwortset geteilt, sodass immer nur jeweils ein Bild eines semantisch relatierten Bildpaars von den Probanden als Target benannt wurde. Das bedeutet, dass in der semantisch relatierten (und der entsprechenden unrelatierten) Distraktorbedingung den Probanden Bilder präsentiert wurden, die sie zuvor noch nicht gesehen haben und mit denen sie auch nicht vertraut gemacht wurden. Selbst 
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nach einer Teilung des Antwortsets konnten unabhängig von der Distraktor-SOA semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) sowie generell schnellere Reaktionszeiten beobachtet werden, wenn die Distraktoren vor anstatt gleichzeitig mit dem Onset der Targets präsentiert wurden (Distraktor-SOA-Effekt). Somit weisen diese Ergebnisse darauf hin, dass die bisher beobachteten semantischen Interferenzeffekte nicht auf die Antwortsetzugehörigkeit der semantisch relatierten Distraktoren zurückgeführt werden können. In Experiment 8 wurde deshalb der Einfluss eines weiteren potenziell bedeutsamen Faktors – die Formähnlichkeit der semantisch relatierten Bildpaare – auf die semantischen Interferenzeffekte untersucht. Schließlich weisen Bildpaare, die semantisch relatiert sind (z. B. Target: Hahn, Distraktor: Ente), aufgrund gemeinsamer visueller Merkmakle (z. B. Kopf, Schnabel, Flügel, Beine) häufig auch eine gewisse Formähnlichkeit auf, welche die Targetverarbeitung in den bisherigen Experimenten möglicherweise beeinflusst haben könnte. Dies legen vor allem die Ergebnisse früherer Studien nahe, in denen beobachtet werden konnte, dass formähnliche Stimuli die Bildbenennung verlangsamen können, selbst wenn diese Stimuli nicht semantisch relatiert sind (de Zubicaray, 2017; Oppermann et al., 2014). Um dies zu überprüfen, wurden in Experiment 8 ausschließlich semantisch relatierte und unrelatierte Bilddistraktoren verwendet. Jedes Bild wurde zudem in zwei Varianten präsentiert, sodass die Formähnlichkeit der semantisch relatierten Bildpaare variiert werden konnte. Die Formähnlichkeit der unrelatierten Bildpaare wurde jedoch minimiert. Außerdem wurden die Targets und Distraktoren in diesem Experiment immer gleichzeitig präsentiert (Distraktor-SOA 0 ms). Doch auch in Experiment 8 zeigte sich, dass semantisch relatierte Bilddistraktoren unabhängig von ihrer Formähnlichkeit zum jeweiligen Bildtarget einen semantischen Interferenzeffekt induzieren können. Zwar konnte ein entsprechendes Rating bestätigen, dass sich die beiden semantisch relatierten Distraktorbedingungen hinsichtlich ihrer Formähnlichkeit voneinander unterschieden, doch wurden die semantisch relatierten Bildpaare in beiden Distraktorbedingungen von den Probanden formähnlicher als die Bildpaare in der unrelatierten Distraktorbedingung wahrgenommen. Auch war der semantische Interferenzeffekt mit semantisch relatierten stark formähnlichen Distraktoren tendenziell größer als mit semantisch relatierten Distraktoren, die weniger bis kaum formähnlich waren. Dies zeigt zum einen, dass selbst bei 
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entsprechenden Bemühungen, die Formähnlichkeit zwischen semantisch relatierten Bildpaaren zu kontrollieren, eine gewisse Formähnlichkeit nicht immer problemlos oder vollständig eliminiert werden kann. Zum anderen kann geschlussfolgert werden, dass die Formähnlichkeit den semantischen Interferenzeffekt wahrscheinlich moduliert (d. h. verstärkt) hat. Allerdings kann die Formähnlichkeit den beobachteten Interferenzeffekt nicht vollständig erklären. Schließlich wurden in den anderen berichteten Experimenten semantische Interferenzeffekte auch ohne eine gezielte Manipulation der Formähnlichkeit berichtet. Darüber hinaus konnten selbst für unrelatierte Bildpaare, deren Formähnlichkeit gemäß Probandeneinschätzung unterschiedlich stark ausgeprägt war, vergleichbare Reaktionszeiten gemessen werden. Somit kann der beobachtete Interferenzeffekt wahrscheinlich auf die semantische Relatiertheit der verwendeten Bilder zurückgeführt werden. Obwohl in allen berichteten Experimenten semantische Kontexteffekte beobachtet werden konnten, variierte die Größe der Effekte zwischen den einzelnen Experimenten und Distraktor-SOAs unterschiedlich stark. Dies kann vermutlich auf die getesteten Stichproben oder Designunterschiede beziehungsweise die veränderten Aufgabenkonfigurationen zwischen den Experimenten zurückgeführt werden. Der kongruente Erleichterungseffekt konnte dabei je nach Experiment in einem Bereich von durchschnittlich etwa 80 ms – 100 ms beobachtet werden. Der semantische Interferenzeffekt hingegen war in den einzelnen Experimenten durchschnittlich etwa 20 ms – 30 ms groß. Semantische Kontexteffekte von vergleichbarer Größe konnten auch schon in anderen Bild-Bild-Interferenzstudien gefunden werden (Aristei et al., 2012; Jescheniak, Matushanskaya et al., 2014; Jescheniak, Oppermann et al., 2009). Die Beobachtung, dass der kongruente Erleichterungseffekt mehr als doppelt so groß wie der semantische Interferenzeffekt war, steht dabei im Einklang mit den Befunden der Experimente in Kapitel 6, in denen eine Geräusch-Bild-Interferenzaufgabe verwendet wurde. Dies kann vermutlich ebenfalls darauf zurückgeführt werden, dass den semantischen Kontexteffekten jeweils unterschiedliche Prozesse (z. B. perzeptuelle und post-perzeptuelle Prozesse bzw. Antwortkongruenz- sowie lexikalische Selektionsprozesse) zugrunde liegen (siehe hierzu auch die Diskussion der Experimente 1 – 3). Dass die semantischen Kontexteffekte in den Bildbenennungsexperimenten aber nur etwa halb so groß wie in den Geräuschbenennungsexperimenten waren, 
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könnte beispielsweise auf die unterschiedliche Verarbeitungsgeschwindigkeit von Bildern und Geräuschen zurückführbar sein. Schließlich konnte in Kapitel 6 bereits gezeigt werden, dass Geräusche im Vergleich zu Bildern langsamer verarbeitet werden. Demzufolge können Bilder die Geräuschverarbeitung vermutlich auch mehr beeinflussen als die Verarbeitung anderer Bilder, da sich die Verarbeitungsgeschwindigkeit zweier Bilder nicht wesentlich voneinander unterscheiden sollte. Dies gilt zumindest unter der Voraussetzung, dass die Bilder zur gleichen Zeit präsentiert werden und auch hinsichtlich ihrer visuellen Komplexität, Frequenz, und anderer Eigenschaften vergleichbar sind (für einen Überblick siehe z. B. Bonin, Chalard, Meot & Fayol, 2002). Außerdem wurden zwar dieselben Distraktor-SOAs in den Geräusch- und Bildbenennungsaufgaben getestet, doch angesichts der unterschiedlich lang andauernden Verarbeitungsprozesse für Geräusche und Bilder liegt die Vermutung nahe, dass die Bilddistraktoren die Verarbeitung der jeweiligen Geräusch- oder Bildtargets womöglich zu unterschiedlichen Zeitpunkten beeinflusst haben könnten. Doch obwohl die Größe der semantischen Kontexteffekte zwischen den Experimenten variierte, ließ sich darin eine gewisse Systematik erkennen, besonders in Bezug auf die Distraktor-SOA. Zwar konnte nur in Experiment 5 eine Interaktion der semantischen Kontexteffekte und der Distraktor-SOA beobachtet werden, doch auch in nahezu allen anderen Experimenten deutete sich in den deskriptiven Daten ein ähnliches Muster an. Während die Größe des semantischen Interferenzeffekts in allen Experimenten zwischen den einzelnen Distraktor-SOAs weitestgehend vergleichbar war, zeigte sich, dass der kongruente Erleichterungseffekt in Trials mit einer Distraktor-SOA von 0 ms kleiner war als in Trials mit einer Distraktor-SOA von  -200 ms. Dies konnte auch mithilfe von cross-experimentellen Analysen der Experimente 4 – 627 bestätigt werden. So konnte eine signifikante Interaktion des kongruenten Erleichterungseffekts und der Distraktor-SOA über die Experimente hinweg beobachtet werden, F1(1, 71) = 11.04, p = .001, ηG2 = .004; F2(1, 31) = 8.54, p = .006, ηG2 = .011, jedoch keine Interaktion des semantischen Interferenzeffekts                                                           27 Die Berücksichtigung der anderen Bild-Bild-Interferenzexperimente in den cross-experimentellen Analysen erschien aufgrund geringerer Vergleichbarkeit nicht besonders sinnvoll. Durch die Teilung des Antwortsets in Experiment 7 konnten pro Proband und pro Item in jeder Distraktorbedingung und Distraktor-SOA jeweils nur halb so viele Beobachtungen wie in den anderen Experimenten erfasst werden. Zudem wurde die kongruente Distraktorbedingung mit einer anderen unrelatierten Distraktorbedingung kontrastiert. In Experiment 8 hingegen wurden zwei semantisch relatierte Distraktorbedingungen und nur eine Distraktor-SOA, jedoch keine kongruente Distraktorbedingung getestet. 
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und der Distraktor-SOA, F1(1, 71) = 1.68, p = .200, ηG2 = .000; F2(1, 31) = 1.43, p = .241, ηG2 = .001. Die ursprüngliche geäußerte Vermutung, dass der Unterschied des kongruenten Erleichterungseffekts zwischen den Distraktor-SOAs lediglich zufällig zustande gekommen sein könnte oder eine Variabilität des Effekts widerspiegelt, ist daher nicht länger haltbar. Stattdessen weisen die die Befunde der cross-experimentellen Analysen darauf hin, dass die semantischen Kontexteffekte einen unterschiedlichen Zeitverlauf haben beziehungsweise in unterschiedlichen SOA-Bereichen ihr Maximum erreichen. Angesichts der Ergebnisse der Doppelaufgabenexperimente (Experimente 2 und 3), die eine partielle Unteradditivität des kongruenten Erleichterungseffekts (d. h. eine Beteiligung früher perzeptueller Prozesse bei der Entstehung des Effekts) herausgestellt haben, wäre es durchaus vorstellbar, dass der kongruente Erleichterungseffekt früher als der semantische Interferenzeffekt (der hauptsächlich auf späteren, post-perzeptuellen Verarbeitungsprozessen beruht) sein Maximum erreicht und entsprechend auch früher wieder abflacht und kleiner wird. Ein ähnlicher Zeitverlauf sowie semantische Kontexteffekte von vergleichbarer Größe konnten auch in der Studie von Glaser und Glaser (1989) gefunden werden. Die Autoren beobachteten in einer Bild-Bild-Interferenzaufgabe einen semantischen Interferenzeffekt in einem SOA-Bereich zwischen -75 ms und 100 ms. Zwar deutete sich der semantische Interferenzeffekt auch in Trials mit einer Distraktor-SOA von  -200 ms (bzw. tendenziell auch -300 ms) deskriptiv an, doch erreichte dieser Unterschied noch keine statistische Signifikanz. Demgegenüber war der kongruente Erleichterungseffekt bereits in Trials mit einer Distraktor-SOA von -300 ms sichtbar und nahm ab einer Distraktor-SOA von -50 ms und 50 ms (Distraktor-SOA 0 ms wurde nicht getestet) deutlich wieder ab. Auch in diesem Datenmuster ist erkennbar, dass der kongruente Erleichterungseffekt im Vergleich zum semantischen Interferenzeffekt über einen weiter gefassten SOA-Bereich beobachtbar ist, was vermutlich auch in der relativen Größe der semantischen Kontexteffekte begründet liegt. Schließlich ist der kongruente Erleichterungseffekt in den bisher berichteten Experimenten deskriptiv fast doppelt so groß wie der semantische Interferenzeffekt und muss demzufolge stärker reduziert werden, bevor ein Nulleffekt sichtbar wird. Im Gegensatz zur Studie von Glaser und Glaser (1989) können auf Grundlage der Ergebnisse der in dieser Arbeit berichteten Bild-Bild-Interferenzexperimente jedoch 
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lediglich Hinweise, und keine genauen Angaben zu den jeweiligen SOA-Bereichen der semantischen Kontexteffekte geäußert werden. Um diese Hinweise zu überprüfen sowie die Befunde von Glaser und Glaser (1989) abzusichern, wäre gegebenenfalls ein weiteres Experiment erforderlich, in welchem eine größere Spanne unterschiedlicher Distraktor-SOAs getestet wird. Eine der wichtigsten Schlussfolgerungen, die angesichts der Ergebnisse der Experimente 4 – 8 getroffen werden kann, ist allerdings, dass es offenbar keiner zusätzlichen Manipulation der Bilddistraktoren in einer Bildbenennungsaufgabe bedarf, um semantische Interferenzeffekte finden zu können. Zwar stehen die erzielten Ergebnisse prinzipiell im Einklang mit anderen Bild-Bild-Interferenzstudien, in denen semantische Interferenzeffekte berichtet wurden (Aristei et al., 2012; Matushanskaya et al., 2016), doch widersprechen die Ergebnisse gleichzeitig der Beobachtung, dass eine Verstärkung der Distraktorverarbeitung (z. B. durch Aufmerksamkeitslenkung auf die Bilddistraktoren, vgl. Jescheniak et al., 2014) für das Auffinden semantischer Interferenzeffekte mit Bilddistraktoren erforderlich ist oder dass die Zugehörigkeit der semantisch relatierten Distraktoren zum Antwortset entscheidend ist (z. B. La Heij, 1988; Levelt et al., 1999; Roelofs, 1992, 2003). Auch die Anordnung der Bilder auf dem Bildschirm (nebeneinander, zentral überlagert) scheint für die Beobachtbarkeit semantischer Interferenzeffekte nicht bedeutsam zu sein. Allerdings sollte bei einer Überlagerung von Bildtargets und Bilddistraktoren die Erkennbarkeit der Targets kontrolliert oder zumindest berücksichtigt werden. Zudem erscheint es ratsam, bereits im Vorfeld auf die Formähnlichkeit der semantisch relatierten Bildpaare zu achten, da diese die semantischen Interferenzeffekte potenziell verstärken kann. Vor allem aber legen die erzielten Ergebnisse die Vermutung nahe, dass der beobachtete semantische Interferenzeffekt auf die semantische Relatiertheit der Bildtargets und Bilddistraktoren zurückgeführt werden kann. Somit stellen die in diesem Kapitel berichteten Experimente die Befunde anderer Bild-Bild-Interferenzstudien, die eine Abwesenheit semantischer Interferenzeffekte berichteten (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005), infrage. Des Weiteren können auch die Schlussfolgerungen, dass Bilddistraktoren überwiegend konzeptuelle Erleichterung induzieren (z. B. Bloem & La Heij, 2003; La Heij et al., 2003) oder nicht genug lexikalische Aktivierung erzeugen, um einen kritischen Schwellenwert zu erreichen (z. B. Piai et al., 2012), 
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aufgrund der aktuellen Befundlage angezweifelt werden. Ebenso widersprechen die Ergebnisse der Experimente in diesem Kapitel der Vermutung, dass sich semantische Interferenzeffekte vorrangig nur in Aufgabenkonfigurationen mit unterschiedlichen Stimulusarten, aber nicht (bzw. nur unter bestimmten Voraussetzungen, z. B. wenn die Bilddistraktoren stark genug verarbeitet werden) innerhalb derselben Stimulusart, zeigen lassen (siehe hierzu z. B. Glaser & Glaser, 1982, 1989). Vielmehr deuten die Daten darauf hin, dass (semantisch relatierte im Vergleich zu unrelatierten) Bilddistraktoren generell ausreichend verarbeitet werden, um entsprechende Lemmata stark genug zu aktivieren, sodass diese mit der Targetrepräsentation um die lexikalische Selektion konkurrieren können. Zumindest würde dies der Erklärung kompetitiver Modelle (z. B. Levelt et al., 1999; Roelofs, 1992) entsprechen. Nicht-kompetitive Modelle, wie beispielsweise die Antwortausschluss-Hypothese (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007), können die Befunde jedoch nicht angemessen erklären. Schließlich ist gemäß den Annahmen der Antwortausschluss-Hypothese ausschließlich für Wortdistraktoren ein privilegierter Zugang zum prä-artikulatorischen Ausgabepuffer vorgesehen. Selbst unter der Annahme, dass Bilddistraktoren ebenfalls automatisch verarbeitet werden (was durchaus aus der aktuellen Befundlage geschlussfolgert werden kann) und den prä-artikulatorischen Ausgabepuffer blockieren können, erscheint die Antwortausschluss-Hypothese als alternativer Erklärungsansatz nicht sehr plausibel. Da in einer Bild-Bild-Interferenzaufgabe sowohl Target- als auch Distraktorstimuli jeweils Bilder sind, sollten sich diese hinsichtlich ihrer Verarbeitungsdauer nicht grundlegend unterscheiden. Zwar kann unter diesen Umständen auch nicht ausgeschlossen werden, dass bei einer zeitgleichen Präsentation der Stimuli (Distraktor-SOA 0 ms) die Verarbeitung des Distraktors in einigen Fällen früher abgeschlossen ist als die Verarbeitung des Targets, doch sollte dies eher unsystematisch erfolgen und nicht an einzelne Distraktorbedingungen gekoppelt sein. Die Tragfähigkeit von Antwortausschlussprozessen bei Entstehung semantischer Interferenzeffekte, die sich inzwischen in mehreren Bild-Bild-Interferenzexperimenten als relativ robust erwiesen haben, kann daher angezweifelt werden. Selbst wenn der jeweilige Bilddistraktor vor dem Bildtarget erschien, sodass dessen Verarbeitung prinzipiell vor der Verarbeitung des Targets abgeschlossen werden konnte (Distraktor-SOA -200 ms), scheidet dieser Erklärungsansatz aus. 
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Denn in einem solchen Fall wäre eine Modulation des semantischen Interferenzeffekts durch die Distraktor-SOA zu erwarten. Das heißt, der Effekt sollte vorrangig in Trials mit einer Distraktor-SOA von -200 ms auffindbar sein und in Trials mit einer Distraktor-SOA von 0 ms entsprechend nicht vorhanden oder kleiner sein. Eine Interaktion des semantischen Interferenzeffekts und der Distraktor-SOA konnte jedoch in keinem der berichteten Experimente (und auch nicht in den cross-experimentellen Analysen) gefunden werden. Sofern der Name des jeweiligen Bilddistraktors jedoch tatsächlich früher als der Name des Bildtargets verfügbar war und in den prä-artikulatorischen Ausgabepuffer gelangte, so sollte der semantische Interferenzeffekt nur bei langsamen Antworten beobachtbar sein, da der fälschlicherweise vorbereitete Distraktorname zunächst wieder aus dem prä-artikulatorischen Ausgabepuffer entfernt werden musste. Um diese Annahme zu überprüfen, wurden analog zu den Geräuschbenennungsexperimenten (Experimente 1 – 3) zusätzliche Analysen der Reaktionszeitverteilungen durchgeführt. In den entsprechenden cross-experimentellen Analysen stellte sich heraus, dass der semantische Interferenzeffekt in den Experimenten 4 – 8 in allen Quintilen, das heißt im gesamten Reaktionszeitspektrum, beobachtbar war (ps < .02; siehe Abbildung 13)28. Dies deutet darauf hin, dass der jeweilige Distraktorname nicht automatisch für die Artikulation vorbereitet wurde. Außerdem benannten die Probanden nur in durchschnittlich weniger als 1,0% aller Trials (ausschließlich der kongruenten Distraktorbedingung) die Bilddistraktoren anstelle der Bildtargets, was ebenfalls gegen die Antwortausschluss-Hypothese spricht. Alles in allem verdeutlichen die Ergebnisse der Experimente 4 – 8, dass semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) mithilfe von Bilddistraktoren auch in Aufgabenkonfigurationen mit visuellen Targets (d. h. Bildern) gefunden werden können. Besonders der semantische Interferenzeffekt stellte sich im Gegensatz zu den unklaren Befunden einiger anderer Studien (Damian & Bowers, 2003; Geng et al., 2013; La Heij et al.,                                                           28 Es sollte berücksichtigt werden, dass die semantisch relatierte Distraktorbedingung in den genannten Analysen überrepräsentiert war, da in Experiment 8 zwei semantisch relatierte Distraktorbedingungen mit nur einer unrelatierten Distraktorbedingung kontrastiert wurden. Dieses potenzielle Problem kann jedoch behoben werden, indem in Experiment 8 zusätzlich die Filler-Trials als weitere unrelatierte Distraktorbedingung in die Analysen einbezogen werden. Da sich die beiden unrelatierten Distraktorbedingungen hinsichtlich der gemessenen Reaktionszeiten nicht signifikant voneinander unterschieden und sogar als äquivalent gelten, sollte das beschriebene Vorgehen vertretbar sein. In den entsprechenden Analysen zeigte sich, dass der semantische Interferenzeffekt ebenfalls im gesamten Reaktionszeitspektrum sichtbar war (ps < .005). 
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2003; Navarrete & Costa, 2005) in mehreren Bild-Bild-Interferenzexperimenten als relativ robust heraus. Dabei konnte eine Vielzahl potenziell bedeutsamer Einflussfaktoren, wie beispielsweise die erhöhte Distraktorverarbeitung durch gezielte Aufmerksamkeitslenkung oder die Antwortsetzugehörigkeit semantisch relatierter Distraktoren, für die Entstehung des beobachteten semantischen Interferenzeffekts systematisch ausgeschlossen werden. Andere Einflussfaktoren wiederum, wie zum Beispiel die visuelle Ähnlichkeit beziehungsweise die Formähnlichkeit semantisch relatierter Bildpaare, scheinen den semantischen Interferenzeffekt tendenziell verstärken zu können. Es kann jedoch geschlussfolgert werden, dass die beobachteten semantischen Kontexteffekte hauptsächlich auf der Kontextmanipulation der Bilddistraktoren beruhen. Diese Interpretation ist jedoch problematisch für nicht-kompetitive Modelle (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) und macht einen allgemeinen Erklärungsansatz für die Entstehung semantischer Interferenzeffekte erforderlich, wie er beispielsweise von kompetitiven Modellen der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) bereitgestellt wird.  
 Abbildung 13. Verteilungskurven der über Probanden gemittelten und in Quintile zerlegten Reaktionszeiten der semantisch relatierten und unrelatierten Distraktorbedingung der Experimente 4 – 8, gemittelt über Distraktor-SOA.  Doch obwohl sich in allen in diesem Kapitel vorgestellten Experimenten ein konsistentes Datenmuster in Bezug auf die semantischen Kontexteffekte zeigte, bleibt nach wie vor unklar, ob das Vorhandensein semantischer Interferenzeffekte in 
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Bild-Bild-Interferenzaufgaben als neuer, typischerweise zu erwartender Standardbefund angesehen werden kann beziehungsweise warum in anderen Studien kein solcher Effekt berichtet werden konnte. Es ist durchaus vorstellbar, dass noch weitere Einflussfaktoren existieren, die bisher nicht berücksichtigt wurden, möglicherweise aber zum Sichtbarwerden (oder auch Verschwinden) semantischer Interferenzeffekte in Bild-Bild-Interferenzaufgaben beitragen. So könnten beispielsweise auch die Farbe und relative Größe der Linienzeichnungen, die Anzahl der Items je semantischer Kategorie oder auch die Frequenz der verwendeten Targets und Distraktoren von Bedeutung sein. Der Versuch einer direkten Replikation von Studien, in denen keine semantischen Interferenzeffekte gefunden wurden (z. B. Damian & Bowers, 2003; Geng et al., 2013; La Heij et al., 2003; Navarrete & Costa, 2005), könnte vermutlich ebenfalls wertvolle Erkenntnisse liefern. Dies sind jedoch nur einige Anregungen, denen in weiterführenden Studien nachgegangen werden kann, um durch Bilddistraktoren induzierte semantische Kontexteffekte besser zu verstehen. Auf der Grundlage aller bisher publizierten Studien und der in dieser Arbeit berichteten Experimente kann jedoch abgeleitet werden, dass die Variabilität der Ergebnisse in Bild-Bild-Interferenzaufgaben insgesamt größer zu sein scheint als in Bild-Wort-Interferenzaufgaben. Diese größere Variabilität ist aber nicht nur in Bezug auf semantische Kontexteffekte, sondern auch in Aufgaben, in denen beispielsweise phonologische Effekte untersucht wurden (z. B. Jescheniak et al., 2009; Morsella & Miozzo, 2002), zu finden. Dies deutet darauf hin, dass die Effekte in Bild-Bild-Interferenzaufgaben möglicherweise stärker von spezifischen Eigenschaften des Designs abhängig sind als die Effekte in Bild-Wort-Interferenzaufgaben. Bereits subtile Faktoren, welche die auf die Distraktoren ausgerichtete Aufmerksamkeit oder die Distraktorverarbeitung modulieren, mögen dabei auf Bilddistraktoren einen viel größeren Einfluss haben als auf Wortdistraktoren. Letztere benötigen vermutlich generell weniger Aufmerksamkeit (z. B. da sie automatisierter verarbeitet werden, vgl. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007), um semantische sowie lexikalische Repräsentationen aktivieren zu können. 
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8   BILD- UND GERÄUSCHKATEGORISIERUNG MIT WORTDISTRAKTION 
  In Kapitel 8 soll untersucht werden, ob Antwortkongruenzprozesse, die in Benennungsaufgaben typischerweise zu Erleichterungseffekten führen (Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006), von der Modalitätskongruenz der verwendeten Targets und Distraktoren moduliert werden können. Diese Fragestellung basiert auf den Annahmen von Hantsch et al. (2009), die in einer Bild-Wort-Interferenzstudie eine Modulation von Antwortkongruenzprozessen in Abhängigkeit von der Distraktormodalität beobachteten. Die Autoren nutzten eine Spezifizierungsaufgabe, in der Bilder, die sowohl auf subordinierter Ebene (z. B. Mops) als auch auf der Basisebene (z. B. Hund) identifiziert werden konnten, von den Probanden auf der weniger präferierten subordinierten Ebene benannt werden sollten. Zusätzlich zu den Bildern wurden visuelle und auditive Wortdistraktoren präsentiert, die entweder kongruent (z. B. Hund) oder unrelatiert (z. B. Auto) zur Targetrepräsentation auf der präferierten Abstraktionsebene (bzw. Basisebene) waren. In einer solchen Aufgabe können Antwortkongruenzprozesse vermutet werden, da die Verarbeitung des Bildtargets und des kongruenten Wortdistraktors auf derselben korrekten Antwort („Mops“) konvergiert, sodass das Bildtarget im Vergleich zur Präsentation mit einem unrelatierten Wortdistraktor schneller spezifiziert werden kann (siehe Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006). Auch in der Studie von Hantsch et al. (2009) zeigte sich ein kongruenter Erleichterungseffekt. Dieser Effekt war allerdings größer mit visuellen als mit auditiven Wortdistraktoren. Die Autoren fanden mit auditiven Wortdistraktoren sogar einen Interferenzeffekt (d. h. langsamere verbale Antworten mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren). Dies kann darauf zurückgeführt werden, dass in einer solchen Aufgabenkonfiguration aufgrund der semantischen Relatiertheit der kongruenten Distraktoren und der verbalen Antworten auch lexikalische Selektionsprozesse ablaufen (z. B. Levelt, 1989; Levelt et al., 1999), die typischerweise zu Interferenzeffekten führen. Da lexikalische Selektionsprozesse aber unabhängig von der Distraktormodalität sind (z. B. Damian & Martin, 1999; Lupker, 1979; Mädebach et al., 2017; Schriefers et al., 1990), argumentierten Hantsch et al. (2009), dass der beobachtete Unterschied zwischen visuellen und auditiven Wortdistraktoren wahrscheinlich auf eine Modulation der Antwortkongruenzprozesse zurückzuführen ist. Den größeren Erleichterungseffekt mit visuellen im Vergleich zu auditiven 
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Wortdistraktoren erklärten die Autoren damit, dass Antwortkongruenzprozesse möglicherweise bei einer Modalitätskongruenz von Targets und Distraktoren (z. B. Bildtargets und visuelle Wortdistraktoren) verstärkt ins Spiel kommen (siehe auch Hantsch et al., 2012). Das würde allerdings bedeuten, dass auch für andere modalitätskongruente Targets und Distraktoren (z. B. Geräuschtargets und auditive Wortdistraktoren) ein vergleichbares Datenmuster beobachtbar sein sollte. Um diesen Sachverhalt zu überprüfen, werden in diesem Kapitel drei Experimente berichtet, in denen Antwortkongruenzprozesse – allerdings in einer Kategorisierungsaufgabe – mit modalitäts(in)kongruenten visuellen und auditiven Targets und Distraktoren untersucht wurden. Hierzu wurden Bilder (z. B. Hahn) oder natürliche Geräusche (z. B. Krähen(Hahn)) als Targets präsentiert, die von den Probanden nicht mit dem präferierten Namen auf der Basisebene, sondern mit dem jeweiligen Kategorienamen auf superordinierter Ebene (z. B. „Vogel“) benannt werden sollten. Wie in der Studie von Hantsch et al. (2009) wurden ebenfalls visuelle und auditive Wortdistraktoren dargeboten, die zur Targetrepräsentation auf der präferierten Abstraktionsebene (bzw. Basisebene) kongruent (z. B. Hahn) oder unrelatiert (z. B. Peitsche) waren. In Experiment 9 wurden Bildtargets verwendet. In den Experimenten 10 und 11 wurden anstelle der Bilder entsprechende Geräusche als Targets genutzt. Während Experiment 9 dazu diente, die Befunde von Hantsch et al. (2009) in einer anderen Aufgabenkonfiguration und mit einem anderen Materialset abzusichern, sollte in den Experimenten 10 und 11 überprüft werden, ob sich das Befundmuster mit modalitäts(in)kongruenten Targets und Distraktoren in einer Bildkategorisierungsaufgabe (Experiment 9) auch auf eine Geräuschkategorisierungsaufgabe mit anderen modalitäts(in)kongruenten Targets und Distraktoren übertragen lässt. Um sicherzustellen, dass potenzielle Effekte in der Geräuschkategorisierungsaufgabe nicht auf eine generelle Nichtbeachtung visueller Wortdistraktoren zurückgeführt werden können (schließlich war das Kategorisieren der Geräusche prinzipiell auch möglich ohne auf den Bildschirm zu schauen), wurden zusätzlich Catch-Trials (Pfeilentscheidungsaufgabe; vgl. Experimente 1 und 4) implementiert. Diese Catch-Trials wurden in allen Kategorisierungsexperimenten verwendet, um die Vergleichbarkeit der Experimente zu erhöhen. Basierend auf den Annahmen von Hantsch et al. (2009) ließen sich folgende Vorhersagen treffen. Sofern Antwortkongruenzprozesse tatsächlich von der 
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Modalitätskongruenz der verwendeten Targets und Distraktoren moduliert werden können, sollten größere Erleichterungseffekte in der Bildkategorisierungsaufgabe mit modalitätskongruenten visuellen Wortdistraktoren (Experiment 9) und in der Geräuschkategorisierungsaufgabe mit modalitätskongruenten auditiven Wortdistraktoren (Experimente 10 und 11) zu finden sein. Demgegenüber sollten modalitätsinkongruente Stimuli (d. h. Bildtargets und auditive Wortdistraktoren in Experiment 9, Geräuschtargets und visuelle Wortdistraktoren in den Experimenten 10 und 11) zu einem kleineren Erleichterungseffekt oder möglicherweise sogar zu einem Interferenzeffekt führen.  8.1   EXPERIMENT 9  Analog zur Studie von Hantsch et al. (2009) wurde in Experiment 9 eine Bild-Wort-Interferenzaufgabe verwendet, um den Einfluss der Modalitätskongruenz der verwendeten Targets und Distraktoren auf Antwortkongruenzprozesse (siehe Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) zu untersuchen. Allerdings wurden – im Kontrast zu dieser Studie – die Probanden instruiert, die gezeigten Bilder auf superordinierter Ebene (Kategorisierungsaufgabe) anstatt auf subordinierter Ebene zu benennen (Spezifizierungsaufgabe). Außerdem wurden Wortdistraktoren auf dem Bildschirm oder über die Kopfhörer präsentiert, welche entweder kongruent oder unrelatiert zu den Bildtargets waren, von den Probanden aber nicht beachtet werden sollten. Es wurden außerdem unterschiedliche Distraktor-SOAs getestet (-200 ms, 0 ms, 200 ms), um einen für das Auffinden potenzieller Effekte in beiden Distraktormodalitäten möglichst sensitiven SOA-Bereich zu erfassen. Da in den nachfolgenden Experimenten die Verwendung natürlicher Geräusche als Targets geplant war, wurden bereits in Experiment 9 Catch-Trials implementiert (25% aller Trials), in denen die Probanden per Tastendruck auf die Richtung eines flankierten Pfeils reagieren sollten (vgl. Experimente 1 und 4). Dadurch sollte sichergestellt werden, dass die Probanden in allen Kategorisierungsexperimenten in vergleichbarem Maße auf den Bildschirm schauten. Im Einklang mit den Ergebnissen früherer Studien (z. B. Glaser & Düngelhoff, 1984) war zu erwarten, dass die Probanden schneller auf die Bilder reagieren (und ggf. weniger Fehler produzieren), wenn diese im Vergleich zu unrelatierten Wörtern mit kongruenten Wörtern präsentiert werden. Ein solcher kongruenter 
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Erleichterungseffekt würde das Wirken von Antwortkongruenzprozessen widerspiegeln. Außerdem sollte überprüft werden, ob dieser kongruente Erleichterungseffekt in einer Bildkategorisierungsaufgabe mit visuellen Wortdistraktoren ebenfalls größer ist als mit auditiven Wortdistraktoren, wie von Hantsch et al. (2009) in einer Bildspezifizierungsaufgabe gezeigt werden konnte. Darüber hinaus sollten kongruente im Vergleich zu unrelatierten Wortdistraktoren, die auditiv dargeboten werden, nicht nur weniger Erleichterung induzieren, sondern möglicherweise auch zu einem Interferenzeffekt (d. h. zu langsameren Antworten und ggf. zu mehr Fehlern) führen. Dies würde zumindest den Befunden von Hantsch et al. (2009) entsprechen und zeigen, dass ein solches Datenmuster nicht nur in einer Spezifizierungsaufgabe, sondern auch in einer Kategorisierungsaufgabe (sowie mit einem anderen Materialset) gefunden werden kann.  8.1.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 20 weiblich) im Alter von 18 – 30 Jahren (M = 22,6, SD = 3,3) an der Untersuchung teil. Material. Es wurden 24 fotorealistische Abbildungen als Targets verwendet, die jeweils Objekte oder Lebewesen zeigten, deren Konzepte auf der Basisebene lokalisiert werden konnten. Davon waren jeweils vier einer von insgesamt sechs superordinierten Kategorien (Fahrzeug, Instrument, Säugetier, Vogel, Waffe, Werkzeug) zugeordnet. Die Selektion der superordinierten Kategorien orientierte sich dabei im Wesentlichen an der Taxonomie von Rosch (1975, siehe auch Rosch et al., 1976). Allerdings wurde der Kategoriename Säugetier anstelle des gebräuchlicheren Namens Tier verwendet, da sich auch Items der Kategorie Vogel im Materialset befanden. Aufgrund der beschränkten Anzahl möglicher superordinierter Kategorien, für die auch eine bestimmte (Mindest-)Anzahl von Items gefunden werden konnte, die den experimentellen Anforderungen genügen (eindeutige Zuordenbarkeit zu Geräuschen und Konzepten, konsistente Benennbarkeit, bildliche Darstellbarkeit), wurden Items beider Tierkategorien in das Materialset aufgenommen. Dieser Umstand erschien jedoch nicht problematisch, da sowohl eine Vertrautmachung mit dem Material als auch eine Übungsphase zu Beginn jeder experimentellen Sitzung geplant war. 
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Die Bilder entstammten der Fotodatenbank „Colourbox“ (https://www.colourbox.de), wurden freigestellt und entsprechend skaliert, sodass die jeweilige Kantenlänge der Bilder maximal 245 Pixel betrug. Anschließend wurden die Bilder mit leicht grauem Hintergrund (RGB 220 220 220) auf einem Quadrat von 320 x 320 Pixeln zentriert und als Bitmap gespeichert (entspricht einem Sehwinkel von etwa 6,8° x 6,8° bei einer Entfernung von 60 cm zum Monitor). Die jeweiligen Bildnamen wurden als Distraktoren verwendet. Für das Erstellen der Distraktorstimuli in der visuellen Distraktormodalität wurden die Bildnamen in schwarzen Druckbuchstaben mit weißer Umrandung in der Schriftart Arial (fett) ausgegeben, auf einem Rechteck mit einer maximalen Höhe von 50 Pixeln und variabler Breite (d. h. abhängig von der jeweiligen Wortlänge) zentriert sowie ebenfalls als Bitmap gespeichert (entspricht einem vertikalen Sehwinkel von etwa 1,4° bei einer Entfernung von 60 cm zum Monitor). Durch die weiße Umrandung sollte die Erkennbarkeit der Wörter, die mittig auf den Bildern erschienen, erhöht werden, jedoch ohne die Erkennbarkeit der Bilder zu sehr zu beeinträchtigen. Für die Stimuli in der auditiven Distraktormodalität wurden die Bildnamen von einer deutschen Muttersprachlerin mit ruhiger, klarer Stimme und einem leicht fragenden Unterton eingesprochen. Die Nachbearbeitung der resultierenden Aufnahmen folgte dabei derselben Prozedur wie sie auch für die Geräuschstimuli in der Normierungsstudie beschrieben wurde. Die Länge der finalen Audiodateien variierte zwischen 508 ms und 906 ms und betrug im Durchschnitt 681 ms (SD = 107 ms). Abbildung 14 illustriert die Präsentation der Stimuli in der jeweiligen Distraktormodalität anhand eines konkreten Beispiels. Das Materialset wurde in vier Subsets mit je sechs Items eingeteilt, sodass in jedem Subset jede superordinierte Kategorie durch jeweils ein Item repräsentiert war. In der kongruenten Distraktorbedingung wurde für jedes Bild (z. B. Hahn) der jeweilig passende Bildname (z. B. das Wort Hahn) als Wortdistraktor verwendet. Für die Wortdistraktoren in der unrelatierten Distraktorbedingung wurden die Bildnamen innerhalb eines Subsets neu kombiniert. Dabei wurde darauf geachtet, dass zwischen dem jeweiligen Target und Distraktor (z. B. Peitsche) weder eine semantische noch eine phonologische Ähnlichkeit gegeben war. Dasselbe Kriterium galt darüber hinaus auch für die Kategorienamen der beiden Stimuli. So wurden beispielsweise weder Items der Kategorien Säugetier und Vogel noch Items der Kategorien Waffe und Werkzeug oder Fahrzeug und Werkzeug miteinander 
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kombiniert. Außerdem wurde auch eine wechselseitige Zuordnung von Items ausgeschlossen. Das bedeutet, wenn dem Hahn als Target der unrelatierte Distraktor Peitsche zugeordnet war, dass die Peitsche als Target mit einem anderen unrelatierten Distraktor (z. B. Katze) im Experiment erschien.  
 Abbildung 14. Beispielstimuli in der Bildkategorisierungsaufgabe. Die Wortdistraktoren wurden entweder visuell oder auditiv dargeboten. Visuelle Wortdistraktoren erschienen immer mittig mit weißer Umrandung auf den Bildtargets. Auditive Wortdistraktoren wurden immer auf beiden Ohren eingespielt.  Zusätzlich – obwohl in diesem Experiment ausschließlich visuelle Targets (d. h. Bilder) getestet werden sollten – wurden die zu den jeweiligen Bildern passenden Geräusche (M = 1.132 ms, SD = 272 ms, Spannweite: 448 ms – 1.480 ms) in die Vertrautmachung miteinbezogen. Durch dieses Vorgehen sollte eine bessere Vergleichbarkeit mit den nachfolgenden Experimenten erreicht werden, in denen die Geräusche als auditive Targets genutzt wurden. Aus diesem Grund wurden außerdem bereits Catch-Trials implementiert. Hierzu wurden wie auch in den Experimenten 1 und 4 von Rauten flankierte Pfeile verwendet, die entweder nach rechts (###>###) oder nach links (###<###) zeigten. Mithilfe der Catch-Trials sollte sichergestellt werden, dass die Probanden auf den Bildschirm achteten, auf welchem die Wortdistraktoren in der visuellen Distraktormodalität erschienen. Dies war jedoch hauptsächlich für die beiden nachfolgenden Geräuschkategorisierungsexperimente (Experimente 10 und 11) von Bedeutung, da bei der Bildkategorisierung die visuelle Aufmerksamkeit der Probanden ohnehin gewährleistet war. In den Übungs- und Warm-up-Trials wurden sechs weitere Bilder (jeweils ein Bild für jede superordinierte Kategorie) einschließlich der entsprechenden Geräusche 
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und Wortdistraktoren verwendet. Eine Liste der experimentellen Items und der jeweiligen Distraktorzuordnungen (gültig auch für die Experimente 10 und 11) ist in Appendix D zu finden. Laborausstattung. Es wurden dieselben Apparaturen und technischen Hilfsmittel wie in den vorherigen Experimenten verwendet. Design. Die drei unabhängigen Variablen Distraktorbedingung (kongruent, unrelatiert), Distraktormodalität (visuell, auditiv) und Distraktor-SOA (-200 ms, 0 ms, 200 ms) waren vollständig gekreuzt und wurden innerhalb von Probanden und Items getestet. Als abhängige Variablen wurden Reaktionszeiten und Fehlerraten gemessen. Jede Distraktormodalität wurde in drei aufeinanderfolgenden Blöcken dargeboten. In jedem dieser Blöcke wurde jeweils eine Distraktor-SOA verwendet. Dabei wurden einer Hälfte der Probanden zuerst visuelle Wortdistraktoren und der anderen Hälfte zuerst auditive Wortdistraktoren präsentiert. Die Abfolge der Distraktor-SOAs wurde zwischen den Probanden mithilfe eines Lateinischen Quadrats ausbalanciert, war jedoch für beide Distraktormodalitäten innerhalb einer experimentellen Sitzung identisch. Jede Distraktorbedingung kam in jedem der experimentellen Blöcke gleich häufig vor, allerdings waren die Verteilung und Abfolge der Distraktorbedingungen pro Item innerhalb und zwischen den Blöcken über die einzelnen Subsets ausbalanciert. Dies wurde mithilfe eines Lateinischen Quadrats realisiert. In Abhängigkeit von der Anzahl der Distraktorbedingungen pro Item wurden zwei parallele Listen erstellt. Zusätzlich wurden zwei Pseudorandomisierungen verwendet. Dabei wurden folgende Kriterien berücksichtigt: (a) Targets durften sich frühestens nach fünf Trials wiederholen, (b) Distraktoren durften sich frühestens nach fünf Trials wiederholen, (c) maximal zwei Wiederholungen von Targets und entsprechenden Distraktoren in aufeinanderfolgenden Trials, (d) maximal drei Wiederholungen einer spezifischen Abfolge zweier Targetkategorien, (e) keine Wiederholung derselben Targetkategorie in aufeinanderfolgenden Trials, (f) maximal zwei Wiederholungen von Targetkategorien mit demselben Anlaut29, (g) keine Wiederholung von Targetkategorien mit identischen Silben (z. B. Fahrzeug-Werkzeug) in                                                           29 Aufgrund der begrenzten Anzahl zur Verfügung stehender semantischer Kategorien war es nicht möglich, die Überlappung initialer Phoneme von Targetkategorien in aufeinanderfolgenden Trials vollständig zu vermeiden, ohne dass dies zu einer gewissen Vorhersagbarkeit der Targetkategorien (und damit der verbalen Antworten) geführt hätte. Mithilfe der parallelen Listen sollten daraus resultierende, potenzielle phonologische Erleichterungseffekte (siehe z. B. Collins & Ellis, 1992; Meyer & Damian, 2007) aber aufgefangen werden. 
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aufeinanderfolgenden Trials, (h) maximal vier Wiederholungen derselben Distraktorbedingung. Nach der Randomisierung wurden zusätzlich 12 Catch-Trials in jeden Block eingestreut. Die Catch-Trials innerhalb eines Blocks waren zufällig verteilt, befanden sich jedoch in den parallelen Listen innerhalb einer Randomisierung jeweils an derselben Stelle. Allerdings wurde darauf geachtet, dass jede Pfeilrichtung in jedem Block gleich häufig vorkam. Ausgehend von den unterschiedlichen Abfolgen der Distraktormodalitäten und Distraktor-SOAs sowie der Anzahl der parallelen Listen und Pseudorandomisierungen, resultierten insgesamt 24 experimentelle Listen. Jede Liste wurde einmal verwendet. Durchführung. Die allgemeine Instruktion lautete, die präsentierten Bilder so schnell und so korrekt wie möglich zu benennen. In einer Vertrautmachungsphase (sechs Trials) wurden alle Bilder einer superordinierten Kategorie nacheinander gezeigt und verblieben bis zum Ende des Trials auf dem Bildschirm. Jeweils drei Bilder wurden in der obersten Reihe nebeneinander präsentiert und die verbleibenden zwei Bilder in der Reihe darunter. Das entsprechende Übungsitem erschien dabei immer an letzter Stelle. Gleichzeitig mit jedem Bild wurde auch das entsprechende Geräusch präsentiert. Der jeweilige Bildname wurde 200 ms nach dem Erscheinen eines Bildes unter dem Bild eingeblendet und verblieb ebenfalls bis zum Ende des Trials auf dem Bildschirm. Der jeweilige Kategoriename war für die Dauer eines gesamten Trials als Überschrift über den Bildern zu sehen. Die Probanden hatten jeweils 3.000 ms Zeit (Antwortfenster), um den entsprechenden Bildnamen laut vorzulesen. Nach weiteren 500 ms erschien dann das nächste Bild. Mit einer Vorlaufzeit von 1.000 ms dauerte ein Trial etwa 18.500 ms. In einer zweiten Phase (30 Trials) wurden die Bilder (24 experimentelle Items, sechs Übungsitems) in zufälliger Reihenfolge einzeln, jedoch ohne Bildnamen oder entsprechende Geräusche präsentiert. Jedes Bild wurde für 1.000 ms auf dem Bildschirm gezeigt. Die Probanden hatten abermals 3.000 ms Zeit, um auf die Bilder zu reagieren. Diesmal sollten die Bilder jedoch auf superordinierter Ebene benannt beziehungsweise kategorisiert werden (z. B. Bild: Hahn, Antwort: „Vogel“). Einschließlich einer Vorlaufzeit von 1.000 ms dauerte ein solcher Trial etwa 4.000 ms. In einem anschließenden Übungsblock wurden die Probanden an die nachfolgende experimentelle Testsituation herangeführt. In diesem Block wurden 
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ausschließlich Übungsitems verwendet. Die genutzte Distraktormodalität und Distraktor-SOA orientierte sich dabei an der Distraktormodalität und Distraktor-SOA des ersten Experimentalblocks. Darüber hinaus wurden die Bilder in diesem Block (12 Trials) entweder mit kongruenten (drei Trials) oder unrelatierten Wortdistraktoren (sechs Trials) präsentiert. Außerdem wurden die Probanden informiert, dass in einigen Durchgängen ein Pfeil inmitten einer Reihe von Rauten erscheinen konnte (Catch-Trials). In diesen Trials (drei Trials) sollten die Probanden die Richtung des jeweiligen Pfeils mithilfe eines entsprechenden Tastendrucks anzeigen (###>### – rechte Taste bzw. ###<### – linke Taste). Auf die Übungsphase folgten drei experimentelle Blöcke mit je 48 Trials (24 experimentelle Items, zwei Distraktorbedingungen) und 12 Catch-Trials. Diese Blöcke waren jeweils einer Distraktormodalität zugeordnet und in jedem Block wurde nur jeweils eine Distraktor-SOA getestet. Vor Beginn eines jeden Blocks wurden zudem zwei Warm-up-Trials mit Übungsitems präsentiert. Nach jedem Block folgte eine kurze Pause. Darauf folgten ein weiterer Übungsblock sowie drei experimentelle Blöcke, die hinsichtlich Aufbau und Struktur mit den vorherigen Blöcken vergleichbar waren, jedoch Wortdistraktoren der bis zu diesem Zeitpunkt noch nicht getesteten Distraktormodalität beinhalteten. Die Abfolge der Distraktormodalitäten und Distraktor-SOAs für jeden Probanden war in den jeweilig verwendeten experimentellen Listen festgelegt. Am Anfang eines jeden Übungs-, Warm-up- oder experimentellen Trials wurde zunächst ein Fixationskreuz in der Mitte des Bildschirms für 500 ms dargeboten. Nach weiteren 600 ms wurde jeweilig ein Bild für 1.000 ms gezeigt. Die Wortdistraktoren erschienen entweder kurz vor (Distraktor-SOA -200 ms), zeitgleich mit (Distraktor-SOA 0 ms) oder kurz nach dem Onset der Bilder (Distraktor-SOA 200 ms). Visuell dargebotene Wortdistraktoren wurden zur gleichen Zeit wie die Bilder ausgeblendet. Das bedeutet, die Distraktoren waren je nach Distraktor-SOA entweder 1.200 ms, 1.000 ms oder 800 ms auf dem Bildschirm zu sehen. Die Präsentationsdauer auditiver Wortdistraktoren hingegen war von der Länge der jeweiligen Audiodatei abhängig. Beginnend mit dem Bild-Onset stand den Probanden ein Antwortfenster von 3.000 ms zur Verfügung, um den Kategorienamen des jeweiligen Targets zu nennen. Einschließlich einer Vorlaufzeit von 400 ms endete ein Trial nach etwa 4.500 ms. Catch-Trials waren ähnlich strukturiert. Im Gegensatz zu den Experimenten 1 und 4 wurden in diesen Trials jedoch ausschließlich von Rauten flankierte Pfeile und keine Bilder oder Wortdistraktoren 
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präsentiert. Der Onset der Pfeile variierte je nach Distraktor-SOA. Die Pfeile waren für eine Dauer von 500 ms auf dem Bildschirm zu sehen. Nachdem die Probanden jeweils drei experimentelle Blöcke in beiden Distraktormodalitäten absolviert hatten, folgte wie in den Experimenten zuvor noch eine kurze Nachbefragung. Somit hatten die Probanden wieder die Möglichkeit, erlebte Schwierigkeiten oder angewandte Strategien zu berichten. Im Durchschnitt endete eine experimentelle Sitzung nach etwa 45 Minuten.  8.1.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 241 Beobachtungen (3,5%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 236 Beobachtungen (3,4%) auf Probandenfehler zurückgeführt und in den Fehleranalysen berücksichtigt werden. Außerdem wurden 143 Beobachtungen (2,1%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Catch-Trials wurden separat analysiert und gingen nicht in die Hauptanalyse ein. Die Probanden reagierten sehr präzise auf die flankierten Pfeile (korrekte Antworten: M = 98,9%, SD = 1,3%, Spannweite: 94,4% – 100%). Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden Varianzanalysen mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, unrelatiert), Distraktormodalität (visuell, auditiv) und Distraktor-SOA (-200 ms, 0 ms, 200 ms) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 9 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung und Distraktormodalität, getrennt nach und gemittelt über Distraktor-SOA, abgebildet. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1, 23) = 37.54, p < .001, ηG2 = .033; F2(1, 23) = 43.85, p < .001, ηG2 = .076. Im Vergleich zur unrelatierten Distraktorbedingung erfolgten die verbalen Antworten schneller, wenn die Bilder in der kongruenten Distraktorbedingung präsentiert wurden. Außerdem zeigte sich ein Haupteffekt der Distraktormodalität, F1(1, 23) = 13.09, p = .001, ηG2 = .051; F2(1, 23) = 61.54, p < 
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.001, ηG2 = .118. Die Reaktionen auf die Bildtargets erfolgten mit auditiven Wortdistraktoren schneller als mit visuellen Wortdistraktoren. Darüber hinaus zeigte sich ein Haupteffekt der Distraktor-SOA, F1(2, 46) = 7.33, p = .002, ηG2 = .030; F2(2, 46) = 34.34, p < .001, ηG2 = .070. Die Reaktionen waren schneller mit einer Distraktor-SOA von -200 ms als mit einer Distraktor-SOA von 200 ms, t1(23) = 3.74, p = .001, dz = 0.764; t2(23) = 7.99, p < .001, dz = 1.630. Außerdem waren die Reaktionen schneller mit einer Distraktor-SOA von 0 ms als mit einer Distraktor-SOA von 200 ms, t1(23) = 2.42, p = .024, dz = 0.495; t2(23) = 6.85, p < .001, dz = 1.398. Ferner deutete sich an, dass die Reaktionszeiten mit einer Distraktor-SOA von  -200 ms schneller waren als mit einer Distraktor-SOA von 0 ms, was jedoch nur in der Itemanalyse statistisch abgesichert werden konnte, t1(23) = 1.46, p = .157, dz = 0.299; t2(23) = 2.53, p = .019, dz = 0.517.  Tabelle 9 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach Distraktormodalität und Distraktor-SOA, in Experiment 9.  Distraktor-SOA  -200 ms 0 ms 200 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR RZ FR  visuelle Wortdistraktoren kongruent 760 (14)  3,3 (0,8) 783 (14)  2,4 (0,6) 808 (15)  2,6 (0,7) 783 (13)  2,8 (0,5) unrelatiert 829 (12)  4,3 (1,4) 827 (15)  3,6 (0,8) 833 (18)  3,1 (0,8) 830 (14)  3,7 (0,6) kongruent-unrelatiert  -69 (10) -1,0 (1,2)  -44   (8) -1,2 (0,9)  -25   (7) -0,5 (1,1)  -47   (6) -0,9 (0,4)  ***/*** ns/ns ***/*** ns/ns **/* ns/ns ***/*** */ns  auditive Wortdistraktoren kongruent 735 (20)  4,3 (1,0) 759 (18)  2,4 (0,5) 791 (18)  2,4 (0,8) 762 (17)  3,1 (0,5) unrelatiert 763 (20)  4,5 (1,0) 770 (19)  3,6 (0,7) 794 (20)  4,2 (0,9) 776 (18)  4,1 (0,6) kongruent-unrelatiert  -28   (9) -0,2 (1,0)  -11 (10) -1,2 (0,8)    -3 (10) -1,8 (1,0)  -14   (6) -1,0 (0,5)  **/*** ns/ns ns/ns ns/ns ns/ns ns/ns */* ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Zusätzlich konnte auch eine Interaktion der Distraktorbedingung und der Distraktormodalität beobachtet werden, F1(1, 23) = 22.65, p < .001, ηG2 = .010; F2(1, 23) = 21.25, p < .001, ηG2 = .023. Die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung war mit visuellen Wortdistraktoren größer als mit auditiven Wortdistraktoren, t1(23) = 4.85, p < .001, dz = 0.991; t2(23) = 4.63, p < .001, dz = 0.945. Dennoch konnten schnellere 
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Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung sowohl mit visuellen, t1(23) = 7.68, p < .001, dz = 1.568; t2(23) = 6.95, p < .001, dz = 1.419, als auch mit auditiven Wortdistraktoren gefunden werden, t1(23) = 2.35, p = .028, dz = 0.480; t2(23) = 2.79, p = .010, dz = 0.570. Weiterhin zeigte sich auch eine Interaktion der Distraktorbedingung und der Distraktor-SOA, F1(2, 46) = 7.98, p = .001, ηG2 = .008; F2(2, 46) = 12.32, p < .001, ηG2 = .020. Die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung war größer mit einer Distraktor-SOA von -200 ms als mit einer Distraktor-SOA von 0 ms, t1(23) = 2.14, p = .043, dz = 0.438; t2(23) = 3.15, p = .004, dz = 0.643, oder einer Distraktor-SOA von 200 ms, t1(23) = 4.62, p < .001, dz = 0.942; t2(23) = 4.55, p < .001, dz = 0.930. Allerdings konnte kein signifikanter Unterschied in Bezug auf die Reaktionszeitdifferenzen der beiden Distraktorbedingungen zwischen Distraktor-SOA 0 ms und Distraktor-SOA 200 ms gefunden werden, t1(23) = 1.59, p = .126, dz = 0.324; t2(23) = 1.98, p = .060, dz = 0.404. Darüber hinaus zeigten sich schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung unabhängig davon, ob die Wortdistraktoren mit Distraktor-SOA  -200 ms, t1(23) = 6.47, p < .001, dz = 1.322; t2(23) = 7.77, p < .001, dz = 1.586, oder mit Distraktor-SOA 0 ms präsentiert wurden, t1(23) = 4.04, p < .001, dz = 0.825; t2(23) = 4.44, p < .001, dz = 0.906. Mit einer Distraktor-SOA von 200 ms konnte zwar ein vergleichbarer Reaktionszeitunterschied zwischen den beiden Distraktorbedingungen gefunden werden, doch war dieser Unterschied im Vergleich zu den anderen Distraktor-SOAs statistisch nicht abgesichert, t1(23) = 2.12, p = .045, dz = 0.432; t2(23) = 2.03, p = .054, dz = 0.414. Darüber hinaus konnte weder eine Interaktion der Distraktormodalität und der Distraktor-SOA, F1(2, 46) = 1.24, p = .298, ηG2 = .002; F2(2, 46) = 2.80, p = .071, ηG2 = .006, noch eine Interaktion der Faktoren Distraktorbedingung, Distraktormodalität und Distraktor-SOA beobachtet werden, Fs < 1.  In den Fehleranalysen zeigte sich ein Haupteffekt der Distraktorbedingung, der jedoch nur in der Probandenanalyse statistisch abgesichert war, F1(1, 23) = 10.27, p = .004, ηG2 = .014; F2(1, 23) = 3.11, p = .091, ηG2 = .016. Dies weist darauf hin, dass in der kongruenten Distraktorbedingung weniger Fehler auftraten als in der unrelatierten Distraktorbedingung. Allerdings konnte kein Haupteffekt der Distraktor-SOA, F1(2, 46) = 1.97, p = .152, ηG2 = .015; F2(2, 46) = 2.82, p = .070, ηG2 = .017, 
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kein Haupteffekt der Distraktormodalität und keine Interaktion der unabhängigen Variablen gefunden werden, Fs < 1.  8.1.3   DISKUSSION  In einer Bildkategorisierungsaufgabe konnte ein durch Wortdistraktoren induzierter kongruenter Erleichterungseffekt gefunden werden. Das bedeutet, dass die Probanden die Bildtargets schneller auf superordinierter Ebene benannten und tendenziell weniger Fehler machten, wenn die Bilder mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Dies steht im Einklang mit den Befunden aus früheren Studien (z. B. Glaser & Düngelhoff, 1984). Der kongruente Erleichterungseffekt konnte zudem unabhängig von der Distraktormodalität beobachtet werden. Allerdings war der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren größer als mit auditiven Wortdistraktoren. Dies zeigt, dass das von Hantsch et al. (2009) in einer Spezifizierungsaufgebe beobachtete Datenmuster auch in einer Kategorisierungsaufgabe gefunden werden kann. Darüber hinaus zeigte sich, dass die Reaktionszeiten generell schneller waren, je früher die Distraktoren in Bezug auf den Target-Onset dargeboten wurden. Ein vergleichbarer Einfluss der Distraktor-SOA konnte auch schon in Experiment 1 sowie in den Experimenten 4 – 7 beobachtet werden. Zusätzlich konnte auch ein Einfluss der Distraktor-SOA auf den kongruenten Erleichterungseffekt gefunden werden. Dieser war mit einer Distraktor-SOA von  -200 ms am größten und nahm mit einer Distraktor-SOA von 0 ms und 200 ms kontinuierlich weiter ab. Allerdings konnte kein signifikanter Unterschied des kongruenten Erleichterungseffekts zwischen Distraktor-SOA 0 ms und Distraktor-SOA 200 ms gefunden werden. Die Ergebnisse von Äquivalenztests zeigen, dass die Effekte in beiden Distraktor-SOAs innerhalb der festgelegten Äquivalenzgrenzen (basierend auf Cohens dz ±0.5) aber auch nicht äquivalent sind, t1(23) = 0.86, p = .199; t2(23) = 0.47, p = .321. In einem vergleichbaren SOA-Bereich konnte auch in Kapitel 7 (allerdings in einer Bild-Bild-Interferenzaufgabe, siehe Experiment 5 bzw. die cross-experimentellen Analysen der Experimente 4 – 6) eine Verringerung des kongruenten Erleichterungseffekts beobachtet werden. Ein ähnliches Muster deutete sich beispielsweise auch in der Studie von Hantsch et al. (2009) sowie in der Studie Glaser und Düngelhoff (1984) an. Daraus kann geschlussfolgert werden, dass die 
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Distraktoren die Targetverarbeitung in diesen Aufgaben nur dann beeinflussen können, wenn ausreichend Zeit für die Distraktorverarbeitung gegeben ist. Außerdem weist ein solches Datenmuster darauf hin, dass möglicherweise ein noch größerer kongruenter Erleichterungseffekt gemessen werden kann, wenn der Verarbeitungsvorsprung der Distraktoren gegenüber dem jeweiligen Target vergrößert wird. Um dies zu überprüfen, wäre jedoch die Verwendung eines negativeren SOA-Bereichs erforderlich. Das generelle Vorhandensein des kongruenten Erleichterungseffekts in Experiment 9 verdeutlicht allerdings, dass das experimentelle Design (einschließlich der verwendeten Distraktor-SOAs) sensitiv genug war, um Antwortkongruenzprozesse (z. B. Kuipers, 2008; Kuipers & La Heij, 2008; Kuipers et al., 2006) untersuchen zu können. Ein Nebenbefund der Kategorisierungsaufgabe war, dass die Reaktionszeiten in der auditiven Distraktormodalität im Allgemeinen schneller waren als in der visuellen Distraktormodalität. Eine mögliche Erklärung hierfür wäre, dass die Probanden die auditiven Wortdistraktoren besser ausblenden konnten als visuelle Wortdistraktoren. Schließlich wurden in der Bildkategorisierungsaufgabe visuelle Targets präsentiert, sodass auch die visuelle Aufmerksamkeit der Probanden stärker gefordert war. Durch die Verwendung von Catch-Trials, in denen ebenfalls visuelle Stimuli gezeigt wurden (Pfeilentscheidungsaufgabe), wurde die Fokussierung der Aufmerksamkeit auf den Bildschirm möglicherweise zusätzlich verstärkt. Hinzu kommt, dass die visuellen Wortdistraktoren durchschnittlich etwa 1.000 ms (mindestens aber 800 ms) präsentiert wurden, während die Präsentationsdauer der auditiven Wortdistraktoren durchschnittlich weniger als 700 ms betrug. Demzufolge war es auch möglich, die visuellen Wortdistraktoren für einen längeren Zeitraum wahrzunehmen, da diese bis zum Offset der Bilder vollständig auf dem Bildschirm zu sehen waren, wohingegen auditive Wortdistraktoren nur einmalig abgespielt wurden. Demgegenüber stehen aber die Befunde früherer Studien (z. B. Damian & Martin, 1999; Mädebach et al., 2017), in denen gezeigt werden konnte, dass auditive Distraktoren – selbst ohne explizite Aufforderung, diese zu beachten – die Targetverarbeitung beeinflussen können. Ein weiterer wichtiger Punkt ist, dass die visuellen Wortdistraktoren mittig auf den Bildern präsentiert wurden, wodurch im Gegensatz zu auditiven Wortdistraktoren die Bilder teilweise verdeckt wurden. Zwar wurde bereits beim Erstellen der Stimuli darauf geachtet, dass die visuellen Wortdistraktoren die Erkennbarkeit der Bildtargets so wenig wie möglich 
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beeinträchtigen, doch kann nicht ausgeschlossen werden, dass selbst eine geringfügige Verdeckung der Bilder die für das Identifizieren und Benennen benötigte Zeit verlängert hat. Insgesamt konnte im Einklang mit der Studie von Hantsch et al. (2009) eine Modulation von Antwortkongruenzeffekten durch die Distraktormodalität beobachtet werden. Das bedeutet, dass der kongruente Erleichterungseffekt in der Bildkategorisierungsaufgabe mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren. Hantsch et al. (2009) argumentierten, dass diese Modulation möglicherweise von der Modalitätskongruenz der verwendeten Targets und Distraktoren abhängig ist. Schließlich war der kongruente Erleichterungseffekt mit Bildtargets und modalitätskongruenten visuellen Wortdistraktoren größer als mit modalitätsinkongruenten auditiven Wortdistraktoren. Das bedeutet, dass der größere Erleichterungseffekt möglicherweise nicht auf die spezifische (visuelle) Modalität, in der die Bildtargets und visuellen Wortdistraktoren präsentiert wurden, zurückzuführen ist, sondern auf die Modalitätskongruenz der verwendeten Stimuli. Dies würde allerdings implizieren, dass das beobachtete Datenmuster auch mit anderen Kombinationen modalitätskongruenter Targets und Distraktoren gefunden werden kann. Dementsprechend wäre zu erwarten, dass der kongruente Erleichterungseffekt mit auditiven Targets und auditiven Distraktoren größer ist als mit auditiven Targets und visuellen Distraktoren. Diese Annahme sollte in Experiment 10 überprüft werden.  8.2   EXPERIMENT 10   In Experiment 10 wurden anstelle der Bilder natürliche Geräusche als Targets in einer Geräuschkategorisierungsaufgabe verwendet. Wie im vorangegangenen Experiment wurden kongruente und unrelatierte Wortdistraktoren in der visuellen und auditiven Modalität dargeboten. Da in dieser Aufgabenkonfiguration noch keine Daten vorliegen, sollte zunächst überprüft werden, ob sich der kongruente Erleichterungseffekt aus Kategorisierungsaufgaben mit visuellen Targets (z. B. Glaser & Düngelhoff, 1984) auch mit auditiven Targets replizieren lässt. Ausgehend von den Ergebnissen der Experimente 1 – 3 war zu vermuten, dass dies der Fall ist. Das Hauptanliegen dieser Untersuchung jedoch war, herauszufinden, ob sich die Befunde von Hantsch et al. (2009) sowie die Ergebnisse von Experiment 9 auf eine andere Targetmodalität generalisieren lassen. Unter diesen Umständen wäre zu 
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erwarten, dass der kongruente Erleichterungseffekt in Experiment 10 mit Geräuschtargets und modalitätskongruenten auditiven Wortdistraktoren größer ist als mit modalitätsinkongruenten visuellen Wortdistraktoren. Falls aber nicht die Modalitätskongruenz, sondern ausschließlich die Distraktormodalität (unabhängig von der Targetmodalität) von Bedeutung ist, sollte wie in Experiment 9 ein größerer kongruenter Erleichterungseffekt mit visuellen Wortdistraktoren als mit auditiven Wortdistraktoren zu beobachten sein.  8.2.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 16 weiblich) im Alter von 19 – 38 Jahren (M = 24,0, SD = 4,8) an der Untersuchung teil. Ein Proband musste aufgrund einer technischen Störung während der Versuchsdurchführung ersetzt werden. Material, Laborausstattung, Design und Durchführung. Experiment 10 war im Wesentlichen mit Experiment 9 vergleichbar. Allerdings wurden die Bildtargets durch natürliche Geräusche ersetzt. Außerdem waren auch die Trials (außer in der Vertrautmachungsphase) etwas anders strukturiert als im Vorgängerexperiment. Zu Beginn eines Trials wurde zunächst ein Fixationskreuz für 500 ms auf dem Bildschirm präsentiert. Nach weiteren 600 ms wurde jeweilig ein Geräusch über die Kopfhörer abgespielt, welches mit dem passenden Kategorienamen benannt werden sollte. Der Onset und die Präsentationsdauer der Wortdistraktoren (bzw. der flankierten Pfeile in Catch-Trials) blieben jedoch unverändert. Unter Berücksichtigung eines Antwortfensters von 3.000 ms und einer Vorlaufzeit von 400 ms, endete ein Trial nach etwa 4.500 ms. Die auditiven Wortdistraktoren wurden nun immer auf dem linken Ohr präsentiert, während die Geräusche immer auf dem rechten Ohr eingespielt wurden (siehe Abbildung 15). Dies war die einzig praktikable Möglichkeit, um gewährleisten zu können, dass die Probanden in der Lage sind, Target und Distraktor eindeutig voneinander zu unterscheiden (vgl. z. B. Hirsh, 1950; Licklider, 1948). Durch die Präsentation der auditiven Stimuli auf jeweils unterschiedlichen Ohren sollte vor allem die Verarbeitung der Geräuschtargets erleichtert werden.   
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 Abbildung 15. Beispielstimuli in der Geräuschkategorisierungsaufgabe. Die Geräuschtargets wurden immer auf dem rechten Ohr präsentiert. Wortdistraktoren wurden entweder visuell oder auditiv dargeboten. Visuelle Wortdistraktoren erschienen einzeln auf dem Bildschirm. Auditive Wortdistraktoren wurden immer auf dem linken Ohr eingespielt.  Potenziell problematisch an dem genannten Vorgehen ist allerdings, dass die Wahrnehmung und Verarbeitung von Informationen, die auf dem nicht zu beachtenden Ohr präsentiert werden, durch selektive Aufmerksamkeit beeinflusst werden können. Dies zeigen Studien zum dichotischen Hören. Häufig wurde berichtet, dass Probanden, die sich auf ein Ohr konzentrieren sollten, inhaltlich nicht wiedergeben konnten, was auf dem anderen Ohr eingespielt wurde (z. B. Cherry, 1953; Moray, 1959). Im Einklang mit der Filtertheorie der Aufmerksamkeit (Broadbent, 1958) kann dieses Phänomen darauf zurückgeführt werden, dass irrelevante Informationen frühzeitig identifiziert und von einer weiteren Verarbeitung ausgeschlossen werden können. In anderen Modellen wird jedoch davon ausgegangen, dass irrelevante Informationen lediglich attenuiert (d. h. in abgeschwächter Form) weitergeleitet werden (z. B. Treisman, 1960, 1964) oder dass alle Informationen verarbeitet und erst zu einem späteren Zeitpunkt selektiert werden (z. B. Deutsch & Deutsch, 1963; siehe aber Treisman & Geffen, 1967). In anderen Studien konnte zudem gezeigt werden, dass eine semantische Verarbeitung von sprachlichen Informationen (z. B. Wörtern), die über den nicht zu beachtenden Audiokanal eingespeist werden, prinzipiell möglich ist (z. B. Bentin, Kutas & Hillyard, 1995; Lewis, 1970). Da mit Geräuschtargets und auditiv präsentierten Wortdistraktoren aber noch keine Daten vorliegen, kann zu diesem Zeitpunkt nur spekuliert werden, welchen Einfluss die gewählte Form der Darbietung auf die Ergebnisse tatsächlich hat. Um jedoch sicherzustellen, dass die Präsentation der 
KAPITEL 8 
168 
Geräuschtargets in beiden Distraktormodalitäten vergleichbar ist, galt die Trennung der beiden Audiokanäle auch für Trials, in denen visuelle Wortdistraktoren gezeigt wurden. Das bedeutet, dass in diesen Trials nur auf dem rechten Ohr akustische Informationen (d. h. die Geräusche) zu hören waren.  8.2.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 286 Beobachtungen (4,1%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 257 Beobachtungen (3,7%) auf Probandenfehler zurückgeführt werden. Diese wurden in den Fehleranalysen berücksichtigt. Außerdem wurden 125 Beobachtungen (1,8%) als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Catch-Trials wurden wie in Experiment 9 von den Hauptanalysen ausgeschlossen und separat analysiert. Die Probanden reagierten sehr präzise auf die flankierten Pfeile in Catch-Trials (korrekte Antworten: M = 96,9%, SD = 2,0%, Spannweite: 91,7% – 100%). Dies deutet darauf hin, dass die Probanden auf den Bildschirm geschaut und auch die visuellen Wortdistraktoren entsprechend verarbeitet haben, sodass eine sinnvolle Interpretation der Ergebnisse möglich ist. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden Varianzanalysen mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, unrelatiert), Distraktormodalität (visuell, auditiv) und Distraktor-SOA (-200 ms, 0 ms, 200 ms) berücksichtigt. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 10 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung und Distraktormodalität, getrennt nach und gemittelt über Distraktor-SOA, abgebildet. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1, 23) = 125.50, p < .001, ηG2 = .052; F2(1, 23) = 96.43, p < .001, ηG2 = .178. Das bedeutet, dass die Reaktionen mit kongruenten Wortdistraktoren schneller waren als mit unrelatierten Wortdistraktoren. Ein Haupteffekt der Distraktormodalität konnte lediglich in der Itemanalyse, aber nicht in der Probandenanalyse beobachtet werden, F1(1, 23) = 2.59, p = .121, ηG2 = .005; 
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F2(1, 23) = 11.92, p = .002, ηG2 = .017. In den deskriptiven Daten zeigte sich, dass die Reaktionszeiten mit auditiven Wortdistraktoren tendenziell schneller waren als mit visuellen Wortdistraktoren. Ein Haupteffekt der Distraktor-SOA konnte hingegen in den Analysen über Probanden und Items gefunden werden, F1(2, 46) = 6.96, p = .002, ηG2 = .014; F2(2, 46) = 19.18, p < .001, ηG2 = .055. Die Reaktionszeiten waren mit Distraktor-SOA -200 ms schneller als mit Distraktor-SOA 0 ms, t1(23) = 3.17, p = .004, dz = 0.648; t2(23) = 6.30, p < .001, dz = 1.286, oder mit Distraktor-SOA 200 ms, t1(23) = 3.66, p = .001, dz = 0.748; t2(23) = 4.80, p < .001, dz = 0.980. Allerdings konnte kein Reaktionszeitunterschied zwischen Distraktor-SOA 0 ms und Distraktor-SOA 200 ms gefunden werden, t1(23) = 0.02, p = .988, dz = 0.003; t2(23) = 0.04, p = .966, dz = 0.009.  Tabelle 10 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach Distraktormodalität und Distraktor-SOA, in Experiment 10.  Distraktor-SOA  -200 ms 0 ms 200 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR RZ FR  visuelle Wortdistraktoren kongruent 1.001 (51)  3,6 (0,8) 1.057 (49)  2,4 (0,6) 1.140 (50)  2,8 (0,9) 1.066 (48)  3,0 (0,6) unrelatiert 1.126 (44)  4,5 (0,9) 1.201 (55)  3,0 (0,7) 1.223 (49)  4,7 (1,2) 1.184 (48)  4,1 (0,8) kongruent-unrelatiert  -125 (19) -0,9 (1,0)  -144 (20) -0,6 (0,8)    -83 (16) -1,9 (1,0)  -118 (13) -1,1 (0,6)  ***/*** ns/ns ***/*** ns/ns ***/*** ns/ns ***/*** ns/ns  auditive Wortdistraktoren kongruent 1.019 (37)  2,3 (0,6) 1.087 (45)  3,8 (1,1) 1.052 (30)  2,3 (0,5) 1.053 (35)  2,8 (0,6) unrelatiert 1.148 (39)  4,5 (0,9) 1.167 (45)  5,2 (0,9) 1.095 (40)  5,6 (1,3) 1.137 (38)  5,1 (0,7) kongruent-unrelatiert  -129 (19) -2,2 (1,1)    -80 (14) -1,4 (1,1)    -43 (16) -3,3 (1,2)    -84 (10) -2,3 (0,7)  ***/*** */* ***/*** ns/ns **/* */* ***/*** **/* Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05.  Zusätzlich konnte auch eine Interaktion der Distraktorbedingung und der Distraktormodalität beobachtet werden. Diese wurde jedoch nur in der Probandenanalyse signifikant, obwohl auch in der Itemanalyse eine entsprechende Tendenz zu sehen war, F1(1, 23) = 4.97, p = .036, ηG2 = .001; F2(1, 23) = 4.01, p = .057, ηG2 = .005. Dies deutet darauf hin, dass die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren, t1(23) = 2.32, p = .030, dz = 0.473; 
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t2(23) = 2.02, p = .055, dz = 0.412. Dennoch konnten schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung sowohl mit visuellen, t1(23) = 8.85, p < .001, dz = 1.806; t2(23) = 9.09, p < .001, dz = 1.856, als auch mit auditiven Wortdistraktoren, t1(23) = 8.55, p < .001, dz = 1.746; t2(23) = 6.93, p < .001, dz = 1.415, gefunden werden. Weiterhin zeigte sich eine Interaktion der Distraktorbedingung und der Distraktor-SOA, F1(2, 46) = 9.18, p < .001, ηG2 = .004; F2(2, 46) = 9.93, p < .001, ηG2 = .015. Mit einer Distraktor-SOA von -200 ms, t1(23) = 3.71, p = .001, dz = 0.758; t2(23) = 4.48, p < .001, dz = 0.914, oder mit einer Distraktor-SOA von 0 ms, t1(23) = 3.36, p = .003, dz = 0.685; t2(23) = 3.16, p = .004, dz = 0.646, war die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung größer als mit einer Distraktor-SOA von 200 ms. Es konnte jedoch kein signifikanter Unterschied der Reaktionszeitdifferenzen der beiden Distraktorbedingungen zwischen Distraktor-SOA -200 ms und Distraktor-SOA 0 ms gefunden werden, t1(23) = 0.96, p = .346, dz = 0.196; t2(23) = 1.07, p = .295, dz = 0.219. Darüber hinaus zeigten sich schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung unabhängig davon, ob die Wortdistraktoren mit Distraktor-SOA -200 ms, t1(23) = 8.08, p < .001, dz = 1.650; t2(23) = 10.06, p < .001, dz = 2.054, Distraktor-SOA 0 ms, t1(23) = 8.83, p < .001, dz = 1.802; t2(23) = 7.33, p < .001, dz = 1.496, oder Distraktor-SOA 200 ms, t1(23) = 6.91, p < .001, dz = 1.410; t2(23) = 5.98, p < .001, dz = 1.220, präsentiert wurden. Außerdem konnte auch eine Interaktion der Distraktormodalität und der Distraktor-SOA beobachtet werden, F1(2, 46) = 12.15, p < .001, ηG2 = .017; F2(2, 46) = 50.55, p < .001, ηG2 = .071. Mit einer Distraktor-SOA von -200 ms waren die Reaktionszeiten tendenziell langsamer, wenn die Geräusche mit auditiven Wortdistraktoren im Vergleich zu visuellen Wortdistraktoren präsentiert wurden. Dieser Kontrast wurde jedoch nur in der Itemanalyse signifikant, t1(23) = 0.99, p = .334, dz = 0.202; t2(23) = 2.60, p = .016, dz = 0.532. Es konnte allerdings kein Reaktionszeitunterschied zwischen der auditiven und der visuellen Distraktormodalität mit einer Distraktor-SOA von 0 ms gefunden werden, t1(23) = 0.05, p = .957, dz = 0.011; t2(23) = 0.13, p = .898, dz = 0.026. Mit einer Distraktor-SOA von 200 ms waren die Reaktionszeiten schneller, wenn die Geräusche mit auditiven Wortdistraktoren im Vergleich zu visuellen Wortdistraktoren präsentiert wurden, t1(23) = 4.07, p < .001, dz = 0.831; t2(23) = 9.19, p < .001, dz = 1.876. Eine 3-
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fach Interaktion der unabhängigen Variablen konnte jedoch nicht beobachtet werden, F1(2, 46) = 2.23, p = .119, ηG2 = .001; F2(1.61, 37.02) = 2.62, p = .097, ηG2 = .005.  In den Fehleranalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1, 23) = 13.35, p = .001, ηG2 = .037; F2(1, 23) = 7.35, p = .012, ηG2 = .037. Das bedeutet, dass in der kongruenten Distraktorbedingung weniger Fehler gemacht wurden als in der unrelatierten Distraktorbedingung. Ein Haupteffekt der Distraktormodalität, F1 < 1; F2(1, 23) = 1.07, p = .312, ηG2 = .003, oder der Distraktor-SOA, Fs < 1, konnte jedoch nicht gefunden werden. Auch die Interaktionen der Faktoren Distraktorbedingung und Distraktormodalität, F1(1, 23) = 1.99, p = .172, ηG2 = .005; F2(1, 23) = 2.51, p = .127, ηG2 = .005, Distraktorbedingung und Distraktor-SOA, F1(2, 46) = 1.81, p = .175, ηG2 = .006; F2(2, 46) = 1.15, p = .325, ηG2 = .006, Distraktormodalität und Distraktor-SOA, F1(2, 46) = 2.49, p = .094, ηG2 = .014; F2(2, 46) = 2.53, p = .091, ηG2 = .014, sowie die 3-fach Interaktion aller unabhängigen Variablen, Fs < 1, wurden nicht signifikant.  8.2.3   DISKUSSION  Auch in der Geräuschkategorisierungsaufgabe konnten die Probanden den Kategorienamen der jeweiligen Targets schneller benennen und machten weniger Fehler, wenn die Targets mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Dies entspricht den Befunden früherer Studien, in den visuelle Targets verwendet wurden (Glaser & Düngelhoff, 1984) und zeigt, dass natürliche Geräusche als Targets in Kategorisierungsaufgaben instrumentalisiert werden können. Darüber hinaus konnte der kongruente Erleichterungseffekt unabhängig davon, ob die Wortdistraktoren visuell oder auditiv präsentiert wurden, beobachtet werden. Dabei zeigt vor allem das generelle Vorhandensein eines kongruenten Erleichterungseffekts in der auditiven Distraktormodalität, dass die auditiven Distraktoren semantisch verarbeitet wurden. Dies steht im Einklang mit den Ergebnissen früherer Studien (Bentin et al., 1995; Lewis, 1970) und zeigt, dass auch irrelevante auditive Informationen – entgegen der Annahme der klassischen Filtertheorie der Aufmerksamkeit (Broadbent, 1958) – weitergeleitet und verarbeitet werden. Allerdings deutete sich in Experiment 10 an, dass der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren. Diese Beobachtung war im Vergleich zu 
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Experiment 9 aber inferenzstatistisch weniger abgesichert. Schließlich stellte sich der Reaktionszeitunterschied zwischen den beiden Distraktormodalitäten nur in der Probandenanalyse als signifikant heraus, sodass keine eindeutige Schlussfolgerung abgeleitet werden kann. Ein Grund hierfür könnte sein, dass die statistische Power in Experiment 10 zur Detektion eines solchen Unterschieds in der Itemanalyse möglicherweise nicht ausreichend war. Zudem scheint es, dass der getestete SOA-Bereich vermutlich nicht optimal geeignet war, um zwischen dem kongruenten Erleichterungseffekt in der visuellen und auditiven Distraktormodalität zu differenzieren. So konnte zwar auch in Experiment 10 im Vergleich zu Experiment 9 ein zum Teil vergleichbarer Einfluss der Distraktor-SOA beobachtet werden (d. h. generell langsamere Reaktionszeiten und kleinere kongruente Erleichterungseffekte, je später die Distraktoren präsentiert wurden), doch war der Zeitverlauf des kongruenten Erleichterungseffekts in beiden Experimenten nicht völlig identisch. In Experiment 10 konnte beispielsweise kein statistisch bedeutsamer Unterschied in Bezug auf die Größe des kongruenten Erleichterungseffekts zwischen Distraktor-SOA -200 ms und Distraktor-SOA 0 ms gefunden werden. Diese Beobachtung deutet auf einen sogenannten Deckeneffekt hin. Das bedeutet, dass sich der gemessene kongruente Erleichterungseffekt in den entsprechenden Distraktor-SOAs womöglich seiner maximalen Größe annäherte. Einen weiteren Hinweis darauf liefern auch die deskriptiven Daten. Diese vermitteln den Eindruck, dass der kongruente Erleichterungseffekt mit visuellen (M = 125 ms, SE = 19 ms) und auditiven Distraktoren (M = 129 ms, SE = 19 ms) mit einer Distraktor-SOA von -200 ms annähernd gleich groß war. Mithilfe von Äquivalenztests konnte dieser Eindruck bestätigt werden, t1(23) = 2.31, p = .015; t2(23) = 1.83, p = .040. In Experiment 9 hingegen konnte kein solches Muster gefunden werden. Stattdessen war lediglich eine Verringerung des kongruenten Erleichterungseffekts mit zunehmend positiveren Distraktor-SOAs beobachtbar. Außerdem konnte in der Bildkategorisierungsaufgabe ein eindeutiger Unterschied in Bezug auf die Größe des kongruenten Erleichterungseffekts zwischen beiden Distraktormodalitäten im gesamten SOA-Bereich gefunden werden. All diese Beobachtungen sowie die relative Größe des Effekts in Experiment 9 (durchschnittlich etwa 30 ms) im Vergleich zu Experiment 10 (durchschnittlich etwa 100 ms) weisen darauf hin, dass die Präsentation der Wortdistraktoren in den 
                                                                                  BILD- UND GERÄUSCHKATEGORISIERUNG MIT WORTDISTRAKTION 
173 
jeweiligen Distraktor-SOAs die Verarbeitung der Bild- und Geräuschtargets zu unterschiedlichen Zeiten beeinflusst hat. Zwar erschienen die Distraktoren in Bezug auf den Target-Onset in beiden Experimenten jeweils zur gleichen Zeit (d. h. 200 ms vor oder nach sowie gleichzeitig mit Target-Onset), doch zeigten schon die Daten aus den Geräuschbenennungsaufgaben (Experimente 1 – 3) im Vergleich zu vorangehenden Bildbenennungsaufgaben (mit denselben Items, Mädebach et al., 2017) sehr deutlich, dass die Geräuschverarbeitung generell langsamer erfolgt als die Verarbeitung entsprechender Bilder. Dasselbe Muster fand sich auch in den hier dargestellten Kategorisierungsexperimenten. Während die Probanden durchschnittlich weniger als 800 ms für das Kategorisieren der Bilder benötigten, brauchten sie mehr als 1.000 ms für das Kategorisieren der Geräusche. Um diese zeitlichen Unterschiede zwischen der Bild- und Geräuschverarbeitung zu kompensieren sowie eine bessere Vergleichbarkeit der beiden Kategorisierungsaufgaben zu ermöglichen, erschien daher eine Anpassung des SOA-Bereichs in der Geräuschkategorisierungsaufgabe sinnvoll. Durch die Verwendung positiverer Distraktor-SOAs (d. h. die Wortdistraktoren werden erst nach dem Onset der Geräusche präsentiert) sollten die Geräuschtargets einen ausreichend großen Verarbeitungsvorsprung erhalten, sodass auch die Distraktoren die Targetverarbeitung zu einem späteren Zeitpunkt (bzw. in einem ähnlichen Zeitfenster wie in der Bildkategorisierungsaufgabe) beeinflussen können. Dadurch sollte außerdem ein klareres Ergebnis in Bezug auf den kongruenten Erleichterungseffekt in beiden Distraktormodalitäten erzielt werden. In Experiment 11 wurde dieses Vorhaben entsprechend umgesetzt.  8.3   EXPERIMENT 11  Experiment 11 unterschied sich von Experiment 10 nur darin, dass die Distraktor-SOAs -200 ms, 0 ms und 200 ms durch die Distraktor-SOAs 200 ms, 400 ms und 600 ms ersetzt wurden. Dadurch sollten zeitliche Unterschiede zwischen der Verarbeitungsdauer von Bildern und Geräuschen kompensiert und die Vergleichbarkeit mit der Bildkategorisierungsaufgabe (Experiment 9) erhöht werden. Sollte sich das in Experiment 10 beobachtete Datenmuster (d. h. ein größerer kongruenter Erleichterungseffekt mit visuellen im Vergleich zu auditiven Distraktoren) auch in Experiment 11 stabilisieren, so würde dies darauf hindeuten, dass sich die 
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Befunde mit visuellen Targets in einer Kategorisierungsaufgabe (vgl. Experiment 9) auch auf auditive Targets generalisieren lassen. Gleichzeitig würde ein solches Ergebnis aber zeigen, dass Antwortkongruenzeffekte ausschließlich durch die Distraktormodalität, aber nicht durch die Modalitätskongruenz der getesteten Stimuli (siehe Hantsch et al., 2009) beeinflusst werden können.  8.3.1   METHODE  Stichprobe. Es nahmen 24 Probanden (davon 22 weiblich) im Alter von 18 – 32 Jahren (M = 23,7, SD = 3,6) an der Untersuchung teil. Ein Proband musste aufgrund einer technischen Störung während der Versuchsdurchführung ersetzt werden. Material, Laborausstattung, Design und Durchführung. Der einzige Unterschied im Vergleich zu Experiment 10 war, dass in Experiment 11 ein anderer SOA-Bereich getestet wurde. Während die Distraktor-SOA 200 ms beibehalten wurde, um die beiden Geräuschkategorisierungsexperimente besser miteinander vergleichen zu können, wurden die Distraktor-SOAs -200 ms und 0 ms aus dem Vorgängerexperiment durch die Distraktor-SOAs 400 ms und 600 ms ersetzt. Das bedeutet, dass die Distraktoren immer nach dem Target-Onset präsentiert wurden. Da die Präsentationsdauer der visuellen Wortdistraktoren in den beiden vorherigen Experimenten von der Präsentationsdauer der Bildtargets in Experiment 9 abgeleitet war, in diesem Experiment aber ausschließlich Geräuschtargets präsentiert wurden, wurde die Präsentationsdauer der visuellen Wortdistraktoren unabhängig von der jeweiligen Distraktor-SOA auf 800 ms festgelegt. Dadurch waren die visuellen Wortdistraktoren in Experiment 11 genauso lange auf dem Bildschirm zu sehen wie in den Experimenten zuvor in Trials mit einer Distraktor-SOA von 200 ms.  8.3.2   ERGEBNISSE  Die Kodierung der Fehler und die Aufbereitung der Daten erfolgten analog zu Experiment 1. Insgesamt wurden 196 Beobachtungen (2,8%) als fehlerhaft kodiert und von den Reaktionszeitanalysen ausgeschlossen. Dabei konnten 176 Beobachtungen (2,5%) auf Probandenfehler zurückgeführt werden. Diese wurden in den Fehleranalysen berücksichtigt. Außerdem wurden 138 Beobachtungen (2,0%) 
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als Ausreißer identifiziert und ebenfalls von den Reaktionszeitanalysen ausgeschlossen. Catch-Trials wurden separat analysiert. Die Probanden reagierten sehr präzise auf die flankierten Pfeile (korrekte Antworten: M = 97,6%, SD = 2,5%, Spannweite: 90,3% – 100%). Dies deutet darauf hin, dass die Probanden instruktionsgemäß auf den Bildschirm geschaut und die visuellen Wortdistraktoren entsprechend verarbeitet haben. Demzufolge sollte auch eine sinnvolle Interpretation der Ergebnisse möglich sein. Zur Untersuchung der Reaktionszeiten und Fehlerraten wurden Varianzanalysen mit Messwiederholung durchgeführt. Als Faktoren wurden die unabhängigen Variablen Distraktorbedingung (kongruent, unrelatiert), Distraktormodalität (visuell, auditiv) und Distraktor-SOA (200 ms, 400 ms, 600 ms) berücksichtigt. Distraktor-SOA 200 ms wurde zusätzlich separat analysiert, da diese Distraktor-SOA auch in den bisher berichteten Kategorisierungsexperimenten verwendet wurde und somit für einen direkten Vergleich mit diesen Experimenten am besten geeignet ist. Die statistischen Analysen erfolgten analog zu Experiment 1. In Tabelle 11 sind die über Probanden gemittelten Reaktionszeiten und Fehlerraten für jede Distraktorbedingung und Distraktormodalität, getrennt nach und gemittelt über Distraktor-SOA, abgebildet.  Tabelle 11 Über Probanden gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) je Distraktorbedingung, getrennt nach Distraktormodalität und Distraktor-SOA, in Experiment 11.  Distraktor-SOA  200 ms 400 ms 600 ms gemittelt Distraktorbedingung RZ FR RZ FR RZ FR RZ FR  visuelle Wortdistraktoren kongruent 1.037 (29)  1,7 (0,7) 1.015 (28)  2,3 (0,9) 1.016 (36)  3,1 (0,9) 1.022 (27)  2,4 (0,7) unrelatiert 1.138 (33)  2,4 (0,9) 1.036 (25)  3,8 (1,5) 1.016 (33)  2,4 (0,9) 1.063 (28)  2,9 (1,0) kongruent-unrelatiert  -101 (15) -0,7 (0,6)    -21 (15) -1,5 (1,0)       0 (14)  0,7 (0,9)    -41   (9) -0,5 (0,6)  ***/*** ns/ns ns/ns ns/ns ns/ns ns/ns ***/*** ns/ns  auditive Wortdistraktoren kongruent    997 (26)  3,1 (0,9)    985 (35)  1,7 (0,6)    964 (29)  2,3 (0,6)    982 (28)  2,4 (0,5) unrelatiert 1.040 (29)  2,6 (0,6)    972 (29)  2,4 (0,8)    971 (33)  2,6 (1,1)    993 (28)  2,5 (0,8) kongruent-unrelatiert    -43   (8)  0,5 (0,9)     13 (19) -0,7 (0,7)      -7 (13) -0,3 (0,9)    -11   (8) -0,1 (0,6)  ***/* ns/ns ns/ns ns/ns ns/ns ns/ns ns/ns ns/ns Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Das jeweilige Signifikanzniveau ist unterhalb der Differenzen – zuerst für die Probandenanalyse, dann für die Itemanalyse – angegeben. *** = p < .001, ** = p < .01, * p < .05, ns = p > .05. 
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In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1, 23) = 18.91, p < .001, ηG2 = .008; F2(1, 23) = 10.32, p = .004, ηG2 = .015. Die Reaktionszeiten waren schneller, wenn die Geräusche mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Außerdem konnte ein Haupteffekt der Distraktormodalität beobachtet werden, F1(1, 23) = 9.00, p = .006, ηG2 = .034; F2(1, 23) = 65.25, p < .001, ηG2 = .067. Das bedeutet, dass die Reaktionszeiten mit auditiven Wortdistraktoren schneller waren als mit visuellen Wortdistraktoren. Darüber hinaus konnte auch ein Haupteffekt der Distraktor-SOA gefunden werden, F1(2, 46) = 8.14, p < .001, ηG2 = .032; F2(2, 46) = 53.59, p < .001, ηG2 = .069. Mit Distraktor-SOA 400 ms, t1(23) = 3.58, p = .002, dz = 0.731; t2(23) = 7.54, p < .001, dz = 1.539, und Distraktor-SOA 600 ms, t1(23) = 3.18, p = .004, dz = 0.650; t2(23) = 9.82, p < .001, dz = 2.005, waren die Reaktionszeiten schneller als mit Distraktor-SOA 200 ms. Allerdings konnte kein Reaktionszeitunterschied zwischen Distraktor-SOA 400 ms und Distraktor-SOA 600 ms gefunden werden, t1(23) = 0.70, p = .492, dz = 0.142; t2(23) = 1.95, p = .064, dz = 0.397. Zusätzlich konnte auch eine Interaktion der Distraktorbedingung und der Distraktormodalität beobachtet werden, F1(1, 23) = 5.75, p = .025, ηG2 = .002; F2(1, 23) = 6.59, p = .017, ηG2 = .005. Signifikant schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung konnten in der visuellen Distraktormodalität beobachtet werden, t1(23) = 4.48, p < .001, dz = 0.915; t2(23) = 3.78, p < .001, dz = 0.772. In der auditiven Distraktormodalität hingegen war kein signifikanter Reaktionszeitunterschied zwischen der kongruenten und unrelatierten Distraktorbedingung feststellbar, t1(23) = 1.41, p = .171, dz = 0.288; t2(23) = 1.24, p = .229, dz = 0.252. Weiterhin zeigte sich auch eine Interaktion der Distraktorbedingung und der Distraktor-SOA, F1(2, 46) = 15.61, p < .001, ηG2 = .012; F2(1.46, 33.63) = 16.57, p < .001, ηG2 = .028. Diese war darauf zurückzuführen, dass signifikant schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung nur mit Distraktor-SOA 200 ms beobachtbar waren, t1(23) = 7.01, p < .001, dz = 1.430; t2(23) = 5.49, p < .001, dz = 1.121. Mit einer Distraktor-SOA von 400 ms, t1(23) = 0.22, p = .829, dz = 0.045; t2(23) = 0.16, p = .877, dz = 0.032, und einer Distraktor-SOA von 600 ms, t1(23) = 0.24, p = .810, dz = 0.050; t2(23) = 0.09, p = .926, dz = 0.019, zeigten sich jedoch keine 
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Reaktionszeitunterschiede zwischen den beiden Distraktorbedingungen. Es konnte jedoch weder eine Interaktion der Distraktormodalität und der Distraktor-SOA, F1 < 1; F2(2, 46) = 2.01, p = .146, ηG2 = .002, noch eine 3-fach Interaktion der Faktoren Distraktorbedingung, Distraktormodalität und Distraktor-SOA, F1(1.57, 36.00) = 2.58, p = .101, ηG2 = .002; F2(2, 46) = 2.59, p = .086, ηG2 = .005, gefunden werden (siehe hierzu aber auch die nachfolgende Zusatzanalyse).  In den Fehleranalysen konnten keinerlei Haupteffekte und keine Interaktionen der Faktoren Distraktorbedingung und Distraktormodalität, alle Fs < 1, Distraktorbedingung und Distraktor-SOA, F1(2, 46) = 1.53, p = .227, ηG2 = .004; F2(2, 46) = 1.05, p = .359, ηG2 = .007 sowie Distraktor-SOA und Distraktormodalität, F1(2, 46) = 1.43, p = .250, ηG2 = .007; F2(2, 46) = 1.37, p = .264, ηG2 = .011, gefunden werden. Auch die 3-fach Interaktion aller unabhängigen Variablen wurde nicht signifikant, F1(2, 46) = 1.72, p = .190, ηG2 = .003; F2(2, 46) = 1.06, p = .355, ηG2 = .005.  Zusatzanalyse: Distraktor-SOA 200 ms. In den Reaktionszeitanalysen zeigte sich ein Haupteffekt der Distraktorbedingung, F1(1, 23) = 49.10, p < .001, ηG2 = .061; F2(1, 23) = 29.68, p < .001, ηG2 = .115. Demzufolge waren die Reaktionszeiten schneller, wenn die Geräusche mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Außerdem zeigte sich ein Haupteffekt der Distraktormodalität, F1(1, 23) = 12.70, p = .002, ηG2 = .056; F2(1, 23) = 67.94, p < .001, ηG2 = .098. Das bedeutet, dass die Reaktionen in der auditiven Distraktormodalität schneller waren als in der visuellen Distraktormodalität. Zusätzlich konnte auch eine Interaktion der Faktoren Distraktorbedingung und Distraktormodalität beobachtet werden, F1(1, 23) = 17.45, p < .001, ηG2 = .011; F2(1, 23) = 11.67, p = .002, ηG2 = .023. Die Reaktionszeitdifferenz zwischen der kongruenten und unrelatierten Distraktorbedingung war mit visuellen Wortdistraktoren größer als mit auditiven Wortdistraktoren, t1(23) = 4.18, p < .001, dz = 0.853; t2(23) = 3.42, p = .002, dz = 0.697. Dennoch konnten schnellere Reaktionszeiten in der kongruenten im Vergleich zur unrelatierten Distraktorbedingung sowohl mit visuellen, t1(23) = 6.56, p < .001, dz = 1.340; t2(23) = 7.81, p < .001, dz = 1.593, als auch mit auditiven Wortdistraktoren, t1(23) = 5.07, p < .001, dz = 1.034; t2(23) = 2.27, p = .033, dz = 0.464, gefunden werden. In den Fehleranalysen konnte weder ein Haupteffekt der Distraktorbedingung, Fs < 1, oder der Distraktormodalität, F1(1, 23) = 1.26, p = .273, ηG2 = .011; F2(1, 23) = 
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1.18, p = .288, ηG2 = .012, noch eine Interaktion der beiden Faktoren, F1(1, 23) = 1.09, p = .307, ηG2 = .007; F2 < 1, gefunden werden.  8.3.3   DISKUSSION  In Experiment 11 wurden wie im Experiment zuvor natürliche Geräusche als Targets in einer Kategorisierungsaufgabe verwendet. Dabei benannten die Probanden die Geräusche schneller mit den entsprechenden Kategorienamen, wenn die Geräusche mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Dieser kongruente Erleichterungseffekt konnte jedoch nur in Trials mit einer Distraktor-SOA von 200 ms beobachtet werden. Distraktor-SOA 200 ms war die einzige Distraktor-SOA, die auch in den beiden vorherigen Kategorisierungsexperimenten getestet wurde. Insbesondere in Experiment 10, in dem ebenfalls Geräuschtargets verwendet wurden, konnte mit einer Distraktor-SOA von 200 ms ein kongruenter Erleichterungseffekt sowohl mit visuellen (M = 83 ms, SE = 16 ms) als auch mit auditiven Wortdistraktoren (M = 43 ms, SE = 16 ms) beobachtet werden. Deskriptiv betrachtet sind diese Reaktionszeitdifferenzen mit den entsprechenden Differenzen vergleichbar, die in Experiment 11 mit visuellen (M = 101 ms, SE = 15 ms) und auditiven Wortdistraktoren (M = 43 ms, SE = 8 ms) in Trials mit einer Distraktor-SOA von 200 ms gemessen wurden. Bei einer direkten Gegenüberstellung zeigte sich, dass sich der kongruente Erleichterungseffekt in der visuellen Distraktormodalität nicht bedeutsam zwischen den beiden Experimenten unterschied, t1(46) = 0.86, p = .396, dz = 0.247; t2(23) = 1.47, p = .156, dz = 0.299. Außerdem konnte kein Unterschied zwischen der Größe des kongruenten Erleichterungseffekts, der in den Experimenten 10 und 11 mit Distraktor-SOA 200 ms in der auditiven Distraktormodalität beobachtet wurde, gefunden werden, t1(35.62) = 0.05, p = .957, dz = 0.016; t2(23) = 0.02, p = .982, dz = 0.005. Stattdessen kann sogar davon ausgegangen werden, dass die Größe des Effekts in beiden Experimenten äquivalent ist30, t1(35.62) = 1.68, p = .051; t2(23) = 2.43, p = .012. Auch mithilfe entsprechender Zusatzanalysen, in denen der Einfluss der Distraktorbedingung und                                                           30 Dass der Äquivalenztest in der Probandenanalyse trotz der scheinbaren Übereinstimmung des jeweiligen Mittelwerts (M = 43 ms) nicht signifikant wurde, liegt vermutlich an der ungenaueren Schätzung des Populationsmittelwerts in Experiment 10 (SE = 16 ms) gegenüber Experiment 11 (SE = 8 ms). Zudem wurden in der Probandenanalyse t-Tests für unabhängige Stichproben durchgeführt, die im Vergleich zu den t-Tests für gepaarte Stichproben in der Itemanalyse weniger Power besitzen.  
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der Distraktormodalität ausschließlich in Trials mit einer Distraktor-SOA von 200 ms untersucht wurde, konnte ein mit den bisherigen Kategorisierungsexperimenten vergleichbares Datenmuster gezeigt werden. Das bedeutet, dass der kongruente Erleichterungseffekt nicht nur in beiden Distraktormodalitäten gefunden werden konnte, sondern auch, dass der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren (siehe v. a. Experiment 9). In den anderen getesteten Distraktor-SOAs unterschieden sich die Reaktionszeiten der kongruenten und unrelatierten Distraktorbedingung allerdings nicht voneinander. Äquivalenztests konnten sogar zeigen, dass die Reaktionszeiten der beiden Distraktorbedingungen mit Distraktor-SOA 400 ms, t1(23) = 2.23, p = .018; t2(23) = 2.29, p = .016, und Distraktor-SOA 600 ms, t1(23) = 2.21, p = .019; t2(23) = 2.36, p = .014, äquivalent sind. Eine mögliche Erklärung hierfür könnte sein, dass der erweiterte SOA-Bereich in Experiment 11 nicht sensitiv genug war, um einen ausreichend großen Reaktionszeitunterschied zwischen der kongruenten und unrelatierten Distraktorbedingung in beiden Distraktormodalitäten zu entdecken. Schließlich zeigte sich, dass die Probanden generell schneller auf die Geräusche reagierten, je später die Wortdistraktoren präsentiert wurden. In Trials, in denen die Distraktoren erst 400 ms oder 600 ms nach Target-Onset dargeboten wurden, erfolgte die Distraktorverarbeitung möglicherweise zu spät, um einen Einfluss der Distraktoren auf die Targetverarbeitung messen zu können. Ein weiterer Befund der Geräuschkategorisierungsaufgabe war, dass die Reaktionszeiten mit auditiven Wortdistraktoren generell schneller waren als mit visuellen Wortdistraktoren. Dieses Muster konnte bereits in Experiment 9 und tendenziell auch in Experiment 10 beobachtet werden. In Experiment 9 (Bildkategorisierungsaufgabe) wurde diskutiert, dass dieser Unterschied möglicherweise auf die schlechtere Erkennbarkeit der Bildtargets in der visuellen Distraktormodalität oder auf eine stärkere Beanspruchung der visuellen Aufmerksamkeit zurückgeführt werden kann. Eine solche Erklärung ist jedoch nicht auf die Experimente 10 und 11 (Geräuschkategorisierungsaufgabe) anwendbar. Schließlich wurden in den zuletzt genannten Experimenten auditive Targets präsentiert, sodass die Erkennbarkeit der Targets durch visuelle Wortdistraktoren nicht beeinträchtigt wurde. Allerdings wäre es durchaus vorstellbar, dass die Verarbeitung der auditiven Distraktoren in der Geräuschkategorisierungsaufgabe 
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aufgrund selektiver Aufmerksamkeit generell attenuiert wurde (siehe z. B. Treisman, 1960, 1964). Hinzu kommt, dass in einigen Studien ein Verarbeitungsvorteil für sprachliche Reize, die auf dem rechten Ohr präsentiert wurden, berichtet wurde, was als Indikator für eine Dominanz der linken Hemisphäre bei der Sprachverarbeitung interpretiert wurde (für einen Überblick siehe z. B. Geffen & Quinn, 1984; Hugdahl & Westerhausen, 2016). Demgegenüber wurden die auditiven Wortdistraktoren in den Experimenten 10 und 11 aber immer auf dem linken Ohr dargeboten. Dies könnte womöglich auch erklären, warum der kongruente Erleichterungseffekt mit auditiven Wortdistraktoren kleiner war als mit visuellen Wortdistraktoren. Das generelle Vorhandensein eines kongruenten Erleichterungseffekts in der auditiven Distraktormodalität zeigt allerdings, dass die auditiven Wortdistraktoren semantisch verarbeitet wurden. Außerdem trifft diese Erklärung nicht auf Experiment 9 zu, da die auditiven Wortdistraktoren in der Bildkategorisierungsaufgabe immer auf beiden Ohren zu hören waren. Eine alternative Erklärung, die auf alle durchgeführten Kategorisierungs-experimente gleichermaßen anwendbar ist, wäre hingegen, dass der jeweilige SOA-Bereich für das Testen auditiver Distraktoren nicht optimal war. Schließlich wird der Informationsgehalt auditiver Stimuli über die Zeit transportiert, während visuell dargebotene Stimuli häufig alle zur Identifikation erforderlichen Informationen gleichzeitig zur Verfügung stellen. Dies zeigt sich beispielweise auch in den längeren Reaktionszeiten mit Geräuschtargets im Vergleich zu Bildtargets, was in dieser Arbeit schon mehrfach beobachtet werden konnte (siehe z. B. aber auch Ballas, 1993; Snodgrass & Yuditsky, 1996). Daher wurden die auditiven Distraktoren in den Experimenten 9 – 11 möglicherweise zu spät präsentiert, sodass die Distraktorverarbeitung zum Zeitpunkt der Targetpräsentation noch nicht genug fortgeschritten war, um frühe Prozesse der Targetverarbeitung maximal beeinflussen zu können. Dies würde nicht nur erklären, warum die Reaktionszeiten mit auditiven Wortdistraktoren generell schneller waren als mit visuellen Wortdistraktoren, sondern auch warum der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren. Auf diesen Sachverhalt soll in der nachfolgenden Diskussion der Experimente 9 – 11 noch genauer eingegangen werden. Insgesamt zeigte sich, dass die Erweiterung des SOA-Bereichs in Experiment 11 zur Untersuchung von Antwortkongruenzeffekten keine effektive 
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Strategie war. Schließlich konnte ein kongruenter Erleichterungseffekt ausschließlich in Trials mit einer Distraktor-SOA von 200 ms (nicht aber in Trials mit einer Distraktor-SOA von 400 ms oder 600 ms) gefunden werden. Dies deutet darauf hin, dass der kongruente Erleichterungseffekt in einer Geräuschkategorisierungsaufgabe auf einen SOA-Bereich von mindestens -200 ms bis einschließlich 200 ms beschränkt sein könnte oder dass möglicherweise ein noch differenzierterer SOA-Bereich erforderlich ist (z. B. 250 ms, 300 ms, 350 ms), um einen solchen Effekt auch mit positiveren Distraktor-SOAs detektieren zu können. Nichtsdestotrotz konnte in Experiment 11 beobachtet werden, dass der kongruente Erleichterungseffekt mit visuellen im Vergleich zu auditiven Wortdistraktoren größer war. Dies entspricht dem Befundmuster, welches sich auch schon in Experiment 10 andeutete. Allerdings war das Ergebnis in Experiment 11 gegenüber Experiment 10 statistisch besser abgesichert. Cross-experimentelle Analysen der Experimente 10 und 11 zeigten ebenfalls, dass der kongruente Erleichterungseffekt in der visuellen Distraktormodalität größer war als in der auditiven Distraktormodalität, t1(47) = 3.37, p = .002, dz = 0.486; t2(23) = 3.20, p = .004, dz = 0.653. Dies steht im Einklang mit den Ergebnissen der Bildkategorisierungsaufgabe (Experiment 9) und verdeutlicht, dass ein solches Befundmuster unabhängig von der Targetmodalität gefunden werden kann. Somit legen die Ergebnisse der Experimente 10 und 11 die Schlussfolgerung nahe, dass die Modalitätskongruenz der Targets und Distraktoren vermutlich keinen Einfluss auf die Antwortkongruenzeffekte hat. Andernfalls wäre zu erwarten gewesen, dass der kongruente Erleichterungseffekt mit auditiven im Vergleich zu visuellen Wortdistraktoren größer ist, da in den Experimenten 10 und 11 auditive Targets (d. h. Geräusche) verwendet wurden. Dieses Muster konnte jedoch in keinem der berichteten Experimente beobachtet werden. Vielmehr deuten die Daten darauf hin, dass Antwortkongruenzeffekte von der Distraktormodalität – aber unabhängig von der Targetmodalität – moduliert werden können.  8.4   GEMEINSAME DISKUSSION DER EXPERIMENTE 9 – 11  In den Experimenten 9 – 11 sollte untersucht werden, ob Antwortkongruenzeffekte von der Modalitätskongruenz der verwendeten Stimuli (Hantsch et al., 2009) beeinflusst werden können. Hierzu wurden Targets und Distraktoren der visuellen und auditiven Modalität in Kategorisierungsaufgaben 
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verwendet. Eine Übersicht über die Gemeinsamkeiten und Unterschiede der einzelnen Experimente ist in Abbildung 16 zu finden.  
 Abbildung 16. Tabellarische Übersicht über die Experimente 9 – 11.  In Experiment 9 wurden Bildtargets (z. B. Hahn) sowie kongruente (z. B. Hahn) und unrelatierte Wortdistraktoren (z. B. Peitsche) verwendet. Während die Targets ausschließlich in der visuellen Modalität präsentiert wurden, wurden die Wortdistraktoren sowohl visuell als auch auditiv dargeboten. Zudem wurde der Onset der Distraktoren in Bezug auf den Onset der Targets variiert (Distraktor-SOA:  -200 ms, 0 ms, 200 ms). Im Einklang mit anderen Kategorisierungsaufgaben (z. B. Glaser & Düngelhoff, 1984) konnte in dieser Aufgabenkonfiguration ein kongruenter Erleichterungseffekt beobachtet werden. Das bedeutet, dass die Probanden die Bilder schneller mit dem jeweiligen Kategorienamen benannten (z. B. „Vogel“), wenn die Bilder mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden. Dieser kongruente Erleichterungseffekt konnte unabhängig von der Distraktormodalität beobachtet werden. Allerdings zeigte sich, dass der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren. Dies entspricht im Wesentlichen den Befunden von Hantsch et al. (2009) und zeigt, dass ein solches Datenmuster nicht auf Spezifizierungsaufgaben beschränkt ist, sondern auch in Kategorisierungsaufgaben gefunden werden kann. Außerdem unterstützen die Ergebnisse die Annahme, dass möglicherweise die Modalitätskongruenz der verwendeten Stimuli die Größe des kongruenten 
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Erleichterungseffekts beeinflusst hat. Darüber hinaus waren die Reaktionszeiten generell schneller und der kongruente Erleichterungseffekt größer, je früher die Distraktoren präsentiert wurden. Ein ähnlicher Einfluss der Distraktor-SOA konnte auch in den Experimenten 4 – 6 beobachtet werden. Dies deutet darauf hin, dass die Targetverarbeitung erleichtert wird, wenn weniger Informationen zur gleichen Zeit verarbeitet werden müssen, zeigt aber auch, dass die Distraktoren einen gewissen Verarbeitungsvorsprung benötigen, um die Targetverarbeitung beeinflussen zu können. In den Experimenten 10 und 11 wurden natürliche Geräusche (z. B. Krähen(Hahn)) als Targets in einer Kategorisierungsaufgabe mit visuellen und auditiven Wortdistraktoren verwendet. Außerdem wurden unterschiedliche Distraktor-SOAs getestet (-200 ms, 0 ms, 200 ms in Experiment 10, 200 ms, 400 ms, 600 ms in Experiment 11). In beiden Experimenten konnten die Ergebnisse der Bildkategorisierungsaufgabe (Experiment 9) repliziert werden. Das bedeutet, dass ebenfalls ein kongruenter Erleichterungseffekt in beiden Distraktormodalitäten beobachtet werden konnte, der mit visuellen im Vergleich zu auditiven Wortdistraktoren größer war. Dies weist jedoch darauf hin, dass Antwortkongruenzeffekte nicht von der Modalitätskongruenz der Targets und Distraktoren, sondern ausschließlich von der Distraktormodalität moduliert werden können. Außerdem konnten erneut schnellere Reaktionszeiten sowie ein größerer kongruenter Erleichterungseffekt beobachtet werden, je früher die Distraktoren präsentiert wurden. Darüber hinaus zeigte sich, dass der kongruente Erleichterungseffekt in einem SOA-Bereich von -200 ms bis 0 ms vermutlich seine maximale Größe erreichte. Insbesondere in Trials mit einer Distraktor-SOA von  -200 ms war es daher nicht möglich, zwischen dem kongruenten Erleichterungseffekt in der visuellen und der auditiven Distraktormodalität zu differenzieren. Es kann zudem angenommen werden, dass der kongruente Erleichterungseffekt in einer Geräuschkategorisierungsaufgabe auf einen SOA-Bereich bis etwa 200 ms begrenzt ist, da der Effekt mit noch positiveren Distraktor-SOAs (400 ms, 600 ms) nicht mehr beobachtet werden konnte.  Ein Nebenbefund, der in nahezu allen Kategorisierungsexperimenten gefunden werden konnte, war, dass die Probanden generell schneller auf die jeweiligen Targets reagierten, wenn diese mit auditiven im Vergleich zu visuellen Wortdistraktoren präsentiert wurden. In diesem Zusammenhang wurde unter 
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anderem diskutiert, dass die auditiven Distraktoren möglicherweise zu spät präsentiert wurden, um frühe Prozesse der Targetverarbeitung maximal beeinflussen zu können. Schließlich haben auditive im Vergleich zu visuellen Stimuli eine zeitliche Ausdehnung, sodass nicht alle transportierten Informationen zur gleichen Zeit zur Verfügung stehen. Demzufolge sollte der kongruente Erleichterungseffekt, der in der auditiven Distraktormodalität beobachtet werden konnte, ausschließlich auf langsame Antworten beschränkt sein, da in einem solchen Fall mehr Zeit für die Verarbeitung der auditiven Distraktoren gegeben war. Demgegenüber sollte der kongruente Erleichterungseffekt in der visuellen Distraktormodalität im gesamten Reaktionszeitspektrum zu sehen sein. Um dies zu überprüfen, wurden die Reaktionszeiten aller berichteten Kategorisierungsexperimente in cross-experimentellen Reaktionszeitverteilungsanalysen (siehe Ratcliff, 1979) untersucht. Hierzu wurden die aufsteigend sortierten Reaktionszeiten für jeden Probanden und jedes Item, getrennt nach Distraktorbedingung und Distraktormodalität, in Quintile zerlegt (siehe Abbildung 17). Es stellte sich heraus, dass der kongruente Erleichterungseffekt in der auditiven Distraktormodalität im ersten Quintil noch nicht eindeutig nachweisbar war, t1(71) = 2.43, p = .017, dz = 0.287; t2(23) = 1.25, p = .225, dz = 0.255, und erst im zweiten, t1(71) = 3.40, p = .001, dz = 0.401; t2(23) = 2.86, p = .009, dz = 0.584, sowie in den verbleibenden Quintilen (ps < .001), sowohl in der Probanden- als auch in der Itemanalyse signifikant wurde. Im Gegensatz dazu konnte der kongruente Erleichterungseffekt in der visuellen Distraktormodalität in allen Quintilen beobachtet werden (ps < .001). Diese Ergebnisse zeigen, dass der kongruente Erleichterungseffekt, der durch auditive Wortdistraktoren induziert wurde, tendenziell eher auf langsameren Antworten beruhte. Das bedeutet, dass der bisher getestete SOA-Bereich vermutlich nicht sensitiv genug war, um frühe Prozesse der Targetverarbeitung mit auditiven Wortdistraktoren in vergleichbarem Maße wie mit visuellen Wortdistraktoren beeinflussen zu können. Möglicherweise könnte diese Beobachtung auch erklären, warum der beobachtete kongruente Erleichterungseffekt mit visuellen im Vergleich zu auditiven Wortdistraktoren größer war. Entsprechend wäre zu vermuten, dass ein kongruenter Erleichterungseffekt von vergleichbarer Größe in beiden Distraktormodalitäten beobachtet werden kann, wenn die visuellen Wortdistraktoren mit denselben Distraktor-SOAs wie bisher und die auditiven Wortdistraktoren mit negativeren Distraktor-SOAs präsentiert werden.  
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 Abbildung 17. Verteilungskurven der über Probanden gemittelten und in Quintile zerlegten Reaktionszeiten der kongruenten und unrelatierten Distraktorbedingung der Experimente 9 – 11, getrennt nach Distraktormodalität und gemittelt über Distraktor-SOA.  Einen ersten Hinweis darauf liefert beispielsweise die Beobachtung, dass der kongruente Erleichterungseffekt in Trials mit einer Distraktor-SOA von -200 ms in Experiment 10 mit visuellen und auditiven Distraktoren etwa gleich groß war. Da in diesem Experiment Geräuschtargets verwendet wurden, die – wie bereits gezeigt werden konnte – langsamer verarbeitet werden als entsprechende Bilder (vgl. Experiment 9), stand auch mehr Zeit für die Verarbeitung der auditiven Distraktoren zur Verfügung. Zwar wurde argumentiert, dass der kongruente Erleichterungseffekt in diesen Trials vermutlich seine maximale Größe erreichte (Deckeneffekt), doch kann ein weiterer Anstieg des Effekts in der auditiven Distraktormodalität (bzw. eine Verringerung des Effekts in der visuellen Distraktormodalität) mit noch negativeren Distraktor-SOAs auch nicht ausgeschlossen werden. Dies ist eine empirische Fragestellung und kann nur mithilfe weiterer experimenteller Untersuchungen überprüft werden. Um die Aussagekraft der Ergebnisse zu erhöhen, sollten die entsprechenden Befunde allerdings nicht nur in einer Kategorisierungsaufgabe, sondern auch in einer Spezifizierungsaufgabe sowie unabhängig von der Targetmodalität repliziert werden können. Sofern die unterschiedliche Größe des kongruenten Erleichterungseffekts in beiden Distraktormodalitäten tatsächlich auf den verwendeten SOA-Bereich zurückführbar ist, könnte dadurch auch der scheinbare Widerspruch aufgelöst werden, dass Antwortkongruenzeffekte von der 
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Distraktormodalität moduliert werden können, während dies für semantische Kontexteffekte, die auf lexikalischen Selektionsprozessen beruhen, typischerweise nicht der Fall ist. Schließlich konnte in der Studie von Damian und Martin (1999) gezeigt werden, dass ein semantischer Interferenzeffekt von vergleichbarer Größe sowohl mit visuellen als auch auditiven Wortdistraktoren gefunden werden kann. Darüber hinaus weisen die Daten dieser Studie aber ebenfalls darauf hin, dass visuelle und auditive Wortdistraktoren in unterschiedlichen SOA-Bereichen wirksam werden. Denn es stellte sich heraus, dass der semantische Interferenzeffekt in der auditiven Distraktormodalität früher sichtbar wurde als in der visuellen Distraktormodalität. Ein solches Datenmuster auch für Antwortkongruenzeffekte zu finden, würde zudem verdeutlichen, dass die in Sprachproduktionsaufgaben ablaufenden Prozesse modalitätsunabhängig sind und allgemeine Verarbeitungsprozesse widerspiegeln.  Insgesamt konnten in allen drei Kategorisierungsexperimenten unabhängig von der Target- und Distraktormodalität kongruente Erleichterungseffekte gefunden werden. Die Größe der Effekte variierte jedoch in Abhängigkeit von der jeweiligen Aufgabe, Distraktormodalität und Distraktor-SOA. Beispielsweise konnte in der Bildkategorisierungsaufgabe (Experiment 9) ein kongruenter Erleichterungseffekt von durchschnittlich fast 50 ms beobachtet werden, wenn die Wortdistraktoren visuell dargeboten wurden. Mit auditiven Wortdistraktoren hingegen konnte ein kongruenter Erleichterungseffekt von durchschnittlich mehr als 10 ms, jedoch weniger als 15 ms gemessen werden. Auch in der Geräuschkategorisierungsaufgabe (Experimente 10 und 11) konnte ein kongruenter Erleichterungseffekt mit visuellen und auditiven Wortdistraktoren in einem vergleichbaren SOA-Bereich (d. h. Distraktor-SOA: -200 ms, 0 ms, 200 ms) beobachtet werden. Der Effekt war in der visuellen Distraktormodalität durchschnittlich etwa 120 ms groß. In der auditiven Distraktormodalität hingegen betrug die Größe des kongruenten Erleichterungseffekts durchschnittlich etwa 80 ms. Mit positiveren Distraktor-SOAs (400 ms, 600 ms) konnte mit Geräuschtargets jedoch kein kongruenter Erleichterungseffekt mehr beobachtet werden (siehe Experiment 11). Die Beobachtung, dass der kongruente Erleichterungseffekt in der Geräuschkategorisierungsaufgabe mehr als doppelt so groß wie in der Bildkategorisierungsaufgabe war, steht dabei im Einklang mit den bereits berichteten Geräusch- und Bildbenennungsexperimenten (Experimente 1 – 7). Dieser 
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Unterschied beruht vermutlich ebenfalls darauf, dass die Distraktoren die Targetverarbeitung zu unterschiedlichen Zeitpunkten beeinflusst haben (siehe hierzu auch die Diskussion der Experimente 4 – 8). Dies zeigt sich insbesondere in einer direkten Gegenüberstellung der Experimente 9 und 10. Obwohl dieselben Distraktor-SOAs verwendet wurden, konnten in der Geräuschkategorisierungsaufgabe (Experiment 10) im Vergleich zur Bildkategorisierungsaufgabe (Experiment 9) wesentlich größere (und vermutlich sogar maximale) kongruente Erleichterungseffekte beobachtet werden. Außerdem zeigte sich, dass der kongruente Erleichterungseffekt in allen Experimenten mit visuellen Wortdistraktoren größer war als mit auditiven Wortdistraktoren. Dies entspricht im Wesentlichen dem Befundmuster von Hantsch et al. (2009), widerspricht aber der von den Autoren dargelegten Vermutung (siehe auch Hantsch et al., 2012), dass die Modalitätskongruenz der verwendeten Stimuli die Antwortkongruenzeffekte beeinflusst hat. Andernfalls wäre nämlich ein größerer kongruenter Erleichterungseffekt mit auditiven im Vergleich zu visuellen Wortdistraktoren in der Geräuschkategorisierungsaufgabe zu erwarten gewesen. Somit weisen die Daten darauf hin, dass die Modulation der Antwortkongruenzeffekte von der Distraktormodalität abhängig ist. Möglicherweise kann die unterschiedliche Größe des Effekts in beiden Distraktormodalitäten aber auch darauf zurückgeführt werden, dass die Sensitivität des getesteten SOA-Bereichs für visuelle und auditive Wortdistraktoren nicht vergleichbar war (siehe die Argumentation auf S. 183 ff. bzw. die Diskussion von Experiment 11). Im Gegensatz zur Studie von Hantsch et al. (2009) konnte jedoch in keinem der berichteten Experimente ein durch auditive Wortdistraktoren induzierter Interferenzeffekt beobachtet werden. Dies kann vermutlich auf die unterschiedlichen Aufgabenkonfigurationen beziehungsweise hierarchischen Relationen zwischen den Stimuli und den verbalen Antworten zurückgeführt werden. Beispielsweise wurden in der Studie von Hantsch et al. (2009) Stimuli mit einer Benennungspräferenz auf der Basisebene verwendet, für die eine Antwort auf subordinierter Ebene generiert werden sollte (Spezifizierungsaufgabe). In den Experimenten 9 – 11 hingegen sollten die Stimuli, die ebenfalls Konzepten auf der Basisebene zugeordnet werden konnten, auf superordinierter Ebene benannt werden (Kategorisierungsaufgabe). Allerdings sind Konzepte auf subordinierter Ebene (z. B. ZWERGSEIDENHAHN) und Basisebene (z. B. HAHN) semantisch ähnlicher zueinander als Konzepte auf 
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Basisebene und superordinierter Ebene (z. B. VOGEL). Demzufolge ist es durchaus vorstellbar, dass die lexikalischen Selektionsprozesse, die zu semantischer Interferenz führen, die Targetverarbeitung in einer Spezifizierungsaufgabe stärker beeinflussen als in einer Kategorisierungsaufgabe. Die semantische Interferenz in einer Spezifizierungsaufgabe ist vermutlich auch stark genug, um die Antwortkongruenzeffekte in der auditiven Distraktormodalität zu neutralisieren oder sogar zu einem messbaren Interferenzeffekt zu führen. In einer Kategorisierungsaufgabe hingegen beeinflussen Antwortkongruenzprozesse die Targetverarbeitung vermutlich generell stärker als in einer Spezifizierungsaufgabe. Schließlich sind Konzepte auf superordinierter Ebene wesentlich allgemeiner definiert als Konzepte auf Basisebene (siehe auch Rosch, 1975; Rosch et al., 1976). Dadurch sind die Antwortkongruenzeffekte in der auditiven Distraktormodalität in einer Kategorisierungsaufgabe vermutlich auch groß genug, um einen Erleichterungseffekt messen zu können. Dass der kongruente Erleichterungseffekt in der visuellen Distraktormodalität sowohl in einer Spezifizierungsaufgabe als auch in einer Kategorisierungsaufgabe beobachtbar war, kann vermutlich auf die Größe des Effekts zurückgeführt werden. Denn sowohl in der Studie von Hantsch et al. (2009) als auch in den Experimenten 9 – 11 konnte ein größerer kongruenter Erleichterungseffekt mit visuellen im Vergleich zu auditiven Wortdistraktoren gefunden werden. Dadurch ist der kongruente Erleichterungseffekt in der visuellen Distraktormodalität vermutlich auch weniger von der verwendeten Aufgabenkonfiguration abhängig. Allerdings wäre zu erwarten, dass der kongruente Erleichterungseffekt mit visuellen Wortdistraktoren in einer Spezifizierungsaufgabe möglicherweise kleiner ist als in einer Kategorisierungsaufgabe. In einem Vergleich der Ergebnisse von Experiment 9 (Distraktor-SOA -200 ms: M = 69 ms, SE = 10 ms; Distraktor-SOA 0 ms: M = 44 ms, SE = 8 ms) mit den Ergebnissen der Studie von Hantsch et al. (2009, siehe Experiment 4, Distraktor-SOA -200 ms: M = 52 ms, SE = 9 ms; Distraktor-SOA 0 ms: M = 14 ms, SE = 6 ms) deutet sich ein solches Muster zwar deskriptiv an, lässt aber aufgrund der unterschiedlichen Stichproben, Materialsets und nicht vollständig deckungsgleichen SOA-Bereiche nur bedingt Schlussfolgerungen zu. Um eine eindeutigere Aussage diesbezüglich treffen zu können, wären weitere experimentelle Untersuchungen erforderlich, in der Antwortkongruenzeffekte mithilfe eines einzigen Materialsets sowohl in einer Spezifizierungsaufgabe als auch in einer 
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9   SCHLUSSFOLGERUNGEN 
  In dieser Arbeit wurden drei Experimentreihen vorgestellt, in denen semantische Kontexteffekte in Benennungsaufgaben innerhalb und zwischen Stimulusmodalitäten untersucht wurden. Die Probanden benannten dabei entweder natürliche Geräusche oder Bilder und sollten zusätzlich präsentierte Bild- oder Wortdistraktoren ignorieren. Die durch die Distraktoren induzierten semantischen Kontexte sowie der Onset der Distraktoren wurden jeweils variiert. Mithilfe der erzielten Ergebnisse sollte ein besseres Verständnis über die Entstehung semantischer Kontexteffekte bei der Sprachproduktion gewonnen werden. In den Experimenten 1 – 3 (Kapitel 6) wurden natürliche Geräusche als Targets und Bilder als Distraktoren verwendet. Es konnte gezeigt werden, dass natürliche Geräusche als Targets in chronometrischen Untersuchungen von Sprachproduktionsprozessen geeignet sind. Zudem stellte sich heraus, dass die Probanden schneller auf die Geräusche reagierten, wenn diese mit kongruenten im Vergleich zu unrelatierten Bilddistraktoren präsentiert wurden (kongruenter Erleichterungseffekt). Außerdem reagierten die Probanden langsamer, wenn die Geräusche mit semantisch relatierten im Vergleich zu unrelatierten Bilddistraktoren dargeboten wurden (semantischer Interferenzeffekt). Das Vorhandensein semantischer Kontexteffekte in einer Geräuschbenennungsaufgabe demonstriert, dass diese Effekte nicht nur in Aufgabenkonfigurationen mit visuellen Targets (z. B. Jescheniak et al., 2014; Lupker, 1979; Piai et al., 2014), sondern auch in Aufgabenkonfigurationen mit auditiven Targets beobachtet werden können. Darüber hinaus zeigte sich im Einklang mit früheren Studien (z. B. Piai & Roelofs, 2013; Piai et al., 2014; Schnur & Martin, 2012), dass der kongruente Erleichterungseffekt sowohl auf perzeptuelle Prozesse (z. B. Beschleunigung der Geräuschidentifikation) als auch auf post-perzeptuelle Prozesse (z. B. Antwortkongruenzprozesse, siehe z. B. Kuipers, 2008; Kuipers & La Heij, 2008) zurückgeführt werden kann, wohingegen der semantische Interferenzeffekt vorrangig auf post-perzeptuellen – aber nicht post-lexikalischen – Verarbeitungsprozessen (z. B. lexikalischen Selektionsprozessen) beruht. Schließlich können durch Bilddistraktoren induzierte semantische Kontexteffekte in einer Geräuschbenennungsaufgabe nur mithilfe kompetitiver Modelle der lexikalischen Selektion (Levelt et al., 1999; Roelofs, 1992) angemessen erklärt werden. Die nicht-kompetitive Antwortausschluss-Hypothese 
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(Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) bietet keine hinreichende Erklärung für die beobachteten Ergebnisse, da gemäß den Annahmen dieses Modells semantische Interferenzeffekte post-lexikalisch entstehen und auf Wortdistraktoren beschränkt sein sollten. In den Experimenten 4 – 8 (Kapitel 7) wurden Bilder als Targets und als Distraktoren verwendet. In der Literatur wurden bisher in solchen Aufgabenkonfigurationen wenig einheitliche Befunde in Bezug auf semantische Kontexteffekte berichtet. Dies bezieht sich vor allem auf den semantischen Interferenzeffekt. Während in einigen Studien semantische Interferenzeffekte gezeigt werden konnten (Aristei et al., 2012; Jescheniak et al., 2014; Matushanskaya et al., 2016), wurden in anderen Studien entweder Nulleffekte (Damian & Bowers, 2003; Geng et al., 2013; Navarrete & Costa, 2005) oder sogar Erleichterungseffekte berichtet (La Heij et al., 2003). Vor allem die Abwesenheit eines semantischen Interferenzeffekts in solchen Bild-Bild-Interferenzaufgaben wurde häufig im Sinne der Antwortausschluss-Hypothese interpretiert (Finkbeiner & Caramazza, 2006a; Mahon et al., 2007). Allerdings konnte wie in den Experimenten zuvor beobachtet werden, dass kongruente Bilddistraktoren im Vergleich zu unrelatierten Bilddistraktoren die Benennung eines Bildtargets beschleunigen (kongruenter Erleichterungseffekt). Insbesondere zeigte sich aber, dass semantisch relatierte Bilddistraktoren die Bildbenennung im Vergleich zu unrelatierten Bilddistraktoren verlangsamen (semantischer Interferenzeffekt). Diese Befunde stehen im Einklang mit den Ergebnissen früherer Studien (Aristei et al., 2012; Biggs & Marmurek, 1990; Jescheniak, Matushanskaya et al., 2014; Jescheniak, Oppermann et al., 2009; Matushanskaya et al., 2016) und unterstützen ebenfalls die Annahmen der kompetitiven lexikalischen Selektion (Levelt et al., 1999; Roelofs, 1992). Darüber hinaus konnte gezeigt werden, dass die Bilddistraktoren generell ausreichend verarbeitet werden, selbst wenn die Distraktorverarbeitung nicht durch zusätzliche Manipulationen (z. B. direkte Lenkung von Aufmerksamkeit auf die Distraktoren) gesteigert wird. Auch die Anordnung der Bilder auf dem Bildschirm (d. h. nebeneinander oder überlagert) hatte keinen entscheidenden Einfluss auf die semantischen Kontexteffekte. Die semantischen Kontexteffekte waren selbst dann beobachtbar, wenn die semantisch relatierten Distraktoren aus dem Set der potenziellen Antworten ausgeschlossen wurden oder wenn deren visuelle Ähnlichkeit beziehungsweise Formähnlichkeit zum jeweiligen Target kontrolliert wurde. In 
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letzterem Fall stellte sich jedoch heraus, dass eine hohe Formähnlichkeit von semantisch relatierten Bildern den semantischen Interferenzeffekt potenziell verstärken kann. In den Experimenten 9 – 11 (Kapitel 8) wurden semantische Kontexteffekte, die auf Antwortkongruenzprozessen beruhen, untersucht. Hierzu wurden Bilder und natürliche Geräusche als Targets in einer Kategorisierungsaufgabe mit visuellen und auditiven Wortdistraktoren präsentiert. Mithilfe dieser Experimente sollte überprüft werden, ob die von Hantsch et al. (2009) in einer ähnlichen Aufgabenkonfiguration beobachtete Modulation von Antwortkongruenzeffekten von der Modalitätskongruenz der verwendeten Targets und Distraktoren abhängig ist. Die Autoren fanden einen größeren Erleichterungseffekt mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren, wenn diese visuell anstatt auditiv dargeboten wurden. Da Hantsch et al. (2009) zudem visuelle Targets (d. h. Bilder) verwendeten, äußerten sie die Vermutung, dass Antwortkongruenzeffekte mit modalitätskongruenten Stimuli möglicherweise generell größer sind als mit modalitätsinkongruenten Stimuli. Allerdings konnte in allen berichteten Kategorisierungsexperimenten dasselbe Datenmuster – unabhängig von der Targetmodalität – beobachtet werden. Zum einen zeigte sich, dass Targets, die mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren präsentiert wurden, schneller mit ihrem jeweiligen Kategorienamen benannt werden konnten. Dieses Ergebnis steht im Einklang mit Befunden aus früheren Studien (Glaser & Düngelhoff, 1984) und zeigte sich unabhängig davon, ob die Wortdistraktoren visuell oder auditiv dargeboten wurden. Zum anderen konnte ein größerer kongruenter Erleichterungseffekt mit visuellen im Vergleich zu auditiven Wortdistraktoren gefunden werden. Vor allem letztere Beobachtung widerspricht der Annahme, dass die Modalitätskongruenz der verwendeten Stimuli Antwortkongruenzeffekte begünstigen kann (Hantsch et al., 2009). Vielmehr scheint es, dass die Antwortkongruenzeffekte lediglich von der Distraktormodalität beeinflusst werden können. Warum jedoch visuelle Wortdistraktoren generell zu einem größeren Erleichterungseffekt führen als auditive Wortdistraktoren, ist bislang unklar. Eine Möglichkeit ist, dass dieses Muster auf unterschiedlichen Zeitverläufen der Verarbeitung visueller und auditiver Distraktoren beruht. Im Bereich der bisher getesteten Distraktor-SOAs (sowohl in den vorliegenden Experimenten als auch in früheren Studien, z. B. Hantsch et al., 2009) mag das Potential auditiver Distraktoren 
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aufgrund ihrer zeitlichen Ausdehnung, bereits sehr frühe Prozesse der Targetverarbeitung zu beeinflussen, geringer sein als bei visuellen Distraktoren. Die vorgestellten Experimente verdeutlichen, dass semantische Kontexteffekte (d. h. kongruente Erleichterungs- und semantische Interferenzeffekte) sowohl mit Bildtargets als auch mit Geräuschtargets beobachtbar sind. Dies zeigt, dass Bilder und Geräusche in vergleichbarer Weise konzeptuell beziehungsweise semantisch verarbeitet werden. Allerdings stellte sich heraus, dass Geräusche generell langsamer verarbeitet werden als Bilder, was vermutlich darauf zurückgeführt werden kann, dass auditive Stimuli eine zeitliche Ausdehnung besitzen und die Geräuschidentifikation vergleichsweise schwieriger ist. Dass die semantischen Kontexteffekte darüber hinaus auch mit Bilddistraktoren konsistent replizierbar waren, stellt dabei die Annahmen, dass semantische Interferenzeffekte auf Aufgabenkonfigurationen mit Wortdistraktoren beschränkt sind (Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) oder dass Bilddistraktoren entsprechende Lemmata nicht ausreichend aktivieren können (Piai et al., 2012), infrage. Vielmehr unterstützen die Ergebnisse die Annahmen kompetitiver Modelle der lexikalischen Selektion (z. B. Levelt, et al., 1999; Roelofs, 1992), da diese Modelle einen allgemeineren Erklärungsansatz für die Entstehung semantischer Interferenzeffekte zur Verfügung stellen. Zudem sind die Vorhersagen dieser Modelle auf Aufgabenkonfigurationen unabhängig von der Stimulusart oder Stimulusmodalität generalisierbar. Dies zeigen zum Beispiel auch die Ergebnisse früherer Studien, in denen semantische Interferenzeffekte mit visuellen und auditiven Distraktoren beobachtet wurden (z. B. Damian & Martin, 1999; Lupker, 1979; Mädebach et al., 2017). Insgesamt demonstrieren die in dieser Arbeit dargestellten Untersuchungen, dass semantische Kontexteffekte nicht auf Aufgaben mit visuellen Targets beschränkt sind und dass unabhängig von der Targetmodalität und Stimulusart dieselben allgemeinen Prozesse bei der Entstehung semantischer Kontexteffekte angenommen werden können. 
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10   ZUSAMMENFASSUNG 
  Einleitung  Die Fähigkeit zu sprechen gilt als charakteristische Eigenschaft des Menschen. Den meisten Menschen gelingt es relativ mühelos und mit beeindruckender Geschwindigkeit (bis zu fünf Wörter pro Sekunde, siehe z. B. Reischer, 2002) zu sprechen. Allerdings sind die beim Sprechen beteiligten Prozesse dem Bewusstsein nur wenig zugänglich (Motley, 1986). Um diese Prozesse dennoch erforschen zu können, werden in der Sprachproduktionsforschung häufig chronometrische Untersuchungen verwendet. Zum Beispiel werden einfache Benennungsaufgaben genutzt, in denen unterschiedliche Stimulusarten (z. B. Farben, Wörter oder Bilder) als Targets präsentiert und von den Probanden benannt werden. Außerdem werden zusätzlich oft Distraktoren (typischerweise Wörter) präsentiert. In Abhängigkeit davon, welchen semantischen Kontext die Distraktoren induzieren, zeigen sich unterschiedliche Auswirkungen auf die Verarbeitung und Benennungsgeschwindigkeit der Targets. Sollen die Probanden beispielsweise das Bild eines Hahns benennen und sehen außerdem das Wort Hahn, reagieren sie häufig schneller im Vergleich zu einem unrelatierten Wort, zum Beispiel dem Wort Klingel. Ein solcher kongruenter Erleichterungseffekt wurde bereits in mehreren Studien berichtet (z. B. Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009; Piai et al., 2014). Im Gegensatz dazu reagieren die Probanden im Vergleich zu unrelatierten Wortdistraktoren typischerweise langsamer, wenn die Distraktoren semantisch relatiert zum Target sind, wie zum Beispiel das Wort Ente. Auch solche semantischen Interferenzeffekte konnten bereits mehrfach gezeigt werden (z. B. Jescheniak et al., 2014; Lupker, 1979; Rosinski, 1977). Die Entstehung semantischer Kontexteffekte wird dadurch erklärt, dass in solchen Benennungsaufgaben unterschiedliche Prozesse ablaufen, die zu Erleichterung oder Interferenz führen. Erleichterung wird dabei häufig auf Priming (basierend auf Aktivierungsausbreitung im lexikalischen Netzwerk, z. B. Collins & Loftus, 1975) oder Antwortkongruenzprozesse (z. B. Kuipers, 2008; Kuipers & La Heij, 2008) zurückgeführt. Interferenz hingegen entsteht gemäß den Annahmen kompetitiver Modelle (z. B. Levelt et al., 1999; Roelofs, 1992) aufgabenunspezifisch 
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aufgrund von kompetitiven lexikalischen Selektionsprozessen, während nicht-kompetitive Modelle, wie zum Beispiel die Antwortausschluss-Hypothese (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007), Interferenz nur in Aufgabenkonfigurationen mit Wortdistraktoren aufgrund post-lexikalischer Antwortausschlussprozesse vorhersagen. Die Richtung und Größe eines messbaren Effekts wird schließlich von der Stärke der jeweiligen Prozesse bestimmt (z. B. Abdel Rahman & Melinger, 2009; Hantsch et al., 2009).  Experimente  Semantische Kontexteffekte wurden bisher nur in Aufgaben mit visuellen Targets untersucht (z. B. Damian & Martin, 1999; La Heij et al., 1993; Lupker, 1979). Sofern semantische Kontexteffekte aber auf allgemeinen Verarbeitungsprozessen beruhen, sollten die Effekte auch auf Aufgaben mit einer anderen Targetmodalität generalisierbar sein. In einer ersten Experimentreihe (Experimente 1 – 3) sollte daher überprüft werden, ob semantische Kontexteffekte auch mit auditiven Targets, das heißt in einer Geräuschbenennungsaufgabe mit Bilddistraktoren, beobachtbar sind. Da die Befunde zu semantischen Kontexteffekten mit Bilddistraktoren in Benennungsaufgaben aber häufig nicht einheitlich sind (z. B. Damian & Bowers, 2003; Jescheniak et al., 2014; La Heij et al., 2003) und die Ergebnisse der Experimente 1 – 3 einem Teil der bisherigen Studien zu widersprechen scheinen (z. B. Geng et al., 2013; Navarrete & Costa, 2005), sollten in einer zweiten Reihe von Experimenten (Experimente 4 – 8) semantische Kontexteffekte in einer Bildbenennungsaufgabe mit Bilddistraktoren untersucht werden. Außerdem sollte überprüft werden, welchen Einfluss potenziell bedeutsame Faktoren (z. B. Aufmerksamkeitslenkung auf die Distraktoren, Zugehörigkeit der Distraktoren zum Antwortset, Formähnlichkeit der Bilder) auf das Vorhandensein semantischer Kontexteffekte in Aufgaben mit Bilddistraktoren haben. In einer letzten Experimentreihe (Experimente 9 – 11) sollte der Frage nachgegangen werden, ob semantische Kontexteffekte, die auf Antwortkongruenzprozessen (Kuipers, 2008; Kuipers & La Heij, 2008) beruhen, von der Modalitätskongruenz der verwendeten Stimuli beeinflusst werden können. Diese Fragestellung beruht auf den Ergebnissen einer Studie von Hantsch et al. (2009; siehe auch Hantsch et al., 2012). Die Autoren fanden einen größeren 
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Erleichterungseffekt mit kongruenten im Vergleich zu unrelatierten Wortdistraktoren, wenn diese visuell anstatt auditiv dargeboten wurden. Da in dieser Studie zudem visuelle Targets (d. h. Bilder) verwendet wurden, äußerten die Autoren die Vermutung, dass Antwortkongruenzeffekte mit modalitätskongruenten Stimuli möglicherweise generell größer sind als mit modalitätsinkongruenten Stimuli. Um dies zu überprüfen, wurde eine Kategorisierungsaufgabe mit Bild- und Geräuschtargets sowie visuellen und auditiven Wortdistraktoren verwendet.  Ergebnisse und Diskussion  In Experiment 1 konnte gezeigt werden, dass natürliche Geräusche als Targets in chronometrischen Untersuchungen von Sprachproduktionsprozessen geeignet sind. Zudem stellte sich heraus, dass die Probanden schneller auf die Geräusche (z. B. Krähen(Hahn)) reagierten, wenn diese mit kongruenten (z. B. Hahn) im Vergleich zu unrelatierten Bilddistraktoren (z. B. Klingel) präsentiert wurden (kongruenter Erleichterungseffekt). Außerdem reagierten die Probanden langsamer, wenn die Geräusche mit semantisch relatierten (z. B. Ente) im Vergleich zu unrelatierten Bilddistraktoren dargeboten wurden (semantischer Interferenzeffekt). Das Vorhandensein semantischer Kontexteffekte in einer Geräuschbenennungsaufgabe demonstriert, dass diese Effekte nicht nur in Aufgabenkonfigurationen mit visuellen Targets (z. B. Damian & Martin, 1999; La Heij et al., 1993; Lupker, 1979), sondern auch in Aufgabenkonfigurationen mit auditiven Targets beobachtet werden können. Darüber hinaus zeigte sich in den Experimenten 2 und 3 im Einklang mit früheren Studien (z. B. Piai & Roelofs, 2013; Schnur & Martin, 2012), dass der kongruente Erleichterungseffekt sowohl auf perzeptuelle Prozesse (z. B. Beschleunigung der Geräuschidentifikation) als auch auf post-perzeptuelle Prozesse (vorrangig Priming- oder Antwortkongruenzprozesse) zurückgeführt werden kann, wohingegen der semantische Interferenzeffekt vorrangig auf post-perzeptuellen – aber nicht post-lexikalischen – Verarbeitungsprozessen (d. h. lexikalischen Selektionsprozessen) beruht. Schließlich lassen sich durch Bilddistraktoren induzierte semantische Kontexteffekte in einer Geräuschbenennungsaufgabe nur mithilfe kompetitiver Modelle der lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992) angemessen erklären, da sich die Vorhersagen nicht-kompetitiver Modelle, zum Beispiel der Antwortausschluss-
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Hypothese (z. B. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007), auf Aufgabenkonfigurationen mit Wortdistraktoren beschränken. In den Experimenten 4 – 8 konnte wie zuvor beobachtet werden, dass die Probanden schneller auf Bildtargets (z. B. Hahn) reagierten, wenn die Targets mit kongruenten Bilddistraktoren (z. B. Hahn) im Vergleich zu unrelatierten Bilddistraktoren (z. B. Klingel) präsentiert wurden (kongruenter Erleichterungseffekt). Insbesondere zeigte sich aber, dass semantisch relatierte Bilddistraktoren (z. B. Ente) die Bildbenennung im Vergleich zu unrelatierten Bilddistraktoren verlangsamten (semantischer Interferenzeffekt). Es stellte sich außerdem heraus, dass die Bilddistraktoren generell ausreichend verarbeitet werden, selbst wenn die Distraktorverarbeitung nicht durch zusätzliche Manipulationen (z. B. direkte Aufmerksamkeitslenkung auf die Distraktoren, siehe Experimente 4 und 5) gesteigert wird. Auch die Anordnung der Stimuli auf dem Bildschirm (z. B. nebeneinander oder überlagert, siehe Experiment 6) stellte sich für Auffinden semantischer Kontexteffekte als nicht bedeutsam heraus. Die semantischen Kontexteffekte waren selbst dann beobachtbar, wenn die semantisch relatierten Bilddistraktoren aus dem Set der potenziellen Antworten ausgeschlossen wurden (Experiment 7) oder wenn deren Formähnlichkeit zum jeweiligen Target kontrolliert wurde (Experiment 8). Allerdings zeigte sich, dass die Formähnlichkeit der semantisch relatierten Bilder den beobachteten semantischen Interferenzeffekt tendenziell verstärken kann. Insgesamt stehen diese Befunde im Einklang mit den Ergebnissen früherer Studien (z. B. Biggs & Marmurek, 1990; Jescheniak et al., 2014) und unterstützen ebenfalls die Annahmen der kompetitiven lexikalischen Selektion (z. B. Levelt et al., 1999; Roelofs, 1992). In der letzten Experimentreihe konnte sowohl mit Bildtargets (Experiment 9) als auch mit Geräuschtargets (Experimente 10 und 11) ein vergleichbares Datenmuster beobachtet werden. Zum einen zeigte sich, dass Targets (z. B. Bild: Hahn, Geräusch: Krähen(Hahn)), die mit kongruenten Wortdistraktoren (z. B. Hahn) im Vergleich zu unrelatierten Wortdistraktoren (z. B. Peitsche) präsentiert wurden, schneller mit ihrem jeweiligen Kategorienamen (z. B. „Vogel“) benannt werden konnten. Dieses Ergebnis steht im Einklang mit Befunden aus früheren Studien (z. B. Glaser & Düngelhoff, 1984) und war unabhängig davon, ob die Wortdistraktoren visuell oder auditiv dargeboten wurden, beobachtbar. Zum anderen konnte ein größerer kongruenter Erleichterungseffekt mit visuellen im Vergleich zu auditiven 
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11   SUMMARY 
  Introduction  The ability to speak is assumed to be a specific human ability. Most people produce speech nearly effortless and with impressive speed (up to five words per second, see Reischer, 2002). However, a speaker is typically not aware of which processes are involved in speech production (Motley, 1986). Research addressing this topic often utilizes chronometric investigations to explore speech production processes. For example, in naming tasks participants are presented with different types of target stimuli (e. g., colors, words or pictures) which require a verbal response. Additionally presented stimuli (typically words) serve as distractors in such tasks. Depending on which semantic context is induced by the distractor stimuli, different effects on target processing and naming speed can be observed. Participants who are presented with the picture of a rooster and the word rooster, for example, typically respond much faster to the picture than when an unrelated word, such as doorbell, is presented. Those congruency facilitation effects have been found in many studies (e. g., Biggs & Marmurek, 1990; Glaser & Glaser, 1989; Jescheniak et al., 2009; Piai et al., 2014). On the contrary, participants name the pictures more slowly when the pictures are accompanied by semantically related distractors, for example the word duck, compared to unrelated distractors. This phenomenon, known as semantic interference effect, has also often been reported in the literature (e. g., Jescheniak et al., 2014; Lupker, 1979; Rosinski, 1977). Semantic context effects in naming tasks are assumed to arise due to different processes which result in either facilitation or interference. Facilitation effects are often attributed to priming (based on spreading activation in the lexical network, e. g., Collins & Loftus, 1975) or response congruency (e. g., Kuipers, 2008; Kuipers & La Heij, 2008). Interference effects, however, emerge either due to competitive lexical selection as proposed by competitive models (e. g., Levelt et al., 1999; Roelofs, 1992) or due to post-lexical response exclusion which is restricted to distractor words and predicted by non-competitive models such as the response exclusion hypothesis (e. g. Finkbeiner & Caramazza, 2006a; Mahon et al., 2007). Crucially, polarity and size of semantic context effects are determined by the relative strength of these 
KAPITEL 11 
202 
facilitatory and inhibitory processes (see Abdel Rahman & Melinger, 2009; Hantsch et al., 2009).  Experiments  In previous studies (see also Damian & Martin, 1999; La Heij et al., 1993; Lupker, 1979) only visual targets were used to investigate semantic context effects. Provided that semantic context effects are based on general (task-independent) processes, the effects should also become visible when another target modality is used in a naming task. Therefore, the first series of experiments reported in this thesis (Experiments 1 – 3) addresses the question whether semantic context effects can be found in a naming task with auditory targets (i. e., environmental sounds) and distractor pictures. As the findings from previous studies using distractor pictures in naming tasks appear to be not conclusive (see Damian & Bowers, 2003; Jescheniak et al., 2014; La Heij et al., 2003) and the results of Experiments 1 – 3 seem to contradict the results of some earlier studies (e. g. Geng et al., 2013; Navarrete & Costa, 2005), the aim of another series of experiments (Experiments 4 – 8) was to investigate semantic context effects in a picture naming task with distractor pictures. In addition, several factors (e. g. the amount of attention which is drawn to the distractor pictures, response set membership, visual similarity) which may have an impact on semantic interference effects in picture-picture interference tasks were tested. Finally, the focus of the last series of experiments (Experiments 9 – 11) was on the question whether semantic context effects based on response congruency (e. g., Kuipers, 2008; Kuipers & La Heij, 2008) are modulated by the modality congruency of the tested stimuli. This hypothesis was proposed by Hantsch et al. (2009; see also Hantsch et al., 2012). The authors observed a congruency facilitation effect with congruent compared to unrelated distractor words which was larger when the distractors were presented in the visual compared to the auditory modality. Due to the fact that also visual targets (i. e., pictures) were used in their study, Hantsch et al. (2009) concluded that response congruency effects might generally be larger when modality congruent compared to modality incongruent stimuli are used. To find out whether modality congruency has an impact on response congruency effects or 
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not, target pictures and sounds were used in a categorization task along with distractor words presented in the visual and auditory modality.  Results and discussion  Experiment 1 revealed that environmental sounds can be utilized as targets in chronometric investigations of speech production processes. Participants named the sounds (e. g. crowing(rooster)) more quickly when presented with congruent (e.g., rooster) compared to unrelated pictures (e.g., doorbell) which replicates the congruency facilitation effect. In addition, participants responded to the sounds more slowly when presented with semantically related (e.g., duck) compared to unrelated pictures which is known as semantic interference effect. These results demonstrate that semantic context effects are not only restricted to tasks with visual targets (e. g., Damian & Martin, 1999; La Heij et al., 1993; Lupker, 1979), but can also be found in a task with auditory targets. Moreover, in accordance with previous studies (e. g., Piai & Roelofs, 2013; Schnur & Martin, 2012) the results of Experiments 2 and 3 showed that the observed congruency facilitation effect arises during both perceptual (e. g., speeded sound identification) and post-perceptual processes (primarily priming or response congruency), whereas the semantic interference effect is primarily based on post-perceptual – but not post-lexical – processes (i. e., lexical selection by competition). This is because semantic context effects induced by distractor pictures can be explained by competitive models only (e. g., Levelt et al., 1999; Roelofs, 1992), but appear to be problematic for non-competitive models such as the response exclusion hypothesis (e. g., Finkbeiner & Caramazza, 2006a; Mahon et al., 2007) which predicts semantic interference effects to arise in tasks with distractor words exclusively. In Experiments 4 – 8, participants responded faster to target pictures (e. g., rooster) presented with congruent (e. g., rooster) compared to unrelated distractor pictures (e. g., doorbell) which is in line with the congruency facilitation effect observed in the prior experiments. More crucially, participants responded slower to target pictures presented with semantically related (e. g., duck) compared to unrelated distractor pictures which clearly shows a semantic interference effect. Moreover, it has been shown that distractor pictures in general are processed as much as is needed to induce semantic context effects in a picture naming task, even 
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if there was no additional manipulation of distractor processing (e. g., due to increased visual attention, see Experiments 4 and 5). Superimposing the pictures (in contrast to present the pictures side by side as in the previous experiments) had no impact on the reported semantic context effects (Experiment 6). In addition, it turned out that manipulating the response set membership of semantically related distractors does not change the results (Experiment 7), which was also not the case when the visual similarity of the pictures was manipulated (Experiment 8). However, it appears that the observed interference effect increases in size when semantically related pictures are also visually similar (compared to semantically related pictures which are less visually similar or visually dissimilar). Taken together, these findings are in accordance with the results of previous studies (Biggs & Marmurek, 1990; Jescheniak et al., 2014) and support the assumptions of competitive models of speech production (e. g., Levelt et al., 1999; Roelofs, 1992). In the last series of experiments, the same data pattern was observed across all experiments, regardless of whether visual (Experiment 9) or auditory targets (Experiments 10 and 11) were used. First, it turned out that participants named the targets (e. g., picture: rooster, sound: crowing(rooster)) more quickly with their corresponding category names (e. g., “bird”) when presented with congruent (e. g., rooster) compared to unrelated distractor words (e. g., whip). These results are in line with findings from previous studies (e. g., Glaser & Düngelhoff, 1984) and were observed with both visual and auditory distractor words. Second, this congruency facilitation effect was larger with visual compared to auditory distractor words, regardless of whether visual or auditory targets were used. This contradicts the assumption proposed by Hantsch et al. (2009) that response congruency effects increase in size when modality congruent (compared to modality incongruent) stimuli are used. However, it appears that response congruency effects are only modulated by distractor modality. The observation of a congruency facilitation effect which was generally larger with visual compared to auditory distractor words can probably be attributed to a lower potential of auditory (compared to visual) distractors to affect early stages of target processing within the range of distractor SOAs which were tested in both the reported and previous experiments (e. g. Hantsch et al., 2009), particularly as auditory distractors extend over time and visual distractors do not.   
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  Appendix A. Normierungsdaten der Geräusche, die in den Geräuschbenennungsexperimenten (Experimente 1 – 3) verwendet wurden. Geräusch Konzept Antwort- konsistenz  Anzahl der Wieder-holungen   (in %) M max. Hupen(Auto) AUTO 100,0 1,0 1,0 Klingeln(Fahrrad) FAHRRAD 100,0 1,0 1,0 Gitarrenklang(Gitarre) GITARRE 100,0 1,0 1,0 Läuten(Glocke) GLOCKE 100,0 1,0 1,0 Krähen(Hahn) HAHN 100,0 1,0 1,0 Bellen(Hund) HUND 100,0 1,0 1,0 Klingeln(Klingel) KLINGEL 100,0 1,0 1,0 Trommeln(Trommel) TROMMEL 100,0 1,0 1,0 Grunzen(Schwein) SCHWEIN 100,0 1,1 2,0 Muhen(Kuh) KUH   91,7 1,0 1,0 Orgelklang(Orgel) ORGEL   91,7 1,0 1,0 Wiehern(Pferd) PFERD   91,7 1,0 1,0 Staubsaugen(Staubsauger) STAUBSAUGER   91,7 1,0 1,0 Geigen(Geige) GEIGE   91,7 1,1 2,0 Miauen(Katze) KATZE   91,7 1,1 2,0 Hornsignal(Zug) ZUG   91,7 1,3 2,0 Trompeten(Elefant) ELEFANT   83,3 1,1 2,0 Sägen(Säge) SÄGE   83,3 1,1 2,0 Schneiden(Schere) SCHERE   83,3 1,1 2,0 Hornsignal(Schiff) SCHIFF   75,0 1,0 1,0 Brüllen(Löwe) LÖWE   75,0 1,2 2,0 Pfeifen(Dudelsack) DUDELSACK   66,7 1,0 1,0 Trompeten(Trompete) TROMPETE   66,7 1,0 1,0 Quaken(Ente) ENTE   66,7 1,3 2,0 Kehren(Besen) BESEN   66,7 1,4 3,0 Iahen(Esel) ESEL   58,3 1,1 2,0 Harfenklang(Harfe) HARFE   58,3 1,1 2,0 Blöken(Schaf) SCHAF   58,3 1,1 2,0 Flöten(Flöte) FLÖTE   50,0 1,0 1,0 Plappern(Affe) AFFE   41,7 1,3 3,0 Hämmern(Hammer) HAMMER   33,3 1,1 2,0 Bohren(Bohrer) BOHRER   25,0 1,5 3,0 
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Appendix B. Normierungsdaten der Geräusche, die in den Geräuschkategorisierungsexperimenten (Experimente 10 und 11) verwendet wurden. Geräusch Konzept Antwort- konsistenz  Anzahl der Wieder-holungen   (in %) M max. Hupen(Auto) AUTO 100,0 1,0 1,0 Gitarrenklang(Gitarre) GITARRE 100,0 1,0 1,0 Krähen(Hahn) HAHN 100,0 1,0 1,0 Bellen(Hund) HUND 100,0 1,0 1,0 Trommeln(Trommel) TROMMEL 100,0 1,0 1,0 Muhen(Kuh) KUH   91,7 1,0 1,0 Motorstart(Motorrad) MOTORRAD   91,7 1,0 1,0 Orgelklang(Orgel) ORGEL   91,7 1,0 1,0 Wiehern(Pferd) PFERD   91,7 1,0 1,0 Geigen(Geige) GEIGE   91,7 1,1 2,0 Miauen(Katze) KATZE   91,7 1,1 2,0 Hornsignal(Zug) ZUG   91,7 1,3 2,0 Sägen(Säge) SÄGE   83,3 1,1 2,0 Schneiden(Schere) SCHERE   83,3 1,1 2,0 Hornsignal(Schiff) SCHIFF   75,0 1,0 1,0 Schreien(Möwe) MÖWE   75,0 1,1 2,0 Schlagen(Peitsche) PEITSCHE   75,0 1,3 2,0 Schießen(Pistole) PISTOLE   66,7 1,0 1,0 Quaken(Ente) ENTE   66,7 1,3 2,0 Uhuruf(Uhu) UHU   66,7 1,3 3,0 Klirren(Schwert) SCHWERT   50,0 1,5 3,0 Hämmern(Hammer) HAMMER   33,3 1,1 2,0 Bohren(Bohrer) BOHRER   25,0 1,5 3,0 Schießen(Kanone) KANONE     8,3 1,1 2,0  
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Appendix C. Liste der Targets und Distraktorzuordnungen aus den Experimenten 1 – 8.  Target Distraktor   kongruent semantisch unrelatiert Catch/Filler 
Subset 1 
Besen Besen Staubsauger Auto Kuh Elefant Elefant Schwein Bohrer Fahrrad Fahrrad Fahrrad Auto Löwe Schaf Gitarre Gitarre Trommel Säge Elefant Glocke Glocke Klingel Schwein Schere Hahn Hahn Ente Klingel Orgel Hammer Hammer Bohrer Dudelsack Trompete Harfe Harfe Flöte Ente Besen Katze Katze Löwe Schiff Glocke Kuh Kuh Affe Flöte Gitarre Orgel Orgel Geige Hund Katze Pferd Pferd Hund Trommel Zug Schaf Schaf Esel Geige Hammer Schere Schere Säge Affe Hahn Trompete Trompete Dudelsack Staubsauger Pferd Zug Zug Schiff Esel Harfe 
Subset 2 
Affe Affe Kuh Gitarre Flöte Auto Auto Fahrrad Schaf Löwe Bohrer Bohrer Hammer Trompete Dudelsack Dudelsack Dudelsack Trompete Pferd Staubsauger Ente Ente Hahn Orgel Klingel Esel Esel Schaf Hammer Geige Flöte Flöte Harfe Besen Ente Geige Geige Orgel Katze Hund Hund Hund Pferd Zug Trommel Klingel Klingel Glocke Schere Schwein Löwe Löwe Katze Glocke Schiff Säge Säge Schere Hahn Affe Schiff Schiff Zug Harfe Esel Schwein Schwein Elefant Fahrrad Bohrer Staubsauger Staubsauger Besen Kuh Auto Trommel Trommel Gitarre Elefant Säge  
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Appendix D. Liste der Targets und Distraktorzuordnungen aus den Experimenten 9 – 11.                          Target                    Distraktor  Basisebene superordinierte Ebene                   Basisebene    kongruent unrelatiert Subset 1 Motorrad Fahrzeug Motorrad Geige Geige Instrument Geige Schere Hund Säugetier Hund Motorrad Uhu Vogel Uhu Kanone Kanone Waffe Kanone Hund Schere Werkzeug Schere Uhu Subset 2 Schiff Fahrzeug Schiff Pistole Trommel Instrument Trommel Schiff Kuh Säugetier Kuh Trommel Ente Vogel Ente Hammer Pistole Waffe Pistole Ente Hammer Werkzeug Hammer Kuh Subset 3 Zug Fahrzeug Zug Orgel Orgel Instrument Orgel Säge Katze Säugetier Katze Zug Hahn Vogel Hahn Peitsche Peitsche Waffe Peitsche Katze Säge Werkzeug Säge Hahn Subset 4 Auto Fahrzeug Auto Schwert Gitarre Instrument Gitarre Auto Pferd Säugetier Pferd Gitarre Möwe Vogel Möwe Bohrer Schwert Waffe Schwert Möwe Bohrer Werkzeug Bohrer Pferd  
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  Tabelle A1 Über Probanden gemittelte Reaktionszeiten (RZ in ms) der Erst- und Zweitaufgabe je Distraktorbedingung, getrennt nach Aufgaben-SOA, in Experiment 2 (vor und nach wechselseitigem Ausschluss fehlender Werte aus den Reaktionszeitanalysen beider Aufgaben).                                           Aufgaben-SOA                      0 ms                    500 ms Distraktorbedingung Erstaufgabe Zweitaufgabe Erstaufgabe Zweitaufgabe  RZ (vor wechselseitigem Ausschluss fehlender Werte) kongruent     619 (13) 1.119 (24)    599 (21)    876 (18) semantisch    648 (17) 1.318 (24)    604 (22) 1.177 (21) unrelatiert    639 (14) 1.239 (27)    608 (22) 1.079 (22)   kongruent – unrelatiert     -20   (5)   -120 (14)       -9   (6)   -203 (16) semantisch – unrelatiert        9   (7)      79 (15)       -4   (6)      98 (14)  RZ (nach wechselseitigem Ausschluss fehlender Werte) kongruent     618 (14) 1.115 (24)    598 (21)    874 (18) semantisch    641 (16) 1.312 (24)    604 (22) 1.175 (21) unrelatiert    633 (15) 1.232 (27)    606 (22) 1.073 (22)   kongruent – unrelatiert     -15   (4)   -117 (14)       -8   (7)   -199 (17) semantisch – unrelatiert        8   (8)      80 (14)       -2   (7)    102 (15) Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Fehlerraten werden nicht berichtet, da diese durch die unterschiedliche Aufbereitung der Daten nicht beeinflusst wurden. Erstaufgabe = Pfeilentscheidung, Zweitaufgabe = Geräuschbenennung. 
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df F p 
η G2   df F
 p η G2  
 df F 
p η G2   df 







(B)  2, 46     8.3
0 <.001 .007 
 2, 62     5.23  
 .008 .052  2, 4
6 281.68 <.001 
.468  2, 62   7
7.82 <.001 .367 
Aufgaben-SOA (S) 
1, 23     5.85   .0
24 .030  1, 31
   38.04 <.001 
.204  1, 23 231
.81 <.001 .404 
 1, 31 368.17 
<.001 .292 
B x S 
2, 46     3.35   .0
44 .003  2, 62
     2.61   .082 
.024  2, 46   16
.54 <.001 .039 








(B)  1.43, 32.94     5.6
5   .014 .005 
 2, 62     3.89  
 .026 .045  2, 4
6 266.24 <.001 
.465  2, 62   8
2.18 <.001 .368 
Aufgaben-SOA (S) 
1, 23     4.27   .0
50 .024  1, 31
   35.53 <.001 
.157  1, 23 224
.90 <.001 .397 
 1, 31 331.86 
<.001 .288 
B x S 
2, 46     1.55   .2
23 .001  2, 62
     0.53   .593 
.005  2, 46   16
.63 <.001 .039 
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Tabelle A3 Über Probanden gemittelte Reaktionszeiten (RZ in ms) der Erst- und Zweitaufgabe je Distraktorbedingung, getrennt nach Aufgaben-SOA, in Experiment 3 (vor und nach wechselseitigem Ausschluss fehlender Werte aus den Reaktionszeitanalysen beider Aufgaben).                                           Aufgaben-SOA                      0 ms                  1.500 ms Distraktorbedingung Erstaufgabe Zweitaufgabe Erstaufgabe Zweitaufgabe  RZ (vor wechselseitigem Ausschluss fehlender Werte) kongruent  1.059 (34) 1.659 (41)    969 (32)    957 (26) semantisch 1.082 (41) 1.837 (52)    978 (32) 1.238 (34) unrelatiert 1.056 (38) 1.736 (45)    975 (29) 1.168 (32)   kongruent – unrelatiert        3 (12)     -77 (18)       -6 (12)   -211 (21) semantisch – unrelatiert      26 (16)    101 (26)        3 (11)      70 (21)  RZ (nach wechselseitigem Ausschluss fehlender Werte) kongruent  1.028 (32) 1.623 (39)    962 (30)    994 (25) semantisch 1.060 (38) 1.824 (51)    963 (30) 1.232 (35) unrelatiert 1.024 (35) 1.719 (45)    973 (29) 1.173 (34)   kongruent – unrelatiert        4 (11)     -96 (20)     -11 (12)   -229 (23) semantisch – unrelatiert      36 (12)    105 (25)     -10 (11)      59 (21) Anmerkung. Der Standardfehler des Mittelwerts ist in Klammern angegeben. Fehlerraten werden nicht berichtet, da diese durch die unterschiedliche Aufbereitung der Daten nicht beeinflusst wurden. Erstaufgabe = Buchstabenentscheidung, Zweitaufgabe = Geräuschbenennung. 
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(B)  2, 46     1.9
0   .161 .002 
 2, 62     2.88  
 .063 .003  2, 4
6 100.30 <.001 
.202  2, 62   6
6.60 <.001 .276 
Aufgaben-SOA (S) 
1, 23   65.60 <.0
01 .071  1, 31
   53.49 <.001 
.079  1, 23 280
.96 <.001 .732 
 1, 31 646.56 
<.001 .792 
B x S 
2, 46     0.90   .4
12 .001  2, 62
     1.52   .227 
.002  2, 46   10
.27 <.001 .023 








(B)  2, 46     2.3
1   .111 .002 
 2, 62     1.20  
 .309 .002  2, 4
6 101.96 <.001 
.228  2, 62   5
9.01 <.001 .274 
Aufgaben-SOA (S) 
1, 23   38.82 <.0
01 .050  1, 31
   13.75 <.001 
.035  1, 23 264
.83 <.001 .725 
 1, 31 551.35 
<.001 .773 
B x S 
2, 46     3.69   .0
33 .004  2, 62
     2.79   .069 
.005  2, 46     9
.98 <.001 .022 
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Tabelle A5 Über Aufgaben-SOA gemittelte Reaktionszeiten (RZ in ms) und Fehlerraten (FR in %) der Erstaufgabe je Buchstabe, getrennt nach Orientierung, in Experiment 3.  Orientierung  normal gespiegelt Buchstabe RZ FR RZ FR B    924   6,9 1.098   8,0 F    839   2,8 1.030   2,1 G    915   4,2 1.050   3,5 K    983   7,3 1.054   6,3 L    921   9,4 1.050   2,4 P    865   4,2 1.007   2,8 Q 1.051   9,7 1.154   7,3 Z 1.303 50,3 1.355 46,5 
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(vor Ausschluss des 
Buchstabens „Z“) 
kongruent  
1.059 (34) 11,8 (
1,4) 1.659 (41) 
  6,5 (0,8)    969
 (32)   9,4 (1,0) 
   957 (26)   4,7 
(0,9) 
semantisch 
1.082 (41) 13,5 (
1,7) 1.837 (52) 
18,0 (1,6)    978
 (32)   9,0 (1,0) 
1.238 (34) 12,4 
(2,1) 
unrelatiert 
1.056 (38) 12,4 (
1,3) 1.736 (45) 
13,8 (1,8)    975
 (29)   9,0 (1,1) 
1.168 (32)   9,8 
(1,4) 
  kongruent – unrelat
iert 
       3 (12)  -0,6 (
1,3)     -77 (18) 
 -7,3 (1,7)       -6
 (12)   0,4 (1,1) 




     26 (16)   1,1 (
1,4)    101 (26) 
  4,2 (1,2)        3
 (11)   0,0 (1,1) 




s Buchstabens „Z“) 
kongruent  
1.037 (31)   6,7 (
1,3) 1.611 (37) 
  6,0 (1,0)    939
 (32)   3,7 (0,9) 
   944 (25)   4,2 
(0,8) 
semantisch 
1.061 (39)   8,0 (
1,6) 1.816 (51) 
17,0 (1,7)    952
 (31)   3,7 (1,0) 
1.241 (37) 12,2 
(2,1) 
unrelatiert 
1.039 (36)   7,0 (
1,4) 1.712 (42) 
13,5 (1,7)    949
 (29)   3,7 (0,8) 
1.171 (34)   9,2 
(1,4) 
  kongruent – unrelat
iert 
      -2 (11)  -0,3 (
1,2)   -101 (20) 
 -7,5 (1,8)     -10
 (11)   0,0 (0,7) 




     22 (13)   1,0 (
1,5)    104 (27) 
  3,5 (1,2)        3
 (11)   0,0 (0,9) 
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Tabelle A7 Reaktionszeit- und 
Fehleranalysen (AN
OVAs) einschließlich
 der Faktoren Distr
aktorbedingung und 
Aufgaben-SOA, getr
ennt für die Erst- u
nd Zweitaufgabe, in
 
Experiment 3 (vor un
d nach Ausschluss d
es Buchstabens „Z“ a














df F p 
η G2   df F
 p η G2  
 df F 
p η G2   df 
F p η G2  
 
Reaktionszeitanalyse
n (vor Ausschluss de
s Buchstabens „Z“) 
Distraktorbedingung 
(B)  2, 46     1.9
0   .161 .002 
 2, 62     2.88  
 .063 .003  2, 4
6 100.30 <.001 
.202  2, 62   6
6.60 <.001 .276 
Aufgaben-SOA (S) 
1, 23   65.60 <.0
01 .071  1, 31
   53.49 <.001 
.079  1, 23 280
.96 <.001 .732 
 1, 31 646.56 
<.001 .792 
B x S 
2, 46     0.90   .4
12 .001  2, 62
     1.52   .227 
.002  2, 46   10
.27 <.001 .023 




n (nach Ausschluss d
es Buchstabens „Z“) 
Distraktorbedingung 
(B)  2, 46     2.3
0   .112 .002 
 2, 54     3.03  
 .056 .007  2, 4
6 108.69 <.001 
.241  2, 54   7
1.99 <.001 .349 
Aufgaben-SOA (S) 
1, 23   96.60 <.0
01 .089  1, 27
   68.32 <.001 
.174  1, 23 271
.14 <.001 .722 
 1, 27 631.68 
<.001 .806 
B x S 
2, 46     0.59   .5
59 .001  2, 54
     0.54   .585 
.001  2, 46    7
.91   .001 .020 







(B)  2, 46     0.3
5   .706 .002 
 2, 62     0.37  
 .693 .000  2, 4
6   39.40 <.001 
.234  2, 62   1
6.98 <.001 .132 
Aufgaben-SOA (S) 
1, 23   15.59 <.0
01 .074  1, 31
   29.25 <.001 
.013  1, 23   12
.18   .002 .066 
 1, 31     9.02 
  .005 .034 
B x S 
2, 46     0.74   .4
83 .005  2, 62
     0.65   .524 
.001  2, 46     1
.73   .189 .012 
 2, 62     1.99 
  .145 .006 
 
Fehleranalysen (nach
 Ausschluss des Buc
hstabens „Z“) 
Distraktorbedingung 
(B)  2, 46     0.5
2   .597 .002 
 2, 54     0.31  
 .736 .003  2, 4
6   33.36 <.001 
.226  2, 54   1
6.49 <.001 .140 
Aufgaben-SOA (S) 
1, 23   20.22 <.0
01 .085  1, 27
   27.16 <.001 
.103  1, 23   15
.72 <.001 .058 
 1, 27    9.33 
  .005 .033 
B x S 
1.61, 36.93     0.36   .6
55 .002  2, 54
     0.32   .729 
.003  2, 46    1
.07   .352 .008 
 2, 54    1.21 
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