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In Escherichia coli (E. coli), Z-ring formation precedes the assembly of the membrane 
that partitions a cell into two daughter cells. Interestingly, at the beginning, as these FtsZ 
proteins are expressed, they first preferentially locate at the two cell poles. Afterwards, 
once the cell nucleoid splits in two and moves to the focal points of the cell, the FtsZ 
proteins start forming a ring at midcell, in between the nucleoids. Finally, the ring be-
comes a circle, where the septum separating the nascent daughter cells forms. Despite 
being the focus of intensive studies over the last decades, proper understanding of the 
exact role of the FtsZ protein in cell division is still lacking and, for example, to date there 
is yet very limited knowledge concerning the mechanisms responsible for the disassembly 
process of the Z-ring formation following cell division. This means that a proper study of 
the Z-ring formation requires observing many cells over significant periods of time and 
frame rate by time-lapse microscopy.  
In this thesis, we have made use of the most recent methods of image processing and 
machine learning to identify and classify the stage of ring formation from microscopy 
images. We, first, segmented the cell images from microscopy images using a custom-
made software. Next, we performed the sample selection technique to remove biologi-
cally uninformative samples. After that, we extracted statistical features, i.e. mean and 
standard deviation (std), from selected samples and then the samples were labelled by a 
biologist. We made use of labelled data to perform straightforwardly learning and classi-
fying tasks. Based on the presented data, we preferably applied three supervised classifi-
cation methods, namely, Decision Tree (DT), Support Vector Machine (SVM), and Reg-
ularized Multinomial Logistic Regression (RMLR). A model was generated by using 
pairs of feature sets and labels. Then the accuracy of the model was tested using the la-
belled test set, which is not the same as used data in model building. 
As a result, we compared the efficiency of classifiers by evaluating their performances. 
We found that RMLR performs better than two other classifiers. In the following, to check 
if the performance of the classifiers would improve, we increased the number of labelled 
data. Our results demonstrate significant improvement in classification performance of 
all three classifiers. However, The RMLR outperforms the other two classifiers. Accord-
ingly, in the future we will use the RMLR algorithm to perform studies where the asym-
metries arising from the stochasticity of FtsZ ring formations are analyzed. 
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1. INTRODUCTION 
Cell division is an essential process for ensuring the continuation of survival of all living 
organisms. In this event a mother cell is divided into two daughter cells by following an 
appropriate trajectory to make sure that the offsprings are similar to the mother cell. Cell 
division in Escherichia coli (E. coli) is organized by a large protein complex called the 
divisome, which is a dynamic hyperstructure [1]. Among the encoded proteins, FtsZ is 
the one that acts from the start of septation by forming FtsZ ring. This FtsZ protein is 
required until the ﬁnal step of division. 
Presently, it is believed that the accuracy in symmetry in the process of cell division in E. 
coli results from the existence of two processes that are combined to obtain the desired 
effect. One is nucleoid exclusion [2], [3] while the other are the well-known MinCDE 
oscillations [4], [5]. While nucleoid-exclusion prevents Z-ring formation in the regions 
occupied by these dense structures, the Min system inhibits formation of Z-rings at either 
of the cell poles [6]. 
When the FtsZ gene is fused with a green fluorescent protein (FtsZ-GFP) to visualize its 
spatial dynamics [7], [8], one observes three apparent stages over time [9], [10]. At the 
beginning, once FtsZ proteins are expressed, they preferentially locate at the poles. Then, 
they form two dots at the cell center, located at opposite sites along the minor axis (open 
ring state). Finally, a circle ring is generated at the cell center, where the septum separat-
ing the daughter cells forms (closed ring state). In case the temporal-spatial organization 
of FtsZ is noisy, which means existence of timing and location differences between cells, 
its study requires observing many cells by time-lapse microscopy. One important contri-
bution to a better understanding of Z-ring formation is the study of this process using 
image processing and machine learning techniques. Namely, the goal is to gain infor-
mation unbiasedly from many cells and then assess at which stage the Z-ring formation 
is, since depending on the stage, its behavior will differ significantly when subject, e.g., 
to perturbations. 
With that aim, here, from data that consists of confocal microscopy of FtsZ-GFP express-
ing cells, we use tailored image processing techniques and test various machine learning 
techniques for automatically segmenting and then classifying cells from microscopy im-
ages according to the stage of formation of the FtsZ ring in the cell. Since the dataset used 
in this work is obtained from time-lapse microscopy, the first goal of this work is sample 
selection, which leads to improve performance of the classifiers. The second goal is fea-
ture extraction, which is performed to gain biologically informative and non-redundant 
information from selected samples, and also to reduce the dimension of images. The third 
goal is to label selected samples by a biologist, according to the description of the stages 
of the FtsZ ring formation. The fourth goal is to apply multiclass classifiers to classify 
samples using three different supervised methods. 
The following chapter presents the background to E. coli, cell division, stages of the FtsZ 
ring formation, and machine learning field. In Chapter 3, we introduce the materials and 
methods used in this work. This chapter also consists of theoretical presentation of used 
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supervised methods followed by a description in different performance measures in clas-
sification tasks. In Chapter 4, we present the results of this work. Chapter 5, contains the 
discussion, conclusion.  
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2. BACKGROUND 
2.1 Escherichia coli 
Escherichia coli, which is the model organism used in this thesis, is a non-spore, rod 
shaped, facultative anaerobe, and is a Gram-negative bacterium. In normal environmental 
conditions, this bacterium is 2.0 μm long and 0.25-1.0 μm wide [11]. 
There are several important growth factors (e.g. time of culture harvest, composition of 
the cultivation media, temperature, pH, etc.) that need to be optimized [12], [13], in order 
for this organism colonies to achieve optimal growth. 
Although E. coli cell’s preferred environment is the lower intestine of warm-blooded an-
imals and, thus, it grows optimally at 37°C, it will not die if located outside such bodies 
or if the temperature of the environment is radically changed. However, the growth rate 
of the cells will be severely slowed down. In a laboratory setting, E. coli cells can be fed 
easily and cheaply and they grow relatively fast [14], [15]. Also, they are quite robust to 
genetic manipulations. For these reasons it has become a model organism for studies of 
gene expression.  
Consequently, there have been a wide range of studies where genes are introduced by the 
use of plasmids. This has the intention of, e.g. achieving higher-than-natural levels of 
protein expression [16], [17]. One signiﬁcant application of E. coli cells was its use to 
produce human insulin in large amounts [18]. For this, the cells were genetically manip-
ulated using recombinant DNA technology. Similarly, these cells were the ones used in 
ground breaking studies that led to a better understanding of bacteriophage genetics [19]–
[21] and thereby of viruses’ genetics as a whole. 
More recently, and supported by the rapid advancements in cell microscopy, genetically 
modiﬁed E. coli cells, such as the DH5α-PRO strain [22], [23], have been used the sup-
porting organism for studies of the physical properties of cells’ cytoplasm [22], [24]. They 
were also used in studies regarding where cellular components, such as plasmids and ri-
bosomes, locate during a cell cycle [25], [26]. 
Similarly, these organisms have been used to investigate the processes leading to the ag-
gregation of protein molecules in live cells [27], [28], the segregation of unwanted aggre-
gates to the cell poles [29], [30], and cell division [5], [31], [32], among others.  
Following this strategy, and taking into consideration the existing constructs of fluores-
cent proteins for this organism, we use E. coli as the model organism in our research. 
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2.2 Cell division 
Cell division, or cytokinesis, is an essential process that takes place in the cell cycle of 
prokaryotes. In this event, a mother cell divides into two daughter cells, following a tai-
lored process that has evolved to ensure that the progenies are as similar as possible to 
the mother cell, at least in what concerns the genetic material. For this to be possible, 
division is tightly regulated in both time as well as in space. Namely, the cell needs to 
ensure that the division only occurs at the proper time (e.g. only after the chromosome 
has been replicated) and at the predicted position, so that both mother and daughter cells 
retain the desired materials [33]. 
E. coli cells, because of being rod-shaped, grow by elongating along their major axis 
when under stable growth conditions. Meanwhile, they have little to no variation in width 
from one generation to the next [34], [35]. At a certain stage of elongation, the assembly 
of the constriction plane that deﬁnes the future point of cell division [34], [36] is initiated 
by a septum, almost precisely at the midpoint of the major cell axis [37], [38]. 
The event of cell division, that results in two morphologically identical cells, each with a 
copy of the chromosome of the mother cell, is programmed in such a way that it occurs 
at a speciﬁc cell length [39], [40]. Because of this, the event of cell division in these 
organisms is considered to be a largely deterministic process, since there is a very little 
variance where the point of division is located as well as when the division takes place 
[34], [41].  
Cell division in E. coli is arranged by the action of at least ten proteins [42], which clearly 
demonstrates that this is both a highly regulated as well as a significantly complex pro-
cess. Recent studies have made substantial progress in better understanding how these 
proteins assemble at the cell septum [8], [43]. Currently, it is believed that the expression 
of these proteins is controlled by temperature-sensitive genes (fts), namely, ftsA, ftsI, 
ftsK, ftsL, ftsN, ftsQ, ftsW, ftsZ, and zipA, etc. [8], [44]. FtsZ is believed to act from the 
start of septation by forming the FtsZ ring [8], until the end of the entire division process 
where it disassembles. Because the FtsZ protein is required from start until the ﬁnal step 
of cell division, it is one of the best characterized and most thoroughly-studied cell divi-
sion proteins  [8], [42], [45].  
Another important set of proteins that is part of the arsenal of E. coli to achieve cell divi-
sion is the MinC, MinD and MinE set of proteins, also known as the ‘Min system’ (Figure 
1) [45], [46]. These three proteins create a dynamic oscillation along the major cell axis 
that inhibits FtsZ ring formations prior to division and at the wrong places (namely, at the 
cell poles). In particular, the Min system produces a dynamic distribution of Min proteins 
whose minimum, at midcell, is used as a signal by the FtsZ proteins to assemble there and 
form the division site in between the two formed nucleoids [46].  
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More recently, single cell level observations have led to suggestions that the degree of 
variability of the location of the minimum in MinD concentration is too high in order to 
explain the very high accuracy of the degree of symmetry in cell division [46]. Something 
else should thus be contributing to this level of symmetry. 
Based on this and subsequent studies, it was suggested that, while the Min system is in-
deed the one responsible for placing the division point far from the cell poles [45], it is 
the process of volume exclusion due to the presence of the two nucleoids at the focal 
points along the major cell axis that confers the additional degree of precision, i.e. sym-
metry, that is observed in the division process of E. coli cells [3]. Subsequent studies 
making use of live single cell imaging confirmed these predictions, as described below. 
This co-operation between the Min system and the volume exclusion mechanism, that is 
caused by the high-density nucleoids at midcell, is nowadays believed to be what ensures 
the accurate symmetric positioning of the FtsZ-ring. This is illustrated in Figure 1, which 
is reprinted from [47] with permission from the Cold Spring Harbor Perspectives in Bi-
ology. 
These conclusions have been supported by several additional observations. For example, 
it has been shown that when irregular nucleoid movements occur, they aﬀect the angle 
and the position of the constriction plane and that, consequently, the division site locali-
zation is affected, leading to asymmetric division events [31], [48]. Furthermore, when 
visualized by microscopy at the single cell level, it is easy to note a visible co-localization 
between the nucleoid-free region at midcell and the division point, observed in both nor-
mal and aberrant-shaped cells [49]. 
Finally, recent study by [2] showed that in cells where the two nucleoids are more apart 
from each other, their degree of asymmetry in division is higher than in other cells. It also 
showed that, if the two nucleoids were asymmetrically positioned relative to midcell, the 
division point would be correspondingly misplaced, thus demonstrating the contribution 
from the nucleoids positioning to the symmetry of the process of cell division.  
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Figure 1. The positioning of the FtsZ ring by two independent systems, 
namely nucleoid occlusion and MinCDE oscillation in E. coli. (A) nucle-
oid occlusion regulates temporal and spatial of cell division (B) The Min 
system inhibits the polar cell division events (C) Cooperation of the nu-
cleoid occlusion and Min systems [47]. 
2.3 Stages of the FtsZ ring formation 
In general, when an E. coli cell divides, the placement of the division site, while based on 
events that are stochastic in nature, occurs so that it locates accurately at the cell center, 
where the Z-ring is constricted [6]. Consequently, this process generates two nearly equal-
sized daughter cells, which initially have half the length of the mother. The stochasticity 
of the process is only visible in the fact that, in a few cases, the division site is misplaced 
and that, when such biasing occurs, it is irrespective of the pole age [2]. 
As discussed in the previous section, the accurate symmetry in cell division in E. coli is 
believed to result from the combined efforts of two independent mechanisms, namely, 
nucleoid exclusion [2], [3] and the MinCDE oscillations [4], [5]. While the higher density 
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of the nucleoids, relative to the cytoplasm, prevents Z-ring formation in the regions oc-
cupied by these nucleoids, the Min system inhibits formations at the cell poles by mini-
mizing its signal at midcell [6].  
During the cell cycle, the Z-rings exist in significantly different polymerization states   
[8], and these changes occur particularly during constriction. Aside from this normal be-
havior, under certain stresses they have been observed to be able to form and disassemble 
far more rapidly, ranging from 1 to 3 min for assembly and 1 min for complete disassem-
bly [50]. This indicates that the spatial organization of these proteins can be seen as a 
rapid process, particularly when compared to other cellular processes, including the 
movement of the nucleoids to the focal points of the cell. This may in addition mean that 
the formations might not be very stable in nature.  
When the FtsZ gene is fused with a green fluorescent protein (FtsZ-GFP) to visualize its 
spatial dynamics [7], [8], one observes three apparent stages during the cell cycle [9], 
[10]. First, (i) the cells do not exhibit any visible ring, with most FtsZ proteins being 
dispersed in the cell poles; (ii) next, the cells exhibit two fluorescent dots located at 
midcell along the major cells axis, and at opposite positions from one another along the 
minor axis (open ring state) and (iii) finally, cells exhibit a distinct narrow band at the cell 
center (closed ring state), which is indicative of the completion of the constriction wall.  
Examples of cells whose FtsZ proteins, spatial distributions are in these three stages are 
shown in Figure 2. 
 
Figure 2. Example presentation of confocal microscopy images of cells 
expressing Ftsz-GFP proteins at different stages. (A) cell with most FtsZ 
proteins at the cell poles; (B) cell in an “open ring” state; and (C) cell in 
a “closed ring” state. 
If one wants to study the various underlying processes of the cell wall formation based 
on the Z-ring dynamics using automated methods of analysis of the microscopy images, 
it is necessary to first create methods capable of classifying at which stage of Z-ring for-
mation a cell is, at the moment the image was taken. Else, the problem will be too complex 
for present automated image analysis techniques and the outcome of the analysis will not 
be informative. 
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With the goal of finding the best automated methods of classification of the stages of Z-
ring formation in individual cells from multi-modal microscopy images, we tested a va-
riety of image processing and machine learning techniques and compared their efficiency 
to achieve the desired aim. 
2.4 Machine learning and classification 
Machine learning (ML) emerged from a question of how to engineer computer programs 
that can automatically improve with experience. Arthur Samuel described ML, in 1959 
[51], as a “field of study that gives computers the ability to learn without being explicitly 
programmed”. In other words, ML is programming computers to maximize efficiency 
and performance criteria by utilizing example data or past experience. There is a model 
containing a set of parameters, and learning is a process to perform a computer program 
to optimize the parameters of the model using the training data or past experience. The 
model can be defined based on the ML applications. It can be predictive that focuses on 
predicting in the future, or descriptive that refers to obtain more important information 
and knowledge from data, or both. To build mathematical models, the theory of statistics 
is introduced to the ML, because the major task is to gain logical conclusions from a 
sample.  
In ML, while training the model, to assess the optimization problem and to store and 
process the huge volumes of data we generally have, it is required to define efficient 
algorithms. The representation and algorithmic solution of the learned model needs to be 
efficient as well. In certain applications, the efficiency of the learning becomes as im-
portant as its predictive accuracy.  
Training data used in machine learning (ML) algorithms, to build a model, can be labeled 
or unlabeled. In labeled training data, we can build a model based on the measured vari-
ables, or response variables, while in unlabeled training data the value of the response 
variable is unknown. Regarding to the availability of labels in training data, there are three 
forms of learning, namely, supervised, unsupervised, and semi-supervised. 
In supervised learning, also called ‘learning with a teacher’, labels of the training data are 
provided by a supervisor and the goal is to learn a model, using the labeled data, to gain 
a mapping function between training data, called the inputs, and their labels or outputs 
[52]. Two central problems in supervised learning are classification and regression. In 
supervised algorithm, there is an input, X, and an output or response variable, Y. We 
define a model as: 
𝑌 = 𝑔(𝑋|𝑤), 
where 𝑔(. ) is the model and w are its parameters. In the case of regression, Y is a number 
and 𝑔(. ) is the regression function. In classification, Y is a class label (i.e. 1/0) and 𝑔(. ) 
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is the discriminant function that separates the samples of different classes. The role of 
machine learning algorithm is to optimize the parameters of the model, w, such that the 
estimation error would be minimal, that is, minimizing the difference between estimation 
of the values of response variables, Y, and the correct values given in the training set. 
In unsupervised learning or clustering, there is only unlabeled training data as inputs and 
we do not have any teacher, or supervisor. The aim of unsupervised learning is to find 
interesting patterns and regularities, namely similarities, in the input space. This means, 
the input instances are clustered or grouped based on their similarities. Due to lack of 
supervision for unsupervised techniques, their performance estimation is based on the 
subjective assessment, there are no standard methods to quantify the performance. In this 
case, heuristic techniques can be applied to evaluate the performance on a case-by-case 
basis. 
In many ML applications, it is often difficult, time consuming, and expensive to provide 
labeled instances, as they are collected from efforts of experienced human annotators. 
Semi-supervised learning can be presented to assess this problem by taking both labeled 
and unlabeled data together into account to train a classifier. In the learning process, semi-
supervised learning falls between supervised and unsupervised learning and contains ben-
efits of both methods. 
In present days, one of the most widely used techniques that has emerged from machine 
learning is classification. The primary goal of this technique is to predict a category or 
class ‘y’ from a certain number of inputs ‘x’. This technique is used in a broad array of 
applications, including image or object classification, medical diagnosis, risk assessment, 
spam detection, and effective analysis. 
In classification problems, in the broadest sense, the learning processes can be driven by 
any method that can integrate information from training patterns or from instances into 
the model of a classiﬁer. The learning process is performed by algorithms that are con-
structed to reduce the classification error based on a set of training data.  
2.4.1 Feature selection  
Systems usually have a large number and wide variety of features, or variables. Also, in 
general, not all these features affect the process of the system that we aim to study. Be-
cause of that, in general, to study a complex process performed by a given system, we 
need to apply some feature selection. For this, feature selection techniques have been 
developed. These are techniques capable of selecting which features of the system should 
be used to characterize the process. 
Based on their relevance, in the field of feature selection, the features of a system are 
usually categorized into 4 types, namely, irrelevant, redundant, weakly relevant (may be 
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necessary), and strongly relevant (cannot be removed). In general, a set of useful features 
includes all strongly relevant features, some of the weakly relevant features, and none of 
the irrelevant or redundant features.  
When dealing with classification problems, in order to improve the classifier performance 
and thus obtain a greater understanding of the data based on the performance of the clas-
sification tasks, one usually starts by using some feature selection method as a dimension 
reduction technique [53]. 
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3. MATERIALS AND METHODS  
3.1 Chemicals 
To produce the bacterial cultures, the cells were grown in Luria-Bertani (LB) medium (10 
g of tryptone per liter, 5 g of yeast extract per liter, and 5 g of NaCl). In addition to this, 
antibiotics were added to this media, to guarantee the maintenance of the plasmid in the 
cell colony (purchased from Sigma-Aldrich). Next, in order to induce the expression of 
FtsZ-GFP, isopropyl-β-D-1-thiogalactopyranoside (IPTG) was added to the culture prior 
to visualization of the cells under the microscope. Finally, agarose was used for micro-
scopic slide gel preparation. 
3.2 Strain, Plasmids and Medium 
The E. coli CM735-derived strain NK9386 was used to express the gene hupA::mCherry, 
under the control of the native promoter, which is incorporated into the chromosome [54] 
(a kind gift from Nancy Kleckner, Harvard University, U.S.A). Additionally, this strain 
was transformed with pEG12-ftsZ::gfp [7] (kind gift from Kenn Gerdes, Copenhagen 
University, Denmark), which is under the control of a Lac promoter, and thus requires 
induction by IPTG (see above). Overnight cell cultures were grown in LB media with the 
antibiotic Ampicillin for 15 hours at 37 °C with shaking (250 rpm), prior to being pre-
pared for visualization under the microscope. 
3.3 Induction of FtsZ-GFP Expression 
To prepare cells for visualization under the microscope, overnight cultures were diluted 
into fresh LB media with ampicillin. These subcultures were then left in the incubator at 
37 °C with shaking (250 rpm) until the cells grew to midlog phase (OD600 ~ 0.3).  At this 
point, Ftsz-GFP expression was induced by adding 40µM IPTG to the culture. Cells were 
then left in the incubator for an additional 30 minutes prior to microscopy. 
3.4 Live cell imaging methods 
Fluorescence microscopy was used for the visualization of the cells, as well as of the 
FtsZ-GFP proteins within. The steps of the microscopy techniques, which were employed 
to produce the images that were analyzed and classified, is provided as follows: FtsZ-
GFP proteins were chosen to be observed since, first, GFP is a highly fluorescent protein 
that has a self-contained fluorophore. Also, it has no known external substrate require-
ments other than molecular oxygen [55].  
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This protein is a well-established valuable tool in probing the localization of proteins 
within living cells of many species [56], in particular bacteria [57]. Our present results 
shown in subsequent sections are also supportive of this, by indicating that FtsZ-GFP is 
a useful tracker of the dynamics of the underlying processes of bacterial cell division. 
Meanwhile, FtsZ is tracked because in our current understanding of how bacterial cell 
division occurs, this protein forms a ring that informs other cellular components where 
the division plane should locate, by creating a cytoskeletal framework for the subsequent 
action of other proteins such as FtsA. In support, it is well-established that FtsZ and FtsA 
proteins tagged with green fluorescent protein (GFP) colocalize in living bacterial cells 
in the space between the two segregated nucleoids prior to division.  
Interestingly, under certain stresses, cells with elevated levels of FtsZ–GFP or FtsA–GFP 
exhibited bright fluorescent spiral tubules that spanned the length of filamentous cells. 
This abnormal behaviour suggests that FtsZ may form unlocalized spirals under some 
conditions and that FtsA can bind to FtsZ in such cases.  
In the case of the data analyzed in this thesis, the cells were imaged using a Nikon Eclipse 
(Ti-E) inverted microscope with a 100x objective. Phase-Contrast images were acquired 
using a charge-coupled device (CCD) camera (DS-Fi2, Nikon). Confocal microscopy was 
utilized to detect IbpA-YFP aggregates (exposure using 488 nm laser) and HupA-
mCherry tagged nucleoids (exposure using 543 nm HeNe laser).  
Epifluorescence microscopy using a mercury lamp for UV exposure was used to detect 
the DAPI-stained nucleoids. Temperature controlled chamber was used to keep the mi-
croscopy slides at 37 °C during image acquisition. When capturing the time series, images 
from the confocal channels were acquired every minute for one hour to track the dynamics 
of the aggregates and the nucleoids. 
To image the dynamics of Z-ring formation and its stages of development, multi-modal 
confocal (for detecting the ring and the nucleoids) was used as well as phase contrast 
microscopy (for detecting cell borders). As mentioned above, for image acquisition, FtsZ-
GFP induced cells were placed on 1% agarose gel pad prepared in LB and supplemented 
with 40µM IPTG.  
The FtsZ-GFP fluorescence was visualized under the fluorescent confocal microscope 
using a 488 nm argon ion laser (Melles-Griot) and a 515/30 nm detection filter. Images 
were acquired using a medium pinhole, gain 90 and 3.36 µs pixel dwell.  
In general, cells were visualized once, 1 hour after inducing the expression of FtsZ-GFP. 
The confocal images and the phase contrast images were taken nearly at the same time to 
ensure co-localization of the cells in the two images. Phase contrast images were captured 
solely for the purpose of cell segmentation.  
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Note that even though it would be desirable to sample the FtsZ proteins locations over 
time to characterize their dynamics, in practice, due to the current limits of production of 
these proteins by our cells, this is strongly limited by a phenomenon called photo-bleach-
ing. This phenomenon occurs because each fluorescent protein molecule has only a lim-
ited number of photons it can produce following radiation, after which it loses its fluores-
cence capacities [58].  
Since imaging the cells multiple times would lead to higher exposure to the laser, the 
photon ‘budget’ of each FtsZ-GFP would rapidly be depleted, leading to the bleaching of 
these proteins, which would make the assessment of the spatial localization of the Z-rings 
less accurate.  For this reason, the images of cells that were imaged only once were not 
analyzed. In any case, since the observed cells’ division process is far from synchronized, 
by observing many cells, it was being able to collect images of cells at many stages of 
division, which provided a general picture of the dynamics of the process of division. 
Next, we describe the microscopy methods employed in more general terms and detail 
[8]. 
3.5 Microscopy 
Microscopy is a technique that uses a device for enlarging small objects so that they be-
come visible. To do this, the device makes use of optical magniﬁcation techniques whose 
goal is to increase the distance between the rays of light on the plane of projection. This 
technique is currently a rapidly evolving technology that has become the primary tool for 
analyzing dynamical processes in live cells.  
Modern ﬂuorescence microscopy techniques enable the imaging of cells as well as of 
organelles and other subcellular structures at high frame rates in individual live cells, and 
even inside living animals. In this section, we describe some of the most common mi-
croscopy techniques, with special focus on those that were used to obtained the images 
that were analyzed here. 
3.5.1 Fluorescence microscopy 
Imaging individual proteins, proteins aggregates, or organelles can be done in live cells 
via ﬂuorescence microscopy. For this to be possible, the cells need to contain fluorescent 
proteins or chemicals. 
A ﬂuorescence microscopy measurement works as follows. First, one has to illuminate a 
certain specimen with light (excitation light) at a speciﬁc wavelength that will cause that 
specimen (the ﬂuorescent molecules, or ﬂuorophores), to emit light (emission light). Im-
portantly, it does so at a diﬀerent wavelength than that of the excitation light, which al-
lows distinguishing between the two, provided the proper light filters.  
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One ﬂuorescence microscope technique is called epi-ﬂuorescence microscope, which 
makes use of a wide-ﬁeld illumination, where the whole specimen needs to be illuminated 
at once by ﬁltered light emitted from a lamp. The emitted light from the sample is then 
ﬁltered and has to be collected by a camera [59]. 
In ﬂuorescence microscopy, the specimen is visualized with the use of a ﬂuorescent ‘la-
bel’. This label consists of a ﬂuorophore that needs to localize in the region to be ob-
served, such as the cytoplasm of the nucleoid, or it needs to be tagged to the object to 
being observed, such as to an organelle, the DNA or a protein.  
Such labels are commonly referred to as ‘stains’ or ‘dyes’. In live-cell imaging, particu-
larly when performing time-lapse microscopy over large time scales, it is often required 
that the ﬂuorophore does not hinder cellular functions. Else, the cell behaviour might be 
perturbed to a level such that it no longer is a proper model of the real system. As an 
extreme example, if a label kills a cell after a few minutes, the observed behaviour after-
wards will no longer be valuable information on how the cell behaves when alive.  
The best label to use depends significantly on what information one wants to extract. A 
more common example is DAPI. It is a commonly used stain that binds to the DNA, and 
due to being easily visualized, it is therefore used for visualizing the nucleus of cells. The 
drawback of using this stain is that it interferes heavily with vital cellular processes, such 
as transcription. As such, it is useful to observe how the nucleus (or nucleoids in the case 
of bacteria) looks at a given moment in time but, for example, it will affect too much the 
experimental results of time series measurements. 
Fluorescent proteins on the other hand, are ideal for time series measurements, since, in 
general, they interfere only weakly with the growth of the host cells [60]. These proteins 
were originally extracted from animals such as jellyﬁsh, which express them naturally. It 
is required, however, stronger laser power, which needs to be used with care, since it can 
affect cells. 
One commonly observed organelle is the mitochondria. In most microscopy-based stud-
ies of mitochondria, the label used is a fusion of a protein that localizes in the mitochon-
drial matrix or intermembrane space, and of a ﬂuorescent protein. One common label is 
mitoDsRED2, which is a fusion between the red ﬂuorescent protein DsRed2 and the mi-
tochondrial-targeting component of the human cytochrome c oxidase. Such studies can 
be conducted even in live animals. For this, the animals have to be genetically modiﬁed 
in order to express the ﬂuorescently labelled proteins. As an example, [61] made use of a 
transgenic mouse line that selectively expresses mitochondria-targeted ﬂuorescent pro-
teins in neurons. 
The main problems in live cell microscopy are usually those associated to cell ‘photo-
damage’. Namely, exposure to light is known to cause significant perturbations in cell 
homeostasis; which is referred to as photodamage. It is believed that photodamage is 
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mainly a result of light interacting with the ﬂuorescent molecules, that causes them to 
become chemically reactive. This in turn causes the generation of reactive oxygen species 
(ROS) in cells [62]. 
In mammalian cells, well-known eﬀects of photodamage are delayed mitosis, or a com-
plete arrest of the cell cycle. Interestingly, the eﬀects vary widely between cell types, as 
well as between individual cells. Cells can also become more sensitive to photodamage 
if aﬀected by other stress factors for unknown reasons, and thus particular care is needed 
when imaging cells already in stress conditions [63]. 
When imaging spots or organelles inside cells, epi-ﬂuorescence microscopy resolution is 
insufficient. Because of this, epi-ﬂuorescence imaging is often supplemented with decon-
volution methods, which attempt to increase the resolution by mathematically inverting 
the blurring [64]. To avoid out-of-focus illumination existing in epi-ﬂuorescence and to 
enhance resolution, several methods have been developed, with the most commonly used 
one being confocal microscopy. Confocal microscopy reduces the focal volume, therefore 
reducing the out-of-focus light with a pinhole. A drawback of this is that the sample is 
illuminated only one volume at a time and must be scanned, which slows down the im-
aging. The speed can be improved with certain setups, such as using spinning-discs that 
illuminate simultaneously multiple regions of the sample.  
The enhanced resolution of confocal microscopy is achieved by passing the emission sig-
nal through a pinhole aperture before reaching the detector, because this allows discarding 
much of the light from outside of the illumination volume. This method is therefore 
eﬀective at optical sectioning, i.e. in being able to image three-dimensional objects as 
series of thin sections at diﬀerent focal planes [59].  
While confocal microscopy is eﬀective for single-cell imaging, in general it is not well 
suited for imaging tissues. For example, the depth of the imaging is very limited (approx-
imately 40 µm), because the tissue causes strong scattering of the light [65]. Also, the 
excitation light, as it passes through the tissue, causes a large amount of photodamage. 
For these reasons, a more suitable technique would be multiphoton microscopy, which 
uses multiple light pulses to excite any given ﬂuorophore simultaneously.  
This will cause emission at a wavelength higher than that of the individual pulses, which 
will allow imaging much deeper inside the tissue, due to the strong decrease in the degree 
of scattering of the light. Additionally, the excitation pulses do not need to be of as high 
energy as when using confocal microscopy. The photodamage in the out-of-focus regions 
will thus be much reduced. 
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3.5.2 Phase contrast microscopy 
Phase contrast techniques aim to enhance small variations in phase between neighbor 
points in space so as to make objects more visible, by transforming these variations into 
differences in amplitude instead. For example, as one moves in the space of the image 
from a pixel with a cell to a pixel without a cell, there will be small phase changes. If 
these can be transformed into differences in amplitude, our eyes will more easily locate 
where the cell border is. 
Importantly, this can be done based on visible light, which is not harmful to cells, allow-
ing to observe them without killing or causing much damage. In general, this technique 
is used to complement other microscopy techniques. For example, one can use confocal 
microscopy to visualize proteins inside the cells, and phase contrast to detect where the 
cell borders are. 
3.6 Image Analysis 
In this thesis, we used image analysis tools to reveal relevant information from the mi-
croscopy images, which it is then used to reveal underlying biological mechanisms of 
these cells. For the image analysis tasks, we made use of existing custom-made 
MATLABTM tools, developed in succession [29]. The analysis steps and the used methods 
are described in more detail in the following subsections. 
3.6.1 Methods of cell segmentation 
The first step in the image analysis step was cell segmentation, segmenting the cells from 
the background. Cells were detected and segmented from the phase contrast images using 
a custom-made software that integrates the software ‘MAMLE’ [66] and ‘CellAging’ 
[29]. 
MAMLE (Multi-resolution Analysis and Maximum Likelihood Estimation) performs the 
segmentation of individual cells from the image in two steps. First, it over-segments cells 
by multi-resolution edge detection that makes use of information on the morphological 
properties of the cell (i.e. assumes a specific shape and some expected upper and lower 
limits of size). Next, the over segmentation is corrected. That is the various regions are 
merged so as to maximize the “cell likeness” objective function for all cells. This is per-
formed by a maximum likelihood based method.  
Meanwhile, CellAging is a tool that was designed to automatically extract information on 
the inner fluorescence of E. coli cells. From either fixed or time-lapse microscopy images, 
it performs cell segmentation, aligns the phase contrast and ﬂuorescence images, per-
forms lineage construction in the case of time series, and then informs on the fluorescence 
within the cells at any given point in time. In CellAging tool, the segmentation is based 
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on the Gradient Path Labeling technique [29] and uses classiﬁers to merge and dismiss 
segments. The classiﬁers are constructed using a Classiﬁcation and Regression Trees al-
gorithm [29], and are pre-trained by an expert [67]. 
By using the integrated software, first, cells are segmented automatically, the image is 
split into separate regions occupied by each cell, then the result of segmentation is cor-
rected manually. During the segmentation process, the dimensions, location, and orienta-
tion, of segmented cells are measured and extracted by applying principal component 
analysis (PCA) technique [26]. In the following, fluorescence images (which visualize 
FtsZ-GFP) were automatically aligned to phase contrast images by ‘CellAging’ [29]. Fi-
nally, CellAging automatically aligns the ﬂuorescence images with the segmentation re-
sults.  
The output of the segmentation process comes in the form of masks, which denote the 
regions occupied by each individual cell. Based on these masks, the information inside is 
then collected depending on our goals. Here, we were mostly interested in the spatial 
location of FtsZ-GFP proteins and thus, on the degree of fluorescence in each cell pixel. 
Figure 3 describes simply the cell segmentation step that has been done in this study. 
When the cells were segmented automatically, by using the integrated tool, we corrected 
the segmentation result manually to ensure all cells have been segmented as well as pos-
sible, which leads to gain more accurate data for the classification process. 
 
Figure 3. Automatic cell segmentation using integrated software, MAMEL 
and CellAging. The final segmentation result was corrected manually. 
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3.6.2 Methods of Data pre-processing  
Pre-processing steps play an important role in classification problems.  
First, one needs to ensure high quality data as much as possible, as it directly affects the 
quality of the results of classification method. The data can, e.g., be noisy or contain 
irrelevant information. In these particular cases, removal noise and irrelevant information 
can much enhance the results. These problems are usually present and are very specific 
in the case of biological processes. At the moment, no existing algorithm or method can 
cope with all issues and thus, a variety of methods have been developed [68] from which 
one needs to the select the best suited ones.  
One mean to enhance data quality is sample selection. This usually includes outlier de-
tection and removal steps. There are several sample selection methods. These are usually 
either filter or wrapper-based methods [69]. Sampling is sometimes also needed if one of 
the classes is underrepresented in the training data which would bias the results. Several 
solutions have been proposed on how to handle with this [70]. 
In this study, we used filtering by sample selection. This technique will always result in 
data reduction. By using this method, we checked each sample and removed those whose 
values that were above specified thresholds (e.g. representing unrealistic values). This 
was a complex task, since many erroneous samples can lie within the ‘standard’ distribu-
tion. The other reason that we performed sample selection was that it could also be used 
to handle with the problem of incomplete data, a common issue in classification tasks 
[71], [72]. Incompleteness can arise from a value being lost, etc. There are several pro-
posed methods to cope with missing data [73]. E.g. samples with unknown features can 
be left out, or missing values can be replaced with the most common or mean value for 
that feature, etc. 
If the data is from a continuous variable, the classification and learning processes are 
usually harder. Discretizing the samples is a common solution. Discretization algorithms 
can be supervised, and thus depend on class information, or unsupervised, which do not 
take into account the class labels [74]. 
Error removal and data correction are usually insufficient to achieve good classification 
results. For example, in general, it is better to also normalize the data if the maximum and 
minimum values differ in orders of magnitude or if the range of possible values differs 
between measurements. To do this, we normalized our data to scale to [0...1].  
3.6.3 Method of feature extraction 
In our case, namely, the classification of the steps of FtsZ rings formation preceding cell 
division, since the biosystem “cell” has an enormous number of parameters (and so do 
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the microscopy images of these cells) that constantly change during the division process, 
although, most likely, most are not directly linked to it and thus are not suited to charac-
terize it. In this work, in order to extract features containing desirable information, form 
segmented cells, we, first, oriented images to fix them in the same orientation, by using 
the orientation values of segmented cells measured during the segmentation process. 
Then, we performed normalization process on the oriented images, to scale them to [0...1]. 
In the next step, as it is shown in Figure 4 ,we split the oriented and normalized cell 
images into three sections, the two poles and midcell, having these separation points lo-
cated at positions 0.25 and 0.75 along the major axis (length normalized to 1).  
 
Figure 4. The orientation of the cell images was fixed. And then, oriented images 
were normalized to [0,..,1] and they were partitioned into three regions. 
Finally, from the distribution of fluorescence intensity from FtsZ-GFP along the major 
cell axis of each cell, one example is shown in Figure 5 A, we extracted the mean, vari-
ance, standard deviation (std), skewness, and first order histogram. We observed these 
features and then, by pre-analysis, we selected the standard deviation and the mean as the 
features for classification, as they exhibited more ability to best discriminate the stages 
of FtsZ ring formation when compared to the other features tested, From Figure 5 C, we 
can see how well the selected features would be able to distinguish class from other clas-
ses. 
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Figure 5. Part A shows examples of each class. Figure B shows the fluores-
cence intensity from FtsZ-GFP along the major cell axis of the cells in each 
class. the Table in part  C is related to an example of  the measured features 
from cells of each class. 
3.6.4 Model selection using cross-validation 
In learning problems, the models are built by using labelled data, namely training data, 
and the performance of the models is estimated by using a test set with known labels. In 
a data-rich situation, the data can be simply divided into training and test sets [75]. Since 
we applied supervised learning algorithms, the available data is limited. For this reason, 
we used cross validation as a technique to provide proper data sets, training and test, in 
order to build the model and estimate the performance. 
In K-fold cross validation, the data is divided into k subsets of equal size and the model 
is built k times. Each time, one of the k subsets is used as the test set and the other k-1 
subsets are considered as a training set. Then, the average performance across all k trials 
is calculated (Figure 6). The advantage of this method is that the variance of the resulting 
estimate is decreased as k is increased. Also, it does not matter how the data is divided. 
Meanwhile, its computational complexity can be regarded as one of the disadvantages, as 
the training algorithm has to be ran k times, which means it takes k times as much com-
putation to make an evaluation. 
21 
 
Figure 6. Block diagram of K-fold cross validation. 
3.7 Classification methods for determining FtsZ ring formation 
stages 
In this section, we describe the classification methods that are selected and used, as mul-
ticlass classifiers, in this study. We, first, introduce Decision Tree (DT), as a rule-based 
classifier. Then, we present Support Vector Machine (SVM), as a discriminative classi-
fier. The third presented method is Regularized Multinomial Logistic Regression 
(RMLR), as a statistical model. All these three methods are known as supervised methods. 
However, they were not the only solutions for our problem, that was to classify the stage 
of Z-ring formation in individual cells, and the problem could be solved by using unsu-
pervised or semi-supervised methods. The reason for using supervised methods to solve 
our problem was that the solution, or target values, was defined by the biologists studying 
this process, since they acted as a supervisor for our data. In addition, learning a model 
using labelled data would be easier.  
3.7.1 Decision Tree 
Decision tree (DT) is a statistical machine learning method and is known as a supervised 
learning technique. The aim of DT algorithm is to learn decision rules generated from 
training data, or features and predict values of response variables through those learned 
decision rules. Decision rules are produced as interpretable if-then-else decision rulesets 
which are similar to graphical flowcharts, as it is shown in Figure 7. We will explain how 
to build this type of tree in the following. 
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Decision Trees (DTs) can be utilized in both regression and classification problems. In 
this case, they are often called as Classification and Regression Trees (CART). DT/CART 
models are sometimes regarded as an example of adaptive basis function models, which 
are more general field of machine learning. In these models, features are not predefined, 
but rather are learned directly from the data. Since the parameters of these models are 
nonlinear, they can only be estimated by applying locally optimal maximum likelihood 
estimate (MLE) algorithm [76]. 
By applying DT/CART models, the feature space is divided into a number of rectangular 
regions, partition using axis parallel splits. In order to make a prediction for a given in-
stance, one can use the mode and mean of the response variables of the training samples 
of the partition that the new instance belongs to. 
In DT classification problems, the aim is to predict a categorical response value, or class 
label, using the mode of the training data of the region to which an instance belongs. That 
is, the most occurring class value is obtained and assigned as the response of the instance. 
In this study, in order to actually do a classification using DT, we considered a pre-grown 
tree with a Top-Down construction, as it is shown in Figure 7. The process is started at 
the root node of the tree. The root node asks if 𝑥1 is less than threshold 𝑡1. If the answer 
is yes, this is then asked that if 𝑥3 is less than some other threshold 𝑡2. If yes, we ask if  
𝑥2 is less than 𝑡4. If yes, we are in the bottom left of space, 𝑅1. If no, we are in the bottom 
right of the space,  𝑅2. This process is then iterated for the other nodes and leafs. At the 
end, we would have a set of if-then-else decision rules that can be used to classify the new 
observation.  
Figure 8 indicates an example of subset of ℝ2 containing training data, when we have 
two feature variables (𝑋1, 𝑋2). From this figure, we can see that how the domain can be 
divided by axis-parallel splits, each split of the area is aligned with one of the feature 
axes. 
23 
 
Figure 7. A general scheme of Decision Tree. 
 
  
Figure 8. Training data, in ℝ2 subset, is partitioned into seven sub-spaces. 
The performance of a DT classifier always depends on how well the tree is designed, 
which usually is a complex task [77]. In addition, it would not be always possible to build 
trees that model perfectly the training data, too little data might be located within each 
subtree that it results overfitting. However, in order to avoid overfitting, one solution is 
performing pruning. This technique can be applied before growing a tree completely, 
which is called pre-pruning, or after growing a full tree, which is called post-pruning. In 
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the pre-pruning process, one can stop growing the branches of the tree that obtain unreli-
able information. In the post-pruning technique, first we let the tree to grow fully to gain 
all possible feature interactions and then replace some nodes with leafs to simplify the 
tree.   
DT classifier can cover both binary and multiclass classification problems. In this work, 
we applied this method as a multiclass classifier. Figure 9 indicates the block diagram of 
the used DT classifier. In this case, we used cross-validation technique to partition our 
labeled data to training and test sets. We used only the training subset to fit the model and 
only the testing subset to evaluate the accuracy of the model. 
 
Figure 9. Decision Tree (DT) classifier scheme. 
3.7.2 Support Vector Machines 
The idea of support vector machines was invented by Vapnik in 1979 and was formulated 
in its current form in [78]. Support vector machines (SVMs) have recently gained a lot of 
popularity in machine learning applications, including character and object recognition 
[79], [80], face detection from images [81], and text categorization [82]. SVMs have 
shown significantly better or at least the same generalization performance with respect to 
the competing methods.  
The ideas of SVMs have recently been generalized in order to connect them to other ex-
isting algorithms and theories [83]. In the literature, there are some efforts which demon-
strate SVMs as a powerful technique in many biological cases as well [84], [85].  
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The SVM is a linear classiﬁer that separates the classes in the training data using an opti-
mal separating hyperplane. The general idea of SVMs is to map the data into a feature 
space where it becomes linearly separable [83]. This is performed by mapping the data 
into a higher dimension space where the classes can be separated by a hyperplane. In the 
linearly separable case, it can increase the margin between the classes, where the hyper-
plane is maximally far from the closest training sample of each class. For this reason, 
SVMs are often called maximum margin classifiers. The concept of margin and the opti-
mal separating hyperplane are illustrated in Figure 10.  
One of the main efforts in classifier design is the generalization of the solution. This goes 
along with the SVM principle of maximal margin, which states that how far larger margin 
is selected, the error of the linear classiﬁer (which is determined by the separating hyper-
plane), can be generalized better. 
 
Figure 10. Margin and the optimal separating hyperplane in SVM. 
To understand the basic theoretical foundations of support vector machines to linearly 
separate two-class data, in the binary classiﬁcation problems, a set of training samples 
{𝑥𝑖, 𝑖 = 1, . . , 𝑛} are allocated to one of two classes, 𝐶1 and 𝐶2 , with corresponding labels 
𝑦𝑖 = ±1. 
Let us define the linear discriminant function 𝑔(𝑥) as  
 𝑔(𝑥) = 𝑤𝑇𝑥 + 𝑤0 (1) 
with the decision rule 
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 {
𝑤𝑇𝑥 + 𝑤0 > 0
 𝑤𝑇𝑥 + 𝑤0 < 0
 ⇒ 𝑥 ∈ {
𝐶1, 𝑦𝑖  =  +1
𝐶2, 𝑦𝑖  =  −1
 . 
Therefore, if 𝑦𝑖(𝑤
𝑇𝑥 + 𝑤0) > 0, for all i, all training points can be perfectly classified. 
If a perceptron rule is introduced to obtain a margin, 𝑏 > 0, then it can be written as, 
 𝑦𝑖(𝑤
𝑇𝑥𝑖 + 𝑤0) ≥ 𝑏, (2) 
where 𝑥𝑖 are located at a distance greater than b/|w| from the separating hyperplane. By 
determining a scaling of 𝑤 and 𝑏, 𝑤0 keeps this distance unchanged and condition (2) is 
still satisfied. 
In the derivation of nonlinear SVM, a basic knowledge of mapping functions called ker-
nels is introduced. The rule of kernel functions in support vector machines is to provide 
a scalar measure of similarity between two sample instances. A kernel function is defined 
by: 
 𝑘(𝑥, 𝑥′) = 〈Φ(𝑥), Φ(𝑥′)〉 ,  Φ: 𝑋 → 𝐻. 
(3) 
Here, x and x' are instances in sample space X. The dot product between sample vectors 
is one example of a kernel function, which is defined in equation (3). The kernel function 
k (x, x') maps these instances into the feature space H by using the mapping Φ and presents 
the similarity in a proper form that makes it computationally feasible [86] 
 
𝑘(𝑥, 𝑥′) = 〈𝑥, 𝑥′〉 =  ∑ 𝑥𝑗𝑥
′
𝑗
𝑛
𝑗=1
. 
(4) 
It was mentioned that the general idea of SVMs is to map data into higher dimension to 
make it linearly separable. From equation (3), one can observe that this mapping is done 
by kernels using the mapping function Φ . The mapping could also be done explicitly to 
the data and only after that apply, e.g., the dot product. When the combined kernel is used, 
it is not necessarily needed to know the mapping function. Some commonly used kernels, 
in addition to linear kernel presented in equation (4), are the polynomial kernel of order 
p using constant term d, 
 𝑘(𝑥, 𝑥′) = (〈𝑥, 𝑥′〉 + 𝑑)𝑝,  
(5) 
the Gaussian radial basis function (RBF) kernel, 
 
𝑘(𝑥, 𝑥′) = 𝑒
[
‖𝑥−𝑥′‖
2
2𝜎2
]
 (6) 
and the sigmoid kernel from neural networks, 
27 
 𝑘(𝑥, 𝑥′) = tanh(𝑘〈𝑥, 𝑥′〉 + Θ). 
(7) 
All nonlinear kernels here have tunable parameters. Tuning these parameters is one of the 
problems in designing and training an SVM classifier. E.g., in the RBF kernel the width 
of the kernel affects how well the classifier performs. Large widths cause the classifier to 
become too general and nonlinear mapping is no longer advantageous. Meanwhile, if the 
kernel is too narrow, the classifier over fits and its performance is poor.  
Soft margin radial basis function SVM classifiers are defined here as in [71], [83]. In the 
linear model one assumes that the data is linearly separable and that there is a dot product 
space H and sample vectors 𝑥1, … , 𝑥𝑚 ∈ 𝐻 . A hyperplane in H can in that case be defined 
as: 
 〈𝑥, 𝑤〉 + 𝑏 = 0 
(8) 
where w is orthogonal to the hyperplane.  
The location of the sample with respect to the hyperplane is then what determines the 
decision of the classifier, as follows: 
 𝑓(𝑥) = sgn(〈𝑥, 𝑤〉 + 𝑏) 
(9) 
where  
sgn(𝑙) = {
1     𝑙 > 0
0     𝑙 = 0
−1     𝑙 < 0
.        
Adding margins to the linear classifier generates the idea of support vector machines, 
from the maximization of this margin between the classes. Let the margin be: 
〈𝑥𝑖 , 𝑤〉 + 𝑏 ≥ 1, 𝑦𝑖 = +1 
〈𝑥𝑖 , 𝑤〉 + 𝑏 ≤ −1, 𝑦𝑖 = −1 
or 
 𝑦𝑖(〈𝑥𝑖, 𝒘〉 + 𝑏) ≥ 1   ∀𝑖. (10) 
From this, the weight vector defines the margin which is 1/‖𝒘‖. Meanwhile, the mini-
mum distance between two points from different classes is 2/‖𝒘‖. To find the weight 
vector 𝒘 of the maximal margin, one can construct an optimal hyperplane by: 
 
min
1
2
‖𝒘‖2   subject to 𝑦𝑖(〈𝒙𝑖, 𝒘〉 + 𝑏) ≥ 1   ∀𝑖. (11) 
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This equation defines an optimization problem. To deal with it we convert it into a dual 
optimization problem for which we can derive a solution, by introducing the Lagrangian: 
 
𝐿(𝒘, 𝑏, 𝜶) =
1
2
‖𝒘‖2 − ∑ 𝛼𝑖
𝑚
𝑖=1
(𝑦𝑖(〈𝒙𝑖, 𝒘〉 + 𝑏) − 1), (12) 
where the Lagrange multipliers 𝛼𝑖 ≥ 0. 
This Lagrangian L must be maximized with respect to 𝜶 and minimized with respect to 
𝒘 and b. In order to eliminate the derivatives of L with respect to 𝒘 and b, we have two 
solutions: 
 
∑ 𝛼𝑖𝑦𝑖
𝑚
𝑖=1
= 0 
(13) 
 
 
𝒘 = ∑ 𝛼𝑖𝑦𝑖𝒙𝑖
𝑚
𝑖=1
. 
(14) 
This optimization problem has optimality conditions, defined as Karush-Kuhn-Tucker 
(KKT) conditions. According to the KKT theorem, the Lagrange multipliers 𝛼𝑖 greater 
than zero provide the solution [71], [83]. From equation (14) the solution vector can be 
expanded based on the training samples. Those training samples for which 𝛼𝑖 ≥ 0 are the 
‘support vectors’.  
Next, equations (13) and (14) must be introduced into the Lagrangian, equation (12), as 
follows:  
 
max 𝑊(𝜶) = ∑ 𝛼𝑖
𝑚
𝑖=1
−
1
2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗〈𝒙𝑖, 𝒙𝑗〉
𝑚
𝑖,𝑗=1
 
subject to 𝛼𝑖 ≥ 0, 𝑖 = 1, … , 𝑚 and  ∑ 𝛼𝑖
𝑚
𝑖=1 𝑦𝑖 = 0. 
(15) 
When equation (14) is introduced into equation (9) one gets: 
 
𝑓(𝑥) = sgn (∑ 𝛼𝑖𝑦𝑖〈𝒙, 𝒙𝑖〉
𝑚
𝑖=1
+ 𝑏). 
(16) 
This equation can be evaluated using the dot products between sample to be classified 
and support vectors. The support vectors are the only training samples needed (instead of 
the entire training set), reducing the required computation. 
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If the assumption of separability is invalid, one can use the kernel functions to map the 
data into a feature space, where the classes are linearly separable.  
The non-linear SVM is obtained from the linear one by this mapping as follows: 
 
𝑓(𝑥) = sgn (∑ 𝛼𝑖𝑦𝑖𝑘(𝒙, 𝒙𝑖)
𝑚
𝑖=1
+ 𝑏). 
(17) 
Equation (17) is obtained when the dot product in equation (16) is replaced with kernel 
function.  
Not all nonlinear problems are separable and can be solved with linear classifier after this 
mapping. Soft margin SVM is a technique to address this problem. It accepts some errors 
in the classification, i.e. some samples are left out when determining the hyperplane. To 
allow this the margin must be redefined as: 
 𝑦𝑖(〈𝒙𝑖, 𝒘〉 + 𝑏) ≥ 1 − 𝜉𝑖    ∀𝑖, 𝜉 ≥ 0. (18) 
In this equation, 𝜉𝑖 are the ‘slack’ variables. From this equation, if 𝜉𝑖 are large enough the 
constraints can be met. A form of penalization must be introduced to avoid a solution 
where all 𝜉𝑖 are large. For this, we can add a term ∑ 𝜉𝑖𝑖  to equation (11), thus getting: 
 
min
1
2
‖𝒘‖2 +
𝐶
𝑚
∑ 𝜉𝑖
𝑚
𝑖=1
  subject to 𝑦𝑖(〈𝒙𝑖, 𝒘〉 + 𝑏) ≥ 1 − 𝜉𝑖   ∀𝑖,
𝜉 ≥ 0   
(19) 
where the constant C is a positive constant that constraints the second term of the equa-
tion, and determines the trade-off between minimizing the training error and maximizing 
the margin. Classification using soft margin SVM is done identically when using hard 
margin classifiers. 
Now, once again the dual form of the problem becomes more easily treatable for finding 
a solution. Its derivation is the same as above. The coefficients are now found by solving: 
 
max 𝑊(𝜶) = ∑ 𝛼𝑖
𝑚
𝑖=1
−
1
2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗〈𝒙𝑖, 𝒙𝑗〉
𝑚
𝑖,𝑗=1
 
subject to 0 ≥ 𝛼𝑖 ≤
𝐶
𝑚
, 𝑖 = 1, … , 𝑚 and ∑ 𝛼𝑖
𝑚
𝑖=1 𝑦𝑖 = 0. 
(20) 
Unfortunately, there are no means to select the value of this additional tunable parameter 
a priori. Also, the errors introduced in the classification on purpose can affect the classi-
fier’s performance. Although increasing the computational complexity, a soft margin 
SVM has been found  [87] that outperforms other SVM implementations. 
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SVMs can also be used for multiclass problems if one constructs linear discriminant func-
tions, defined by: 
 𝒈𝒌(𝒙) = (𝒘
𝑘)𝑇𝒙 +  𝑤0
𝑘  𝑘 = 1, … , 𝐶. (21) 
The  goal is to find a solution for {(𝒘𝑘, 𝑤0
𝑘), 𝑘 = 1, … , 𝐶} such that the training data are 
separated without error, by determining the decision rule: 
if 𝑔𝑗(𝒙) = max
𝑗
𝑔𝑗(𝒙), assign x to class 𝑤𝑖. 
For {(𝒘𝑘, 𝑤0
𝑘), 𝑘 = 1, … , 𝐶}, there are solutions such that, 
(𝒘𝑘)𝑇𝒙 + 𝑤0
𝑘 − ((𝒘𝑗)𝑇𝒙 +  𝑤0
𝑗) ≥ 1 for all 𝑘 = 1, … , 𝐶, all 𝒙 ∈ 𝜔𝑘, and all 𝑗 ≠ 𝑘, 
which makes each pair of classes separable [53]. 
Here, to apply SVM as a multiclass classifier, we used the binary classiﬁer in a one-
against-all (OAA) procedure [53]. For that we built C binary classiﬁers for the C classes. 
The 𝑘𝑡ℎ classiﬁer was trained to distinguish the samples in class 𝑤𝑘 from all other ones. 
The weight vector 𝑤𝑘 and the threshold, 𝑤0
𝑘, can be defined as: 
(𝒘𝑘)𝑇𝒙 +  𝑤0
𝑘 {
>   0
<   0
⇒ 𝒙 ∈  {
𝑤𝑘
𝑤1, … , 𝑤𝑘−1, 𝑤𝑘+1, … , 𝑤𝐶
 
For a sample x, 𝑔𝑘(𝒙) = (𝒘
𝑘)𝑇𝒙 + 𝑤0
𝑘 will be positive for a value of k and negative for 
the rest so as to most ideally define a class. However, it is common that a pattern x is 
classified into more than one class, or into none. 
Some solutions to this have been proposed. For more than one selected class, x may be 
assigned only to the class for which ((𝒘𝒌)𝑻𝒙 + 𝒘0
𝑘)/|𝒘𝑘|  is the largest. Meanwhile, no 
class is selected, x can be assigned to the class with the smallest ((𝒘𝒌)𝑻𝒙 + 𝒘0
𝑘)/|𝒘𝑘|   
[53]. 
We also defined the radial basis function kernel as a mapping function. To select a proper 
model, two parameters were determined, the ‘rbf𝜎’ scaling factor of the kernel and the 
soft margin (C). These parameters were estimated by using cross-validation [88]. Figure 
11 shows the block diagram of the SVM method used in this research. 
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Figure 11. Block diagram of Support Vector Machine method (SVM).  
3.7.3 Regularized Multinomial Logistic Regression 
Logistic regression (LR) [89] is a statistical method. This method describes the relation-
ship between a binary response variable and several predictor variables, called covariates. 
In classification problems, LR can be used as a linear classifier. In this case, one can 
predict the class variable C through the covariates, 𝑋1, … , 𝑋𝑘. This classifier can be uti-
lized as a strong supervised classification model to provide the probability of classifica-
tion, which is used to obtain class label information. 
For two-class classification problems by applying LR classifier, The classification pro-
cess can be carried out as follows; given a training data set 𝐷𝑁 containing N independent 
samples 𝐷𝑁 = {(𝑐𝑗 , 𝑥𝑗1, … , 𝑥𝑗𝑘), 𝑗 = 1, … , 𝑁} by the joint probability distribution on (C, 
𝑋1, … , 𝑋𝑘), class label C can only take 0 and 1 values. If the label 𝑐𝑗 = 1, the 𝑗
𝑡ℎ input 
instance x𝑗 = (𝑥𝑗1, … , 𝑥𝑗𝑘), which has the feature that C provides, belongs to the first 
class. If 𝑐𝑗 = 0, 𝑥𝑗 belongs to the other class. The class label of a new instance is determine 
by using the classification model  [90].  
LR models rely on the logistic sigmoid function. Given a class 𝐶1, the posterior probabil-
ity of this class can be written as follows [90]:  
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𝑝(𝐶1|𝑥) =
𝑝(𝑥|𝐶1)𝑝(𝐶1)
𝑝(𝑥|𝐶1)𝑝(𝐶1) + 𝑝(𝑥|𝐶2)𝑝(𝐶2)
  =
1
1 + 𝑒𝑥 𝑝(−𝛼)
= 𝜎(𝛼), 
 
(22) 
 
where 𝛼 is defined as: 
 
𝛼 = ln
𝑝(𝑥|𝐶1)𝑝(𝐶1)
𝑝(𝑥|𝐶2)𝑝(𝐶2)
 (23) 
 
and 𝝈(𝜶) is the logistic sigmoid function defined by  
 
𝜎(𝛼) =
1
1 + exp(−𝛼)
  . (24) 
 
The 𝜎(𝛼) is shown in Figure 12. 
 
Figure 12. Logistic sigmoid function.  
Since the posterior probability of class 𝐶1 can be defined as a logistic sigmoid performing 
on a linear function of the feature vector 𝜙, then  
 𝑝(𝐶1|𝜙) = 𝑦(𝜙) = 𝜎(𝑤
𝑇𝜙), 
(25) 
where w is a weight vector. And, in the following, we have 𝑝(𝐶2|𝜙) = 1 − 𝑝(𝐶1|𝜙). In 
the terms of statistics, this model is regarded as logistic regression for classiﬁcation [88]. 
When we deal with an M-dimensional feature space φ, the LR model would have M pa-
rameters that should be adjusted. On the other hand, if one uses the maximum likelihood 
to fit the Gaussian class conditional, there would be a large number of parameters, 2M 
parameters arise from means and M (M + 1)/2 parameters correspond to the covariance 
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matrix. Therefore, the total number of parameters, by considering the class prior 𝑝(𝐶1), 
would be M (M + 5)/2 + 1. I.e., the number of parameters to be adjusted quadratically 
increases with M.  
For large values of M, the logistic regression model can be applied directly, and the max-
imum likelihood can be used to calculate its parameters [88]. To perform this, the deriv-
ative of the logistic sigmoid function is introduced. This function can be expressed in 
terms of the sigmoid function [88], which is written as,  
 𝑑𝜎
𝑑𝛼
= 𝜎(1 − 𝜎) . (26) 
For a data set {𝜙𝑛, 𝑡𝑛} in which 𝑡𝑛 ∈ {0, 1} are class labels and 𝜙𝑛 = 𝜙(𝑥𝑛) are feature 
vectors, with 𝑛 = 1, … , 𝑁, the likelihood function can be defined as:  
 
𝑝(𝑡|𝑤) = ∏ 𝑦𝑛
𝑡𝑛
𝑁
𝑛=1
{1 − 𝑦𝑛}
1−𝑡𝑛 , (27) 
 
where  𝑡 = (𝑡1, … , 𝑡𝑁)
𝑇 and 𝑦𝑛 = 𝑝(𝐶1|𝜙𝑛).  
From the negative logarithm of the likelihood, the cross-entropy error function can be 
defined as: 
 
𝐸(𝑤) = − ln 𝑝(𝒕|𝑤) = − ∑{𝑡𝑛 ln 𝑦𝑛 + (1 − 𝑡𝑛) ln(1 − 𝑦𝑛)}
𝑁
𝑛=1
, (28) 
where 𝑦𝑛 = 𝜎(𝛼𝑛) and 𝛼𝑛 = 𝑤
𝑇𝜙𝑛. The gradient of the error function with respect to w 
can be computed as, 
 𝜕𝐸
𝜕𝑦𝑛
=
1 − 𝑡𝑛
1 − 𝑦𝑛
−
𝑡𝑛
𝑦𝑛
=
𝑦𝑛(1 − 𝑡𝑛) − 𝑡𝑛(1 − 𝑦𝑛)
𝑦𝑛(1 − 𝑦𝑛)
=
𝑦𝑛 − 𝑡𝑛
𝑦𝑛(1 − 𝑦𝑛)
. (29) 
From equation (26), we have 
 𝜕𝑦𝑛
𝜕𝛼𝑛
=
𝜕𝜎(𝛼𝑛)
𝜕𝛼𝑛
= 𝜎(𝛼𝑛)(1 − 𝜎(𝛼𝑛)) = 𝑦𝑛(1 − 𝑦𝑛). (30) 
At the end, by defining ∇ as the gradient with respect to w, we have 
 ∇𝛼𝑛 = 𝜙𝑛. (31) 
After combining equation (29), (30), and (31), the chain rule is applied to obtain 
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∇𝐸(𝑤) = ∑
𝜕𝐸
𝜕𝑦𝑛
𝑁
𝑛=1
𝜕𝑦𝑛
𝜕𝛼𝑛
∇𝛼𝑛 = ∑(𝑦𝑛 − 𝑡𝑛)
𝑁
𝑛=1
𝜙𝑛, (32) 
where the 𝜙𝑛 is basis function vector and  (𝑦𝑛 − 𝑡𝑛) is the error between the target value 
and the prediction of the model. Note that the factor in the equation (26) has been re-
moved, therefore simplifying the gradient of the log likelihood. 
It is worth mentioning that, for data sets that are linearly separable, the maximum likeli-
hood can lead to severe over-ﬁtting. The main reason is that when the hyperplane corre-
sponding to 𝜎 = 0.5 reaches zero, the maximum likelihood solution occurs when 𝑤𝑇𝜙 =
0 , and the magnitude of w goes to inﬁnity. This is called a singularity [88].   
It should be noticed that even when the number of data points is larger than the number 
of the model parameters, the problem will occur, as long as the training data set can be 
separated linearly. To prevent the singularity, the solution can be incorporating a regular-
ization term to the error function, or one can include a prior and determine a maximum a 
posteriori (MAP) solution for w. 
For logistic regression, because of the nonlinearity property of the logistic sigmoid func-
tion, there is no a closed-form solution. Furthermore, we can apply an iterative technique 
based on the Newton-Raphson iterative optimization measure to minimize the error func-
tion. In this approach, a local quadratic approximation is used in the log likelihood func-
tion. To minimize the function E(w), the update of Newton-Raphson comes in the form 
of [88]:  
 𝑤(𝑛𝑒𝑤) = 𝑤𝑜𝑙𝑑 − 𝑯−1∇E(𝑤), (33) 
where H is the Hessian matrix. The elements of this matrix are the second derivatives of 
E(w) with respect to the components of w. 
The posterior probabilities for multiclass classiﬁcation models, for a large class of distri-
butions, are computed through a softmax transformation of linear functions of the feature 
variables, so that: 
 
𝑝(𝐶𝑘|𝜙) = 𝑦𝑘(𝜙) =
exp (𝛼𝑘)
∑ exp (𝛼𝑗)𝑗
, 
(34) 
where k is the number of classes and 𝛼𝑘 are given by 
𝛼𝑘 = w𝑘
𝑇𝜙 . 
The maximum likelihood is used to directly calculate the parameters {𝑤𝑘} of this model. 
Furthermore, the derivatives of 𝑦𝑘 with respect to all of the activations 𝛼𝑗 will be required. 
These are computed as:  
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from equation (34), we see that 
𝜕𝑦𝑘
𝜕𝛼𝑘
=
exp (𝛼𝑘)
∑ exp (𝛼𝑗)𝑗
− (
exp(𝛼𝑘)
∑ exp(𝛼𝑗)𝑗
)
2
= 𝑦𝑘(1 − 𝑦𝑘), 
𝜕𝑦𝑘
𝜕𝛼𝑗
= −
exp(𝛼𝑘) exp(𝛼𝑗)
(∑ exp(𝛼𝑗)𝑗 )
2 = −𝑦𝑘𝑦𝑗 ,      𝑗 ≠ 𝑘, 
Therefore, 
𝜕𝑦𝑘
𝜕𝛼𝑗
= 𝑦𝑘(𝐼𝑘𝑗 − 𝑦𝑗), 
where 𝐼𝑘𝑗 are the elements of the identity matrix. 
The likelihood function is then defined by  
 
𝑝(𝑇|𝑤1, … , 𝑤𝐾) = ∏ ∏ 𝑝(𝐶𝑘|𝜙𝑛)
𝑡𝑛𝑘
𝐾
𝑘=1
𝑁
𝑛=1
= ∏ ∏ 𝑦𝑛𝑘
𝑡𝑛𝑘
𝐾
𝑘=1
𝑁
𝑛=1
, (35) 
where 𝑦𝑛𝑘 = 𝑦𝑘(𝜙𝑛), and T is an 𝑁 × 𝐾 matrix of target variables with elements 𝑡𝑛𝑘. 
The negative logarithm is then written as 
 
𝐸(𝑤1, … , 𝑤𝐾) = − ln 𝑝(𝑇|𝑤1, … , 𝑤𝐾) = − ∑ ∑ 𝑡𝑛𝑘 ln 𝑦𝑛𝑘
𝐾
𝑘=1
𝑁
𝑛=1
. (36) 
This is known as the cross-entropy error function for the multiclass classification problem 
[88]. Next, the gradient of the error function is taken with respect to one of the parameter 
vectors 𝑤𝑗: 
∇𝑤𝑗𝐸(𝑤1, … , 𝑤𝐾) = ∑(𝑦𝑛𝑗 − 𝑡𝑛𝑗)
𝑁
𝑛=1
𝜙𝑛 
where we have made use of ∑ 𝑡𝑛𝑘 = 1𝑘 . 
To ﬁnd a batch algorithm, the Newton-Raphson update is again applied. To do this, it is 
required to evaluate the Hessian matrix that consists of  blocks of size 𝑀 × 𝑀 in which 
the block j, k is given by  
 
∇𝑤𝑘∇𝑤𝑗𝐸(𝑤1, … , 𝑤𝐾) = ∑ 𝑦𝑛𝑘(𝐼𝑘𝑗 − 𝑦𝑛𝑗)
𝑁
𝑛=1
𝜙𝑛𝜙𝑛
𝑇 . (37) 
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Like the two-class problem, the Hessian matrix for the multiclass logistic regression 
model leads a unique minimum for the error function [88]. In this study, we used the 
regularized multinomial LR method. This method generalizes LR to multiclass problems 
[91]. We used this method as implemented in the MATLABTM package (https://se.math-
works.com/matlabcentral/fileexchange/55863-logistic-regression-for-classification). In 
this implementation, in order to prevent the singularity problem that was mentioned 
above, a regularization parameter (𝜆) is defined. The default value of this parameter is 
determined as 10−4. In this method, the parameters are estimated using the maximum 
likelihood principle and Newton-Raphson algorithm is also used to solve the likelihood 
equations numerically. Figure 13 shows the block diagram of the used RML classifier. 
The same as DT method, we also used 10-fold cross-validation technique to split the data 
so that can be used to learn the model and then use the learned model to classify the new 
instance.  
 
Figure 13. Regularized Multinomial Logistic Regression (RMLR) classifier 
scheme. 
3.8 Methods of classifier performance evaluation 
A simple measure of quality of a classifier is that it can provide prefect classification 
results. The evaluation of the classification results is taken as an important part of the 
classifier design process and is usually used as a basis for selecting the more proper clas-
sifier for the problem in question. It can be turned into error estimation to produce an 
estimate of the errors made by a chosen classifier. Some performance evaluation methods 
are presented in following text. Note that, all these methods are naturally heuristic and 
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we would not be able to present the most reliable method to test which classifier general-
izes best on an arbitrary problem. 
A very simple method to evaluate the performance of a classifier is to measure the clas-
sification rate or accuracy (ACC), which is measured by dividing the number of correctly 
classified samples by the total number of samples. However, in some problems, the ACC 
alone typically does not provide enough information to allow determining the efficiency 
of the classifier. For example, when we have a model that we believe that it can make 
robust predictions, we need to decide whether it is a good enough model to solve our 
problem. Therefore, we need more information to make this decision. 
Confusion matrix is another technique that is often used to describe the performance of a 
classification model. A confusion matrix [92] contains information about actual and pre-
dicted classifications obtained by a classification system. The data in the matrix is com-
monly used to evaluate the performance of such systems. The following table, Table 1, 
shows a confusion matrix for a three class classifier. 
Table 1. Confusion Matrix for three classes. 
 
Actual class Predicted class 
𝐶1 𝑐1,1 𝑐1,2 𝑐1,3 
𝐶2 𝑐2,1 𝑐2,2 𝑐2,3 
𝐶3 𝑐3,1 𝑐3,2 𝑐3,3 
Column totals 𝑛1 𝑛2 𝑛3 
The ACC of a multiclass classifier, for example in the case of three classes, can also be 
computed from a confusion matrix, as is defined by 
 
𝐴𝐶𝐶 =
𝑐1,1 + 𝑐2,2 + 𝑐3,3
𝑛1 + 𝑛2 + 𝑛3
.  
(38) 
By the above equation, we can split Table 1 into three separate tables, using the one-
against-all technique. Each time, we can consider one of the classes as the positive class 
and the other two as the negative classes. Therefore, we have three tables as exemplified 
in Table 2. 
Table 2. Confusion matrix for two classes. 
 
Actual class Predicted class 
Positive True Positive (TP) False Positive (FP) 
Negative True Negative (TN) False Negative (FN) 
For example, if we consider 𝐶1 as the positive class, TP, FP, TN, and FN are computed 
as: 
 TP: the number of 𝐶1 samples that are classified as 𝐶1 
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 FP: the number of 𝐶2 and 𝐶3 samples that are classified as 𝐶1 
 TN: the number of 𝐶2 and 𝐶3 samples that are not classified as 𝐶1 
 FN: the number of 𝐶1 samples classified that are not classified as 𝐶1.  
Based on the applications, confusion matrices can be used to obtain different performance 
measures. For example, sensitivity and specificity are statistical measures that can be 
computed by a confusion matrix. The sensitivity (SEN), or true positive rate, measures 
the percentage of positive labelled samples that are correctly classified as positive. High 
sensitivity values imply that there are few false negatives. The specificity (SPE), or true 
negative rate, measures the percentage of negative labelled samples that are correctly 
classified as negative. High specificity values imply that there are few false positive re-
sults. These quantities are computed as follows, 
 
𝑆𝐸𝑁 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 (39) 
 
𝑆𝑃𝐸 =
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
.  (40) 
The receiver operating characteristic (ROC) curve, a list of ROC points from (0,0) to 
(1,1), is another performance measure, which plots the true positive rate or sensitivity, on 
the vertical axis, against the false positive rate or costs, on the horizontal axis, of a clas-
sifier. The false positive rate (FPR) equation can be written as, 
 
𝐹𝑃𝑅 = 1 − 𝑆𝑃𝐸 =
𝐹𝑃
𝐹𝑃 + 𝑇𝑁
. (41) 
In this research, we computed SEN and SPE of each class by using the confusion matrix 
in Table 2 and the one-against-all technique, described above. 
ROC can also be regarded as a good means of visualizing a classiﬁer’s performance to 
select a suitable decision threshold. In practice, like the error rate, the optimal ROC curve 
(obtained from the true class-conditional densities, 𝑝(𝑥|𝜔𝑖), where 𝜔𝑖 denotes classes) is 
uncertain and must be estimated using a trained classiﬁer and an independent test set of 
samples with known labels. Nevertheless, as for the error rate estimation, a training set 
reuse method such as cross-validation can be used as well [53]. 
One method that we used to handle n classes is to produce n diﬀerent ROC graphs, one 
for each class, called the class reference formulation. If we define C as the set of all 
classes, ROC curve i plots the classiﬁcation performance by taking class 𝑐𝑖 as the positive 
class and all other classes as the negative class  [93], defined as 
𝑃𝑖 = 𝑐𝑖 
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𝑁𝑖 = ⋃ 𝑐𝑗 ∈ 𝐶
𝑗≠𝑖
. 
Area under ROC (AUC) [94] is computed to evaluate the overall classification perfor-
mance. The advantage of the AUC is that it is a ranking-based performance measure. Its 
value can be regarded as the probability that a classiﬁer is able to discriminate between a 
randomly chosen positive example and a randomly chosen negative example. Compared 
with many alternative performance measures, AUC is invariant to class-speciﬁc error 
costs and relative class distributions [95]. 
The AUC in a two-class problem is a single scalar value [96]. For the AUC value in a 
multi-class problem, the issue of integrating values of multiple pairwise discriminability 
is introduced. One technique to compute multi-class AUCs was proposed by Provost and 
Domingos in 2000 [97] . In this approach, to calculate AUCs for multi-class problems, 
one can provide each class reference ROC curve, measure the area under the curve, and 
then sum the AUCs, which are weighted by the reference class’s prevalence in the data  
[93], which is defined by 
 𝑨𝑼𝑪𝒕𝒐𝒕𝒂𝒍 = ∑ 𝑨𝑼𝑪(𝒄𝒊)𝒑(𝒄𝒊)
𝒄𝒊∈𝑪
. 
(42) 
A realistic classifier should obtain an AUC higher than 0.5 [93]. 
Another technique to achieve proper evaluation results is to divide our samples into three 
distinct sets. One set is used for training the model, or classifier, the second set is used to 
select the best trained model, and the third set, named the test set, is used to estimate the 
performance of the selected model.  
In some classification problems with enough samples, it is possible to use this simple 
method. Commonly, the data is randomly divided so that half of the data is used as a 
training set while the test set and the validation set cover one fourth of the data, each [75]. 
In many data-poor situations, the simple partition method described is not efficient. In-
stead, one can use Resubstitution methods. In these, while the validation set is randomly 
selected from the data, the entire dataset is still used for training. The disadvantage of 
resubstitution methods is that they tend to present excessively positive estimates for the 
classification error. The cross validation (CV) [52] is one the methods that use this kind 
of resampling with better error estimates, is described in Section 3.6.4. 
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4. RESULTS  
In this Thesis, we studied classification methods of images applied to the problem of 
automatically classification of the stages of Z-ring formation in individual cells. The true 
class of Z-ring formation were defined by the biologists.  
In order to compare the efficiency of the various classification methods used in determin-
ing the stage of formation of each Z-ring from fluorescence microscopy images, we first 
collected images of cells by phase contrast (to detect the cell borders) as well as by con-
focal microscopy (to visualize fluorescently tagged FtsZ proteins) (Chapter 3). Next, us-
ing CellAging [29] and MAMLE  [66], we performed image analysis for cell segmenta-
tion and labelling.  
Afterwards, from the images, 50 cells (labelled samples) were randomly collected as rep-
resentative of each of the three classes by an expert, for a total of 150 labelled samples.  
From the distribution of fluorescence intensity from FtsZ-GFP along the major cell axis 
of each cell, we extracted the mean, variance, standard deviation (std), skewness, and first 
order histogram. From these features, by pre-analysis, we selected the std and the mean 
as the features for classification, as they exhibited more ability to best distinguish the 
stages of FtsZ ring formation when compared to the other features tested.  
Table 3 shows labelled data. Each row and column in the table present each class (𝐶1, 𝐶2, 
and 𝐶3) and the measured features from the sample, namely, the std and mean of fluores-
cence intensity of each section of the cell (as described in section 3.6.2).  
Visibly, the maximum cloud-like distribution of fluorescence intensity of cells from class 
𝐶1 is located in one of the poles. While, in cells from the two other classes, 𝐶2 and 𝐶3,  
maximum cloud-like distributions are located at the center of the cell, which is shown by 
gray color in Table 3. There is also one additional difference that allows to distinguish 
between the classes 𝐶2 and 𝐶3: the intensity in cells from 𝐶3  is higher. Therefore, this 
feature can be exploited to efficiently discriminate 𝐶2 from 𝐶3 cells. 
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Table 3. Examples of labelled data, in which there are 5 samples in each class. 
the gray color shows the cloud-like distribution of fluorescence intensity of cells. 
 
 features  
classes left pole midcell Right pole labels 
Std mean std mean std mean 
𝐶1 0,1239 0,1055 0,0532 0,0704 0,0229 0,0185 1 
𝐶1 0,2774 0,2457 0,0333 0,0391 0,0102 0,0117 1 
𝐶1 0,0147 0,0221 0,0230 0,0299 0,2112 0,1936 1 
𝐶1 0,0876 0,1127 0,1455 0,1741 0,2659 0,3369 1 
𝐶1 0,0310 0,0313 0,0300 0,0464 0,1793 0,1442 1 
𝐶2 0,0352 0,0311 0,1841 0,1743 0,0211 0,0264 2 
𝐶2 0,0435 0,0557 0,1643 0,1644 0,0350 0,0396 2 
𝐶2 0,0320 0,0637 0,1918 0,1889 0,0229 0,0327 2 
𝐶2 0,0550 0,0579 0,1896 0,1751 0,0263 0,0301 2 
𝐶2 0,0429 0,0451 0,1913 0,1806 0,0278 0,0271 2 
𝐶3 0,0396 0,0431 0,2168 0,2056 0,0713 0,0739 3 
𝐶3 0,0249 0,0335 0,2139 0,1864 0,0218 0,0283 3 
𝐶3 0,0546 0,0586 0,1851 0,2194 0,0355 0,0462 3 
𝐶3 0,0339 0,0407 0,1571 0,1497 0,0258 0,0254 3 
𝐶3 0,0455 0,0616 0,1803 0,2089 0,0519 0,0933 3 
 
To each of these three classes of cells, we subsequently applied three classification meth-
ods (see Chapter 3). The performance of each method was estimated by four techniques. 
First, it estimated by the ACC or classification rate, which is the ratio of correctly classi-
fied samples to the total number of samples averaged over the folds. Also, we calculated 
the AUC, which is the classification performance measure based on the ROC curve (the 
results of this method are presented later in this section). Next, we calculated the SEN, 
which is the ratio of correctly classified positive samples to the true positive samples. 
Finally, we calculated the SPE, which is the ratio of correctly classified negative samples 
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to the true negative samples. The final results are averaged over a hundred 10-fold cross-
validated (CV) runs, to minimize the effect of the random variation.  
To avoid the multiclass classification problem [98], we started with a decision tree (DT). 
The ACC, SEN, and SPE of this method with 10-fold cross-validation were measured to 
be 67.33% , 67.28%, 83.65% , respectively (Table 4). However, we expect that this can 
be improved by simple techniques, such as pruning, which would remove parts of the tree 
that contribute little to the ability to classify the samples.  
Table 4. The performance of DT, SVM, and RMLR, using 150 labelled  samples. 
 
Method ACC (%) AUC (%) SEN (%) SPE (%) 
DT 67.33 54.37 67.28 83.65 
SVM 72.19 61.97 71.96 86.03 
RMLR 77.34 72.13 77.91 88.80 
We also computed the confusion matrix for the DT classifier, shown in Table 5. It can be 
seen that 48 out 50 cells from class 𝐶1 were correctly classified to class 𝐶1, namely, they 
were correctly identified as being in the first stage, while the other 2 cells were misclas-
sified to 𝐶3. Meanwhile, 24 out of 50 cells from class 𝐶2 were correctly classified to class 
𝐶2, 2 was misclassified to class 𝐶1, and the remaining ones were misclassified to class 𝐶3. 
Finally, 28 out of 50 cells from class 𝐶3 were misclassified to class 𝐶2, with the remaining 
ones being accurately classified. 
Table 5. Confusion matrix of DT classifier. 
 
Actual class Predicted class 
Class_1 48 2 0 
Class_2 0 24 28 
Class_3 2 24 22 
Column totals 50 50 50 
We also plotted the ROC curve of classes (Figure 14), one ROC curve is drawn per class, 
to evaluate the ability of DT classifier to discriminate the classes. From Figure 14, we can 
conclude that most cells from class 𝐶1 could be correctly detected and classified, with low 
error rate, compared with the cells from classes 𝐶2 and 𝐶3. The total AUC of this classifier 
was also computed using equation (42), equation 𝐴𝑈𝐶𝑡𝑜𝑡𝑎𝑙, and Table 5. From this, the 
AUC was found to be 54.37% (Table 4).  
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Figure 14. ROC curves of DT classifier, one ROC curve is shown 
per class. 
Next, we applied the SVM classifier. To enhance the ACC, we determined two parame-
ters for SVM, namely, the ‘𝑟𝑏𝑓𝜎’ scaling factor of the radial basis function kernel and the 
‘boxconstraint’ (C), a soft margin parameter. The parameters were adjusted by using a 
grid search, that selected amongst the following candidate sets: {10−2, 10−1, 
100, 101, 102} for C and {10−1, 2×10−1, 4 × 10−1, 6 × 10−1, 8 × 10−1, 100} for rbf𝜎. 
In order to evaluate each possible combination of these parameters, a cross-validation 
technique (described in Section 3.6.4 ) is used, however, this increased the time needed 
to implement the method. The ACC, SEN, and SPE are shown in Table 4. The confusion 
matrix for this classifier is in Table 6. The output of SVM classifier shows that the per-
formance of this classifier is better than DT, since, in total, only 43 out of 150 cells are 
misclassified. 
Table 6. Confusion matrix for SVM classifier. 
 
Actual class Predicted class 
Class_1 49 0 0 
Class_2 0 31 23 
Class_3 1 19 27 
Column totals 50 50 50 
The ROC curve of each class, from SVM classifier, is shown in Figure 15. It can be seen 
that, the same as DT classifier, this classifier could also detect and classify more cells 
from class 𝐶1 correctly. However, SVM, totally, outperforms DT, the 𝐴𝑈𝐶𝑡𝑜𝑡𝑎𝑙 of this 
classifier was measured to be 61.97% (Table 4). 
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Figure 15. ROC curves of SVM classifier, one ROC curve is 
shown per class. 
 Finally, we used the RMLR classifier as implemented in the MATLABTM PRML toolbox 
(https://se.mathworks.com/matlabcentral/fileexchange/55863-logistic-regression-for-
classification). We used the default value of this classifier, regularization parameter (𝜆), 
10-4. Even without tuning this parameter, we obtained a 10-fold cross-validated ACC of 
77.34%, SEN of 77.91%, SPE of 88.80% (Table 4). 
The measured confusion matrix of RMLR is in Table 7. The number of misclassified cells 
by this method is lower than by the DT and the SVM methods, with only 30 out of 150 
cells being misclassified. 
Table 7. Confusion matrix for RMLR. 
 
Actual class Predicted class 
Class_1 49 0 0 
Class_2 1 34 13 
Class_3 0 16 37 
Column totals 50 50 50 
The ROC curve of each class, from the RMLR classifier, is shown in Figure 16. The 
𝐴𝑈𝐶𝑡𝑜𝑡𝑎𝑙 of this classifier was measured to be 72.13% (Table 4). The ROC curves of 
classes show that this classifier can distinguish better the classes than the previous meth-
ods. 
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Figure 16. ROC curves of RMLR classifier, one ROC curve is 
shown per class. 
 
  
 
Figure 17. Box plots of ACC, SEN, and SPE for DT, SVM, RMLR. 
Next, we compared the performance of all three classifiers when using 150 labelled data. 
Results are presented in the form of a boxplot of their ACC, SEN, and SPE, in Figure 17. 
The results are obtained for 10-fold cross validation and 100 computation times. These 
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results confirm the trends previously identified. Namely, the RMLR outperforms the 
other two classifiers. However, we can significantly visualize the benefits of additional 
data for the SVM in this figure.  
The presented results associated with 150 labelled  data indicate that RMLR had better 
performance and that this classifier was able to discriminate all three classes from each 
other, particularly class 𝐶1 from two other classes 𝐶2 and 𝐶3, which can be seen in Figure 
16, with AUC 72.13% (Table 4). SVM even outperforms DT with AUC 61.97% (Table 
4), while the DT classifier had poor performance with 54.37% AUC (Table 4).  
Since we split the labelled data into two sets, training and test sets, it leads to train our 
model with less number of training data, which can affect the performance of the classi-
fiers. As the next step, we increased the number of labelled data to 300, with 100 samples 
per class. We also averaged the results over 10-fold cross validation and 100 computation 
times. 
From Table 8, we can see how well the performance of the classifiers improved by in-
creasing the number of the labelled  samples. It can also be visualized that the perfor-
mance of the SVM classifier become more similar to that of RMLR. In short, RMLR 
continued to outperform the others, and the DT is still quite inefficient in the classification 
procedure. The poor performance of DT, for our data, can be because of its non-paramet-
ric approach.  
Table 8. The performance of DT, SVM, and RMLR, by using                                        
300 labelled  samples. 
 
Method ACC (%) AUC (%) SEN (%) SPE (%) 
DT 73.00 61.81 72.99 86.51 
SVM 76.93 70.78 78.37 89.14 
RMLR 79.44 75.12 79.40 89.63 
Next, in Table 9, we show the confusion matrices for DT, SVM, and RMLR after increas-
ing the number of labelled  samples. Compared to these matrices for less samples, we find 
that, in all cases, the results improved. The method whose results most improved are those 
of the RMLR classifier, which was able to correctly classify 241 out of 300 samples. 
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Table 9. Tables, from left to right, display the Confusion matrix                                       
for DT, SVM, and RMLR classifiers. 
 
Actual 
class 
Predicted 
class 
Class_1 97 2 1 
Class_2 1 63 41 
Class_3 2 35 58 
Column 
totals 
100 100 100 
 
Actual 
class 
Predicted 
class 
Class_1 98 2 0 
Class_2 1 81 45 
Class_3 1 17 55 
Column 
totals 
100 100 100 
 
Actual 
class 
Predicted 
class 
Class_1 98 1 0 
Class_2 2 70 27 
Class_3 0 29 73 
Column 
totals 
100 100 100 
Figure 18 displays the ROC curve of DT classifier after increasing the number of labelled  
data. Although the performance of this classifier improved, it is still poor in discriminat-
ing classes, compared with the two other classifiers.  
 
Figure 18. ROC curve of DT, 300 samples. 
 
 
Figure 19. ROC curve of SVM, 300 samples. 
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Figure 20. ROC curve of RMLR, 300 samples. 
 
  
 
Figure 21. Box plots of ACC, SEN, and SPE for DT, SVM, and RMLR, after in-
creasing the number of labelled samples to 300. 
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Figure 19 and Figure 20 illustrate the ROC curves of each class for SVM and RMLR, 
respectively. Meanwhile, in order to compare their performance, we plotted the box plots 
of ACC, SEN, and SPE of each classifier Figure 21. 
Overall, from Table 9 and Figures 19-20, the classification methods produce far more 
errors when trying to distinguish between cells in stages 2 and 3 than between these two 
stages and stage 1. 
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5. DISCUSSION AND CONCLUSION 
This thesis focused on the process of cell division in E. coli as observed by time-lapse 
microscopy of a modified strain with fluorescently tagged FtsZ proteins. Our aim was to 
automatically classify the stage of Z-ring formation of each cell from microscopy images 
by using image processing and machine learning methods. Recent developments in mi-
croscopy techniques as well as in fluorescent protein labelling techniques for observing 
internal cellular processes both in time and space have allowed a very rapid increase of 
knowledge on the dynamics of many cellular processes, from gene expression [99], [100] 
to cell division [2], [9] and cellular aging [101], [102]. 
Importantly, the developments observed in this research area commonly referred to as 
‘Single-cell Biology” would not have been possible without the parallel developments in 
tailored methods and software tools (see, e.g., [66] and [29]) for automatic or semi-auto-
matic extraction of the desired information from the images. Simultaneously, the studies 
based on the observation of large number of cells also rely on tailored classification meth-
ods. These methods are used to pre-select which cells are to be observed by the image 
analysis techniques at a higher level of detail. 
In this study, time-lapse microscopy is used to monitor individual E. coli cells over their 
whole lifetime. The images of cells were collected from the phase contrast to detect the 
borders of the cells as well as from the confocal microscopy to visualize fluorescently 
tagged FtsZ proteins. One of the goals of this work was cell segmentation. To do this, we 
used CellAging [29] and MAMLE [66] tools. During the segmentation process, we also 
gained the required information about individual cells, e.g., dimensions, location, and 
orientation. Then, we performed a sample selection technique. To remove unwanted sam-
ples, i.e. samples with unknown features, we checked the segmented images one-by-one 
and then selected those that represent unrealistic values. This was a complex process be-
cause many erroneous samples can lie within the standard distribution. However, this task 
led to an increase in the accuracy of classification. 
After that, we tried to find a set of features to distinguish the stages of FtsZ ring formation. 
Since cells do not have the same shape, size, and orientation in each stage, we had to 
extract statistical features from each individual sample. In order to perform feature ex-
traction task, cell images were split in three sections, namely, the two poles and midcell 
at positions 0.25 and 0.75 along the major axis (length normalized to 1). By doing this, 
from the distribution of fluorescence intensity from FtsZ-GFP along the major cell axis 
of each cell, two features, mean and standard deviation (std), were measured.  
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Since the classes of samples were known and also a model can be simply generated by 
using labelled data, we preferably decided to use supervised learning algorithms. Moreo-
ver, we can obtain more specific information by using supervised classification methods 
in comparison with unsupervised methods (i.e., clustering). Therefore, based on these 
measured features, 150 samples, 50 samples per class, were labelled by a biologist, as 
they played the role of a supervisor for our data. Then, we applied a 10-fold cross valida-
tion method on the dataset to partition it into training and test sets. We used training set 
to build the model and then evaluated the accuracy of the model using the test set. 
To do classification task, in order to learn the model, we fed training set into three differ-
ent types of supervised classification methods. We, first, applied Decision Tree (DT) as 
a simple and non-parametric method, that can cover both binary and multiclass classifi-
cation problems. The second used method was Support Vector Machine (SVM). SVM is 
originally known as a binary and maximum margin classifier. In this algorithm, the deci-
sion boundary between classes is determined by using labelled samples. Here, to adapt 
SVM to a multiclass method, we applied One-Against-All (OAA) techniques [103]. The 
parameters of the model were selected by cross-validation technique (see Section 3.6.4). 
For the third method, we used Regularized Multinomial Logistic regression (RMLR) al-
gorithm. It generalizes LR to multiclass problems and is a relatively simple and efficient 
method that applies the maximum likelihood principle for estimating parameters of the 
model. After building the model, we tested the performance of the model using the test 
data. 
The results of classification methods showed that the regularized MLR outperforms two 
other methods, DT and SVM, during learning and testing the model. The RMLR obtained 
the highest average ACC and AUC of 77.34% and 72.13%, respectively. We increased 
the labelled data to 300 samples, 100 samples per class. Following the increase in the 
number of labelled samples, in all cases the results improved. However, the RMLR clas-
sifier had better performance compared with the other two classifiers, with a 10-fold 
cross-validated ACC of 79.44% and an AUC score of 75.12%. Based on the obtained 
results, a conference publication [104] has already been accepted. 
In conclusion, we gained reliable results from proposed RMLR supervised method. We 
found that RMLR is more compatible with the data and measured features, most likely 
due to being a multi-logit model based on the maximum likelihood principle. 
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