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«I’ve been cordially invited to join the visceral realists. I accepted, of
course. There was no initiation ceremony. It was better that way. »
— Juan García Madero, The Savage Detectives by Roberto Bolaño

Abstract
Let C be a modular tensor category with a complete set of simples indexed by I. A
modular invariant for C is a non-negative integer I × I-matrix that commutes with the
modular data of C. In this thesis we present a novel method of associating a non-negative
integer I × I-matrix to a pivotal monoidal functorM on C. This is accomplished via
a construction called the tube category. The tube category shares all of its objects with
C but extends the Hom-spaces. The trace ofM naturally extends to a representation
of the tube category that we denote TM. As irreducible representations of the tube
category are indexed by pairs of elements in I , decomposing TM into irreducibles gives
a non-negative integer I × I-matrix, Z(TM). For a general pivotal functor, Z(TM)
will not always be a modular invariant; however, it will always commute with the
T-matrix. Furthermore, under certain additional conditions onM, it is shown that TM
is a haploid, symmetric, commutative Frobenius algebra. Such algebras are known to be
connected to modular invariants, in particular a result of Kong and Runkel implies that
Z(TM) commutes with the S-matrix if and only if the dimension of TM is equal to the
dimension of C. Finally, this procedure is applied to certain pivotal monoidal functors
arising from module categories over C.
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Vect Category of finite dimensional K-vector spaces
U Yoneda embedding
X] Image of X under U : C → RC
1 Tensor Identity
aX,Y,Z Associativity isomorphism
rX Right unit isomorphism
lX Left unit isomorphism
anX Annihilation morphism
crX Creation morphism
Mod-A Category of left A modules
A,A-Bimod Category of A-A bimodules
RC Category of contravariant representations of C
Irr(C) Complete set of simple objects in C
T C Tube category of C
RT C Category of contravariant representations of T C
TM The trace ofM extended to a representation of T C
homC(X, Y ) The dimension of HomC(X, Y )
F̄ The restriction of a functor on T C to C
 Deligne tensor product
Tr The trace functor F 7→ HomD(1, F (–))
All graphical descriptions of morphisms in monoidal categories are read
vertically, top to bottom. For V and W vector spaces, we write "V = W " to
indicate that V and W are isomorphic under an isomorphism that should be




In 1985 Segal wrote a landmark paper on a novel approach to the mathemati-
cal formulation of conformal field theory [Seg88]. He described a category Seg
whose objects are disjoint unions of a finite number of circles and whose mor-
phisms are conformal equivalence classes of Riemann surfaces with parametrized
boundary composed of incoming and outgoing circles. A (two dimensional)
conformal field theory (CFT) is then a projective representation of this category
satisfying certain axioms. This work proved to be hugely influential and has
given rise to functorial quantum field theory, a broader attempt to provide a precise
mathematical formulation of quantum field theory.
Let Seg
0
be the subcategory of Seg whose morphisms have genus zero. Up to
conformal equivalence, any morphism in Seg
0
is given by the complex unit disc
with a finite number of non-intersecting sub-discs removed. A vertex operator
algebra (VOA) may be thought of as a representation of Seg
0
that satisfies certain
axioms including a holomorphic dependence on the centre and complex radius of
the sub-discs†. An important property of a CFT is that it has two chiral halves: a
holomorphic (or "left-moving") half and an anti-holomorphic (or "right-moving")
half. In other words, the state space H of the theory decomposes into the direct
†This geometric approach to vertex operator algebras was developed by Huang (see, for
example, [Hua97]).





ZIJ HI ⊗HJ (1.1)
where the ZIJ are multiplicity spaces and the HI range over the irreducible
modules of a VOA V (in this thesis we assume our CTFs are non-heterotic, i.e.
that HI and HJ are modules over the same VOA). The physical "uniqueness of
the vacuum" assumption imposes that Z1,1 = C where 1 is such that H1 = V . The
CFT is called rational if V admits only finitely many irreducible modules; we
assume that this is the case from now on.
Let H be the complex upper half plane, let τ be in H and let Tτ be the torus
obtained by gluing together the annulus {z ∈ C | |e2πiτ | < |z| < 1}. Let
Z : H→ C be the map which sends τ to the scalar that the CFT associates to Tτ .





where χI is the character of the irreducible VOA module HI . This map is called
the partition function of the theory. As a CFT should be invariant under confor-
mal transformation and conformal structures on a torus are parametrized by
H/PSL2(Z), we require that Z be invariant under the action of PSL2(Z) on H; in
other words, it should satisfy






One of the most fascinating features of VOAs is their representation the-
ory. The category of modules over a VOA has an extremely rich structure: it
forms a modular tensor category (MTC). This surprising fact was first proved
by Huang [Hua05]. MTCs possess many nice properties (they are semisimple,
rigid, braided...) and in particular they come equipped with a representation
of PSL2(Z) given by their modular data (see Section 2.2.3). Let I be (an index-
ing set for) a complete set of irreducible objects in an MTC. The modular data
is composed of two I × I-matrices known as the S-matrix and the T-matrix;
they are denoted by S and T respectively. The condition given by (1.3) may
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be rephrased as requiring that the I × I-matrix with entries dimZIJ commutes
with the modular data of the category of modules over the relevant VOA. This
motivates the following definition.
DEFINITION 1.1.1. For an MTC with tensor identity 1, a modular invariant is a
non-negative integer I × I-matrix that commutes with the modular data and
whose (1, 1)-entry is 1.
The VOA and partition function Z associated to a CFT capture much of the
full theory. Indeed, knowing the partition function gives us the multiplicities
dimZIJ and we may recover the space of states (up to isomorphism) via (1.1).
A popular strategy when attempting to classify CFTs is to fix a VOA V and
search for all compatible partition functions. From the above discussion we see
that this is related to finding the modular invariants associated to the MTC of
modules over V . An example where this has been successfully carried out is
provided by the VOA constructed from the affine Lie algebra A(1)1 together with
a positive integer k, via the Sugawara construction [Sug68]. The category of
modules in this case is the category of integrable highest weight modules of A(1)1
at level k, denoted Repk A
(1)
1 . The modular data of this category is given by the


















In 1986 Cappelli, Itzykson and Zuber classified all possible modular invari-
ants in this context and, to their surprise, the classification followed an A-D-E
pattern [CIZ87]. The appearance of this pattern intrigued many researchers in
the field and was the subject of much speculation [Gan00a, Zub02, KO02]. The
first explanation of the pattern was provided by an operator algebra technique
know as α-induction, due to Böckenhauer and Evans [BE98]. This technique
relates the A-D-E classification of Goodman-de la Harpe-Jones subfactors to
Cappelli, Itzykson and Zuber’s classification [BE01, Ocn99].
When translating from the operator algebra language to the purely categorical
one an inclusion of subfactors corresponds to a module category†. It was sub-
†Just as a monoidal category may be thought of as the categorification of a ring, a module
category may be thought of as the categorification of a module.
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sequently shown that the classification of finite module categories over Repk A
(1)
1
also follows an A-D-E pattern [EO04]. Further understanding the relationship
between module categories and modular invariants was one of the motivating
goals throughout this thesis.
Finite modules categories also have a physical interpretation. In 1989 Cardy
showed that the algebraic data of an annular partition function in a boundary CFT
(as opposed to the toroidal partition function Z) is given by a finite module
category over the corresponding MTC [Car89]. From a physical point of view
the correspondence between module categories and modular invariants should
therefore be thought of as a "closing up" just as an annulus closes up into a torus.
Mathematically we would expect this "closing up" to correspond to taking the
trace, in some suitable sense, of the module category. A notion of trace does exists
for module categories (and more generally for monoidal functors), however it
simply produces a representation of the MTC. A priori it is not at all clear how to
associate a non-negative integer I × I-matrix to this representation. This thesis
presents a solution to this problem by extending the representation to take values
on the tube category of the underlying MTC.
1.2 | CONTENT OF THIS THESIS
Chapter 2 starts by developing the background material on (pre)-modular tensor
categories and describing the graphical notation we will use to work with them.
While Section 2.2.3 contains the definitions of the main characters in this thesis,
i.e. modular tensor categories and their modular data, the definition of the pivotal
structure in Section 2.2.2 also plays a significant role. The chapter then moves on
to Section 2.3 which proves some preliminary results within this context; many
of which have previously appeared in [HK19]. The most important results from
this section are Lemma 2.3.8 and Proposition 2.3.13 as they will both be used
multiple times throughout this thesis.
Chapter 3 then introduces the tube category, denoted T C, of a spherical
fusion category C. This category shares all of its objects with C but extends the
Hom-spaces. In particular, morphisms in T C may be thought of as morphisms in
C drawn on a cylinder. For example, for every morphism f ∈ HomC(X, Y ), there






















∈ EndT C(X ⊗ Y ).
In the case when C is modular, Theorem 3.1.13 computes the Hom-spaces between
these idempotents. This immediately implies Corollary 3.1.14 which states that
the set {εJI }I,J∈Irr(C) is a set of orthogonal primitive idempotents, where Irr(C)
is a complete set of simples in C. Theorem 3.1.15 then goes on to prove that
{εJI }I,J∈Irr(C) is a complete set of orthogonal primitive idempotents, i.e. that every
morphism in the tube category factors through the εJI . Let RT C denote the
category of representations of T C. Theorem 3.1.15 implies Corollary 3.1.16
which states that applying the Yoneda embedding to the εJI idempotents gives a
complete set of simples inRT C. In particular, simple objects inRT C are indexed
by pairs of elements in Irr(C). Many of these results have previously appeared,
with different proofs, in [HK19].
Returning to the more general case of when C is a spherical fusion category,
Proposition 3.2.1 characterises the data required to extend a representation of C
to a representation of T C. In particular it shows that specifying the value of the
Chapter 1 – Introduction 6








entirely determines the representation on T C. This result, together with the
content of Section 3.3.1, provides an alternative proof of the equivalence between
the category of representations of T C and the centre of C (this equivalence was
already known [PSV18, Proposition 3.14]). The centre of C, denoted Z(C), is a
category whose objects consist of an object in C together with a half braiding.
When C is braided we get a canonical choice of half braiding for ever object in C,
this gives us a braided monoidal functor C → Z(C). The same holds for C (the
category obtained by equipping C with the opposite braiding) and we obtain a
braided monoidal functor
Φ: C  C → Z(C)
∼=−→ RT C.
Theorem 3.3.3 then shows that Φ maps X  Y to the Yoneda embedding of the
idempotent εYX . Together with previous results this yields an alternative proof
that Φ is an equivalence when C is modular. This was first proved in [Müg03].
In Chapter 4, we associate a representation of the tube category to a pivotal
monoidal functorM : C → D. This is accomplished by first considering the trace
ofM, i.e. the representation of C given by HomD(1,M(–)). It is then shown that
this representation of C naturally extends to a representation of the tube category.







where the blue lines should be interpreted as strands in C that have been evalu-
ated underM. We denote this extension TM. We now assume that C is modular.
As simple objects inRT C are indexed by pairs of elements in Irr(C), decomposing
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TM into simple summands gives a non-negative integer Irr(C)× Irr(C)-matrix
that we denote Z(TM). Proposition 4.1.1 then provides a graphical description
of the simple multiplicity spaces in TM as the subspace of TM(IJ) defined by









for all Z in C.
We call a general representation of the tube category T-invariant if its decom-
position into simple summands commutes with the T-matrix of C. Theorem 4.2.4
gives a graphical characterisation of T-invariance. An immediate corollary of
this is that TM is T-invariant. This corollary will later be strengthened to Theo-
rem 4.4.7 which does not assume that C is modular.
We call a general representation of the tube category S-invariant if its decom-
position into simple summands commutes with the S-matrix of C. In general,





1 if I = J = 1
0 else
which doesn’t commute with the S-matrix in general (this is explained in greater
detail in Example 4.3.2). However, under the assumption thatM is indecompos-
able and takes value in a category whose idempotent completion is multifusion,
Theorem 4.3.23 proves that TM is a haploid, symmetric, commutative, Frobenius
algebra. By a result of Kong and Runkel [KR09, Theorem 3.4] this implies that
Z(TM) commutes with the S-matrix if and only if the dimension of TM is equal
to the dimension of C. This condition on the dimension of TM is equivalent to
requiring that
(S Z(TM) S−1)1,1 = Z(TM)1,1
and is therefore always a necessary condition for S-invariance.
The final section in Chapter 4 discusses the operator algebra technique known
Chapter 1 – Introduction 8
as α-induction. In particular it describes a categorical formulation of α-induction
given by Ostrik [Ost03, Section 5]. A module category may be though of as a
(not necessarily pivotal) monoidal functorM : C → A,A-Bimod, where A is a
semisimple algebra. Ostrik states that the integer, non-negative Irr(C)× Irr(C)-
matrix produced by α-induction has entries given by the dimension of the









for all Z in C. Theorem 4.4.6 proves that, whenM induces a pivotal structure on
its image, the TM construction may be applied and Z(TM) will produce the
same matrix as α-induction. This is accomplished by relating Condition (1.4)
and Condition (1.5). Furthermore, this application of the TM construction to
module categories leads us to Corollary 4.4.8 which states that, whenM is an
indecomposable module category that induces a pivotal structure on its full
image, TM is a haploid, symmetric, commutative, Frobenius algebra.
Finally, Chapter 5 applies the theory developed throughout the thesis to
a class of examples arising from module categories over the Temperley-Lieb
category. The Temperley-Lieb category may be thought of as a diagrammatic
presentation of the previously discussed category of integrable, highest weight
modules of A(1)1 at level k. Indeed, as described in Section 5.1.4, the Temperley-
Lieb category possesses a unique proper tensor ideal; after quotienting by this
ideal the category admits the structure of an MTC which is equivalent to that of
Repk A
(1)
1 . A recipe for producing module categories over the Temperley-Lieb
category is then described, the input of which is a symmetric quiver satisfying
certain conditions. Proposition 5.2.2 then proves that the module categories
this recipe produces induce a pivotal structure on their full image. The A-D-E
classification of module categories over Repk A
(1)
1 [EO04] then implies that all
module categories over Repk A
(1)
1 arise from this recipe. The chapter culminates
in Section 5.2.3 where the TM construction is used to give a new explanation of






As mentioned in the introduction, the category of modules over a vertex operator
algebra forms a modular tensor category. The aim of this chapter is to give an
exposition of such categories and to prove certain graphical formulas that will
be exploited in Chapter 3.
Section 2.1 starts by introducing linear categories, the direct sum construction
and the product of an object with a vector space. The Yoneda Lemma is then
exploited to provide a universal construction of the idempotent completion of
any linear category.
Section 2.2 introduces the notion of a monoidal category and the correspond-
ing notion of duals. It then goes on to discuss pivotal structures and braidings.
Finally, the definition of a modular tensor category is given. Throughout this
section a graphical notation is introduced and developed.
Section 2.3 starts by giving a graphical description of how objects may be
decomposed into their simple summands for a relatively general class of linear
category. The context is then restricted to modular tensor categories and certain
consequences of the killing ring lemma [BK01, Corollary 3.1.11.] are developed.
The results in this section are well-known to experts in the field, however the
proofs are original. Much of the material in this section has previously appeared
in [HK19].
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2.1 | PRELIMINARY CATEGORY THEORY
2.1.1 | LINEAR CATEGORIES
Let K be a field. In this thesis all categories are linear categories over K, i.e. the
Hom-spaces are finite dimensional vector spaces over K and composition is
bilinear.
EXAMPLE 2.1.1. The category of finite dimensional vector spaces Vect is a linear
category as Hom(V,W ) is a dim(V )× dim(W )-dimensional vector space.
Furthermore all functors are linear functors, i.e. functors between two linear
categories such that the corresponding maps between Hom-spaces are linear.
DEFINITION 2.1.2. Let X and Y be objects in a category C. A direct sum of X and
Y is an object Z in C such that
 HomC(Z,A) is naturally identified with HomC(X,A)⊕ HomC(Y,A).
 HomC(A,Z) is naturally identified with HomC(A,X)⊕ HomC(A, Y ).
DEFINITION 2.1.3. Let X be in C and let V be in Vect. The product of V with X is
an object Z in C such that
 HomC(Z, Y ) is naturally identified with V ∗ ⊗ HomC(X, Y ).
 HomC(Y, Z) is naturally identified with V ⊗ HomC(Y,X).
REMARK 2.1.4. For fixed X, Y in C and V in Vect, one can check that both the
direct sum of X and Y and the product of V with X are unique. This can also be
seen as a consequence of the Yoneda Lemma. They are denoted X ⊕ Y and V ·X
respectively.
In practice we never consider the question of whether or not direct sums
or products exist. This is due to the fact that, if they do not exist, they may be
formally added unambiguously. The following lemma captures the relationship
between products and direct sums.
Chapter 2 – Modular Tensor Categories 11





Proof. Let b∗ be the dual basis to b. The maps
⊕
b















are inverse to one another.
We recall that an object X in C is called simple if X has no proper subobjects.
Schur’s Lemma implies that, for a simple object S in C, EndC(S) is a division
algebra over K. We call an object X Schurian if EndC(X) = K. We call a category
Schurian if all of its simple objects are Schurian. In particular if K is algebraically
closed then C is Schurian.
DEFINITION 2.1.6. For a category C a complete set of simples Irr(C) is a set such
that
 for all I in Irr(C), I is a simple object in C.
 for all simple object S in C there exists a unique I ∈ Irr(C) such that
HomC(S, I) 6= 0.
We recall that a category C is called semisimple if every object in C is a direct
sum of finitely many simple objects.
DEFINITION 2.1.7. A finite category is a semisimple category that admits a finite
complete set of simples.
The following canonical decomposition of an object in a semisimple category
will be of great importance for the remainder of this thesis.
PROPOSITION 2.1.8. Let C be a semisimple, Schurian category, let Irr(C) be a complete





Chapter 2 – Modular Tensor Categories 12

















where IS = {i ∈ I | Xi ∼= S}. As C is Schurian HomC(S,Xi) is one-dimensional
and the canonical morphism
id ∈ End(HomC(S,Xi)) = HomC(S,Xi)∗ ⊗ HomC(S,Xi)
= HomC(HomC(S,Xi) ·S,Xi)









2.1.2 | IDEMPOTENT COMPLETION AND THE YONEDA
EMBEDDING
DEFINITION 2.1.9. Let X be an object in a category. A morphism ε ∈ EndC(X)
such that ε ◦ ε = ε is called an idempotent.
Let V be in Vect and suppose ε ∈ End(V ) is an idempotent. In this case
Vε = {v ∈ V | ε(v) = v} forms a subspace of V and ε may be thought of
as a projection from V onto Vε composed with an inclusion of Vε back into V .
Furthermore this correspondence between idempotents on V and split subspaces
of V defines a bijection. To say this more generally we made the following
definition,
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DEFINITION 2.1.10. Let ε ∈ EndC(X) be an idempotent in a category C. An
image object for ε is a object Xε in C together with morphisms π : X → Xε and
i : Xε → X such that i ◦ π = ε and π ◦ i = idXε .
REMARK 2.1.11. Suppose (X1, π1, i1) and (X2, π2, i2) are two image objects for
an idempotent ε ∈ EndC(X). Then π2 ◦ i1 and π1 ◦ i2 give inverse isomorphisms








commutes, image objects of ε are unique as summands of X .
Now let C be any (linear) category. If there exists an image object for every
idempotent in C we say that C is idempotent complete. This property fails for many
categories (an example can be found in Section 5.1.3). In this case it may be
desirable to fully embed C into another category C that is idempotent complete.
DEFINITION 2.1.12. An idempotent completion of a category C is a category C
together with a covariant functor Φ: C → C such that
 Φ is fully faithful.
 C is idempotent complete.
 For every object X in C there exists an idempotent ε in C such that X is an
image object for Φ(ε).
REMARK 2.1.13. Idempotent completions are unique up to equivalence of cate-
gories [Lur09, Section 5.1.4].
We shall now describe a realization of an idempotent completion for any
category C. LetRC denote the category of contravariant functors from C into Vect.
Chapter 2 – Modular Tensor Categories 14
We consider the functor
U : C → RC
X 7→ X]
where X] = HomC(–, X).
It is a well known corollary of the Yoneda Lemma that U is fully faithful and
is therefore referred to as the Yoneda embedding. Furthermore for any idempotent
ε ∈ EndC(X), there is, inRC, a subfunctor (X, ε)] ≤ X] given by
(X, ε)] : C → Vect
Y 7→ HomC(Y, ε) := {f ∈ HomC(Y,X) | ε ◦ f = f}
(α : Y → Z) 7→ (f 7→ α ◦ f)
which is an image object forU(ε) inRC. Indeed, (X, ε)] is a summand ofX]. This
image object exists becauseRC is an abelian category, so idempotent complete,
even if C may not be. Concretely, (X, ε)](Y ) is the image of ε]Y = ε∗, which is an
idempotent endomorphism of X](Y ) = HomC(Y,X). The naturality of ε], i.e. the
fact that ε∗ commutes with φ∗ for any φ : Z → Y , makes (X, ε)] a functor.
Let CU be the full subcategory ofRC spanned by object of the form (X, ε)]. We
note that U factors through CU as (X, idX)] = U(X) for all X in C. We therefore
obtain the following result.
PROPOSITION 2.1.14. The category CU together with the Yoneda embedding is an
idempotent completion of C.




Proof. As the Yoneda embedding is fully faithful we only have to show that it is
Chapter 2 – Modular Tensor Categories 15













where the first equality uses the semisimplicity of C and the contravariance of F
and the second equality uses the fact S is Schurian.
Let C be a semisimple category together with a complete set of simples Irr(C).
Suppose we choose an element I ∈ Irr(C) and consider the full subcategory
of C whose objects are non-isomorphic to I . Clearly this new category fails to
be semisimple, however the missing simple objects may still be detected by
considering the idempotent endomorphisms of any object that has a proper
summand isomorphic to I . There is, therefore, a notion analogous to a complete
set of simples for idempotents.
DEFINITION 2.1.16. A set of primitive orthogonal idempotents in a linear category C






K if ε = ε′
0 else.
A set of primitive orthogonal idempotents is called complete if we have
⊕
ε∈I
HomC(X, ε)⊗ HomC(ε, Y ) = HomC(X, Y )
for all X, Y in C.
The proof Proposition 2.1.15 shows that the Yoneda embedding maps a
complete set of Schurian simples in C to a complete set of Schurian simples inRC.
The corresponding claim for a complete set of primitive orthogonal idempotents
also holds.
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PROPOSITION 2.1.17. Let C be a linear category with a complete set of primitive
orthogonal idempotents I . ThenRC is a semisimple Schurian category and {(Xε, ε)]}ε∈I
forms a complete set of simples inRC (where ε ∈ EndC(Xε)).
Proof. It is simple to check that the set {(Xε, ε)]}ε∈I contains distinct simple
Schurian objects in RC. The condition that I is a complete set of orthogonal




HomC(ε, Y ) ·(Xε, ε)]
for all Y in C. Then, using a similar argument to the proof of Proposition 2.1.15,
we take F inRC, Y in C and compute,















], F )⊗ (Xε, ε)](Y )
as desired.
COROLLARY 2.1.18. Let C be a linear category with a complete set of primitive orthog-
onal idempotents. Then RC together with the Yoneda embedding give an idempotent
completion of C.
Proof. This follows from Proposition 2.1.14 and Proposition 2.1.17.
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2.2 | MONOIDAL CATEGORIES
2.2.1 | INTRODUCTION TO MONOIDAL CATEGORIES
DEFINITION 2.2.1. A monoidal category is a category C together with a tensor
product bifunctor⊗ : C×C → C with natural associativity isomorphisms aX,Y,Z : (X⊗
Y )⊗ Z → X ⊗ (Y ⊗ Z) and a tensor identity 1 in C with natural unit isomorphisms
rX : X ⊗ 1→ X and lX : 1⊗X → X such that
 The diagram





(X ⊗ (Y ⊗ Z))⊗W
aX,Y⊗Z,W

(X ⊗ Y )⊗ (Z ⊗W )
aX,Y,Z⊗W

X ⊗ ((Y ⊗ Z)⊗W )
id⊗aY,Z,W // X ⊗ (Y ⊗ (Z ⊗W ))
commutes.
 The diagram









REMARK 2.2.2. By interpreting objects as 1-morphisms and ⊗ as composition of
1-morphisms we see that the notion of a monoidal category is equivalent to the
notion of a 2-category with exactly one object.
REMARK 2.2.3. For the remainder of this thesis we will suppress the associativity
and unit isomorphisms.
DEFINITION 2.2.4. Let C be a monoidal category and let X be an object in C. An
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object Y in C together with morphisms
cr : 1→ X ⊗ Y and an: Y ⊗X → 1
such that
(idX ⊗ an) ◦ (cr⊗ idX) = idX (2.1)
and
(an⊗ idY ) ◦ (idY ⊗ cr) = idY (2.2)
is called a right dual to X . An object Z in C together with morphisms
cr : 1→ Z ⊗X and an: X ⊗ Z → 1
is called a left dual to X if X , together with the same morphisms, is a right
dual to Z. The maps cr and an are called the creation and annihilation morphisms
respectively.
REMARK 2.2.5. If X in C admits a right (resp. left) dual, then the dual is unique
[EGNO15, Proposition 2.10.5.].
DEFINITION 2.2.6. A monoidal category C is called rigid if every object in C admits
a left and a right dual.
For an object X in C we use X∨ to denote a right dual to X and ∨X to denote
a left dual to X . The corresponding creation and annihilation morphisms are
denoted crX and anX respectively.
LEMMA 2.2.7.
(X ⊗ Y )∨ = Y ∨ ⊗X∨ and ∨(X ⊗ Y ) = ∨Y ⊗ ∨X.
Proof. The isomorphism
(X ⊗ Y )∨ id⊗ crX−−−−→ (X ⊗ Y )∨ ⊗X ⊗X∨
id⊗ crY ⊗ id−−−−−−−→(X ⊗ Y )∨ ⊗X ⊗ Y ⊗ Y ∨ ⊗X∨ anX⊗Y ⊗ id−−−−−−→ Y ∨ ⊗X∨
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gives the first identify, the second may be proved analogously.
LEMMA 2.2.8.
HomC(X ⊗ Y, Z) = HomC(X,Z ⊗ Y ∨), HomC(X, Y ⊗ Z) = HomC(Y ∨ ⊗X,Z)
HomC(X ⊗ ∨Y, Z) = HomC(X,Z ⊗ Y ), HomC(Y ⊗X,Z) = HomC(X, ∨Y ⊗ Z).
Proof. We consider the following canonical map
HomC(X ⊗ Y, Z)→ HomC(X,Z ⊗ Y ∨)
g 7→ (g ⊗ idY ∨) ◦ (idX ⊗ crY )
it has inverse
HomC(X,Z ⊗ Y ∨)→ HomC(X ⊗ Y, Z))
g 7→ (idZ ⊗ anY ) ◦ (g ⊗ idY )
and is therefore a canonical isomorphism. The proofs of the other equalities are
analogous.
COROLLARY 2.2.9.
HomC(X, Y ) = HomC(Y
∨, X∨) = HomC(1, Y ⊗X∨).
Let C be a rigid category. Lemma 2.2.5 and Corollary 2.2.9 give us contravari-
ant endofunctors –∨ and ∨ – on C. The following rephrasing of Lemma 2.2.8 in
terms of the Yoneda embedding will prove useful.
LEMMA 2.2.10. Let C be a rigid monoidal category. Then we have
Y ] ◦ (X∨ ⊗ –) = (X ⊗ Y )] = X] ◦ (–⊗ ∨Y ).
Proof. The natural isomorphisms from the proof of Lemma 2.2.8 give the desired
result.
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We now introduce a graphical notation, due to Roger Penrose [Pen71], that
shall be used throughout the remainder of this thesis. To represent a morphism
α ∈ HomC(X, Y ) we draw a strand labelled X , a strand labelled Y and a connec-





Composition is then depicted by vertical juxtaposition and the monoidal product
by horizontal juxtaposition:
β ◦ α =
α
β
α⊗ β = α β .
As the monoidal product is depicted by horizontal juxtaposition the associativity
maps are implicitly used but not depicted. Similarly any strand labelled by the
tensor identity is not drawn, therefore the unit isomorphisms are also implicitly
used but not depicted. The maps crX and anX are drawn as a cap and cup
respectively:
crX = X X∨ anX =
X∨ X
.
Note that this is consistent with horizontal juxtaposition depicting the monoidal
product by Lemma 2.2.7. With graphical notation in hand we can rewrite condi-







As all three diagrams are isotopic the graphical intuition behind dual objects is
made clear.
DEFINITION 2.2.11. A multifusion category is a finite Schurian, monoidal, rigid
category (for which the tensor product is linear) such that the tensor identity






where I is some indexing set and Hom(1i, 1j) = δi,j K. Furthermore, if EndC(1) =
K (i.e. #I = 1), C is called a fusion category.
REMARK 2.2.12. If K is algebraically closed then any finite, monoidal, rigid
category is a multifusion category [EGNO15, Theorem 4.3.1.].
Multifusion categories get their name from the fact that they have certain
fusion categories as summands. Indeed, we have the following,





where Ci j = 1i⊗ C ⊗ 1j .
Proof. These results all follow from Theorem 4.3.1. in [EGNO15].
REMARK 2.2.14. Theorem 4.3.1. in [EGNO15] shows that the proposition still
holds if we drop the assumption that C has finitely many isomorphism classes of
simple objects.
REMARK 2.2.15. The tensor product maps Ci j × Cj l to Ci l . Therefore, for all i ∈ I ,
the category Ci i is a fusion category.
2.2.2 | PIVOTAL STRUCTURE
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such that (under the identification of Lemma 2.2.7)
δX⊗Y = δY ⊗ δX . (2.4)
A rigid category equipped with a pivotal structure is called a pivotal category.
The map δX is suppressed from graphical notation; condition (2.4) guarantees
that this doesn’t cause inconsistencies. As a pivotal structure identifies left and
right duals, we use X∨ to denote both. For example
X∨X (2.5)
is valid graphical notation for an element in EndC(1) if C is pivotal but not if C is
merely rigid. However, even in a pivotal category, (2.5) is not necessarily equal
to
X∨ X . (2.6)
DEFINITION 2.2.17. A pivotal category is called spherical if (2.5) and (2.6) define
the same element of EndC(1) for all X in C. In this case said element is called the
dimension of X and is denoted d(X).
PROPOSITION 2.2.18. Suppose C is a semisimple spherical category, Irr(C) is a complete
set of simples in C and S ∈ Irr(C) is Schurian. Then d(S) is an automorphism of 1.
Proof. By Proposition 2.1.8 we have




HomC(T, S ⊗ S∨) ·T
Let π be projection onto the HomC(1, S ⊗ S∨) · 1 summand and let i be the corre-
sponding inclusion. As, by (2.2), crS and anS are non zero and
HomC(1, S ⊗ S∨) = HomC(S ⊗ S∨, 1) = EndC(S) = K
π ◦ crS and anS ◦ i are isomorphisms. As d(S) = anS ◦ crS = anS ◦ i ◦ π ◦ crS this
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concludes the proof.





2.2.3 | THE BRAIDING AND NON-DEGENERACY
DEFINITION 2.2.20. Let C be a monoidal category. A braiding on C is a collection
of natural isomorphisms σX,Y : X ⊗ Y → Y ⊗X , such that the diagrams
X ⊗ Y ⊗ Z
σX,Y⊗Z−−−−→ Y ⊗ Z ⊗X
σX,Y ⊗1↘ ↗ 1⊗σX,Z
Y ⊗X ⊗ Z
and
X ⊗ Y ⊗ Z
σX⊗Y,Z−−−−→ Y ⊗ Z ⊗X
1⊗σY,Z ↘ ↗ σX,Z⊗1
Y ⊗X ⊗ Z
commute. These conditions are often referred to as the hexagon identities (our
diagrams are triangular as we have suppressed the associativity isomorphisms).
A monoidal category equipped with a braiding is said to be braided. In
graphical notation this braiding is depicted by the over-crossing,
X Y
.
The hexagon identities guarantee that this notation is consistent with horizontal
juxtaposition depicting the monoidal product. Naturality of the braiding allows
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If σ is a braiding on a monoidal category C then σ, given by σX,Y := (σ−1Y,X), also
defines a braiding on C called the opposite braiding to σ. In graphical notation
the opposite braiding is depicted by the under-crossing,
X Y
.





This, together with (2.3) (which resembles a "Reidemeister 0" rule), makes one
wonder whether, for a spherical braided category, graphical notation is well
defined up to tangle isotopy. For this to be possible we have to assume a certain






A braiding which satisfies this condition is called balanced; for the remainder
of this thesis we suppose that all braidings on spherical categories are balanced.
Even when the braiding is balanced, however, graphical notation is not well
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defined up to tangle isotopy as, in general,
X
does not define idX ∈ EndC(X) and so there is no "Reidemeister I" rule. Dropping
the "Reidemeister I" rule gives us the notion of ribbon tangle isotopy and it is true
that graphical notation is well defined up to ribbon tangle isotopy [RT90]. This
motivates the following terminology.
DEFINITION 2.2.21. A spherical (balanced) braided category is called a ribbon
category.
We have now introduced all the structure required to define a modular tensor
category; however, one non-degeneracy property remains to be explained. Let C
be a semisimple ribbon category and let Irr(C) be a complete set of simples. We
suppose that 1 is simple (C is therefore a fusion category) and that all simples in






REMARK 2.2.22. If we replace the I strand in the definition of TIJ with an I∨
strand we obtain an equivalent definition [EGNO15, Section 8.10.]. Similarly if
we replace the I and J strands in the definition of SIJ with I∨ and J∨ strands
respectively we also obtain an equivalent definition [EGNO15, Remark 8.1.12.3].
These matrices are called the T-matrix and the S-matrix respectively. Collec-
tively they are know are the modular data of C.
DEFINITION 2.2.23. A modular tensor category (MTC) is a finite ribbon category
such that
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(1) The tensor identity is simple and all simples are Schurian.
(2) The category has non-zero dimension.
(3) The above defined S and T matrices are invertible, i.e. the modular data is
non-singular.
A finite ribbon category that satisfies condition (1) and (2) but not necessarily
condition (3) is called a pre-modular tensor category (PTC).
REMARK 2.2.24. By [EGNO15, Proposition 8.20.16.] condition (2) is automati-
cally satisfied if K is algebraically closed.
REMARK 2.2.25. Modular tensor categories are so-called as their modular data
satisfies the following equations,
(ST )3 = λS2, S2 = d(C) C, T C = CT
where λ ∈ K and C := (δI∨,J)I,J∈Irr(C) is the charge conjugation matrix [EGNO15,
Section 8.16.]. As C2 = id these equations imply that the modular data gives a
projective representation of SL2(Z) a.k.a. the modular group.
REMARK 2.2.26. From Remark 2.2.22 we see that S and T commute with the
charge conjugation matrix even when C is only assumed to be pre-modular.
2.3 | GRAPHICAL PROPOSITIONS
2.3.1 | PERFECT PAIRINGS
Let C be a Schurian (see Section 2.1.1) semisimple category and let Irr(C) be a
complete set of simples in C.
PROPOSITION 2.3.1. Let R be in Irr(C) and let X be in C. The pairing
HomC(R,X)⊗ HomC(X,R)→ K
f ⊗ g 7→ g ◦ f
is perfect.
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where the Xi are simple objects and I is an indexing set. We consider the subset
J := {i ∈ I | Xi ∼= R} ⊂ I . Then we have
HomC(R,X) ∼= KJ and HomC(X,R) ∼= KJ .
As composition is given by the standard pairing, which is perfect, we are done.
DEFINITION 2.3.2. Let R be in Irr(C) and let X be in C. For every basis {b} ⊂
HomC(R,X) we use {b∗} to denote the dual basis of HomC(X,R) with respect to
the perfect pairing given by Proposition 2.3.1.
The following conventions will be used throughout this thesis. They will be
of particular importance for the graphical computations.
 Unless otherwise specified, a sum over a variable object in C ranges over
Irr(C).
 Unless otherwise specified, a sum over a variable morphism in C ranges
over a basis of the appropriate Hom-space.










where, as per the above conventions, R ranges over a basis of Irr(C) and b ranges over a
basis of HomC(R,X).
Proof. By Proposition 2.1.8, we have a natural identification
⊕
R HomC(R,X)⊗
R = X . Using the bases {b}, for each HomC(R,X), we get an isomorphism
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f :
⊕












satisfies g ◦ f = id and so g is the inverse to f . The right-hand side of (2.8) is
simply f ◦ g and hence equal to the identity, as required.
REMARK 2.3.4. When C is monoidal, we will often use the following instance of










We now additionally suppose that C is monoidal and rigid. We also equip it
with a spherical pivotal structure (see Section 2.2) and suppose that 1 is a simple
object in C. In other words, C is a spherical fusion category, see Definition 2.2.11
and 2.2.17.





f 7−→ X∨f ∈ EndC(1) = K .
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We note that, as C is spherical, the trace is also given by
tr(f) = X∨ f
and that taking the trace of a composition is commutative i.e.






gf∨ = X∨ Y
f
g
= tr(f ◦ g)
for all f ∈ HomC(X, Y ) and g ∈ HomC(Y,X).
PROPOSITION 2.3.6. The pairing
HomC(X, Y )⊗ HomC(Y,X)→ K
f ⊗ g 7→ tr(g ◦ f)
is perfect.
Proof. Applying Proposition 2.3.3 to X gives us


























〈f ◦ b, b∗ ◦ g〉d(S)
where 〈–, –〉 denotes the perfect pairing defined in Proposition 2.3.1. Let f ∈
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HomC(X, Y ) be non zero. Then there exists S ∈ Irr(C) and b ∈ HomC(S,X)
such that f ◦ b 6= 0. As 〈–, –〉 is perfect there exists gS ∈ HomC(Y, S) such that
〈f ◦ b, gS〉 6= 0. Then we have
tr(f, b ◦ gS) = 〈f ◦ b, b ◦ b∗ ◦ gS〉d(S) = 〈f ◦ b, gS〉d(S) 6= 0.
2.3.2 | TWISTED TENSOR DECOMPOSITION
As in the previous section, let C be a spherical fusion category. Much of the work
carried out in this thesis will be done relative to a fixed spherical fusion category
C, and from now on, when taking tensor products in this category, we will omit
the "⊗" symbol and write XY for X ⊗ Y . However, we will continue to write
the "⊗" symbol when taking a tensor product in any other category.
LEMMA 2.3.7. Let X and Y be in C. For all S, S ′ ∈ Irr(C), i ∈ HomC(Y,XS) and
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Y ∨ SX = tr(j ◦ i)
Therefore λ = tr(j◦i)
d(S)
. This proves the first part of the lemma, the second part is
proved analogously.































is the image of b under the adjunction
α : HomC(S,X
∨T )→ HomC(XS, T )
and similarly the map β(b∗) : = b∗
X S
T
is the image of b∗ under the adjunction
β : HomC(X
∨T, S)→ HomC(T,XS).
Therefore as b ranges over a basis of HomC(S,X∨T ), α(b) ranges over a basis G of
HomC(XS, T ) and β(b∗) ranges over a basisH of HomC(T,XS). However G and
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H are not dual to one another. Indeed evaluating α(b1) ∈ G on β(b∗2) ∈ H and



















This implies that G and H are pseudo-dual, to make them truly dual we would
have to rescale one of them by d(T )
d(S)
. This, together with Lemma 2.3.3, proves the
first part of the lemma, the second part is proved analogously.
REMARK 2.3.9. An alternative proof of the above lemma may be found in [Kon08,
Lemma 5.1].




homC(R, ST )d(S)d(T ) = d(R)d(C).
Proof. For λ =
∑
S,T























where the final equality uses Lemma 2.3.8.
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2.3.3 | THE KILLING RING
We now suppose that C is an MTC.








where 1 is the tensor identity.
Proof. See Corollary 3.1.11. in [BK01].


















Proof. This follows immediately from Lemma 2.3.3, Proposition 2.3.11 and the
fact that, for R, T ∈ Irr(C), we have
HomC(RT, 1) = HomC(T,R∨) = δR∨,T idR∨ .
We note that the d(R)−1 term appears as the creation and annihilation morphisms
are not dual to one another, indeed they compose to the dimension. To make
them dual we therefore weight by the inverse of the dimension.
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where the final equality uses Corollary 2.3.12.
CHAPTER 3
THE TUBE CATEGORY
The main goal of this chapter is to introduce and study the tube category of a
spherical fusion category. This constitutes one of the fundamental constructions
in this thesis.
Section 3.1 first defines the tube category of a spherical fusion category, which
may be thought of as a categorical analogue of Oceanu’s tube algebra [Ocn94].
This definition has previously appeared in [HK19]. In the case when C is mod-
ular, we introduce, for X and Y in C, an idempotent εYX . The corresponding
Hom-spaces are subsequently computed. In particular it is shown that, when
C is modular, the set {εJI }I,J∈Irr(C) forms a complete set of orthogonal primitive
idempotents in T C. Finally, the fact that the endomorphism algebra of the ten-
sor identity in the tube category is canonically identified with the complexified
Grothendieck ring is exploited to prove that said ring is semisimple and compute
its spectrum.
Section 3.2 analyses the the category of representations of T C (denotedRT C).
When C is a modular tensor category,RT C may also be thought of as the idempo-
tent completion of T C. In particular this section characterises the data required
to extend a representation of C to a representation of T C.
Section 3.3 starts by describing the centre of C, denoted Z(C), a category
whose objects consist of objects in C together with a half-braiding. An equiva-
lence between RT C and Z(C) is then described. This equivalence stems from
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the fact that, when C is a spherical fusion category, the Yoneda embedding is
an equivalence and that the data required to extend the image of X under the
Yoneda embedding to T C corresponds to a half braiding on X . A tensor functor
Φ from C  C to Z(C) = RT C is then described. It is shown that Φ maps X  Y
in C  C to the functor represented by the idempotent εYX . This, together with
the results of Section 3.1, recovers a theorem due to Müger [Müg03] that Φ is an
equivalence when C is modular.
3.1 | INTRODUCING THE TUBE CATEGORY
3.1.1 | DEFINITION OF THE TUBE CATEGORY
Let C be a spherical fusion category, see Definition 2.2.11 and 2.2.17. The tube
category, denoted T C, shares the same objects as C but has more morphisms i.e.
HomC(X, Y ) ≤ HomT C(X, Y ). The intuition is that whereas morphisms in C may
be represented graphically as diagrams drawn on a bounded region of the plane,
morphisms in T C are given by diagrams drawn on a cylinder. For example, for
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We capture such morphisms by drawing diagrams in a diamond and glueing the






We note that this diagram may also be read vertically and interpreted as an
element in HomC(Y ∨X, Y Y ∨). We also note that due to Lemma 2.3.3 we may
restrict ourselves to only gluing simple strands. In this way morphism (3.1)










where b ranges over a basis of HomC(R, Y ∨). We note that each diagram may
now be read vertically as an element in HomC(RX, Y R). With this motivation in
mind we may proceed with the definition of T C.
DEFINITION 3.1.1. Let C be a spherical fusion category. The associated tube
category, denoted T C, is defined as the following category,
1. Obj(T C) := Obj(C)
2. HomT C(X, Y ) :=
⊕
R HomC(RX, Y R)
3. Let f be in HomT C(X, Y ) and let g be in HomT C(Y, Z). We define g ◦ f as
follows (using the diagrams explained above)

















Chapter 3 – The Tube Category 38
where fR and gS are the HomC(RX, Y R) and HomC(SY, ZS) components
of f and g respectively and b ranges over a basis of HomC(T, SR). We note
that g ◦ f ∈
⊕
T HomC(TX,ZT ) = HomT C(X,Z) as desired.
From Lemma 2.3.3 we see that this definition agrees with the intuition that
composition corresponds to vertically stacking the cylinders upon which the
diagrams are drawn. This intuition, together with the associativity of the tensor
product, makes it clear that composition in T C is associative.
REMARK 3.1.2. At this point, a careful reader reader might protest that the tensor
product is merely weakly associative and yet composition in a category must
be strongly associative. However, this is not an issue as the associator isomor-
phisms will simply modify the basis appearing in (3.2) leaving the composition
unchanged.
REMARK 3.1.3. The summand indexed by 1 in HomT C(X, Y ) is HomC(X, Y ). This
gives a map HomC(X, Y ) ↪→ HomT C(X, Y ) such that
HomC(X, Y )⊗ HomC(Y, Z) HomT C(X, Y )⊗ HomT C(Y, Z)
HomC(X,Z) HomT C(X,Z)
◦ ◦	
commutes. In other words C is a subcategory of T C. In particular the identity in
EndT C(X) is given by the image of idX ∈ EndC(X) under this embedding.
REMARK 3.1.4. If we consider the algebra





we recover Oceanu’s tube algebra [Ocn94]. As
⊕
S
S is a projective generator in T C
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the functor
RT C → Mod-T A







gives an equivalence, i.e. T C is Morita equivalent to T A.
REMARK 3.1.5. The definition of Hom-spaces in T C has the following interesting
consequence. Let K(C) denote the Grothendieck ring of C and let KK(C) denote
K(C)⊗Z K (we call KK(C) the complexified Grothendieck ring even though K is not
necessarily the complex numbers). Then EndT C(1) and KK(C) are canonically




S K is precisely
the underlying vector space of KK(C). Furthermore, composition in EndT C(1)
corresponds to the tensor product in KK(C) by Lemma 2.3.3.






















HomC(SX, Y S) = HomT C(X, Y ).
REMARK 3.1.6. This new notation may potentially create confusion with the
pre-existing convention that, for f ∈ HomT C(X, Y ) and R ∈ Irr(C), fR denotes
the HomC(RX, Y R) competent of f . To avoid such confusion we will restrict our
new notation to the letters G and H .
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This serves as an effective reality-check that Definition 3.1.1 captures our original
motivation of constructing an annular analogue of C.
However, describing T C as an annular analogue of C may be a little mislead-
ing, depending on one’s understanding of a cylinder. The important subtlety is
that diagrams representing morphisms in T C are drawn on S1 × I where I is an
interval and S1 is a circle together with a distinguished point. This allows us to glue
the cylinders together, giving the following associative product.
DEFINITION 3.1.7. Let ⊗T C : T C × T C → T C be the bifunctor given by
X ⊗T C Y = XY
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for X, Y in T C and













∈ HomT C(WY,XZ) (3.4)
for f ∈ HomT C(W,X) and g ∈ HomT C(Y, Z).
We note that this product does not give a monoidal product as there is no
unit. The tensor identity 1 in C fails to give a unit as the functor
–⊗T C 1 : T C → T C
maps α ∈ HomT C(X, Y ) to d(C)α1 ∈ HomC(X, Y ) and so the unit isomorphisms
fail to be natural.
REMARK 3.1.8. The d(C) and 1
d(S)
factors appearing in (3.4) may seem a little
mysterious. They will eventually be justified by Propsition 3.3.5.
3.1.2 | IDEMPOTENTS IN T C
Let C be a pre-modular tensor category (PTC) and let X, Y be objects in C. The











∈ EndT C(XY ).
PROPOSITION 3.1.9. We have
εYX ◦ εYX = εYX
i.e. εYX is an idempotent.
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Proof. We compute































where the final equality uses Lemma 2.3.10.















∈ EndT C(Y X). (3.5)
The isomorphism is in fact given by the embedding of the braiding on C into T C.
Therefore the isomorphism class of εYX is really determined by the fact that the
X strand is under-braided and the Y strand is over-braided. This motivates the
notation.
REMARK 3.1.11. The notation εYX is also well behaved with respect to the associa-
tive product given by Definition 3.1.7, as we have
(XY AB, εYX ⊗T C εBA)] = (XAY B, εY BXA)]
where the isomorphism is once again given by the braiding.
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PROPOSITION 3.1.12. We have
HomC(Z,XY ) = HomT C(Z, e
Y
X) and HomC(XY,Z) = HomT C(e
Y
X , Z)
where, as in Section 2.1.2, HomT C(Z, eYX) = {β ∈ HomT C(Z,XY ) | εYX ◦ β = β}.
Proof. We consider the maps
φZ : HomC(Z,XY )→ HomT C(Z, eYX)
α 7→ εYX ◦ α
and





















and, for βG ∈ HomT C(Z, εYX),
βG = ε
Y
















































= φZ ◦ ϕZ(βG)
where the penultimate equality is due to Lemma 2.3.8. Therefore φZ and ϕZ are
inverse to one another. This proves the first equality, the second may be proved
analogously.
When C is a modular tensor category (MTC) we can describe the morphisms
between these idempotents.





A) = HomC(X,A)⊗ HomC(Y,B).
Proof. We consider the maps
φ : HomC(X,A)⊗ HomC(Y,B)→ HomT C(εYX , εBA)
f ⊗ g 7→ εBA ◦ (f ⊗ g) ◦ εYX
Chapter 3 – The Tube Category 45
and




























































b∗(g ◦ c) f ⊗ (b ◦ c∗) = f ⊗ g
and, for αG ∈ HomT C(εYX , εBA),
αG = ε
B
























































= φ ◦ ϕ(αG)
where the final equality uses Proposition 2.3.13.
COROLLARY 3.1.14. The set {εJI }I,J∈Irr(C) is a set of orthogonal primitive idempotents.







K if I = I ′ and J = J ′
0 else
which proves the claim.
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THEOREM 3.1.15. Let C be an MTC. We have





I )⊗ HomT C(εJI , Y ),
in other words, the set {εJI }I,J∈Irr(C) forms a complete set of orthogonal primitive
idempotents in T C.





I )⊗ HomT C(εJI , Y )→ HomT C(X, Y ). (3.6)
As before, let homC(X, Y ) denote the dimension of HomC(X, Y ). By Corol-





I ) homT C(ε
J
I , Y ) ≤ homT C(X, Y ) (3.7)
with equality if and only if (3.6) is an isomorphism. Furthermore, by Proposi-
tion 3.1.12 we have
homC(X, IJ) = homT C(X, ε
I
J) and homC(IJ, Y ) = homT C(ε
I
J , Y )
which allows us to compute




















I ) homT C(ε
J
I , Y ),
implying that (3.6) is an isomorphism.
COROLLARY 3.1.16. For C an MTC, the set {(IJ, εJI )]}I,J∈Irr(C) forms a complete set
of simples in RT C. Furthermore, RT C together with the Yoneda embedding is an
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idempotent completion of T C.
Proof. This follows directly from Theorem 3.1.15, Proposition 2.1.17 and Corol-
lary 2.1.18.
3.1.3 | SEMISIMPLICITY OF KK(C)
Let C be an MTC. Recall from Remark 3.1.5 that EndT C(1) = KK(C) where KK(C)
denotes the complexified Grothendieck ring of C. By Proposition 3.1.12 we have
HomT C(1, eJI ) = HomC(1, IJ) = δJ,I∨ K ∀I, J ∈ Irr(C).
Combining this with Theorem 3.1.15 and the fact that dimKK(C) = # Irr(C) and
we may conclude that KK(C) is a commutative semisimple algebra generated by
a set of primitive orthogonal idempotents indexed by Irr(C). For I ∈ Irr(C) the










For a proof that this is indeed a primitive idempotent that factors through εI∨I
see [HK19, Corollary 5.7]. Before proceeding we make the following definition.
DEFINITION 3.1.17. The spectrum of an algebra A is the set of algebra homomor-
phisms from A to the underlying field.
We may now compute the spectrum of KK(C) by evaluating the action of 1I
Chapter 3 – The Tube Category 49
on [J ] ∈ KK(C) under the regular representation. We have



































= λI([J ]) 1I
where the penultimate equality uses Lemma 2.3.8 in an analogous way to the
proof of Proposition 3.1.12 and λI([J ]) ∈ K is defined by
λI([J ]) idT∨ =
I∨ J
. (3.8)
Taking the trace of both sides of (3.8) implies that λI([J ]) = SIJd(I) where S is the S-
matrix of C, see (2.7). This recovers the famous fact that the S-matrix diagonalizes
the fusion rules. The spectrum of KK(C) is therefore given by
{
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3.2 | THE CATEGORY OF REPRESENTATIONS
OF T C
3.2.1 | THE CYCLE MORPHISMS
Let C be a spherical fusion category and, as usual, let RT C be the category of
contravariant functors from T C to Vect. As HomC(X, Y ) ≤ HomT C(X, Y ) such
that
HomC(X, Y )⊗ HomC(Y, Z) HomT C(X, Y )⊗ HomT C(Y, Z)
HomC(X,Z) HomT C(X,Z)
◦ ◦	
we have a canonical (covariant) functor
RT C → RC
F 7→ F̄
that simply restricts F to morphisms in C. A natural question now arises: for
a given object F̄ in RC what additional data could be provided to specify a
unique extension to an object F inRT C? To answer this question we consider








where G and X are in C.
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For f and g in HomC(X, Y ) and HomC(G1, G2) respectively, we have


















= cG2,Y ◦ (f ⊗ g).
(3.9)
Furthermore, cG,X also satisfies the following properties
 cG,X is an isomorphism.
 cG,HX ◦ cH,XG = cGH,X .
The following section proves that the data given by evaluating F on cG,X
precisely captures how to extend F̄ to F and therefore provides an answer to the
question mentioned above.
3.2.2 | THE UNIQUE EXTENSION
Let C be a et F be an object in RT C. Applying F to cG,X gives a collection of
maps
κG,X : F̄ (GX)→ F̄ (XG).
By (3.9) κ is natural in both X and G. The additional properties of cG,X listed in
the previous section then imply that
(i) κG,X is an isomorphism.
(ii) κH,XG ◦ κG,HX = κGH,X .
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We now suppose we have an arbitrary object F̄ inRC and maps
κG,X : F̄ (GX)→ F̄ (XG) ∀G,X ∈ Obj(C)
that satisfy naturality in G and X together with Properties (i) and (ii). We shall
prove that there is a unique functor F inRT C such that
I. F (X) = F̄ (X) for all X in C.
II. F (α) = F̄ (α) for all α ∈ HomC(X, Y ).
III. F (cG,X) = κG,X for all G,X in C.
If such a functor exists it is certainly unique as these conditions determine
















The first and last terms are morphisms in C and therefore determined by Condi-
tion II. The middle term is cG,Y G∨ and is therefore determined by Condition III.
The following proposition establishes existence.
PROPOSITION 3.2.1. There exists a unque object F inRT C that satisfies Conditions I,
II and III.
Proof. We first check that Conditions II and III don’t contradict one another. The
only case when cG,X is a morphism in C is when G = 1 and cG,X = idX . As, by
(ii) for H = G = 1, we have
κ1,X ◦ κ1,X = κ1,X
which, together with (i), implies κ1,X = idX , Conditions II and III are equivalent
in this case.
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To aid legibility when the domain of a map of the form κG,X is clear from the
context we will suppress the second argument and simply write κG. As discussed
before the proof, any F that satisfies Conditions I, II and III also satisfies













for any αG ∈ HomT C(Y,X). We therefore only have to check that (3.11) does
indeed define a functor. Let βH be in HomT C(Z, Y ). We have






















By the naturality of κH∨ and κG∨ this equation may be rearranged. The creation






















Then β together with the annihilation morphism of H may be moved to before






























= F (αG ◦ βH)
where the penultimate equality uses Property (ii).
DEFINITION 3.2.2. We call the functor constructed in Proposition 3.2.1 the exten-
sion of F̄ by κ and denote it (F̄ , κ).
This new description of objects inRT C then also yields a new description of
morphisms inRT C as follows.
PROPOSITION 3.2.3. We consider F = (F̄ , κ) and F ′ = (F̄ ′, κ′) inRT C then we have
HomRT C(F, F
′) = {α ∈ HomRC(F̄ , F̄ ′) | αXG ◦ κG,X = κ′G,X ◦ αGX}.
Proof. Let α ∈ HomRC(F̄ , F̄ ′) be such that αXG ◦ κG,X = κ′G,X ◦ αGX . As α is
in HomRC(F̄ , F̄ ′), α is natural with respect to all morphism in C. Furthermore,
the additional condition on α implies that it is also natural with respect to all
morphisms of the form cG,X . From (3.10) we see that any morphism in T C may
be written as a composition of morphisms in C and morphisms of the form cG,X .
Therefore α is natural with respect to all morphisms in T C.
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3.3 | EQUIVALENT CATEGORIES TO RT C
3.3.1 | EQUIVALENCE BETWEEN RT C AND Z(C)
DEFINITION 3.3.1. Let C be a monoidal category and let X be an object in C. A
half-braiding on X is a collection of natural isomorphisms
τG : G⊗X → X ⊗G
such that
τGH = (τG ⊗ idH) ◦ (idG⊗τH)
for all G,H in C.
The centre of C, denoted Z(C), is a category with objects of the form (X, τ)
whereX is in C and τ is a half braiding onX . HomZ(C)((X, τ), (Y, γ)) is then given
by the subspace of HomC(X, Y ) defined by the condition that f ∈ HomC(X, Y )
satisfies
(f ⊗ idG) ◦ τG = γG ◦ (idG⊗f)
for all G in C. This category is monoidal [EGNO15, Section 7.13] with tensor
product (X, τ) ⊗ (Y, γ) = (X ⊗ Y, ι) where ιG = (idX ⊗γG) ◦ (τG ⊗ idY ). In fact
Z(C) also admits a natural braiding [Kas98, Theorem XIII.4.2.] given by
σ(X,τ),(Y,γ) = γX . (3.12)
Now let C be a spherical fusion category. Then C satisfies the conditions of
Proposition 2.1.15 and so the Yoneda embedding gives an equivalence between
C andRC. This induces an equivalence
Z(C)→ Z(RC)
(X, τ) 7→ (X], τ ]).
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Here τ ] is a natural isomorphism from (–⊗X)] to (X ⊗ –)] such that
τ ]GH = (τG ⊗ idH)
] ◦ (idG⊗τH)].
By Lemma 2.2.10 this is equivalent to an isomorphism
κG∨,Z : X
](G∨Z)→ X](ZG∨)
that is natural in both Z and G∨ and satisfies
κ(HG)∨,Z = κH∨,ZG∨ ◦ κG∨,H∨Z
or, more simply,
κGH,Z = κH,ZG ◦ κG,HZ .
Therefore, up to isomorphism, an object in Z(RC) may simply be thought of
as an object in RC together with maps κG,Z as above, i.e. an object in RT C (cf.
Section 3.2.2). Furthermore, we recall that a morphism in Z(C) between (X, τ)
and (Y, τ ′) is a map f ∈ HomC(X, Y ) such that
(f ⊗ idG) ◦ τG = τ ′G ◦ (idG⊗f).
Applying the Yoneda embedding we get
(





(τ ′)]G ◦ (idG⊗f)]
)
Z
which is equivalent to





which is precisely the condition that f ] is a morphism from (X], κG∨,Z) to
(Y ], κ′G∨,Z) in RT C. Therefore RT C and Z(C) are equivalent. This equivalence
has been previously proved using the tube algebra in [PSV18, Proposition 3.14].
To see this equivalence more explicitly let (X, τ) be in Z(C). The correspond-
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ing object F inRT C is given on objects by
F (Y ) = HomC(Y,X)
and on morphisms by












where αG ∈ HomT C(Z, Y ).
REMARK 3.3.2. The equivalence between the centre of a category and the idem-
potent completion of the corresponding tube category probably pre-dates even
[PSV18, Proposition 3.14]. In [Jr11], Kirillov defines a category Ĉ(S) for a spheri-
cal fusion category A and an oriented 1-dimensional manifold S. It seems very
likely that, when S is a circle, Ĉ(S) will coincide with the tube category of A. In
particular, Kirillov proves that the idempotent completion of Ĉ(S) is Z(A) [Jr11,
Theorem 6.4].
3.3.2 | EQUIVALENCE BETWEEN Z(C) AND C  C
Let C be a PTC. There is a well-known (covariant) braided monoidal functor
Φ: C  C → Z(C)
X  Y 7→ (XY, (idX ⊗σ̄Y ) ◦ (σX ⊗ idY ))
where  denotes the Deligne tensor product and C is obtained by equipping C
with the opposite braiding. It is also know that this functor is an equivalence if
and only if C is modular (see [Müg03] or [EGNO15, Proposition 8.20.12]).
Under the equivalence described in Section 3.3.1, Φ(X  Y ) corresponds to a
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object inRT C given by Φ(X  Y )(Z) = HomC(Z,XY ) for Z in C and








for αG ∈ HomT C(B,A). The following theorem establishes a relationship between
this functor and the idempotents εYX introduced in Section 3.1.2.
THEOREM 3.3.3. Let X and Y be in Irr(C). Then Φ(X  Y ) = (XY, εYX)].
Proof. We have show that the isomorphism φZ : HomC(Z,XY )→ HomT C(Z, eYX)
from the proof of Proposition 3.1.12 is natural in this context. For f ∈ HomC(A,XY )
and αG ∈ HomT C(B,A), we have
(XY, εYX)

































= φB ◦ Φ(X  Y )(αG)(f)
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where the penultimate equality uses Lemma 2.3.8 in an analogous way to the
proof of Proposition 3.1.12.
The results of Section 3.1.2 many now be interpreted as a graphical proof of a
result due to Müger [Müg03] mentioned at the start of this section.
COROLLARY 3.3.4. When C is modular Φ is an equivalence.
Proof. Theorem 3.1.15 proves that Φ is essentially surjective and Theorem 3.1.13
proves that Φ is fully faithful.
3.3.3 | GRAPHICAL DESCRIPTION OF THE TENSOR PROD-
UCT AND BRAIDING
Let C be a PTC.RT C admits a monoidal product and braiding induced by the
corresponding structure on Z(C) (cf. Section 3.3.1). It is also rigid and inherits a
pivotal structure from C. The aim of this section is to give a graphical description
of these structures in terms of the idempotents εYX .
PROPOSITION 3.3.5. For X, Y objects in C let εYX be as in Section 3.1.2. Then we have
(XY, εYX)
] ⊗ (AB, εBA)] = (XAY B, εY BXA)] = (XY AB, εYX ⊗T C εBA)].






α⊗ β = α⊗T C β
where ⊗T C is the associative product given by Definition 3.1.7.
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Proof. By Theorem 3.3.3 we have that
(XY, εYX)
] ⊗ (AB, εBA)] = Φ(X  Y )⊗ Φ(AB)
= Φ(XA Y B)
= (XAY B, εY BXA)
]
where Φ is as defined in Section 3.3.2. As described in Remark 3.1.11, we then
have
(XAY B, εY BXA)
] = (XY AB, εYX ⊗T C εBA)].
where the natural isomorphism is given by the braiding. This proves the first
half of the proposition.
Let f, f ′, g, g′ be in HomC(X,A), HomC(X ′, A′), HomC(Y,B) and HomC(Y ′, B′)
respectively and let α and β be given by
α = Φ(f  g) and β = Φ(f ′  g′). (3.13)
Then
α⊗ β = Φ((f  g)⊗ (f  g))
= Φ((f ⊗ f ′) (g ⊗ g′))
= α⊗T C β.
as desired.
We now assume that C is modular. By Corollary 3.3.4, Φ is fully faithful.
Therefore any morphism in T C may be written as a sum of morphisms of the
form (3.13). This implies α⊗ β = α⊗T C β for arbitrary α and β.
The braiding between (XY, εYX)
] and (AB, εBA)
] is then given by the following













∈HomT C(εYX ⊗T C εBA, εBA ⊗T C εYX)
= HomRT C((XY AB, ε
Y
X ⊗T C εBA)], (ABXY, εBA ⊗T C εYX)])
and the creation and annihilation morphisms for (XY, εYX)
























respectively. Note the tensor identity inRT C is (1, ε11)] and not HomT C(–, 1).
CHAPTER 4
THE TRACE OF A MONOIDAL FUNCTOR
The principal aim of this chapter is to introduce and analyse a construction that
associates a representation of the tube category to a pivotal monoidal functor
on a spherical fusion category. When the category modular, this representa-
tion possesses several interesting properties related to the notion of a modular
invariant.
Section 4.1 starts by defining, for a pivotal monoidal functorM on a spherical
fusion category C, a representation of T C. This is achieved by first taking the
trace ofM and obtaining a functor on C. It is then explained how the trace ofM
possesses a natural extension to a functor on T C, which we denote TM. Next,
we assume C is pre-modular and provide a more explicit characterisation of the
Hom-space between the Yoneda embedding of εYX and TM. Finally, for F an
arbitrary functor on T C, we introduce the integer Irr(C) × Irr(C)-matrix Z(F )
whose (I, J)-entry is given by the dimension the Hom-space between the Yoneda
embedding of εJI and TM. When C is modular the entries of Z(F ) are given by
the multiplicities of simple objects in F .
The primary goal of Section 4.2 is to prove that TM is T-invariant, i.e. that
Z(TM) commutes with the T-matrix of C. When C is modular, T-invariance may
be characterised as requiring that certain distinguished morphisms in T C are
mapped to the identity. The bulk of this section is therefore dedicated to proving
this result with T-invariance of TM following as a corollary.
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Section 4.3 first shows that takingM = idC gives a simple counter-example
to the hypothesis that TM is S-invariant, i.e. that Z(TM) commutes with the
S-matrix, in general. However, a result of Kong and Runkel [KR09, Theorem 3.4]
implies that, when C is modular, a haploid, symmetric, commutative Frobenius
algebra inRT C is S-invariant if and only if its dimension is equal to the dimen-
sion of C. As this condition on the dimension is a necessary requirement for
S-invariance, proving that an object inRT C is such a Frobenius algebra strictly
weakens the condition that it be S-invariant. Section 4.3 proceeds to prove that
TMmay be equipped with the structure of a commutative algebra. Let D be the
target category for the functorM. Under the assumption that the idempotent
completion of D is a multifusion category and thatM is indecomposable, it is
shown that TM is a haploid, symmetric, commutative Frobenius algebra.
Finally, Section 4.4 relates the TM construction to a technique known as
α-induction. This technique, first developed by Böckenhauer and Evans [BE98],
may be thought of as a procedure that accepts certain module categories over C
and produces a modular invariant. It is shown that, under the assumption that
the module categoryM induces a pivotal structure on its full image, the TM
construction may be applied and the matrix Z(TM) coincides with the matrix
produced by α-induction. Furthermore, under the additional assumption that
M be indecomposable, the results of Section 4.3 imply that TM is a haploid,
symmetric, commutative Frobenius algebra.
4.1 | INTRODUCTION TO TM
4.1.1 | EXTENSION TO THE TUBE CATEGORY
Let C be spherical fusion category, let D be a pivotal monoidal category (see
Section 2.2) and let
M : C → D
be a pivotal monoidal functor. When doing graphical calculus in D we use blue
to depict the image of objects and morphisms in C under M. For example a
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ComposingMwith the trace functor gives the following object inRC
TrM : C → Vect
X 7→ HomD(1,M(X)).
For X and G in C we consider the isomorphism












we have that κG,X is natural in both G and X . Furthermore, we have









and κ1,X = idF̄ (X). We can therefore apply Proposition 3.2.1 to extend TrM
to a functor on T C. We denote this extension TM, or, to use the notation of
Section 3.2.2, TM := (TrM, κ). For a more concrete description of TM we
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consider αG ∈ HomT C(X, Y ). Then we have








4.1.2 | HOM-SPACES BETWEEN (XY, εYX)] AND TM
Let C be a pre-modular tensor category (PTC). We recall from Section 3.1.2 the











∈ EndT C(XY )
where X and Y are in C. For an object F inRT C we consider the Hom-space
F YX := HomRT C((XY, ε
Y
X)
], F ) = {α ∈ F (XY ) | F (εYX)(α) = α}.
PROPOSITION 4.1.1. TMYX is given by the subspace of TM(XY ) = HomD(1,M(XY ))









for all Z in C.
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Proof. Evaluating TM on εYX gives the map



































































where, to make certain string manipulations clearer, we have chosen to write b
and b∗ upside-down instead of writing b∨ and (b∗)∨.
REMARK 4.1.2. We recall from Remark 3.1.10 that (XY, εYX)
] = (Y X, ε̃YX)
] where
ε̃YX is given by (3.5). Therefore TMYX may also be identified with the subspace of








for all Z in C.
DEFINITION 4.1.3. For any F inRT C one may consider the Irr(C)×Irr(C) integer
matrix.
Z(F ) := (dimF JI )I,J∈Irr(C).
REMARK 4.1.4. We recall that, if C is an MTC, then by Corollary 2.1.18 the set
{(IJ, εJI )]}I,J∈Irr(C) forms a complete set of simples inRT C. Therefore an entry of
Z(F ) simply gives the multiplicity of the corresponding simple object in F .
4.2 | T-INVARIANCE
4.2.1 | THE TWIST MORPHISMS
DEFINITION 4.2.1. Let C be a PTC and let T be the T-matrix of C as defined
by (2.7). We call an object F inRT C T-invariant if Z(F ) commutes with T .
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The principal goal of this section is to give a graphical characterisation of
T-invariance when C is modular. We consider the following two automorphisms













As should be expected, tX and t̃X are inverse to one another. Indeed we have












= tX ◦ t̃X
LEMMA 4.2.2. For all α ∈ HomT C(X, Y ) we have,
α ◦ tX = tY ◦ α.
Proof. W.o.l.g. let αG be in HomT C(X, Y ). We have















= tX ◦ αG.
as desired.
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4.2.2 | CHARACTERISING T-INVARIANCE IN AN MTC
By Theorem 3.1.15, if C is an MTC then εJI is a primitive idempotent. In particular
we have EndT C(εJI ) = K. However, by Lemma 4.2.2, we have
εJI ◦ tIJ ◦ εJI = εJI ◦ εJI ◦ tIJ = εJI ◦ tIJ
so εJI ◦ tIJ ∈ EndT C(εJI ). Therefore εJI ◦ tIJ = λεJI for some λ ∈ K. This turns out
to also be true in the case when C is a PTC.
PROPOSITION 4.2.3. Let C be a PTC and let I, J be in Irr(C). Then




where T is the T-matrix of C, see (2.7).
Proof. We have




































































where the final equality is due to Lemma 2.3.8. As this is exactly the S-summand
of TIITJJ ε
J
I we are done.
We may now prove the main result of this section.
THEOREM 4.2.4. Let C be an MTC and let F be an object inRT C. F is T-invariant if
and only if F (tX) = idX for all X in C.
Proof. As C is an MTC the (IJ, εJI )] form a complete set of simples. We can




F JI ·(IJ, εJI )].












I ◦ α ◦ tX = εJI ◦ tIJ ◦ α =
TII
TJJ















idFJI ⊗(IJ,εJI )](X) .
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This is equal to
⊕
IJ
idFJI ⊗(IJ,εJI )](X) = idX if and only if F
J
I 6= 0 implies TIITJJ = 1. As
T is diagonal that is precisely the condition that Z(F ) commutes with T .
COROLLARY 4.2.5. If C is an MTC then TM is T-invariant.









asM is pivotal. Therefore Theorem 4.2.4 applies, and TM is T-invariant.
REMARK 4.2.6. Theorem 4.2.4 may be rephrased as stating that a functor being
T-invariant is equivalent to that functor being well defined on the category
obtained by quotienting T C by the two sided ideal generated by tX − idX . The
resulting quotient category may be thought of as the true cylindrical analogue
to C as the quotient forgets the choice of a distinguished point on S1 that the
definition of T C implicitly makes (cf. Section 3.1.1).
4.3 | S-INVARIANCE AND FROBENIUS ALGE-
BRAS
DEFINITION 4.3.1. Let C be a PTC and let S be the S-matrix of C as defined
by (2.7). We call an object F inRT C S-invariant if Z(F ) commutes with S.
We start with an example which illustrates that, even when C is modular,
TM is not necessarily S-invariant.
EXAMPLE 4.3.2. Let C be an MTC and letM = idC . Then
Z(TM)IJ ≤ HomC(1, IJ) = δI,J∨ 〈crJ∨〉K .
Chapter 4 – The Trace of a Monoidal Functor 72







for all Z in C. Post-composing this equality with idZ ⊗ anJ and taking the trace
implies SZJ = d(Z)d(J) for all Z in C. Therefore the J-th column in S is propor-






1 if I = J = 1
0 else.







implying that S-invariance will fail whenever d(C) 6= 1.
However, when C is an MTC, we do have the following helpful theorem
from [KR09].
THEOREM 4.3.3 (Theorem 3.4, [KR09]). Let A be a haploid, symmetric, commutative
Frobenius algebra (see Definition 4.3.7, 4.3.10, 4.3.11 and 4.3.12) in C  C. Then the
Irr(C) × Irr(C)-matrix with entries hom(I  J,A) commutes with the S-matrix of C
(where, as before, hom denotes the dimension of the relevant Hom-space) if and only if
d(A) = d(C). (4.2)
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S1,I homCC(I  J,A)SJ,1.
As SI,J = d(C)S−1I,J∨ (c.f Remark 2.2.25) Condition 4.2 is precisely the condition
that the matrix with entries hom(I J,A) commutes with the S-matrix evaluated
at (1, 1) for an arbitrary object A in C  C. Condition (4.2) is therefore certainly
necessary, the content of the theorem is that, when A is a haploid, symmetric,
commutative Frobenius algebra, it is also sufficient.
REMARK 4.3.5. [KR09, Theorem 3.4] actually proves that when A is a haploid,
symmetric, commutative Frobenius algebra (4.2) implies an equality that is
strictly stronger than the result stated here. In particular, [KR09, Theorem 3.4]
proves that A will be a modular invariant algebra. This notion is defined and
motivated in [Kon08, Section 6].
REMARK 4.3.6. As explained in the proof of [KR09, Theorem 3.4], there exists




Combining this with the fact that any MTC over the complex numbers has
dimension at least 1 [ENO05, Theorem 2.3.] tells us that, in the case when K = C,
the dimention of A cannot exceed d(C).
We recall that, when C is modular, Φ: C  C → RT C is an equivalence and
I  J 7→ (IJ, εJI )] (see Theorem 3.3.3). Therefore, for F inRT C, the Irr(C)× Irr(C)
matrix with entries homRT C(Φ(I  J), F ) is precisely Z(F ). The goal of this
section is to prove that TM is a commutative algebra inRT C, and then, under a
further condition onM, to show that it is also a haploid, symmetric, commutative
Frobenius algebra.
4.3.1 | PRELIMINARIES ON FROBENIUS ALGEBRAS
Let B be any monoidal category. We start by developing some preliminary facts
about Frobenius algebras in B.
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DEFINITION 4.3.7. A Frobenius algebra A is an algebra and a coalgebra such that
(idA⊗∇) ◦ (∆⊗ idA) = ∆ ◦ ∇ = (∇⊗ idA) ◦ (idA⊗∆) (4.3)
where∇ is the product and ∆ is the coproduct.

















An important property of Frobenius algebras is that they naturally carry a





where denotes the unit and denotes the counit, are self-dualizing maps on A.
Our strategy for identifying Frobenius algebras will be as follows, we start by
identifying an algebra A together with self-dualizing structure maps on A. We
then ask "What additional condition should be satisfied for this to imply that A
is a Frobenius algebra?" Well, if A were a Frobenius algebra, combining (4.4) and
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So both of these morphisms being equal is certainly a necessary condition. In
fact, it is also sufficient.
PROPOSITION 4.3.9. Let A be an algebra together with structure maps that make A













gives A the structure of a Frobenius algebra.
Proof. Checking that this does, in fact, define a coproduct, counit pair is left as
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This concludes the proof.
DEFINITION 4.3.10. A Frobenius algebra A is called haploid if HomB(1, A) = K.
If B is pivotal then we also make the following definition.







If B is braided then we also make the following definition.
DEFINITION 4.3.12. A Frobenius algebra A is called commutative if its underlying




4.3.2 | DECOMPOSING THE CONDITIONS TO BE FROBE-
NIUS
Let C be PTC. As our overarching goal is to prove that TM is a Frobenius algebra
we are going to have to work with the monoidal product, braiding and pivotal
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structure thatRT C inherits from Z(C). In general this is not easy, for instance it
is hard to express the tensor product of two generic objects inRT C. However, as
explained in Section 3.3.3, if we restrict our attention to functors coming from
the idempotents described in Section 3.1.2 these structures may be described
graphically.
As TM is not of the form (XY, εYX)] equipping it with the structure of a
Frobenius algebra directly is difficult. However, if we assume that C is modular




TMJI · εJI .
We may then define the Frobenius structure in terms of this decomposition.
To illustrate this approach let B be any monoidal category with complete set
of simples Irr(B) and let A be an object in B. Any morphism ∇ from A⊗ A to A
gives rise to the following morphisms,
∇Y,ZX : HomB(X, Y Z)→ Hom(AY ⊗ AZ , AX)
α 7→








where X, Y, Z are in B and AX := HomB(X,A).
REMARK 4.3.13. The full map ∇ is determined by ∇S,TR for R, S, T ∈ Irr(C).





∇S,TR (α)(g ⊗ h) ◦ α
∗ ◦ (g∗ ⊗ h∗) = ∇
where g ranges over a basis of AS , h ranges over a basis of AT and α ranges over
a basis of HomB(R, ST ). Similarly any morphism from A to A ⊗ A can also be
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decomposed in the following way

















∆RST (β)(f) ◦ β∗ ◦ f ∗ = ∆.
The goal for the remainder of this section will be to rewrite the equations that
appear in Section 4.3.1 in terms of∇S,TR and ∆RST .








f ⊗∇S,TST (id)(g ⊗ h)
)
(4.9)
for all R, S, T ∈ Irr(B), α ∈ HomB(R, ST ), f ∈ AR, g ∈ AS and h ∈ AT . An element
u ∈ A1 is a unit for∇ if
∇1,SS (id)(u⊗ g) = g and ∇
S,1
S (id)(g ⊗ u) = g (4.10)
Furthermore, if B is braided then∇ is commutative if
∇T,SST
( )
(h⊗ g) = ∇S,TST (id)(g ⊗ h). (4.11)
Proof. The first claim follows from the fact that, by decomposing the top of each










∇R,SRS (id)(f ⊗ g)⊗ h
)
◦ (f ∗ ⊗ g∗ ⊗ h∗)











f ⊗∇S,TST (id)(g ⊗ h)
)
◦ (f ∗ ⊗ g∗ ⊗ h∗).













∇S,1S (id)(g ⊗ u) ◦ g
∗.






















(h⊗ g) ◦ (g∗ ⊗ h∗).
LEMMA 4.3.15. We now suppose that B is a pivotal category. Let A be an algebra object
in B (with product ∇) together with structure maps that make A self-dual. Then A
























for all R, S, T ∈ Irr(B), β ∈ HomB(ST,R), h, f ∈ AR, g, h ∈ AT and f, g ∈ AS .
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(f ⊗ (h∗)∨) g ⊗ h

















((g∗)∨ ⊗ f) g ⊗ h
which proves the proposition.
Now suppose that we have a perfect pairing
〈–, –〉S : AS ⊗ AS∨ → K
for all S ∈ Irr(B). We then have the following:




















where {b} is a basis of AS and {b′} is the corresponding dual basis of AS∨ with respect
to 〈–, –〉S . Then
(
A, A A ,
A A
)
is a dual object to A. Furthermore, with respect to
this duality, we have
〈f, (g∗)∨〉 = c(S)g∗(f) (4.13)



























































g∗(b)〈f, b′〉 = c(S)g∗(f).
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4.3.3 | T M IS A FROBENIUS ALGEBRA
As before let C be an MTC and letM be a pivotal monoidal functor from C to D
where D is a pivotal monoidal category. Our first step is to equip TMwith the
structure of an algebra. We do this by specifying a map
∇Y,ZX : HomRT C(X,YZ)→ Hom(TMY ⊗ TMZ, TMX)
for all X,Y,Z in RT C of the form (AB, εBA)]. As C is modular {(IJ, εJI )]}I,J∈Irr(C)
forms a complete set of simples and this determines a map ∇ : TM⊗ TM →
TM as described in Remark 4.3.13. We recall from Proposition 4.1.1 that TMBA
is identified with the subspace of HomD(1,M(AB)) characterised by (4.1).
DEFINITION 4.3.17. Let X,Y and Z be given by (AB, εBA)], (CD, εDC )] and (EF, εFE)]
respectively. Let α be in HomRT C(X,YZ) = HomT C(εBA, εDC ⊗T C εFE). We consider
the map
HomD(1,M(CD))⊗ HomD(1,M(EF ))→ HomD(1,M(AB))
f ⊗ g 7→ TM(α)(f ⊗D g).
We note that the image of this map is in TMX = TMBA as
TM(εBA) ◦ TM(α)(f ⊗D g) = TM(α ◦ εBA)(f ⊗D g) = TM(α)(f ⊗D g).
Therefore restricting this map to the subspace TMY ⊗ TMZ gives a map
∇Y,ZX (α) : TMY ⊗ TMZ → TMX.
Let∇ : TM⊗ TM→ TM be the map construed from∇Y,ZX (α) as described in
Section 4.3.2.
PROPOSITION 4.3.18. The morphisms∇ and
u := id1D ∈ TM11 = HomRT C(1T C, TM)
form a product/unit pair that make TM a commutative algebra.
Proof. Let X,Y and Z be given by (AB, εBA)], (CD, εDC )] and (EF, εFE)] respectively.
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To prove the desired result we have to show that (4.9),(4.10) and (4.11) are
satisfied. We first note that (4.10) reduces to a triviality in this case.





































C ⊗T C εFE)(g ⊗ h)
)
where we are simply using multiple instances of Proposition 4.1.1. Finally, once
again by Proposition 4.1.1, we have
∇Z,YYZ
( )


















C ⊗T C εFE)(g ⊗ h)
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which proves (4.11).
The next step is to equip TM with self-dualizing structure maps. For this
to work we need to make some additional assumptions onM : C → D. Firstly
we assume that the idempotent completion of D, denoted D, is a multifusion
category. Secondly we assume thatM : C → D, obtained by composingM with
this embedding, is indecomposable. In other words, that there do not exist functors
M1 : C → D1 andM2 : C → D2 such thatM =M1 ⊕M2, where Di ≤ D.
As described in Section 2.2.13, D decomposes into
⊕
i,j∈I Di j where I is an
indexing set for the primitive idempotents in EndD(1). Therefore the condition
thatM is indecomposable is equivalent to requiring that there exists no subset
K ⊂ I such that M(X)i j = M(X)j i = 0 for all X in C, i ∈ K and j ∈ I \K.
PROPOSITION 4.3.19. M is indecomposable if and only if TM11 = K. Furthermore,
in this case, any non-zero α ∈ TMYX ≤ HomD(1,M(XY )) has a left-inverse in
HomD(M(XY ), 1) for all X, Y in C.
Proof. By Proposition 4.1.1, TM11 is given by the subspace of EndD(1) such that
α⊗ idM(Z) = idM(Z)⊗ α ∀Z in C.
Embedding this equality into D and decomposing gives
αi id M(Z)i j = αj id M(Z)i j ∀Z in C.
This implies αi = αj for all i, j ∈ I if and only ifM is indecomposable. This
proves the first claim.
To prove the second claim we recall the characterisation of TMYX provided
by Proposition 4.1.1, i.e. the subspace of HomD(1,M(XY )) such that
φ ◦ (α⊗ idM(Z)) = idM(Z)⊗ α ∀Z in C.
where φ is a certain isomorphism. Embedding this equality into D and decom-
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posing gives
φi j ◦ (αi ⊗ id M(Z)i j) = id M(Z)i j ⊗ αj ∀Z in C.
Therefore, if M is indecomposable, αi = 0 for any i ∈ I implies α = 0. This
proves the second claim.
We are now ready to equip TM with some self-dualizing structure maps.
To accomplish this we shall use Lemma 4.3.16. We therefore first establish the
following perfect pairing.
LEMMA 4.3.20. Let X and Y be in C. As usual TMYX is identified with a subspace of
HomD(1,M(XY )), however, as described in Remark 4.1.2 we identify TMY
∨
X∨ with a
subspace of HomD(1,M(Y ∨X∨)). The map
〈–, –〉 : TMYX ⊗ TMY
∨
X∨ → TM11 = K
f ⊗ g 7→ f
g
is a perfect pairing.
Proof. Given a non-zero f ∈ TMYX , by Proposition 4.3.19 there exists g ∈














d(S) f g S (4.14)





given by (3.5)). Then the right-hand side of (4.14) is 〈f, g̃〉 and so we are done.
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REMARK 4.3.21. We note that this perfect pairing is symmetric with respect to the
pivotal structure, i.e. 〈f, g〉 = 〈g, f〉where f ∈ TMYX = TMY
∨∨
X∨∨ .
PROPOSITION 4.3.22. We consider TM equipped with the algebra structure from
Proposition 4.3.18. We also equip TMwith the self-dualizing maps given by Lemma 4.3.20
and Lemma 4.3.16 with c = d (the dimension map forRT C). Then TM satisfies (4.3),
i.e. is a Frobenius algebra.
Proof. Let R,S and T be given by (IJ, εJI )], (KL, εLK)] and (MN, εNM)] respectively
where I, J,K, L,M,N ∈ Irr(C). Let f, g and h be in TMJI , TMLK and TMNM














































where we have used Proposition 4.1.1 and Lemma 4.3.16 multiple times.
THEOREM 4.3.23. Let C be an MTC and letM be a pivotal tensor functor from C to
D such thatM is indecomposable. Then TM is a haploid, symmetric, commutative
Frobenius algebra.
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Proof. This result follows from Proposition 4.3.19, Proposition 4.3.18, Proposi-
tion 4.3.22 and Remark 4.3.21.
4.4 | CONNECTION WITH α-INDUCTION
4.4.1 | MODULE CATEGORIES OVER C AND α-INDUCTION
DEFINITION 4.4.1. Let C be a monoidal category. A module category over C is a
monoidal category B together with a monoidal functorM : C → End(B), where
End(B) is the category of endofunctors on B. If B is semisimple with finitely
many simple objects we callM a finite module category over C.
LetM : C → End(B) be a finite module category and let Irr(B) be a complete





and the semisimple algebra A = EndB(T ).
REMARK 4.4.2. As every object in Irr(C) is simple and distinct, Schur’s Lemma
implies that A is a direct sum of division algebras over K.
As T is a projective generator in B the (covariant) functor
HomB(T,−) : B → Mod-A
is an equivalence of categories. A finite module category over C is therefore
equivalent to a monoidal functor
M : C → End(Mod-A) = A,A-Bimod .
From a physical point of view Cardy [Car89] showed that the algebraic data of an
annular partition function in a boundary (rational) conformal field theory is given
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by a finite module category over the corresponding MTC. The process know
as α-induction is an operator algebra technique developed by Böckenhauer
and Evans [BE98] that produces a toroidal partition function (as described in
the introduction) from an annular partition function. Ostrik [Ost03, Section 5]
rephrased α-induction using categorical language in the following way.
LetM : C → D be a finite module category over a PTC C, where D denotes
A,A-Bimod. For A,B in C we consider the subspace
HomσM(A,B) ≤ HomD(M(A),M(B))








where σ and σ are the braiding on C and its opposite respectively. The principal
claim of α-induction is then as follows. Under the assumption that the dimen-
sions of all the objects in C are positive, the Irr(C)× Irr(C)-matrix whose entries
are given by the dimension of HomσM(I∨, J) commutes with the modular data
of C. Furthermore ifM is irreducible then this matrix is a modular invariant (see
Definition 1.1.1).
REMARK 4.4.3. The claim found in [Ost03] is actually that the Irr(C) × Irr(C)-
matrix whose entries are given by the dimension of HomσM(I, J) commutes with
the modular data of C. However as the modular data always commutes with the
charge conjugation matrix (see Remark 2.2.26) these statements are equivalent.
REMARK 4.4.4. As the proof of this claim is given in the operator algebra context
it should only be considered a theorem in the case when the categories and
module categories under consideration may be realised within that context.
In [Ost03] Ostrik also provides the following example to prove the necessity
of the condition that the objects in C have positive dimension.
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EXAMPLE 4.4.5. Let C be the fusion category with complete set of simples {0, 1},
where 0 is the tensor unit and 1⊗ 1 = 0. As this category is rigid we may equip
it with the pivotal structure δ1 = − id1 (so that d(1) = −1). One may also check
that setting σ11 = id2 defines a (degenerate) braiding on the category and we
obtain a PTC. We then consider the module category
M : C → Vect
0 7→ K
1 7→ K.
As the braiding is given by the identity, we have σ = σ and Equation (4.15)
reduces to a tautology. Therefore HomσM(0, 1) = K and the resulting dimension







4.4.2 | CONNECTION WITH TM
We start by remarking that Condition 4.15 makes sense even when D is an arbi-
trary tensor category. Therefore to connect Ostrik’s formulation of α-induction
to TM we have the following.
THEOREM 4.4.6. Let C be a PTC and letM : C → D be a pivotal monoidal functor.
Then HomσM(I∨, J) ∼= TMJI .









for allX in C. As TMJI is a subspace of HomD(1,M(IJ)) = HomD(M(I∨),M(J))
we only have to check that Condition (4.16) is equivalent to Condition (4.1).
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where the final equality uses Proposition 4.1.1. This is equivalent to Condi-
tion (4.15) as desired.
The alternative characterisation of TMJI given by Theorem 4.4.6 allows for
the following generalization of Corollary 4.2.5 to the pre-modular case.
THEOREM 4.4.7. Let C be a PTC, let D be a pivotal monoidal category and letM : C →
D be a pivotal monoidal functor. Then TM is T-invariant.
Proof. Let I, J be such that TMJI 6= 0. Then, by Theorem 4.4.6, there exists a













where T denotes the T-matrix and to make certain string manipulations clearer,
we have chosen to write β upside-down instead of writing β∨. Therefore
Z(TM)IJ 6= 0 implies TII = TJJ . As T is diagonal that is precisely the con-
dition that Z(F ) commutes with T .
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Let us suppose that K is algebraically closed and thatM : C → D is a module
category where D = A,A-Bimod. By Remark 4.4.2, A will be a direct sum of
copies of K, we write this decomposition as A =
⊕
i∈A0 K. We may now describe
D as the category whose objects are A0×A0-matrices of vector spaces and whose




Hom( Bi j , Ci j ).
For B and C in D the tensor product B ⊗ C is given by
(B ⊗ C)i j =
⊕
k∈A0
Bi k ⊗ Ck j .
This category does come equipped with a natural pivotal structure. Indeed,
for B in D we have the bimodule B∗ which is given by (B∗)i j = Bj i∗. As B∗
is both a left and a right dual this construction gives us a pivotal structure. In
general, however,M : C → D will not be pivotal with respect to this standard
pivotal structure. Indeed, ifMwere pivotal we would have d(X) = d(M(X)).
However, the dimension of an object B in A,A-Bimod is




dim( Bi j )aj.
This is only a multiple of the identity when B is a direct sum of copies of A and
even then it has to be an integer multiple of the identity. Therefore, if we are
to study interesting module categories we cannot require that they be pivotal.
However, we can study interesting examples if we only require thatM induce a
pivotal structure on its full image.
Let D now be the full image of M in A,A-Bimod. Clearly D is a rigid
monoidal category. Furthermore, it comes with a natural candidate pivotal
structure: M(δX), where δ : ∨ – → –∨ gives the pivotal structure on C (see Sec-
tion 2.2.2). AsM is a functor,M(δX) is natural with respect to morphisms in
C; however, to give a pivotal structure on D it must be natural with respect all
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must commute for all α ∈ HomD(M(X),M(Y )). When this is satisfied and
D is equipped with the resulting pivotal structure, the functor M : C → D is
automatically pivotal. We may therefore construct TM and Theorem 4.4.6
guarantees that Z(TM) will give the same matrix as α-induction. Furthermore,
the inclusion D ↪→ A,A-Bimod fully embeds D into a multifusion category such
that the notion of indecomposability described in Section 4.3.3 coincides with
the standard notion of indecomposability for module categories. We therefore
obtain the following corollary of Theorem 4.3.23.
COROLLARY 4.4.8. Let C be an MTC over an algebraically closed field and letM : C →
S, S-Bimod be an indecomposable module category over C that induces a pivotal struc-
ture on its full image. Then TM is a haploid, symmetric, commutative Frobenius
algebra.
REMARK 4.4.9. Ostrik’s Example 4.4.5 also shows that the condition thatM be
pivotal is necessary for the results of Section 4.2 and Section 4.3. Indeed, one
may check that his example fails to induce a pivotal structure on its full image.
For the remainder of this thesis we shall develop certain interesting examples
of module categories that induce a pivotal structure on their full images.
CHAPTER 5
CASE STUDY: THE TEMPERLEY-LIEB
CATEGORY
The principal purpose of this chapter is to provide an interesting class of ex-
amples upon which to apply the theory developed throughout the previous
chapters. Module categories are a good source of examples of monoidal functors;
however, to apply the TM construction we must require that they induce a
pivotal structure on their full image. In this chapter we study a class of module
categories that satisfy this condition.
Section 5.1 serves as an introduction to the Temperley-Lieb category, denoted
TL, a C-linear category that depends on a parameter β ∈ C \ {0}. This is a dia-
grammatic category with a basis of the Hom-spaces being given by the different
ways of pairing dots in such a way that a planarity condition is satisfied. For cer-
tain values of the parameter β, TL admits a proper tensor ideal. Quotienting by
this ideal and taking the idempotent completion gives a fusion category, denoted
C, that may be equipped with the structure of a pre-modular tensor category.
Finally it is explained how, under an additional restriction on the parameter β,
C admits a modular structure that is equivalent to the modular structure of the
category of integrable, highest weight modules of A(1)1 at a certain level.
Section 5.2 starts by giving a recipe to produce module categories over C,
the input of which is a symmetric quiver satisfying certain conditions. The
resulting module categories possess the important property of inducing a pivotal
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structure on their full image. A classification result of Entingof and Ostrik [EO04,
Theorem 3.12] then implies that all module categories over C may be thought
of as resulting from this recipe and the indecomposable ones may be obtained
via the double Dynkin quivers of type A,D and E. Finally, the TM framework
is used to provide a new explanation of the appearance of an A-D-E pattern in
the Cappelli-Itzykson-Zuber classification of A(1)1 modular invariants through a
connection with the above mentioned classification of indecomposable module
categories over C.
5.1 | DEFINITION OF THE TEMPERLEY-LIEB CAT-
EGORY
5.1.1 | BRAUER DIAGRAMS
Let m and n be non-negative integers of the same parity. A planar Brauer diagram
from m to n consists of the following:
1. A closed rectangle R in the plane with two opposite edges designated as
top and bottom,
2. m marked points on the top edge and n marked points on the bottom edge,
3. m+n
2
smooth curves in R such that the curves are pairwise non-intersecting
and such that for each curve γ, the set γ ∩ ∂R consists of two of the n+m
marked points.
Two such diagrams are equivalent if they induce the same pairing on the
n+m marked points.
DEFINITION 5.1.1. Let β be in C \ {0}. The Temperley-Lieb category TL(β) is a
C-linear category whose objects are columns of n dots (for n natural number)
denoted n. A basis for HomTL(m,n) is the set of equivalence classes of planar
Brauer diagrams from m to n.
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Let A be a planar Brauer diagram from m to n and let B be a planar diagram
from n to k. The composition B ◦A is found by identifying the bottom edge of A
with the top edge of B and replacing every closed loop thus formed by a factor
of β. For example,
◦ = = β .
The Temperley-Lieb category is a monoidal category with tensor product
on objects defined by m⊗ n = m+ n. The tensor product of two planar Brauer
diagrams is the planar Brauer diagram obtained by juxtaposing the two diagrams
horizontally.
5.1.2 | TEMPERLEY-LIEB AS A BRAIDED CATEGORY
Before discussing a braiding on TL we give a brief introduction to the quantum
integers. For q ∈ C∗ the quantum integers are defined inductively via
[1]q = 1, [2]q = q + q
−1
[k + 1]q = [2]q[k]q − [k − 1]q.
We note that for q = 0 the quantum integers coincide with the classical integers
and that [k]q = 0 if and only if q2k = 1.
The goal of this Section is to introduce a braiding on TL. We do this by first
considering the braiding restricted to single strands. As End(2) is 2-dimensional
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we must have
= λ + µ
for some λ, µ in C. The braiding axioms then imply
= = λ + µ
= λµ + (λ2 + λµβ + µ2)
giving us the conditions
0 6= µ = λ−1 and β = −λ2 − λ−2.
Therefore for TL to admit a braiding it must have parameter
β = −q − q−1 = −[2]q (5.1)






As every object in TL is a tensor power of 1 this entirely determines the braiding.
That (5.2) does indeed define a braiding on TL under no additional conditions
on β is proved in Chapter XII of [Tur16].
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5.1.3 | TEMPERLEY-LIEB AND SEMISIMPLICITY
We start by observing that TL is a good example of a category that fails to be








does not admit an image object as there is no X in TL such that 2 = 0 ⊕ X .
The relevant question is therefore whether or not TL admits a complete set
of primitive orthogonal idempotents. For k ∈ N we consider the idempotent
ek ∈ End(k) defined inductively by













where q is the element of C∗ such that β = −[2]q (see Section 5.1.2). These are
called the Jones-Wenzl idempotents and were first introduced in [Wen87]. We note
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that ek is not well defined if
[k]q = 0 ⇐⇒ q2k = 1. (5.3)
Let us first suppose that q is not a root of unity such that (5.3) never occurs (this
is called the generic case). Let Xk denote the object (k, ek)] in the category of
representations of TL. The following theorem is proved in [Coo07].
THEOREM 5.1.2. The Xk are Schurian and form a complete set of simples in RTL.
Furthermore they satisfy the fusion rules
X0 ⊗X1 = X1,
Xk ⊗X1 = Xk−1 ⊕Xk+1.
A category is said to be of semisimple type if its category of representations is
semisimple. Therefore in the generic case TL is of semisimple type. From now
on we shall suppose that q is a root of unity (this is called the singular case). Let
h be the smallest positive integer such that q2h = 1 or equivalently [h]q = 0. We
call h the Coxeter number of q.
In the singular case TL is not of semisimple type. However in [GW02] it is
shown that TL admits precisely one proper tensor ideal (a property exclusive to
the singular case). They also showed that the ideal is generated by eh−1, the last
Jones-Wenzl idempotent it is possible to define.
DEFINITION 5.1.3. The reduced Temperley-Lieb category TLred is defined as the
quotient of TL by the unique proper tensor ideal generated by eh−1.
Let π denote the quotient functor π : TL → TLred. For 0 ≤ k ≤ h − 2, let
Xk now denote the image object associated to the idempotent (π(k), π(ek))] in
the idempotent completion of TLred. The following theorem is also proved in
[Coo07].
THEOREM 5.1.4. The Xk are Schurian and form a complete set of simples in RTLred.
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Furthermore they satisfy the fusion rules
X0 ⊗X1 = X1
Xh−2 ⊗X1 = Xh−3
Xk ⊗X1 = Xk−1 ⊕Xk+1, 1 ≤ k ≤ h− 3.
5.1.4 | TEMPERLEY-LIEB AS A MODULAR TENSOR CAT-
EGORY
As RTLred will be the category under consideration for the remainder of this
Section we shall simply denote it by C.
We have already seen that C is a semisimple monoidal category with finitely
many isomorphism classes of simple objects. TL is rigid as k is self dual with







respectively. This notion of duality is preserved by the quotient described in
Definition 5.1.3 and extends naturally to C. Therefore C is rigid and every object
in C is self dual. Self duality also gives C the natural pivotal structure
δX = idX ∀X in C. (5.4)
In Section 5.1.2 we discussed how to equip TL with a braiding, which C also
inherits. Chapter XII of [Tur16] also proves that this braiding is balanced with
respect to (5.4). Therefore the only condition that can prevent C from being an
MTC is the non-degeneracy of the braiding. We have the following result,
THEOREM 5.1.5 ([Tur16], Theorem 7.5.3.). Suppose there exists r ≥ 3 such that the
roots appearing in the braiding (5.2) are primitive 4r roots of unity (in particular this
implies that q is a primitive 2r root of unity). Then C is a MTC.
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So what does the modular data look like in this case? Rather surprisingly it
looks a lot like the modular data seen in the introduction (see Section 1.1). More



















where a, b ∈ I = {1, 2, ..., h − 1} indexes the simples in C via k 7→ Xk−1. Apart
from the −1 factors we have exactly recovered the Kac-Peterson matrices for
A
(1)
1 . This is due to the fact that Reph−2A
(1)
1 is equivalent to C as a modular tensor
category apart from one small difference: they have different pivotal structures.
To recover a category that is pivotally equivalent to Reph−2A
(1)
1 one would have





idn for n even
− idn for n odd
∀n ∈ N,
as opposed to (5.4). Alternatively one could consider the so-called "disoriented"
diagrammatic category presented in [CMW09, p. 5]. This tweaked version of
C come naturally equipped with a pivotal structure that is compatible with
Reph−2A
(1)
1 . For further details on this difference of pivotal structures see [ST09].
REMARK 5.1.6. We note that M is a modular invariant for Reph−2A
(1)
1 if and only
if it is a modular invariant for C. Indeed, as T is diagonal its commutant subspace
depends only upon equalities amongst its entries. The (−1)a−1 factor may be
though of as adding a −1 factor in front of every other diagonal entry in T . As,












implies that a1 and a2 share the same
parity these extra factors do not affect the commutant subspace. Furthermore
the (−1)a+b factor appearing in Sab may be removed by conjugating S with
Wab = (−1)a−1δa,b. As commuting with T forces invariance under conjugation
by W this implies the claim.
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5.2 | MODULE CATEGORIES OVER TL
5.2.1 | A RECIPE FOR MODULE CATEGORIES OVER TL
As described in Section 4.4.1 a finite module categoryM over TL is equivalent
to a (monoidal) functor
M : TL→ D
where D = A,A-Bimod and A is a finite direct sum of division algebras over C
(see Remark 4.4.2). As C is algebraically closed, the only division algebra over C
is C itself [Coh03, Proposition 5.4.5]. Therefore A is simply a direct sum of copies
of C, we write this decomposition as A =
⊕
i∈A0 C.
Let B denote the object in D such that B = F(1). AsM is monoidal we have
M(k) = B⊗k and (as 1 is self dual) Bi j ∼= Bj i∗. Furthermore the module category
is fully described by B and the annihilation map
M
( )
: B ⊗B → A
that we denote φ, and the creation map
M
( )
: A→ B ⊗B
that we denote ϕ.
One way to specify such maps is to first choose a perfect pairing 〈–, –〉 be-
tween Bi j and Bj i then choose an invertible element x = (xi) ∈ A and set
φij : Bi j ⊗ Bj i → C
v ⊗ w 7→ xj〈v, w〉
(5.5)
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and











= β . (5.8)
A functorM given by (5.5) and (5.6) automatically satisfies (5.7) as, for a ∈ Bi j ,
we have


















φij ◦ ϕij(1) =
∑
j∈A0
xj dim Bi j
xi
for all i ∈ A0. This holds if and only if β is an eigenvalue of B with eigenvector
x. Furthermore (5.7) and (5.8) are the only relations in TL and we therefore
have that (5.5) and (5.6) define a module category over TL if and only if β is an
eigenvalue of Bi j with eigenvector x.
One advantage of considering module categories of this form is that they
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induce a pivotal structure on the full image (cf. Section 4.4.2). To prove this we first
consider the following lemma.
LEMMA 5.2.1. Let φn and ϕn denote the image ofM(crn) andM(ann) respectively.
For i, j ∈ Q0 and n ∈ N+ we have the following
φnji(w ⊗ v) =
xi
xj





T nij ◦ ϕnij (5.10)
where T nij is the canonical isomorphism from B⊗ni j ⊗ B⊗nj i to B⊗nj i ⊗ B⊗ni j .
Proof. We proceed by induction on n. The base case n = 1 is clear. Assuming the
hypothesis for all integers up to n−1, we take b ∈ Bi k , v ∈ B⊗n−1k j, w ∈ B⊗n−1j k
and compute,




kj (v ⊗ w).
We then also have












φnij(b⊗ v ⊗ w ⊗ b∗).
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Therefore (5.9) is proved. To prove (5.10) we proceed more directly,
xi
xj













(id1⊗ (T n−1ik ◦ ϕ
n−1






(id1⊗ ϕn−1ki ⊗ id1) ◦ ϕjk
= ϕnji
as desired.
PROPOSITION 5.2.2. Let M be a module category on TL given by (5.5) and (5.6).
Then (4.17) commutes. In other words,M induces a pivotal structure on its full image.
Proof. As the pivotal structure on TL is given by the identity (4.17) reduces
to ∨α = α∨ for all α ∈ HomD(M(m),M(n)). Using the graphical notation of








For a ∈ B⊗ni j , by (5.9), we have














ij (a⊗ αji(bJ)) bI




λnIJ bI ⊗ bJ ∈ B⊗ni j ⊗ B⊗nj i.
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However, by (5.10), we also have








ij (a⊗ αji(bJ)) bI
= α∨(a)
and so we are done.
5.2.2 | MODULE CATEGORIES OVER TL AND SYMMET-
RIC QUIVERS
Let q be a root of unity with Coxeter number h and let β = −[2]q. We recall
that C denotes the idempotent completion of the quotient of TL(β) by the tensor
ideal generated by eh−1. In this section we find it useful to recall that, when
A =
⊕
i∈A0 C, an object in A,A-Bimod is equivalent to a quiver Qwith vertices
Q0 = A0.
To construct a module category M : TL → A,A-Bimod in the manner de-
scribed in Section 5.2.1 we have to find a symmetric quiverQwith non-degenerate†
eigenvalue β. However as our real goal is to find module categories over C, the




Dk+1 = Xk(adjQ)−Xk−1 k ≥ 1.
Indeed, from the fusion rules given by Theorem 5.1.4 we see that Dk will be
the dimension matrix of the image object associated to the idempotentM(ek)
in A,A-Bimod. Therefore, forM to be well defined on C a necessary condition
is Dh−1 = 0. This forces the recurrence relation to have periodicity 2(h − 1)
†A non-degenerate eigenvalue is an eigenvalue with non-zero entries.
Chapter 5 – Case Study: The Temperley-Lieb Category 106
which in turn forces it to be bounded. A quiver is bounded with respect to the
A1 recurrence relation if and only if its maximal eigenvalue is strictly less than
2 [Coo07, Section 3.3.2].
The list of connected symmetric quivers with maximal eigenvalue strictly less
that 2 is given by the double Dynkin quivers of type A, D, E and T (see, for example
[GdlHJ89]).
r r. . .r rAn r r. . .r r rrDn r r rr r rE6 r r rr r r rE7 r r rr r r r rE8 r r. . .r rTn .
The characteristic polynomial of the An quiver is the ultraspherical polynomial
Pn, defined recursively by
P0(x) = 1,
P1(x) = x,
Pn+1(x) = xPn(x)− Pn−1(x) n ≥ 1.
The set of roots of Pn, and therefore the spectrum of the An quiver, is given by
{−[2]q | q = e
πil
n+1 , 1 ≤ l ≤ n}. Furthermore the spectrum of every double Dynkin
quiver of type A, D, E or T is a subset of the set of roots of Ph−1 for a certain value
of h called the Coxeter number of the quiver [GdlHJ89]. For a double Dynkin quiver
of type A, D, E or T to have non-degenerate eigenvalue −[2]q it is necessary that
the diagram share its Coxeter number with q.
When h is an odd positive integer there are two possible values of q with
Coxeter number h: q may be a primitive 2h root of unity (we call q even) or a
primitive h root of unity (we call q odd). Table 5.2.2 describes when −[2]q is a
non-degenerate eigenvalue of a double Dynkin quiver of type A, D, E or T (we
note that if q has an even Coxeter number it is necessarily even itself).
Furthermore, whenever a double Dynkin quiver of type A, D, E or T has
non-degenerate eigenvalue −[2]q the resulting module category M : TL →
A,A-Bimod maps eh−1 ∈ EndTL(h− 1) to 0 and gives a well defined module
category over C [Coo07, Proposition 5.6.10]. Further still, we have the following
result from Etingof and Ostrik.
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Type h q even q odd
A2n 2n+ 1 Yes Yes
A2n+1 2n+ 2 Yes -
Dn 2n− 2 Yes -
E6 12 Yes -
E7 18 Yes -
E8 30 Yes -
Tn 2n+ 1 No Yes
Table 5.1: When −[2]q is a non-degenerate eigenvalue of the A-D-E-T double
Dynkin quivers.
THEOREM 5.2.3 ([EO04], Theorem 3.12). Indecomposable module categories over C
are classified by the double Dynkin quivers of type A, D, E and T that have −[2]q as a
non-degenerate eigenvalue.
COROLLARY 5.2.4. Every module category over C induces a pivotal structure on its
full image.
Proof. This follows immediately from Theorem 5.2.3 and Proposition 5.2.2.
For C a PTC and M : C → A,A-Bimod an arbitrary module category the
complexified Grothendieck ring of C, denoted KC(C), has a natural action on the
complexified Grothendieck ring of Mod-A given by
[X] · [V ] = [M(X)⊗A V ].
Furthermore, as A =
⊕
i∈A0 C, indecomposable objects in Mod-A are indexed by
A0. In particular, for j ∈ A0 we have
[X] · [Vj] =
∑
i
dim M(X)i j [Vi]
where Vj is the indecomposable module corresponding to j.
Let C be as defined in Section 5.1.4 and letM : C → A,A-Bimod be a module
category. By Theorem 5.2.3 there exists an invertible element x ∈ A such that
M is given by (5.5) and (5.6) with respect to this x. By Corollary 5.2.4 we
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may consider TM as constructed in Section 4.1. Recall from Remark 3.1.5 that
EndT C(1) = KC(C). Therefore, as TM is a functor, this defines an action of KC(C)
on EndD(A) given by
[X] · α = Xα .
PROPOSITION 5.2.5. The map
Φ: EndD(A)→ KC(Mod-A)
1j 7→ xj[Vj]
is an isomorphism of KC(C)-modules.
Proof. As {[Vj]} and {1j} form a basis of KC(Mod-A) and EndD(A) respectively
Φ is an isomorphism of vector spaces. As, for X in C,
[X] · 1j =
∑
i





dim M(X)i j 1i
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5.2.3 | THE CAPPELLI-ITZYKSON-ZUBER CLASSIFICA-
TION
Let q be a primitive even root of unity with Coxeter number h and let C be the
corresponding MTC described in Section 5.1.4.
In mathematical physics a Wess-Zumino-Witten (WZW) model is a type of
two-dimensional conformal field theory, the starting ingredients of which are an
affine Lie algebra g and a level k ∈ Z+. The modular tensor category associated
to a WZW model is then the category of integrable, highest weight modules of
g at level k, denoted Repk g. We recall from Section 5.1.4 that when g = A
(1)
1 ,
Reph−2 g is equivalent (up to a difference in pivotal structure) to C.
In 1986 Cappelli, Itzykson and Zuber [CIZ87] classified all modular invariant
partition functions for the WZW model associated to the g = A(1)1 case. In other
words they gave a complete list of modular invariants, i.e. non-negative integer
matrices Z that commute with the modular data associated to Reph−2 g and
satisfy Z11 = 1 (See Section 1.1).
THEOREM 5.2.6 (C.I.Z. Classification). The complete list of modular invariants as-
sociated to A(1)1 at level h− 2 is as follows. To aid legibility, we present these modular


















+1 = |χ1 + χJ1|
2 + |χ3 + χJ3|2 + · · ·+ 2|χh
2
|2 , whenever h
2
is odd
E6 = |χ1 + χ7|2 + |χ4 + χ8|2 + |χ5 + χ11|2 , for h = 12
E7 = |χ1 + χ17|2 + |χ5 + χ13|2 + |χ7 + χ11|2
+ χ9 (χ3 + χ15)
∗ + (χ3 + χ15)χ
∗
9 + |χ9|2 , for h = 18
E8 = |χ1 + χ11 + χ19 + χ29|2 + |χ7 + χ13 + χ17 + χ23|2 , for h = 30.
where J : {1, 2, ..., h− 1} → {1, 2, ..., h− 1} maps a to h− a.
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An important feature of this classification is that it obeys the following A-D-E
pattern. Let X be a double Dynkin quiver of type A,D or E. Recall from the
previous section that eigenvalues of X form a subset of {−[2]q | q = e
πil
h , 1 ≤ l ≤
h − 1} where h is the Coxeter number of the quiver. Then, for l ∈ {1, 2, . . . h −
1}, the lth diagonal entry in the modular invariant associated to X gives the
dimension of the corresponding eigenspace of X . The story of how this A-D-E
pattern was first noticed is an entertaining anecdote documented by Gannon
in [Gan00b],
«Around Christmas 1985, Zuber wrote Kac about the A(1)1 physical invariant
problem, and mentioned the physical invariants he and Itzykson knew at that
point (what we now callA• andDeven). A few weeks later, Kac wrote back saying
he found one more invariant, and jokingly pointed out that it must be indeed
quite exceptional as the exponents of E6 appeared in it. "I must confess that
I didn’t pay much attention to that last remark (I hardly knew what Coxeter
exponents were, at the time!)". By spring 1986, Cappelli arrived in Paris and got
things moving again; together Cappelli-Itzykson-Zuber found E7,Dodd and then
E8, and struggled to find more. "And it is only in August, during a conversation
with Pasquier, in which he was showing me his construction of lattice models
based on Dynkin diagrams, that I suddenly remembered this cryptic but crucial
observation of Victor, rushed to the library to find a list of the exponents of the
other algebras... and found with the delight that you can imagine that they were
matching our list". Thus the A-D-E pattern to these physical invariants was
discovered.».
This pattern becomes all the more intriguing in light of the classification
result given by Theorem 5.2.3. Indeed, the theorem states that indecomposable
module categories over C are classified by the double Dynkin quivers of type
A,D and E (the T type does not appear as q is a primitive even root of unity cf.
Table 5.2.2). Obtaining a greater understanding of the relationship between these
two classification results was one of the motivating goals for the work in this
thesis.
The TM construction explains the A-D-E pattern appearing in the classi-
fication of A(1)1 modular invariants in the following way. Let X be an A-D-E
double Dynkin quiver and letM : C → A,A-Bimod be the corresponding mod-
ule category over C. It is known that applying α-induction, as described in
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Section 4.4.1, toM yields the modular invariant associated to X by the list ap-
pearing in Theorem 5.2.6 [BE01, Section 5]. We denote this modular invariant Z.
By Theorem 4.4.6 the entries of Z may be thought of as the dimensions of the
simple multiplicity spaces in TM, in other words
Z = Z(TM)
where Z(TM) is given by Definition 4.1.3. We recall that EndT C(1) is a semisim-
ple commutative algebra generated by the orthogonal primitive idempotents
{1I}I∈Irr(C) where (1, 1I)] = (II∨, eI∨I )], see Section 3.1.3. The diagonal terms in
Z therefore correspond to the dimensions of the weight spaces of the action of
EndT C(1) = KC(C) on TM(1). However by Proposition 5.2.5 this action coincides
with the action of KC(C) on KC(Mod-A) described in Section 5.2.2. As the weight




When reflecting upon the results in this thesis it is interesting to note that, in
an attempt to better understand the solution to a relatively low-tech problem,
namely the search for modular invariants i.e. non-negative integer solutions in a
commutant space, we are lead to a higher categorical result, namely that TM
is a Frobenius algebra. Indeed, other research has previously suggested that
modular invariants are perhaps simply best thought of as algebra objects in the
centre of the category (see, for example, [KR09, FRS02]). This ties nicely into
the wider research theme of exploiting higher category theory to rephrase and
extend pre-existing methods in algebraic conformal field theory.
There are pre-existing methods for relating module categories to modular
invariant† Frobenius algebras in C  C. Any module category over C may be
realised (non-uniquely) as the category of modules of an algebra in C [Ost03].
The full centre construction [FFRS08, Definition 4.9] then associates a modular
invariant, commutative, symmetric Frobenius algebra in C  C to a special (as
defined in, for example, [KR09]), symmetric Frobenius algebra in C [KR09, The-
orem 3.18]. Furthermore every modular invariant, commutative, symmetric
Frobenius algebra in C  C may be realised in this way [KR09, Theorem 3.22].
†As defined in [Kon08, Section 6], cf. Remark 4.3.5.
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The full centre construction may also be described in terms of the module
category directly [DKR15, Section 3.1]. Schaumann has worked on characterising
the condition that the module category be equivalent to the category of modules
of a special symmetric Frobenius algebra purely in terms of the module category
itself. In particular he has shown that it is equivalent to requiring that the module
category admits a module trace [Sch13]. It is possible that this could be related to
the condition identified in this thesis: that the module category induce a pivotal
structure on its full image.
Another moral one may extract from this work is to never underestimate
the pivotal structure. Indeed there are many examples in the literature of the
pivotal structure being underestimated. There is also a recurring theme of
researchers finally clearing up confusing details via careful consideration of the
pivotal structure (see, for example, [Tin17]). The appearance of the condition
that a functor induce a pivotal structure on its full image was unexpected. This
condition is surprising in its subtlety and it would be interesting to know if it
may be rephrased in some way.
6.2 | FUTURE WORK
There are several possible ways the work presented in this thesis could be
extended. Perhaps the most obvious would be to search for more examples
of module categories that induce pivotal structures on their full images. For
example, I strongly expect that this is the case for the A(1)2 modules categories
given by the Di Francesco-Zuber quivers [DFZ90]. Furthermore, it is known†
that these quivers classify A(1)2 module categories in an analogous manner to the
classification of A(1)1 modules categories seen in Section 5.2.2.
The recipe for constructing a module category from a Di Francesco-Zuber
quiver is an extension of the the recipe described in Section 5.2.1 [Coo07, Section
7.3]. However, as Repk A
(1)
2 is tensor generated by two dual objects (as opposed
to TL which is tensor generated by a single self-dual object) the quiver will
not necessarily be symmetric and its dual will also play a role. As in the A(1)1
†In personal communication Professor David E. Evans has informed me that this classification
is known to experts but does not yet appear in the literature.
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case, the Di Francesco-Zuber quivers admit the relevant quantum dimension
as a non-degenerate eigenvalue with the additional property that they share
the corresponding eigenvector with their duals. This enables us to define the
functor on the dualising morphisms in Repk A
(1)
2 in a manner analogous to the
approach taken in Section 5.2.1. I therefore expect that the Repk A
(1)
2 analogues
of Corollary 5.2.4 and Proposition 5.2.5 should hold. Furthermore, the list of
Di Francesco-Zuber quivers and of indecomposable module categories over
Repk A
(1)
2 both follow a (more complex) A-D-E pattern.
It would be valuable to find interesting examples of monoidal functors that
fail to induce pivotal structures on their full images (Example 4.4.5 feels fairly
pathological). In particular it would be interesting to known if there exists a
monoidal functorM : C → D that fails to induce a pivotal structure on its full
image for all choices of pivotal structure on C (Example 4.4.5 does not satisfy this
property).
The principal claim of α-induction (see Section 4.4) suggests the following
conjecture.
CONJECTURE 6.2.1. Let C be an MTC over an algebraically closed field and letM be a
indecomposable module category over C that induces a pivotal structure on its full image.
Then Z(TM) is a modular invariant.
As discussed at the start of Section 4.3, Theorem 4.4.8 reduces a proof of this
conjecture to a proof that d(TM) = d(C). However, the graphical approach taken
throughout this thesis seems ill-suited to tackling this problem. In particular it is
unclear how, for an arbitrary pivotal monoidal functorM : C → D, the graphical
calculus could distinguish the case when D = A,A-Bimod for some semisimple
algebra A, i.e. the case whenM is a module category.
One possible way of extending the TM construction more generally would
be to work on removing the assumption that C is a rational MTC, i.e. with finitely
many isomorphism classes of simple objects. One could start by extending the
main results to logarithmic conformal field theories as their connection to the
rational case is well understood from a categorical point of view (see, for example,
the recent work of Gannon et al. in particular [EG17], [CG17] and [FGSS18]).
«Boys and girls in cars
Dogs and birds on lawns
From here I can touch the sun
Put your jackets on
I feel we’re being born
The tropic of Capricorn is below
We stall above the pole
Still your face is young
As we feel our weight return
A trail of shooting stars
The horses call the storm
Because the air contains the charge
The radio is on
And Houston knows the score
Can you feel it we’re almost home
The crew compartment’s breaking up
The crew compartment’s breaking up
The crew compartment’s breaking up
This is all I wanted to bring home to you
The crew compartment’s breaking up
This is all I wanted to bring home to you
The crew compartment’s breaking up
This is all I wanted to bring home to you »
—The Commander Thinks Aloud by The Long Winters
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