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Abstract
High performance computation and sophisticated machine learning algorithms have emerged as new tools
for studying biological, physical and chemical systems at the atomistic scale. In this thesis, I report several
applications of molecular dynamics simulation and machine learning in the study of the macromolecular
folding and assembly. In the first aspect, I employ molecular simulation and non-linear manifold learning to
explore the dynamics and configuration of linear and ring polymers. Integrating statistical mechanics with
dynamical systems theory, I establish a means to determine single molecule folding funnels from univariate
time series in experimentally accessible observables. In the second aspect, I utilize coarse grained molecular
simulation to explore the self-assembly of hundreds of asphaltene molecules over micro-second time scales
to reveal the aggregation phase behavior as a function of temperature, pressure and solvent conditions. I
then employ graph matching and non-linear manifold learning to obtain asphaltene folding and assembly
free energy landscapes. This thesis establishes new fundamental understanding of the folding and assembly
of macromolecules, builds connections between computer simulation and experimental measurements, and
provides new routes to the rational design of functional molecular materials.
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Chapter 1
Introduction
Molecular dynamics (MD) is a classical simulation technique that integrates Newton’s equations of mo-
tion at the microscale to simulate the dynamical evolution of atoms and molecules [3]. Accordingly, this
technique can be considered – to use a term coined by the molecular simulation pioneer Klaus Schulten – a
“computational microscope” [4]. By following the microscopic dynamics of the system, MD simulations can
provide a wealth of information on the structure, mechanisms, kinetics, and thermodynamics of atomic and
molecular systems. The inception of the technique can be traced to a 1957 paper in which Bernie Alder and
Wainwright simulated the dynamics of the collisions between hard spheres to determine the phase behavior
and equation of state [5, 6]. MD simulation has since emerged as a mainstream methodology in the study
of molecular liquids [7], condensed phase systems [8, 9], self-assembling materials [10], proteins [11, 12, 13],
DNA [14], viruses [15], and drugs [16].
Molecular simulation is extremely valuable in the study of systems on the molecular level. However, even
with efficient simulation codes, parallelization schemes, and powerful computational hardware, unbiased
molecular dynamics simulations on the world’s most powerful supercomputers are limited to the study of at
most billions of atoms and millisecond time scales [8, 9, 17, 18]. In order to access the long time and length
scales necessary to study phenomena such as protein folding and macromolecular self-assembly, a number of
enhanced sampling techniques have been proposed in recent years, such as replica exchange [19, 20], parallel
tempering [21], self-guided molecular/Langevin dynamics [22], and essential energy space random walk [23].
Coarse graining is another approach to speed up the simulation [24, 25], by lumping multiple atoms as one
coarse grained bead, and modifying the force field that characterise the interaction between beads, we could
decrease the degrees of freedom significantly, and accelerate the sampling efficiency. Popular coarse graining
methods include dissipative particle dynamics (DPD) [26], stochastic rotation dynamics (SRD) [27], united
atom and bead models [28, 29, 30], and implicit treatment of solvent [31].
Molecular dynamics simulation trajectories provide useful information about the dynamic and thermody-
Portions of this chapter are adapted from the publication: Jiang Wang and Andrew L. Ferguson “Nonlinear machine
learning in simulations of soft and biological materials” Mol. Sim. (2017) doi.org/10.1080/08927022.2017.1400164 [2]
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namic properties of the system. The relevant information, however, may lie obscured behind the exceedingly
high dimensional nature of the simulation data. Data science, machine learning, and dimensionality reduc-
tion tools offer a means to systematically and effectively access and extract this information. In one aspect,
non-supervised machine learning technique can perform clustering and dimensionality reduction of the data
points in the high-dimensional phase space. K-means clustering, for example, can help partition sampling
data into several typical classes [32]. Principal components analysis (PCA) [33], kernel principal components
analysis [34], deep learning neural networks [35, 36, 37], and diffusion maps [38, 39, 40, 41, 42, 43] could
reduce the dimensionality of the system by extracting a small number of (non)linear collective variables
(CVs) with which to parameterize the configurational stat of the system, and are “good” variables in which
to construct free energy surfaces resolving the metastable states and transition pathways. Conducting en-
hanced sampling in these CVs, using, for example, umbrella sampling [44], metadynamics [45], or DM-d-MD
[46], can vastly increase sampling efficiency by directing computational effort along the important directions
in configurational space. In another aspect, supervised machine learning technique such as support vector
machines (SVM) [47] is useful for conducting classification, and quantitative structure activity relations
(QSAR) [48], can assist in the discovery and design of new molecules and materials.
Ideas from dynamical system theory and applied math can also played important roles in the analysis of
molecular simulations trajectories. Takens’ Delay Embedding Theorem [49, 50, 51, 52, 53, 54], for example,
states that by performing a so-called “delay embedding” of an single generic observation of the system, we
can reconstruct the high dimensional attractor that is diffeomorphic to the attractor of the original system
[55, 56, 57]. We have shown that this makes it possible to construct the low dimensional free energy surfaces
of protein folding from time series of experimentally accessible observables recorded using, for example,
single molecule Fo¨rster resonance energy transfer (smFRET) [58, 59].
The theme of this thesis is the integration of machine learning, dynamical systems theory, statistical
mechanics, and molecular simulation to provide new fundamental tools and understanding of macromolecular
folding and assembly. In particular, I focus on the folding behavior of hydrophobic polymer chains, and the
self-assembly of asphaltene molecules comprising the heaviest aromatic fraction of crude oil [60, 61, 62,
63, 64, 65]. The structure of this thesis is as follows. Chapter 2 presents a detailed introduction of the
nonlinear machine learning tools used in this work, including diffusion maps and its variations, such as pivot
diffusion maps and density adaptive diffusion maps. The idea of graph matching and low-dimensional free
energy surface will also be discussed. In Chapter 3, I will talk about the application of molecular simulation
and diffusion maps to study the dynamics and the folding landscape of circular polymers [66, 67, 68].
With one degrees of freedom less than the linear polymer chain, ring polymers possess different properties,
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the geometric constrains could even create mechanical bond between the rings to form supra-molecular
structures, lending themselves to diverse applications [69, 70, 71]. In Chapter 4, I will demonstrate how
Takens’ Delay Embedding Theorem could be integrated with MD and machine learning to construct and
extract the low dimensional free energy surface of protein folding using synthetic experimental time series
measurements. In Chapter 5, I discuss my development of a coarse grained molecular model of asphaltenes
and our use of this model to probe and understand the hierarchical assembly process of asphaltenes possessing
“island” or “continental” molecular architectures possessing a single polyaromatic core. In Chapter 6, I
discuss our use of this model to probe the aggregation phase behavior under a range of temperatures,
pressures, and solvent conditions to map out the aggregation phase behavior. I also discuss our use of
graph matching and diffusion maps to provide new understanding of the asphaltene aggregation landscape.
In Chapter 7, I extend my investigation of asphaltene folding and aggregation to “archipelago” molecular
architectures possessing multiple polyaromatic cores connected by aliphatic bridges [72, 73, 74, 75]. Chapter
8 provides my conclusions and outlook.
Portions of Chapters 2-7 are adapted from a series of publications that emerged over the course of my
PhD work, as indicated by footnotes on the opening page of each chapter:
• Jiang Wang and Andrew L. Ferguson “Nonlinear machine learning in simulations of soft and biological
materials” Mol. Sim. (2017) doi.org/10.1080/08927022.2017.1400164 [2]
• Jiang Wang and Andrew L. Ferguson “A Study of the Morphology, Dynamics, and Folding Pathways
of Ring Polymers with Supramolecular Topological Constraints Using Molecular Simulation and Non-
linear Manifold Learning” Macromolecules 2018 51 (2), 598-616 DOI:10.1021/acs.macromol.7b01684
[76]
• Jiang Wang and Andrew L. Ferguson “Nonlinear reconstruction of single-molecule free-energy sur-
faces from univariate time series” Phys. Rev. E 93, 032412 (2016) doi.org/10.1103/PhysRevE.93.
032412 [55]
• Jiang Wang and Andrew L. Ferguson “Mesoscale Simulation of Asphaltene Aggregation” J. Phys.
Chem. B, 2016, 120 (32), pp 80168035 DOI:10.1021/acs.jpcb.6b05925 [77]
• Jiang Wang, Mohit A. Gayatri, and Andrew L. Ferguson “Mesoscale Simulation and Machine Learn-
ing of Asphaltene Aggregation Phase Behavior and Molecular Assembly Landscapes” J. Phys. Chem.
B, 2017, 121 (18), pp 49234944 DOI:10.1021/acs.jpcb.7b02574 [78]
• Jiang Wang, Mohit A. Gayatri, and Andrew L. Ferguson “Coarse-grained molecular simulation and
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nonlinear manifold learning of archipelago asphaltene aggregation and folding” J. Phys. Chem. B
(submitted, 2018)
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Chapter 2
Nonlinear machine learning methods
2.1 Free energy surface and collective variables
The microscopic configurational state (microstate) of a molecular system is defined by the coordinates rN
of its N constituent atoms. The potential energy surface (PES) is a 3N -dimensional surface specifying the
energy of each microstate as a function of the Cartesian coordinates of these N particles. In the canonical
ensemble, the equilibrium probability of the system occupying each microstate rN is given by the Boltzmann
factor of the energy [79, 80],
P(rN ) = e
−βU(rN )
Z
, (2.1)
where β = 1/kBT , T is the temperature, kB is Boltzmann’s constant, U(r
N ) is the energy of microstate rN
assigned by the PES, and Z =
∫
e−βU(r
N )drN is the canonical partition function. Analogous expressions
exist for other ensembles [81, 79, 82, 80]. Through this expression, the PES dictates all of the equilibrium
thermodynamic properties of the system.
In practice, couplings between degrees of freedom generically cause the system to explore only a small
fraction of the configurational space, effectively restraining its dynamical evolution to a so-called intrinsic
manifold of much lower dimensionality [83, 84, 43, 85, 86, 87, 88, 89, 90, 91]. Accordingly, the PES typically
admits a low-dimensional projection ψ(rN ) : R3N → Rk into a set of k  3N collective variables (CVs)
ψ = [ψ1, ψ2, . . . , ψk] ∈ Rk. Mathematically, this projection can be written as [80],
P(ψ) =
∫
P(rN )δ(ψ(rN )− ψ)drN
=
1
Z
∫
e−βU(r
N )δ(ψ(rN )− ψ)drN , (2.2)
This chapter is adapted from the publication: Jiang Wang and Andrew L. Ferguson “Nonlinear machine learning in
simulations of soft and biological materials” Mol. Sim. (2017) doi.org/10.1080/08927022.2017.1400164 [2]
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where δ(ψ(rN )− ψ) is the Dirac delta function that employs the projection ψ(rN ) to select microstates rN
with a particular value ψ of the collective order parameters. The free energy surface (FES) is the analog of
the PES in this reduced dimensional space,
F (ψ) = −kBT ln
(P(ψ))+ C, (2.3)
where C is an arbitrary additive constant that reflects our (typical) ignorance of the absolute free energy
scale. Due to the dimensionality reduction associated with the projection into the CVs, multiple microstates
may be lumped together to the same low-dimensional coordinates, and F (ψ) therefore contains both energetic
and entropic contributions. A point on the landscape defines an ensemble of similar configurations and the
height of the landscape defines the associated free energy.
One key application of MD simulations is to determine free energy surfaces for atomistic and molecular
systems. Simultaneously encoding both thermodynamic stability and dynamical pathways linking these
states, determination of these landscapes is a key goal in the study of biomolecules, polymers, and soft
materials to provide deep understanding of folding and assembly pathways and a route to rational engineering
of structure and function [92]. Advances in software and hardware have pushed the limits of MD performance
to enable simulation of billions of atoms [8, 9] and millisecond time scales [17, 18]. Nevertheless, many
relevant processes and phenomena remain outside the time and length scales accessible by unbiased MD
simulation, and the observation by Karlplus and Petsko in their 1990 paper that their utility is limited
by the computationally-attainable lengths of simulation remains equally true today [93]. In essence, the
problem is one of ergodicity breaking – violation of the equality of the time and ensemble averages [3, 92]
– where large free energy barriers can kinetically trap MD simulations and prohibit efficient exploration of
configurational space.
To engage this challenge, a number of enhanced sampling approaches have been developed to accelerate
exploration of configurational space and return converged thermodynamic averages [83, 94, 95]. These
approaches may be broadly divided into two classes: tempering / generalized ensemble techniques, and
collective variable biasing approaches [94, 95]. The former modify or augment the system Hamiltonian to
“escape” from Boltzmann statistics and improve configurational sampling [92], whereas the latter accelerate
sampling along defined CVs to efficiently surmount barriers in these directions. The first class of techniques
are attractive in that they do not typically require any pre-specification of collective variables and therefore
require little in the way of prior knowledge about the system dynamics [95]. The second class does require
the a priori availability of biasing coordinates that properly distinguish the metastable states of the system
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and barriers between them [84, 43]. The success of the latter approaches is critically dependent on the
availability of such “good” collective variables, which can be challenging to identify for all but the simplest
systems. As discussed by Bolhuis and Chandler [96], Abrams and Bussi [94], and Miao and McCammon
[95], improper choices of CVs can lead to poor sampling of configurational space and little acceleration over
unbiased calculations. Nevertheless, CV biasing approaches are attractive since they are typically more
computationally efficient than tempering / generalized ensemble techniques due to the fact that they can
target simulation along the important system coordinates, and computational resources do not have to
be expended under augmented Hamiltonians or modified conditions that are not of particular interest or
importance [94].
Systematic approaches to identify good collective coordinates for CV biasing is the “paramount concern
in the continued evolution of such methods” [94]. In recent years a number of machine learning approaches
have been developed that apply nonlinear dimensionality reduction to molecular simulation trajectories to
furnish good collective coordinates in which to construct free energy surfaces and conduct biased sampling.
Furthermore, since these CVs are typically serve as good descriptors of the important dynamical motions
governing the dynamical evolution of the system, they are also extremely valuable in providing new under-
standing of the system structure, stability, and transition mechanisms.
Given the low-dimensional projection of the simulation data onto the intrinsic manifold, we can quantify
the distribution of points by calculating the monomer-weighted probability distribution P (~ξ), where ~ξ is the
location on the k-dimensional intrinsic manifold spanned by CVs. If the data are drawn from equilibrated
simulations and sufficiently numerous to generate converged probability distributions, we may estimate the
FES over the manifold using the relation βF (~ξ) = − lnP (~ξ) +C, where F (~ξ) is the per molecule free energy
at location ~ξ, β = 1/kBT is the inverse temperature, kB is Boltzmann’s constant, T is the temperature, and
C an arbitrary additive constant reflecting our ignorance of the absolute free energy scale [97, 98, 99]. If the
simulations were conducted at constant temperature and pressure, we identify F as the Gibbs free energy.
P (~ξ) is typically estimated by collecting histograms over the low-dimensional projection, but the rugged
manifold renders the resultant histogram highly sensitive to the size and placement of histogram bins.
Accordingly, we typically employ a grid-free method based on a technique used to estimate scalar fields and
their derivatives from discrete off-grid data in smoothed-particle hydrodynamics [100, 101, 55] to estimate
the probability density as,
P (~ξ) =
∑
j
Nj (det (2piΣ))
− 12 exp(− 12 (~ξ − ~ξj) ·Σ−1 · (~ξ − ~ξj))∑
j
Nj
(2.4)
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where the summation index j loops over all points in the embedding, Nj is the weight of point j, ~ξj is
the location of point j in the embedding, Σ is a k-by-k diagonal matrix containing the ordered variances
{σ2i }ki=1 of the multivariate Gaussian in each dimension of the k-dimensional projection, and det(Σ) denotes
the determinant of Σ. Mathematically, we deposit multivariate Gaussians weighted by Nj at the location
of each point in the low-dimensional embedding, effectively “smearing” the projection of each cluster over a
localized region of the intrinsic manifold. We define the density at ~ξ as the sum over all Gaussians at that
location and divide through by
∑
j
Nj to normalize the distribution. This approach possesses the benefit
that we may evaluate the free energy at any arbitrary point ~ξ, but in practice it is generally sufficient to
evaluate it on the data points {~ξj}. Compared to histogram approaches that bin data into grid cells and
smear their weights over the volume of the cell to estimate the local density, the grid-free approach instead
pre-smears the data using multivariate Gaussians and performs a summation over all Gaussians to estimate
the probability density over the manifold. The {σi}ki=1 controlling the degree of smearing play an analogous
role to the bin size, and must be tuned to trade off robust statistics with resolution of the fine-grained
features of the FES. In numerical trials, we find adopting σi ≈ Li/100, where Li is the maximum distance
between any two points in dimension i, provides satisfactory results.
2.2 Diffusion maps and its variations
2.2.1 Diffusion maps
Diffusion maps belong to a class of unsupervised nonlinear manifold learning techniques based on spectral
analysis [38, 39, 40, 41, 42, 43]. Developed by Ronald Coifman and co-workers in the mid-2000’s, the approach
proceeds by constructing a hypothetical random walk over the high-dimensional point cloud followed by a
harmonic analysis to determine its slowest relaxation modes. Geometrically, these slow modes are coincident
with the extended directions of the intrinsic manifold and furnish a good basis for its low-dimensional
parameterization. The method proceeds in four steps.
First, all pairwise distances dij = ||xi−xj || between N points in the high-dimensional space are computed
according to an appropriate metric. In biomolecular simulations, each point typically corresponds to a
molecular configuration and a natural metric is the translationally and rotationally minimized root mean
squared distance (RMSD) between the atomic coordinates that can be efficiently calculated using Kabsch
algorithm [43, 84, 102, 103], as shown in Appendix A, this metric is proven to be well defined, which satisfies
triangular inequality in a perfect graph [104, 105]. Other choices of metric are possible depending on the
precise application at hand [43, 106, 107, 108, 109], but should typically eliminate trivial symmetries (e.g.,
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translation, rotation, permutation) that should not be “seen” by the dimensionality reduction machinery.
Second, each element of the pairwise distances matrix d is convoluted with a Gaussian kernel to form
the Guassian thresholded pairwise distances matrix A,
Aij = exp(−d2ij/2), (2.5)
where  is the bandwidth of the Gaussian kernel. (Although the selection of a Gaussian kernel is standard,
other choices that may reflect prior understanding or beliefs about the underlying structure or behavior of
the data are possible [41, 110, 111].) Mathematically, this operation can be considered as mapping distances
dij ∈ [0,∞) to relative and unnormalized hopping probabilities Aij ∈ [0, 1] of a random walk between points
in the high-dimensional space. Accordingly,
√
 can be considered as the characteristic step size of the
random walk, defining the size of the local neighborhood of nearest neighbors accessible to each point. In
practice,  should be sufficiently large that each point can access its local neighborhood, but not so large as
to short circuit the structure of the underlying intrinsic manifold. Systematic procedures exist to select an
appropriate value of  by analysis of the A matrix [112].
Third, the A matrix is normalized by its row sums to define the right-stochastic Markov matrix M =
D−1A, where D is a diagonal matrix with elements Dii =
∑
j Aij , and Mij is interpretable as the normalized
hopping probability of the random walk from point i to point j [41].
Fourth, we diagonalize M to compute its spectral decomposition into its eigenvectors {~ψi}Ni=1 and the
associated eigenvalues {λ}Ni=1 in the non-ascending order with λi ∈ (0, 1]. By the Markov property, the top
pair is trivial λ1 = 1 and ~ψ1 and is associated with the steady state distribution of the random walk. The
leading k non-trivial eigenvectors {~ψi}k+1i=2 can be identified by a gap in the eigenvalue spectrum between λk+1
and λk+2, and correspond to the slow diffusion modes of the discrete random walk to which the remaining
fast modes are effectively slaved [112, 84, 43, 38, 39]. The L-method of Salvador and Chan provides a
systematic means to determine the location of a gap in the eigenvalue spectrum [113]. Geometrically, the
slow modes are associated with the extended dimensions of the intrinsic manifold, and the fast modes with
its thin dimensions. In the limit of infinite data points infinitesimally spaced over the manifold, the random
walk converges to continuous diffusion process described by a backwards Fokker-Planck equation, and the
eigenvectors converge to its corresponding eigenfunctions [39, 112, 41]. In this sense, the eigenvectors truly
do reflect the slowest relaxations of the discrete diffusion process over the high-dimensional point cloud, and
provide a good parameterization for the latent low-dimensional manifold. Dimensionality reduction into the
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k-dimensional intrinsic manifold is realized by the so-called diffusion map embedding,
xi →
(
~ψ2(i), ~ψ3(i), . . . ~ψk+1(i)
)
, (2.6)
that projects each point i into the ith component of the leading k non-trivial eigenvectors. Importantly, Eu-
clidean distances between points i and j in the low-dimensional projection approximate “diffusion distances”
in the high-dimensional space [39, 41]. (In the limit of retaining all (N − 1) non-trivial eigenvectors in the
embedding this correspondence becomes exact [41].) Formally, the diffusion distance measures the overlap
between two probability distributions generated under the action of the random walk that are initialized as
delta functions on points i and j [41, 84]. Colloquially, the diffusion distance may be considered as a measure
of how difficult it is to reach point j from point i – the distance is small if the two points are connected
by a large number of short paths, and large if they are connected by a small number of long routes [84].
Accordingly, the low-dimensional embedding preserves the proximity relationships between the data in the
high-dimensional space (cf. Fig. 2.1b).
Diffusion maps have been widely applied in a variety of topical areas [41, 114, 115, 116, 110, 38, 40, 42,
39, 117, 118, 119, 120, 106, 107, 108, 43, 84], and in the next section we describe particular applications to
molecular simulations to extract low dimensional CVs with which to construct free energy landscapes and
accelerate sampling.
A number of variants and adaptations of diffusion maps have also being developed to handle data with
large density variations and reduce the computational cost of the approach. Locally scaled diffusion maps
(LSDMap) developed by Clementi and co-workers [110], and density-adaptive diffusion maps (DAdMaps)
proposed by us [78] (vide infra) were designed to better handle data sets with highly non-uniform distri-
butions. Standard diffusion maps are poorly equipped to handle large variances in local density to simul-
taneously resolve the fine structure of the distribution and its global geometry. In LSDMap, the Gaussian
kernel of fixed bandwidth used to convolute pairwise distances (Eqn. 2.5) is replaced by one with a location
dependent scaling parameter,
Aij = exp(−d2ij/2
√
ij), (2.7)
where
√
i is the length scale over which the neighborhood of the intrinsic manifold around point i is locally
linear [110]. In DAdMaps, an analogous operation is applied on the global level by rescaling all pairwise
distances under the map dij → dαij , where α ∈ (0, 1] while maintaining the distance rank and triangle
inequality [78]. This operation effectively shrinks distances in sparsely sampled regions of the manifold and
swells distances in densely populated regions, smoothing out density fluctuations and producing more stable,
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Figure 2.1: Schematic illustration of successful and unsuccessful applications of manifold learning. (a) The
“Swiss roll” data set defining a 2D curvilinear manifold within a 3D space. Each point is colored according to
its angle along the axis of the spiral. The Euclidean distance from point A to B is denoted by a dashed line,
whereas the arrows denote the geodesic path along the manifold. The fundamental assumption of manifold
learning approaches is that the latter distance better preserves the true relationship between the points
since it respects the underlying geometric structure of the data. (b) Application of diffusion maps extracts a
2D parameterization of the intrinsic manifold. This embedding correctly preserves the relationship between
the points on the manifold within the high-dimensional space. Specifically, Euclidean distances within the
low-dimensional embedding approximate geodesic distances in the high-dimensional space. (c) Application
of principal components analysis (PCA) fails to extract the intrinsic manifold along its geodesic, instead
collapsing the Swiss roll onto a 2D plane that mangles the relationship between the points such that points
distantly located on the manifold are embedded proximately in the low-dimensional projection.
compact, and informative low-dimensional embeddings. Landmark diffusion maps (L-dMaps) developed by
Long and Ferguson rigorously identifies a small number of L “landmark” points from which to optimally
construct the diffusion map embedding into which the remaining (N − L) points can be projected by out-
of-sample extension [121, 122, 123]. Since computational complexity and memory storage costs of dMaps
scale approximately quadratically in N , this approach can offer substantial computational savings with
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very little sacrifice in embedding accuracy. We developed pivot diffusion maps (P-dMaps) (vide infra) as
a more computationally efficient version of L-dMaps that performs on-the-fly landmark identification to
avoid calculation of the full pairwise distances matrix [76]. This approach is extremely computationally and
memory efficient, and is particularly well suited to the analysis of very large data sets.
2.2.2 Density adaptive diffusion maps
Large variations in the density of points over the high-dimensional configurational space can present dif-
ficulties for the diffusion map in identifying a global nonlinear projection that simultaneously resolves
the fine-grained structure of the distribution in the high-density regions and preserves global connectiv-
ity of the random walk. Clementi and co-workers recently proposed “locally scaled diffusion maps” (LS-
DMap) as an elegant solution to this issue, which replaces the constant bandwidth Gaussian kernel used
to convolute the high-dimensional pairwise distances with one possessing a location dependent bandwidth
ALSDMapij = exp(−d2ij/2ij), where i is the length scale over which the intrinsic manifold in the vicinity
of data point i is well-represented by a tangent hyperplane, and which may be estimated by performing a
local principal components analysis around each data point [110, 118]. This approach provides the diffusion
map the flexibility to adapt to the geometry and distribution of the data, which may vary in dimensionality,
curvature, and signal to noise ratio over the manifold.
We propose an approach designed to smooth out large density variations over the high-dimensional
distribution that can frustrate the application of standard diffusion maps. It is similar in spirit to the
LSDMap, but differs in that it applies a global rescaling of pairwise distances rather than a local modulation
of the Guassian kernel. Accordingly, it is not responsive to the local geometry and distribution of the
data, but does possess the advantage that it contains only a single adjustable parameter, does not require
interrogation of each data point to ascertain an appropriate associated kernel bandwidth, and pairwise
distances measured in this fashion maintain their identity as well-defined metric functions obeying the
conditions of non-negativity, symmetry, and adherence to the triangle inequality.
The pairwise distance measure defined in Eqn. 2.14 contains an exponent α ∈ (0, 1] that globally rescales
pairwise distances. Rewriting this equation as,
dij =
(
dα=1ij
)α
, (2.8)
dα=1ij =
(∑
p
∑
q>p
|χi(p, q)− χ′j(p, q)|
)
, (2.9)
expresses a relationship between the unscaled (i.e., α = 1) and scaled (i.e., 0 < α < 1 ) distance measures
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between clusters i and j. Considering now the ratio of two pairwise distances dij ≥ dkl it follows that by
virtue of α ∈ (0, 1],
dij
dkl
=
(
dα=1ij
dα=1kl
)α
≤ d
α=1
ij
dα=1kl
, (2.10)
that (dij/dkl)→ 1 as α→ 0 such that the relative difference between large and small distances becomes less
pronounced. Accordingly, data points residing in sparse regions of the high-dimensional distribution will
be brought relatively closer to their neighbors compared to points in dense regions, thereby smoothing out
fluctuations in the apparent density over the manifold. For α = 0 – a limit that we permit our method to
approach but not reach – (dij/dkl) = 1, such that all distances become equivalent, each point experiences all
of its neighbors to be at the same separation, and all density variation over the manifold has been eliminated.
Importantly, for α ∈ (0, 1] the rank-ordering of distances is maintained and the measure obeys the triangle
inequality (see Appendix B).
Whereas the LSDMap modulates the kernel bandwidth as a function of location, our approach scales
pairwise distances as a function of their magnitude. We can make the correspondence between these two
approaches concrete by equating the kernels of each approach. Assuming distances are measured using
α = 1, the LSDMap prescribes ALSDMapij = exp(−
(
dα=1ij
)2
/2ij). Our density-adaptive approach specifies
Aij = exp(−d2ij/22) = exp(−
(
dα=1ij
)2α
/2˜ 2α), where for mathematical convenience we have defined ˜ =
 1/α which has the same units as dα=1ij . Equating these two kernels, we find
√
ij = ˜
(
dα=1ij /˜
)1−α
, which
informs how to tune
√
ij in the LSDMap in which distances are measured using d
α=1
ij , to have the same
effect as the density-adaptive approach employing a scaling parameter α. We have
√
ij = ˜ for α = 1
corresponding to a location-independent bandwidth, and
√
ij = d
α=1
ij for α = 0 such that the bandwidth
is equal to the pairwise distance between any pair of points. Setting α ∈ (0, 1] interpolates between these
two limits, controlling the scaling of the factor
(
dα=1ij /˜
)1−α
to be increasingly sublinear in the dimensionless
pairwise distance relative to the characteristic neighborhood size as α→ 1.
We find the density-adaptive approach to be particularly valuable where the variations in the local density
of data over the manifold is large. We estimate the local density in the vicinity of data point i as,
ρi =
κ(
diσi(κ)
)D , (2.11)
where σi(κ) is the κ
th nearest neighbor of point i, and D is the dimensionality of the manifold. In practice,
we find that choosing κ = 100 and tuning α such that maxi(ρ(i))/mini(ρ(i)) ≈ 102 provides satisfactory
results.
13
2.2.3 Pivot diffusion maps
Application of diffusion maps to N data points requires calculation of N(N − 1)/2 pairwise distances,
which can become computationally prohibitive particularly when collating data collected from multiple
simulations. One may instead construct an approximate diffusion map embedding by considering a subset of
n N points, and then project in the remaining (N −n) points using an out-of-sample extension technique
such as the Nystro¨m extension [122, 123, 124, 115, 125]. This procedure corresponds to constructing a
basis set for the projection by applying diffusion maps to n points, and then interpolating the remaining
(N − n) points into this basis after the fact. Significant savings in computation and memory are realized
since one now has to store and diagonalize a much smaller n × n matrix, and the complexity of the out-
of-sample extension for each point is O(n). The total time complexity for computing pairwise distances
falls from O(N2) to O(N × n), producing speedups of approximately N/n. For typical values of N ∼ 105
and n ∼ 103, speedups of 100× can be realized. Accurate approximations to the full N -point diffusion
map embedding requires judicious selection of the n “pivot” points to satisfy two criteria based on the size
of the Gaussian kernel bandwidth used in the construction the diffusion map. First, each pivot should be
within a distance of
√
 from at least one other pivot to ensure that the resulting diffusion map constructed
over the n pivots does not become disconnected, thereby frustrating the determination of a single unified
embedding. Second, all (N−n) out-of-sample points should lie within √ of at least one pivot such that their
Nystro¨m embedding is accurate [126, 127]. Both of these criteria are satisfied by tiling the high-dimensional
point cloud with n pivots contained within hyperspheres of radius
√
 or less. In principle, the optimal
selection of pivots could be computed from the N × N pairwise distances matrix, but this would defeat
the objective to avoid computation of all distances. The landmark Isomap approach demonstrated good
performance of the Isomap nonlinear manifold learning approach by random selection of pivots [128, 129],
but this is expected to fail for datasets containing large density variations since pivots will be less prevalent
in low-density regions. A sophistication of this approach employed L1-regularizion of an objective function
to perform automated pivot selection [130], and fast tree search algorithms can efficiently identify nearest
neighbors to inform pivot selection [131, 132]. Here we propose an alternative approach to on-the-fly pivot
selection that is simple to implement, does not require calculation of the full pairwise distances matrix,
and its termination automatically furnishes the n2 pairwise distances between pivots required to compute
the approximate diffusion map embedding, and the the n(N − n) distances required to perform Nystro¨m
embedding of the remaining non-pivot points. We term this approach “pivot diffusion maps” (P-dMaps).
The application of pivot diffusion maps is very simple: we loop over all N points in turn and assign each
point to one of three states: 0, 1, or 2. State 1 means that the point has been identified as a pivot. State 2
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means that the point is within the domain of an identified pivot, and it is not a pivot. State 0 means that the
point has not yet been classified as 1 or 2. Initially, all points are in state 0. We consider each unclassified
point in turn and perform the following operations. Upon reaching a new point in state 0, we first mark
it as a new pivot by switching it to state 1, compute pairwise distances between this newly assigned pivot
and all N points in the ensemble, and save these distances to the matrix dNystrom. From these distances, we
identify all points with state 0 within a distance r 6 rcut of this newly assigned pivot, and switch their states
to 2. We then repeat this analysis for the next state 0 point in the ensemble. At the termination of this
procedure, all points have been assigned to either state 1 or 2. The n points in state 1 are the pivots, and the
distances between these pivots and all N points in the ensemble are stored in the n-by-N matrix dNystrom.
We then extract from this matrix the n-by-n matrix dpivot containing the pairwise distances between pivots.
We apply diffusion maps to the dpivot matrix using a kernel bandwidth
√
 ≥ rcut to determine a low-
dimensional embedding of the pivots. The remaining (N − n) non-pivot points are then projected into
the intrinsic manifold defined by the pivots using the Nystro¨m extension [122, 123, 124, 115, 125]. Pseudo
code for the P-dMaps algorithm is presented in Algorithm 1. An illustrative schematic of the procedure is
presented in Fig. 2.1.
We make two observations about the algorithm. First, we note that the outcome of the algorithm (i.e.,
the assignment of the pivots and resulting low-dimensional embedding) depends on the order in which the
unclassified points are considered and assigned. By design, distances between neighboring pivots are ∼ rcut
so that all (N − n) points to be projected find themselves at most rcut ≤
√
 away from a pivot, and can be
accurately embedded by the Nystro¨m extension [126, 127]. Provided that the manifold is well covered by
pivot points within rcut ≤
√
 hyperspheres, then the embedding of the (N −n) non-pivot points is robust to
the precise selection of pivots. Accordingly, the unclassified points may be considered in any order. Second,
we are at liberty to select any rcut ≤
√
. In practice we select rcut = 0.9 ×
√
 to efficiently populate
the manifold with a small number of pivots while ensuring that they are mutually visible to one another
within the bandwidth of the diffusion map kernel. Smaller values of rcut unnecessarily increase the number
of pivots, and in the limit rcut → 0 we have n → N such that every point is a pivot and we recover the
original diffusion map formulation.
2.3 Nystro¨m extension
The computational and memory costs of the diffusion map scale approximately quadratically with the
number of data points K, requiring calculation and storage of a K-by-K pairwise distances matrix and its
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Figure 2.2: Illustrative schematic of the application of pivot diffusion maps (P-dMaps). Each circle rep-
resents one of the N points to be considered in the diffusion map embedding. The open circles represent
points in state 0 that have not yet been considered by the procedure. The large colored circles represent the
identified pivot points corresponding to state 1. The smaller colored circles represent those points within
the domain of an assigned pivot and which are not themselves pivots corresponding to state 2. The differ-
ent colors distinguish the various pivots and their assigned domains. A point is defined to lie within the
domain of a newly discovered pivot point if the pairwise distance – here computed as the rotationally and
translationally minimized RMSD distance between the corresponding polymer configurations – lies within a
cutoff threshold of rcut. The black arrow indicates the order in which the six pivots were discovered. The
algorithm proceeds until all unassigned points (i.e., open circles) have been assigned either as a pivot or as
belonging to the domain of a pivot.
Algorithm 1 Pivot diffusion maps
1: procedure P-dMaps
2: P (k)← 0 k = 1 . . . N . Initialize all N points to state 0
3: n← 0 . Initialize number of pivots to zero
4: dNystrom(p, q) = [] . Initialize empty Nystro¨m distances matrix
5: for i := 1 to N do
6: if P (i) = 0 then
7: P (i)← 1 . Assign point i to be a new pivot
8: n← n+ 1 . Increment number of pivots by one
9: for j := 1 to N do
10: dNystrom(n, j)← dn,j . Computing and storing distances to new pivot
11: if ((dNystrom(n, j) ≤ rcut) and (P (j) = 0)) then
12: P (j)← 2 . Identifying points within rcut as non-pivots
13: end if
14: end for
15: end if
16: end for
17: dpivot ← dNystrom(:, P (k) = 1) k = 1 . . . N . Extract dpivot from dNystrom
18: Compute diffusion map embedding of the n pivots using dpivot
19: Project the (N − n) non-pivots into the embedding using the Nystro¨m extension
20: end procedure
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diagonalization to recover the leading eigenvectors [133, 134, 135, 136]. To control compute and storage costs,
we may apply diffusion maps to a subset of the data in order to define the low-dimensional projection, and
then project the remaining data into the basis using an out-of-sample extension technique [137]. The Nystro¨m
extension, which scales linearly with K [137, 124, 115, 138, 122, 126]. Given an out-of-sample data point, the
Nystro¨m extension defines an interpolative embedding into the intrinsic manifold defined by the eigenvectors
{~Ψi}k+1i=2 resulting from the application of diffusion maps to the K in-sample data points. We first compute
the pairwise distances of the new point with K existing points using {dnew,i}Ki=1, convolute each with the
Gaussian kernel Anew,i = exp(−d2new,i/22), and then normalize to obtain Mnew,i = Anew,i/
∑K
i=1Anew,i.
The projection of the new point into the diffusion map embedding is then given by,
~Ψp(new) =
1
λp
K∑
i=1
Mnew,i~Ψp(i). (2.12)
2.4 Graph matching
When studying self-assembling systems, each data point represents a cluster of multiple molecular or colloidal
building blocks. Defining distances between clusters necessary to apply diffusion maps is far more challenging
than for single molecules due to the identical nature of the building blocks, and the absence of covalent bonds
that imbue a well-defined identity to each constituent of the system. Clusters are defined using a bottom-up
agglomerative procedure such that a building block p is defined as a member of cluster γ if Rp,q∈γ < rcut for
any building block q in cluster γ. where Rp,q is the distance between building blocks p and q under some
specific metric, rcut is the threshold for judging the binding between p, q. Each cluster γ is then defined
by a binary adjacency matrix Gγ , where Gγ(p, q) = 1 if R
B
p,q < rcut, and Gγ(p, q) = 0 otherwise. Since all
building blocks are identical, the indexing of the building blocks within a cluster is arbitrary and calculation of
pairwise distances between two clusters γ and δ requires that we first find the (pseudo-)optimal permutation
matrix Hγδ that rearranges the labels of the building blocks in cluster δ such that the binary adjacency
matrix Gδ is rendered most similar to Gγ . Mathematically, we seek the permutation that minimizes the
Frobenius or L2,2 norm,
argmin
Hγδ
‖ Gγ −HγδGδHTγδ ‖F , (2.13)
which is a strongly polynomial optimization that requires approximate solution strategies for more than
the smallest binary adjacency matrices [139, 140]. We employ a variant of the IsoRank algorithm [141] to
efficiently solve this optimization for a pseudo-optimal permutation matrix while maintaining local connec-
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tivity of the two binary adjacency matrices. Our approach is fully detailed in Ref. [[142]]. We note that
for dissimilarly sized clusters, we augment the smaller binary adjacency matrix with a number of “ghost
nodes” to bring it up to the size of the larger cluster by adding a number of all-zeros rows and columns
[142]. Mathematically, this corresponds to adding a number of zero length bonds to a number of imaginary
ghost building blocks in the smaller cluster, reflecting the absence of these bonds as compared with the
larger cluster. Physically, comparisons of binary adjacency matrices of different sizes measures differences
associated with both the internal bonding structure and the addition (removal) of building blocks to (from)
the smaller (larger) cluster.
Having obtained the permutation matrix Hγδ, we then define the distance between clusters γ and δ as
[142, 98, 99],
dγδ =
(∑
p
∑
q>p
|χγ(p, q)− χ′δ(p, q)|
)α
, (2.14)
where | · | denotes an absolute value. χγ is the real-space distance matrix for pairs of molecules in cluster γ
identified as bonded with distances measured using some metric X, in which χ(p, q) = RX(p, q) if Gγ(p, q)
= 1, and χ(p, q) = 0 if Gγ(p, q) = 0. (Note that under this definition, the addition of ghost nodes to either
binary adjacency matrix results in the addition of an equivalent number of all-zeros rows and columns to the
corresponding real-space distance matrix.) Metric X should capture different binding configurations between
two building blocks. χ′δ = HγδχδH
T
γδ such that the real-space distance matrix for cluster δ is subjected
to the pseudo-optimal permutation matrix computed above, and α ∈ (0, 1] is a parameter used to globally
rescale pairwise distances that we discuss in Section 2.2.2. Eqn. 2.14 provides a metric for the structural
distance between a pair of clusters that measures the degree of remodeling of the internal distances between
the constitutive pairs of bound building blocks and addition/removal of building blocks required to transform
one cluster into the other [142, 98, 99]. Importantly, this graphical definition of pairwise distances between
clusters does not require the definition of a real-space basis set, which can be challenging to define for clusters
subject to rotational and translational motion and containing varying numbers of molecules [142, 98, 99].
The distance defined by Eqn. 2.14 is non-negative, symmetric, and satisfies the triangle inequality, and is
therefore a well-defined metric function over the space of clusters [104, 105]. A proof of the triangle inequality
for this distance measure is provided in Appendix B.
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Chapter 3
Linear and circular n-alkane folding
funnels
3.1 Background
Ring polymers exist widely in nature, including circular bacterial DNA [66, 67, 68] and crown ethers [143].
Synthetic ring polymers are useful components in the engineering of artificial micro-devices and molecular
machines, such as catenane nanoswitches made up of two interlocked ring polymers [144, 145, 146, 147, 148,
149, 150]. Due to the absence of free ends, the topology of ring polymers gives rise to significant structural
and dynamic differences compared to their linear counterparts, and the structure and rheological properties
of ring polymers have been subject to extensive theoretical [151, 152, 153, 154], experimental [155, 156, 157],
and simulation [158, 159, 160, 161] investigations.
For linear polymers in the melt state, there is a transition to entanglement when the chain length is greater
than a critical value NC [162, 163, 164]. The relaxation of linear entangled polymers is well described by the
reptation model, in which the free end of the linear chain reptates (slides) along the tube-like walls formed
by other entangled polymers. For ring polymers in which there are no free ends, alternative models and
investigations are needed to describe the polymer dynamics. A theoretical investigation of ring polymers
conducted by Rubinstein showed that the dynamics of non-concatenated polymer rings inside crosslinked
polymer gels is much faster than that of entangled branched polymers, and is similar to the dynamics
of entangled linear polymers [151]. Experimental work by Pasquino et al. measured the linear rheology of
critically purified ring polyisoprenes, polystyrenes, and polyethyleneoxides of different molar masses, to reveal
that rings exhibit a universal trend clearly departing from that of their linear counterparts [155]. A number
of computational studies have also been performed. Brown and Szamel employed the bond fluctuation model
to show that – due to the lack of one degree of freedom – the average size of the ring polymer is smaller
This chapter is adapted from the publication: Jiang Wang and Andrew L. Ferguson “A Study of the Morphology, Dynamics,
and Folding Pathways of Ring Polymers with Supramolecular Topological Constraints Using Molecular Simulation and Nonlinear
Manifold Learning” Macromolecules 2018 51 (2), 598-616 DOI:10.1021/acs.macromol.7b01684 [76]
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than a linear chain with the same degrees of polymerization, such that the ring is more compact, has larger
fractal dimension, and possesses an elevated diffusivity relative to linear chains in the melt [160, 161]. Yang
et al. studied the diffusion of 30-ring polymer in a matrix of linear chains using Monte Carlo simulation,
where they find that the threading of a linear polymer into the ring would significantly slows the diffusion
of the ring [159]. Recent molecular dynamics simulation study by Jung and co-workers also show that the
threading between the rings can underlie the slowing down in diffusivity as ring size increases [165].
Compared to linear chains, the literature on the properties of isolated ring polymers is relatively sparse ,
but the statistical, geometrical, and dynamical properties of topologically constrained knotted ring polymers
has been a subject of fundamantal interest in statistical and biological physics for more than three decades
[166, 167, 168]. For single polymers in solvent with no entanglement, Schroeder and co-workers studied
the dynamics of DNA chains in hydrodynamic flows [169, 170]. Sing and co-workers combined Brownian
dynamics simulations, analytical theory, and experiment to study ring polymers in flow, and investigate a
transition from the large loop conformation at intermediate Weissenberg numbers to the coil-stretch transi-
tion at larger Weissenberg numbers [154]. Chen et al. studied the behavior of single flexible ring polymers
in simple shear flow using multiparticle collision dynamics combined with molecular dynamics simulation
to study the mechanisms of the two fundamental motions of ring polymers: tumbling and tank-treading
[171]. We also observe that our work builds upon a large body of theoretical and simulation work em-
ploying flexible or semi-flexible chain models such as the Kremer-Grest, pom-pom, and mean-field models
[168, 172, 173, 174, 175, 176].
The closed-loop structure of ring polymers makes it possible to construct supramolecular assemblies of
interlocked loops, wherein the constituent ring polymers are mutually connected by mechanical bonds [144].
The 2016 Nobel Prize in Chemistry recognized Stoddart, Sauvage, and Feringa for pioneering work in the
synthesis of such supramolecular chemistries as the basis for molecular machines. Examples of experimentally
synthesized supramolecular topologies include knots, catenane, Borromean ring, and rotaxane assemblies
[144, 145, 146, 147, 148, 149, 150, 177]. The additional constraints introduced by the supramolecular topology
perturbs the structure and dynamics of the constituent rings. For example, it is a mathematical truth that
the rings constituting a Borromean ring cannot be perfectly circular [178, 179]. The knotting probability
for circular DNA [180, 181, 182] and the linking probability of two random ring polygon with excluded
volume interactions have been explored through numerical and theoretical approaches[183]. The concept of
the “ideal knot” was proposed by Katritch et al. [184] and their diffusive properties studied using Brownian
dynamics by Kanaeda and Deguchi [185, 186]. A small number of recent studies have explored the dynamics
and configurations of concatenated ring polymers. Polles et al. conducted simulations of the self-assembly
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of rigid links in slit pores, and found that links assembled from helical templates cover a rich, but very
specific, repertoire of topologies [187]. Fernando et al. synthesized [2]catenanes with electron-rich rings,
and performed quantum mechanical calculations to show that the oxidation state can be used to control
the energy barriers for the relative motion of the interlocked rings [70]. Despite these advances, there is a
pressing need for more systematic and generalized studies of the configurational behavior and dynamics of
ring polymers in various supramolecular topologies.
In this chapter, we quantify the influence of topological constraints on the structural and dynamic behav-
ior of ring polymers within supramolecular assemblies using molecular dynamics simulations and nonlinear
dimensionality reduction. By resolving the position of each constituent atom in the system as a function
of time, molecular dynamics simulation provides a means to determine the conformation and dynamics of
the ring polymers at high time and spatial resolution, and incorporate the multi-body molecular interac-
tions governing the details of system behavior through validated molecular force fields [188]. Nonlinear
dimensionality reduction techniques provide a means to extract from high-dimensional molecular simulation
trajectories the important collective variables governing the long-time dynamical evolution of the system
[126]. Low-dimensional free energy surfaces constructed in these collective variables can resolve the impor-
tant metastable states of the molecular system and the low-free energy folding pathways by which they are
connected, providing deep insight into the molecular thermodynamics and mechanisms.
We adopt as our system of study 24-mer and 50-mer polyethylene chains in water as prototypical models of
a hydrophobic polymer [84, 97], and study their behavior in a variety of supramolecular topologies including
linear chains, rings, trefoil knots, catenanes, and Borromean rings. Despite its chemical simplicity, the
structure and dynamics of polyethylene chains is very rich, and it offers a clean test system with which to
resolve the impact of supramolecular topology upon chain behavior without the confounding effects of more
complicated monomer chemistries.
3.2 Simulation methods
Molecular dynamics simulations were conducted using GROMACS 4.6 simulation suite [189]. We studied
polyethylene chains at two different degrees of polymerization, the smaller containing 24 carbon atoms and
the larger 50 carbon atoms. For each chain length, we considered six different supramolecular topologies
as illustrated in Fig. 3.1: (a) linear chain, (b) ring, (c) trefoil knot in left and right chiralities, (d) cate-
nane comprising two identical interlocked rings, and (e) Borromean ring comprising three interlocked rings.
We recall that the Borromean ring fundamentally differs from the catenane in that no pair of rings are
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interlocked, but the triplet of rings is mechanically linked [144]. We constructed the polymer topologies
with the assistance of the PRODRG2 server [190], and modeled their interactions using the united atom
TraPPE potential [191]. Each topology was placed in a cubic box and solvated by SPC water molecules
to a density of 1.0 g/cm3 [192]. Periodic boundary conditions were implemented in all three dimensions,
and box side lengths between 3-5 nm depending on the system to preclude direct interactions between the
polymer chains through the periodic walls. Lennard-Jones interactions were smoothly shifted to zero at 1.4
nm, and Lorentz-Berthelot combining rules applied to determine interactions between unlike atoms [193].
Electrostatics were treated by particle mesh Ewald with a real-space cutoff of 1.4 nm and reciprocal-space
grid spacing of 0.12 nm [194]. All bond lengths were maintained at their equilibrium length using the LINCS
algorithm [195]. High energy overlaps in initial system configurations were relaxed by steepest descent en-
ergy minimization to eliminate forces exceeding 2000 kJ/mol.nm. Simulations were conducted in the NPT
ensemble with temperature maintained at 298 K using a Nose´-Hoover thermostat [196] and 1 bar using an
isotropic Parinello-Rahman barostat [197]. The classical equations of motion were numerically integrated
using the leap-frog algorithm [198] with a 2 fs time step. Each system was equilibrated for 1 ns, at which
time temperature, pressure, energy, and structural averages had all stabilized. Production runs of 100 ns
were then conducted, and system snapshots harvested every 1 ps for oﬄine analysis using in-house codes
developed in MATLAB R2013b (The MathWorks Inc., Natick, MA) and C++. Simulation trajectories were
visualized using VMD [199].
Figure 3.1: Schematic illustration of the six (supramolecular) topologies considered in this work illustrated
for the polyethylene molecule: (a) 24-mer linear chain, (b) 24-mer ring, (c) 50-mer trefoil knot in left and
right chiralities (left chirality shown here), (d) 24-mer catenane, (e) 24-mer Borromean ring.
3.3 Simulation results
3.3.1 Structure, energy, and free energy surfaces for 24-mer chains
Configurations. We analyzed using P-dMaps the 60,000 chain configurations of the 24-mer chain harvested
from 100 ns molecular dynamics simulations in each of the six topologies illustrated in Fig. 3.1. A gap in the
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eigenvalue spectrum after eigenvalue λ5 informed the construction of 4D nonlinear embeddings in the top
four non-trivial eigenvectors (~ψ2, ~ψ3, ~ψ4, ~ψ5). As described above, these collective variables correspond to
the slowest relaxing modes of the random walk constructed over the configurational space populated by the
chain configurations, and therefore provide a good basis set with which to distinguish the metastable states of
the system and transition paths between them. The sign and magnitude of the collective variables assigned
to particular points in the embedding does not convey meaning, beyond grouping together structurally
and kinetically similar system configurations. It can be challenging to assign physical interpretation to
these collective variables, since the diffusion map does not provide an explicit mapping from the united
atom coordinates. Consistent with our previous work, we find that the principal moments of the gyration
tensor {ξ1, ξ2, ξ3} quantifying the extent of the polymer chain along its principal axes provide useful physical
variables with which to color and interpret the low-dimensional diffusion map embeddings [84, 97, 55, 200].
ξ1 characterizes the stretching of the polymer along its longest axis, where large ξ1 values correspond to
linearly extended configurations. ξ2 characterizes the width of the molecule, where large ξ2 values indicate
“fat” configurations possessing relatively large linear extensions perpendicular to the first principal axis.
ξ3 characterizes the thickness of the polymer orthogonal to the first and second principal axes; small ξ3
values mean that the molecule is relatively planar, whereas large ξ3 values mean that it is more globular.
To further support physical interpretation, we also visualize the molecular configurations corresponding to
representative points within the embedding.
We present in Fig. 3.2a the (~ψ2, ~ψ4) projection of the 4D intrinsic manifold of the 24-mer chains, where
each point represents one of the 60,000 observed configurations. In forming a projection the remaining
collective variables – here ~ψ3 and ~ψ5 – are integrated out. The manifold along this projection is approximately
triangular in shape, and – consistent with our previous work on linear polyethylene chains [84, 97, 55] – this
triangle encompasses the main structural motions of the linear 24-mer chain. The left vertex (configuration
a) contains the approximately all-trans extended chain configurations, whereas the two remaining vertices
contain the left (c) and right (e) helices. The black arrow denotes the previously defined “kink and slide”
pathway by which extended linear chains undergo hydrophobic collapse by the collective ejection of interstitial
water molecules through an intermediate loose hairpin (b) to a tight symmetric hairpin with a dry core (d)
[84]. The bifurcation of this collapse pathway along an asymmetric hairpin possessing the kink near the
head or tail of the linear molecule are more clearly illustrated in the (~ψ2, ~ψ5) projection in Fig. 3.2b.
The ring and trefoil knot chain configurations are restricted to the region of the intrinsic manifold within
the red rectangle in Fig. 3.2a,b. The topological constraints introduced by the intramolecular covalent bond
restricts these chains to sample a far smaller range of configurations than those accessible to the linear
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Figure 3.2: Projections of the 4D intrinsic manifold of the 24-mer polyethylene chain discovered by P-
dMaps. Each point in the embedding corresponds to one of the chain configurations harvested from the
molecular dynamics simulations conducted in each of the six topologies. Representative configurations are
selected for visualization. (a) The embedding into (~ψ2, ~ψ4) reveals a triangular projection containing the
large structural motions explored by the linear chain. Points are colored by the third principal moment
of the gyration tensor ξ3 quantifying the extent of the chain along its slimmest principal axis. The black
arrows indicate the previously defined “kink and slide” collapse pathway for the linear chain [84]. The
region identified by a red box contains the subset of the manifold sampled by the rings and trefoil knots
that are subject to far more restricted configurational motions relative to the linear chain by virtue of their
molecular topologies. (b) The embedding into (~ψ2, ~ψ5) reveals the two “kink and slide” pathways that split
depending on whether the kink in the asymmetric hairpin occur towards the head or the tail. Points are
colored by the second principal moment of the gyration tensor ξ2 quantifying the extent of the chain along
its widest principal axis. (c) The (~ψ2, ~ψ4) embedding omitting the linear chain configurations reveals the
distribution of the right and left-handed trefoil knots and ring topologies within the various supramolecular
constructs. Points are colored by the supramolecular topology of the system. The rings populate a subset of
the conformations adopted by the linear chain, whereas the knots populate a distinct region of the intrinsic
manifold inaccessible to both the linear and ring topologies. (d) Schematic illustration of the relationship
between the configurational ensembles sampled by the various chain topologies revealed by their distribution
over the intrinsic manifold. The ring topologies populate a subset of the linear chain configurations, while the
trefoil knots sample structurally distinct conformations. The configurations sampled by the homopolymer
rings within catenane are nested within those of the isolated ring, while those within the Borromean ring
stand distinct from both the isolated and catenane configurational ensembles.
chain. In particular, the projection reveals them to be localized near the symmetric hairpin configurations
of the linear chain with which they have the greatest structural similarity. Closer inspection reveals the
configurations of the rings in isolation, catenane, and Borromean ring topologies (Fig. 3.1b,d,e) exist within
the region of the intrinsic manifold sampled by the linear chain, and therefore sample a subset of those
configurations explored by the linear topology. Conversely, the projection of the right and left-handed trefoil
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knots (Fig. 3.1c) lie outside of the region populated by the linear chain, indicating that the linear topology
does not spontaneously adopt configurations proximate to the trefoil knot.
To better resolve the distribution of the various ring/knot chain topologies over the manifold, we present
in Fig. 3.2c the (~ψ2, ~ψ4) projection of the manifold excluding the linear chains. This projection illuminates
the relationships between the configurational ensembles sampled by the chain as a function of supramolecular
chemistry. The rings in catenane sample a subset of the configurations sampled by the ring in isolation,
wherein interlocking with a second ring eliminates sampling of the elongated (m), twisted (h,l), and boat (k)
structures, restricting sampling to open and approximately circular ring configurations (g). Conversely, the
individual rings constituting the Borromean ring exist at the very edge of the region populated by the isolated
ring. Under the supramolecular topology of the Borromean ring wherein no pair of rings are interlocked
but the triplet of rings is mechanically linked, the constituent rings are confined to a small region of the
intrinsic manifold centered on elongated configurations (f). Finally, the left- (i) and right-handed (j) trefoil
knots occupy distinct regions separated from the contiguous / nested regions populated by the isolated,
catenane, and Borromean rings, but lie closest to the twisted (h,l) and boat (k) ring structures. The trefoil
can be formed from the twisted boat by cutting the ring, passing the central region of the chain between
the split ends, and reconnecting the ends. Accordingly, these configurations are structurally proximate, but
topologically distinct, and in reality one cannot interconvert into the other with our breaking intra-chain
covalent bonds. A polymer chain with no excluded volume (i.e., a mathematically idealized 1D contour) in
a ring topology could approach arbitrarily close to the trefoil knot by stacking the strands of the chain on
top of each another but without one passing through the other as would be required to alter the topology
from ring to knot. Our molecular model of the chain does possess excluded volume that accounts for the
gap between the ring and knot configurational ensembles on the manifold. We observe that the asymmetric
location of the left- and right-handed trefoils with respect to the ~ψ4 axis is due to finite sampling of the
configurational space by our molecular simulations. In the limit of infinitely good sampling of each system
equally balanced between these two chiral states, we would expect the manifold to become symmetric with
respect to these two configurational states.
In sum, our application of composite P-dMaps revealed the relationships between the configurational
ensembles of the chain in various supramolecular chemistries by comparing the populated regions of the
intrinsic manifold. A schematic illustration of these relationships is presented in Fig. 3.2d.
Free energy surfaces. We present in Fig. 3.3 the free energy surface over the intrinsic manifold
discovered by P-dMaps for the polymer chain in each of the six supramolecular topologies studied in this
work. For representational convenience, we present the 2D projections of these 4D landscapes into (~ψ2, ~ψ4).
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Figure 3.3: Free energy surfaces for 24-mer polyethylene chain in each of the six supramolecular topologies
projected into (~ψ2, ~ψ4) under different geometric constraints. Free energy surfaces for (a) the linear chain,
(b) the isolated ring, (c) the ring in catenane, (d) the ring in Borromean, (e) the trefoil knot.
The FES of the isolated linear chain in Fig. 3.3a is consistent with our previous work, exhibiting a global
minimum at the all-trans configuration (n) that is in equilibrium with slightly less stable loose hairpins (o)
and tight hairpins (q) and hydrophobically-stabilized left- and right-handed helices (p,r) that lie ∼4 kBT
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higher in free energy.
Considering now the ring polymers within different supramolecular environments, the FES of the isolated
ring Fig. 3.3b exhibits a global free energy minimum at the center of the manifold corresponding to the
approximately circular open ring (s). To the left of the manifold lie elongated elliptical rings (t) that lie only
∼2 kBT higher in free energy indicating that they are also highly favorable stable structures. To the top
and bottom of the manifold lie the right- and left-handed twisted (i.e., figure-8) structures (u,w), and boat
configuration (v) that lie ∼4 kBT higher in free energy. Accordingly, these structures – while still thermally
accessible – are less favorable than the circular and elliptical ring structures.
The rings within the catenane topology in Fig. 3.3c possess a FES with the same global minimum as the
isolated ring centered on the approximately circular configuration (x), but the diversity of accessible con-
figurations is much smaller. The FES is essentially parabolic indicating a Gaussian probability distribution
centered on the global minimum with sampling around this state driven by thermal fluctuations. Absent are
the elongated, twisted, and boat configurations that are disfavored by the interlocked topology of catenane
that prevents the ring from accessing these structures.
The FES of the homopolymer rings within the Borromean ring in Fig. 3.3d lies to the left edge of the
isolated ring landscape, centered on the elongated ring structure (y). Again, the probability distribution is
approximately Gaussian. It is challenging to see in the (~ψ2, ~ψ4) projection, but the FES of the isolated and
Borromean rings do not intersect, populating distinct regions of the intrinsic manifold that is more clearly
resolved within projections of the FES into the other eigenvector pairs. The effect of the Borromean ring
supramolecular topology is to force the constituent rings to adopt configurations that are not sampled at
thermal equilibrium by the homopolymer ring in isolation. It is difficult to distinguish the differences between
the elongated configurations sampled by the isolated (t) and Borromean rings (y) by visual inspection alone,
but careful analysis reveals the latter to be narrower and more elongated with more strained intramolecular
bond angles. These differences are revealed by the P-dMap embedding in the gap between the FES in the
intrinsic manifold, and we explore the differences further through an energetic analysis reported in the next
section.
The trefoil knot FES is located to the right of the intrinsic manifold, separated from one another by
their left- (za) and right-handed (zb) chirality and from the linear and ring configurational ensembles. The
very restrictive structural constraints imposed by the trefoil knot topology on these short 24-mer chains
makes these structures very rigid, and the FES is tightly localized on the global minimum with Gaussian
configurational fluctuations driven by thermal noise.
Potential energy breakdown. To gain further insight into the chain behavior under the various
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supramolecular topologies, we report the various contributions to the potential energy of the 24-mer chain
in each supramolecular topology in Table 3.1. The intramolecular contributions comprise angle bending,
dihedral rotation, and intramolecular Lennard-Jones interactions between the united atom beads constituting
the chain. There are no bond stretching contributions since the bond lengths are rigid in the TraPPE
potential [191]. Intermolecular contributions comprise exclusively the Lennard-Jones interactions. There
are no Coulombic contributions as all united atoms are uncharged.
Table 3.1: Potential energy breakdown for the 24-mer polyethylene chain within the various supramolecular
topologies. Quantities for the trefoil knot are averaged over both the left- and right-handed topologies.
Mean values are computed by averaging over the 100 ns molecular simulation trajectory, and standard
errors computed by block averaging over five 20 ns time blocks. Values are reported in kJ/mol.
Topology Angle Dihedral Intra LJ Inter LJ Total LJ Total
Linear 27.75 52.08 -12.71 -166.69 -179.40 -99.57
± 8.43 ± 11.37 ± 4.59 ± 16.74 ± 15.04 ± 20.65
Isolated 30.26 64.67 -17.95 -140.71 -158.67 -63.74
ring ± 8.75 ± 11.85 ± 3.41 ± 12.35 ± 11.57 ± 18.73
Trefoil 1552.00 360.00 25829.00 -130.00 25699.00 27611.00
knot ± 5.01 ± 0.97 ± 106.54 ± 101.24 ± 34.34 ± 34.72
Catenane 29.53 58.86 -15.09 -160.75 -175.85 -87.46
± 8.48 ± 10.54 ± 1.06 ± 10.37 ± 10.38 ± 17.05
Borromean 327.43 126.74 -13.41 653.20 639.79 1094.00
ring ± 28.78 ± 8.81 ± 0.21 ± 37.19 ± 37.10 ± 47.77
The angle and dihedral contributions are ∼30 kJ/mol and 50-60 kJ/mol, respectively, for the linear,
isolated ring, and catenane topologies, indicating the relatively unstrained conformations adopted by the
chain in these systems. This stands in contrast to the Borromean ring and trefoil knot, which, respectively,
possess dihedral contributions that are 2-5 times larger and angle contributions that are 1-2 orders of
magnitude larger. This reflects the strong perturbations of the chain structure induced by the strained
topology of the trefoil knot, and the strong confining effects of the two other chains in the Borromean ring.
The intramolecular Lennard-Jones contributions modeling the dispersion interactions between monomers
within the chain are ∼(-15) kJ/mol for the linear, isolated ring, catenane, and Borromean ring topologies,
indicating that intra-chain dispersion interactions are relatively unperturbed in all four of these topologies.
The trefoil knot stands out with an intramolecular Lennard-Jones contribution of almost 26,000 kJ/mol. The
source of this large positive term is the exceedingly strained configuration imposed by the trefoil topology
on such a short chain, such that the crossed strands of the chain bring the constituent atoms into such
close proximity that they interact via hard core repulsions. Given that the approximate formation energy
of a C−C bond is 346 kJ/mol [201, 202], one should expect the trefoil knot for the 24-mer chain to be
energetically unstable and that this object could not be chemically synthesized. We are at liberty, however,
to simulate this hypothetical object using a forcefield that does not allow for covalent bond scission, and it
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stands as a useful comparison to the 50-mer trefoil knot that by virtue of its much longer chain length is
far more relaxed within the trefoil and possesses a far more reasonable intramolecular Lennard-Jones energy
(cf. Table 3.2).
The intermolecular Lennard-Jones interactions of each ring homopolymer with the surrounding solvent
and any other chains within the supramolecular construct are all comparable for the linear, isolated ring,
trefoil knot, and catenane topologies at (-130)-(-170) kJ/mol. For a chain in the Borromean ring, however,
this contribution is large and positive at ∼650 kJ/mol. The situation here is analogous to the intramolecular
Lennard-Jones contributions for the trefoil knot, but where in this case the hard core interactions are induced
between atoms in different chains due to the stringent topological constraints of the Borromean ring for a
24-mer polymer chain. Accordingly, we expect that this chemistry should also be chemically unstable, but
again it provides a useful comparison for the 50-mer Borromean ring where the interaction energy of this
more relaxed topology is more reasonable.
3.3.2 Structure, energy, and free energy surfaces for 50-mer chains
Configurations. Similar to the 24-mer chain, we analyzed the 60,000 chain configurations of the 50-mer
from 100 ns molecular dynamics simulations in each of the six topologies illustrated in Fig. 3.1. A gap
in the eigenvalue spectrum after eigenvalue λ4 informed the construction of 3D nonlinear embedding in
the top three non-trivial eigenvectors (~ψ2, ~ψ3, ~ψ4). Similar to our previous work, we find that two of these
non-trivial eigenvectors, ~ψ2 and ~ψ3, are functionally dependent [84]. Since the width of the belt is small
relative to its arclength, ~ψ3 is effectively slaved to ~ψ2 and provides no substantial new information in the low-
dimensional projection. Physically, this corresponds to two diffusion map eigenvectors that characterize the
same collective dynamical mode [84]. Accordingly, we can eliminate ~ψ3 from our diffusion map embedding
without any significant loss of information, and we are at liberty to construct much more easily representable
and interpretable 2D diffusion map embeddings into (~ψ2, ~ψ4). Again, we employ the principal moments of
the gyration tensor (ξ1, ξ2, ξ3) to color and interpret the embeddings.
The projection of the 60,000 points into (~ψ2, ~ψ4) are presented in Fig. 3.4a. The embedding illustrates
that ~ψ2 and ξ1 are inversely correlated, such that elongated molecular configurations reside at small ~ψ2, and
vice-versa. In contrast to the 24-mer chain where the ring topologies populated a subset of the intrinsic
manifold sampled by the linear chain, the 50-mer linear chain is restricted to a region on the right edge
of the manifold corresponding to relatively collapsed chain configurations. Representative snapshots of the
linear chain illustrating the right- and left-handed helices (configurations br, bl), and right- and left-handed
twisted hairpins (cr, cl). The regions of the linear chain embedding from which these configurations are
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drawn overlap with the region populated by the ring topologies, indicating that these representative chain
configurations have approximate analogs in the ring systems. Conversely, the coiled linear chain configuration
(a) comes from a region not populated by the ring topologies, and is therefore inaccessible to the rings.
Figure 3.4: Projection of the effectively 2D intrinsic manifold of the 50-mer polyethylene chain discovered
by P-dMaps into (~ψ2, ~ψ4). Each point in the embedding corresponds to one of the chain configurations
harvested from the molecular dynamics simulations conducted in each of the six topologies. Representative
configurations are selected for visualization. (a) Points corresponding to ring molecules are colored by the
first principal moment of the gyration tensor ξ1. Points corresponding to linear chains are colored in black
to differentiate these from the ring configurations, and are not represented in the heat map defined by the
color bar. (b) Reproduction of panel a, but omitting the linear chain configurations to better illustrate the
embedding of the ring topologies. Points are colored by ξ1. Black arrows indicate the folding pathways of the
ring from the open state to the collapsed state. The red and blue ellipsoids show the planes containing the
united atoms comprising the two ends of the ring, and help illustrate molecular folding. (c) Reproduction of
panel a, but with points colored by the supramolecular topology. (d) Schematic illustration of the relationship
between the configurational ensembles sampled by the various chain topologies revealed by their distribution
over the intrinsic manifold. The isolated ring populate a subset of the conformations adopted by the linear
chain. Rings in catenane system partially overlap with the isolated ring and the linear chain. Rings in
Borromean system partially overlap with catenane. The trefoil knots populate a distinct region of the
intrinsic manifold inaccessible to the other systems.
A reproduction of the projection omitting the linear chain configurations is shown in Fig. 3.4b, and each
point colored with ξ1. Neglecting for a moment the fact that the points were drawn from five different ring
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supramolecular topologies, we first consider the diversity of and relation between the various sampled ring
configurations. Starting from the left side of the manifold corresponding to open ring configurations (d),
we see that the molecule can fold into a boat configuration (e) by following the linear path along ~ψ4 = 0.
Further collapse proceeds by continuing along this path to (g) and then (i) corresponding to tightening of
the boat topology. We indicate this path by narrow black arrows. We omit the arrow between (e) and (g)
since, as we discuss below, there is a gap in the manifold here, and this transition is not actually sampled.
Alternatively, the open ring configuration at (d) can progress along either of the two thick curved arrows
corresponding to the formation of twisted figure-8 configurations with either right-handed (fr) or left-handed
(fl) helicity. The two sides of the ring approximately reside in the planes illustrated by the red and blue
ellipses projected onto the left-handed representative structures. These are initially approximately co-planar
in (d), but then fold over one another in the figure-8 shapes (fr, fl), and ultimately stack into an open
and twisted boat-like configuration (hr, hl). These twisted boats can then relax their twist to fold into the
planar boats in (g, i), or further twist so that the planes stack in the opposite sense to form the collapsed
twisted boats in (jr, jl).
The right-handed (kr) and left-handed (kl) trefoil knot configurations populate the right edge of the
manifold. Again these configurations are projected into islands separated from the mainland of the intrinsic
manifold populated by the linear chain and rings. As discussed above for the 24-mer chain, this separation
arises since transformation into the knot configurations from the ring would require breaking of covalent
bonds, and from the linear chain a highly unfavorable and statically constrained threading of the chain.
Returning to the relationships between the various supramolecular topologies over the manifold, we
present a projection of the embedding in Fig. 3.4c in which we have colored the points by their supramolecu-
lar topology. This plot reveals an interesting series of overlapping relationships between the configurational
ensembles sampled in each of the supramolecular topologies that we illustrate schematically in Fig. 3.4d.
Ring polymers in the Borromean ring occupy the most expanded configurations on the left of the mani-
fold. Catenane rings occupy the middle of the manifold, overlapping with the Borromean rings to the left,
and isolated rings and linear chains to the right. The isolated ring occupies a subset of the configurations
populated by the linear chain. The right and left trefoil knots are located away from region of the man-
ifold populated by the other supramolecular systems. By analyzing the simulation trajectories of the six
supramolecular topologies, P-dMaps has uncovered the configurational ensembles populated by each system
and their relative overlaps and relationships.
Free energy surfaces.We present in Fig. 3.5 the free energy surface over the intrinsic manifold spanned
by (~ψ2, ~ψ4) discovered by P-dMaps for the 50-mer polymer chain in each of the six supramolecular topologies.
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Figure 3.5: Free energy surfaces for 50-mer polyethylene chain in each of the six supramolecular topologies
projected into (~ψ2, ~ψ4) under different geometric constraints. Free energy surface for (a) the linear chain (b)
the isolated ring (c) the ring in catenane (d) the ring in Borromean (e) the trefoil knot.
The FES for the linear 50-mer linear chain is shown in Fig. 3.5a. There are two minima containing the
right-handed (mr) and left-handed (ml) helices, which represent the most stable states of the chain. A
low-free energy pathway connects the two minima containing the coiled structure (n). The small free energy
barrier of ∼1.5 kBT indicates that the left- and right-handed configurations can easily interconvert. The
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left side of the manifold contains the more elongated right-handed (lr) and left-handed (ll) twisted hairpin
structures. The free energy of these configurations is ∼4 kBT higher than the global minima, indicating the
relative unfavorability of these structures compared to the hydrophobically collapsed helices [84, 203, 204].
The FES for the isolated ring simulation is shown in Fig. 3.5b. Again we observe two minima corre-
sponding to the right-handed (pr) and left-handed (pl) collapsed twisted boats. The minima are linked by a
low-free energy pathway containing the collapsed boat configuration (q) and possessing a free energy barrier
of ∼3.0 kBT . The topological constraints of the ring make this interconversion pathway both narrower and
higher than the analogous pathway for the linear chains. The tails to the left of the manifold contain the
left-handed (ol) and left-handed (or) twisted rings that lie ∼4 kBT higher than the global minima. As stated
above, the ring polymers adopt a subset of the configurational ensemble populated by the linear chains. The
free energy surfaces of these two systems are remarkably similar, with the only significant difference being
the presence of a gap between the two lobes containing the two minima in the ring topology due to the
topological constraints introduced by joining the free ends of the chain. It is surprising that the linear and
ring topologies should share so much similarity in their configurational exploration and relative stability of
the various chain configurations.
The FES for the ring molecule in catenane is shown in Fig. 3.5c. The populated region of the manifold
is shifted left relative to the linear chain and isolated rings, meaning that ring configurations tend to be
more open and extended. This is a consequence of the interlocking of the two rings that introduces steric
constrains that preclude full hydrophobic collapse. The projection of the catenane configurational ensemble
partially overlaps with that of the linear chain and isolated ring, indicating that the most compact configu-
rations of the former are sampled by the most expanded configurations of the latter two. Again we observe
two minima corresponding to the right-handed (sr) and left-handed (sl) semi-folded structures. These con-
figurations cannot fully collapse due to the presence of an interlocking partner ring. These two structures
can interconvert via a boat configuration (r) located at the top of a ∼2 kBT free energy barrier.
The FES for ring polymers in the Borromean ring are shown in Fig. 3.5d. These points are located at the
extreme left of the composite manifold meaning that these rings are the most expanded due to the mutual
threading of the rings within this supramolecular assembly. There is some overlap of the Borromean ring
and catenane configurational ensembles. Interestingly, the two minima in the Borromean ring correspond
not to collapsed configurations, but twisted figure-8 structures with left-handed (ul) and right-handed (ur)
chiralities. They reside at the bottom of weak minima within a superbasin in the FES, and are connected
by a untwisting/twisting pathway with a barrier of ∼1 kBT . The left of the populated region contains very
open and expanded rings (t) and the right asymmetrically twisted rings (v). As mentioned above, further
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collapse of the (v) configuration by moving right along the ~ψ4 = 0 contour is prohibited by the geometric
constraints of the Borromean ring.
Finally, the FES of the trefoil knots are shown in Fig. 3.5e. The high rigidity of these structures mean
that the configurational ensemble is essentially Gaussian distributed around the most stable configuration
and the resulting FES is parabolic.
Potential energy breakdown. We report in Table. 3.2 the breakdown of the contributions to the
potential energy of the 50-mer chain as a function of supramolecular topology. The angle and dihedral
contributions are ∼60 kJ/mol and ∼130 kJ/mol, respectively, for all systems except the trefoil knot, which
possesses slightly larger values of ∼ 87 kJ/mol and ∼ 200 kJ/mol. Although these energetic contributions
for the knot are substantially larger than for the other systems, the magnitude of the difference is far smaller
than for the 24-mer chain, reflecting that fact that the longer chain is less strained and more stable in the
knot configuration (cf. Table. 3.1).
Table 3.2: Potential energy breakdown for the 50-mer polyethylene chain within the various supramolecular
topologies. Quantities for the trefoil knot are averaged over both the left- and right-handed topologies.
Mean values are computed by averaging over the 100 ns molecular simulation trajectory, and standard
errors computed by block averaging over five 20 ns time blocks. Values are reported in kJ/mol.
Topology Angle Dihedral Intra LJ Inter LJ Total LJ Total
Linear 60.75 126.24 -79.06 -231.49 -310.55 -123.56
± 12.44 ± 15.96 ± 10.16 ± 20.34 ± 17.75 ± 26.92
Isolated 63.31 137.94 -81.45 -224.78 -306.24 -104.99
ring ± 12.68 ± 16.25 ± 8.82 ± 16.56 ± 15.42 ± 25.74
Trefoil 87.12 206.41 37.27 -211.07 -173.80 119.73
knot ± 16.14 ± 22.70 ± 16.82 ± 12.21 ± 20.57 ± 34.63
Catenane 63.06 130.96 -48.41 -309.91 -358.33 -164.31
± 12.71 ± 16.28 ± 8.02 ± 18.78 ± 16.25 ± 26.28
Borromean 62.76 127.81 -33.30 -343.68 -376.99 -186.42
ring ± 12.45 ± 15.94 ± 4.29 ± 16.60 ± 16.16 ± 25.89
The intramolecular Lennard-Jones contributions for all systems except the knot are favorable and lie in
the range (-30)-(-85) kJ/mol. The constrained topology of the trefoil knot is ∼37 kJ/mol, which – although
unfavorable – is three orders of magnitude smaller than that for the 24-mer knot. The intermolecular
Lennard-Jones interactions are all large and negative in the range (-200)-(-350) kJ/mol. This result for
the Borromean ring stands in contrast to that for the 24-mer chain, which was large and positive at ∼640
kJ/mol. The 50-mer chain in the Borromean ring is far more relaxed and stable by virtue of the larger chain
length.
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3.3.3 Molecular and supramolecular size and center of mass separation
Molecular and supramolecular radius of gyration. To quantify the size of the 24-mer and 50-mer
polymer chains as a function of supramolecular topology, we computed the single molecule radius of gyration
(Rg) of the chain in each environment. We also computed the supramolecular radius of gyration of the 2-
ring catenane complex and 3-ring Borromean ring complex at each degree of polymerization. Results are
presented in Fig. 3.6.
Figure 3.6: Radius of gyration of a single homopolymer chain in the linear, ring, trefoil knot, catenane, and
Borromean ring topologies, and of the 2-ring catenane supramolecular complex and 3-ring Borromean ring
complex. Mean values are computed over the 100 ns molecular dynamics trajectories (for the trefoil knot,
the left- and right-handed systems are averaged), and error bars computed by block averaging over five 20
ns blocks.
In all cases the 24-mer chain has a smaller Rg than the 50-mer chain as might be expected from its
smaller degree of polymerization. This trend is inverted, however, in the case of the isolated linear chain
where Rg = 0.65 nm for the 24-mer chain compared to Rg = 0.56 nm for the 50-mer, although these values
are indistinguishable within error bars. Work by Livadaru and Kovalenko who showed the radius of gyration
of polyethylene in water increases very slowly with degree of polymerization due to the hydrophobic collapse
and packing of the chain in poor solvent [205, 206]. The indistinguishability of Rg within error bars for the
24-mer and 50-mer linear chains is consistent with this slow increase reported in that work. As chain length
increases further, we would expect the Rg dependence to enter the ideal scaling regime where Rg ∼ N1/3.
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For both the 24-mer and 50-mer chains the ordering of the single chain Rg in the various supramolecular
topologies follows the same trend, with trefoil knot < isolated ring < catenane < Borromean ring. That
the knot is the smallest is unsurprising due to its extremely compact topology, and the increasing size of
the ring in the remaining topologies is a consequence of the introduction of supramolecular constraints that
favor more elongated and narrow ring configurations. This rank ordering is more pronounced for the longer
50-mer chain compared to the shorted 24-mer. The size of the 2-ring catenane supramolecular assembly is
slightly larger than that of a single ring within that assembly by ∆Rg = 0.05 nm for the 24-mer chain, and
∆Rg = 0.02 nm for the 50-mer. This small but measurable increase is due to the fact that the interlocked
catenane rings do not share a center of mass, so that the distribution of mass around the center of the 2-ring
complex is more dispersed than that for a single ring. Conversely, all three constituent homopolymer rings
in the concentric topology of the Borromean ring do share a center of mass, and there is no measurable
difference in Rg between the 3-ring Borromean complex and a single constituent homopolymer ring.
Supramolecular center of mass separation. To quantify the center of mass (COM) separation
between the rings constituting the catenane and Borromean ring supramolecular complexes, we computed
from our molecular simulations the probability distribution of the pairwise COM separations for the 24-mer
and 50-mer chains that we present in Fig. 3.7a. For the 24-mer chain, the Borromean ring pairwise COM
is a tight distribution centered close to zero that is well fit by a Gaussian centered at a COM separation of
0.01 nm. Conversely, the 24-mer chain catenane topology probability distribution is removed to much larger
COM separations and is well fit by a Gaussian centered on 0.43 nm. For the 50-mer chains, the probability
distribution for COM separations in the Borromean ring is a much broader non-Gaussian distribution with
a mode of 0.2 nm. The higher degree of polymerization provides these rings with greater intramolecular
flexibility relative to the 24-mer chains, as illustrated in the larger range of configurations sampled by the
longer chains (Fig. 3.5d) relative to the shorter (Fig. 3.3d), and is the origin of both the increased breadth of
the probability distribution and its long tail. The 50-mer catenane system possesses an interesting bimodal
probability distribution with peaks at COM separations of 0.15 nm and 0.35 nm. To resolve the origin of
these two peaks, we present in Fig. 3.7b the projection of the 50-mer catenane ring configurations on the
P-dMaps intrinsic manifold colored by the COM separation for the system. This plot reveals that the upper
peak is associated with configurations in which one of the rings in the supramolecular complex is folded into
a collapsed twisted boat configuration that causes the interlocked rings to tend to separate towards COM
∼0.35 nm. Conversely, when one of the rings is in a non-helical open or regular boat configuration, then the
rings tend to be pulled together to COM ∼0.15 nm.
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Figure 3.7: Pairwise center of mass separation of the rings constituting the catenane and Borromean ring
supramolecular assemblies. (a) Probability density distribution of the center of mass distance between pairs
of rings in the catenane and Borromean ring supramolecular topologies for the 24-mer and 50-mer chains.
(b) Projection of the 50-mer catenane single ring configurations onto the intrinsic manifold projection into
(~ψ2, ~ψ4) and colored by the center of mass distance between the two rings comprising the assembly.
3.3.4 Deformability and relaxation rates
To characterize the dynamical properties of each system, we computed for each simulation trajectory the
time-averaged RMSD between united atom coordinates of the system as a function of the delay time τ ,
〈RMSD(r(t), r(t+ τ))〉, where r(t) is the configuration of the ring system at time t, RMSD(r1,r2) measures
the translational and rotational optimized root mean squared distance between configuration r1 and r2. We
compute this quantity for the 24-mer and 50-mer chains and calculate it for the complete supramolecular
system (i.e., linear chain, isolated ring, trefoil knot (averaged over the left- and right-handed chiralities),
2-ring catenane assembly, and 3-ring Borromean ring assembly).
We present in Fig. 3.8a 〈RMSD(r(t), r(t + τ))〉 vs. τ for the 50-mer isolated ring. All other systems
have the similar trends. 〈RMSD(r(t), r(t + τ))〉 increases from zero with increasing τ as the system loses
memory of its original configuration and structurally decorrelates. To approach a plateau of height H as
τ → ∞. H measures the average RMSD between uncorrelated system configurations, and may be taken
as a measure of the deformability or flexibility of the system [207]. Large H values are indicative of large
molecular flexibility and a large configurational space for molecular deformations, whereas small H values
correspond to a configurational ensemble of limited structural diversity. We define the delay time at which
〈RMSD(r(t), r(t+ τ))〉 attains a height of (1− 1e )H as the relaxation time τr. Large τr values indicates slow
relaxation dynamics, whereas small values mean that the system rapidly forgets its initial structure. We
present in Fig. 3.8b,c the calculated values of H and τr for the various supramolecular topologies.
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Figure 3.8: Deformability and relaxation rates as a function of supramolecular topology. (a) Plot of the
time-averaged RMSD between time-delayed system configurations 〈RMSD(r(t), r(t + τ))〉 as a function of
the delay time τ for the 50-mer isolated ring. The height of the plateau at τ →∞ is termed H and provides
a measure of the average system deformability. The delay time at which (1− 1e )H is attained is defined as
the relaxation time τr measures the timescale on which the system loses memory of its initial configuration
and is illustrated by the dashed red line. (b) Plateau heights H and (c) relaxation times τr for the linear,
isolated ring, trefoil knot, 2-ring catenane assembly, and 3-ring Borromean ring assembly.
The plateau heights H for each topology are larger for the 50-mer chains compared to the 24-mers as
expected from the greater configurational diversity accessible to the longer chains. For both chain lengths,
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the ordering of H values among the single chains is trefoil knot < isolated ring < linear chain, due to the
successive relaxation of topological constraints that limit the configurational ensembles accessible to the ring
and knot relative to the linear chain (Fig. 3.2, Fig. 3.4). For the 50-mer chains, the catenane and Borromean
ring supramolecular complexes have larger H values than any of the single chain systems, indicative of the
larger structural deformations that these large complexes can sustain. For the 24-mer chain, the 2-ring
catenane complex has a larger H value that reflects the larger configurational ensemble accessible to the two
interlocked rings, but the H value for the 3-ring Borromean ring complex lies below that of the isolated ring
but above that of the trefoil knot. This observation reflects the very rigid and inflexible complex resulting
from the assembly of such short chains into a Borromean ring topology.
The relaxation times for the single chain 24-mer polymers in linear, ring, and trefoil knot topologies all
lie at τr < 50 ps, indicating a very rapid structural relaxation. The relaxation times for the catenane and
Borromean ring complexes of 24-mer chains is only slightly larger at τr ≈ 100 ps. For the 50-mer chains,
the linear and isolated ring topologies also possess short relaxation times of 85 ps and 150 ps, respectively.
Conversely, the 50-mer trefoil knot, 2-ring catenane complex, and 3-ring Borromean ring complex possess
long relaxation times of 400 ns, 300 ns, and 550 ns, respectively. Accordingly, long relaxation times and long
memory effects are favored by large chains that interact with one another in multi-chain complexes, or with
themselves in highly constrained single chain topologies.
3.3.5 Rotational diffusivity
The supramolecular assemblies studied in this work can undergo two types of global diffusive motions:
center of mass translation, and global rotation. In this work, our primary interest is in the intramolecular
– as opposed to global – rotational diffusion of the chains as a function of supramolecular topology. The
constituent chains within supramolecular assemblies can rotate relative to one another within the complex
such that – under pure rotational motion – the overall supramolecular structure remains unchanged but the
relative position between the chains is altered. This internal rotational motion corresponds to threading of
the backbone carbon atoms along the contour of the ring polymer. The rotational state of the polymer along
the contour can be monitored by the indexing of the carbon atoms comprising the backbone. We model this
motion as a 1D discrete random walk corresponding to ratcheting of the carbon atoms along the contour of
the ring polymer. We illustrate these intramolecular rotational motions in Fig. 3.9. These relative motions,
and their coupling to global motions of the supramolecular assembly, can play an important role in the
behavior of the assembly. In assemblies composed of heteropolymers or chains containing functional groups,
different internal rotational states may possess distinct structures or functions. For example, if the chains
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are engineered to hold photo-, electro-, or chemical-switchable groups, then the complex may be actuated
and/or fixed in particular rotational conformations by applied external stimuli, and the complex may serve
as an activated nano switch [69, 70, 71]. Even in the absence of external stimuli or fields, thermal fluctuations
drive diffusive motions that alter the relative rotational state of the complex. We describe in this section
a means to quantify this diffusive behavior and determine the impact of supramolecular topology on these
dynamics. We present results for each of the two chain lengths in each of the three topologies for which
relative rotations are possible: trefoil knot, catenane, and Borromean ring Fig. 3.9.
Figure 3.9: Illustration of intramolecular rotation within supramolecular topologies. Schematic and molec-
ular illustrations of relative rotations or 50-mer polymer chains within (a,b) a trefoil knot, (c,d) catenane,
and (e,f) Borromean ring.
To quantify the diffusive behavior, we monitor how the carbon atoms comprising the chain move along
the ring polymer contour as a function of time, and model this process as a discrete 1D random walk to
extract a diffusion coefficient. In principle, we could compute the diffusion coefficient from a plot of the
mean squared displacement of carbon atoms as they ratchet along the contour of the backbone, but the
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discrete nature of the random walk means that we favor an approach based on a master equation. In order
to measure the motion of carbon atoms along the ring polymer contour, we need a means to distinguish the
relative rotational states of the chains within the assembly between successive snapshots in the molecular
simulation trajectory. Specifically, we need to determine by how much the carbon atoms of the chain have
threaded along the contour from one frame to the next. For long polymer chains in which the knotted region
is localized to a small portion of the chain, Rosa et al. measured rotational diffusivities by tracking the
motion of these localized knots along the backbone contour [172]. In this work our polymers are so short
that the knot occupies nearly the totality of the chain and we must develop an alternative means to measure
rotational diffusivity. Specifying an arbitrary origin on the circular contour, we can index the carbon atoms
along the contour in the first snapshot as 0,1,. . . ,(N -1). We then need to identify the indexing of carbon
atoms in the second snapshot that minimizes the structural dissimilarity between the two snapshots under
all possible indexings of the carbon atoms of the chain. There are N possible indexings of the carbon atoms
in the second snapshot that may be succinctly enumerated by specifying the index of the carbon atom at
the origin of the contour Γ ∈ [0, (N − 1)] and preserving the sense of the indexing along the chain. If Γ=0
then the carbon atoms have not ratcheted along the contour, if Γ=+1 then the chain has ratcheted forward
by one carbon atom, and if Γ=(N -1) then the chain has ratcheted backward by one carbon atom. Jumps
of more than one carbon atom are possible depending on the elapsed time between frames. We determine
Γ by computing using the Kabsch algorithm [103] the RMSD between two successive observations of the
n-chain supramolecular complex minimized over spatial translation, spatial rotation, and indexing of the N
monomers in each constituent chain, where n = 1 for trefoil knot, 2 for catenane and 3 for Borromean system,
N is either 24 or 50. From this we can identify the optimal permutational indexing 0 < Γ < (N − 1) of each
chain in the complex. In principle, all Nn indexings should be exhaustively searched in the optimization. In
practice, since we are considering successive frames in the simulation trajectory separated by ∆t = 10 ps, the
indexing rotation is expected to be small, so we can perform a fast search over only those local permutations.
Empirically, we find searching up to ±8 index shifts is sufficient to robustly identify the global optimum.
It is possible that large structural changes in the chains constituting the complex could mask our ability
to distinguish relative rotational motions within our RMSD minimization. However, the relaxation times of
the 24-mer catenane and Borromean ring, and 50-mer trefoil knot, catenane, and Borromean ring, are all in
excess of ∼ 100 ps (Fig. 3.8c), which is much longer than the 10 ps delay between successive observations in
the molecular simulation trajectory. Accordingly, the time scale of supramolecular structural relaxation is far
longer than the separation between successive observations, and we can expect the conformational flexibility
of the chains within complex will not significantly perturb our ability to distinguish their rotational states.
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The only exception to this separation of time scales is the 24-mer trefoil knot, which possesses a relaxation
time of τr ≈ 10 ps = ∆t . However, we have shown this knot topology to be extremely rigid with H = 0.005
nm (Fig. 3.8b) such that the magnitude of conformational fluctuations is expected to be so small as not to
interfere with the RMSD calculation. As we shall see, the rigidity of this topology is such that it prohibits
any rotational motions and its rotational diffusivity is effectively zero.
Having defined the rotational state of each chain within the supramolecular complex in each frame of
the molecular simulation trajectory, we model its dynamics as a discrete one-dimensional random walk with
periodic boundary conditions [208, 209]. The master equation describing the random walk is,
P (t, x) = p0(∆t)P (t−∆t, x) +
∞∑
k=1
pk(∆t)P (t−∆t, x− kl) +
∞∑
k=1
p−k(∆t)P (t−∆t, x+ kl)
=
∞∑
k=−∞
pk(∆t)P (t−∆t, x− kl), (3.1)
where P (t, x) is the probability that the walker is located at rotational state x ∈ [0, (N − 1)] at time t,
p0(∆t) is the probability that the walker remains in its current position after the step time ∆t, pk(∆t)
is the probability it hops k steps of size l to the right, p−k(∆t) that it hops k steps of size l to the left,
and
∑∞
k=−∞ pk(∆t) = 1. We implicitly enforce periodicity such that the walker remains on the interval
[0, (N −1)]. This expression explicitly allows for the possibility of any length of step within the time interval
∆t. This is important for properly modeling our discrete random walk with step size l is set by the separation
between monomers. Specifically, depending on the observation interval ∆t, we may expect to see 0, 1, 2, 3,
... steps of the random walker.
For a symmetric random walk (i.e., pk = p−k, ∀k) in the limit l → 0 and ∆t → 0, we identify the
diffusion coefficient associated with Eqn. 3.1 as
D =
∞∑
k=1
(kl)2
∆t
pk. (3.2)
We solve for D by numerically extracting the {pk} from our calculated Γ values over the simulation trajectory.
To do so we compile histograms of jump sizes within the time interval ∆t, symmetrize the +k and −k counts
to enforce no preferred rotational directionality, and normalizing the distribution. We observe that in the
limit that ∆t→ 0 and l → 0 only single jumps are permitted in each direction with equal probability (i.e.,
p1 = p−1 = 1/2, pk 6={1,−1} = 0) and Eqn. 3.2 reduces to the more familiar expression [208],
D =
l2
2∆t
. (3.3)
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The spatially discrete nature of our system means that we cannot take l → 0 in tandem with ∆t → 0
to achieve a well defined limit for D in Eqn. 3.2. Specifically, the numerical calculation will break down for
sufficiently small ∆t where the time interval too short for the fixed step size l and pk = 0, ∀k. Accordingly,
we instead compute D(∆t) for successively smaller values of ∆t and extrapolate to ∆t = 0 using those points
for which the approximation holds and the trend is smooth.
The rotational diffusion coefficient for the 24-mer and 50-mer chains in the trefoil knot, catenane, and
Borromean ring topologies are presented in Fig. 3.10. We adopt l = 1 monomer, such that we measure
distance in units of monomers and report diffusion constants in units of monomer rotations squared per unit
time. For the 24-mer chains, the strong geometric constraints induced by the trefoil knot and Borromean ring
topologies result in a very low rotational diffusivity of D < 5 ns−1. This is consistent with the highly strained
and unfavorable intra- and inter-molecular dispersion interactions reported in Table 3.1. Conversely, the 24-
mer chains in the catenane topology possess the highest rotational diffusivity of D = 125 ns−1. Employing
the scaling relation for 1D diffusion l2 ∼ 2Dt (Eqn. 3.3), we can expect the rings within catenane to rotate
by ∼15 monomer positions in a 1 ns time period. This is more than half the length of the ring, and indicates
that the catenane topology admits very easy rotational motions. The structural basis for this is that there are
no strong topological constraints or energetic interactions between the two interlocked rings (Table 3.1), and
the constituent rings tend to maintain very open nearly circular structures that readily admit free rotation
(Fig. 3.3).
For the 50-mer chains, all three topologies possess rotational diffusivities in the range 20-40 ns−1, meaning
that they are expected to rotate on the order of 6-9 monomer positions in 1 ns. The relatively larger
mobilities of the 50-mer trefoil knot and Borromean ring relative to the 24-mer is due to the less stringent
geometric and energetic constraints imposed by these topologies on the relatively longer chains (Table 3.2).
This preserves structural flexibility that permits the chains to sample a larger configurational ensemble and
favors rotational motions. Interestingly, the 50-mer catenane rings possess a rotational diffusivity one third
that of the 24-mers. This is a consequence of the larger intra-chain structural ensemble sampled by the
larger ring that adopts collapsed configurations that disfavor free rotation due to structural entanglement of
the two interlocked rings (cf. Fig. 3.3c, Fig. 3.5c).
3.4 Conlusion
In this study, we performed molecular dynamics simulations of 24-mer and 50-mer polyethylene chains in
water in a variety of supramolecular topologies: linear chain, isolated ring, right- and left-handed trefoil
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Figure 3.10: Diffusion coefficients for the 24-mer and 50-mer chains in the trefoil knot, catenane, and
Borromean ring topologies. Values are computed using the ∆t→ 0 extrapolation of Eqn. 3.2 as detailed in
the main text. Values are reported in units of monomer rotations squared per ns. Error bars correspond to
the standard error of the mean of five evenly blocked trajectories. The strong constraints imposed by the
trefoil knot and Borromean ring topologies upon the 24-mer chains result in very small diffusivities of D < 5
ns−1. The 50-mer chains in all three topologies possess intermediate rotational diffusivities of D ≈ 30 ns−1,
and that of the 24-mer catenane is four times larger at D = 125 ns−1.
knot, catenane, and Borromean ring. Application of P-dMaps to the six supramolecular topologies of the
24-mer chain system discovered a 4D intrinsic manifold that revealed the relationships between the structural
ensembles sampled in each of the topologies. The ring systems (isolated ring, catenane, Borromean ring)
explored a subset of the configurations sampled by the linear chain, while the trefoil knots sampled a
structurally distinct region of the manifold. For the 50-mer chains, P-dMaps identified an effectively 2D
manifold that revealed the isolated ring configurations to be nested within that of the linear chain, and an
overlapping relationship between linear, catenane, and Borromean ring. Again, the trefoil knots sampled
a distinct region of the manifold that was inaccessible to the other topologies. The free energy surfaces
constructed over the intrinsic manifold illuminated the relative stabilities of the chain configurations sampled
in the various topologies. This analysis revealed a low-free energy pathway linking the circular and elongated
ring configurations in the 24-mer isolated ring, along with slightly less stable twisted and boat configurations.
For 50-mers, the collapsed states with right/left helicity are relatively stable, and are connected by free energy
pathways containing achiral configurations. A decomposition of the potential energy experienced by the chain
in the various topologies revealed extremely unfavorable intra- and inter-molecular dispersion interactions
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in the 24-mer trefoil knot and Borromean ring, respectively, imposed by the topology of the supramolecular
assembly. The magnitude of these interactions suggest that these chemistries would be chemically unstable,
but present a useful comparison for the 50-mer topologies where the twice as long chain is chemically stable
and far less strained by the imposed topology.
An autocorrelation analysis of the chain RMSD enabled us to measure the deformability and relaxation
rates of the chains in the various topologies. In general, the larger chains are both more deformable and
exhibit slower relaxation rates, and demonstrated that longer memory effects are induced by increasing chain
length or through inter-chain interactions in multi-chain complexes. We also proposed a means to compute
the rotational diffusivity of the chains in trefoil knot, catenane, and Borromean ring complexes. Interestingly,
while the 50-mer chain has a higher rotational mobility than the 24-mer in the knot and Borromean ring,
the shorter chain possesses a three-fold larger rotational diffusivity in the catenane assembly. This is a
consequence of the more open circular ring conformations sampled by the 24-mer compared to the collapsed
structures explored by the 50-mer that impede rotation.
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Chapter 4
Reconstruction of macromolecular
folding funnels from time series
measurements
4.1 Background
State-of-the-art single-molecule experimental techniques can furnish measurements of a small numbers of
coarse-grained observables. For example, single molecule particle tracking can furnish approximate backbone
contours of linear macromolecules such as λ-DNA [210] from which molecular descriptors such as the radius of
gyration or head-to-tail distance of the molecule can be extracted. Single molecule Fo¨rster resonance energy
transfer (smFRET) can supply one to three intramolecular distances between fluorescent dye molecules
covalently grafted to the molecule of interest [58, 59]. Given a time series in one (or more) system observables,
hidden Markov models can estimate the most probable number of discrete metastable states and their
interconversion rates [58, 211]. Similarly, the computational mechanics approach of Crutchfield and coworkers
[212, 213], and its recent sophistication by Li et al. [214], can infer a state space network and transition
probabilities from univariate measurements. An approach recently proposed by Haas et al. dispenses with the
need to discretize the data into metastable states by inferring the parameters of a one-dimensional Langevin
equation to project the smFES onto the measured observable [215]. Rather than inferring the metastable
states of the molecule, or projecting the smFES onto the measurement variable, the present work seeks
to answer the following question: Is it possible to infer from a univariate time series of a single molecular
observable a representation of the single molecule free energy surface that is geometrically and topologically
equivalent to that which would have been recovered from a complete knowledge of all molecular degrees of
freedom? In other words, is it possible to extract from a time series of a single molecular measurement a
representation of the m collective variables, ~ψ = [ψ1, ψ2, . . . , ψm] and the free energy landscape over these
variables, F (~ψ), that would have been computed by analyzing 3N -dimensional trajectory of the Cartesian
This chapter is adapted from the publication: Jiang Wang and Andrew L. Ferguson “Nonlinear reconstruction of single-
molecule free-energy surfaces from univariate time series” Phys. Rev. E 93, 032412 (2016) doi.org/10.1103/PhysRevE.93.
032412 [55]
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coordinates of all atoms in the molecule?
By integrating ideas from dynamical systems theory, nonlinear manifold learning, and statistical me-
chanics, we demonstrate in molecular dynamics simulations of a polymer chain that – up to a smooth
transformation and spatio-temporal symmetries – the answer to this question is in the affirmative. Attrac-
tor reconstruction seeks to infer the geometry and topology of the intrinsic manifold, M , of a dynamical
system from few system observables without knowledge of the underlying governing equations [216]. Takens’
Delay Embedding Theorem [49, 50, 51, 52, 53, 54] provides a prescription to reconstruct a topologically and
geometrically equivalent realization of the intrinsic manifold, Θ(M), from a scalar time series in a generic
system observable by projecting the time series into a high-dimensional space in which the dynamical evo-
lution is C1-equivalent (i.e., related by a continuously differentiable function) to that in the original space.
Villani et al. conducted molecular dynamics simulations of the 4-residue tropoelastin peptide in water, and
employed delay embeddings of the peptide end-to-end distance to estimate the effective dimensionality of
the dynamics and compute Lyupanov exponents [56, 57]. Giannakis and Majda employed delay embeddings
and Laplacian eigenmaps to infer the periodic, low-frequency, and intermittent spatiotemporal modes under-
pinning the dynamics of the upper-ocean temperature in a computational climate model [217]. Berry et al.
integrated delay embeddings with diffusion maps to decompose high-dimensional dynamical processes into
dynamical modes active at different time scales and recover the slow modes governing the long-time dynam-
ics of coupled ordinary differential equations, 2D reaction-diffusion simulations, and videos of liquid crystal
growth [218]. In this work, we use Takens’ Theorem to expand a univariate time series of the molecular
head-to-tail distance into a high-dimensional space in which the dynamical evolution is C1-equivalent to that
of the molecule in real space, then employ diffusion maps [219, 220, 126] to recover a topologically equivalent
reconstruction of the smFES. Takens’ Theorem asserts that this reconstructed smFES is – up to the removal
of spatio-temporal symmetries – a diffeomorphism (i.e., related by a smooth and invertible mapping) to
that which would be recovered by direct application of diffusion maps to the 3N -dimensional simulation
trajectory. We empirically verify this assertion by showing that the Jacobian determinant of the coordinate
transformation between the two surfaces remains single signed. By demonstrating in molecular simulations
that we can recover a geometrically and topologically equivalent representation of the true smFES from a
single experimentally-accessible molecular observable, this work lays the theoretical and algorithmic founda-
tions to infer single molecule free energy surfaces directly from experimental data. We present a schematic
overview of our methodology in Fig. 4.1. We now proceed to discuss each component of the method in detail
and validate our approach in an application to molecular simulations of a polymer chain.
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Figure 4.1: (Color) Schematic overview of the smFES reconstruction methodology. (a) (top left) The
dynamical evolution of the molecular system proceeds over a low-dimensional manifold M supporting the
single molecule free energy surface (smFES). The dynamics of the n-tetracosane polymer chain in water
considered in this work are contained in a two-dimensional manifold parameterized by the collective variables
[Υ1,Υ2] that are nonlinear combinations of the molecular degrees of freedom. The smFES maps out the
Gibbs free energy of the chain F dedimensionalized by the reciprocal temperature β = 1/kBT as a function
of these order parameters. Computing M requires access to the atomic coordinates of the molecule that
are typically only available from molecular simulations. (bottom left) Measurements of an experimentally-
accessible observable v(t) furnish a scalar time series providing a coarse-grained characterization of the
single molecule dynamics. In this work, we consider the head-to-tail distance, `, as a quantity measurable
by FRET [58]. Assembling d successive measurements separated a delay time τ produces an n-dimensional
delay vector ~y(t) = [v(t), v(t+ τ), v(t+ 2τ), v(t+ 3τ), . . . , v(t+ (d− 1)τ)]. By computing delay vectors over
the entire time series, the scalar time series is projected into a n-dimensional delay space. (bottom right)
Under quite general conditions on τ , d, and the observable v(t), Takens’ Theorem [49, 50, 51, 52, 53, 54]
asserts that the manifold Θ(M) containing the delay vectors ~y(t) is a diffeomorphism to the manifold M
containing the real space molecular dynamics, and the variables [Υ∗1,Υ
∗
2] parameterizing Θ(M) are related
by a smooth and invertible transformation Θ to those parameterizing M . Using this approach, topologically
and geometrically identical reconstructions of single molecule free energy surfaces can be determined directly
from experimental measurements. (b) The original and reconstructed manifolds M and Θ(M) exist as
low-dimensional surfaces in high-dimensional space. In this work, M is a two-dimensional surface in the
72-dimensional space of Cartesian coordinates of the 24 united atoms of the polymer, and Θ(M) is a two-
dimensional surface in the (d=20)-dimensional delay space. We discover and extract the low-dimensional
surfaces using a manifold learning technique known as diffusion maps [84, 126, 221, 42, 38, 39]. Colloquially,
this approach may be considered a nonlinear analog of principal components analysis that discovers low-
dimensional curved hyperplanes preserving the most variance in the data. As an illustrative example [126],
we show the application of diffusion maps to the “Swiss roll” data set comprising cloud of points in [X,Y, Z]
defining a two-dimensional surface in three-dimensional space (top). The diffusion map discovers the latent
two-dimensional manifold, and extracts it into the two collective variables [Ψ2,Ψ3] quantifying, respectively,
the location of the points along and perpendicular to the main axis of the spiral (bottom).
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4.2 Methods
4.2.1 Molecular simulations
Molecular dynamics simulations were conducted using the GROMACS 4.6 simulation suite [189] employing
the TraPPE potential [191] for n-tetracosane and the SPC model of water [192]. The PRODRG2 server
assisted in the construction of chain topologies [190]. Lennard-Jones interactions were shifted smoothly to
zero at 1.4 nm, and Lorentz-Berthelot combining rules used to determine dispersion interactions between
unlike atoms [193]. Electrostatic interactions were treated using Particle Mesh Ewald with a real-space cutoff
of 1.4 nm and a 0.12 nm reciprocal-space grid spacing [194]. Simulations were maintained at 298 K and 1
bar using a Nose´-Hoover thermostat [196] and an isotropic Parrinello-Rahman barostat [197]. Equations of
motion were integrated using the leap-frog algorithm [198] with a 2 fs time step, and the system equilibrated
for 1 ns before performing a 100 ns production run. System configurations were saved every 10 ps.
4.2.2 Phase space reconstruction using Takens’ embedding theorem
Given a dynamical system that evolves over a k-dimensional manifold M , and a univariate time series in a
generic measurement function v : Rk → R, {v(t)}Tt=0, Takens’ Theorem asserts that the state of the system
is uniquely specified by a d ≥ (2k + 1)-dimensional delay embedding ~y(t) = Θ(v(t)) = [v(t), v(t + τ), v(t +
2τ), . . . , v(t+ (d−1)τ)], where Θ : M → Θ(M) is a diffeomorphism, defining an invertible function mapping
the manifold M to a geometrically and topological equivalent embedding, Θ(M), in the d-dimensional
Euclidean space [49, 50, 51, 53, 54]. In practice, k < d < (2k + 1) can be sufficient to uniquely specify the
system state [222, 50]. Employing the head-to-tail distance, `, of the chain as our univariate time series, we
use the mutual information approach of Fraser and Swinney [223] to select an appropriate delay time of τ
= 20 ps, and the false nearest neighbors approach of Cao [224] to select an appropriate delay embedding
dimensionality of d = 20.
4.2.3 Dimensionality reduction.
We apply diffusion maps [220, 219] followed by hierarchical nonlinear principal components analysis (h-
NLPCA) [225, 37] to (i) the 72-dimensional molecular dynamics trajectories of Cartesian coordinates of
the n-tetracosane united atoms to extract the intrinsic manifold M ∈ R2, and (ii) the 20-dimensional
delay embeddings of ` to extract the reconstructed intrinsic manifold Θ(M) ∈ R2. The diffusion map
is a nonlinear machine learning approach to extract low-dimensional nonlinear manifolds resident within
high dimensional spaces [219, 84]. By performing a spectral analysis of a discrete random walk over K
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high-dimensional observations in RD, the diffusion map infers a low-dimensional mapping into Rk with
k < D << K: observationi 7→ [~φ2(i), ~φ3(i), ..., ~φk+1(i)]. The {~φj}Kj=1 constitute the eigenvectors of the
discrete random walk, with associated eigenvalues {λj}Kj=1. By the nature of the random walk, the top pair
is trivial (~φ1=~1, λ1=1). A gap in the eigenvalue spectrum defines an appropriate number of eigenvectors,
k, to incorporate in the embedding. We have previously shown that diffusion map embedding can contain
functional dependencies between the embedding variables {~φj}k+1j=2 [84]. We employ h-NLPCA [225, 37] to
identify and eliminate such dependencies and achieve lower-dimensional representations of M and Θ(M)
beyond that attainable by diffusion maps alone.
4.2.4 Diffeomorphism validation.
Takens’ Theorem asserts that Θ : M ∈ R2 → Θ(M) ∈ R2 is a diffeomorphism, such that M and Θ(M)
are geometrically and topologically equivalent manifolds related by a smooth and invertible transformation
[49, 50, 51, 53, 54]. By the inverse function theorem, a global diffeomorphism exists if the mapping Θ : M →
Θ(M) is bijective and its Jacobian determinant, det(JΘ), does not pass through zero [226, 227]. Using a mesh-
free approach based on a smoothed-particle hydrodynamics formulation to estimate the partial derivatives
constituting the elements of JΘ [100, 101], we empirically verify the existence of this global diffeomorphism,
proving that the single molecule free energy surface over Θ(M) is geometrically and topologically equivalent
to that over M .
4.3 Results and discussion
4.3.1 smFES from molecular dynamics simulations
We have previously applied diffusion maps to recover the smFES of n-tetracosane C24H50 in water [84].
This chemically simple homopolymer exhibits a rich conformational behavior, and serves as a prototypical
model for the study of the hydrophobic effect in protein folding [229, 230, 231]. We selected this system as
well-understood but non-trivial system in which to demonstrate and validate our methodology. As detailed
in Methods Summary, we conducted molecular dynamics simulations of n-tetracosane in water, and applied
the diffusion map nonlinear dimensionality reduction algorithm to the 72-dimensional simulation trajectory
recording the Cartesian coordinates of the 24 united atoms. In brief, we computed pairwise distances between
all 10,001 configurations in the molecular simulation trajectory as the root mean squared distance (RMSD)
between the united atom coordinates of rotationally and translationally aligned chain configurations. By
calculating a spectral decomposition of a random walk over this configurational ensemble, the diffusion
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Figure 4.2: (Color) Application of diffusion maps to the atomistic simulation trajectory employing a Gaus-
sian kernel of bandwidth  = 0.04 specified using the approach in Ref. [1]. (a) Neglecting the trivial leading
eigenvalue, λ1 = 1, the spectral gap between λ5 and λ6 indicated by the horizontal line informs an embedding
dimensionality of four into [~φ2, ~φ3, ~φ4, ~φ5]. (b) Projection of the data into [~φ2, ~φ3] results in an effectively
one-dimensional manifold, informing a functional dependence between these two collective variables. We
eliminate this redundancy using hierarchical nonlinear principal components analysis (h-NLPCA) to extract
the effectively one-dimensional manifold that we term ~Γ23. Points are colored by the first principal moment
of the gyration tensor ξ1 [228].
map recovers the slowest modes of a diffusion process over the data identifiable as the important collective
modes driving the dynamical evolution of the system [220, 219, 126]. The diffusion map identifies a four-
dimensional manifold within the 72-dimensional space occupied by n-tetracosane defined by an embedding
into the top four collective modes [~φ2, ~φ3, ~φ4, ~φ5] (Fig. 4.2a). Following previous work, we consider the
influence of the solvent degrees of freedom implicitly through their impact on the configurational ensemble
sampled by the chain [84]. Consistent with previous findings, the projection of the data into ~φ2 and ~φ3
define an effectively one-dimensional manifold, indicating that these eigenvectors are functionally dependent
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Figure 4.3: (Color) Embedding of the atomistic simulation trajectory into the top three collective modes
[~Γ23, ~φ4, ~φ5] identified by diffusion maps. Projection of the 10,001 simulation snapshots into (a) the Γ23-φ5
projection colored by the first principal moment of the gyration tensor ξ1, (b) the Γ23-φ5 projection colored
by ξ2, and (c) the Γ23-φ4 projection colored by ξ3. (d) The smFES F (~Γ23, ~φ4, ~φ5) with isosurfaces plotted
at βF = 3, 4, 5, 6, 7, 8, 9, where F is the Gibbs free energy and β = 1/kBT . The “kink-and-slide” collapse
pathways are indicated by arrows, wherein a kink forms at the head or tail of the chain, the kink migrates
towards the center of the chain expelling water molecules from between the arms to form a symmetric hairpin
with a dry interior, then the chain condenses into a hydrophobically collapsed right or left-handed helical
coil.
collective variables describing the same dynamical mode of the system [84]. We have previously drawn the
analogy with multivariate Fourier series in which sin(x) and sin(2x) are components oriented in the same
spatial direction that are nonetheless orthogonal [84]. We eliminate this redundancy by applying hierarchical
nonlinear principal components analysis (h-NLPCA) to the [~φ2, ~φ3] subspace to extract the one-dimensional
manifold that we term ~Γ23 (Fig. 4.2b) [225, 37]. An elegant alternative means to systematically detect and
eliminate such so-called “repeated eigendirections” using locally linear approximations was recently proposed
by Dsilva et al. [232]. The combined dimensionality reduction offered by sequential application of diffusion
maps and h-NLPCA permits us to construct the three-dimensional embedding of the molecular dynamics
trajectory into [~Γ23, ~φ4, ~φ5] illustrated in Fig. 4.3. This projection defines the intrinsic manifold, M , of
the n-tetracosane system. Temporally, the three collective variables spanning this manifold are the slow
dynamical modes of the system to which the remaining degrees of freedom are effectively slaved [233, 84].
Geometrically, this manifold is the three-dimensional hypersurface in phase space to which the dynamical
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evolution of the molecular system is effectively restrained. Representative molecular snapshots are projected
over this and all subsequent embeddings using VMD [199].
A known deficiency of the diffusion map, and nonlinear dimensionality reduction techniques in general,
is that the low-dimensional collective variables are unknown nonlinear functions of the system degrees of
freedom [126]. The gyration tensor of the n-tetracosane chain presents a useful interpretive “bridge” variable
with which to correlate and develop physical insight into chain motions in [~Γ23, ~φ4, ~φ5] [228, 84]. In Fig. 4.3a-
c we color the projected molecular configurations according to the principal moments of the chain gyration
tensor, {ξ1, ξ2, ξ3}, interpretable as the length of the chain along its longest, next longest, and shortest axes
[228]. The motion of the chain over this intrinsic manifold resolves the hydrophobic collapse mechanism
that our previous analysis revealed to proceed by a “kink and slide” mechanism [84], wherein extended
configurations in the global free energy minimum collapse via shifting of a loose asymmetric bend near the
head or tail towards the middle of the chain to form a tight symmetric hairpin that subsequently folds
into a right or left-handed helix. Unfolding proceeds by the reverse pathway. The free energy profile over
the intrinsic manifold, M , F (~Γ23, ~φ4, ~φ5) = −kBT lnPˆ (~Γ23, ~φ4, ~φ5), defines the smFES of the n-tetracosane
chain in water as a surface in R4 presented in Fig. 4.3d.
4.3.2 Spatially-symmetrized smFES from molecular dynamics simulations
It is the goal of this study to employ Takens’ Theorem to recover a diffeomorphism of the smFES of the n-
tetracosane chain from a knowledge of only the head-to-tail distance, `, between the terminal united atoms of
the chain. We selected ` as an experimentally accessible observable that can, in principle, be measured using
a technique such as smFRET [58, 59]. In practice – particularly for a short alkane chain – the attachment
of extrinsic FRET dye molecules may perturb the molecular motions of the molecule [59], and it can be
challenging to (i) attach the dyes, (ii) obtain long time series before photobleaching, (iii) achieve sub-ms time
resolution, (iv) resolve adequate signal-to-noise ratios, and (v) measure distances outside 2-8 nm [58]. It is
the aim of the present study to lay the theoretical foundations for the recovery of smFES in the idealized case
of perfect measurements. We defer to our future work a confrontation of the important practical concerns
associated with the use of real smFRET data.
As we discuss below, the technique we use to recover the smFES requires that the measured observable be
generic in the sense that it is a function of all system degrees of freedom, and does not contain any symmetries
not present in the system being observed [49, 234, 235, 236]. As a function of all chain degrees of freedom
(i.e., the 72 Cartesian coordinates of the 24 united atoms, up to trivial rotations and translations), ` satisfies
the first criterion, but it does possess two symmetries absent in the molecule. Firstly, ` cannot distinguish
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Figure 4.4: (Color) Application of diffusion maps to the spatially-symmetrized atomistic simulation tra-
jectory employing a Gaussian kernel of bandwidth  = 0.03 specified using the approach in Ref. [1]. (a)
The spectral gap between λ5 and λ6 indicated by the horizontal line informs an embedding dimensionality
of four into [~φ2, ~φ3, ~φ4, ~φ5]. (b) Projection of the data into [~φ2, ~φ3] results in an effectively one-dimensional
manifold, informing a functional dependence between these two collective variables. We eliminate this re-
dundancy using h-NLPCA to extract the effectively one-dimensional manifold that we term ~Γ23. Points are
colored by the first principal moment of the gyration tensor ξ1.
the head to tail sense of the molecule, such that it is invariant to head to tail inversions. This means, for
example, that it cannot distinguish whether a kink in an asymmetrically kinked molecule occurs at the head
or the tail. Secondly, ` is invariant to mirror symmetries of the chain, such that it cannot distinguish between
chiral enantiomers of the same molecular configuration, so cannot differentiate between right and left-handed
helices. The role of symmetries in dynamical systems and their observables in phase space reconstruction
has been studied in detail [236, 227, 237, 235] The prototypical example of this symmetry is the z-variable in
the Lorenz equations, which cannot distinguish the symmetric wings of the Lorenz attractor [237, 235, 238].
Reconstruction of the manifold using z alone necessarily collapses together the two wings, but is an otherwise
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Figure 4.5: (Color) Embedding of the spatially-symmetrized atomistic simulation trajectory in which the
head-to-tail and mirror symmetries of the molecule were removed, into the top three collective modes
[~Γ23, ~φ4, ~φ5] identified by diffusion maps. Projection of the 10,001 simulation snapshots into (a) the Γ23-φ5
projection colored by ξ1, (b) the Γ23-φ5 projection colored by ξ2, and (c) the Γ23-φ4 projection colored
by ξ3. Elimination of the head-to-tail symmetry collapses together asymmetrically kinked chain configura-
tions, and elimination of mirror symmetry collapses together right and left-handed helices. (d) The smFES
F (~Γ23, ~φ4, ~φ5) exists as a two-dimensional surface within the three-dimensional space spanned by [~Γ23, ~φ4, ~φ5].
Free energy isosurfaces are plotted at βF = 3, 4, 5, 6, 7, 8, 9, and the “kink-and-slide” collapse pathway is
indicated by an arrow.
good reconstruction variable capable of producing accurate global reconstructions of the phase space [237].
In the present case, reconstruction of the intrinsic manifold from ` can only be performed up to head-
to-tail and mirror symmetries of the chain. It is not possible, therefore, to recover a diffeomorphism of
the smFES extracted from the full-dimensional molecular simulation from measurements of ` alone. Our
objective instead should be recovery of a representation of the smFES in which these two symmetries are
eliminated. We remove the symmetries by reapplying diffusion maps to the molecular simulation trajectory in
which we define distances between pairs of chain configurations as the rotationally and translationally aligned
RMSD between the united atom coordinates minimized over head-to-tail inversion and mirror reflection. As
above, the diffusion map identifies a four-dimensional intrinsic manifold in which [~φ2, ~φ3] are functionally
dependent (Fig. 4.4), allowing us to apply h-NLPCA to construct the [~Γ23, ~φ4, ~φ5] intrinsic manifold in R3
in Fig. 4.5a-c and associated smFES in R4 in Fig. 4.5d. The symmetrized intrinsic manifold is topologically
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Figure 4.6: (Color) Additional dimensionality reduction of the spatially-symmetrized diffusion map embed-
ding of the atomistic simulation trajectory (Fig. 4.4). (a) The three-dimensional diffusion map embedding of
the spatially-symmetrized atomistic simulation trajectory exists as an approximately two-dimensional surface
in [~Γ23, ~φ4, ~φ5]. (b) Application of h-NLPCA to the embedding generates a new basis set of three nonlin-
ear principal components, [~Υ1, ~Υ2, ~Υ3], formed from nonlinear combinations of [~Γ23, ~φ4, ~φ5] and arranged
in order of decreasing variance. This figure was generated using the “Nonlinear PCA toolbox for Matlab”
developed by Matthais Scholz and available for free download at http://www.nlpca.org/matlab.html [37].
(c) Plotting the cumulative fraction of variance explained upon incorporating additional nonlinear principal
components shows that more than 99.95% of the variance in the embedding reside in the first two prin-
cipal components, confirming that the manifold is effectively two-dimensional and can be projected into
[~Υ1, ~Υ2] ∈ R2 with essentially no loss of information.
equivalent to a “folding” in half of the original attractor in both φ4 and φ5, corresponding to elimination
of the mirror and head-to-tail symmetries, respectively. Removing these two spatial symmetries makes `
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an appropriate generic observable for its reconstruction since it is both a function of all chain degrees of
freedom and does not contain any symmetries not present in the spatially-symmetrized molecular system.
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Figure 4.7: (Color) Embedding of the spatially-symmetrized atomistic simulation trajectory into the top
two nonlinear principal components [~Υ1, ~Υ2] identified by sequential application of diffusion maps and h-
NLPCA. Projection of the 10,001 simulation snapshots colored by (a) ξ1, (b) ξ2, and (c) ξ3. (d) The smFES
F (~Υ1, ~Υ2) over which the “kink-and-slide” collapse pathway is indicated by chevrons.
The spatially-symmetrized three-dimensional intrinsic manifold exists as an effectively two-dimensional
surface in the three-dimensional space spanned by [~Γ23, ~φ4, ~φ5], providing an opportunity for further dimen-
sionality reduction beyond that furnished by the diffusion map. Application of h-NLPCA to the embedded
data identifies a new basis set of three nonlinear principal components, [~Υ1, ~Υ2, ~Υ3], formed from nonlinear
combinations of [~Γ23, ~φ4, ~φ5] and arranged in order of decreasing variance. That 99.95% of the variance in
the data lie within the top two nonlinear principal components confirms that the manifold is effectively
two-dimensional, and can be projected into [~Υ1, ~Υ2] ∈ R2 with essentially no loss of information (Fig. 4.6).
We present this two-dimensional intrinsic manifold and three-dimensional smFES in Fig. 4.7. The “kink and
slide” pathway for chain folding and unfolding over the intrinsic manifold remains apparent, but where elim-
ination of the head-to-tail and mirror symmetries collapse together the head and tail kinked conformations,
and right and left-handed helices, respectively. It is the spatially-symmetrized three-dimensional smFES in
Fig. 4.7d that we seek to reconstruct from the scalar time series in `.
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We note that the full, unsymmetrized manifold may, in principle, be recovered by supplementing `
with other simultaneous measurements capable of lifting the degeneracy in head-to-tail inversion (e.g., an
asymmetric intramolecular smFRET distance) and mirror symmetry (e.g., circular dichroism). It is the goal
of the present work to recover the smFES from a scalar time series, but a natural extension would be the
construction of multivariate Takens’ delay embeddings from multichannel measurements [238].
4.3.3 smFES from delay embeddings
Takens’ Delay Embedding Theorem is a well-established result in dynamical systems theory dating to the
early 1980’s [49, 50, 51, 52, 53, 54], but its implications can be unintuitive. The theorem seems to state
that the multidimensional free energy landscape upon which a system evolves can be recovered from the
history of a time series in a single system observable. Projecting the high-dimensional system dynamics
onto a single measurement would seem to surrender any possibility of recovering the multidimensional
surface. So how can Takens’ Theorem be rationalized? Dispensing for the moment with mathematical
formality for the sake of clarity, two factors must be borne in mind. Firstly, Takens’ Theorem permits
recovery only of a topologically equivalent representation of the original landscape [52], meaning that the
reconstructed landscape is related to the original landscape through a smooth transformation that may
bend, stretch, or squash the manifold, but not rip it apart or stick it together in new ways [239]. The
reconstructed manifold is therefore guaranteed to preserve all of the topological properties of the original,
including its edges, its continuity, and its connectivity [239]. The reconstruction is not, however, guaranteed
to preserve the topography of the manifold, since the smooth transformation may change the probability
distribution over the surface and therefore perturb the heights and depths of the free energy peaks and
valleys. For our purposes, this means that the reconstructed landscape is guaranteed to faithfully identify
the states of the system and the connectivity of the structural transition pathways between them, but the
smooth transformation may perturb the terrain of the free energy landscape from that over the original
manifold. To the best of our knowledge, we are unaware of any theoretical results placing bounds on the
degree to which the transformation may perturb the landscape. In this work, we quantify the topographical
perturbation numerically to demonstrate that it is relatively mild for this particular system, and describe
in the Conclusions our ongoing work to place analytical and/or theoretical limits on the extent of the
perturbation. Secondly, a univariate time series provides not just a single measurement of the system state,
but the entire history of that observable. Provided that the measurement is a function of all of the system
degrees of freedom (i.e., it is generic) then the evolution of the system over its multidimensional free energy
surface is encoded into this univariate time trace. Keeping a sufficiently long history of system univariate
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observations enables Takens’ delay embeddings to unambiguously pinpoint the location of the system on its
multidimensional free energy surface. It is perhaps useful to make an analogy with Markov chains: the future
evolution of a mth order chain can be predicted from knowledge of the last m states visited by the system
[240]. A second useful analogy is one with ordinary differential equations: the existence and uniqueness
theorem states that – subject to some constraints on continuity and smoothness – an N th order ordinary
differential equation, y(N) = F (x, y′, y′′, . . . , y(N−1)), possesses a unique solution, y(x), for a particular
specification of its initial condition, x = x0 and the first (N − 1) derivatives at that point y′(x0) = σ1,
y′′(x0) = σ2, . . ., y(N−1)(x0) = σ(N−1) [51, 241]. By keeping a sufficiently long record of the past history of
y(x) these derivatives may be computed by finite differences, permitting calculation of the unique solution.
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Figure 4.8: The scalar time series {`(ti)}Ki=1 measuring the head-to-tail distance of the n-tetracosane at
K=10,001 points at 10 ps intervals over the course of the 100 ns molecular simulation trajectory.
Mathematically, Takens’ Delay Embedding Theorem [49, 50, 51, 52, 53, 54] provides a means to recon-
struct a topologically and geometrically equivalent realization of the intrinsic manifold, Θ(M), from a scalar
time series in a generic observable – not containing any symmetries that are not present in the system – by
projecting the time series into a high-dimensional space in which the dynamical evolution is C1-equivalent
(i.e., related by a continuously differentiable function) to that in the original space. Θ is an invertible
function mapping M to Θ(M) such that both Θ and Θ−1 are smooth, such that Θ(M) is geometrically
and topologically equivalent to M [242, 52] (Methods Summary). Given our scalar time series {`(ti)}Ki=1
measured at equally spaced 10 ps intervals over the course of the 100 ns molecular simulation (Fig. 4.8),
Takens’ Theorem prescribes that we construct the mapping, Θ, through a delay embedding,
~y(ti) = Θ(`(ti)) = [`(ti), `(ti + τ), . . . , `(ti + (d− 1)τ)] (4.1)
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Figure 4.9: (Color) Application of diffusion maps and h-NLPCA to the 20-dimensional delay embedding
constructed from the scalar time series of the chain head-to-tail distance. (a) Diffusion maps were applied
using a Gaussian kernel of bandwidth  = 4.00 specified using the approach in Ref. [1]. The gap in the
eigenvalue spectrum between λ4 and λ5 indicated by the horizontal line informs an embedding dimensionality
of three into [~φ∗2, ~φ
∗
3,
~φ∗4]. (b) Application of h-NLPCA to the embedding generates a new basis set of
three nonlinear principal components, [~Υ∗1, ~Υ
∗
2,
~Υ∗3], formed from nonlinear combinations of [~φ
∗
2,
~φ∗3, ~φ
∗
4] and
arranged in order of decreasing variance. (c) Plotting the cumulative fraction of variance explained upon
incorporating additional nonlinear principal components shows that more than 99.79% of the variance in
the embedding reside in the first two principal components, confirming that the manifold is effectively
two-dimensional and can be projected into [~Υ∗1, ~Υ
∗
2] ∈ R2 with essentially no loss of information.
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where τ is the delay time between successive system observations and d is the delay embedding dimensionality.
By considering sufficiently many delayed observations into this projection, Takens’ Theorem makes the
remarkable assertion that the dynamical evolution of the delay embedding becomes equivalent to that of the
dynamical evolution of the molecule in its Cartesian coordinate space, with one related to the other by a
smooth and invertible transformation [243]. Formally, our application of Takens’ Theorem is to observations
of a subspace, the dynamics of the polymer chain, subject to external forcing by solvent motion and the
coupled thermostat and barostat (Methods Summary). Takens’ Theorem was originally formulated for
autonomous dynamical systems independent of time and external influences [53, 54], and so our application
appeals to recent generalizations of Takens’ Theorem by Stark et al., who proved it to hold, under very
general conditions, for both deterministically and stochastically forced systems [53, 54]. The projected time
series {~y(ti)}K′i=1 defines the reconstructed intrinsic manifold Θ(M) ∈ Rd. Takens’ Theorem assures recovery
of Θ(M) for d ≥ (2k + 1), where k is the dimensionality of the original system, but k < d < (2k + 1) can
be sufficient [222, 50]. The theorem places no restrictions on the value of τ . In practice, empirical tools
exist to choose appropriate values of τ and d for finite data and a system of unknown dimensionality. We
employ the mutual information approach of Fraser and Swinney to choose τ = 20 ps [223], and the approach
of Cao [224] based on the false nearest neighbors method of Kennel et al. [244] to select d = 20 (Methods
Summary).
Due to the incorporation of 20 measurements of ` spaced at 20 ps intervals into each delay embedding
vector ~y(t), the K = 10,001 observations of ` produce only K ′ = 9,963 points in the delay embedding. Ac-
cordingly, we assign the properties of each delay-embedded point from the mean over the points constituting
the delay vector. For example, in Figs. 4.10 and 4.11 we color each delay embedded points according to the
principal moments of the gyration tensor averaged over the 20 molecular configurations, {Ξ1,Ξ2,Ξ3}, where
we use upper case to denote a multi-snapshot average.
Above, we applied diffusion maps and h-NLPCA to extract the intrinsic manifold, M , from the 3N -
dimensional Cartesian coordinate space of the atomistic simulation trajectory. We employ an analogous
approach to extract the reconstructed intrinsic manifold, Θ(M), from the 20-dimensional delay embedding,
{~y(ti)}K′i=1. Computing pairwise distances between delay embedding vectors using the Euclidean norm, the
diffusion map infers a three-dimensional projection of the delay embedded data into the leading collective
modes [~φ∗2, ~φ
∗
3,
~φ∗4] (Fig. 4.10a), where we decorate the collective modes inferred from the delay embedding
with an asterisk to distinguish them from those derived from the atomistic simulation. These collective order
parameters describe the slow modes of the dynamical evolution of y(t) over Θ(M), which Takens’ Theorem
asserts is C1-equivalent to the dynamical evolution of the molecular system on M [52]. As illustrated in Fig.
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Figure 4.10: (Color) Recovery of the reconstructed intrinsic manifold by the application of diffusion maps
and h-NLPCA to the 20-dimensional Takens’ delay embedding of the ` scalar time series. (a) Projection
of the 9,963 delay embedding vectors into the top three collective modes [~φ∗2, ~φ
∗
3,
~φ∗4] identified by diffusion
maps. Points are colored by the first principal moment of the gyration tensor averaged over the 20 molecular
configurations constituting each delay embedding vector, Ξ1. (b) Projection of the reconstructed intrinsic
manifold in panel a into the top two nonlinear principal components [~Υ∗1, ~Υ
∗
2] recovered from the application
of h-NLPCA to the diffusion map embedding. High (low) Ξ1, extended (collapsed) chain configurations lie
at low (high) values of Υ∗1. In the delay embedding vectors selected for visualization, the 10
th of the 20
configurations constituting the delay embedding is visualized. (c) Reproduction of panel b with points colored
by the change in Υ∗1 between consecutive delay embedding vector projections, ∆Υ
∗
1(ti) = Υ
∗
1(ti+τ)−Υ∗1(ti).
The delay embedding breaks the symmetry of Newton’s equations of motion such that collapse and extension
pathways are embedded into different regions of the reconstructed intrinsic manifold. Chain collapse proceeds
as indicated by the lower arrow, and extension by the upper, resulting in a net counter-clockwise flow.
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4.9b, the reconstructed intrinsic manifold produced by embedding the 9,963 delay vectors into this three-
dimensional space exists as a two-dimensional surface resembling a potato chip. Application of h-NLPCA
confirms this assessment, showing 99.79% of the variance in the data to reside within the top two nonlinear
principal components (Fig. 4.9c), permitting the projection of Θ(M) into [~Υ∗1, ~Υ
∗
2] with essentially no loss
of information. We present in Fig. 4.10a the projection of Θ(M) into [~φ∗2, ~φ
∗
3,
~φ∗4], and in Fig. 4.10b its
projection into [~Υ∗1, ~Υ
∗
2].
4.3.4 Temporally-symmetrized smFES from delay embeddings
A necessary condition for the existence of a diffeomorphism between M and Θ(M) is that the manifolds
possess the same dimensionality. It is encouraging, therefore, that the sequential application of diffusion
maps and h-NLPCA furnishes M ∈ R2 from the molecular simulation trajectory in R72 (Fig. 4.7a-c), and
Θ(M) ∈ R2 from the Takens’ delay embedding of ` in R20 (Fig. 4.10b). Inspection of these two manifolds,
however, reveals that Θ(M) possesses a reflection symmetry across the Υ∗1 axis that is absent inM , suggesting
that the two manifolds are not topologically equivalent. Indeed the determinant of the Jacobian of the
coordinate transformation between the two manifolds is not single-signed (Methods Summary), confirming
the absence of a diffeomorphism [226, 227, 237]. What is the root of this apparent contradiction to Takens’
Theorem?
As illustrated in Fig. 4.10b, delay embedding vectors residing at low values of Υ∗1 correspond to extended
chain configurations with large values of Ξ1, whereas those at high values of Υ
∗
1 correspond to collapsed
hairpins and helices with small Ξ1. By computing the change in Υ
∗
1 between successive delay embedding
vectors, the origin of the reflection symmetry in Θ(M) is revealed. In Fig. 4.10c, we color each point in
Θ(M) by ∆Υ∗1(ti) = Υ
∗
1(ti+ τ)−Υ∗1(ti). The process of chain collapse from low to high Υ∗1 (high to low Ξ1)
is indicated by the lower black arrow, corresponding to progression along the lower half of Θ(M) passing
through negative values of Υ∗2. The reverse process, chain extension from high to low Υ
∗
1 (low to high Ξ1) is
indicated by the upper black arrow, and corresponds to progression along the upper half of Θ(M) passing
through positive values of Υ∗2. Accordingly, the dynamical evolution of the delay embedding defined by Eqn.
4.1 produces a counter-counterclockwise flow around Θ(M) as the chain collapses and extends.
The existence of separate pathways for chain collapse and extension stands in apparent contradiction
to the expectation that a classical molecular system in thermodynamic equilibrium should obey detailed
balance and exhibit microscopic reversibility [233, 245]. In other words, it should not be possible to tell
from the observation of a single molecular configuration whether the chain is in the process of collapse or
extension, and the sequence of configurations in collapse and extension pathways should be coincident in the
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Figure 4.11: (Color) Recovery of the temporally augmented reconstructed intrinsic manifold by the appli-
cation of diffusion maps and h-NLPCA to the 20-dimensional Takens’ delay embedding of the ` scalar time
series produced by concatenating the delay embeddings resulting from the forward and backward simula-
tions. (a) Projection of the 19,926 delay embedding vectors into the top three collective modes [~φ∗2, ~φ
∗
3,
~φ∗4]
identified by diffusion maps. (b) Projection of the reconstructed intrinsic manifold in panel a into the top
two nonlinear principal components [~Υ∗1, ~Υ
∗
2] recovered from the application of h-NLPCA to the diffusion
map embedding. (c) Reproduction of panel b visualizing only the 9,963 data points derived from the forward
trajectory colored by ∆Υ∗1(ti) = Υ
∗
1(ti + τ)−Υ∗1(ti). (d) Reproduction of panel b visualizing only the 9,963
data points derived from the backward trajectory colored by ∆Υ∗1(ti).
intrinsic manifold. This expectation is borne out in the intrinsic manifold, M , recovered from the molecular
simulation trajectory where each data point corresponds to a single observation of the system, but not for
that recovered from the delay embedding, Θ(M), where each point corresponds to 20 successive observa-
tions. The critical difference is that the construction of a delay embedding as a sequence of measurements
breaks the time reversibility of Newton’s equations of motion, such that it is possible to ascertain from the
series of measurements whether the chain is in the process of collapsing or extending. Specifically, the delay
embedding of a particular chain configuration in a collapse pathway will comprise 20 measurements of ` de-
creasing in value, whereas the delay embedding of an identical chain configuration undergoing extension will
comprise 20 measurements of ` increasing in value. Accordingly, two otherwise identical chain configurations
are necessarily embedded in different coordinates in the delay space. This symmetry breaking induced by
the delay embedding separates the collapse and extension pathways over the reconstructed intrinsic manifold
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Figure 4.12: Comparison of the [~Υ∗1, ~Υ
∗
2] coordinates of the forward, {~y(ti)}, and backward {~ν(ti)} delay
embeddings in the reconstructed manifold in Fig. 4.11b. The embedding of each forward delay vector, ~y(ti),
and its backward delay vector partner, ~ν(ti), possess (a) identical values of Υ
∗
1, and (b) sign-inverted values
of Υ∗2, such that ~y(ti) 7→ [Υ∗1,Υ∗2] and ~ν(ti) 7→ [Υ∗1,−Υ∗2].
(Å)
(Å)
(Å)
*Υ1
*Υ1
*Υ2*Υ1
*Υ2
*Υ1
*Υ2 *Υ2
Figure 4.13: (Color) Embedding of the temporally-symmetrized ` delay embedding into the top two non-
linear principal components [~Υ∗1, ~Υ
∗
2] identified by sequential application of diffusion maps and h-NLPCA.
Projection of the 9,963 delay embedding vectors colored by (a) Ξ1, (b) Ξ2, and (c) Ξ3. (d) The smFES
F (~Υ∗1, ~Υ
∗
2) over which the “kink-and-slide” collapse pathway is indicated by chevrons. In the delay embed-
ding vectors selected for visualization, the 10th of the 20 configurations constituting the delay embedding is
visualized.
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and gives rise to the observed reflection symmetry across the Υ∗1 axis in Fig. 4.10b.
We will now describe a procedure to eliminate the temporal symmetry breaking artificially introduced
by the delay embedding. Given a trajectory from a dynamical system known to obey a particular symmetry,
additional trajectories can be generated “for free” by applying the symmetry operation to the observed
trajectory [246, 247, 248]. Our molecular simulation evolves according to Newton’s equations of motion, the
time reversibility of which make the time-reversed simulation an equally valid system trajectory. Following
Refs. [246, 247], we can double our data by concatenating the forward and reverse trajectories, and then
exploit the fact that our system is in thermodynamic equilibrium to appeal to detailed balance to retain the
collapse and extension pathways that are coincident on reconstructed manifold.
Specifically, we take the K ′ = 9,963 delay vectors defined by Eqn. 4.1, and invert the order of the elements
to generate the delay vector produced by the time-reversed simulation, ~ν(ti) = [`(ti + (d − 1)τ, . . . , `(ti +
τ), `(ti))], such that {~ν(ti)}K′i=1 defines the reconstructed intrinsic manifold of the backwards trajectory. We
augment the delay embedding generated from the forward simulation trajectory with that produced by the
backward trajectory to generate a combined ensemble of 2K ′ = 19,926 points, {~y(ti), ~ν(ti)}K′i=1, and apply
diffusion maps to extract the three-dimensional embedding into [~φ∗2, ~φ
∗
3,
~φ∗4] in Fig. 4.11a. Application of
h-NLPCA reveals 99.89% of the variance to reside in the top two nonlinear principal components, allowing
us to generate the two-dimensional projection into [~Υ∗1, ~Υ
∗
2] in Fig. 4.11b. This object is the augmented
reconstructed intrinsic manifold recovered from the delay embedding generated from the combined forward
and backward simulation trajectories.
Every forward delay vector, ~y(ti), possesses a backwards partner, ~ν(ti), containing the same values of ` in
reverse order. By analyzing these 9,963 pairs, we find that each member of the pair is embedded with identical
values of Υ∗1, but their Υ
∗
2 coordinates differ in sign, such that ~y(ti) 7→ [Υ∗1,Υ∗2] and ~ν(ti) 7→ [Υ∗1,−Υ∗2] (Fig.
4.12). Moreover, the flow over the manifold of the forward points, ~y(ti), is counter-clockwise (Fig. 4.11c),
whereas that of the backwards points, ~ν(ti), is clockwise (Fig. 4.11d). In sum, upon reversing the arrow of
time, delay embedding vectors extracted during a collapse event containing successively smaller values of
` with a negative value of Υ∗2, have become observations from an extension event containing successively
larger values of ` with a positive value of Υ∗2.
For a system at thermodynamic equilibrium, detailed balance asserts that every elementary process is
equilibrated by its reverse process [245]. In the present case, each elementary step along a collapse pathway
should be balanced by the reverse step along an extension pathway, and so the collapse and extension
pathways must be coincident on the intrinsic manifold. We enforce detailed balance and eliminate the
temporal symmetry breaking caused by the delay embedding by taking our reconstructed manifold from
66
the combined forward and backward delay embeddings, and retaining from each pair {~y(ti), ~ν(ti)} the one
possessing the larger value of Υ∗1. This procedure reduces our data back down to K
′ points, and its net
effect is simple: the embedding of the chain extension events observed in the forward simulation trajectory
– the lower half of the manifold in Fig. 4.11c – are reflected across the Υ∗1 axis to lie coincident with, but in
the opposite sense to, the chain collapse events in the upper half of the manifold.
We note that the same result could have been approximately achieved by simply reflecting Fig. 4.10b
across the Υ∗1 axis without going through the process of creating the combined forward and backward delay
embedding. However, for finite data there is no guarantee that the forward trajectory alone will possess a
symmetry plane exactly coincident with this axis. In contrast, augmenting the data with its reverse delay
embedding provides each point with a temporally symmetric partner and offers a systematic procedure to
unambiguously detect any temporal symmetries and guarantee a precise plane of reflection. For example, the
intrinsic manifold in Fig. 4.11b possesses a single symmetry plane along the Υ∗1 axis, revealing the existence
of precisely one temporal symmetry and providing a means to remove it by performing the reflection. We
anticipate that this protocol will prove particularly useful in applications to systems possessing multiple
stable states and/or higher-dimensional intrinsic manifolds.
We illustrate in Fig. 4.13a-c the resultant temporally-symmetrized intrinsic manifold, Θ(M). To aid in
visual interpretation of the landscapes, we superpose onto selected points in the delay embedding the 10th
of the 20 configurations constituting the delay vector. This configurational information is available from
our molecular simulation trajectories, but would typically be unavailable in an application to experimental
data. In practice, the values of the physical observable constituting the delay embedding vectors can reveal
coarse-grained features of the molecule as it moves over the reconstructed landscape. For example, in the
present case a knowledge of the head-to-tail extent permits identification of the extended, partially collapsed,
and fully collapsed states of the molecule and the folding pathway connecting them. The distribution of
{ξ1, ξ2, ξ3} over the spatially-symmetrized manifold, M , recovered from the atomistic trajectory in Fig.
4.7a-c is visually consistent with that of {Ξ1,Ξ2,Ξ3} over the temporally-symmetrized manifold, Θ(M),
recovered from the delay embeddings in Fig. 4.13a-c. The topology and topography of the smFES over
M (Fig. 4.7d) and Θ(M) (Fig. 4.13d) also appear similar, possessing a single global free energy minimum
corresponding to extended chain configurations connected by a “kink and slide” pathway to a shallow local
minimum containing the collapsed helical coils. In the next section we will verify that the two landscapes
are topologically identical.
67
Υ2
Υ1
*Υ1
*Υ2
     time, 𝒕 (ns)
     time, 𝒕 (ns)
Figure 4.14: (Color) Empirical validation of the existence of a diffeomorphism between the intrinsic manifolds
recovered from the atomistic simulation trajectory and the ` delay embedding. (a) Determinant of the
Jacobian, det(JΘ), of the forward mapping, Θ : M → Θ(M), at each point on the 20-point averaged intrinsic
manifold, M . (b) det(JΘ)(t) for each 20-point averaged point on M expanded out as a linear time series for
clarity of viewing. (c) Determinant of the Jacobian, det(JΘ−1), of the reverse mapping, Θ
−1 : Θ(M)→M ,
at each point on the reconstructed manifold, Θ(M). (d) det(JΘ−1)(t) for each point on Θ(M) expanded as
a linear time series. Projected points with fewer then 40 neighbors within the bandwidth of the Gaussian
kernel were not displayed due to insufficiently many neighbors to return a robust estimation of the Jacobian
matrix elements. That both det(JΘ) and det(JΘ−1) remain single-signed verifies that the two manifolds are
diffeomorphic.
4.3.5 Topological and geometric equivalence of smFES
Takens’ Theorem asserts that the manifoldsM and Θ(M) supporting the spatially and temporally-symmetrized
smFES in Fig. 4.7d and Fig. 4.13d should be topologically equivalent, such that one may be continuously and
smoothly transformed into the other. Mathematically, the two manifolds are related by a diffeomorphism
such that Θ is an invertible mapping, and Θ and Θ−1 are both smooth. By the inverse function theorem, if
there exists a one-to-one correspondence between points on the manifolds, and the Jacobian determinant of
the coordinate transformation relating the two manifolds does not change sign, then the manifolds are glob-
ally diffeomorphic [226, 227, 237, 249]. By computing the Jacobian transformation between the manifolds
we will empirically confirm the existence of this diffeomorphism and verify the topological equivalence of the
smFES recovered from the ` delay embedding to that computed from a complete knowledge of all molecular
degrees of freedom.
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The delay embedding defined by Eqn. 4.1 maps 20 ` observations of the molecular system in real space
into a single point in the delay embedding, ~y(ti) = [`(ti), `(ti+τ), . . . , `(ti+19τ)]. Moreover, this embedding
results in 9,963 points in the delay embedding compared to 10,001 in the simulation trajectory. In order
to draw a one-to-one correspondence between the points composing M and Θ(M), we define the following
mapping,
[~p(ti), ~p(ti + τ), . . . , ~p(ti + 19τ)] = ~P (ti) 7→ ~p∗(ti), (4.2)
where ~p(ti) = [~Υ1(ti), ~Υ2(ti)] represents the coordinates on the manifold M of the chain configuration
extracted from the molecular simulation at time ti, ~P (ti) is the average of the 20 coordinates [~p(ti), ~p(ti +
τ), . . . , ~p(ti+19τ)], and ~p∗(ti) = [~Υ∗1(tj), ~Υ
∗
2(tj)] represents the coordinates on the manifold Θ(M) of the delay
embedding corresponding to the 20 observations of the head-to-tail chain distance [`(ti), `(ti + τ), . . . , `(ti +
19τ)]. The terminal snapshots from the molecular simulation trajectory for which ~P (ti) is undefined are
removed from M . In this manner we define an unambiguous mapping between 9,963 points in M and Θ(M).
Having defined the one-to-one mapping, we now numerically compute for every point the Jacobians, JΘ
and JΘ−1 , of the forward, Θ : M → Θ(M), and reverse, Θ−1 : Θ(M)→M , mappings (Methods Summary).
In Fig. 4.14a-b we illustrate the Jacobian determinant of the forward transformation, det(JΘ), at each point
on the 20-point averaged manifold M , and in Fig. 4.14c-d that of the reverse transformation, det(JΘ−1),
at each point on Θ(M). The magnitude of the Jacobian determinant gives the factor by which the local
region is scaled under the transformation, and the sign indicates whether or not the orientation is preserved.
That det(JΘ) and det(JΘ−1) remain single-signed over their respective manifolds indicates that a smooth
and invertible transformation exists at each point on the manifold, providing empirical validation that the
manifolds are diffemorphic.
4.4 Conclusions
We have integrated delay embeddings with nonlinear dimensionality reduction techniques to recover from
molecular simulations a representation of the single molecule free energy surface of an n-tetracosane chain in
water from measurements of only the head-to-tail distance of the chain. Subject to the elimination of spatial
symmetries associated with our choice of the measurement observable, and temporal symmetry breaking
induced by the delay embedding, we have verified that the smFES recovered in this manner is geometrically
and topologically equivalent to that recovered from a trajectory in which the temporal evolution of all
molecular degrees of freedom are known.
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This work demonstrates that topologically equivalent representations of single molecule free energy sur-
faces can be extracted from the analysis of univariate time series, laying the foundations for the inference of
biomolecular folding landscapes directly from experimental measurements. Much work, however, remains to
be done. We considered the idealized case of a simple homopolymer chain for which the spatial symmetries
to be eliminated given our choice of measurement observable were clear, and which possessed a single tem-
poral symmetry. Furthermore, we analyzed a continuous, noise-free 100 ns time series with 10 ps resolution.
Delay embeddings of short, noisy, low-resolution, and temporally disjoint experimental smFRET trajecto-
ries will require careful processing, and the impact of these factors upon the resultant smFES remains to
be ascertained. In future work, we plan to (i) extend our study to molecular simulations of peptides and
proteins, (ii) explore multichannel measurements of several observables, none of which may, in itself, be
generic, (iii) examine the impact of the temporal resolution of the time series on the reconstruction fidelity,
and (iv) confront the influence of noise by artificially contaminating our simulated scalar time series to lay
empirical bounds on tolerable signal to noise ratios. Finally, Takens’ Theorem asserts the existence of a
diffeomorphism between the true smFES and that recovered from delay embeddings, but the transformation
itself is not supplied. Although the topology of the landscape is maintained, interpretation of its topography
(i.e., the height of the free energy wells and barriers) under the action of an unknown Jacobian presents
a challenge. We are currently working to place limits on the degree of stretching/squashing of the smFES
under the diffeomorphic transformation induced by the delay embedding under different choices of physical
observable and delay embedding parameters both theoretically, using tools from real analysis and probability
theory, and empirically, by conducting molecular simulations of more biologically realistic systems.
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Chapter 5
Coarse graining simulation of
continental asphaltene aggregation
5.1 Background
Crude oil is comprised of three main composition groups: paraffinic, napthenic and aromatic [64]. Each
group contains a range of molecular weights. In the paraffinic group, for example, methane (CH4) is the
lightest constituent and linear waxes (CnH2n+2, n ∼100) the heaviest. In the aromatic group, benzene is
the lightest component and asphaltenes the heaviest. Asphaltenes are a heavy aromatic fraction of crude
oil characterized by their solubility in toluene and insolubility in n-heptane [60, 61, 62, 63, 64, 65]. Defined
as a solubility class, tens of thousands of distinct molecules with molecular weights in the range 300-1,400
g/mol comprise the asphaltene fraction of crude oil [60, 62, 63, 65, 250, 251, 74]. The average molecule
is thought to have a molecular weight of ∼750 g/mol and consist of 4-10 fused aromatic rings surrounded
by aliphatic side chains [252, 251, 61]. There are two principal asphaltene architectures: continental and
archipelago [72, 73, 74, 75]. The former consist of a single large polyaromatic core, while the latter possess
several smaller polyaromatic cores connected by alkyl chains. Asphaltenes also typically contain a small
number of heteroatoms such as sulfur, nitrogen, oxygen, vanadium and nickel [253, 63].
Asphaltene molecules readily aggregate due to pi–pi and pi–σ interactions mediated by the overlap of
delocalized pi electrons in the face or σ electrons at the edge of the large polyaromatic cores [63, 251, 254, 60].
The stability of asphaltenes in solution is a strong function of temperature, pressure, and composition
[60, 61, 255], and under sufficiently high concentrations or destabilizing conditions, aggregates can precipitate
out and deposit in rock formations, wellbores, flowlines, and contact surfaces, leading to clogging, fouling,
compromised production efficiency, and equipment downtime [60, 61, 63, 256, 255, 257, 258, 259, 260]. The
economic penalty to the petroleum industry of asphaltene deposition is estimated to be billions of dollars
per year, and these losses are expected to rise as deep-water drilling becomes more prevalent and the costs
This chapter is adapted from the publication: Jiang Wang and Andrew L. Ferguson “Mesoscale Simulation of Asphaltene
Aggregation” J. Phys. Chem. B, 2016, 120 (32), pp 80168035 DOI:10.1021/acs.jpcb.6b05925 [77]
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associated with lost production in this challenging environment are magnified [261, 255].
The Yen-Mullins model, or modified Yen model, treats asphaltene aggregation as a hierarchical assembly
process, and has emerged as the prevailing model of aggregation with widespread experimental and theo-
retical support [61, 63, 252, 251, 262, 263, 75, 264, 265]. At concentrations below ∼100 mg/L, asphaltene
molecules in crude oil are dispersed as monomers [63]. At concentrations of ∼100 mg/L, monomers start to
bind to one another to form nanoaggregates – possibly rod-like in nature [266] – with a characteristic size of
∼3 nm, and an aggregation number (i.e., number of molecules in the aggregate) of ∼10 [252, 251]. At concen-
trations exceeding ∼5000 mg/L, Yen-Mullins predicts the hierarchical assembly of nanoaggregates through
weak interactions between aliphatic side chains into clusters of ∼10 nanoaggregates (∼100 molecules) of
size ∼10 nm [252, 251]. At very high concentrations exceeding ∼50,000 mg/L, clusters aggregate into a
viscoelastic network or micron-sized flocs that precipitate out of solution and deposit onto contact surfaces
as a solid-like organic material [252, 63, 255].
Experimental studies of asphaltene aggregation are largely consistent with the Yen-Mullins model, and
have revealed some of the molecular details of the assembly hierarchy [63, 263, 267, 268, 269]. Tanaka et
al. employed small angle neutron scattering (SANS) and small angle X-ray scattering (SAXS) to show that
asphaltene aggregates in particular solvents assume a shape resembling a prolate ellipsoid with a high aspect
ratio [270, 266]. Based on these results, these researchers proposed the Yen-Mullins nanoaggregates to be
rod-like in nature, formed by parallel stacking of asphaltene polyaromatic cores, and the subsequent network
to be a fractal structure formed by the hierarchical aggregation of these rod-like nanoaggregates [270, 266]. A
number of experimental studies have supported the fractal nature of the network, placing its dimensionality
in the range 1.3-2.0 [271, 272, 273, 274, 275, 269].
All-atom molecular simulations have proven to be a useful tool to probe the formation of nanoaggregates
predicted in the first stage of the Yen-Mullins assembly hierarchy at a level of molecular detail inaccessible to
experiment [61, 276, 75, 277, 278, 279, 250, 280, 281, 262, 62, 282, 283, 74, 284, 285, 286, 287, 288, 289]. Such
studies have resolved the molecular driving forces and microscopic structures governing assembly, revealing
that (i) nanoaggregates comprise parallel (face-to-face), offset (offset face-to-face), and T-shaped (face-to-
edge) stacking arrangements [61, 282], with calculated structure factors in good agreement with experiment
[282], (ii) asphaltene dimers form less readily in toluene than n-heptane [61, 278], providing a molecular
basis for the discrepant solubility, and (iii) interactions between polyaromatic cores is the dominant driving
force for association, with steric repulsions due to aliphatic side chains limiting nanoaggregate size [61].
The triumphs of all-atom simulations in discerning the molecular details of the early stages of aggregation
stand in contrast to the relative paucity of simulation work probing the clustering of nanoaggregates in the
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second stage of the Yen-Mullins hierarchy. While all-atom models provide atomistic resolution of structure
and interactions, computational costs have limited simulations to either shorter than 100 ns or fewer than 50
asphaltene molecules [250, 262, 61, 74, 276, 75, 282, 277]. For example, the tour de force all-atom simulations
conducted by Sedghi et al. were limited to 80 ns simulations of 36 asphaltene molecules in a 10 nm cubic
box [61]. Although the formation of proto-clusters of nanoaggregates were reported, these simulations were
too small and too short to simulate the formation and long-time evolution of ∼10 nm Yen-Mullins clusters
of ∼100 asphaltenes [252, 251].
Coarse-grained molecular simulations offer a means to access the time and length scales necessary to
required to observe cluster formation [24, 25]. Coarse-graining lumps groups of atoms into coarse-grained
beads, trading molecular detail for computational efficiency and enabling access to microsecond time scales
and length scales of hundreds of nanometers. A relatively small number of such mesoscale simulations probing
asphaltene aggregation have been conducted [262]. Aguilera-Mercado et al. simulated the assembly of 100
asphaltene molecules using a 7-bead model in implicit continuum solvent, and observed a smooth transition
to larger cluster sizes with destabilizing solvent conditions [260]. Modeling asphaltenes as spherical colloids,
and treating the solvent implicitly using stochastic rotation dynamics (SRD), Boek et al. demonstrated
aggregation and clogging of a capillary for sufficiently strong attractive colloidal interactions [284]. Neither
of these studies reported hierarchical assembly trends consistent with the Yen-Mullins model, possibly due
to the rather severe coarse-graining of the asphaltene molecules eliminating the chemical details necessary
to preserve the salient underlying physics and the absence of explicitly represented solvent. Hansen et al.
conducted microsecond simulations of 10 coarse-grained asphaltenes, but too few asphaltenes were present
to form Yen-Mullins clusters [250]. Zhang et al. performed dissipative particle dynamics (DPD) simulations
of a series of coarse-grained asphaltene models for ∼20 µs [290]. A proto-cluster of three nanoaggregates
was reported, but the number of asphaltenes was insufficient to support observation of complete clusters.
Wang et al. extended this work to perform DPD simulations of the aggregation of hundreds of asphaltene
molecules using GPU hardware, and observed the formation of nanoaggregates and clusters consistent with
the Yen-Mullins model [291]. These studies both employed a top-down force field that specifies conservative
interactions between the coarse-grained beads using the Flory-Huggins χ parameter and post hoc manual
adjustment to account for the rigidity of the asphaltene cores and expected aggregation behavior [290, 291].
This parameterization scheme motivates the development of more accurate and systematic coarse-grained
potentials explicitly parameterized against all-atom calculations.
In this chapter, we conduct coarse-grained molecular simulations on GPU accelerators to simulate the
aggregation of hundreds of asphaltene molecules over 0.5 µs. We develop a bottom-up coarse-grained po-
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tential based on the Martini model explicitly reparameterized against all-atom calculations to report a
simulation study of the microscopic structural evolution along the complete Yen-Mullins assembly hierarchy
using molecularly-detailed models validated against all-atom calculations. In Section 5.2, we describe the
construction and parameterization of coarse-grained models for three prototypical asphaltene molecules. We
then provide details of our simulation methodology and structural metrics used to characterize aggregation.
In Section 5.3, we report the results of our simulations of the hierarchical aggregation of hundreds of each
of the three asphaltene molecules in n-heptane and toluene solvent over the temperature range 250-400 K,
and discuss the emergent hierarchical assembly pathways as a function of molecular architecture, solvent,
and temperature. In Section 5.4, we present our conclusions and outlook for future work.
5.2 Simulation setups
5.2.1 All-atom simulations
Given the molecular diversity of asphaltenes, simulation studies typically adopt representative molecules
or generate architectures consistent with experimentally measured properties [290, 277, 61, 74]. Molecular
details play a critical role in determining the morphological properties of the aggregation hierarchy, with the
size and shape of the polyaromatic core, and number and length of aliphatic side chains particularly important
determinants [61, 292]. Following Sedghi et al [61]. we constructed representative asphaltene architectures
based on those produced by the quantitative molecular representations (QMR) algorithm of Boek et al. that
generates architectures consistent with experimental data [74]. The three molecular architectures, which we
term A0, A1, and A2, are illustrated in Fig. 5.1. These molecules are similar to those previously studied
[61, 74, 285, 282, 75, 293, 292, 278, 279, 276, 250, 260, 290] – in particular, the works by Sedghi et al. [61] and
Kastler et al. [293] – and were designed to permit quantitative comparisons of the effect of the polyaromtic
core and aliphatic chains upon assembly.
All three molecules possess a continental structure, comprising a single, flat, symmetric polyaromatic
core with 2-3 aliphatic side chains. A0 comprises a core of 8 fused aromatic rings, bound to one longer side
chain C8H17S and one short side chain C3H7, and has a molecular weight of 540 g/mol. A1 has identical
side chains to A0, but possesses a larger core comprising 12 fused aromatic rings and has a molecular weight
of 648 g/mol. A2 possesses an identical core to A1, but is bound to three long side chains: two C12H25
and one C11H23S. The molecular weight of A2 is 985 g/mol. A0 and A1 enable a comparative study of the
impact of polyaromatic core size upon aggregation, and A1 and A2 the impact of the aliphatic side chains.
All-atom molecular topologies and optimized geometries of the three molecules were generated using the
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freely available Automated Topology Builder (ATB) (http://atb.uq.edu.au) [294] . Optimized geometries
were constructed by steepest descent energy minimization. Bonded and van der Waals terms of the molecular
topology were modeled using the GROMOS 54A7 force field [295], and partial charges assigned by semi-
empirical quantum mechanical calculations conducted using the MOPAC method [296]. The n-heptane and
toluene solvents were modeled using the GROMOS 54A7 force field [295].
Molecular dynamics simulations were performed in GROMACS 4.6 [297, 298]. Lennard-Jones interactions
were shifted smoothly to zero at 1.4 nm, and dispersion interactions between unlike atoms specified by
Lorentz-Berthelot combining rules [299]. Coulomb interactions were treated by Particle Mesh Ewald (PME)
with a real-space cutoff of 1.4 nm and a 0.12 nm reciprocal-space grid spacing [194]. Bond lengths were fixed
to their equilibrium values using the LINCS algorithm [195]. Temperature was maintained at 300 K using a
Nose´-Hoover thermostat [300] and pressure at 1.0 bar using an isotropic Parrinello-Rahman barostat [301].
The compressibility of the system was set to 1.4× 10−4 bar−1 in n-heptane solvent and 9.0× 10−5 bar−1 in
toluene [302]. Newton’s equations of motion were integrated using the leap-frog algorithm [303] with time
step of 2 fs, and system configurations saved for analysis every 2 ps.
Isolated asphaltene molecules. Simulations of single asphaltene molecules to determine intramolec-
ular bond, angle, and dihedral distribution functions, and the translational self-diffusion coefficient were
performed in a 5×5×5 nm box containing ∼500 n-heptane molecules or ∼700 toluene molecules and statis-
tics accumulated over the course of 20 ns.
Asphaltene dimerization. Umbrella sampling simulations of the dimerization potential of mean force
(see Section 5.2.2) were performed in a 6×6×6 nm box by initializing two asphaltene molecules at a desired
center of mass separation ξ and then populating the box with ∼800 n-heptane molecules. The simulation
box size was sufficiently large to accommodate the maximum center of mass separation of ξ = 2.0 nm at
which point the molecules are effectively non-interacting.
5.2.2 Dimerization potential of mean force
The free energy of two asphaltene molecules as a function of their center of mass separation is known as
the potential of mean force (PMF) curve for dimerization, and provides a measure of the free energy change
associated with assembling an asphaltene dimer from two initially non-interacting molecules at infinite
separation. We compute PMF curves for the formation of asphaltene homodimers in n-heptane using the
all-atom (see Section 5.2.1) and coarse-grained (see Section 5.2.3) models. As we describe in Section 5.2.3,
comparing the two dimerization PMFs provides a systematic means to parameterize the coarse-grained force
field to match the predictions of the all-atom model [304].
75
We compute the all-atom and coarse-grained dimerization PMFs by performing umbrella sampling along
the center of mass separation ξ of the asphaltene pair [305]. Umbrella simulations were conducted over the
range ξ = 0.4-2.0 nm in increments of 0.1 nm for a total of 17 umbrella windows. Harmonic biasing potentials
with a force constant of 1000 kJ/(mol · nm2) were applied to restrain each simulation within each window
and simulations conducted for 10 ns. The unbiased PMF curve W (ξ) was reconstructed from the biased
umbrella simulations using the Weighted Histogram Analysis Method (WHAM) [306, 307] implemented in
the g wham module of GROMACS 4.6 [308].
5.2.3 Coarse-grained model parameterization
We develop a coarse-grained asphaltene model based on the Martini force field (version 2.0) of Marrink and
coworkers [28, 29, 30], which has found diverse applications in simulations of lipids, carbohydrates, proteins,
polymers, organic liquids, carbon nanotubes, and fullerenes [30]. Employing a four-to-one mapping of atoms
to coarse-grained beads, Martini balances computational efficiency with chemical detail that enables access
to microsecond time scales while largely reproducing the thermodynamic predictions of atomistic models
[30]. The coarse-grained representation of the three asphaltene molecules and two solvent molecules under
the Martini mapping is illustrated in Fig. 5.1. For the aliphatic chains within the asphaltene molecules,
we employed the standard Martini coarse-graining procedure to lump three to four aliphatic carbons and
their attached hydrogens into one coarse-grained C1 bead [29]. The standard Martini protocol to treat ring
molecules is to lump two to three heavy atoms into a single bead [29, 30]. To avoid difficulties in defining an
unambiguous coarse grained mapping for the carbon atoms shared between multiple rings in the polyaromatic
cores of the asphaltenes, we instead elect to represent each complete aromatic ring by a new coarse-grained
bead M parameterized against all-atom calculations. Since many of the carbon atoms are shared between
aromatic rings, this coarse-graining maintains a mapping consistent with the standard Martini mapping of
approximately three heavy atoms to one coarse-grained bead. The n-heptane solvent is modeled as a pair
of C1 beads, connected by a harmonic spring with force constant 1250 kJ/(mol · nm2) and equilibrium bond
length 0.51 nm [309]. Following the treatment of benzene by Marrink et al.[29] we employed a rigid model
for toluene comprising three SC4 beads held in a rigid isosceles triangle with inter-bead distances of 0.28
nm, 0.28 nm, and 0.23 nm.
To improve the predictive accuracy of our coarse-grained model for multi-body aggregation, we develop
a bespoke variant of Martini for each of the three asphaltene molecules by optimizing the Martini force
field parameters to match the intramolecular bond, angle, and dihedral distributions and intermolecular
dimerization PMFs computed in all-atom simulations. This tuning procedure can be considered as a version
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Figure 5.1: Molecular structures of the three asphaltene molecules studied in this work. (left column)
Atomistic representations of the molecules A0, A1, and A2. A0 (MW = 540 g/mol) and A1 (MW = 648
g/mol) possess polyaromatic cores comprising 8 and 12 fused aromatic rings, respectively, but the same two
aliphatic side chains. A2 (MW = 985 g/mol) shares the same polyaromatic core as A1, but possesses three
long aliphatic side chains. (right column) Coarse-grained representations of the three asphaltene molecules
under the Martini force field [30]. Three bead types are employed in the coarse-grained representations:
aliphatic side chains are modeled by lumping three to four carbon atoms into a single uncharged C1 bead
(green) and aromatic rings are modeled by a single M bead (red, blue). To reproduce the radial dipole
moment of the all-atom representations, a number of peripheral M beads were assigned a partial charge
+q (red) that was neutralized by an equal number of M beads carrying a negative charge −q. Bonded
parameters within each asphaltene molecules are reparameterized to match the bond, angle, and dihedral
distributions observed in all-atom molecular simulations, and Lennard-Jones parameters and partial charges
optimized to match the all-atom dimerization potential of mean force.
of PMF matching [310, 311, 312] or Boltzmann inversion [24, 313] in which the parameters of a coarse-grained
interaction potentials are optimized to match all-atom distribution functions.
Bonded asphaltene parameters. The bonded component of the coarse-grained Martini potential
comprises harmonic bond lengths, harmonic bond angles, and proper and improper dihedral angles. The
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respective energetic contributions of each of these terms are [314]:
Vb =
1
2
kb(dij − d0ij)2, (5.1)
Va =
1
2
ka
[
cos(θijk)− cos(θ0ijk)
]2
, (5.2)
Vd = kd
[
1 + cos(φijkl − φ0ijkl)
]
, (5.3)
Vid = kid
(
ψijkl − ψ0ijkl
)2
, (5.4)
where, kb, ka, kd, and kid are the bond stretching, angle bending, and proper and improper dihedral force
constants, dij and d
0
ij the instantaneous and equilibrium bond lengths between beads i and j, θijk and θ
0
ijk
the instantaneous and equilibrium bond angles between beads i, j, and k, φijkl and φ
0
ijkl the instantaneous
and equilibrium (proper) dihedral between beads i, j, k, and l, and ψijkl and ψ
0
ijkl the instantaneous and
equilibrium values of the improper dihedral between beads i, j, k, and l. For each harmonic bond within the
aliphatic side chains in each coarse-grained asphaltene molecule, we employed a form of PMF matching to
reparameterize kb and d
0
ij from their original Martini values to reproduce the mean and variance of the bond
length distribution observed in all-atom simulations of single asphaltene molecules in n-heptane [24]. An
analogous procedure was used to specify ka and θ
0
ijk for each bond angle and kid and ψ
0
ijkl for each improper
dihedral. No proper dihedrals were used in our coarse-grained model. The bonds between carbon atoms
in the fused aromatic cores are treated as rigid constraints within the all-atom GROMOS 54A7 potential
[295] maintained close to their equilibrium bond length by the LINCS algorithm [195]. For computational
efficiency, we choose to decouple the aromatic bond lengths from the PMF matching procedure and treat these
rigid bonds in the coarse-grained model using tight harmonic potentials to constrain the bead separations
to a narrow range. We verified post hoc that this approach successfully constrained the standard deviation
of the aromatic bead separation to ∼0.005 nm (<2% of the equilibrium bond length) in the coarse-grained
simulations, which is comparable to the value of ∼0.002 nm (<1%) for the all-atom calculations. Since
the reparameterization of any one bonded interaction can indirectly perturb the others, five rounds of PMF
matching were required to attain converged coarse-grained distributions in good agreement with the all-atom
data. A comparison of the all-atom and coarse-grained bond, angle, and improper dihedral distributions
and the terminal bonded parameters can be found in Ref. [77].
Non-bonded asphaltene parameters. The non-bonded component of the coarse-grained asphaltene
Martini potential comprises van der Waals dispersion forces, and partial charges that mediate the Coulomb
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interactions. The dispersion interaction between beads i and j is given by the Lennard-Jones function,
VLJ = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
, (5.5)
where ij and σij cross terms are either explicitly specified within the Martini force field for a particular
bead pair, or determined from the self terms ii and σii using the Lorentz-Berthelot combining rules: σij =
(σii + σjj)/2 and ij =
√
iijj [299]. The Coulombic interaction energy between two charged beads i and j
separated by a distance rij is given by,
VC(rij) =
1
4pi0
qiqj
rrij
, (5.6)
where qi is the partial charge on bead i, 0 is the permittivity of free space, and r is the relative dielectric
constant [314].
The all-atom asphaltene models contain a small radial dipole by virtue of the electronegativity difference
in the C−H bonds encircling the polyaromatic core. We found this radial dipole moment to be critical in
reproducing the offset and T-shaped stacking configurations observed in the all-atom dimerization PMF in
our coarse-grained model. Accordingly, we placed a small positive charge +q on a number of M beads on
the periphery of the fused aromatic core, and a neutralizing negative charge −q to an equal number of the
remaining beads (Fig. 5.1). The C1 beads constituting the aliphatic side chains were left uncharged.
Adopting standard non-bonded Martini parameters for the C1 and SC4 beads used to model the aliphatic
side chains and n-heptane and toluene solvent, we are left with three free non-bonded parameters to fit:
the Lennard-Jones parameters for the new asphaltene M beads representing the fused aromatic rings M−M
and σM−M , and the partial charge q controlling the radial dipole moment of the polyaromatic core. We
tune these parameters using PMF matching to simultaneously optimize [M−M , σM−M , q] by numerically
minimizing the least squares difference between the all-atom and coarse-grained dimerization PMF curves
computed for pairs of asphaltene molecules in n-heptane,
[ˆM−M , σˆM−M , qˆ] = arg min
M−M , σM−M , q
∫ ξu
ξl
[WCG(ξ; M−M , σM−M , q)−WAA(ξ)]2 dξ, (5.7)
where WAA(ξ) and WCG(ξ) are the all-atom and coarse-grained dimerization PMFs, and ξl and ξu the lower
and upper bounds defined by the minimum and maximum extent of the curves. We determine the optimal
parameters by performing a three-dimensional grid search in [M−M , σM−M , q] and performing at each grid
point a series of umbrella sampling calculations to determine the coarse-grained dimerization PMF curves
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for different parameter combinations. The results of the grid search for each model A0, A1, and A2, the
optimal parameters, and a complete listing of all non-bonded parameters can be found in Ref. [77].
Dimerization PMF curves for the all-atom and coarse-grained models in n-heptane employing the optimal
parameter values are presented in Fig. 5.2. This figure illustrates the good agreement between the all-atom
and coarse-grained models, and also demonstrates the sensitivity of the thermodynamic driving forces for
aggregation as a function of molecular architecture. A0 and A1 possess identical aliphatic side chains, but
the former contains an 8-ring polyaromatic core whereas the latter has a 12-ring core (Fig. 5.1). The free
energy for association of two A0 molecules is calculated to be ∆Fdimer = (-9.5 ± 0.5) kJ/mol compared to
∆Fdimer = (-13.5 ± 0.5) kJ/mol for A1 pairs, consistent with the strong dependence of the dimerization
free energy upon the size of the polyaromatic core [61]. A1 and A2 contain identical aromatic cores and
differ only in the number and length of aliphatic side chains (Fig. 5.1). This is reflected in a calculated
dimerization free energy for A2 of ∆Fdimer = (-13.0 ± 0.5) kJ/.mol, which is identical to that of A1 within
error bars. The longer aliphatic side chains of A2 do cause the free energy minimum to broaden slightly, and,
as we shall see later and as was previously observed by Sedghi et al. [61], have important steric implications
for multi-body assembly.
5.2.4 Coarse-grained simulations
Coarse-grained molecular simulations employing reparameterizations of the Martini force field (version 2.0)
[28, 29, 30] for each asphaltene against all-atom calculations (see Section 5.2.3) were performed using the
GROMACS 4.6 simulation suite [297, 298]. Lennard-Jones interactions were switched smoothly to zero in
the range 0.9-1.4 nm [29, 30] and interactions between unlike beads not specified within the Martini force
field computed by Lorentz-Berthelot combining rules [299]. Following the standard Martini treatment of
electrostatics, Coulomb interactions were shifted to zero in the range 0.0-1.4 nm [29, 30], and we employed a
relative dielectric constant of 2.5 corresponding to a low-dielectric apolar solvent for both n-heptane solvent
and toluene. The rigid bonds in the toluene solvent were fixed to their equilibrium values using the LINCS
algorithm [195]. Simulations were conducted in the NPT ensemble using a Nose´-Hoover thermostat [300]
and an isotropic Parrinello-Rahman barostat [301] to maintain pressure at P = 1 bar. The compressibility of
the system was set to 1.4×10−4 bar−1 in n-heptane solvent and 9.0×10−5 bar−1 in toluene [302]. Newton’s
equations of motion were integrated using the leap-frog algorithm [303] with time step of 20 fs, and system
configurations saved for analysis every 20 ps.
Isolated asphaltene molecules. Simulations of single coarse-grained asphaltene molecules to deter-
mine the translational self-diffusion coefficient were performed in a 5×5×5 nm box at 300 K and 1 bar
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containing ∼500 coarse-grained n-heptane molecules or ∼700 toluene molecules and statistics accumulated
over the course of 20 ns.
Asphaltene dimerization. Umbrella sampling simulations of the dimerization potential of mean force
(see Section 5.2.2) were performed in a 6×6×6 nm box at 300 K and 1 bar by initializing two coarse-grained
asphaltene molecules at a desired center of mass separation over the range ξ = 0.4-2.0 nm then populating
the box with ∼800 coarse-grained n-heptane molecules. The simulation box size was sufficiently large to
accommodate the maximum center of mass separation of ξ = 2.0 nm at which the molecules are effectively
non-interacting.
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Figure 5.2: All-atom and coarse-grained dimerization PMF curves for pairs of asphaltene molecules in n-
heptane solvent at the optimal coarse-grained bonded and non-bonded parameter values computed by PMF
matching. Comparison of the all-atom and coarse-grained results for asphaltene molecules (a) A0, (b) A1,
and (c) A2. Comparison of the all-atom results for A0, A1, and A2.
Multi-body asphaltene aggregation. Having parameterized our coarse-grained asphaltene model, we
simulated the assembly behavior of each of the three asphaltene architectures at nine state points spanning
a variety of concentrations, temperatures, and solvent conditions (Table 5.1). To study the influence of
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asphaltene molecular architecture and concentration on aggregation behavior in a poor solvent environment,
we performed simulations of the many-body assembly of the three prototypical asphaltene molecules in
n-heptane solvent – a poor solvent and canonical asphaltene precipitant [61, 63] – at mass fractions of
approximately 5%, 10%, 15%, 20% and 25% at T = 300 K. To explore the effect of temperature and solvent
upon aggregation, we conducted additional simulations at ∼20% mass fraction in n-heptane at T = 250 K,
350 K, and 400 K, and in toluene solvent at T = 300 K. Experimental work has determined the critical
nanoaggregate concentration (CNAC) to be about 100 mg/L, or 10−4 mass fraction using DC conductivity
measurements and centrifugation of asphaltene-toluene solutions, and critical cluster concentration (CCC)
to be 5 g/L (10−2 mass fraction) by determining the kinetics of flocculation for asphaltene/toluene solutions
subject to n-heptane addition [63, 251, 252]. For the molecules studied in this work, molecular mass are about
500 g/mol - 1000 g/mol, a system with 100 apshaltene molecules under CNAC requires∼ 107 heptane/toluene
molecules to solvate a box larger than 100 × 100 × 100 nm3, which is too large and not suitable for simulation
study. More over, since we are more interested in the morphology and kinetics of asphaltene aggregation as
in the cluster state, and the CNAC / CCC depend on the molecular structure of asphaltene, we would study
the system with asphaltene concentration well above CCC, say, at the mass fractions of approximately 5%,
10%, 15%, 20% and 25%, so that we can have the suitable size of system, and there is significant aggregation
behavior of asphaltenes.
All simulations were performed in an initially 13×13×13 nm box the dimensions of which fluctuated
under the action of the barostat during the run to maintain the pressure at P = 1 bar. Initial molecular
coordinates were generated by equally the asphaltenes over the nodes of a cubic grid, and then populating
the box with the requisite number of solvent molecules to achieve the desired asphaltene mass fraction.
High energy overlaps were removed by steepest descent energy minimization to eliminate forces exceeding 10
kJ/(mol · nm). Simulations were conducted for 0.5 µs, executing in ∼12 h of run time on 4 × 4.2 GHz Intel
i7-4820K CPU cores and 1 × NVIDIA GeForce GTX 770M GPU card. In all cases, the transient approach
to equilibrium completed within the first 200 ns, after which point the pressure, temperature, energy, and
morphological measures (see Section 5.2.5) all equilibrated to stable values. The transient portion of each
run was discarded in the calculation and reporting of equilibrium quantities.
Time scale of coarse-grained simulations. Lumping atoms into coarse-grained beads provides com-
putational savings by reducing the number of system degrees of freedom that must be simulated, and also
artificially smooths the molecular free energy landscape which can lead to accelerated sampling of the con-
figurational phase space [30]. It is important to quantify the speed-up factor by which the dynamics are
accelerated due to the latter effect on a system specific basis, since this effect is sensitively dependent on the
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Table 5.1: Simulations of multi-body asphaltene aggregation as a function of concentration, temperature,
and solvent environment. Each simulation was conducted for 0.5 µs.
asphaltene T (K) solvent system no. of no. of asphaltene mass
code asphaltenes solvent molecules fraction (%)
A0 300 toluene T0 210 5841 17.43
300 n-heptane H0.1 48 5227 4.72
H0.2 100 4994 9.76
H0.3 150 4778 14.50
H0.4 210 4554 19.94
H0.5 270 4332 25.18
250 n-heptane H0.4-250 210 4554 19.94
350 n-heptane H0.4-350 210 4554 19.94
400 n-heptane H0.4-400 210 4554 19.94
A1 300 toluene T1 234 7606 17.81
300 n-heptane H1.1 60 7416 4.98
H1.2 100 6062 9.66
H1.3 150 5795 14.36
H1.4 234 5826 20.65
H1.5 315 5996 25.40
250 n-heptane H1.4-250 234 5826 20.65
350 n-heptane H1.4-350 234 5826 20.65
400 n-heptane H1.4-400 234 5826 20.65
A2 300 toluene T2 198 9920 18.61
300 n-heptane H2.1 48 8504 5.27
H2.2 100 8500 10.38
H2.3 140 7859 14.93
H2.4 198 7604 20.41
H2.5 252 7373 25.19
250 n-heptane H2.4-250 198 7604 20.41
350 n-heptane H2.4-350 198 7604 20.41
400 n-heptane H2.4-400 198 7604 20.41
chemical and structural details of the system and can vary for different coarse-grained degrees of freedom
[30, 315]. The center of mass translational dynamics governs the rate of molecular collisions and sets the
time scale for assembly and aggregation. We follow a standard approach to determine the speed-up factor
for the translational dynamics by taking the ratio of the self-diffusion coefficient computed in our coarse-
grained simulations DCG to that calculated in all-atom calculations DAA [316, 317, 28]. We determined
the self-diffusion coefficients by computing the mean squared displacement (MSD) of the center of mass of
single all-atom or coarse-grained asphaltene molecules in n-heptane or toluene solvent, and applying the
Einstein relation to a least-squares straight line fit of the linear regime [188]. We report in Table. 5.2 the
computed self-diffusion coefficients and speed-up factors. Interestingly, the n-heptane speedup factors are
slightly larger than unity, whereas those for toluene are slightly smaller indicating a slowing down of the
dynamics. Both speed-ups and slow-downs of the dynamic time scales of Martini simulations relative to
all-atom calculations have been previously reported [30]. Our calculations show that there is generally not
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a significant difference between the dynamic time scales of the all-atom and coarse-grained runs, differing at
most by a factor of two. Accordingly, for the sake of simplicity we adopt a universal speed-up factor of unity
(i.e., no speed-up), and report all dynamical quantities computed in the coarse-grained simulations based
on the unscaled simulation time.
Table 5.2: Self-diffusion coefficients determined in all-atom DAA and coarse-grained DCG simulations of each
asphaltene molecule in each solvent. Self-diffusion constants are computed by applying the Einstein relation
to a least-squares strain line fit to the linear region of the MSD, and uncertainties computed by propagation
of errors of the 95% confidence intervals in the slope of fit. The speed-up factor is estimated from the ratio
of DCG to DAA.
Molecule solvent DAA × 106 (cm2/s) DCG × 106 (cm2/s) speed-up factor
A0 n-heptane 8.72 ± 2.34 10.57 ± 0.01 1.21 ± 0.33
toluene 5.60 ± 1.11 3.28 ± 0.59 0.59 ± 0.16
A1 n-heptane 9.66 ± 1.58 16.70 ± 1.88 1.73 ± 0.34
toluene 7.35 ± 2.16 4.96 ± 0.67 0.68 ± 0.22
A2 n-heptane 15.23 ± 5.04 15.35 ± 3.62 1.01 ± 0.41
toluene 6.13 ± 0.82 2.47 ± 0.76 0.40 ± 0.13
5.2.5 Structural metrics for hierarchical aggregation
To quantify aggregation in our simulations it is necessary to adopt a structural or energetic definition to dis-
tinguish whether two asphaltene molecules belong to the same aggregate. As polyaromatic planar molecules
possessing strong pi–pi and pi–σ interactions [63, 251, 254, 60], asphaltenes stack in three principal configu-
rations: parallel (face-to-face), offset (offset face-to-face), and T-shaped (face-to-edge) [61]. Moreover, the
Yen-Mullins model predicts aggregation to be mediated by diverse interactions – pi–pi and pi–σ aromatic
stacking, non-specific dispersion interactions, aliphatic chain interpenetration – and to be strongly hierar-
chical: in the first stage forming nanoaggregates by largely parallel stacking, in the second nanoaggregate
clusters by offset and T-shaped stacking, and in the third a viscoelastic network or large flocs weakly asso-
ciated by interpenetration of aliphatic chains [252, 251, 266]. In order to handle the morphological diversity
with the aggregation hierarchy, we found it insufficient to employ a center of mass-based single definition
for whether two asphaltene molecules are bound together [61], and instead defined three distinct structural
metrics each designed to probe qualitatively different association mechanisms. We schematically illustrate
in Fig. 5.3 the three stages of assembly observed in our coarse-grained molecular simulations with increasing
asphaltene concentration in n-heptane solvent (see Results), which are consistent with the three-stage mor-
phological hierarchy proposed in the Yen-Mullins model [252, 251, 266]. We superpose upon the diagram
the regime of applicability of each of the three structural metrics detailed below.
Metric A: All bead minimum distance. Metric A defines the distance between two asphaltene
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molecules a and b as,
RAa,b = min
i∈a
min
j∈b
rij , (5.8)
where rij is the distance between beads i and j, and the minimization runs over all beads i constituting
molecule a and all beads j constituting molecule b. Physically, this metric returns the minimum intermolec-
ular distance between any pair of beads. It is the most promiscuous of our three metrics since it defines a
pair of asphlatenes to be bound together if the closest distance of approach between any part of them – the
aromatic core or the aliphatic chains – is below the cutoff. Accordingly, we use Metric A to define bonding
at all three levels of the observed Yen-Mullins aggregation hierarchy – parallel stacking into nanoaggregates
(Stage I), offset, T-shaped, and edge-edge clustering of nanoaggregates (Stage II), and interpenetration of
aliphatic side chains between clusters (Stage III) (Fig. 5.3) [252, 251, 266]. We define a pair of asphaltenes a
and b to be physically bonded under Metric A if RAa,b < 0.55 nm. We selected this cutoff as 25% larger than
the location of the minimum of the Lennard-Jones potential between two aromatic M beads at 21/6σM−M
= 0.44 nm, and have verified that our results are robust to the particular choice of this parameter.
Metric B: Core bead minimum distance. Metric B defines the distance between two asphaltene
molecules a and b as,
RBa,b = min
i∈(core a)
min
j∈(core b)
rij , (5.9)
where this metric is identical to Metric A, except that the minimization in i is restricted to run over those
beads belonging to the polyaromatic core of molecule a, and in j to those beads in the polyaromatic core of
molecule b. Physically, Metric B measures the minimum intermolecular distance between any pair of core
beads. We use Metric B to determine asphaltenes that are bonded within nanoaggregates due to parallel
stacking (Stage I) or nanoaggregate clusters due to offset, T-shaped, and edge-edge stacking (Stage II), but
not due to weak associations between aliphatic side chains (Stage III) (Fig. 5.3) [252, 251, 266]. Using the
same cutoff as for Metric A, we define molecules a and b are defined to be bonded under Metric B if RBa,b <
0.55 nm.
Metric C: Core bead maximin distance. Metric C defines the distance between two asphaltene
molecules a and b as,
RCa,b = max
[(
max
i∈(core a)
min
j∈(core b)
rij
)
,
(
max
i′∈(core b)
min
j′∈(core a)
ri′j′
)]
. (5.10)
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The first term inside the square brackets is a maximin operation that computes the minimum distance from
each bead i in the polyaromatic core of molecule a to any bead j in the polyaromatic core of molecule b,
then selects the bead i possessing the largest of these minimum distances. The second term is the inverse of
the first, returning the largest minimum distance from any core bead i′ in molecule b to any core bead j′ in
molecule a. The max operator outside the square brackets selects the larger of these two values. Physically,
this metric returns the largest minimum intermolecular distance between any pair of core beads, and similar
to the definition of the diameter of a graph as the “longest shortest path” between any pair of nodes [104]. We
note that both terms in the square brackets are required since the min and max operations do not commute:
given that a core bead j in molecule b minimizes the core bead-to-core bead intermolecular distance of core
bead i in molecule a, it is generally not the case that i minimizes the core bead-to-core bead intermolecular
distance of bead j. We provide a visual illustration of this metric in Fig. 5.4.
The utility of this metric is its capacity to distinguish between parallel stacking and offset, T-shaped,
and edge-edge stacking interactions. For a pair of asphaltenes in a parallel (face-to-face) configuration
the minimum intermolecular distance between any pair of core beads (Metric B) is approximately equal
to the largest minimum intermolecular distance between any pair of core beads (Metric C), such that
RCa,b ≈ RBa,b. For a pair of asphaltenes in an offset, T-shaped or edge-edge configuration, however, RCa,b > RBa,b.
Returning to the example in Fig. 5.4 illustrating a skewed T-shaped configuration, RBa,b = rαα′ whereas
RCa,b = rγγ′ > rαα′ . Accordingly, we employ Metric C to detect asphaltenes that are bound together in
parallel (face-to-face) nanoaggregates in Stage I of the assembly hierarchy (Fig. 5.3) [252, 251, 266]. We
define a pair of asphaltenes a and b to be physically bonded under Metric C if RCa,b < 0.75 nm, and have
verified by analysis of several dozens of configurations that this choice of cutoff robustly distinguishes parallel
stacking from offset T-shaped or edge-edge configurations.
5.2.6 Fractal dimension
A number of experimental studies employing a variety of techniques have determined the self-assembled
viscoelastic network formed at high asphaltene mass fractions to possess a fractal dimensionality of ap-
proximately 1.3-2.0 [271, 272, 273, 274, 275, 269]. We estimate the fractal dimension of the self-assembled
networks observed in our simulations using the correlation dimension [318, 319, 320]. Given a snapshot
extracted from our molecular simulation trajectory, we define the correlation sum as,
C() =
1
N(N − 1)
N∑
i,j=1
j 6=i
H
(
− rCOMij
)
(5.11)
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where N is the number of asphaltene molecules in our simulation, rCOMij is the center of mass distance
between molecules i and j, H is Heaviside step function (H(x) = 1 for x > 0 and H(x) = 0 when x < 0),
and  is an adjustable cutoff. C() can be interpreted as the fraction of pairs of molecules in the system that
exist at a separation rCOMij 6 . If we posit that C() ∼ D, then D is the exponent of a power law describing
how the number of neighbors falling within a sphere of radius  around a tagged molecule increases with
the radius. D is termed the correlation dimension, and is a measure of the fractal dimension of the system
[318, 319, 320]. Appreciating that the fractal dimension may change with length scale and therefore that
D itself may be a function of , we estimate D() by constructing a log-log plot of C() and computing the
slope of a least squares linear fit as a function of .
5.2.7 Aggregate lifetime
To quantify the mean time between association and dissociation events of the self-assembled rod-like aggre-
gates of different sizes, we computed the average aggregate lifetime under Metric C. Defining an aggregate
as a connected cluster of mutually bound asphaltene molecules existing in a connected cluster, we first
analyzed each frame of our equilibrated simulation trajectory to identify all aggregates present at that par-
ticular instant. We identify the birth of an aggregate as the first frame in which it comes into existence
due to a binding or fragmentation event, and its death as the frame at which it undergoes a new binding
or fragmentation event. The lifetime of an aggregate is the period of time over which it is constituted by a
connected cluster of precisely the same asphaltene molecules. We determine the mean N -mer lifetime τN
by averaging over the calculated lifetimes of all N -mers observed in the simulation trajectory.
Since our structural metrics employ sharp cutoffs to determine whether two asphaltenes are bound
or unbound, association and dissociation events can be associated with high-frequency oscillations as the
arriving or departing molecule diffuses above and below the cutoff distance. To prevent these transient
rebinding events from artificially depressing the mean lifetime, we exclude from our average any aggregates
with lifetimes shorter than 3 ns. We selected this temporal cutoff based on the observed departure in the
lifetime distribution from approximately exponential behavior at times less than this value, and verified
that our results are robust to the precise choice of this parameter. We also exclude from our average any
aggregates that exist in the first frame or last frames of our equilibrated simulation trajectory since the times
of their births and deaths, respectively, are unknown.
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5.3 Simulation results
By developing coarse-grained molecular models parameterized by all-atom simulation data with high-performance
GPU hardware, we have performed molecularly-detailed molecular dynamics simulations of the aggregation
of hundreds of asphaltene molecules over 0.5 µs. These calculations represent a theoretical validation using a
chemically accurate force field of the complete Yen-Mullins aggregation hierarchy from dispersed monomers
to a porous fractal network comprising hundreds of molecules. By analyzing the morphology and dynamics
of the emergent self-assembled structures we develop new understanding of the structure and kinetics of
asphaltene aggregation.
Stage I Stage II Stage III
   Metric C
  Metric B
Metric A
Figure 5.3: Schematic illustration of the three stages of asphaltene assembly observed in our coarse-grained
molecular simulations with increasing asphaltene concentration, which are consistent with the hypothetical
morphologies proposed in the Yen-Mullins model [252, 251, 266]. We indicate the regime of applicability of
each of the three structural metrics that employ different criteria to define whether a pair of asphaltenes
are bound together. In Stage I, asphaltene monomers assemble by parallel (face-to-face) stacking into short
rod-like nanoaggregates of several molecules. In Stage II, the rod-like nanoaggregates assemble into clusters
bound together by offset (offset face-to-face) and T-shaped (face-to-edge) stacking. In Stage III, the clusters
of nanoaggregates assemble into a network held together by weak associations between aliphatic side chains.
Metric A (all bead minimum distance) characterizes bonding at all three levels of the assembly hierarchy
(parallel stacking, offset and T-shaped stacking, aliphatic side chain association). Metric B (core bead
minimum distance) characterizes bonding in Stages I and II (parallel stacking, offset and T-shaped stacking).
Metric C (core bead maximin distance) characterizes bonding only within Stage I (parallel stacking).
5.3.1 Hierarchical assembly pathways
In each simulation of multi-body asphaltene assembly listed in Table 5.1, we followed the temporal evolution
of the aggregation behavior towards its equilibrium distribution by tracking the mass averaged aggregation
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number g2 as a function of time [61],
g2(t) =
∑
i
ni(t)g
2
i∑
i
ni(t)gi
, (5.12)
where t is the simulation time, ni(t) is the number of aggregates containing i molecules in the simulation
box at time t, gi = i, and aggregates are identified according to Metric A, B, or C. We also track the number
of molecules in the largest aggregate in the box, which is equivalent to g∞,
g∞(t) = lim
α→∞
∑
i
ni(t)g
α
i∑
i
ni(t)g
α−1
i
= max
k
(gk(t)) , (5.13)
where k indexes over all aggregates in the box at time instant t. We present in Fig. 5.5 the time evolution
of g2 for Metrics A, B, and C and g∞ for Metric A for the self-assembly of asphaltenes A0, A1 and A2
in n-heptane and 300 K at 20% mass fraction. We select this concentration as sufficiently high to observe
all three asphaltene architectures assemble through all three stages of the observed Yen-Mullins hierarchy
(Fig. 5.3), which allows us to compare the self-assembled morphologies for each architecture. We discuss
concentration effects in Section 5.3.2.
Since the asphaltene molecules are initially distributed over a cubic grid in the simulation box, g2(t = 0)
= g∞(t = 0) = 1. As the asphaltenes begin to self-assemble, g2 and g∞ climb to reach and fluctuate
around their equilibrium values. Representative snapshots of each system at equilibrium are presented in
Fig. 5.6d,i,n. All molecular renderings in this work were produced using VMD [199].
Stage 1. Using Metric C to define asphaltene binding – which characterizes pi–pi parallel stacking
of the polyaromatic cores – all three asphaltene architectures possess g2 (Metric C) ≈ 5-10 at equilibrium,
reflecting the assembly of 1D rod-like nanoaggregates of n ≈ 5-10 asphaltene molecules (Fig. 5.6d,i,n). These
morphologies are in good agreement with those observed in molecular simulations by Jian et al. and Sedghi
et al. [292, 61], and with experimental SANS and SAXS data by Tanaka et al. [270, 266]. The rod length
for architecture A0 (g2 (Metric C) ≈ 5, n ≈ 5) is substantially shorter for architecture A0 compared to
A1 and A2 (g2 (Metric C) ≈ 10, n ≈ 10), indicating that the weaker stacking interactions available to the
8-ring polyaromatic core of A0 produce shorter nanoaggregates compared to the 12-ring cores of A1 and A2.
That the rod length of A1 and A2 are comparable indicates that the difference in length and number of the
aliphatic side chains does not affect the nanoaggregate aggregation number.
Stage 2. Turning to Metic B – which characterizes parallel, offset, T-shaped or edge-edge stacking –
we can probe the assembly of higher-order aggregates due to misaligned pi–pi and pi–σ interactions. For
architectures A0 and A1, we observe g2 (Metric B) ≈ 50 > g2 (Metric C) ≈ 5-10, reflecting the assembly of
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clusters of rod-like nanoaggregates associated by offset, T-shaped, and edge-edge interactions and comprising
∼50 molecules (Fig. 5.6d,i). This assembly behavior is consistent with the second stage of the Yen-Mullins
hierarchy [252, 251, 266]. For molecule A2, g2 (Metric B) ≈ g2 (Metric C) ≈ 10 (n ≈ 10), indicating
the absence of Stage II bonding that leads to larger aggregates through offset, T-shaped, and edge-edge
interactions. The absence of these interactions is due to steric repulsions between the corona of long aliphatic
chains around each rod that prevent close approach of their polyaromatic cores (Fig. 5.6n). This observation
is in accord in simulation work by Pacheco-Sa´nchez et al. and Sedghi et al. [277, 61] who found the presence
of longer aliphatic chains to lead to smaller aggregates.
Stage 3. Finally, defining clusters using Metric A – which characterizes all of the binding configurations
of Metric B plus associations between aliphatic side chains – we can study the assembly of nanoaggregate
clusters into the porous viscoelastic network of the Yen-Mullins hierarchy. For all three asphaltene archi-
tectures, we observe g2 (Metric A) ≈ g∞ (Metric A) ≈ 100 (n ≈ 100), indicating that nearly all asphaltene
molecules exist in a single connected network in which all nanoaggregate clusters are connected by weak
associations between their aliphatic side chains (Fig. 5.6d,i,n).
’ 

’
’
a b
Figure 5.4: Cartoon illustration of Metric C, calculation of the largest minimum intermolecular distance be-
tween any pair of core beads. The grey ellipsoid on the left represents the polyaromatic core of an asphlatene
molecule a, and the purple ellipsoid on the right the core of molecule b. The minimum intermolecular core
bead-to-core bead distance between core bead α in molecule b is to core bead α′ in molecule a, as illustrated
by the directed red arrow. The other two red arrows denote the minimum intermolecular core bead-to-core
bead distances for bead β in molecule a (to bead β′ in molecule b), and bead γ in molecule b (to bead γ′ in
molecule a). Metric C (Eqn. 5.10) computes these minimum distances for all core beads in each molecule
and selects the maximum. In this example RCa,b = rγγ′ .
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Figure 5.5: Time evolution of the mass-averaged aggregation number g2 and number of molecules in the
largest aggregate g∞ under Metrics A, B, and C for asphaltenes A0, A1, and A2 in n-heptane at 300
K at 20% mass fraction. Equilibrium snapshots of the self-assembled morphologies are presented in Fig.
5.6d,i,n. For architectures A0 and A1, g2 (Metric A) > g2 (Metric B) > g2 (Metric C), reflects a three-stage
assembly hierarchy. Characterizing parallel stacking, g2 (Metric C) ≈ 10 measures the assembly of rod-like
nanoaggregates assembled by face-to-face parallel stacking. Characterizing parallel, offset, and T-shaped
stacking, g2 (Metric B) ≈ 50 measures the aggregation of clusters of rod-like nanoaggregates associated
by offset and T-shaped associations. g2 (Metric A) ≈ g∞ (Metric A) ≈ 100 captures the association of
nanoaggregate clusters into a spanning network comprising all asphaltene monomers. For architecture A2,
g2 (Metric C) ≈ g2 (Metric B) ≈ 10 and g2 (Metric A) ≈ g∞ (Metric A) ≈ 100, indicating a two-stage
aggregation hierarchy in which the formation of nanoaggregate clusters by offset and T-shaped interactions
is absent.
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Figure 5.6: Snapshots of the equilibrium aggregate morphology for asphaltenes A0, A1, and A2 in n-heptane
at 300 K at various concentrations. (a-e) A0 at mass fractions of 5%, 10%, 15%, 20% and 25%. (f-j) A1 at
mass fractions of 5%, 10%, 15%, 20% and 25%. (k-o) A2 at mass fractions of 5%, 10%, 15%, 20% and 25%.
Beads in the polyaromatic core are colored blue and those in the aliphatic side chains are colored gold. The
n-heptane solvent has been removed for clarity.
5.3.2 Concentration effects and the Yen-Mullins model
To accompany the equilibrium snapshots of presented in Fig. 5.6, we present in Fig. 5.7a-c the mean value
of the mass-averaged aggregation number g2 according to each of the three metrics averaged over the equi-
librated portion of the simulation trajectory for each asphaltene architecture in n-heptane at 300 K as a
function of concentration. We also report g∞/N as a measure of the fraction of the total number of asphal-
tene molecules N belonging to the largest connected aggregate in the system defined according to Metric
A.
For architectures A0 and A1, g2 (Metric A) > g2 (Metric B) > g2 (Metric C) at all concentrations,
indicative of the three-stage hierarchical structure of the equilibrium aggregation morphology discussed in
Section 5.3.1 and consistent with the Yen-Mullins aggregation hierarchy [252, 251, 266]. At sufficiently low
mass fractions of ∼5%, all asphaltene architectures exist predominantly as dispersed monomers, with g2
(Metric A) ≈ g2 (Metric B) ≈ g2 (Metric C) ≈ 2. Nevertheless, we do observe short face-to-face stacked 1D
rods (n ≈ 3), and non-specific associations between aliphatic side chains lead to the formation of relatively
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Figure 5.7: Aggregation behavior as a function of concentration for the A0, A1, and A2 asphaltene archi-
tectures in n-heptane at 300 K. Equilibrium mass-averaged aggregation numbers g2 as a function of mass
fraction defined according to Metrics A, B, and C, and fraction of the N asphaltene molecules residing in the
largest connected cluster defined according to Metric A g∞/N , for asphaltenes (a) A0, (b) A1, and (c) A2.
(d) g2 defined according to Metric C for all three asphaltene architectures as a measure of the aggregation
number of the rod-like nanoaggregates. The mean length of a rod-like aggregate is estimated by multiplying
the g2 by 0.45 nm, which is the average separation between two adjacent monomers in the rod. Error bars
correspond to the standard error estimated by splitting the equilibrated portion of the simulation trajectory
into 10 equally sized blocks and computing the standard deviation over the blocks. Error bars smaller than
the symbol size are not displayed.
large weakly associated clusters with g∞/N (Metric A) ≈ 0.3. As mass fraction increases to ∼10%, we
observe the assembly of oligomers (n ≈ 2-6) by parallel stacking of polyaromatic cores. At ∼15% mass
fraction, the 1D rods become longer (n ≈ 5-12), and for the A0 and A1 molecules further assemble by offset,
T-shaped, and edge-edge stacking. At ∼20% the concentration is sufficiently high to produce a network of
nanoaggregate clusters held together by weak associations between aliphatic chains comprising 70-80% of
the asphaltene molecules in the system. The fraction of molecules in the network further rising to >90% at
a mass fraction of ∼25%, and g∞/N (Metric A) → 1 with increasing concentration. For architecture A2,
93
g2 (Metric B) ≈ g2 (Metric C) at all concentrations, indicating the absence of the nanoaggregate clusters
formed by offset, T-shaped, and edge-edge stacking of the polyaromatic cores.
In Fig. 5.7d we plot g2 (Metric C) for the three asphaltene architectures as a measure of the aggregation
number of rod-like aggregates formed by parallel stacking of the polyaromatic cores. Adopting g2 (Metric C)
as a measure of the average aggregation number n, we estimate the mean length of a rod by multiplying g2
(Metric C) by 0.45 nm, which is the average separation between two adjacent parallel stacked monomers in the
rod. The size of the rod-like nanoaggregates increases with concentration for all asphaltene architectures,
but its precise value depends strongly on the asphaltene chemistry. A0 forms the shortest rods at all
concentrations (n ≈ 4), and A1 the longest at approximately three times the size of A0 (n ≈ 11). A2 forms
rods of intermediate size to A0 and A1 (n ≈ 8).
Possessing the same aliphatic side chains as A0, the larger size of the A1 rods is a consequence of its 50%
larger polyaromatic core producing an A1 dimerization free energy 40% larger than that of A0 (Fig. 5.2).
A1 and A2 possess the same polyaromatic core and comparable dimerization free energies, with the different
aliphatic side chain architectures playing a minor role in the thermodynamics of pairwise association (Fig.
5.2). The longer side chains of A2 do play a very significant steric and entropic role in multi-body assembly
by forming a corona around the 1D rods that reduces rod length relative to A1 and also eliminates Stage II
of the Yen-Mullins hierarchy by precluding offset, T-shaped, and edge-edge stacking between the rods.
The increase in the slope of g∞/N at a mass fraction of ∼10-15% is suggestive of a sol-gel transition
wherein dispersed nanoaggregates (A2) or clusters of nanoaggregates (A0, A1) assemble into a percolating
gel held together by associations between aliphatic side chains [291, 321]. Since phase transitions are only
formally defined only in the thermodynamic limit, it would be of future interest to conduct simulations of
increasingly large systems and perform finite size scaling to resolve whether this is a true gelation transition,
and if so, the critical exponents associated with the transition [322, 323, 324].
Although we have shown the details of aggregation to depend on asphaltene chemistry, the general
three-stage aggregation hierarchy is consonant with the Yen-Mullins model [252, 251, 266] and in good
agreement with existing experimental data. Specifically, the formation of short rod-like nanoaggregates is
consistent with the observation from small angle X-ray and neutron scattering experiment [270, 266], where
high aspect ratio of nanaggregates at low temperature is observed while performing ellipsoidal fitting to the
nanoaggregates.
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Figure 5.8: Comparison of aggregation behavior in n-heptane and toluene. (a) Equilibrium mass-averaged
aggregation numbers g2 defined according to Metrics A, B, and C for asphaltene architectures A0, A1, and A2
in n-heptane and toluene solvent at 20% mass fraction and 300 K. Error bars correspond to the standard error
estimated by splitting the equilibrated portion of the simulation trajectory into 10 equally sized blocks and
computing the standard deviation over the blocks. Representative snapshots of the equilibrium morphology
for A0 in (b) n-heptane and (c) toluene.
5.3.3 Solvent effects
By definition, asphaltenes are insoluble in n-heptane, a canonical asphaltene precipitant, and soluble in
toluene, a canonical dispersant [61, 63]. To investigate the effect of solvent environment on the three stages
of the observed Yen-Mullins aggregation hierarchy, we compared the structure of the equilibrium aggregate
morphology in toluene and n-heptane at 20% mass fraction and 300K. We compare in Fig. 5.8 the equilibrium
values of g2 under the three metrics. Although the molecular weight of the two solvents are comparable,
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it is clear that aggregation in toluene is massively attenuated due to the ability of the aromatic toluene
molecules to stack against and solubilize the polyaromatic cores [74, 61]. This is fully consistent with a
number of prior experimental studies [273, 325, 326]. In toluene solvent g2 (Metric B) ≈ g2 (Metric C)
≈ 2-4 (n ≈ 2-4) for all asphaltene architectures, demonstrating that Stage I of the aggregation hierarchy
produces only very short rods comprising 2-4 molecules, and – similar to asphaltene A2 in n-heptane solvent
– Stage II of the hierarchy is absent. Nevertheless, the relatively large values of g2 (Metric A) indicates
that although toluene disrupts stacking between polyaromatic cores, the asphaltenes can still assemble into
a diffuse network through interactions between their aliphatic side chains.
5.3.4 Temperature effects
In Fig. 5.9 we plot g2 for each asphaltene architecture A0, A1, and A2 in n-heptane at 20% mass fraction
at temperatures T = 250 K, 300 K, 350 K, and 400 K. The boiling point of n-heptane at 1 bar is 372 K
[327] but we did not observe vaporization of the solvent at 400 K over the course of our 0.5 µs simulations,
meaning that these calculations can be interpreted as predictions under metastable superheated conditions.
For all asphaltene architectures the mass-averaged aggregation number decreases with temperature under
all three metrics, indicating a reduced degree of association at all three levels of the aggregation hierarchy.
This is consistent with prior experimental work by Wu and Tanaka showing aggregation to be attenuated at
elevated temperatures [255, 270, 266]. We find that g2 (Metric B) ≈ g2 (Metric C) for asphaltene A2 over
the entire temperature range, indicating that Stage II of the assembly hierarchy is absent at all temperatures
considered.
The observed reduction in aggregation number with temperature is consistent with basic thermodynamic
considerations of aggregation as energetically favorable (∆U < 0) – driven by pi–pi and pi–σ interactions be-
tween the polyaromatic cores, and dispersion interactions between the aliphatic side chains – and entropically
unfavorable (∆S < 0) – due to the loss of translational and configurational entropy upon association [328]
– such that the free energy driving force for aggregation, ∆F = ∆U − T∆S, is reduced at elevated temper-
atures.
A relatively mild temperature increase from 300 K to 350 K is sufficient to substantially disrupt the degree
of association in Stage II nanoaggregate clusters and Stage I rod-like nanoaggregates. The mass-averaged
aggregation number of the nanoaggregate clusters g2 (Metric B) for architectures A0 and A1 falls from
approximately 50 to 15, and for A2 from approximately 7 to 4. Similarly, for the rod-like nanoaggregates
g2 (Metric C) for all three architectures falls from 4-11 to 2-6. Accordingly, even at this mildly elevated
temperature, polyaromatic stacking is strongly disrupted with most rod-like nanoaggregates existing as
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Figure 5.9: Aggregation behavior as a function of temperature for the A0, A1, and A2 asphaltene architec-
tures in n-heptane at 20% mass fraction. Equilibrium mass-averaged aggregation numbers g2 as a function
of temperature defined according to Metrics A, B, and C for asphaltenes (a) A0, (b) A1, and (c) A2. (d) g2
defined according to Metric C, and the corresponding nanoaggregate rod length for all three architectures.
Error bars correspond to the standard error estimated by splitting the equilibrated portion of the simulation
trajectory into 10 equally sized blocks and computing the standard deviation over the blocks. Error bars
smaller than the symbol size are not displayed.
dimers or trimers in nanoaggregate clusters containing only 2-3 other rods.
To characterize the change in structure of the nanoaggregates as a function of temperature, we com-
puted the center-of-mass radial distribution functions g(rCOM) for each asphaltene architecture at 20% mass
fraction and T = 300 K and 400 K (Fig. 5.10). The first peak of all curves exists at rCOM ≈ 0.45 nm,
which is coincident with the global minimum of the dimerization PMF where the asphaltene molecules exist
in a face-to-face parallel stacking orientation (Fig. 5.2). The first peak heights follow the rank ordering of
the strength of the dimerization free energy. Possessing the smallest polyaromatic core and a dimerization
free energy of ∆Fdimer = (-9.5 ± 0.5) kJ/mol, A0 has a peak height of ∼10. With 50% larger cores and
dimerization free energies of ∆Fdimer = (-13.5 ± 0.5) kJ/mol and (-13.0 ± 0.5) kJ/mol, respectively, A1 and
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Figure 5.10: Center of mass radial distribution functions for asphaltene architectures A0, A1 and A2 in
n-heptane at 20% mass fraction and T = 300 K and 400 K.
A2 have approximately equal first peak heights of ∼25. The higher order peaks in g(r) correspond to the
location of additional asphaltene molecules within the rod-like nanoaggregates. These higher order peaks are
least pronounced and decay most rapidly for A0, which possesses the shortest rods, and most pronounced
and persistent for A1, which possesses the longest rods. The peak heights are substantially attenuated at 400
K relative to 300 K, indicating weaker structural ordering but not a qualitative change in the morphological
structure of the nanoaggregates.
5.3.5 Fractal dimension
We present in Fig. 5.11a-c log-log plots of the correlation sum C() computed over the equilibrium morphol-
ogy of asphaltene architectures A0, A1 and A2 in n-heptane at 20% mass fraction and 300 K. We identify
within the plot two linear regions where the scaling relation C() ∼ D approximately holds: Region 1 for
 = 1.0-1.6 nm, and Region 2 for  = 3.3-7.3 nm. As a measure of the fraction of pairs of asphaltenes that
exist within a center-of-mass distance , these two linear regimes indicate two length scales at which the
fractal dimension of the system is approximately constant. We report in Fig. 5.11d the fractal dimension D
within these two regions.
Within Region 1, asphaltene A0 possesses the largest fractal dimension at D = (2.2 ± 0.1), reflecting
the existence of short 1D rod-like nanoaggregates comprising ∼4 molecules associated by offset, T-shaped,
and edge-edge stacking into loose clusters of ∼10 nanoaggregates. The lower fractal dimension of D = (1.8
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Figure 5.11: Fractal dimension of asphaltene aggregates. Correlation sums C() (Eqn. 7.3) computed in n-
heptane at 20% mass fraction and 300 K for asphaltenes (a) A0, (b) A1, and (c) A2. In each case correlation
sums were computed over ten frames extracted from the equilibrated portion of the simulation trajectories
and the results superposed. Prior to taking the logarithm of the correlation sphere diameter , we render it
dimensionless by scaling it by an arbitrary factor 0 = 1 nm. At small values of log(/0) < -0.5 ( < 0.6 nm),
the distance cutoff is too small to contain more than a few pairs of molecules and C() contains substantial
noise. At log(/0) > 2.5 ( > 12 nm), the cutoff is so large to contain all pairs of particles in the box and
C() saturates. Region 1 ( = 1.0-1.6 nm) as a measure of the fractal dimension of the short-ranged stacking
of the polyaromatic cores, and Region 2 ( = 3.3-7.3 nm) as a measure of the fractal dimension of the porous
network. (d) Correlation dimension of Region 1 and Region 2 for each of the asphaltene architectures as
a measure of the fractal dimension of the self-assembled morphology as a function of length scale. The
correlation dimension is reported as the mean slope of the 10 correlation sums. Error bars correspond to
estimated standard errors by taking the standard deviation over these 10 values.
± 0.1) for architecture A1 is due to the formation of longer rods of ∼7 molecules driven by the stronger
attractions between the larger polyaromatic cores. Finally, the fractal dimension of D = (1.0 ± 0.1) for A2
is due to the existence of these nanoaggregates as linear rods that do not come into close proximity with
one another due to the absence of Stage II bonding because of steric repulsion between the aliphatic chains
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surrounding each nanoaggregate.
In Region 2, the fractal dimension for all three asphaltene architectures falls in the range 1.7-2.3, indicat-
ing that the porous network formed at long length scales by the interpenetration of aliphatic side chains is a
fractal object with dimensionality of ∼2 that is relatively robust to the specifics of asphaltene architecture.
This finding is in agreement with a number of experimental studies employing SAXS [266], SANS [274], light
scattering [269], settling velocity measurements [271, 272], particle size analysis [273], and turbidity assays
[275], which have placed the dimensionality of the porous fractal network in the range 1.3-2.0.
5.3.6 Nanoaggregate lifetime
To quantify the longevity of the rod-like nanoaggregates formed at equilibrium, we present in Fig. 5.12
the mean nanoaggregate lifetime τN as a function of aggregation number for each asphaltene architecture
A0, A1, and A2 in n-heptane at 20% mass fraction and 300 K. We define aggregates using Metric C to
characterize pi–pi parallel stacking of the polyaromatic cores, and follow the association and dissociation
of the rod-like nanoaggregates at dynamic equilibrium. We observe a monotonic decrease in lifetime with
aggregation number for all asphaltene architectures. To quantify these trends and develop understanding
of the equilibrium aggregation kinetics, we postulate that nanoaggregate death by association into a larger
aggregate or fragmentation into a smaller proceeds at an aggregation number-dependent rate. This allows
us to treat nanoaggregate death as a Poisson process [329, 330, 331] and model nanoaggregate lifetime as
an exponential distribution [332],
P (τN ;λd(N)) = λd(N)e
−λd(N)τN , (5.14)
where τN is a random variable for the lifetime of an aggregate containing N molecules, λd(N) is a aggregation
number-dependent death rate, and P (τN ;λd(N)) is the probability density function of the random variable
τN . A linear rod-like nanoaggregate containing N monomers can die in one of two ways: association of
another nanoaggregate to one of its two ends, or breaking any of its (N−1) intramolecular bonds. Assuming
these processes to be constant, independent, independent of aggregation number, and association to follow
mass action kinetics, we can express the death rate as,
λd(N) = 2λbCrods + (N − 1)λf , (5.15)
where λb is the rate constant for binding of one nanoaggregate to another by parallel stacking at either of
its two terminal faces, Crods is number concentration of rod-like nanoaggregates in the system measured at
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Figure 5.12: Mean nanoaggregate lifetime τN as a function of aggregation number for each asphaltene
architecture in n-heptane at 20% mass fraction and 300 K. Mean lifetime for asphaltene architecture (a) A0,
(b) A1, and (c) A2. Data points represent measured lifetimes computed from our simulation trajectories.
Error bars represent the standard error in the mean. Uncertainties are deemed unreliable and not reported
in cases where fewer than five nanoaggregates of that aggregation number were observed. Curves are best
fits of the mean lifetime data using Eqn. 5.17. The best fit parameters – rate constants for association and
fragmentation – are reported in Fig. 5.13.
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Figure 5.13: Fitted rate constants for rod-like nanoaggregate death by association or fragmentation extracted
by linear regression of the observed mean lifetime data for asphaltenes in n-heptane at 20% mass fraction
and 300 K. (a) Rate constant for binding of a nanoaggregate to another rod-like nanoaggregate by parallel
stacking at one of its two terminal open faces. (b) Rate constant for fragmentation of a rod-like nanoaggregate
by breaking any one of its (N − 1) internal parallel stacking interactions. Reported values are computed
from a linear least squares fit to the mean lifetime data, and uncertainties are the 95% confidence intervals
in the linear regression parameters.
equilibrium, and λf is rate constant for nanoaggregate fragmentation by breaking any of the (N−1) parallel
stacking interactions within the rod. The mean aggregate lifetime τN is given by the expected value of τN
in the exponential distribution specified by Eqn. 5.14,
τN = E[τN ] =
1
λd(N)
=
1
2λbCrods + (N − 1)λf , (5.16)
⇒ 1
τN
= λf (N − 1) + 2λbCrods. (5.17)
Eqn. 5.17 defines the equation of a straight line, from which we estimate values for λb and λf for each
asphaltene architecture by performing a linear least squares fit to our lifetime measurements over all N .
We report the fitted values of λb and λf in Fig. 5.13. Despite the simplicity of our model, the fits of Eqn.
5.17 to the measured mean lifetimes for each asphaltene architecture are quite good good (R2 > 0.66) and
statistically significant (p 6 6 × 10−4, F-test) (Fig. 5.12). Moreover, the lifetime distribution predicted
by Eqn. 5.14 using these parameters also provides good fits to the observed distribution of lifetimes for
particular aggregation numbers for each asphaltene architecture.
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The association rate constant λb for asphaltene A1 is approximately twice that of A0, suggesting that
productive association events are favored by the elevated parallel stacking interactions of the 50% larger
polyaromatic core. The value of λb for A2 is approximately half that of A1 (approximately equal to the
value for A0), indicating that the three long aliphatic side chains significantly depress the rate of productive
association events due to steric repulsion between the chains encircling different rod-like nanoaggregates.
The fragmentation rate constants λf are equal for all asphaltene architectures within error bars, indicating
that fragmentation kinetics are not strongly affected by the molecular architecture.
5.3.6.1. Concentration and temperature effects
We plot in Fig. 5.14 the trends in the binding rate constant λb, fragmentation rate constant λf , equilibrium
rod concentration Crod, and mean lifetime of a rod-like nanoaggregate averaged over all aggregation numbers
τ = 〈τN 〉, as a function of concentration for simulations of each asphaltene architecture in n-heptane at 300
K. Although error bars in the rate constant estimates are large, particularly at the low concentrations where
we see relatively few aggregates over the course of our simulations, we observe the trends in the kinetic
parameters to be strongly dependent on asphaltene chemistry. Specifically, λb decreases moderately with
concentration for A0, more steeply for A1, and is essentially flat for A2 (Fig. 5.14a), whereas λf decreases
slightly with concentration for A0 and A2 but is largely independent of concentration for A1 (Fig. 5.14b).
The drop in λb and λf with concentration favors longer-lived nanoaggregates at higher mass fractions (cf.
Eqn. 5.16), but this effect is overwhelmed by the increased concentration of rods available for binding (Fig.
5.14c) resulting in reduced average lifetimes for all asphaltene architectures at elevated mass fractions (Fig.
5.14d).
We plot in Fig. 5.15 the trends in λb, λf , Crod, and τ as a function of temperature for simulations of
each asphaltene architecture in n-heptane at 20% mass fraction and 300 K. Again we observe the precise
values of λb and λf to depend on the details of asphaltene chemistry, but, in general, λb increases with
temperature whereas λf is approximately flat (Fig. 5.15a,b). Elevated temperatures shift the aggregation
number distribution towards smaller aggregates (cf. Section 5.3.4) increasing the number concentration of
rod-like nanoaggregates available for binding (Fig. 5.15c). The increase in both the rate constants and the
rod concentration with temperature both serve to diminish the mean aggregate lifetime for all asphaltene
architectures (Fig. 5.15d).
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Figure 5.14: Kinetics of rod-like nanoaggregate association and dissociation for each asphaltene architecture
in n-heptane at 300 K as a function of concentration. (a) Binding rate constant λb and (b) fragmentation
rate constant λf computed by least squares linear regression of the exponential kinetic model over the
nanoaggregate lifetime data extracted from our simulation trajectories. Error bars correspond to 95% confi-
dence intervals in the linear regression fits. (c) Concentration of rod-like nanoaggregates at equilibrium Crod.
Error bars correspond to the standard deviation computed over the equilibrated portion of the simulation
trajectory. (d) Mean nanoaggregate lifetime averaged over all aggregation numbers τ . Error bars correspond
to the standard error in the mean.
5.4 Conclusion
We have constructed bottom-up coarse-grained molecular models for three prototypical continental asphal-
tene architectures based on the Martini force field [30] that we explicitly reparameterized against all-atom
calculations using PMF matching to reproduce the intra and intermolecular bonded and non-bonded distri-
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Figure 5.15: Kinetics of nanoaggregate association and dissociation for each asphaltene architecture in
n-heptane at 20% mass fraction as a function of temperature. (a) Binding rate constant λb and (b) fragmen-
tation rate constant λf computed by least squares linear regression of the exponential kinetic model over
the nanoaggregate lifetime data extracted from our simulation trajectories. Error bars correspond to 95%
confidence intervals in the linear regression fits. Only monomers and dimers were observed for A0 at 400 K
providing too few points to estimate uncertainties in the linear fit. (c) Concentration of rod-like nanoaggre-
gates at equilibrium Crod. Error bars correspond to the standard deviation computed over the equilibrated
portion of the simulation trajectory. (d) Mean nanoaggregate lifetime averaged over all aggregation numbers
τ . Error bars correspond to the standard error in the mean.
butions. Of particular note, we found explicit treatment of the radial dipole moment of the polyaromatic
core in the coarse-grained model to be critical in reproducing the offset and T-shaped stacking configu-
rations observed in all-atom calculations. Using high-performance GPU hardware we have conducted 0.5
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µs simulations of the aggregation of hundreds of asphaltenes in explicit n-heptane solvent over a range of
mass fractions. These calculations attained the time and length scales necessary to observe the complete
Yen-Mullins aggregation hierarchy [252, 251] allowing us to observe and examine the microscopic details of
asphaltene self-assembly using a chemically accurate molecular force field.
Our characterization of the thermodynamics and morphology of assembly is consistent with the three
stage Yen-Mullins assembly hierarchy as a function of concentration: the assembly of 1D rod-like aggregates
of ∼10 molecules driven by parallel stacking of the polyaromatic cores (Stage I), the formation of clusters
of ∼6 nanoaggregates assembled by offset, T-shaped, and edge-edge stacking of the 1D rods (Stage II),
and the formation of a porous spanning network assembled by weak associations of aliphatic side chains
with a fractal dimension of ∼2 (Stage III). The details of the assembly hierarchy are strongly dependent on
asphaltene chemistry, with larger polyaromatic cores favoring longer 1D rods, and long aliphatic side chains
suppressing Stage II of the assembly hierarchy due to steric repulsions between the coronae of aliphatic
side chains surrounding the rods. Stages I and II of the aggregation hierarchy are suppressed in toluene
solvent relative to n-heptane due to favorable aromatic interactions between the solvent and polyaromatic
rings, but interestingly the molecules can still form relatively large clusters through weak associations of the
aliphatic side chains. All stages of the aggregation hierarchy are suppressed at elevated temperature due
an unfavorable entropy of aggregation, and we have quantified this effect by conducting calculations over a
range of temperatures.
The kinetics of association and dissociation of the 1D rod-like nanoaggregates at dynamic equilibrium
are well modeled by an exponential distribution reflecting a balance between coagulation and fragmentation.
We have extracted rate constants for these processes from the distribution of aggregate lifetimes observed in
our simulations and determined how these parameters vary as a function of concentration and temperature.
The lifetime of the 1D rods decreases with aggregation number since the fragmentation rate scales with the
number of molecules in the rod since there are more places where it can break, whereas the coagulation
rate is effectively constant since the rod can only grow by binding monomers at one of its two ends. The
mean nanoaggregate lifetime is governed by the interplay of the rate constants and nanoaggregate number
concentration, the net result of which is a reduced lifetime with both increasing mass fraction and increasing
temperature.
This work has provided a detailed characterization of the microscopic morphology, thermodynamics, and
kinetics of the complete Yen-Mullins hierarchy using a molecularly-detailed and chemically accurate force
field parameterized against all-atom simulation data. It is anticipated that the findings reported here will be
of use in improving understanding and control of asphaltene aggregation as both a fundamentally interesting
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self-assembling system, and an important industrial problem for the petroleum sector. In future work, it
would be of interest to extend our approach to explore the impact upon aggregation of heteroatoms within
the polyaromatic cores, archipelago architectures containing multiple polyaromatic cores joined by aliphatic
linkers, mixed solvent environments comprising n-heptane / toluene blends, and multi-component systems
containing a diversity of asphaltene architectures.
107
Chapter 6
Phase behavior and assembly
landscape of continental asphaltene
6.1 Background
We have previously developed bottom-up coarse-grained models of prototypical continental asphaltene
molecules by reparameterizing the Martini potential against all-atom simulation data [28, 29, 30, 77]. This
coarse-grained model enabled the simulation of the assembly of hundreds of asphaltene molecules over 0.5 µs,
permitting us to study of the complete Yen-Mullins aggregation hierarchy using a molecularly-detailed model
parameterized against all-atom data [77]. Our results supported the Yen-Mullins aggregation hierarchy – dis-
persed oligomers, nanoaggregates, nanoaggregate clusters, fractal network – but revealed the precise details
of the aggregation pathways and morphologies to be sensitive to the asphaltene architecture and prevailing
conditions. In brief, continental asphaltenes possessing larger polyaromatic cores form longer nanoaggregates
due to stronger pi-pi stacking interactions, whereas longer aliphatic side chains suppress nanoaggregate clus-
tering by disrupting offset and T-shaped stacking. Elevated temperature suppresses aggregation due to an
unfavorable entropy of aggregation, and also reduces the nanoaggregate lifetime. Consistent with previous
experimental [273, 325, 326] and computational [61, 74] work, we found the formation of nanoaggregates and
nanoaggregate clusters to be suppressed in toluene relative to n-heptane due to intercalation and aromatic
stacking of the toluene with the polyaromatic cores, but this did not prevent the asphaltenes from assembling
into a weakly associated network mediated through interactions between aliphatic side chains.
The sensitive dependence of the aggregate morphology to the prevailing conditions and the microscopic
complexity of the hierarchical self-assembly mechanisms underpinning these emergent morphologies motivate
the dual goals of the present work. First, we perform coarse-grained molecular dynamics simulations of a
prototypical continental asphaltene as a function of temperature, pressure, and n-heptane:toluene solvent
This chapter is adapted from the publication: Jiang Wang, Mohit A. Gayatri, and Andrew L. Ferguson “Mesoscale Simula-
tion and Machine Learning of Asphaltene Aggregation Phase Behavior and Molecular Assembly Landscapes” J. Phys. Chem.
B, 2017, 121 (18), pp 49234944 DOI:10.1021/acs.jpcb.7b02574 [78]
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ratio to map out the self-assembly phase diagram and inform how to control phase behavior by manipulating
the processing conditions in this three-dimensional parameter space. Second, we analyze our coarse-grained
molecular simulation trajectories using nonlinear manifold learning to extract a low-dimensional free energy
surface (FES) cataloging and specifying the relative stability of the microscopic self-assembling aggregates.
For a system comprising N coarse-grained beads, the simulation trajectory describes the dynamical evolution
of the system in the 3N -dimensional coordinate space. This high-dimensionality and intrinsically many-body
nature of self-assembly makes it exceedingly difficult to identify and extract self-assembly pathways by direct
visualization of the simulation data, and heuristic approaches to reduce the dimensionality by projecting
onto proxy descriptors such as the cluster size or radius of gyration can artificially lump kinetically distinct
morphologies and fail to resolve the true mechanistic pathways. To confront this challenge we employ an
unsupervised machine learning approach that integrates graph matching and diffusion maps to systematically
identify and extract the important collective modes governing the long-time dynamics of the self-assembly
process [142, 98, 99, 126, 84, 38, 39, 141]. We have previously used this approach to infer low-dimensional
free energy landscapes governing the self-assembly of patchy colloids by analyzing molecular simulation
trajectories [142, 99] and experimental particle tracking data [98]. In this work, we realize the first application
of this approach to a molecular system to infer pseudo-one-dimensional free energy surfaces for asphaltene
self-assembly, and quantify how these landscapes can be sculpted by controlling temperature, pressure,
and solvent chemistry. We also detail a new density-adaptive variant of the approach to handle systems
containing large variances in the density of data over the configurational phase space. This analysis provides
a quantitative bridge between external conditions and emergent molecular self-assembly behavior, offering
fundamental understanding of the underlying molecular mechanisms and guiding control of the emergent
aggregate morphologies [142, 98, 99, 97].
The structure of this chapter is as follows. In Section 6.2, we describe our simulation details, metrics
for characterizing monomer interactions and aggregation, and our nonlinear machine learning technique to
extract low-dimensional free energy surfaces. In Section 6.3, we report the self-assembly phase behavior
of the prototypical continental asphaltene, the low-dimensional free energy landscapes as a function of
temperature, pressure, and solvent chemistry, and structural analyses to understand the thermodynamic
bases for the response of the landscapes to these variables. Finally, we present in Section 6.4 the conclusions
of this study and potential directions for future work.
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6.2 Simulation setups
6.2.1 Coarse-grained molecular models
The diversity of asphaltene chemistries falling within the definition of the solubility class means that sim-
ulation work must select prototypical asphaltene molecules for study that are consistent with the known
structural properties and characteristics [61, 74, 278, 290, 77]. In our previous work [77], we constructed
all-atom molecular structures of three prototypical continental asphaltene architectures based on those gen-
erated by the quantitative molecular representations (QMR) algorithm developed by Boek et al. [74]. We
then developed tailored coarse-grained molecular models by retuning the bonded and non-bonded inter-
actions of the Martini potential to match all-atom simulation data using a form of Boltzmann inversion
[28, 29, 30, 24, 313, 77]. The resultant coarse-grained models showed excellent agreement with the all-
atom intramolecular bond, angle, and dihedral distribution functions and dimerization potentials of mean
force (PMF), and in self-assembly simulations over time scales of microseconds and length scales of tens of
nanometers showed consistency with the predictions of the Yen-Mullins aggregation hierarchy [77]. In this
work, we study the self-assembly phase behavior and perform nonlinear machine learning of the microscopic
self-assembly pathways in n-heptane / toluene mixed solvents of the prototypical asphaltene molecule we pre-
viously termed A0 [77]. We briefly describe the molecular models below. Full details of model construction
and parameterization are presented in Ref. [[77]].
6.2.2 Coarse-grained molecular dynamics simulations of asphaltene
self-assembly
To probe the self-assembly phase behavior of asphaltene A0 as a function of temperature, pressure, and
solvent chemistry we conducted a suite of molecular dynamics simulations at all 60 combinations of four
temperatures T = {250 K, 300 K, 350 K, 400 K}, three pressures P = {1 bar, 500 bar, 1000 bar}, and five
toluene solvent mass fractions ftol = {0%, 25%, 50%, 75%, 100%} with the balance made up by n-heptane.
The temperature and pressure range was designed to span conditions ranging from ambient, to the the
high pressure conditions of deep sea oil fields, to the boiling point of the solvent [63, 273, 325, 326]. The
different solvent mixtures correspond to an interpolation from pure n-heptane – a poor asphaltene solvent
and archetypal precipitant – to pure toluene – a good solvent and archetypal dispersant [63, 61]. Each
simulation was performed with 210 asphaltene molecules at a 20 mass%, conducted at a concentration well
above the critical nanoaggregate concentration (CNAC) of ∼0.01 mass% and critical cluster concentration
(CCC) of ∼1 mass% [63, 251, 252] and containing sufficiently many asphaltenes to observe the formation of
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Figure 6.1: All-atom molecular structures and coarse-grained molecular models for the asphaltene and
organic solvents considered in this work. (a) The molecular structure and (b) coarse-grained model of the
prototypical continental asphaltene A0. Each coarse-grained C1 bead (green) corresponds to 3-4 aliphatic
carbons, and each M bead (red, blue) to a fused aromatic ring within the polyaromatic core. The radial
dipole moment of the polyaromatic core is modeled by depositing a small positive charge +q = 0.38e on each
of the four peripheral M beads (red) and a neutralizing negative charge −q = -0.38e on each of the central
M beads (blue). (c) Molecular structure of n-heptane and (d) its coarse-grained representation as a pair of
uncharged C1 beads. (e) Molecular structure of toluene and (f) its coarse-grained representation as a rigid
triplet of uncharged SC4 beads.
Yen-Mullins nanoaggregate clusters and percolating fractal network on computationally accessible time and
length scales [77]. Each system was prepared by depositing the 210 asphaltene molecules over a cubic grid
in a 11×11×11 nm3 box that was then populated with solvent molecules to achieve the desired asphaltene
concentration of 20 mass%. The number of solvent molecules varied between 4554 in pure n-heptane to 4930
in pure toluene.
Simulations were conducted using the GROMACS 4.6 simulation suite [297, 298] and implementing the
reparameterized Martini force field described above [28, 29, 30, 77]. Lennard-Jones and Coulomb interactions
were switched smoothly to zero over the range of 0.9-1.4 nm and 0.0-1.4 nm, respectively [29, 30]. The relative
dielectric constant of both the n-heptane and toluene solvents were set to be 2.5 as representative of a low-
dielectric apolar solvent [333]. Rigid bond lengths in toluene were fixed using LINCS algorithm [195]. All
simulations were conducted in the NPT ensemble with temperature fixed using a Nose´-Hoover thermostat
[300] and pressure maintained by an isotropic Parrinello-Rahman barostat [301]. The compressibility of the
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system in pure n-heptane was specified as khep = 1.4 × 10−4 bar−1 and in pure toluene as ktol = 9.0 ×
10−5 bar−1 [302]. The compressibility of the mixed solvent system is determined by a linear interpolation
between the values for the pure systems kmix = ftolktol + (1 − ftol)khep. Simulations were conducted by
integrating Newton’s equations of motion using leap-frog algorithm [303] with time step of 20 fs. For some
combinations of high temperatures and pressures (T ≥ 300 K, P ≥ 500 bar) the system was found to be
unstable to such a large time step, and it was decreased to 5 fs in order to maintain stability. Simulations
were pre-equliibrated over the course of 1 ns by holding the asphaltene molecules frozen and allowing the
solvent to relax until the energy, temperature, and pressure had all achieved steady values. The asphlatenes
were then released and production runs of 0.5 µs performed with snapshots saved for analysis every 20 ps.
Trajectories were rendered for visualization using VMD [199].
Simulations were performed on 4 × 4.2 GHz Intel i7-4820K CPU cores and 1 × NVIDIA GeForce GTX
770M GPU card to achieve execution speeds of ∼0.25 µs per day. By calculating and comparing center-
of-mass self-diffusion constants for the all-atom and coarse-grained asphaltene models, we have previously
shown the scaling factor for the coarse-grained simulation dynamics to be (0.59 ± 0.16) in toluene and
(1.21 ± 0.33) in n-heptane [77]. Since the coarse-grained time scales differ from the all-atom by less than a
factor of 1.7, we treat the time scales as roughly equivalent and elect not to rescale the dynamical quantities
computed from the coarse-grained simulations.
6.3 Simulation results
6.3.1 Self-assembly phase behavior
We performed coarse-grained molecular dynamics simulations of the self-assembly of 210 A0 asphaltene
molecules (Fig. 6.1) at a concentration of 20 mass% at all combinations of four temperatures T = {250
K, 300 K, 350 K, 400 K}, three pressures P = {1 bar, 500 bar, 1000 bar}, and five solvent compositions
with toluene mass fractions ftol = {0%, 25%, 50%, 75%, 100%} and the balance made up by n-heptane.
Simulations were conducted for 0.5 µs at each of the 60 state points, and we characterized the phase behavior
by tracking the mass averaged cluster size over the course of the run [61, 77],
g2(t) =
∑
i
ni(t)g
2
i∑
i
ni(t)gi
(6.1)
where ni(t) is the number of clusters with size i in the box at time t, and gi = i is the number of molecules
in the cluster size. Clusters are defined under Metric B (see Section 5.2.5) to characterize the formation
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of nanoaggregates and nanoaggregate clusters arising from parallel, offset, T-shaped, or edge stacking of
the polyaromatic cores. As shown in our previous work, Metric C tracks only the formation of rod-like
nanoaggregates, and Metric A the weak association of nanoaggregates and nanoaggregate clusters into a
diffuse fractal network via interactions between their aliphatic side chains. Accordingly, Metric B provides
a metric with which to probe aggregation driven by association of the polyaromatic cores. The initial state
of the system was generated by placing unassociated monomers uniformly over a grid so g2(t = 0) = 1, then
g2(t > 0) increases to fluctuate around a steady value after ∼200 ns, reflecting a dynamic equilibrium between
cluster association and disassociation. We compute g¯2 as the time average of g2(t) over the equilibrated
portion of the simulation.
We present in Fig. 6.2 the phase diagram of g¯2(P, T, ftol) as a function of pressure, temperature and
solvent n-heptane:toluene composition. Figs. 6.2a-e present slices in T -P projections taken at each solvent
composition, and Fig. 6.2f presents the 3D phase map in T -P -ftol. In pure n-heptane (Fig. 6.2a) – the
canonical asphaltene precipitant [63, 61] – we observe the formation of large clusters with g¯2 ≈ 100 at
low pressure (1 bar) and temperature (250 K), corresponding to the formation of a large fractal network
comprising over 60% of the 210 asphaltene molecules in the simulation. Moderate increases in temperature
substantially suppress aggregation, disrupting contacts between the aromatic cores and depressing g¯2 ≈ 5
at T = 400 K for all pressures studied. (The boiling points of n-heptane and toluene at the lowest pressure
studied, P = 1 bar, are 372 K and 384 K, respectively [201]. The solvent did not vaporize on the time
scale of the simulations and the T = 400 K data should be considered to represent metastable superheated
solvent.) The suppression of aggregation at elevated temperature is consistent with our prior studies at
P = 1 bar [77] and previous experimental work [255, 266, 270], and is a consequence of a net unfavorable
entropy of aggregation (∂∆G/∂T )P = −∆S, where ∆G and ∆S are the changes in Gibbs free energy and
entropy for assembly [77]. The effect of pressure upon aggregation is milder than that of temperature, even
at the extreme of P = 1000 bar. Elevating the pressure to this level suppresses aggregation to g¯2 ≈ 70 at
T = 250 K and g¯2 ≈ 30 at T = 300 K, but has little effect at the higher temperatures studied. Our results
are consistent with experimental observations of the suppression of aggregation with increasing pressure
[334, 335, 336, 337] and with a positive volume change of aggregation (∂∆G/∂P )T = ∆V , where ∆V is the
change in volume for assembly.
Toluene is the archetypal asphaltene dispersant [63, 61] and elevating the toluene fraction of the solvent
markedly suppresses aggregation. At ftol = 25% (Fig. 6.2b) and ftol = 50% (Fig. 6.2c), we see similar
trends in T and P , but the absolute values of g¯2 are substantially smaller. Attaining maximum values at
T = 250 K and P = 1 bar of only g¯2 ≈ 20 and g¯2 ≈ 9, respectively, the toluene addition disrupts the
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Figure 6.2: Self-assembly phase diagram for asphaltene aggregation as a function of temperature T , pressure
P , and n-heptane:toluene solvent ratio ftol. (a-e) T -P projections of the mass averaged cluster size g2 at
toluene solvent fractions of (a) 0%, (b) 25%, (c) 50%, (d) 75%, and (e) 100%. We observe the inversion in
thefigu low-temperature pressure dependence of aggregation as a function of toluene concentration, which is
indicative of a flip in the sign of the volume change of association ∆V from positive to negative. (f) Phase
map in T -P -ftol. The aggregation state of the system in each region of the diagram is classified under the
Yen-Mullins taxonomy as dispersed oligomers g¯2 ∈ [0, 8), nanoaggregates g¯2 ∈ [8, 30), nanoaggregate clusters
g¯2 ∈ [30, 80), or a fractal network g¯2 ∈ [80,∞). The four morphologies are represented by a different marker,
and marker size is proportional to g2. Representative system configurations are presented to illustrate
the four morphologies and isosurfaces at g¯2 = 8, 30, and 80 are provided to help visualize the boundaries
between aggregation states. The phase map informs how to control aggregation behavior by simultaneous
manipulation of the prevailing conditions and solvent chemistry.
connected fractal network to solubilize and disperse its constituent nanoaggregates. This is a well-known
effect supported by numerous experimental [273, 325, 326] and computational [61, 77, 74] reports, the basis
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of which is the aromatic nature of toluene that enables it to intercalate and stack between the asphaltene
molecules to disrupt interactions between the polyaromatic cores.
Moving to majority toluene solvents with ftol = 75% (Fig. 6.2d) and ftol = 100% (Fig. 6.2e), the mass
averaged cluster size is limited to g¯2 = 2-8 over the entire T -P range. Under these solvent conditions a large
proportion of the asphaltenes exist as dispersed monomers with aggregation is limited to the formation of
short rod-like nanoaggregates comprising at most ∼10 molecules. Interestingly, at ftol = 75% the isotherms
become essentially flat with respect to pressure at all temperatures, indicating that the aggregation behavior
is insensitive to pressure under these conditions. At ftol = 100% this trend is maintained at the higher
temperatures studied, but for T < 300 K we observe an inversion in the pressure dependence of g¯2 relative
to the mixed solvents such that elevating pressure favors aggregation. Although the effect is mild – g¯2
increases from 5.5 to 7.0 upon increasing the pressure from 1 bar to 1000 bar at 250 K – it implies a change
in sign of the volume change for assembly from positive to negative with increasingly toluene rich solvent.
To our knowledge, this interesting inversion in the pressure dependence of asphaltene assembly propensity
as a function of solvent chemistry has not been previously reported.
The self-assembly phase diagram in Fig. 6.2f portrays the aggregation behavior as a function of T , P ,
and ftol. The aggregates observed in each region of the phase map correspond to morphologies of the Yen-
Mullins assembly hierarchy [61, 63, 252, 251, 262, 263, 75, 264, 265] – dispersed oligomers, nanoaggregates,
nanoaggregate clusters, fractal network – which may be delimited on the basis of g¯2 [77]. We have annotated
our phase diagram by partitioning the four morphologies according to whether the system contains dispersed
oligomers g¯2 ∈ [0, 8), nanoaggregates g¯2 ∈ [8, 30), nanoaggregate clusters g¯2 ∈ [30, 80), or a fractal network
g¯2 ∈ [80,∞). Each morphology is represented by a different marker shape, and marker size is proportional
to g¯2. The diagram reveals the interplay of T , P , and ftol in controlling aggregation behavior. The pressure
dependence is very weak, but temperature and toluene addition may be traded-off to disperse large aggregates
and protect against asphaltene deposition and precipitation.
6.3.2 Composite density-adapted diffusion maps
We harvested from the 10 × 0.5 µs simulations conducted over the T -P -ftol state space a total of 100,000 self-
assembled asphaltene clusters identified according to Metric B (see Section 5.2.5). Following the procedures
detailed in Chapter 2, we subsampled these data down to 30,000 clusters to enable application of density-
adapted diffusion maps to identify a low-dimensional intrinsic manifold containing the cluster self-assembly
dynamics, then projected the remaining 70,000 clusters onto this manifold using the Nystro¨m extension. We
specified the bandwidth of the diffusion map kernel to be  =
√
30 ≈ 5.48 using the approach in Ref. [[1]].
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As we discuss below, the intrinsic manifold is pseudo-1D. Adopting D = 1 as our measure of its effective
dimensionality and choosing a number of nearest neighbors κ = 100, we use Eqn. 2.11 to estimate the ratio
of local densities using unscaled pairwise distances (Eqn. 2.14, α = 1) to be maxi(ρ(i))/mini(ρ(i)) ≈ 1020
producing almost uninterpretable diffusion map embeddings due to the vastly discrepant densities over the
manifold. Setting maxi(ρ(i))/mini(ρ(i)) ≈ 102 by tuning the scaling parameter to α = 0.2 provides greatly
improved results by smoothing out the density variations over the manifold.
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Figure 6.3: Composite diffusion map analysis of the 30,000 clusters harvested from the 10 self-assembly
molecular dynamics simulations conducted over the T -P -ftol state space. (a) The diffusion map eigenvalue
spectrum exhibits a spectral gap after the first non-trivial eigenvalue λ2 (red line). Analysis of the next
collective mode associated with λ3 (red arrow) reveals it to contain far less information, but is nonetheless
useful to retain in understanding the morphological distribution of clusters over the intrinsic manifold. (b)
Diffusion map embedding into the intrinsic manifold defined by (Ψ2,Ψ3). For representational simplicity
we artificially straighten the pseudo-1D manifold by fitting a 7th order polynomial and making a locally
orthogonal projection of each point onto the curve to define its arclength along the best fit curve Γ and
signed distance from the curve ∆, thereby making a nonlinear change of basis (Ψ2,Ψ3) 7→ (Γ,∆).
We present the diffusion map eigenvalue spectrum in Fig. 6.3a. A gap in the spectrum after the first
non-trivial eigenvalue λ2 suggests that the intrinsic manifold is effectively one-dimensional, and that embed-
dings should be constructed by projecting into the leading non-trivial eigenvector Ψ2. Analysis of the next
eigenvector Ψ3 shows that although this collective mode contains far less variance than Ψ2, it does aid in
interpreting the distribution of cluster morphologies over the manifold. This is demonstrated in the (Ψ2,
Ψ3) embedding in Fig. 6.3b, where the intrinsic manifold defines a pseudo-1D manifold parameterized by
Ψ2, but which does possess some thickness in Ψ3. Accordingly, we elect to generate 2D embeddings for the
purposes of interrogating the morphological distribution over the manifold, but appreciate that relatively
little variance is contained in the collective mode defined by the second dimension and that we may revert
to a 1D description without significant loss of information.
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Figure 6.4: Composite diffusion map embedding of the 30,000 clusters harvested from all 10 molecular
dynamics simulations into (Γ,∆). The leading collective variable Γ tracks globally with the number of
molecules in a cluster (cluster size) and locally with the compactness of the cluster measured by the average
bond length b¯. The second collective variable ∆ characterizes the average bonding degree d¯ of a molecule
within a cluster, with linear low-degree clusters residing at low values and globular high-degree clusters at
high. Points in the central pane are colored by the cluster size, and those in the insets zooming in on regions
of the manifold corresponding clusters of size N=2-7 by the average bond length between molecules in the
cluster. Schematic representations of selected clusters have been projected over the manifold. The manifold
provides an atlas for the diversity and structural relationship of self-assembling clusters as they assemble via
the Yen-Mullins assembly hierarchy into nanoaggregates, nanoaggregate clusters, and ultimately a fractal
network.
To simplify representation of the manifold in Fig. 6.3b, we artificially straighten the pseudo-1D embedding
it by fitting a 7th order polynomial and developing a locally orthogonal coordinate set at each point along
the curve defined by the tangent vector and its perpendicular [84]. Specifically, we define the mapping
(Ψ2(i),Ψ3(i)) 7→ (Γ(i),∆(i)) for each cluster i, where Γ(i) is the arclength along the polynomial defined by
the locally orthogonal projection of point i onto the curve, and ∆(i) is the signed distance of point i from
the curve along this perpendicular vector. ∆ is defined to be positive if the points lie above the curve, and
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negative if they lie below. The central panel of Fig. 6.4 shows the projection of the clusters into (Γ, ∆),
and constitutes the intrinsic manifold containing the self-assembled asphaltene clusters observed under all
T -P -ftol conditions studied.
Coloring the points by the number of monomers in a cluster (i.e., cluster size) shows that Γ corresponds
well to cluster size, and is indeed essentially monotonically related (ρSpearman = 0.99 (p < 10
−10, two-tailed
t-test)). The leftmost point in the manifold at (Γ,∆) = (0,0) corresponds to unassociated monomers, and
– since clusters composed of a single monomer contain no internal structure – is defined by a single point
on the manifold. Moving towards larger values of Γ we encounter discrete patches separated by increasingly
smaller gaps. Each patch contains all clusters of a particular size, and jumping between patches corresponds
to monomeric addition. The separation between the patches is initially large, since the addition of a new
monomer to a small cluster constitutes a substantial relative perturbation of the graph of its internal bonding
arrangement that is used to define cluster-cluster distances, whereas monomeric addition to a large cluster is
a relatively smaller perturbation that becomes commensurate in magnitude with the perturbations associated
with internal bonding rearrangements within a large cluster.
The insets to Fig. 6.4 present enlarged views of the patches corresponding to cluster sizes N = 2-7.
Projecting schematic representations of selected clusters onto the intrinsic manifold defining each patch makes
clear that the diffusion map has catalogued and embedded the various cluster arrangements accessible at a
particular cluster size according to the relative proximity of their internal structural arrangements. Coloring
the points by the average bond length b¯ between monomers provides further insight by distinguishing at
one extreme the compact rod-like stacks assembled by parallel stacking of the polyaromatic cores with b¯ ≈
0.5 nm, and at the other the more weakly-associated linear chains formed by edge-edge stacking with b¯ ≈
1.1 nm. Intermediate to these are aggregates containing a mixture of parallel, offset, T-shaped, and edge
stacking with 0.5 nm < b¯ < 1.1 nm. In general, tightly-associated, compact clusters are located on the left
of each patch at small Γ and weakly-associated, diffuse clusters on the right at large Γ. Coloring the points
instead by the average number of bonding partners of each molecule in the cluster (i.e., average degree) d¯
reveals this to track with ∆, with linear structures with small degree d¯ ≈ 1-2 located towards the bottom of
the patch and globular clusters with more promiscuous bonding at the top d¯ ≈ 3-4.
At cluster sizes N > 7 the patches corresponding to a particular cluster size begin to blend together
reflecting the similar magnitude of perturbations to the graph of a large cluster induced by large-scale
internal rearrangements and the gain/loss of one or more molecules. We also observe that our sampling of
the configurational space becomes relatively poorer for large clusters due to two effects. First, the number
of thermally-accessible cluster configurations increases rapidly with the number of monomers in the cluster
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due to the increased number of ways of arranging larger numbers of objects so that the configurational
state space enlarges. Secondly, our molecular simulations are conducted with a finite number of molecules,
meaning that our sampling of larger clusters is poorer for larger clusters due to finite size effects. We project
onto the central panel of Fig. 6.4 schematics of selected large clusters illustrating the transition along the
Yen-Mullins hierarchy from small discrete nanoaggregates to the assembly of nanoaggregate clusters and
finally a fractal network.
In sum, our application of diffusion maps to our coarse-grained molecular simulations identified and
extracted a pseudo-1D intrinsic manifold containing the various clusters observed during the self-assembly
process. The clusters are embedded according to the relative similitude of their interaction graphs, providing
a measure of the structural rearrangements and addition/removal of monomers required to convert one cluster
into another. The leading collective variable identified by the diffusion map Γ corresponds globally to the
number of molecules in a cluster, and locally (i.e., for a fixed cluster size) to the degree of compactness of the
cluster. The second collective variable ∆ contains far less structural variation than Γ, but characterizes the
bonding degree within the cluster to distinguish linear and globular monomer arrangements. The structure
of the manifold is consistent with the Yen-Mullins assembly hierarchy, identifying the assembly of small
rod-like nanoaggregates, nanoaggregate clusters, and a connected fractal network. We observe that this
projection provides an atlas for the aggregate structural evolution. Projecting the time evolution of a cluster
reveals how it modifies its internal bonding architecture (motions over the manifold within a patch), gains or
loses monomers (hops between neighboring patches), and large-scale cluster fragmentation or agglomeration
events (non-local jumps or “tunneling” over the manifold) [142, 98].
The embedding was constructed from the ensemble of all clusters harvested from all simulations to pro-
vide a single unified basis set with which to define the intrinsic manifold. The diffusion map collective
variables defining the manifold correspond to the emergent collective motions governing the long-time dy-
namical motions driving self-assembly, and present kinetically-meaningful variables in which to construct
the underlying FES governing self-assembly. We now proceed to compute the FES supported by the intrin-
sic manifold as a function of temperature, pressure, and solvent chemistry, and quantify how the stability
of the various aggregate morphologies populating different regions of the manifold may be controlled by
manipulating these variables.
6.3.3 Temperature effects
To determine the impact of temperature upon the relative stability of the various cluster sizes and archi-
tectures, we compute the free energy over the intrinsic manifold using the grid-free approach detailed in
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Section 2.1. Since the collective variable ∆ contains only a fraction of the variance contained in Γ, for ease
of representation we elect to compute 1D free energy landscapes in Γ alone. In doing so, we trade the loss
of resolution in distinguishing globular from linear bonding arrangements in clusters of a particular size for
simple projections of the free energy as a function of a single variable G(Γ) that make for straightforward
comparisons of the landscape topography. Importantly, we recall that the collective variable Γ discovered
by the diffusion map is monotonic with cluster size but at fixed cluster size discriminates between compact
(i.e., parallel stacked) and loose (i.e., T-shaped and edge stacked) configurations. Accordingly, landscapes
parameterized by Γ provide higher microscopic resolution of cluster architecture than one constructed in
cluster size. In calculating the 1D FES using the grid-free approach, we find σ = 2× 10−4 to provide good
results.
We analyze the effect of temperature along a linear path through the phase diagram in Fig. 6.2f by
comparing the free energy landscapes collected at P = 1 bar and ftol = 0 (i.e., pure n-heptane solvent) at
T = {250 K, 300 K, 350 K, 400 K}. We present the four FES in Fig. 6.5, where the arbitrary additive
constant to the free energy in each case has been specified by setting the free energy of the monomer to
zero. At the lowest temperature T = 250 K (Fig. 6.5a) the global free energy minimum lies at Γ = 0.064,
corresponding to a self-assembled fractal network containing N = 100 molecules and consistent with the
phase behavior identified in Fig. 6.2f by tracking g2. The fractal network network is only marginally stable
relative to the monomers and small N = 2-4 oligomers by ∆(βG) ≈ 2, and raising the temperature to T =
300 K (Fig. 6.5a) shifts the global free energy minimum from the large fractal aggregates to the monomers
(Γ = 0) and dimers (Γ = 0.007). However, the free energy landscape under these conditions is rather
flat, with all cluster sizes observed in our simulations lying within ∆(βG) . 3, such that effectively all
aggregates are thermally accessible. This is consistent with identified emergent phase behavior with g2 ≈ 50
corresponding to the presence of diverse aggregate sizes that associate into sizable nanoaggregate clusters
(Fig. 6.2f). Further elevating the temperature continues to destabilize the large aggregates and steepens
the gradient of the FES towards the monomers. At T = 350 K (Fig. 6.5c) and T = 400 K (Fig. 6.5d) the
global free energy minimum lies at the monomer (Γ = 0) with aggregates larger than N ≈ 10 disfavored by
∆(βG) & 3 and ∆(βG) & 4, respectively. At T = 400 K, no aggregates larger than N = 50 were observed
in our simulations. These trends are again consistent with the phase diagram in which high temperatures
disrupt the larger Yen-Mullins aggregates leaving only short rod-like nanorods and ultimately dispersed
oligomers [255, 270, 266, 77].
The FES also reveal an interesting trend in the internal structure of the clusters with temperature.
Considering the disconnected regions on the left hand side of the FES corresponding to oligomers of size
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Figure 6.5: Temperature dependence of the one-dimensional free energy surfaces for self-assembly simula-
tions of asphaltene aggregation at P = 1 bar and ftol = 0 at (a) T = 250 K, (b) T = 300 K, (c) T = 350 K,
and (d) T = 400 K. The Gibbs free energy surfaces G(Γ) are parameterized by the diffusion map collective
variable Γ that tracks with cluster size on large scales and compactness of the cluster on smaller scales.
β = 1/kBT is the inverse temperature, where kB is Boltzmann’s constant. The arbitrary zero of free energy
in each plot is specified by setting the free energy of the monomer to zero. As temperature increases the
global free energy minimum shifts to the left from high Γ (large clusters) to oligomers and monomers (low
Γ). For clusters of a particular size, higher temperatures stabilize aggregates containing more T-shaped and
edge stacking bonds (high Γ) relative to rod-like compact aggregates containing parallel pi-pi stacking (low
Γ). Dashed vertical red lines are provided to guide the eye in resolving this trend.
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Figure 6.6: Bimodal probability distribution of intracluster bond lengths defined according to Metric C in
clusters observed at P = 1 bar and ftol = 0 at (a) T = 250 K, (b) T = 300 K, (c) T = 350 K, and (d) T =
400 K. Probability density shifts from the sharp lower peak at ∼0.45 nm corresponding to parallel stacking
to the broad upper peak at ∼1 nm containing T-shaped and edge stacked configurations with increasing
temperature.
N = 1-5, we observe that at fixed cluster size higher temperatures stabilize high-Γ configurations on the
right relative to the low-Γ on the left. This stands in contrast to the large-scale effect of temperature on the
global landscape in which low-Γ configurations (small clusters) are stabilized relative to the high-Γ (large
clusters). We can understand this trend within the oligomers due to the interpretation of Γ on small length
scales as distinguishing tightly bound parallel stacked clusters with short bond lengths (low Γ) from more
weakly bound T-shaped and edge stacked configurations with longer bond lengths (high Γ) (cf. Fig. 6.4).
Accordingly, the effect of temperature on an oligomer is to favor the high-entropy/high-energy “looser”
cluster configurations at the expense of the low-entropy/low-energy compact pi-pi parallel stacked rods. We
quantify this behavior by computing the probability distribution for intracluster bond lengths computed
under Metric C (see Section 5.2.5) averaged over all clusters observed at a particular temperature (Fig. 6.6).
The distribution is strongly bimodal with the sharp lower peak at ∼0.45 nm corresponding to parallel pi-pi
stacking, and the broader peak at ∼1 nm to T-shaped and edge stacked configurations. As temperature
increases, probability density is shifted from the lower peak to the upper, corresponding to the introduction
of more T-shaped and edge stacked defects into the parallel stacked rods producing and elevated prevalence
of loose cluster configurations.
We also quantify the impact of temperature upon the internal molecular structure of the asphaltene
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Figure 6.7: Temperature dependence of intramolecular and intermolecular structure for asphaltene self-
assembly at P = 1 bar and ftol = 0 at T = 300 K and 400 K. (a) Changes in the intramolecular distances
listed in Table 1 upon elevating the temperature from T = 300 K to 400 K. Positive values correspond to an
increase in bond length, and negative values to a decrease. Error bars correspond to the standard error in
the change of bond length, and were computed by splitting the simulation into five equal-sized time blocks
and calculating the variance over the blocks. Radial distribution functions between (b) n-heptane C1 beads
gH−H(r), (c) asphaltene M beads constituting the polyaromatic core gM−M(r), and (d) asphlatene M beads
and n-heptane C1 beads gM−H(r). The solid curves were collected from our simulations of 210 asphaltenes
in n-heptane at 20 mass%, and the dashed curves for a single isolated asphaltene.
molecules and n-heptane solvent by studying the temperature response of intramolecular distances between
pairs of coarse-grained beads. These 24 intramolecular distances, which we colloquially refer to as “bonds”,
are listed in Table 1 and for which we measure the net change in bond length at P = 1 bar and ftol = 0
upon elevating the temperature from T = 300 K to 400 K. Positive values correspond to a net increase in
bond length with temperature, and negative values to a decrease. As illustrated in Fig. 6.7a, we find that
the relatively rigid aromatic bond lengths (bond indices 7-19) remain essentially unchanged although the
polyaromatic core experiences a reduction in its linear dimensions of 1-2 pm (1-6). This can be understood as
the elevated kinetic energy at 400 K inducing larger out-of-plane motions of the beads constituting the core
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Table 6.1: The 24 intramolecular distances (“bonds”) for which we quantified the temperature dependence
between T = 300 K and 400 K. Bonds are indexed 1-24 and the particular coarse-grained beads constituting
the bond follow the numbering scheme in Fig. 6.1. Bond indices 1-23 correspond to intramolecular distances
within the A0 asphaltene, and 24 to the heptane bond length. Bonds 1-4 correspond to the side lengths of
the polyaromatic core and 5-6 to its diagonals, 7-19 are aromatic bonds between neighboring M beads in
the polyaromatic core, and 20-23 aliphatic bonds between neighboring C1 beads in the side chains.
bond type bond index bead index
1 1,3
2 3,5
polyaromatic core 3 5,7
4 1,7
5 1,5
6 3,7
7 1,2
8 2,3
9 3,4
10 4,5
11 5,6
12 6,7
aromatic bonds 13 7,8
14 1,8
15 2,8
16 2,4
17 6,8
18 4,6
19 4,8
20 3,12
aliphatic bonds 21 5,9
22 9,10
23 10,11
heptane 24 H1,H2
causing a reduction in its in-plane size (1-6) even though the constitutive bond lengths remain approximately
fixed (7-19). These flexions disrupt pi-pi parallel stacking and contribute to the destabilization of the parallel
stacked configurations relative to the T-shaped and edge stacking interactions that do not depend on the
planarity of the core (cf. Fig. 6.6). The aliphatic side chain bonds adjacent to the core (20, 21) are relatively
unaffected by the elevated temperature, but the distal bonds (22, 23) experience a small but statistically
significant elongation of ∼1 pm. The heptane bond length (24) also experiences a increase of ∼4 pm,
corresponding to a ∼1% increase in its linear extent.
Finally, we consider the impact of temperature upon the radial distribution functions between the as-
phaltene and n-heptane solvent to probe its effect of the solute-solvent structure of the system [299]. We
present in Fig. 6.7b-d the intermolecular radial distribution functions at at P = 1 bar and ftol = 0 at
T = 300 K and 400 K for n-heptane gH−H(r) averaged over the two C1 beads in each solvent molecule,
the asphaltene polyaromatic cores gM−M(r) averaged over all M beads comprising the core, and the mixed
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asphaltene–n-heptane function gM−H(r). At elevated temperature gH−H(r) flattens out, with a slight atten-
uation of all peaks corresponding to reduced packing between solvent molecules as the asphaltenes become
better dispersed throughout the system (Fig. 6.7b). This effect is more pronounced in gM−M(r), where the
heights of the first and second peaks are halved from ∼10 to ∼5 and ∼4 to ∼2, respectively, and subsequent
peaks essentially eliminated (Fig. 6.7c). The first peak at ∼0.41 nm corresponds to M-M distances averaged
over nearest-neighbor asphaltenes in a parallel stacked configuration. The broad shoulder on the right of
this peak, and all higher order peaks, arises from the extended nature of the polyaromatic cores that contain
multiple M beads over which the radial distribution function is averaged. The second peak at ∼0.83 nm cor-
responds to both second nearest-neighbors in the rod-like aggregates and also nearest-neighbours in T-shaped
and offset stacking configurations. The third and fourth peaks at ∼1.2 nm and ∼1.6 nm correspond to the
third and fourth nearest-neighbors in rod-like aggregates. The attenuation of the peaks in this distribution
at 400 K reflects temperature-induced disruption of the rod-like nanoaggregates into oligomers dispersed
within the n-heptane solvent. In Fig. 6.7d we present two pairs of gM−H(r) curves. The solid curves were
collected in our simulations containing 210 asphaltene molecules, whereas the dashed curves correspond to
simulations of a single asphaltene molecule. (The solid lines are shifted down relative to the dashed lines
due to self-assembly of the asphaltene molecules into aggregates sequestering the polyaromatic cores from
the n-heptane solvent.) It is notable that the first peak in all three distributions – gH−H(r), gM−M(r), and
gM−H(r) – occurs between 0.4-0.5 nm, meaning that the n-heptane solvent stacks against the dispersed
asphaltenes at approximately the same linear separation as between asphaltenes in the rod-like stacks. The
attenuation in the peaks of the solid curves in going from T = 300 K to 400 K is consistent with better
dispersion and mixing between the solute and solvent. Conversely, the dashed curves lie essentially on top of
one another indicating that the stacking of n-heptane around an isolated asphaltene molecule is very weakly
temperature dependent. Accordingly, there is little to no intrinsic component to the change in gM−H(r) at
20 mass% asphlatene, but this is rather an inherently many-body effect due to the temperature-induced
disruption of the Yen-Mullins nanoaggregates.
6.3.4 Solvent effects
Asphaltenes are defined by their solubility in toluene and insolubility in n-heptane, with toluene serving
as the prototypical asphaltene dispersant [61, 63, 338, 339, 74]. There have been many computational
[61, 292, 264, 288] and experimental [270, 266, 340] studies of asphaltene assembly in these two solvents, but
mixed n-heptane/toluene solvents have not been systematically studied in theoretical investigations. In an
analogous manner to that described in Section 6.3.3 we assess the effects of solvent chemistry along a linear
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path in the phase diagram in Fig. 6.2f by computing and comparing the free energy surfaces at P = 1 bar and
T = 300 K at ftol = {0%, 25%, 50%, 75%, 100%}. We present these five FES parameterized by the diffusion
map collective variable Γ in Fig. 6.8. The FES at ftol = 0% (Fig. 6.8a) is very flat, with the monomers
(Γ = 0) and dimers (Γ = 0.007) occupying the global free energy minimum, but with all clusters observed
under these conditions – including the large fractal network of N ≈ 90 molecules at Γ = 0.06 – residing
within ∆(βG) . 3 of the global minimum. Accordingly, all of these clusters are thermally accessible,
consistent with the observed phase behavior of Yen-Mullins nanoaggregate cluster formation reported in
Fig. 6.2f. Analogous to elevating temperature, increasing the toluene solvent fraction over the range ftol =
25% - 75% (Fig. 6.8b-d) has the expected effect of destabilizing and dispersing larger aggregates, although
the molecular basis for this effect differs and is due to intercalation of toluene between the polyaromatic
asphaltene cores [273, 325, 326, 61, 77, 74]. The net result is a steepening in the incline of the FES with
respect to Γ and commensurate reduction in the fraction of large cluster sizes such that the system exists
primality as dispersed oligomers. Moving from ftol = 75% to 100% (Fig. 6.8e) has relatively little impact on
the FES, indicating that the effect of toluene addition upon the relative stabilities of the various aggregates
has saturated by ftol ≈ 75%.
For clusters of a given size, we also see a relative stabilization of the high-Γ morphologies corresponding to
the looser cluster configurations containing a higher fraction of T-shaped and edge stacking configurations
relative to the parallel stacked low-Γ nanorods. This is again similar to the the trends observed with
increasing temperature, but the intracluster bond length probability distribution shows that the shift in
probability distribution from parallel to T-shaped and edge stacked configurations at P = 1 bar and T =
300 K from ftol = 0% to 100% (Fig. 6.9) is less pronounced than that from elevating temperature at P = 1
bar and ftol = 0% from T = 250 K to 400 K (Fig. 6.6).
Comparison of the trends in the FES with increasing temperature (Fig. 6.5) and increasing toluene
fraction (Fig. 6.8) show marked similarities, with striking agreement between the landscapes at (T = 350
K, ftol = 0%, P = 1 bar) and (T = 300 K, ftol = 25%, P = 1 bar) (Figs. 6.5c and 6.8b) and (T = 400 K,
ftol = 0%, P = 1 bar) and (T = 300 K, ftol = 50%, P = 1 bar) (Figs. 6.5d and 6.8c). This correspondence
suggests that the net effect of the toluene solvent fraction is to act as an “effective temperature”. Although
the molecular mechanisms differ, both toluene addition and temperature modulate the free energy landscape
in a comparable manner by destabilizing large aggregates and favoring loose bonding arrangements. This
relationship is also borne out in the phase diagram in Fig. 6.2f, in which the phase boundaries in the T -ftol
plane define the mutual trade-off between these two variables in mediating the phase behavior. These results
are consistent with experimental work by Mansur et al., who employed photon correlation spectroscopy
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Figure 6.8: Toluene solvent fraction dependence of the one-dimensional free energy surfaces for self-assembly
simulations of asphaltene aggregation at P = 1 bar and T = 300 K at (a) ftol = 0%, (b) ftol = 25%, (c) ftol
= 50%, (d) ftol = 75%, and (e) ftol = 100%. G is the Gibbs free energy, Γ is the collective variable identified
by the density-adapted diffusion map, and β = 1/kBT is the inverse temperature. The arbitrary zero of free
energy in each plot is specified by setting the free energy of the monomer to zero. Increasing toluene solvent
fraction stabilizes small clusters relative to large, and for a fixed cluster size favors looser clusters containing
T-shaped and edge stacked configurations (high Γ) relative to rod-like aggregates containing parallel stacking
molecules (low Γ). Dashed vertical red lines are provided to guide the eye in resolving this trend. These
behaviors are analogous to the effect of increasing temperature (cf. Fig. 6.5).
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Figure 6.9: Bimodal probability distribution of intracluster bond lengths defined according to Metric C in
clusters observed at P = 1 bar and T = 300 K at (a) ftol = 0%, (b) ftol = 25%, (c) ftol = 50%, (d) ftol =
75%, and (e) ftol = 100%. Probability density shifts from the parallel stacking lower peak at ∼0.45 nm to
the T-shaped and edge stacking upper peak at ∼1 nm with increasing toluene solvent fraction. This trend
is similar, but weaker, than that observed with increasing temperature (cf. Fig. 6.6).
(PCS) to demonstrate that increasing toluene fraction and temperature both decreased average aggregate
size [341].
Quantifying the effect of toluene concentration on intramolecular structure (Fig. 6.10a), we find that
elevating ftol from 0% to 50% at P = 1 bar and T = 300 K has little impact on the asphaltene bond lengths,
with the exception of the two distal aliphatic bonds (bond indices 22, 23) which decrease in length by ∼1 pm.
Accordingly, the asphaltene structure is relatively unperturbed by the elevated toluene concentration, and
the planarity of the polyaromatic ring remains intact. This is consistent with the less significant transfer of
probability density from the parallel stacked to the T-shaped and edge stacked configurations (cf. Fig. 6.9)
as it does not compromise polyaromatic stacking either between asphaltenes or with toluene solvent. The
heptane bond length does undergo substantial shrinkage at the higher toluene fraction, shortening by ∼10
pm and corresponding to a ∼2% reduction in its linear extent.
Turning to intermolecular structure, we present in Fig. 6.10b-e intermolecular radial distribution functions
at P = 1 bar and T = 300 K and at ftol = 0% and 50%. The n-heptane distribution gH−H(r) show a slight
elevation in the packing between n-heptane solvent molecules at the higher toluene fraction, which – as we
show below – is a result of with the preferential packing of toluene around the asphaltene cores expelling
n-heptane and producing a denser n-heptane packing. The depression at elevated toluene fraction of the
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Figure 6.10: Toluene solvent fraction dependence of intramolecular and intermolecular structure for asphal-
tene self-assembly at P = 1 bar and T = 300 K at ftol = 0% and 50%. (a) Changes in the intramolecular
distances listed in Table 1 upon elevating the toluene solvent fraction from ftol = 0% to 50%. Positive
values correspond to an increase in bond length, and negative values to a decrease. Error bars correspond
to the standard error in the change of bond length, and were computed by splitting the simulation into five
equal-sized time blocks and calculating the variance over the blocks. Radial distribution functions between
(b) n-heptane C1 beads gH−H(r), (c) asphaltene M beads constituting the polyaromatic core gM−M(r), and
(d) asphaltene M beads and either n-heptane C1 beads gM−H(r) or toluene SC4 beads gM−T(r) or both
gM−(H+T)(r). (e) Analogous plot to that in panel (d), but with statistics collected for a single isolated
asphaltene in ftol = 0% and 50% solvent as opposed to 210 asphaltenes at 20 mass%.
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peaks in gM−M(r) (Fig. 6.10c) is due to toluene-induced disruption of the rod-like nanoaggregates. This
effect is analogous to the impact of increased temperature (Fig. 6.7c), but again not so pronounced. To
quantify the relative structure of the mixed solvent around the asphaltenes in mediating this response, we
computed the radial distribution functions between the asphaltene M beads and the n-heptane C1 beads
gM−H(r), toluene SC4 beads gM−T(r), or both gM−(H+T)(r) (Fig. 6.10d). At ftol = 50%, gM−H(r) (blue
curve) is dominated by gM−T(r) (red curve) at all distances, indicating an elevated preference for toluene to
be proximate to the asphaltene cores relative to n-heptane. By conservation of mass, the joint distribution
function gM−(H+T)(r) (green curve) is given by,
gM−(H+T )(r) =
ρH
(ρH + ρT )
gM−H(r) +
ρT
(ρH + ρT )
gM−T (r), (6.2)
where ρH and ρT are the bulk number densities of n-heptane and toluene, respectively. As a density-
weighted sum, gM−(H+T )(r) is constrained to lie between gM−H(r) and gM−T(r). The height of the first
peak in gM−T(r) is ∼ 1.2 > 1, indicating an enhancement in the local toluene concentration proximate to
the asphaltene polyaromatic cores relative to the bulk. Conversely, the first peak in gM−H(r) is of height
∼ 0.8 < 1 indicating a relative diminishment of the local n-heptane concentration. This underlies the
observed elevation of the first peak in gH−H(r) in Fig. 6.10b upon increasing toluene fraction from ftol = 0%
to 50% due to the preferential expulsion of n-heptane from around the asphaltenes.
In Fig. 6.10d, we also plot gM−H(r) at ftol = 0% (black curve) as a reference for this distribution at ftol
= 50% (blue curve). We observe that the latter dominates the former at all distances, indicating increased
ordering of n-heptane around the asphaltene cores at the higher toluene solvent fraction. This response is
the convolution of two effects: (i) the intrinsic competition between n-heptane and toluene to pack around an
asphaltene core, and (ii) the toluene-induced dissociation of asphaltene clusters permitting closer approach of
solvent molecules. To deconvolute these two effects, we simulated a single asphaltene molecule in solvent at P
= 1 bar and T = 300 K at ftol = 0% and 50%, and computed the radial distribution functions (Fig. 6.10e).
In this case, gM−H(r) at ftol = 50% (blue curve) lies below gM−H(r) at ftol = 0% (black curve) at all
distances, in an inversion of the ordering in Fig. 6.10d and indicative of decreased ordering of n-heptane
around the asphaltene cores at the higher toluene solvent fraction. This result is driven by the elevated
preference for toluene to pack proximate to the asphaltene cores relative to n-heptane due to favorable pi-pi
interactions between the aromatic rings. Accordingly, the elevation of the blue curve over the black curve
in Fig. 6.10d may be understood as the toluene-induced dissociation of asphaltene aggregates overwhelming
the intrinsic reduced preference for n-heptane relative to toluene to pack around the asphaltene cores.
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6.3.5 Pressure effects
Oil is exposed to high pressures far in excess of atmospheric during extraction, transportation, and processing.
To study the impact of pressure upon asphaltene aggregation, we again adopt a linear path through the
phase diagram in Fig. 6.2f by comparing the free energy surfaces at T = 300 K and ftol = 0% at P = {1
bar, 500 bar, 1000 bar}. The highest pressure studied corresponds to that 10 km underwater, which is the
depth of the deepest subsea oil fields exploited to date [63, 273, 325, 326]. We present these three FES
parameterized by the collective variable Γ discovered by the diffusion map in Fig. 6.11. The landscapes are
relatively insensitive to pressure, with the only impact of elevated pressure being the destabilization of the
largest clusters of N & 50 molecules at Γ & 0.055. This is consistent with the observed, but relatively weak,
effect of pressure upon phase behavior (cf. Fig. 6.2f), and in line with prior experimental work showing
an increase in asphaltene solubility at high pressures [334, 335, 336, 337]. Unlike temperature and toluene
solvent fraction, elevated pressures do not alter the relative stability of loose bonding arrangements containing
T-shaped and edge stacking configurations compared to compact parallel stacked clusters for aggregates of
a particular size.
The intracluster bond length probability distributions at T = 300 K and ftol = 0% in Fig. 6.12 show
parallel stacked configurations to become slightly more favorable at P = 500 bar and 1000 bar relative to
P = 1 bar. The effect is small but is consistent with a larger volume of the looser T-shaped and edge
stacked configurations relative to the tight face-to-face pi-pi stacked arrangement. In future work, it would
be interesting to conduct a detailed investigation into the volume of various aggregate morphologies as a
function of cluster size and solvent composition, and relate this to the observed inversion in the volume
change of assembly observed in going from n-heptane to toluene solvent (cf. Section 6.3.1; Fig. 6.2).
The effect of pressure on intramolecular structure is relatively mild, with elevation of P from 1 bar to
1000 bar at T = 300 K and ftol = 0% having little impact on asphaltene intramolecular bond lengths, with
the exception of the two distal aliphatic bonds (bond indices 22, 23) which shrink by ∼2 pm (Fig. 6.13a). The
heptane bond length undergoes a small deformation, shrinking by ∼10 pm corresponding to a 2% reduction
in length. This result is consistent with experimental work by Schoen et al. that employed Raman scattering
to determine a shrinking in the linear extent of short chain alkanes C7H16 to C16H34 in the liquid phase at
pressures of 1-20 kbar due to the incorporation of gauche defects into the backbone [342, 343]. Similar results
were observed in molecular dynamics simulations of liquid n-butane at pressures up to 15 kbar conducted
by Jorgensen [344].
The radial distribution functions at T = 300 K and ftol = 0% reveal the impact of pressure upon the
intermolecular structure of the system by comparing the distributions at P = 1 bar and 1000 bar (Fig. 6.13b-
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Figure 6.11: Pressure dependence of the one-dimensional free energy surfaces for self-assembly simulations
of asphaltene aggregation at T = 300 K and ftol = 0% at (a) P = 1 bar, (b) P = 500 bar, and (c) P =
1000 bar. G is the Gibbs free energy, Γ is the collective variable identified by the density-adapted diffusion
map, and β = 1/kBT is the inverse temperature. The arbitrary zero of free energy in each plot is specified
by setting the free energy of the monomer to zero. The landscapes are relatively insensitive to pressure,
with the only effect of elevated pressure being destabilization of the largest fractal networks at Γ & 0.055.
Unlike temperature and toluene solvent fraction, pressure has no effect on the relative stability of loose and
compact cluster configurations for clusters of a particular size. Dashed vertical red lines are provided to
guide the eye in resolving this trend.
d). The n-heptane distribution gH−H(r) remains largely unchanged at elevated pressure aside from a slight
leftward shift due to closer packing of the solvent molecules (Fig. 6.13b). The intermolecular distribution
between asphaltene core beads is mildly perturbed at high pressure, exhibiting a downward shift of ∼1 in
the gM−M(r) curve due to destabilization of the large fractal aggregates (Fig. 6.13c). Finally, the mixed
asphaltene-n-heptane distribution gM−H(r) shows a slight elevation of ∼0.1 upon going from P = 1 bar
to 1000 bar (Fig. 6.13d, solid lines). By performing simulations of an isolated asphaltene molecule under
analogous conditions, we observe that elevated pressure causes a small upward and leftward shift in gM−H(r)
(Fig. 6.13d, dashed lines). (Again, the solid lines are shifted down relative to the dashed lines due to self-
assembly of the asphaltene molecules into aggregates sequestering the polyaromatic cores from the n-heptane
solvent.) Accordingly, the observed shift in the solid lines for our 210 asphaltene 20 mass% system contains
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Figure 6.12: Bimodal probability distribution of intracluster bond lengths defined according to Metric C in
clusters observed at T = 300 K and ftol = 0% at (a) P = 1 bar, (b) P = 500 bar, and (c) P = 1000 bar.
Probability density shifts from the T-shaped and edge stacking peak at ∼1 nm to the parallel stacking peak
at ∼0.45 nm at elevated pressure.
both an intrinsic component and a multi body effect arising from pressure-induced destabilization of the
large fractal aggregates.
6.4 Conclusions
We conducted coarse-grained molecular dynamics simulations of the self-assembly of a prototypical asphal-
tene molecule at a concentration of 20 mass% at 60 state points over the range of pressure P = 1-1000
bar, temperature T = 250-400 K, and toluene solvent mass fraction ftol = 0-100% with the balance made
up by n-heptane. We tracked the mass averaged cluster size g¯2 to characterize the self-assembly phase
behavior and generate a self-assembly phase diagram over this state space. Assembly is most favorable in
pure n-heptane solvent at low temperatures and pressures, with the asphaltenes self-assembling into a large
fractal network. Increasing the toluene solvent ratio suppresses aggregate formation due to intercalation
of the aromatic toluene molecules between the asphaltene polyaromatic cores. Increasing temperature also
destabilizes large aggregates consistent with an unfavorable entropy of assembly. The application of pressure
in n-heptane-rich solvent suppresses assembly consistent with a positive volume change for assembly, but
this trend inverts in toluene-rich solvent where pressure favors assembly due to an apparent negative change
of volume. To our knowledge, this interesting effect has not previously been reported and its microscopic
origin remains unclear. Clearly it is governed by the differential packing efficiencies of the two solvents
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Figure 6.13: Pressure dependence of intramolecular and intermolecular structure for asphaltene self-assembly
at T = 300 K and ftol = 0% at P = 1 bar and 1 kbar. (a) Changes in the intramolecular distances
listed in Table 1 upon elevating the pressure from P = 1 bar to 1 kbar. Positive values correspond to an
increase in bond length, and negative values to a decrease. Error bars correspond to the standard error
in the change of bond length, and were computed by splitting the simulation into five equal-sized time
blocks and calculating the variance over the blocks. Radial distribution functions between (b) n-heptane C1
beads gH−H(r) including an inset which shows a zoomed in view of the first peak, (c) asphaltene M beads
constituting the polyaromatic core gM−M(r), and (d) asphaltene M beads and n-heptane C1 beads gM−H(r).
The solid curves were collected from our simulations of 210 asphaltenes in n-heptane at 20 mass%, and the
dashed curves for a single isolated asphaltene.
around asphaltene clusters, but is also a dictated by the particular distribution of self-assembled aggregates
under the different solvent conditions, wherein the aggregate sizes accessible in n-heptane are an order of
magnitude larger than those in toluene at the same temperature and pressure. We propose to follow up
on this finding with coarse-grained and all-atom simulation study to ascertain its origin by calculating the
excluded volume of various self-assembled aggregates in the pure and mixed solvents.
We employed a nonlinear manifold learning technique known as diffusion maps to extract from our
molecular simulations a pseudo-1D intrinsic manifold containing the important long-time dynamical motions
of asphaltene self-assembly. The extremely large density variations over the configurational state space
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containing the self-assembled clusters observed in our simulations motivated the development of a new
density-adaptive variant of the diffusion map to smooth out these variations and produce more stable and
compact diffusion map embeddings. The collective variable parameterizing the manifold discovered by the
diffusion map was shown to correlate with cluster size on large length scales, and discriminate between
compact (i.e., parallel stacked) and loose (i.e., T-shaped and edge stacked) cluster configurations on short
length scales. The intrinsic manifold provides a low-dimensional projection of the various self-assembled
clusters observed in our simulations embedded according to their relative structural proximity, and the free
energy surface supported by the manifold specifies their relative thermodynamic stability. The effect of
pressure on the free energy surface is rather muted, serving only to destabilize the largest fractal aggregates.
Although the underlying molecular mechanisms are different, we found temperature and toluene solvent
fraction to modulate the self-assembly free energy landscape by stabilizing small cluster sizes and loose
cluster configurations. The strikingly similar effect of these two variables on the landscape leads us to
suggest that toluene solvent fraction acts as an “effective temperature”, and that these variables may be
traded-off to control asphaltene aggregation.
This work presents a computational study of the self-assembly phase behavior of a prototypical asphal-
tene molecule as a function of temperature, pressure, and solvent conditions, and employs nonlinear learning
to link these emergent assembly behaviors to the microscopic thermodynamics of the self-assembling aggre-
gates. The phase diagram presents a roadmap to modulate the prevailing conditions to control asphaltene
aggregation behavior, and the machine learning offers molecular level understanding of these behaviors that
can prove valuable in appreciating the fundamental mechanisms and designing new dispersants and aggrega-
tion inhibitors [63, 338, 345]. This new understanding and predictive capacity is valuable to the petroleum
industry in controlling and mitigating the pervasive and pernicious problem of asphaltene deposition and
fouling. In future work, we propose to extend our approach to a broader range of asphaltene mass frac-
tions and molecular chemistries, and suggest that it would be particularly interesting to study multicore
archipelago asphaltene architectures and asphaltene mixtures [72, 73, 74, 75]. Furthermore, we suggest
that our approach may be profitably extended to the study of similar self-assembling pi-conjugated systems
including the supramolecular assembly of natural and synthetic functional dyes [346, 347], discotic liquid
crystals [348, 349, 350, 351, 352], and pi-conjugated oligopeptides [304, 353, 354, 355].
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Chapter 7
Archipelago asphaltene folding and
aggregation
7.1 Background about archipelago asphaltene
The myriad of asphaltene molecules fall largely into two classes: continental – possessing a single pol-
yaromatic core – and archipelago – possessing multiple polyaromatic cores linked by alkyl chains. A lim-
ited number of computational studies have investigated the molecular details of the assembly behavior of
archipelago asphaltenes employing all-atom molecular models [262]. Kuznicki et al. and Mikami et al. con-
ducted all-atom simulations of continental and archipelago asphaltenes at the interface of toluene/heptane
and water [356, 357]. Kuznicki et al. simulated 24 asphaltenes over 10 ns to provide largely qualitative find-
ings demonstrating the important role of polyaromatic stacking in aggregate formation for both continental
and archipelago structures, and the preferential partitioning to the oil-water interface to be largely ascrib-
able to molecular charge rather than aromaticity [357]. Mikami et al. considered up to ∼100 asphaltenes
over 4 ns time scales to demonstrate the formation of a thin film at the oil-water interface at sufficiently
high concentration, and a striking differential response of the interfacial tension as a function of molecular
architecture: accumulation of continental architectures at the interface leave the interfacial tension largely
unaffected, small resin-like architectures (akin to continental structures with few aromatic cores) cause it to
increase, and archipelago architectures induce a decrease [356]. Headen et al. conducted all-atom simulations
of 27 prototypical asphaltene molecules of various structures for 80-500 ns to show that archipelago architec-
tures tend to form prolate clusters, continental architectures favor oblate clusters, and mixed architectures
form clusters with intermediate character [358]. Interestingly, the aggregation results are not consistent
with the prevailing Yen-Mullins model, failing to identify a sharp boundary between nanoaggregates and
nanoaggregate clusters. As the authors observe, however, despite long simulation times, the consideration
This chapter is adapted from the publication: Jiang Wang, Mohit A. Gayatri, and Andrew L. Ferguson “Coarse-grained
molecular simulation and nonlinear manifold learning of archipelago asphaltene aggregation and folding” J. Phys. Chem. B
(submitted, 2018)
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of only 27 molecules means that the calculations suffer from strong finite size effects.
It is the goal of the present work to employ coarse-grained molecular dynamics simulation and nonlinear
manifold learning to probe the role of molecular architecture in archipelago asphaltenes upon aggregation
behavior and molecular folding. In particular, we are interested in resolving the influence of the number of
polyaromatic cores and their topological connectivity on the inter- and intra-molecular interactions. The all-
atom studies described above provide great insight into the underlying molecular mechanisms undergirding
archipelago asphaltene behaviors. In all cases, however, the relatively small system sizes and/or short length
scales compromise the capacity to directly simulate large scale aggregation behaviors [356, 357, 358]. Coarse-
grained molecular models lumping atoms into coarse-grained beads provide a means to reduce the number
of system degrees of freedom, enabling access to long length and time scales while preserving molecular-
level detail. We have previously developed a coarse-grained asphaltene model directly parameterized against
all-atom calculations [77, 78], and in this work we exploit this model to probe the aggregation behavior of
up to 80 prototypical archipelago asphaltenes for 500 ns as a function of molecular architecture, concen-
tration, and solvent composition. Furthermore, the relatively complex molecular structure of archipelago
asphaltenes means that they admit a rich diversity of intramolecular morphologies that are unavailable to
planar continental molecules restricted to flexions of the polyaromatic core and rearrangement of the side
chains. We apply nonlinear manifold learning techniques to identify collective variables with which to resolve
the range and stability of the intramolecular configurations of prototypical archipelago asphaltenes. We then
construct free energy surfaces in these collective variables, which – in direct analogy with protein folding
[359, 360, 361] – illuminate the metastable configurations and molecular folding pathways.
The structure of the remainder of this chapter is as follows. In Section 7.2, we provide the details of
our coarse-grained model and simulations, the structural metrics used to characterize aggregation, and a
brief description of the diffusion map nonlinear manifold learning technique. In Section 7.3, we present the
results of our simulations in resolving the influence of molecular architecture, concentration, and solvent
composition upon the aggregation and low-dimensional folding landscapes of archipelago asphaltenes. In
Section 7.4, we present our conclusions and outlook for future work.
7.2 Simulation setups
7.2.1 Coarse-grained asphaltene model
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Figure 7.1: Chemical structures and coarse-grained mappings of the three prototypical archipelago as-
phaltenes and two solvent molecules considered in this work. (a) ARa asphaltene comprising two 12-ring
fused polyaromatic cores connected in a linear topology by a C12H24 aliphatic bridge and possessing four
C12H25 aliphatic side chains. (b) ARb asphaltene comprising three 12-ring fused polyaromatic cores con-
nected in a linear topology by C12H24 aliphatic bridges and possessing five C12H25 aliphatic side chains. (c)
ARc asphaltene comprising three 12-ring fused polyaromatic cores connected in a circular topology by C12H24
aliphatic bridges and possessing three C12H25 aliphatic side chains. The coarse-grained mappings comprise
three bead types: standard C1 Martini beads representing 3-4 aliphatic heavy atoms (green) [28, 29, 30],
and non-standard M beads representing fused aromatic rings (red, blue). The peripheral M beads are each
assigned a small positive partial charge +q (red) and the central M beads a small negative partial charge −q
(blue) to represent the radial dipole moment of the polyaromatic cores. (d) n-heptane solvent represented
as two connected Martini C1 beads. (e) Toluene solvent represented as three connected Martini SC4 beads.
Full details of the bonded and non-bonded parameters employed in our coarse-grained model are detailed in
Ref. [77].
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We conducted simulations of three different prototypical archipelago asphaltenes illustrated in Fig. 7.1a-c.
ARa (short for ARchipelago type a) contains two large polyaromatic cores, each of which comprises 12 fused
aromatic rings, linked by a C12H24 aliphatic bridge. Each core also possesses two C12H25 aliphatic side chains.
ARb is similar to ARa except it contains one additional polyaromtic core linked by an additional aliphatic
bridge. ARc is similar to ARb, except that the three cores are linked by aliphatic bridges into a circular, as
opposed to linear, topology. There are a vast number of possible archipelago asphaltene architectures with
different sizes and numbers of poyaromatic cores, aliphatic bridges and side chains, and different topological
arrangements of these elements. The three particular architectures we study here were designed to serve as
archetypal models to reveal the influence of the number and connectivity of polyaromatic cores on assembly
behavior. ARa and ARb together provide a comparison of different number of polyaromatic cores (two vs.
three), and ARb and ARc together provide the comparison of different topological connectivity of the cores
(linear vs. circular).
7.2.2 Coarse-grained simulation of asphaltene aggregation
All simulations were carried out using the GROMACS 5.1 simulation suite [298, 297]. Lennard-Jones and
Coulomb interactions were switched smoothly to zero over the range of 0.9-1.4 nm and 0-1.4 nm, respectively
[29, 30]. The relative dielectric constant of both the n-heptane and toluene solvents were set to r = 2.5
as representative of a low-dielectric apolar solvent [333]. In the case of toluene, the LINCS algorithm was
used to keep the rigid bonds fixed to their equilibrium values [195]. The simulations were carried out in
the NPT ensemble. A Nose-Hoover thermostat [300] and Parinello-Rahman barostat [301] were used to
maintain temperature at 300 K and pressure at 1 bar. The compressibility of the solvent was set to khep
= 1.4 × 10−4 bar−1 for heptane, ktol = 9.0 × 10−5 bar−1 for toluene [302], and a linear combination for
solvent mixtures kmix = ftolktol + (1− ftol)khep, where ftol is the solvent mass fraction of toluene. Newton’s
equations of motion were integrated using the leap frog algorithm [303]. The integration time step was set
to 20 fs, although this was reduced to 5 fs in the case of pure toluene solvent in order to maintain stability of
the rigid bonds maintained by LINCS [195]. All simulations were carried out for 0.5 µs in total, and system
configurations saved for analysis every 0.4 ns. Visualization of simulation trajectories was conducted using
the Visual Molecular Dynamics (VMD) software package [199].
For each of ARa, ARb, and ARc molecules, we conducted three types of simulations. First, simulations
of isolated asphaltenes in pure n-heptane. Second, assembly in pure n-heptane at asphaltene mass frac-
tions of 1%, 5%, 10%, 15% and 20% to probe the impact of concentration upon assembly behavior in a
canonical precipitant [61, 63]. As a point of reference, the critical nanoaggregate concentration (CNAC) is
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approximately 0.01% mass fraction, and the critical cluster concentration (CCC) around 1% mass fraction
[63, 252, 251]. Accordingly, our simulations are conducted in a concentration regime where nanoaggregation
and assembly can be observed on timescales accessible to molecular simulation. Third, assembly at 5%
asphaltene mass fraction in solvent compositions by mass of 0%, 25%, 50%, 75%, and 100% toluene, with
the balance made up by n-heptane. These runs explored the impact of increasing toluene concentration – a
canonical asphaltene dispersant [61, 63] – upon assembly. Simulations were conducted in a cubic box with
initial dimensions of 15×15×15 nm3, in which asphaltenes were evenly distributed over a cubic grid and
solvent molecules randomly inserted into the box to achieve the desired composition. The numbers of each
molecule in each simulation are detailed in Table. 7.1. Most simulations contain 80 asphaltene molecules,
except at 1% asphaltene mass fraction where we consider 27 molecules in order to reduce the computational
cost associated with such a low concentration, and in pure toluene where we consider only 18 or 36 molecules
in order to mitigate the elevated computational cost associated with the 5 fs time step required for stability
of the rigid bonds in toluene. Systems were subjected to energy minimization to eliminate forces exceeding
10 kJ/(mol · nm), followed by 10 ns equilibration runs, at which point the temperature, pressure, energy,
and morphology of the systems had attained stable values. We then performed 500 ns production runs over
which harvested equilibrated system configurations for analysis. All simulations were conducted on 4 ×
4.2 GHz Intel i7-4820K CPU cores and 1 × NVIDIA GeForce GTX 770M GPU card to attain execution
speeds of ∼0.25 µs/day. We have previously demonstrated through comparison of calculated self-diffusion
coefficients that the dynamic timescale of the coarse-grained model does not differ significantly from that of
all-atom calculations, and no corrective scaling of the coarse-grained simulation timescale is necessary [77].
7.2.3 Structural metrics to characterize aggregation
Aspheltenes aggregate and assembly by a diversity of mechanisms – including parallel, offset, and T-shaped
associations of the polyaromatic cores, side chain-core interactions, and side chain-side chain interactions –
mediated by pi-pi, pi-σ, aromatic stacking, electrostatic, and dispersion interactions [60, 61, 63, 251, 254, 77].
To quantify assembly by these diverse structural motifs over the course of the Yen-Mullins hierarchy, we
developed four distance metrics we used to define membership of asphaltene molecules to the same self-
assembling cluster. The first three metrics A, B, and C were previously developed in our prior study of
continental asphaltene self-assembly [77, 78]. Metric D is a generalization of Metric C designed to handle
archipelago asphaltene architectures possessing multiple polyaromatic cores.
Metric D: Core bead maximin distance – multiple polyaromatic cores. Metric C was developed
for continental asphaltene architectures containing a single polyaromatic core, and must be generalized to
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Table 7.1: Parameters for the simulations of multi-body archipelago asphaltene aggregation as a function of
asphaltene architecture, asphaltene mass fraction, and solvent composition. Each simulation was conducted
at 300 K and 1 bar for 0.5 µs.
asphaltene asphaltene mass Toluene system no. of no. of no. of
fraction % fraction code asphaltenes n-heptane toluene
ARa ∼ 0 0 ARa0 1 535 0
1 0 ARa1 27 44808 0
5 0 ARa2 80 26881 0
10 0 ARa3 80 12560 0
15 0 ARa4 80 7970 0
20 0 ARa5 80 5625 0
5 25 ARa6 80 20169 7204
5 50 ARa7 80 13674 14591
5 75 ARa8 80 6559 21348
5 100 ARa9 36 0 13287
ARb ∼ 0 0 ARb0 1 534 0
1 0 ARb1 27 68910 0
5 0 ARb2 80 38768 0
10 0 ARb3 80 18556 0
15 0 ARb4 80 11570 0
20 0 ARb5 80 8359 0
5 25 ARb6 80 29388 10594
5 50 ARb7 80 19666 21366
5 75 ARb8 80 9814 31463
5 100 ARb9 18 0 9531
ARc ∼ 0 0 ARc0 1 531 0
1 0 ARc1 27 63260 0
5 0 ARc2 80 35883 0
10 0 ARc3 80 17194 0
15 0 ARc4 80 10800 0
20 0 ARc5 80 7745 0
5 25 ARc6 80 27417 9958
5 50 ARc7 80 18246 19878
5 75 ARc8 80 8995 29454
5 100 ARc9 18 0 8829
handle the multicore archipelago architectures considered in this work. We define Metric D as a multicore
generalization of Metric C to specify the distance between two molecules a and b as,
RDa,b = min
p=1...nCorea
min
q=1...nCoreb
(
max [( max
i∈(core a(p))
min
j∈(core b(q))
rij), ( max
i′∈(core b(q))
min
j′∈(core a(p))
ri′j′)]
)
= min
p=1...nCorea
min
q=1...nCoreb
RCa(p),b(q), (7.1)
where p = 1 . . . nCorea indexes over the nCorea polyaromatic cores in molecule a, and q = 1 . . . nCoreb
indexes over the nCoreb polyaromatic cores in molecule b. R
C
a(p),b(q) indicates the application of Metric C to
molecules a and b considering only polyaromatic cores p and q in each molecule, respectively. The second line
makes clear that Metric D generalizes Metric C for multiple cores. The value of this generalization is that
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by considering each pair of polyaromatic cores in turn, Metric D will return a small distance if any one of
these pairs is parallel stacked. Conversely, Metric C will tend to return a large distance due to the maximin
operation applied to all core atoms over all polyaromatic cores. Accordingly, Metric D is the appropriate
metric to use to identify parallel stacking in archipelago molecules containing multiple aromatic cores, and
reduces to Metric C in the case that each molecule is a continental architecture containing only a single
polyaromatic core. Again, we define two molecules to be bound under Metric D if RDa,b < 0.75 nm.
7.3 Simulation results
7.3.1 Concentration effects on aggregation behavior
In order to explore the molecular details of the aggregation mechanism of the three prototypical archipelago
asphaltenes, we conducted simulations of aggregation in pure n-heptane at 300 K and 1 bar at asphaltene
mass fractions (m.f.) of 1%, 5%, 10%, 15%, and 20%. All simulations contain 80 asphaltene molecules,
except at 1% m.f. where we employ only 27 molecules to reduce the computational costs associated with
simulating such a dilute system (Table. 7.1). The asphaltenes are initialized as monodisperse over a 3D
cubic grid, and we track aggregation as a function of time over the course of 0.5 µs using the mass averaged
aggregation number [61, 77],
gX2 (t) =
∑
i
ni(t)g
2
i∑
i
ni(t)gi
, (7.2)
where ni(t) is the number of aggregates comprising gi = i asphaltene molecules at time t, and X indicates
the metric used to define the association between a pair of molecules. We recall that the three metrics
are designed to measure different mechanisms of intermolecular association – Metric D by parallel stacking
of the polyaromatic cores, Metric B by parallel, T-shaped, and offset stacking of the cores, and Metric A
by any association between the cores and/or side chains. The asphaltenes are initially monodisperse, so
g2(t = 0) = 1 for all three metrics. As the simulation proceeds, g2(t) increases from unity and reaches a
plateau at ∼200 ns at which point dynamic equilibrium is achieved and the association and dissociation
rates of the molecules in the clusters are in balance. We report in Fig. 7.2 the average g2 harvested over the
t > 200 ns equilibrated portion of the simulation for each of the three asphaltenes under each metric as a
function of asphaltene mass fraction. Representative snapshots of the equilibrated state of each system are
provided in Fig. 7.3
At low concentrations of 1% m.f., g2 ≤ 10 for all three asphaltene architectures under all three metrics.
This is indicative of the fact that aggregation is weak at low concentrations, with most asphaltene molecules
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Figure 7.2: Mass averaged aggregation number g2 for archipelago asphaltenes (a) ARa (b) ARb, and (c) ARc
in n-heptane at 300 K and 1 bar as a function of asphaltene mass fraction. Aggregation state is measured
over the equilibrated portion of the simulation trajectory according to each of Metrics A, B, and D. Error
bars are estimated as the standard error of the means of five chunks in the equilibrium portion.
existing as dispersed monomers or in small oligomers (Fig. 7.3a,f,k). g2 ≈ 10 for ARb and ARc, which
each contain three 12-ring polyaromatic cores, compared to g2 = 3 for ARa, which contains only two.
This demonstrates that aggregation is favored by the presence of more aromatic cores, even at very low
concentrations. Furthermore, gA2 ≈ gB2 ≈ gC2 , indicating that aggregation is mediated exclusively by parallel
stacking of the polyaromatic cores for all three asphaltene architectures. This result indicates that assembly
does not progress beyond the first stage of the Yen-Mullins aggregation hierarchy corresponding to the
formation of parallel-stacked nanoaggregates.
At high concentrations as m.f. approaches 20%, g2 increases with concentration under all three metrics for
all three asphaltenes, reflecting an increasing aggregation propensity with elevated concentration. Focusing
on Metric A, we find that gA2 approaches 80 (i.e., the total number of asphaltenes in the simulation box) at a
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Figure 7.3: Representative snapshots of the equilibrated aggregation state of each archipelago asphaltene
(a-e) ARa (f-j) ARb, and (k-o) ARc in n-heptane at 300 K and 1 bar at asphaltene mass fractions of (a,f,k)
1%, (b,g,l) 5%, (c,h,m) 10%, (d,i,n) 15%, and (e,j,o) 20%. Beads in the polyaromatic core are colored blue
and those in the aliphatic side chains are colored gold. The solvent has been removed for clarity.
m.f. of 20% for ARa, 15% for ARc, and 10% for ARb, at which point all asphaltene molecules are assembled
into a single spanning cluster in which molecules are connected by a diversity of aromatic core and aliphatic
side chain interactions (Fig. 7.3e,j,o). The fully connected cluster is attained at lower m.f. for the three-core
molecules ARb and ARc relative to the two-core ARa, indicating that the formation of a spanning network
is, not surprisingly, achieved more readily by larger molecules containing more polyaromatic cores, both by
providing more surface area for intermolecular contacts and stronger intermolecular interactions within the
poor n-heptane solvent. More interestingly, we find a marked difference in the m.f. at which we observe
onset of the spanning cluster for the two three-core molecules depending on their molecular topology. ARc,
in which the three polyaromatic cores are arranged in a circular topology, produces a spanning network
at a m.f. of 15%, whereas ARb, in which they are arranged in a linear configuration, requires only 10%.
This effect arises from the molecular architecture in which the more extended ARb molecules are able to
form associations more promiscuously than their relatively compact ARc counterparts. This difference in
association promiscuity in association is visually apparent in the representative system configurations in Fig.
7.3j,o.
At intermediate m.f. larger than 1% but prior to saturation into a spanning cluster – 20% for ARa, 15%
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for ARc, and 10% for ARb – we observe a separation of the curves for each metric such that gA2 > g
B
2 > g
D
2 .
This separation of the three mass averaged aggregation numbers is indicative of a hierarchy of assembly
in which the asphaltene molecules form nanoaggregates associated through parallel stacking (Metric D)
that further associate into nanoaggregate clusters through T-shaped, offset, and edge interactions (Metric
B) that themselves further associate through core-side chain and side chain-side chain interactions into a
weakly associated network (Metric A). This hierarchy of self-assembled aggregates is precisely in line with the
Yen-Mullins assembly hierarchy, and has previously been characterized in molecular detail for continental
asphaltenes [61, 77, 78, 291]. The relative similarity of gB2 and g
D
2 , with the former only slightly larger
than the latter, also indicates that core-core interactions occur primarily through parallel stacking, with T-
shaped, offset, and edge interactions relatively rare. We have previously shown that relatively long aliphatic
hydrocarbons – here constituting the side chains and bridges between the polyaromatic cores – can induce
steric repulsions that disfavor non-parallel stacked orientations between the cores [77].
For prototypical continental asphaltene architectures, we previously showed the separation between gA2 ,
gB2 , and g
D
2 to increase with concentration over the range 5% to 25% m.f. and where the systems assemble
into a spanning cluster under Metric A at the highest concentrations [77]. Conversely, for the archipelago
asphaltenes studied herein, we observe divergence of gA2 , g
B
2 , and g
D
2 at intermediate concentrations, followed
by re-convergence at higher concentrations as the spanning cluster forms. These trends show that whereas
the Yen-Mullins hierarchical structure of the self-assembled system is preserved to high concentrations for
continental asphaltenes, the hierarchy emerges then disappears for archipelago asphaltenes, with the inter-
molecular associations within the spanning cluster mediated largely (ARa) or exclusively (ARb and ARc)
by parallel stacking interactions between the multiple polyaromatic cores of each molecule.
The dominance of parallel stacking interactions is clearly demonstrated by the radial distribution function
g(r) between the centers of mass of all polyaromatic cores computed at 20% m.f. (Fig. 7.4). These distribution
functions exhibit clear peaks at 0.45 nm (peak a), 0.8 nm (b), 1.2 nm (c), 1.6 nm (d), and 2.0 nm (e),
corresponding to parallel stacked polyaromatic cores separated by zero to four intervening polyaromatic
cores. The onset of liquid-like structure with measurable density between the g(r) crystalline peaks occurs
at r & 1.5 nm for ARc and r & 2.0 nm for ARa and ARb. The earlier onset for ARc is due to the
relatively more compact nature of the circular topology ARc molecules that result in denser packing of the
1D parallel-stacked nanorods (Fig. 7.3o) compared to ARa and ARb (Fig. 7.3e,j).
The disappearance of the Yen-Mullins hierarchy for archipelago architectures is an interesting and unan-
ticipated result that is mediated by the multicore nature of these molecules. The underlying mechanism is
relatively simple and clearly visible in the representative system configurations in Fig. 7.3. The presence of
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Figure 7.4: Radial distribution function between the centers of mass of all polyaromatic cores in the system
for ARa, ARb, and ARc at 20% mass fraction in n-heptane at 300 K and 1 bar.
multiple polyaromatic cores enables the archipelago architectures to interact promiscuously with multiple
partners through parallel stacking of the polyaromatic cores, whereas continental architectures are restricted
to form rod-like nanoaggregates with a single binding partner on either side of the plane of the core. Accord-
ingly, the archipelagos can assemble a parallel-stacked spanning network at sufficiently high concentrations,
whereas the one-dimensional parallel-stacked continental nanoaggregates cannot fill space in the absence of
additional T-shaped, offset, and edge stacking of the aromatic cores and interactions involving the aliphatic
side chains.
7.3.2 Solvent effects on aggregation behavior
By definition as a solubility class, n-heptane is the canonical asphaltene precipitant, and toluene the canonical
dispersant [61, 63]. To probe the role of dispersant concentration upon the self-assembled morphology we
conducted simulations of the three archipelago asphaltenes at 300 K and 1 bar at an asphaltene mass fraction
of 5% in mixed n-heptane/toluene solvents at toluene mass fractions of 0%, 25%, 50%, 75%, and 100%. All
simulations contain 80 asphaltenes with the exception of the 100% toluene system, which employs either 18
or 36 molecules to control the computational cost associated with the 5 fs time step required for stability of
the rigid bonds in pure toluene (Table. 7.1). Simulations are conducted for 0.5 µs, which attain equilibrium
after ∼200 ns. The mean mass averaged aggregation number recorded over the equilibrated portion of the
runs are reported in Fig. 7.5.
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Figure 7.5: Mass averaged aggregation number g2 for archipelago asphaltenes (a) ARa (b) ARb, and (c)
ARc at 5% asphaltene m.f. at 300 K and 1 bar as a function of toluene mass fraction of the solvent with
the balance made up by n-heptane. Aggregation state is measured over the equilibrated portion of the
simulation trajectory according to each of Metrics A, B, and D. Error bars are estimated as the standard
error of the means of five chunks in the equilibrium portion.
As anticipated, the addition of toluene dispersant attenuates aggregation at all three levels of the Yen-
Mullins self-assembled hierarchy. This is due to the aromatic nature of toluene molecules that make them able
to parallel stack against the polyaromatic cores and stabilize smaller asphaltene aggregates [74, 61, 77, 78].
This result is consistent with previous experimental [273, 325, 326] and computational [77, 78, 61] studies
of continental asphaltene architectures. We observe that the three-core linear topology ARb more readily
forms larger aggregates (gA2 =31) compared to ARa (g
A
2 =15) or ARc (g
A
2 =23) in pure n-heptane. However,
the ARb aggregates are significantly more susceptible to dispersion by toluene addition, sustaining a ∼50%
drop in g2 upon moving to 25% toluene m.f., whereas the ARa and ARc mass averaged aggregation numbers
are essentially unaffected.
We also note an interesting feature of the archipelago aggregation morphology in response to increasing
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toluene fraction. For the two linear archipelago topologies – the two-core ARa and three-core ARb – we
observe a small uptick in gA2 moving from 75% to 100% toluene m.f., while g
B
2 remains flat, and g
D
2 slightly
decreases. These trends indicate a small, but statistically meaningful, increase in aggregation due to weak
core-side chain or side chain-side chain interactions. Conversely, the three-core circular topology ARc does
not show this behavior, with g2 falling over this range under all three metrics. The origin of this trend is that
at high, but less than 100%, toluene m.f. the toluene outcompetes n-heptane to preferentially pack around
the asphlatenes [78]. The n-heptane pockets between the asphaltenes screen weak associations between the
asphaltene cluster side chains, since the aliphatic side chains favorably interact with the n-heptane. At
100% toluene these n-heptane pockets are not present and, in the absence of aliphatic chains in the solvent,
the aliphatic side chains instead interact with one another. This behavior is more prominent for the linear
asphaltene architectures (ARa, ARc) than the circular (ARc) because the latter molecule is both more
compact and possesses fewer side chains.
7.3.3 Fractal dimension of the spanning network
Experimental work has established the fractal dimension of the spanning networks formed at high asphaltene
mass fractions to lie in the range 1.3-2.0 [271, 272, 273, 274, 275, 269]. We have previously used the
correlation dimension as a means to estimate the fractal dimensionality of self-assembled spanning networks
of continental asphaltenes [77, 318, 319, 320], and employ it here to study archipelago architectures. Given
a particular system configuration extracted from our simulation trajectory, we define the correlation sum
between polyaromatic cores as,
C() =
1
N(N − 1)
N∑
i,j=1
j 6=i
H
(
− rCOMij
)
(7.3)
where N is the number of polyaromatic cores in our simulation snapshot, rCOMij is the center of mass distance
between polyaromatic cores i and j, H is Heaviside step function, and  is a tunable cutoff distance. C()
measures the fraction of pairs of polyaromatic cores that lie at a separation below the cutoff . Fitting
our measured correlation sum to a model of the form C() ∼ D, we may estimate D as the – possibly 
dependent – fractal dimension of the system [318, 319, 320].
We present in Fig. 7.6a the correlation sums for 10 snapshots extracted from the equilibrated portion of
the simulation trajectory for the ARa asphaltene at a mass fraction of 20% in pure n-heptane at 300 K and
1 bar. Analogous plots for the ARb and ARc architectures show very similar trends. We identify from the
log-log plot two approximately linear regions where D is essentially constant: Region I for log(/0) ∈ [-1, 0.3]
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Figure 7.6: Fractal dimension of self-assembled spanning networks of archipelago asphaltenes. (a) Log-log
plot of the correlation sum C() computed over 10 frames from the equilibrated portion of the simulation
trajectory for the ARa asphaltene at a mass fraction of 20% in pure n-heptane at 300 K and 1 bar. The
argument of the logarithm of  is rendered dimensionless by the arbitrary reference distance 0 = 1.0 nm.
The plot possesses two approximately linear regimes: Region I for log(/0) ∈ [-1, 0.3] ( ∈ [0.37, 1.35] nm)
and Region II for log(/0) ∈ [1, 1.7] ( ∈ [2.72, 5.47] nm). (b) Zoom of panel (a) superposed with the radial
distribution function g() for this system. The steps in C() are coincident with the crystalline peaks in
g(). (c) Correlation dimension of Region I and Region II for ARa, ARb, and ARc. In Region I the fractal
dimension measures the 1D crystalline parallel stacking of polyaromatic cores, and in Region II measures
the fractal nature of the global porous spanning network. Correlation dimensions are reported as the mean
slope of the 10 correlation sums. Error bars correspond to estimated standard errors by taking the standard
deviation over these 10 values.
( ∈ [0.37, 1.35] nm) and Region II for log(/0) ∈ [1, 1.7] ( ∈ [2.72, 5.47] nm). The length scales spanned by
Region I correspond to the crystalline parallel stacking of polyaromatic cores, and the staircase-like trend is
due to the successive incorporation of additional polyaromatic cores within the correlation sum at intervals
of ∼ 0.5 nm. A zoomed in view of the correlation sum in Fig. 7.6b superposed with the radial distribution
function g() (cf. Fig. 7.4) clearly shows that the jumps in C() are coincident with the crystalline peaks in
g(r). Integrating over the staircase by making a linear fit to the totality of Region I, we recover an estimate
of the fractal dimension at these small scales of D = 1.0 for all three asphaltene architectures as illustrated
in Fig. 7.6c. This fractal dimensionality pertains to the essentially 1D crystalline stacks of polyaromatic
149
cores that form at these short length scales. Region II corresponds to the larger length scales of the fractal
network, and the linear trend saturates to a plateau for r & 7.4 nm (log(/0) & 2.0) due only to the finite
size of the simulation box. A linear fit within this region provides an estimate of D = 2.0 for all three
asphaltene architectures. The fractal dimensionality at these length scales pertain to the global structure of
the fractal spanning network pervaded by n-heptane solvent, and is in good agreement with experimental
measurements [271, 272, 273, 274, 275, 269].
Interestingly, in our previous work on continental asphaltenes, we found the fractal dimensionality at
both small and large length scales to be strongly dependent on molecular architecture [77]. Conversely, we
find D to be very robust over the three archipelago architectures considered in this work. We do note that
all three architectures possess identical polyaromatic cores and aliphatic chains in different numbers and
arrangements, and that the fractal dimensionality may be more sensitive to changes in core size and chain
length.
7.3.4 Single molecule folding landscapes
Nonlinear dimensionality reduction techniques have proven very successful in discovering collective variables
in which to construct low-dimensional free energy landscapes for polymer and protein folding [90, 110, 362,
89, 118, 363, 364, 365, 126, 84, 102, 366, 117, 97, 55], and colloidal and molecular self-assembly [98, 367,
99, 142, 109, 78]. We previously applied diffusion maps to probe the multi-body thermodynamics and
mechanisms of continental asphaltene self-assembly [78]. Here we use them in a different manner to study
the single molecule folding of each of our three prototypical archipelago asphaltenes, and quantify how the
single molecule behaviors are impacted by asphaltene mass fraction and solvent composition. We analyze
each of the three archipelago asphaltenes in turn, and demonstrate that the folding landscapes contain
great configurational richness, ruggedness, and metastability reminiscent of that in protein folding, but
tend to contain more clearly defined metastable configurations due to the chemical simplicity and inherent
symmetries of the molecules. We further resolve how the probability distribution over the landscape is
modulated by controlling the asphaltene mass fraction and solvent composition.
Folding landscape of molecule ARa
Low-dimensional diffusion map embeddings. To discover collective variables spanning the range of
configurations adopted by ARa under all mass fractions and solvent compositions, we harvest molecular
snapshots from all 10 of our ARa simulations (Table. 7.1). We collate 100,000 molecular configurations
from frames uniformly sampled over the equilibrated portions of each run, and applied pivot diffusion maps
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(P-dMaps) [366] to this composite ensemble [97] as detailed in Section 2.2.3. The bandwidth of the Gaussian
kernel was tuned to  = 0.45 using the protocol detailed in Ref. [112]. A gap in the eigenvalue spectrum
after the first non-trivial eigenvalue λ2 reveals an approximately 1D effective dimensionality of the folding
landscape, informing an embedding into the leading eigenvector Ψ2. For interpretational clarity, we choose
to also retain the next eigenvector and construct the 2D embeddings in (Ψ2,Ψ3) presented in Fig. 7.7a-c.
Fig. 7.7a reveals that Ψ2 is strongly correlated with the intramolecular separation between the cores,
indicating that the diffusion map identified this collective variable as the single most important discriminant
of ARa folding behavior. Fig. 7.7b,c reveal a transition from a continuum of points at Ψ2 . 0.03 to a discrete
distribution that resolves four distinct patches for Ψ2 & 0.03. Inspection of representative configurations over
the embedding reveals low Ψ2 values to correspond to extended molecular configurations in which the cores
are unstacked and free to rotate through all possible relative angles as illustrated by schematic configurations
a, b, and c in Fig. 7.7d. For Ψ2 & 0.03, the asphaltene molecule becomes more compact, and we observe
the emergence of three clear columns of four discrete patches at Ψ2 = 0.05, 0.08, and 0.13. At Ψ2 = 0.05
the two cores enter into a parallel stacked arrangement sandwiching two polyaromatic cores belonging to
other ARa molecules (schematics d-g in Fig. 7.7d), at Ψ2 = 0.08 they sandwich one (schematics h-k), and
at Ψ2 = 0.13 they are parallel stacked without any intervening cores from other molecules (schematics l-o).
The length of the aliphatic bridge between the two polyaromatic cores prohibits sandwiching of more than
two polyaromatic cores.
Inspection of Fig. 7.7b shows that the splitting into four discrete patches in Ψ3 is associated with the four
possible relative orientations of the two polyaromatic cores in parallel stacked orientations. Ψ3 > 0 identifies
configurations in which the the angle between the normal vectors of the two cores is ϕ = 0◦, corresponding
to a parallel arrangement of the two surface normals of the polyaromatic cores (schematics d,e,h,i,l,m in
Fig. 7.7d). Conversely, Ψ3 < 0 distinguishes configurations with an antiparallel arrangement of surface
normals with ϕ = 180◦ (schematics f,g,j,k,n,o). The pairs of patches at Ψ3 > 0 and pairs of patches at
Ψ3 < 0 are further discriminated by the relative stacking arrangement of the two cores. Considering the
pair of patches at Ψ3 > 0 with parallel normal vectors, the normal vector of core 1 – identified by red arrows
in Fig. 7.7d – may point away from (d,h,l) or towards core 2 (e,i,m). As illustrated in Fig. 7.7c, these
two arrangements can be distinguished by the angle ω between the normal vector of core 1 and the vector
connecting the centers of mass of core 1 and core 2: ω = 180◦ in the former case, and ω = 0◦ in the latter.
The pairs of patches at Ψ3 < 0 are similarly discriminated into those in which the core 1 normal vector
points away from (f,j,n) and towards (g,k,o) core 2.
In sum, the diffusion map has identified the single molecule folding of ARa to proceed over an effectively
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Figure 7.7: Composite pivot diffusion map embedding of the 100,000 molecular configurations of molecule
ARa harvested from the equilibrated portions of the 10 molecular dynamics simulations under various mass
fractions and solvent compositions (Table. 7.1). (a-c) Two-dimensional projections into the top two collective
variables (Ψ2,Ψ3) identified by the diffusion map. Each point represents a molecular configuration that has
been projected into (Ψ2,Ψ3). To aid in the interpretation of the collective variables, points are colored
according to (a) the the center of mass distance between the two polyaromatic cores, d, (b) the angle
between the normal vectors of the two cores, ϕ, and (c) the angle between the normal vector of core 1 and
the vector connecting the centers of mass of core 1 and core 2, ω. (d) Schematic cartoons of representative
configurations identified by the letters a-o in panels (a-c). Grey ellipsoids represent the two polyaromatic
cores of the molecule, and black lines the aliphatic side chains and bridges. Yellow ellipsoids represent the
polyaromatic cores of other asphaltene molecules. The red and blue arrows indicate the normal vectors
associated with cores 1 and 2, respectively. The heat maps and schematic structures illustrate that Ψ2
is strongly correlated with the separation of the two cores, and Ψ3 quantifies the relative arrangements
of the two cores. When the cores are parallel stacked (Ψ2 & 0.03), Ψ3 resolves the four possible discrete
stacking arrangements with two, one, and zero interstitial polyaromatic cores as illustrated in schematics
d-g, h-k, and l-o in panel (d). When the cores are not stacked (Ψ2 . 0.03), Ψ3 resolves the continuum of
relative core angles as illustrated in schematics a-c in panel (d). The arrows in panel (d) indicate the folding
pathways from the extended molecular configurations to each of the four equivalent variants of parallel
stacked collapsed configurations.
1D landscape parameterized by the leading collective variable Ψ2 corresponding to the distance between the
two polyaromatic cores. Folding proceeds by mutual approach of the initially separated cores (a-c) that
then adopt parallel stacked configurations containing either two, one, or zero interstitial polyaromatic cores
belonging to other ARa molecules (d-o). The second collective variable identified by the diffusion map Ψ3
discriminates the four equivalent stacking arrangements of the two cores, breaking the degeneracy of the
stacked configurations into discrete regions within the low-dimensional projection. Nevertheless, all four
configurations are structurally equivalent, and are only distinguishable by an arbitrary assignation of an
obverse face of each core to which we assign a surface normal. Accordingly, while Ψ3 allows us to distinguish
all four possibilities, Ψ2 parameterizes the principal features of the landscape.
Single molecule free energy surfaces. The low-dimensional projection in Fig. 7.7 contains snapshots
harvested from 10 simulations of ARa at various concentrations and under different solvent compositions
(Table. 7.1). To resolve the influence of these environmental effects on folding behavior we present in Fig. 7.8
1D free energy surfaces (FES) parameterized by Ψ2 for each independent simulation. Free energy surfaces
were computed using the statistical mechanical relation βF (Ψ2) = − lnP(Ψ2) + C, where F is the Gibbs
free energy appropriate for the NPT ensemble in which we simulate, β = 1/kBT where kB is Boltzmann’s
constant and T is temperature, P(Ψ2) is our empirical estimate of the probability density of molecular
configurations at a particular location Ψ2 in the 1D diffusion map projection, and C is an additive constant
reflecting our ignorance of the absolute scale of free energy. We estimate P(Ψ2) over our projections using
the grid-free method detailed in Ref. [78] using a Gaussian kernel with variance σ2Ψ2 = 1× 10−5.
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Figure 7.8: Single molecule free energy surfaces for the molecular folding of ARa parameterized by the
leading diffusion map collective variable Ψ2 corresponding to distance between the polyaromatic cores.
Folding landscapes are computed for each of the 10 ARa simulations under various environmental conditions
(a) single asphaltene in pure n-heptane, in pure n-heptane at (b) 1%, (c) 5%, (d) 10%, (e) 15%, (f) 20%
asphaltene mass fraction, at 5% asphaltene mass fraction in (g) 25%, (h) 50%, (i) 75%, and (j) 100% toluene
solvent by mass with the balance made up by n-heptane. F is the Gibbs free energy, β = 1/kBT where kB
is Boltzmann’s constant and T = 300 K is temperature. The arbitrary absolute shift of each landscape is
specified such that the middle of the spanned range lies at βF = 0.
In all landscapes we observe a strong minimum at Ψ2 = -0.03 corresponding to the extended molecular
configurations illustrated in Fig. 7.7. Up to three additional minima are present at Ψ2 = 0.05, 0.08, and
0.13, corresponding to the parallel stacked configurations with two, one, and zero interstitial polyaromatic
cores belonging to other ARa molecules. For a single ARa molecule in pure n-heptane, there are no other
asphaltenes with which to interact and only the extended (Ψ2 = -0.03) and fully collapsed parallel stacked (Ψ2
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= 0.13) wells are present (Fig. 7.7a). The extended configuration is more stable by ∼3 kBT , indicating that
any enthalpic benefit achieved from parallel stacking of the two cores is marginally outweighed by the entropic
penalty associated with the reduction in accessible configurational states in the collapsed conformation.
Increasing the asphaltene mass fraction up to 20% m.f. makes accessible collapsed configurations with two
and one interstitial polyaromatic cores as is manifested in the appearance of wells at Ψ2 = 0.05 and 0.08
in Fig. 7.7b-f. Of these, the configuration with one interstitial core at Ψ2 = 0.08 is the most favorable,
lying within ∼2 kBT of the extended well. The basin with two interstitial cores at Ψ2 = 0.05 lies slightly
higher in free energy, and the zero interstitial cores well at Ψ2 = 0.13 is the least favorable, although its
relative stability varies non-monotonically with asphaltene concentration. All four conformations lie within
a ∼6 kBT range, and are interconversions between them proceed spontaneously at equilibrium. Turning to
a consideration of the effect of solvent composition at a 5% m.f. of asphaltene, we see that elevating the
mass fraction of toluene in the mixed n-heptane/toluene solvent has the effect of destabilizing the compact
molecular configurations relative to the extended (Fig. 7.7c,g-j). In all cases, however, the relative ordering
of the stability of the thee collapsed configurations is maintained, with the single core intercalation more
stable than the double that in turn is more stable than none.
Folding landscape of molecule ARb
Low-dimensional diffusion map embeddings. We applied pivot diffusion maps to 100,000 molecular
configurations harvested from the 10 ARb simulations (Table. 7.1) in a similar manner to described above,
and employing a Gaussian kernel with bandwidth  = 0.4. A gap in the eigenvalue spectrum after the fourth
non-trivial eigenvalue λ5 implies a 4D effective dimensionality of the folding landscape. However, it has
previously been observed that the leading eigenvectors identified by diffusion maps can contain functional
dependencies. In this case, we find Ψ4 and Ψ2 to be functionally dependent, such that Ψ4 contains no new
configurational information beyond that contained in Ψ2. Accordingly, we are at liberty to drop Ψ4 from
our low-dimensional embedding, and construct the 3D projections into (Ψ2,Ψ3,Ψ5) illustrated in Fig. 7.9.
As shown in As shown in Fig. 7.9a, we find Ψ2 to be strongly correlated with the linear extent of the
molecule as measured by the separation d13 of the distal cores 1 and 3. The 3D embedding maps out a rather
complex manifold characterized by symmetric left (L, Ψ3 > 0) and right (R, Ψ3 < 0) wings, and a tail (T)
between them oriented along Ψ3 = 0 and curving upwards toward positive Ψ5. There are also a number of
discrete patches within the wings and tail, and also lying at Ψ5 ≤ 0. The extended molecular configurations
lie in the red nexus at Ψ2 > 0, and folding proceeds by collapse along the black arrows leading along the
wings and tail.
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Figure 7.9: Composite pivot diffusion map embedding of the 100,000 molecular configurations of molecule
ARb harvested from the equilibrated portions of the 10 molecular dynamics simulations under various
mass fractions and solvent compositions (Table. 7.1). (a) Three-dimensional projection into (Ψ2,Ψ3,Ψ5),
where each point represents a molecular configuration and points are colored according to the center of mass
distance d13 between the distal polyaromatic cores 1 and 3. The left (L, Ψ3 > 0) and right (R, Ψ3 < 0) wings
are symmetric to one another, and the tail (T) lies between them along the Ψ3 = 0 axis curving upwards
towards positive Ψ5. Black arrows emphasize the folding routes along these three pathways. A number of
discrete patches lie distal to the tail at Ψ5 ≤ 0. Two-dimensional projections into (b) (Ψ2,Ψ3) (c) (Ψ2,Ψ5),
and (d) (Ψ3,Ψ5) colored by the distance d12 between the adjacent cores 1 and 2. (e) Schematic cartoons of
representative configurations identified by the letters a-n in panels (a-d). Grey ellipsoids represent the two
polyaromatic cores of the molecule, and black lines the aliphatic side chains and bridges. Yellow ellipsoids
represent the polyaromatic cores of other asphaltene molecules.
We present in Fig. 7.9b-d 2D projections into the three pairwise combinations of {Ψ2,Ψ3,Ψ5}. We
color points according to the distance d12 between the first and central polyaromatic cores and call out
representative molecular configurations that are shown schematically in Fig. 7.9e. Focussing first on the
tail T in Fig. 7.9b,c, commencing from the continuum of extended molecular configurations at Ψ2 > −0.04,
of which a in Fig. 7.9e is emblematic, progression down the tail yields a series of increasingly compact
configurations that resolve four distinct patches b-e. Similar to the collapse pathways identified for ARa,
these configurations correspond to parallel stacking of the two distal cores sandwiching three, two, one, and
zero interstitial polyaromatic cores belonging to other ARb molecules.
Turning now to the L and R wings in Fig. 7.9b,d, these are symmetric around the Ψ3 = 0 plane that
emerges due to an inherent symmetry of the molecular architecture. Coloring according to the distance d12
between the first and central polyaromatic cores reveals the source of this symmetry to be the close approach
of cores 1 and 2 in the L wing, whereas they remain far apart in the R wing. Conversely, coloring by d23
would show cores 2 and 3 to exhibit close approach in the R wing and remain far apart in the L wing.
This emergent symmetry is clearly illustrated by inspection of the three discrete patches l-n and l’-n’ that
emerge along the L and R wings, respectively, upon folding from the extended continuum at Ψ2 > −0.04.
In the L wing, patches l, m, and n comprise configurations in which cores 1 and 2 sandwich two, one, and
zero, respectively, polyaromatic cores belonging to other ARb molecules in a parallel stacking configuration.
The l’, m’, and n’ symmetric analogs in the R wing are formed by swapping the identity of cores 1 and 3.
We now consider the discrete patches f -k lying at Ψ5 ≤ 0 as illustrated in Fig. 7.9c,d. Whereas the tail T
contains configurations in which the two distal cores participate in parallel stacking with the other free, and
the L and R wings in which two proximal cores participate in parallel stacking with the other remaining free,
these Ψ5 ≤ 0 discrete patches correspond to all three polyaromatic cores participating in parallel stacking.
In patch f there are two interstitial polyaromatic cores from other ARb molecules sandwiched between cores
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1 and 2 and between cores 2 and 3. Patch h is similar except that there is only one sandwiched core. In both
cases the number of sandwiched cores is the same for each pair of parallel stacked cores, and so switching
the identify of cores 1 and 3 does not change the configurational state. Accordingly, these patches lie in the
Ψ3 = 0 plane and do not possess symmetric analogs. Patch g contains one core sandwiched between cores
1 and 2 and two cores between cores 2 and 3. Switching the identity of cores 1 and 3 results in patch g’.
Similar considerations apply to patch i and i’ where now zero and one core are sandwiched between each
parallel stacked pair. Patch j comprises a triple stacked configuration with no interstitial cores from other
molecules with a core stacked ordering of 2-1-3. Changing the ordering to 2-3-1 corresponds to patch j’.
Similar considerations apply to patch k, except there is now an interstitial core sandwiched between the two
lower cores.
Finally, we observe that the 3D diffusion map embeddings separate configurationally identical structures
based on the identity of cores 1 and 3, therefore respecting the symmetry breaking imposed by a labelling
of the cores as 1, 2, and 3. It does not, however, discriminate based on the rotational orientation of the
polyaromatic cores. This symmetry breaking is overwhelmed by that due to global molecular collapse (Ψ2),
parallel stacking (Ψ5), and the approach of adjacent cores (Ψ3), and is relegated to higher eigenvectors lying
above the spectral gap, this is similar to ARa, where λ2 overwhelm λ3.
Single molecule free energy surfaces. We present in Fig. 7.10 free energy surfaces for ARb folding
under each of the environmental conditions considered in the 10 independent simulations (Table. 7.1). We
choose to project the 3D folding landscape into (Ψ2,Ψ5) by integrating out Ψ3 and construct 2D free energy
surfaces. This operation collapses out the configurational information held in Ψ3, but enables us to present
more easily interpretable 2D free energy surfaces. Moreover, the landscape is symmetric in Ψ3 and integrating
out this variable serves to collapse together configurationally indistinguishable configurations discriminated
by interchanging the arbitrarily labeled cores 1 and 3. Accordingly, the only major loss in interpretability
is a lumping together of the {g,i-n} and {g’,i’-n’} patches (cf. Fig. 7.9c). Each FES is computed using the
grid-free method detailed in Ref. [78] employing a 2D Gaussian kernel with a diagonal covariance matrix
and σ2Ψ2 = σ
2
Ψ5
= 1× 10−6.
For a single ARb molecule in pure n-heptane (Fig. 7.10a), we observe three equally deep local minima
corresponding to extended molecular configurations (a in Fig. 7.9e), parallel stacking of the two distal cores
(e), and parallel stacking of two adjacent cores (n/n’). In the absence of other ARb asphaltenes none of
the sandwich configurations illustrated in Fig. 7.9e are accessible, but interestingly we do not observe any
significant population of triple stacked j/j’ configurations at (Ψ2,Ψ5) = (-0.1, -0.05), indicating that this
conformer is only stable in the presence of other asphaltene molecules. Analysis of our ensemble of simulation
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Figure 7.10: Single molecule free energy surfaces for the molecular folding of ARb projected into the
two diffusion map collective variables (Ψ2,Ψ5). The third collective variable Ψ3 in which the landscape is
symmetric is projected out to enable 2D presentation of the FES. Folding landscapes are computed for each
of the 10 ARb simulations under various environmental conditions (a) single asphaltene in pure n-heptane,
in pure n-heptane at (b) 1%, (c) 5%, (d) 10%, (e) 15%, (f) 20% asphaltene mass fraction, at 5% asphaltene
mass fraction in (g) 25%, (h) 50%, (i) 75%, and (j) 100% toluene solvent by mass with the balance made up
by n-heptane. F is the Gibbs free energy, β = 1/kBT where kB is Boltzmann’s constant and T = 300 K is
temperature. The arbitrary absolute shift of each landscape is specified such that the middle of the spanned
range lies at βF = 0.
trajectories reveals that the triple stacked conformation is only observed as part of a larger aggregate with
parallel stacking of polyaromatic cores from other molecules at one or both ends.
Upon elevating the ARb concentration in pure n-heptane to just 1% m.f. (Fig. 7.10b), sandwich config-
urations containing one intercalating polyaromatic core are substantially stabilized, including d in the tail,
h, k/k’, and m/m’ in the wings. Of these, the m/m’ is the most stable, residing ∼1.0 kBT lower than the
next most stable minimum. Further increasing the ARb concentration to 5% m.f. (Fig. 7.10c), additionally
stabilizes all of the doubly and triply intercalated configurations in Fig. 7.9e, and now the minima contain-
ing a, c, h, and m/m’ are all equally stable, indicative of high configurational diversity in the molecular
ensemble. Further increasing the ARb concentration all the way up to 20% m.f. (Fig. 7.10d-f) stabilizes the
a, c, and m/m’ configurations relative to the other competing structures, indicating that these molecular
conformations dominate the spanning network at high asphaltene concentration.
Increasing the toluene concentration within the mixed n-heptane/toluene solvent has an interesting im-
pact on the relative stabilities of the various molecular configurations (Fig. 7.10c,g-j). At 25% toluene mass
fraction at 5% asphaltene m.f., the triple stacked j/j’ conformations are rendered most stable. Upon increas-
ing to 50% toluene the a, d, e, and m/m’ are all equally stable. The a and e configurations that contain
no interstitially sandwiched polyaromatic cores compete at 75% toluene, and the extended a conformations
dominate in pure toluene as the solvent disperses the asphaltene clusters.
In sum, the diffusion map has identified three collective variables with which to describe the folding of
ARb molecules. The relatively more complex architecture of ARb gives rise to a richer and higher dimensional
and richer folding landscape than that of ARa. We found the leading collective variable Ψ2 to be correlated
with linear extent of the molecule d13, and Ψ3 with the approach of proximal cores d12 and d23. It remains
difficult, however, to assign straightforward physical interpretability to Ψ5, which distinguishes a diversity
of different parallel stacking configurations. This illustrates the value of nonlinear dimensionality reduction
in systematically identifying important collective variables that may not be apparent to human intuition,
but also the challenge in extracting simple correspondences to physically intuitive metrics [98].
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Folding landscape of molecule ARc
Low-dimensional diffusion map embeddings. We applied pivot diffusion maps with a Gaussian kernel
bandwidth of  = 0.4 to 100,000 molecular snapshots compiled from the 10 ARc simulations under different
environmental conditions (Table. 7.1). The eigenvalue spectrum exhibited a gap after the fourth non-trivial
eigenvalue λ4, informing the 3D embedding into (Ψ2,Ψ3,Ψ4) presented in Fig. 7.11. As for ARa and
ARb, the leading collective variable Ψ2 corresponds to the linear size of the molecule, correlating strongly
with the radius of gyration Rg as an appropriate measure of the compactness for a molecule containing
an intramolecular loop (ρPearson(Ψ2, Rg) = 0.97 (p < 0.01)). Ψ3 and Ψ4 separate the manifold into three
symmetric wings W1, W2, and W3 exhibiting C3 symmetry around the (Ψ3,Ψ4) = (0, 0) axis. We also
observe a discrete island at (Ψ2,Ψ3,Ψ4) = (-0.17, 0, -0.05).
The central hub where the three wings meet (Fig. 7.11c) contain expanded molecular configurations (a in
Fig. 7.11d). Moving down one wing, we observe that it is composed of two discrete patches corresponding to
parallel stacking of two of the cores sandwiching one polyaromatic core from another ARc molecule (b), or
directly stacking on top of one another (c). The remaining core is free, but itself may participate in stacking
with polyaromatic cores belonging to other ARc molecules. Since there are three polyaromatic cores, this
stacking can occur in three manners depending on which pair of cores is participating. This is the source of the
three-fold symmetry apparent in the manifold such that configurations b and c in W3 formed by stacking of
cores 2 and 3 have symmetric analogs b’ and c’ in W1 and b” and c” in W2. Points in Fig. 7.11 are colored
according to the distance between cores 1 and 2, showing that stacking of this particular pair occurs in W1.
Coloring instead by d13 would show stacking of cores 1 and 3 to occur in W2, and by d23 stacking of 2 and
3 in W3. The discrete island at (Ψ2,Ψ3,Ψ4) = (-0.17, 0, -0.05) contains the triple stacked configuration d.
Interestingly, our results for ARa demonstrated that the aliphatic bridges between the cores are sufficiently
long to accommodate sandwiching of up to two polyaromatic cores belonging to other asphaltene molecules,
but the circular topology of ARc prohibits the observation of any such configurations. Finally, we note that
as for ARa and ARb, the leading diffusion map eigenvectors do not distinguish the rotational orientations of
the polyaromatic cores, but this discrimination is provided by higher order eigenvectors beyond the spectral
gap.
Single molecule free energy surfaces. In Fig. 7.12 we present free energy surfaces for ARc folding
under each of the environmental conditions considered in the 10 independent simulations (Table. 7.1). For
clarity of presentation, we choose to present 2D free energy surfaces in (Ψ2,Ψ3) in which Ψ4 has been
integrated out. Each FES is computed using the grid-free method detailed in Ref. [78] employing a 2D
Gaussian kernel with a diagonal covariance matrix and σ2Ψ2 = σ
2
Ψ3
= 1× 10−6.
161
Figure 7.11: Composite pivot diffusion map embedding of the 100,000 molecular configurations of molecule
ARc harvested from the equilibrated portions of the 10 molecular dynamics simulations under various mass
fractions and solvent compositions (Table. 7.1). (a) Three-dimensional projection into (Ψ2,Ψ3,Ψ4), where
each point represents a molecular configuration and points are colored according to the center of mass
distance d12 between polyaromatic cores 1 and 3. The manifold comprises three symmetric wings W1,
W2, and W3 that emanate from a central hub. There is also a discrete island located at (Ψ2,Ψ3,Ψ4)
= (-0.17, 0, -0.05). Two-dimensional projections into (b) (Ψ2,Ψ3) and (c) (Ψ3,Ψ4) also colored by d12.
(d) Schematic cartoons of representative configurations identified by the letters a-d in panels (a-c). Grey
ellipsoids represent the two polyaromatic cores of the molecule, and black lines the aliphatic side chains and
bridges. Yellow ellipsoids represent the polyaromatic cores of other asphaltene molecules.
For an isolated ARc molecule in pure n-heptane Fig. 7.12a, the triple stacked configuration d dominates
the extended and double stacked configurations by ∼1.5 kBT . We also note that the b/b’/b” and c/c’/c”
configurations are not shown to be equally stable as would be expected from the symmetry of the molecule.
This symmetry breaking is due to the relative unfavorability of these configurations relative to d, meaning
that they are poorly sampled over the course of our 0.5 µs simulation, and the symmetry breaking is a result
of incomplete sampling of the underlying manifold. We anticipate that this symmetry would be recovered
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Figure 7.12: Single molecule free energy surfaces for the molecular folding of ARc projected into the two
diffusion map collective variables (Ψ2,Ψ3). The third collective variable Ψ4 is projected out to enable 2D
presentation of the FES. Folding landscapes are computed for each of the 10 ARc simulations under various
environmental conditions (a) single asphaltene in pure n-heptane, in pure n-heptane at (b) 1%, (c) 5%, (d)
10%, (e) 15%, (f) 20% asphaltene mass fraction, at 5% asphaltene mass fraction in (g) 25%, (h) 50%, (i)
75%, and (j) 100% toluene solvent by mass with the balance made up by n-heptane. F is the Gibbs free
energy, β = 1/kBT where kB is Boltzmann’s constant and T = 300 K is temperature. The arbitrary absolute
shift of each landscape is specified such that the middle of the spanned range lies at βF = 0.
under sufficiently long simulation trajectories. Relative to the ARa and ARb molecules, we observe that
the collapsed parallel stacked configuration is significantly more favorable for ARc relative to the extended
conformer. This observation may be ascribed to the ring topology of ARc that restricts the configurational
motions of the extended molecular state and also reduces the number of free aliphatic side chains, meaning
that the entropic penalty for collapse is smaller than that for a linear molecule, and adoption of the parallel
stacked configuration more favorable.
Upon increasing the ARc concentration in pure n-heptane up to 15% m.f. (Fig. 7.12b-e), the extended
a configuration becomes the most stable conformer, with the single core sandwich configurations b/b’/b”
lying ∼1.5 kBT higher in free energy. Interestingly, at 20% m.f. (Fig. 7.12f), the concentration is sufficiently
high to re-stabilize the triple stacked configuration d, although this lies ∼2.0 kBT higher in free energy that
the extended a conformers.
Increasing the toluene solvent fraction from 0% to 100% at 5% m.f. of asphaltene (Fig. 7.12c,g-j) has
a relatively mild impact on the FES, serving largely to destabilize the partially collapsed configurations
b/b’/b” in favor of the extended conformer a. This indicates that the addition of dispersant has a rela-
tively minor impact on the intramolecular ARc configurations, despite a substantial effect on intermolecular
aggregation (cf. Fig. 7.5).
7.4 Conclusions
We developed coarse-grained molecular models of archipelago asphaltene molecules based on a bottom-up
reparameterization of the Martini model [28, 29, 30] using all-atom simulation data [77]. Deployment of
this model on GPU hardware enabled efficient simulation of 80 asphaltene molecules over 0.5 µs time scales
to directly probe the self-assembly behavior at mass fractions of 1%-20% and in mixed n-heptane/toluene
solvents. We considered three prototypical archipelago asphaltenes constructed from polyaromatic cores
comprising 12 fused aromatic rings and C12H25 aliphatic side chains – a two-core linear topology (ARa), a
three-core linear topology (ARb), and a three-core circular topology (ARc) – designed to study the effect
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on the number of cores and their topological arrangement on the morphology and thermodynamics of self-
assembly.
We characterized aggregation behavior as a function of asphaltene concentration using three metrics
designed to discriminate the three stages of the Yen-Mullins assembly hierarchy [252, 251, 77, 78]. As as-
phaltene mass fraction increases up to ∼10%, we observed an assembly hierarchy in line with the Yen-Mullins
model: the formation of nanoaggregates associated through parallel stacking, the association of nanoaggre-
gates into clusters through T-shaped, offset, and edge interactions, and cluster-cluster interactions mediated
by core-side chain and side chain-side chain associations. At higher concentrations – 20% mass fraction
for ARa, 15% for ARc, and 10% for ARb – we observed the formation of a percolating fractal network
with fractal dimension 2.0 at long length scales, and 1.0 at short length scales irrespective of asphaltene
architecture. Interestingly, the Yen-Mullins morphological hierarchy is attenuated at high asphaltene con-
centrations, with the network assembled largely by parallel stacking interactions between asphaltene cores.
This stands in contrast to our prior studies of continental asphaltenes in which the Yen-Mullins hierarchy is
maintained upon network formation. The root of the qualitative difference in network structure is due to the
presence of multiple polyaromatic cores within archipelago architectures that enable promiscuous parallel
stacking interactions with multiple neighbors that can form a percolating network in the absence of other
types of less favorable interactions. In contrast, continental asphaltenes possessing a single polyaromatic
core are restricted to stack into 1D nanorods that must pack via other core-core, core-side chain, and side
chain-side chain interactions in order to form a spanning network. The onset of the spanning network was
attained at lower concentrations for the three-core architectures (15% for ARc, 10% for ARb) than the
two-core (20% for ARa), due to the more favorable interactions between molecules possessing more aromatic
cores. Furthermore, the linear three-core architecture ARb formed a spanning network more readily than
the three-core circular topology ARc due to the extended nature of the linear that make them more able
to form promiscuous interactions with their neighbors. All assemblies were broken up by the addition of
toluene dispersant due to favorable interactions between the solvent and aromatic cores that stabilize smaller
aggregates, with ARb aggregates more susceptible to toluene dispersion than ARa or ARc.
Application of the diffusion map nonlinear manifold learning technique to our simulation trajectories
permitted the discovery of small numbers of collective variables with which to characterize folding and con-
struct low-dimensional single-molecule free energy surfaces. The resulting free energy surfaces revealed a rich
diversity of metastable configurational states and complex folding behavior reminiscent of protein folding.
We also resolved the influence of asphaltene concentration and toluene addition on the underlying folding
landscapes by shifting the relative stability of the various metastable states. Our analysis revealed the ex-
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tended configuration of the two-core linear molecule ARa to remain the preferred conformation at nearly all
asphaltene and toluene concentrations studied, although a number of parallel stacked collapsed configura-
tions sandwiching up to two polyaromatic cores belonging to neighboring molecules were also prevalent in
the equilibrium ensemble. The folding landscape of the three-core linear molecule ARb was extremely rich,
containing a diversity of parallel stacked configurations involving neighboring molecules. Partially collapsed
conformations dominate the equilibrium ensemble at low asphaltene concentration, but these compete with
extended conformations at high concentration. The addition of toluene also serves to stabilize extended
structures at the expense of collapsed ones. The landscape for ARc was much simpler due to the configu-
rational restrictions imposed by the ring topology of this molecule. At finite asphaltene concentrations, the
free energy surface only mildly impacted by concentration and solvent effects, with the extended molecular
configurations favored under nearly all conditions studied.
Porting nonlinear dimensionality reduction tools and single molecule folding paradigms from protein
folding to analyze asphaltene assembly and folding behavior have helped expose their rich morphological
and thermodynamic behavior. We have also shown important differences in the morphological structure of
self-assembled networks between continental and archipelago asphaltenes at high concentrations. In future
work, we would like to extend our analysis to more exotic and realistic archipelago architectures, and to
mixtures of continental, archipelago, and resin structures more representative of real asphaltene samples
containing a diversity of chemical structures. Furthermore, we anticipate that the physical insights made
possible by the low-dimensional free energy surfaces may prove useful in helping rationally design dispersants
and environmental conditions to mitigate aggregation behavior and help prevent precipitation and fouling of
petroleum processing equipment. Finally, we observe that the methodologies applied in this study may be
further extended to other self-assembling systems including liquid crystals and anisotropic patchy colloids
[346, 347, 348, 349, 350, 351, 352, 304, 353, 354, 355, 368].
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Chapter 8
Conclusions and future work
This thesis employed molecular simulation, statistical mechanics, dynamical systems theory, and machine
learning to study the macromolecular folding and self-assembly. We established new techniques for nonlinear
machine learning and free energy landscape reconstruction to support these goals, and applied our tools to
provide new understanding of folding behaviors of hydrophobic polymer chains and aggregation behavior of
asphaltenes.
8.1 Summary of work
First of all in Chapter 2, I present a number of nonlinear machine learning tools used in this work, including
diffusion maps and its variations, such as pivot diffusion maps and density adaptive diffusion maps. I
detail a number of technical innovations in nonlinear dimensionality reduction, graph matching, and free
energy landscape estimation that enabled the scientific advances reported in later chapters. Diffusion maps
are a data-driven nonlinear manifold learning technique that models the transition between sampled states
as a random walk along the intrinsic manifold in high dimensional configurational space. By solving the
eigenvalue problem in diffusion maps, we obtain a eigenvectors corresponding to discrete approximations of
the eigenfunctions of the backward Fokker-Planck equation [39, 112, 41]. We employ these extracted slow
diffusion modes as good collective variables (CVs) describing the geometry of the intrinsic manifold and which
resolve local minima and interconnecting pathways. The original formulation of diffusion maps requires us
to compute the pairwise distance between all N sampled points through the assembly and operations upon a
N×N matrix D. This computation can be expensive and time-consuming when N is large or the calculation
of the matrix elements Di,j is expensive. To solve this issue, I developed pivot diffusion maps (P-dMaps),
which selects out n N pivot points judiciously distributed over the manifold, applies diffusion maps over
these n pivots, and embeds all remaining points using Nystro¨m extension [137, 124, 115, 138, 122, 126].
I demonstrated that pivot-dMaps can reduce computation time and memory cost by up to two orders of
magnitude without sacrificing significant accuracy in the manifold reconstruction. For some systems, the
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density distribution of the sampling point is out of balance with too large density variance, this will impair
the performance of diffusion map. To alleviate this problem, I introduce another variation of diffusion maps
termed density adaptive diffusion maps, which globally adapts all pairwise distance Dij with an exponent α,
so that Dij becomes D
α
ij . This operation preserves rank ordering in distances, obeys the triangle inequality,
and adaptively and smoothly tunes the density to improve performance of diffusion maps and interpretability
of the resulting embeddings. In this chapter, I also describe the idea of graph matching, which is developed
by my previous colleague Andrew Long [106]. Graph matching utilizes Isorank algorithm and computes the
similarities or distances between graphs. In the study of self-assembling systems, each assembled cluster can
be mapped to a graph. Graph matching can be usefully combined with diffusion maps, since we could extract
the low dimensional “assembly landscape”, from which the thermodynamically stable states and aggregation
pathways can be understood more easily. I adapted previously established graph matching and diffusion
map tools applied to colloidal self-assembly, and applied them to molecular assembly. In this chapter, a
grid-free method to compute low-dimensional free energy surface is also discussed. This method is valuable
when the underlying free energy surface is rugged and possesses structures at different scales. In these cases,
grid-free methods typically furnish a smoother and more accurate FES than regular grid-based methods.
In Chapter 3, I talk about the application of molecular simulation and diffusion maps to study the
dynamics and the folding landscape of circular polymers [66, 67, 68], we performed molecular dynamics
simulations of 24-mer and 50-mer polyethylene chains in water in a variety of supramolecular topologies:
linear chain, isolated ring, right- and left-handed trefoil knot, catenane, and Borromean ring. The application
of P-dMaps to the six supramolecular topologies of the 24-mer chain system discovered a 4D intrinsic manifold
that revealed the relationships between the structural ensembles sampled in each of the topologies. The ring
systems (isolated ring, catenane, Borromean ring) explored a subset of the configurations sampled by the
linear chain, while the trefoil knots sampled a structurally distinct region of the manifold. For the 50-
mer chains, P-dMaps identified an effectively 2D manifold that revealed the isolated ring configurations to
be nested within that of the linear chain, and an overlapping relationship between linear, catenane, and
Borromean ring. Again, the trefoil knots sampled a distinct region of the manifold that was inaccessible to
the other topologies.
An autocorrelation analysis of the chain RMSD enabled us to measure the deformability and relaxation
rates of the chains in the various topologies. In general, the larger chains are both more deformable and
exhibit slower relaxation rates, and demonstrated that longer memory effects are induced by increasing chain
length or through inter-chain interactions in multi-chain complexes. We also proposed a means to compute
the rotational diffusivity of the chains in trefoil knot, catenane, and Borromean ring complexes. Interestingly,
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while the 50-mer chain has a higher rotational mobility than the 24-mer in the knot and Borromean ring,
the shorter chain possesses a three-fold larger rotational diffusivity in the catenane assembly. This is a
consequence of the more open circular ring conformations sampled by the 24-mer compared to the collapsed
structures explored by the 50-mer that impede rotation.
In Chapter 4, I demonstrate how can we integrate dynamical systems theory with nonlinear dimensionality
reduction techniques to recover from molecular simulations a representation of the single molecule free energy
surface of an n-tetracosane chain in water from measurements of only the head-to-tail distance of the chain.
Subject to the elimination of spatial symmetries associated with our choice of the measurement observable,
and temporal symmetry breaking induced by the delay embedding, we have verified that the smFES recovered
in this manner is geometrically and topologically equivalent to that recovered from a trajectory in which the
temporal evolution of all molecular degrees of freedom are known. This work demonstrates that topologically
equivalent representations of single molecule free energy surfaces can be extracted from the analysis of
univariate time series, laying the foundations for the inference of biomolecular folding landscapes directly
from experimental measurements.
The next three chapters of this thesis focus on the aggregation of asphaltene molecules. Constituting
the heaviest aromatic component of crude oil, the aggregation and precipitation of these molecules on
petroleum production equipment and in well bores costs the petroleum industry billions of dollars per
year in losses [261, 255]. In Chapter 5, we have constructed bottom-up coarse-grained molecular models for
three prototypical continental asphaltene architectures based on the Martini force field [30] that we explicitly
reparameterized against all-atom calculations using PMF matching to reproduce the intra and intermolecular
bonded and non-bonded distributions. Using high-performance GPU hardware we have conducted 0.5 µs
simulations of the aggregation of hundreds of asphaltenes in explicit n-heptane solvent over a range of
mass fractions. These calculations attained the time and length scales necessary to observe the complete
Yen-Mullins aggregation hierarchy [252, 251] allowing us to observe and examine the microscopic details of
asphaltene self-assembly using a chemically accurate molecular force field.
Our characterization of the thermodynamics and morphology of assembly is consistent with the three
stage Yen-Mullins assembly hierarchy as a function of concentration. The details of the assembly hierarchy
are strongly dependent on asphaltene chemistry. The kinetics of association and dissociation of the 1D
rod-like nanoaggregates at dynamic equilibrium are well modeled by an exponential distribution reflecting
a balance between coagulation and fragmentation. This work has provided a detailed characterization of
the microscopic morphology, thermodynamics, and kinetics of the complete Yen-Mullins hierarchy using
a molecularly-detailed and chemically accurate force field parameterized against all-atom simulation data.
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It is anticipated that the findings reported here will be of use in improving understanding and control
of asphaltene aggregation as both a fundamentally interesting self-assembling system, and an important
industrial problem for the petroleum sector.
In Chapter 6, We conducted coarse-grained molecular dynamics simulations of the self-assembly of a
prototypical asphaltene molecule at a concentration of 20 mass% at 60 state points over the range of pressure
P = 1-1000 bar, temperature T = 250-400 K, and toluene solvent mass fraction ftol = 0-100% with the
balance made up by n-heptane. We tracked the mass averaged cluster size g¯2 to characterize the self-
assembly phase behavior and generate a self-assembly phase diagram over this state space. We employed
diffusion maps to extract from our molecular simulations a pseudo-1D intrinsic manifold containing the
important long-time dynamical motions of asphaltene self-assembly. The collective variable parameterizing
the manifold discovered by the diffusion map was shown to correlate with cluster size on large length scales,
and discriminate between compact (i.e., parallel stacked) and loose (i.e., T-shaped and edge stacked) cluster
configurations on short length scales.
This work presents a computational study of the self-assembly phase behavior of a prototypical asphal-
tene molecule as a function of temperature, pressure, and solvent conditions, and employs nonlinear learning
to link these emergent assembly behaviors to the microscopic thermodynamics of the self-assembling aggre-
gates. The phase diagram presents a roadmap to modulate the prevailing conditions to control asphaltene
aggregation behavior, and the machine learning offers molecular level understanding of these behaviors that
can prove valuable in appreciating the fundamental mechanisms and designing new dispersants and aggrega-
tion inhibitors [63, 338, 345]. This new understanding and predictive capacity is valuable to the petroleum
industry in controlling and mitigating the pervasive and pernicious problem of asphaltene deposition and
fouling.
In Chapter 7, We developed coarse-grained molecular models of archipelago asphaltene molecules based on
the same coarse graining scheme. Deployment of this model on GPU hardware enabled efficient simulation
of 80 asphaltene molecules over 0.5 µs time scales to directly probe the self-assembly behavior at mass
fractions of 1%-20% and in mixed n-heptane/toluene solvents. We considered three prototypical archipelago
asphaltenes constructed from polyaromatic cores comprising 12 fused aromatic rings and C12H25 aliphatic
side chains – a two-core linear topology (ARa), a three-core linear topology (ARb), and a three-core circular
topology (ARc) – designed to study the effect on the number of cores and their topological arrangement on
the morphology and thermodynamics of self-assembly. We characterized aggregation behavior as a function
of asphaltene concentration using three metrics designed to discriminate the three stages of the Yen-Mullins
assembly hierarchy [252, 251, 77, 78]. As asphaltene mass fraction increases up to ∼10%, we observed
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an assembly hierarchy in line with the Yen-Mullins model: the formation of nanoaggregates associated
through parallel stacking, the association of nanoaggregates into clusters through T-shaped, offset, and
edge interactions, and cluster-cluster interactions mediated by core-side chain and side chain-side chain
associations. At higher concentrations – 20% mass fraction for ARa, 15% for ARc, and 10% for ARb – we
observed the formation of a percolating fractal network with fractal dimension 2.0 at long length scales, and
1.0 at short length scales irrespective of asphaltene architecture. Interestingly, the Yen-Mullins morphological
hierarchy is attenuated at high asphaltene concentrations, with the network assembled largely by parallel
stacking interactions between asphaltene cores. Application of the diffusion map nonlinear manifold learning
technique to our simulation trajectories permitted the discovery of small numbers of collective variables
with which to characterize folding and construct low-dimensional single-molecule free energy surfaces. The
resulting free energy surfaces revealed a rich diversity of metastable configurational states and complex
folding behavior reminiscent of protein folding. We also resolved the influence of asphaltene concentration
and toluene addition on the underlying folding landscapes by shifting the relative stability of the various
metastable states. Porting nonlinear dimensionality reduction tools and single molecule folding paradigms
from protein folding to analyze asphaltene assembly and folding behavior have helped expose their rich
morphological and thermodynamic behavior.
8.2 Future work
This thesis has laid the foundations for a number of extensions and new directions of inquiry that build
upon the tools and achievements established in this work.
The first direction is to collaborate with experimentalists to apply delay embedding and diffusion maps
to experimental data for single molecule folding. In my past work, we considered the idealized case of a
simple homopolymer chain for which the spatial symmetries to be eliminated given our choice of measure-
ment observable were clear, and which possessed a single temporal symmetry. Furthermore, we analyzed
a continuous, noise-free 100 ns time series with 10 ps resolution [120]. Delay embeddings of short, noisy,
low-resolution, and temporally disjoint experimental smFRET trajectories will require careful processing,
and the impact of these factors upon the resultant smFES remains to be ascertained [58, 59]. In future work,
we plan to (i) extend our study to molecular simulations of peptides and proteins, (ii) explore multichannel
measurements of several observables, none of which may, in itself, be generic, (iii) examine the impact of the
temporal resolution of the time series on the reconstruction fidelity, and (iv) confront the influence of noise
by artificially contaminating our simulated scalar time series to lay empirical bounds on tolerable signal to
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noise ratios. Finally, Takens’ Theorem asserts the existence of a diffeomorphism between the true smFES and
that recovered from delay embeddings, but the transformation itself is not supplied. Although the topology
of the landscape is maintained, interpretation of its topography (i.e., the height of the free energy wells and
barriers) under the action of an unknown Jacobian presents a challenge. Future works could also be to place
limits on the degree of stretching/squashing of the smFES under the diffeomorphic transformation induced
by the delay embedding under different choices of physical observable and delay embedding parameters both
theoretically, using tools from real analysis and probability theory, and empirically, by conducting molecular
simulations of more biologically realistic systems.
Another possible direction based on this thesis could be the combining of the constrained and uncon-
strained methods to develop enhanced sampling techniques. Due to the computational limitations, enhanced
sampling is necessary to explored the rare events and long time behavior of molecular systems of interest.
Enhanced sampling techniques can be divided into two categories: constrained and unconstrained [95]. In
constrained method, we initially explore the current small configurational domain, employ dimensionality re-
duction techniques to identify local good collective variables, then wisely choose directions to explore further
along these good collective variables. Constrained enhanced sampling could efficiently explore connected
regions in high dimensional FES using relatively little computational power, but it performs poorly jumping
over the hidden barriers to sample the local minima far from the current region. Unconstrained methods on
the other hand, modify the system Hamiltonian and can more easily cross hidden barriers and sample large
domain of the FES, but the computation is usually much more expensive since it is not directed along the
important collective modes. In future work, we could combine constrained sampling methods, such umbrella
sampling [44], metadynamics [45], or DM-d-MD [46], MESA [369], intrinsic map dynamics [365], and uncon-
strained methods such as replica exchange [19, 20], parallel tempering [21], self-guided molecular/Langevin
dynamics [22], and essential energy space random walk [23], to develop enhanced sampling that can both
efficiently explore local connected FES regions and more easily surmount hidden barriers.
The third direction is to adapt and extend the coarse-grained asphaltene force field we developed to
rationally design chemical asphaltene additives. To deal with the trouble caused by asphaltene aggregation,
the use of chemical additives at low concentrations is the most practical and economic solution at present
[370]. Asphaltene additives include asphaltene inhibitors (AI) that slow down aggregation, and asphaltene
dispersants (AD) that break up large aggregates. Several asphaltene additives with different chemical struc-
ture have been experimentally studied [370, 338], but the details and the mechanism in molecular level are
still not clear, presenting an obstacle for the rational design of optimal additives. We could first use MD
simulations to assess the dispersant activity of a number of existing additives, and use these data to develop
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quantitative structure activity relationship (QSAR) models relating dispersant chemistry to activity [48].
Then, we can use these models to perform high-throughput screening of chemical space to identify new
dispersants predicted to have superior dispersant activity that we will validate in simulation and propose
for experimental testing.
Finally, we observe that the methodologies used in the study of asphaltene aggregation may be further ex-
tended to other self-assembling systems including liquid crystals, pi-conjugated polypeptides, and anisotropic
patchy colloids [346, 347, 348, 349, 350, 351, 352, 304, 353, 354, 355, 368]. A promising direction could be the
rational design of these self-assembling functional materials. Using similar techniques to those I described
in Chapter 5, we could develop coarse-grained force fields for different molecules or colloids, which enable
us to sample their long time and large scale assembly behavior. Further, we can use free energy landscape
engineering technique developed by Long and Ferguson [371] to rationally design building blocks by per-
forming inverse design to stabilize the free energy for the target configuration. Optoelectronic behaviors are
an interesting engineering target for self-assembling molecular materials, since they have broad applications
as organic semiconductor, light-emitting-diodes (LED), photovoltaic diodes (PVD), memory elements, and
photovoltaic solar cells [349, 346, 347, 348, 349, 350, 351, 352, 304, 353, 354, 355, 368]. In this direction,
we may wish to combine classical molecular simulation with kinetic Monte Carlo (kMC) to compute carrier
mobility of the aggregates, and density functional theory (DFT) to compute energy gap between HOMO
and LUMO electron orbits, thus infer its absorption and emission spectra.
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Appendix A
Proof of the triangle inequality
We employ in the application of diffusion maps described in Section 2.2 a measure of the pairwise distance
between polymer configurations based on the root mean square deviation (RMSD) between the (united)
atom coordinates. For linear polymers, we minimize this distance over translation and rotation. For ring
homopolymers, we minimize over translation, rotation, and indexing of the united atoms constituting the
ring. We provide below a proof that both of these distances satisfy the triangle inequality, and – together
with their inherent non-negativity and symmetry – therefore serve as a proper metric functions over the
molecular configurations [104, 105].
Consider two configurations of the ring polymer a and b with coordinates of their constituent united
atoms represented as ~ra and ~rb. The Euclidean distance between ~ra and ~rb is denoted as dE(a, b), and the
triangle inequality is assured to hold for any triplet of configurations in Euclidean space, which can be easily
derived as a consequence of the Cauchy-Schwarz inequality[372],
dE(a, c) + dE(b, c) > dE(a, b) (A1)
We now denote the translationally and rotationally minimized pairwise distance between configurations
a and b as dR(a, b). Further, dR(a, b) = dE(a(b), b) = dE(a, b(a)), where a(b) denotes the translation and
rotation of configuration a that minimizes its Euclidean distance to b. As described in Section 3.3.5, in
a ring homopolymer we may permute the indices of the constituent atoms by shifting the arbitrary start
of the [1, N ] indexing without changing the polymer configuration. Accordingly, we may further minimize
the Euclidean distance under this permutational symmetry. We denote the distance between configuration
a and b under the translation, rotation, and indexing that minimized the Euclidean distance as dP (a, b).
Further, dP (a, b) = dR(a[b], b) = dR(a, b[a]), where a[b] denotes the translation, rotation, and indexing of
configuration a that minimizes its Euclidean distance to b.
In performing this study, we use dR to measure pairwise distances between linear polymers, and dP
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between ring polymers. We demonstrate below that both of these distances satisfy the triangle inequality,
dR(a, c) + dR(b, c) > dR(a, b) (A2)
dP (a, c) + dP (b, c) > dP (a, b) (A3)
Proof of Eqn. A2:
∵ dE(a, b) > dE(a(b), b) = dR(a, b)
⇒ dR(a, c) + dR(b, c) = dE(a(c), c) + dE(b(c), c)
> dE(a(c), b(c))
> dE(a(b(c)), b(c))
= dE(a(b), b)
= dR(a, b), (A4)
where in going from the second line to the third, we used the result from Eqn. A1.
Proof of Eqn. A3:
∵ dR(a, b) > dR(a[b], b) = dP (a, b)
⇒ dP (a, c) + dP (b, c) = dR(a[c], c) + dR(b[c], c)
> dR(a[c], b[c])
> dR(a[b[c]], b[c])
= dR(a[b], b)
= dP (a, b) (A5)
where in going from the second line to the third, we used the result in Eqn. A4.
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Appendix B
Proof of the triangle inequality for
multibody system with density
adaptation
As defined by 2.14 in the main text, the pairwise distance between two clusters A and B is,
dAB =
(∑
p
∑
q>p
|χA(p, q)− χ′B(p, q)|
)α
α ∈ (0, 1], (B1)
where χA is the real-space distance matrix for pairs of molecules in cluster A, χ
′
B = HABχBH
T
AB , HAB is
the permutation matrix that rearranges the labels of the molecules in cluster B to minimize the Frobenius
norm of the difference of the binary adjacency matrices of clusters A and B, and α ∈ (0, 1] is a parameter
used to globally rescale pairwise distances that is discussed in Section 2.4. If clusters A and B contain NA
and NB molecules and NA¡NB , we augment χA with (NB −NA) all-zeros rows and columns corresponding
to the addition of a number of zero-bond length “ghost molecules” to explicitly represent the absence of
these contacts in the smaller cluster.
By construction the distance dAB is non-negative and symmetric. To be a well-defined distance metric
over the space of clusters it suffices to show that it also obeys the triangle inequality such that for any three
clusters A, B, and C,
dAC 6 dAB + dBC , (B2)
which we prove as follows.
α = 1 We will first prove the special case of α = 1, then use this result to generalize to α ∈ (0, 1].
For notional clarity when considering more than two clusters, we denote the optimal permutation of the
real-space distance matrix of cluster B under the permutation matrix that minimizes the Frobenius norm of
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the difference of the binary adjacency matrices of clusters A and B as χB(A) = HABχBH
T
AB .
dα=1AB + d
α=1
BC =
max(NA,NB)∑
p
max(NA,NB)∑
q>p
|χA(p, q)− χB(A)(p, q)|
+
max(NB ,NC)∑
p
max(NB ,NC)∑
q>p
|χB(p, q)− χC(B)(p, q)|
=
max(NA,NB)∑
p
max(NA,NB)∑
q>p
|χA(B)(p, q)− χB(p, q)|
+
max(NB ,NC)∑
p
max(NB ,NC)∑
q>p
|χB(p, q)− χC(B)(p, q)|
=
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
|χA(B)(p, q)− χB(p, q)|
+
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
|χB(p, q)− χC(B)(p, q)|
=
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
(|χA(B)(p, q)− χB(p, q)|+ |χB(p, q)− χC(B)(p, q)|)
≥
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
| (χA(B)(p, q)− χB(p, q))+ (χB(p, q)− χC(B)(p, q)) |
=
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
|χA(B)(p, q)− χC(B)(p, q)|
≥
max(NA,NB ,NC)∑
p
max(NA,NB ,NC)∑
q>p
|χA(p, q)− χC(A)(p, q)|
=
max(NA,NC)∑
p
max(NA,NC)∑
q>p
|χA(p, q)− χC(A)(p, q)|
= dα=1AC , (B3)
which completes the proof for α = 1. In going from the first line to the second, we switch from applying
the optimal permutation to relabel the molecules in cluster B to best match that in A, to relabeling those
in A to best match that in B. In going from the second line to the third we have implicitly augmented the
real-space distance matrices of the two smaller clusters with a number of all-zeros rows and columns to bring
them up to the same size as that of the largest of the three clusters. In going from the fourth line to the
fifth, we have used the triangle inequality in R, which states that |a + b| ≤ |a| + |b| for any three scalars
a, b, c ∈ R [105]. In going from the sixth line to the seventh, we have used the fact that the permutation
matrix that produces the optimal relabeling of the molecules in cluster C to minimize the Frobenius norm
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of the difference between the binary adjacency matrices of clusters A and C as results in a smaller value
of the double summation than the application to clusters A and C of permutation matrix that relabels the
molecules to minimize the Frobenius norm of the difference of their respective binary adjacency matrices with
that of cluster B. We observe two caveats in this step of the proof. First, we assume that the permutation
matrix that minimizes the Frobenius norm of the difference in the binary adjacency matrices of two clusters
A and B is identical to that which minimizes dAB . Numerical tests have demonstrated this to be true for all
cases we have considered. We observe that we could define the permutation matrix as that which minimizes
dAB , but this is a much slower optimization problem than that which minimizes the Fobenius norm of the
difference in the binary adjacency matrices, and renders our approach intractably slow in applications to the
tens of thousands of clusters that we consider in this work. Second, we assume that the permutation matrix
identified by this approach is indeed the global optimum. Since this is a strongly polynomial optimization
problem, we must adopt approximate solution approaches – here we choose to use the IsoRank algorithm
[141] – which are not guaranteed to find the globally optimal solution, particularly for large cluster sizes.
In going from the seventh line to the eighth, we have implicitly removed any unnecessary all-zero rows and
columns augmenting the real-space distance matrices of clusters A and B to bring them up to the same size
as that of cluster B.
α ∈ (0, 1) Having proven the result for α = 1, we now use this result to prove that the triangle inequality
also holds for α ∈ (0, 1). First, we note that the distances defined by Eqn. B1 for any pair of clusters A and
B are constrained to be non-negative, such that dAB ∈ R+0 . Second, we observe that we may rewrite Eqn.
B1 to express a relationship between distances computed for α = 1 and those computed at arbitrary α as
dAB =
(
dα=1AB
)α
. Now, considering α ∈ (0, 1) and commencing from Eqn. B3,
dα=1AC ≤ dα=1AB + dα=1BC
⇒ (dα=1AC )α ≤ (dα=1AB + dα=1BC )α
=
(
dα=1AB + d
α=1
BC
) (
dα=1AB + d
α=1
BC
)α−1
= dα=1AB
(
dα=1AB + d
α=1
BC
)α−1
+ dα=1BC
(
dα=1AB + d
α=1
BC
)α−1
≤ dα=1AB
(
dα=1AB
)α−1
+ dα=1BC
(
dα=1BC
)α−1
=
(
dα=1AB
)α
+
(
dα=1BC
)α
⇒ dAC ≤ dAB + dBC , (B4)
which completes the proof. In going from the fourth line to the fifth, we have exploited the fact that for
α ∈ (0, 1) ⇒ α− 1 < 0 ⇒ (dα=1AB + dα=1BC )α−1 ≤ (dα=1AB )α−1 and (dα=1AB + dα=1BC )α−1 ≤ (dα=1BC )α−1.
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α ∈ (0, 1] Combining the first proof for α = 1 with the second for α ∈ (0, 1) means we have proved
that the triangle inequality holds for the distance defined by Eqn. B1 for α ∈ (0, 1]. Together with its
non-negativity and symmetry, this distance measure constitutes a proper metric function over the space of
clusters [104, 105].
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