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1 What are hot topics?
Let us rst clarify the meaning of hot topics. There are at least two ways
of explaining the temperature of the topics. The rst one is the following.
Since our research community is small, if several of us, who are inspired and
guided some interesting previous results, are working on the same subject, that
subject becomes noticeable in the community and becomes hot. The second
is to attribute the temperature to social context. The research topic is hot if
the research addresses the problems that our society is facing. The former is
called hot-by-community, and the latter hot-by-challenge in this note. There
will be combination of the two. Most researchers think that their research
topics are warm in the measures of by-community and by-challenge.
I argue that the ideal situation is that our research topics are hot-by-
challenge. However, in this world of advanced science and technology it is not
easy to be in the ideal situation. One cannot easily nd a problem that has a
direct impact to our society. We would need a long chain of arguments even
to justify our research. We tackle a problem P
0
since P
0
solves P
1
,   , and
P
n 1
solves P
n
. The solution P
n
is tangible to people. As n becomes larger, it
becomes more diÆcult to convince people that P
0
is hot-by-challenge.
2 What is the reduction strategy?
I try to answer, in a manner of talking in a classroom of rst-year compu-
ter science students, the above question without using rigorous formalism.
This will be helpful to think about the relevance of the research on reduction
strategies in wider context.
Suppose you are writing a program in a futuristic language, say a language
similar to our natural languages in which you do not have to write much control
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information of how to evaluate programs. You are not so much concerned with
the evaluation order of program fragments (although of course you have to be
conscious about evaluation order in some fragments of the program). Your
program can be executed by a smart interpreter. You may nd the interpreter
not smart enough or not obedient enough to run your program that you wish.
Then you look at your program and start to specify how the program should
be evaluated.
You will have a variety of freedom of how to evaluate the program. You
would like to have a guideline for the evaluation. This guideline is called
strategy. The strategy may be to evaluate the program from left-to-right,
right-to-left or something more complicated. When our program is a term to
be rewritten by a set of term rewrite rules, the strategy is called reduction
strategy.
You may then want to know, for example, if the strategies will deliver the
same result for the same program. To answer the question, you would have
to develop theories of reduction strategies.
3 What are hot topics in reduction strategies?
Let us now resume thinking about hot topics of reduction strategies. Reduc-
tion strategies are interesting since we study evaluation of programs. Programs
are what fulll our requests to computers. I am afraid that this argument is
not exciting to many people, since it is too vague and plain. However, if we im-
mediately start to talk about the denitions of reduction, reduction strategy,
etc. in our formal language, people may not follow us.
For hot-by-challenge researches we need to nd good applications, some-
thing in between computers and term rewriting, that appeal to people, gu-
ratively speaking.
Below I will try to answer the questions posed by Gramlich[2].
4 What are the main challenges in research on reduc-
tion strategies?
I provide some research results and topics for the future that may answer the
above question.
Theories of reduction strategies have been used successfully to explains the
process of computation, more specically the behavior of programs. Take for
example the seminal work of Huet and Levy on call-by-need computation[4].
It explains the essence of what is known the lazy evaluation of functional
programming languages in very elegant and rigorous way. Their work not
only explains the lazy evaluation, but claries the class of programs for which
the soundness of lazy evaluation is assured.
Theories of reduction strategies have been used to design new programming
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languages. Lazy narrowing in functional logic programming is developed by
lifting the concept of call-by-need computation to narrowing and then used to
design our function logic programming language CFLP. Similar explanation
may be possible for a function logic language Curry. For the computation
models of those languages, see [5] and [3], respectively. The language ELAN[1]
is more ambitious in exploiting the notion of reduction strategies. It can
program reduction strategies.
As a concrete example of application of theories of reduction strategies,
I would like to point out a symbolic computation language Mathmatica that
are based on higher-order rewriting. Mathematica provides many useful func-
tionalities with which we can design our own strategies. However, it seems
that good theories that explain computation models are still missing.
Theories of reduction strategies can be used in program transformation.
Program transformation is used to derive eÆcient programs from less eÆcient
ones. One method to achieve this is to change evaluation orders without
aecting the result of computation. Theories of reduction strategies can be
used as a guideline to achieve this.
Many programs nowadays are running in distributed or parallel environ-
ment. Although theories for parallel and distributed computation are deve-
loped in dierent research communities, theories of reduction strategies may
be able to provide a good theoretical basis for developing more sophisticated
computing mechanisms.
5 Where is the signicant potential for making relevant
progress?
This question is diÆcult to answer. The question is more relevant when it
addresses bigger problems involving more technologies, such as how to achieve
truly ubiquitous computing.
I should hastily add, however, that term rewriting is an abstract notion of
computing, and that if we hit the right point of complex computing systems,
it is a powerful tool to analyze and understand them and moreover to present
new models of computing systems in the relevant elds.
6 Where are promising links across dierent elds?
I already hinted the answer to this question. Reduction strategies are prima-
rily related to programming. In the state of the art, reduction strategies are
formulated within the framework of term rewriting. Therefore we can natu-
rally link our researches on the reduction strategies to researches of functional
and logic programs.
When we widen our objects of study from terms to those that model things
that we daily handle, such as images, music and large textual documents, we
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will be able to locate more links with other elds. Although researches on
rewriting on these objects are still cold-by-community, they are surely hot-by-
challenge.
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