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This paper investigates the use of positive real conditions in the analysis of
high-gain adaptive control rules for linear systems subjected to nonlinear
perturbations of the state and input.
1. Introduction
THe problem of adaptive stabilization of an n-input m-output linear time-
invariant system S(A, B, C) in R""/, of the form
i(r) : Ax(t) + Bu(t), r(0) : xs, l
y ( t ) :  Cx( t ) ,  J ( 1  1 )
has recently been considered in the case of /: 1 (Brynes & willems, 19g4;
Märtenssen, 1986) and / > 1 (Ilchmann, owens , & prätzer-wolters, 19g6). More
precisely, the problem of feedback stabilization of (1.1) in the situation of
unknown .4, B, c and state dimension n has been considered usins the
time-varying feedback
u(t) : - k(t)y(t) (r .2)
where ft(r) is a time-varying gain, generated from measurement data. we impose
the structural constraints that
(i) S(,4, B, C) is minimum-phase, and
(ii) the spectrum o(CB) lies in the open right half complex plane C*.
The original result of Byrnes & willems proved that, with / : 1, the adaptive gain
law
tc1tl: y'1tSy1t1, ft(O) : ks (1 .3 )
will generate a stable closed-loop response y(.) 
€ rä[0,o) for any initial state
rs€R" and initial gain koeR, while ensuring that the gain variation k(.) is
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where F is a linear or nonlinear piecewise continuous function of finite
incremental  gain r0 i .e.  l lF(r) l l<rnl lx l l  VreR""/ .  Here r /  is assumed to be
independent of A, B, C, Ln, and state dimension n, and hence stabilizes all
systems of class )(0) despite ignorance of the details of plant dynamics. An
example of a solution to this problem is the map r/'defined by (1.3) with /: 1 and
z(t): y(t). For design purposes, however, it is of interest to have available a
wider class of adaptive mechanisms. The first problem considered in the following
sections is the use of positive-real conditions, and their consequences (Anderson,
1967) for the existence of a particular solution of a Liapunov equation, in the
characterization of such a class of adaptive mechanisms. Despite the wide choice
of mechanism available, it is also important to be able to assess the robustness of
the feedback schemes. As will be seen, the use of positive-real analysis is well
suited to this task, since it permits the demonstration that the closed-loop system
is robust with respect to a wide class of nonlinear time-varying perturbations
which can include unbounded gain elements.
To define the problem of robustness with respect to nonlinear time-varying
perturbations more precisely, we will consider the linear system (1.1) of class
X(0) perturbed to produce the nonlinear time-varying system S(A, B, C, g, h,f)
in R"*/ described by
*(t1:  Ax(t)  + s(r(r) ,  t )  + B[u(t)  + h(x(t) ,  u(t) ,  y(t) ,  t )  -  f  (y(t) ,  t )1,
y(r )  :  cx( t ) ,  x(o) :xo € R"" / (2.3a,b,c)
Such a system wi l l  be termed of c lass C(gn,hr,hr,h.)  i f f ,  for al l  t> 0, . r€R"* ' ,
and u,y € R-*/, the following inequalities hold for g, h, and/:
l ls(x,  r ) l l<gn l l r l l ,
tr lyrCBh(x, u, y, t)f< l ly l l '  ( lr '  l lxl l + hrl lullz+ hrllyl l '),
t r lyrcBfy,  t ) f>0,
Q.aa)
(2.4b)
(2.4c)
where R""/ is assumed to be endowed with the norm ll ' l l, and ll ' l l2 denotes the
usual Euclidean norm llxllr: [tr (.rrx;]]. Note that any linear system of class .X(0)
is also of class C(0,0,0,0). To complete this section, we make the following
comments on the form of nonlinearity assumed:
(a) The term g(x, /) represents time-varying, linear or nonlinear, state-
dependent perturbations to the term Ax of uniformly bounded finite gain.
(b) The terms ä and/represent state, input and output, time-varying linear or
nonlinear perturbations to the plant input u due to, for example, feedback loops
within the process dynamics or nonlinear effects in the plant sensors or actuators.
Equations (2.4b,c) bound the growth of these nonlinearities and, it should be
noted, permit 'unbounded' effects of the correct sign.
3. Theorems on gain divergence: a positive-real approach
In this section, we consider the system (2.3) of class C(go, hr, hr, /r3) subjected
to the control (1.2) where k(t) is an arbitrary monotonically nondecreasing2)
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with all zeros in the region g-t'o (for some 7o>0) in the complex plane, and
suppose that CB ß positiue definite in the sense that
N :: CB + (Ca)r > 0. (3.4)
Then S(A, B, C) is of class 2(),.s) and, under unity negatiue feedback control
u(t) : r(t) - ky (t) , with k a scalar constant gain, there exists k* e R* such that the
closedJoop system S(,4 - kBC, B, C) is asymptotically stable, for all k>k*, with
all poles and zeros in the region C-^" of the complex plane. Further, if the
closed-loop transfer-function matrix ß factorized into the form H(s)CB, and Hs(s)
is defined by (3.2), then Hs is asymptotically stable, and we can choose k* to
ensure that Hs is positiue-real for all k> k*.
Proof. Condition (3.4) implies condition (2.1) which, together with the
minimum-phase assumption, implies the first part of the result using basic
properties of multivariable root loci (Owens, 1978: p.287). To prove the second
part of the result, we observe that 116 is clearly minimum-phase and asymptoti-
cally stable while
I1(s) : [1 + tc(s)]- 'c1s;1cr;- ',
where G(r): C(sI-A)*'B is the transfer-function matrix of system (1.1).
Noting that
11u(s) + H[(s;: HJ(s)[Ht1(s) + (n[(s))-'   ]Hn(,),
and setting G: G(CB)-', it is sufficient o show that
R(s): :  l1t ' (s) + (rr [1s))- '  = kN + 6- ' (r  -  l i  + G-lG - L()
is nonnegative definite for s e C*. Condition (3.4) guarantees the nonsingularity
of CB in the above.
Next, write
G-t(s - in): (s - ),iI * t/1(s - i6),
where the transfer-function matrix H,(.) has poles equal to the zeros of (1.1) and
is proper. Hr(s - tro) is hence uniformly bounded on C*, with
Z(s): :  H,(s -  l0) + HI(s -  ) , i> -yI  (s e C*)
for some yeR.Sett ing r :  o* iw, with o>0, yields, af ter a l i t t le manipulat ion
and denoting the smallest eigenvalue of N by i,,
R(s ) :  kN +2(o  -  hn) I  +  7 (s )  > IkLr -  (2Lu+ L) ) I  >0
for all k 7 k* :: (zLo+ y)l\, which proves the result. tr
Using the above, we now state the first main theorem of the paper.
Tnr,onru I Let the linear system (1.1) be of class 2(0) with CB satisfying the
positiuity condition (3.4), and denote the largest eigenualue of N by r(N). f
t-rk(t) is a monotonically nondecreasing piecewise continuous function satisfying
the diuergence conditions (3.1), then there exist real, strictly positiue numbers ).,
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The important point of the result is that, subject to the specified structural
constraints and the specified tolerance to time-varying nonlinearities, monotonic
diuergence of k(r) (/+oo; leads to exponential conuergence of the state trajec-
tory. The explanation for this fact is that sufficiently high gains are achieved to
take the system into a conflguration where a stabilizing positive-real structural
property holds. This interpretation alone makes the above proof more satisfying
than those of Byrnes & Willems (1984), Märtensson (1986), and Ilchmann,
owens, & Prätzel-wolters (1986). Note that the positive-real approach, as
compared with the previous norm-based methods, also permits the inclusion of
unbounded nonlinearities (see equations (2.4b,c)). The controllability and
observability requirement on S(4, B, C) can be relaxed to stabilizability and
detectability, but this is excluded for brevity.
To complete this section, we consider the constraint (3.4) on the validity of
Theorem 1 and its apparent limitations on the applicability. To demonstrate that
this is not a real problem, we will take the view that the theorem is really about
the exponential stability of the linear system (1.1) and its tolerance to nonlinear
effects. For the linear system (1.1) in the presence of the control (1.2), the
closed-loop dynamics can be represented by
i(r) : lA - k(t)Bclx(t), x(0) : 16.
Noting that BC:(BT-\ (IC) for any m xrn nonsingular eal matrix z, it is
easily seen that the stability analysis is unchanged if u : Tu is regarded as
controlling w: Ty via the feedback law u : -kw. This change of input/output
variables is equivalent o the map CB,-->TCBT-|. This is important, because we
then have the following simple lemma.
LErnrue 4 If CB has spectrum O(CB)cC*, then there exists a_nonsingular eal
transformati-on T such ihat, with D :: TCBT-7, w€ haue D + Dr > 0.
Proof. In the case when CB has real eigenvalues Är, .. , L^,it is real-similar to
the  mat r ix  D:d iag(Lr , . . . ,L^ ) *8 ,  where  the  e lements  o f  E  can be  made
arbitrarily small. The natural transformation to use is the Jordan canonical-form
transformation with upper off-diagonal elements all set equal to e, where e is
small. The condition o(CB) c C* ensures that ^r > 0 (i : 1, . , ffi), and the
result is trivially verified. In the case of complex eigenvalues, the analysis is
straightforward but lengthy. The details are hence omitted for brevity. n
The implications of the lemma for the linear case are that, by using the
transformation (u, y) - (u, w) defined earlier, with Z obtained from Lemma 4,
the proof of Theorem 1 carries through with no change (except for the deletion of
the nonlinearities) to provide the following known result.
Tnsonr,r'a 2 Let the linear system (l.l) be of class Z(0). Then there exßt constants
u > 0 and ), > 0 such that, if 1 ,--> k(t) is any monotonically nondecreasing piecewise
continuous function satisfying the diuergence condition (3.7), then the resultsnt
state trajectory x(t) (r > 0), from any ini.tial condition xo, satisfies
l l r(r) l l  <,ue-n'  l l rs l l  ( t  > 0).
' 
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with e>0; then V € K (Pc"l)  with
pa . t :  Lq " / [ 0 ,  - )  n Lf l ' l [0,  .o; .
It is clear from the above that it is possible to construct an infinite number of gain
adaptation rules. The following result generalizes that of Ilchmann et al. (1986),
and shows that every one is capable of stabilization in a well-defined sense.
THeonsu 3 Let the linear system (1.I) be of class 2(0) with CB satisfying (3.4)
and measurements z giuen by (2.4). Let S(A, B, C,g, h,f) be any system of the
form of (2.3)-(2.4) in the class C(gr, ht, hz, hr), where gr, hr, hr, h, satisfy the
conditions (3.5) of Theorem 1. Then, if ,lt ß any element o1k1Pn"t7, the control
(I.2) with gain adaptation k: ük) generates a closed-loop system whose response
from any initial condition x6 has the property z(.)ePq"t and whose gain k(t)
satisfies the conuergence requirement (7.4).
Remark (1) The result demonstrates, by the arbitrariness of q eR 1Po"';, that
there is great freedom in choice of adaptation mechanism once the 'target space'
Pq"tof required measurement responses is specified. (2) A similar result can be
based on Theorem 2 but is omitted for brevity.
Proof.  l f  l im,--  k(t) :k-1*,  then r/(z)eL- [0,oo) and hence, using (4.1b),
zePcxt as required. The only other possibility is that k(r)--+oo (r-+m); then
Theorem 1 states that x(.)eBq' '  and hence z(.)eEq' 'cPq' ' .  But then
r/(z)el-[0,-) (by (a.la)) so that /c- exists and is finite. This contradiction
completes the proof of the result. D
To complete this section, we note that, if stabilization of n// systems in .X(0) is
required, the above result represents a general design strategy that fits nicely into
the requirement that z(.) lies in the intersection of a finite family of Lo spaces. If
specific exponential decay of z(t) is required, it does not appear to be possible to
use this result. If, however, we concentrate on stabilization of a specific system,
the following result illustrates the possibility of using adaptive mechanisms that
guarantee xponential stability. Again, the theorem is based on Theorem 2 for the
nonlinear case, assuming condition (3.a) on CB. A similar result for the linear
case and arbitrary CB satisfying o(CB) c C* is easily derived.
TueoneN,r 4 Under the conditions of Theorem3, there exists e*>0 such that the
control (1..2) with gain adaptation
k( t ) :  kn+ max eo '  l l z ( t ' ) l l ,
O < r , < t
(4.2)
where 0 ( r ( r*, generates a closed-loop system whose response from any initial
condit ion xo has the property l lz(r) l l< u(e,xs)e-" ( t>0),  for some u(e,xn)>0,
and the gain k(t) satisfies the conuergence requirement (I.4).
Prool. Note that k(.) defined by (.2) is piecewise continuous and monotonically
nondecreasing. Using the notation of Theorem 1, set e* : )v > 0 and put
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Throughout the section, we will retain the nomenclature and notation of the
previous ections, but now with m:l:7 and assumption (2.1) replaced by the
assumption that CB # 0. The control law will be of a slightly more general form
than (5.1), namely,
u(t) :  -rv(s(r)) t(r)y(r) ,  (s.3)
where k(l) represents the gain adaptation, rv: R*--R is a continuous map with
the property that, for some c ) 0,
l f " l r '
l im sup |  , r(p) dp :  cc, l im inf  -  |  rv(g) d1t:  -x,  (s.aa.b)
o - - -  o - a J "  o + a  o - a J a
and s(r) is a signal defined in the following lemma. It is easily seen that, if
conditions (5.4) are satisfied for some a>0, they are satisfied for all a>0.
Lrrrarraa 5 Let the linear system (7.1) be of class Z(0). Let k(t) be any strictly
positiue, monotonically nondecreasing, piecewise continuous function on R*, and
let u(.) be generated from the feedback mechanism (5.3) with s(t) generated from
the differential equation
s ( r ; : 41 t ; r z , r r ,  s (0 ) : s0 , (s.s)
with ss>O. Then there exist real, strictly positiue numbers a, and a2(independent
of k(t), x11, afld. ss) such that any system (2.3) in the class C(gu, hr, hr, h.), with
)
)
l .
n
a
LS
a
e
h z : 0 ,  l 2 a r g o *  a 2 h 1 ,  h z : 0 ,
has a closed-loop response x(.) eL|10,*) (2=O <a) with
l im s(r) : s- { -
(s.6)
(s.7)
il
Proof. lf ro : 0, the proof is trivial, since .r(r) = 0 (/ > 0). Suppose therefore that
16*0 and hence, by observability, y(t) has only isolated zeros and so the map
1'-+s(t) is strictly monotonically increasing and has a strictly monotonically
increasing, continuous inverse. Let ö : sgn (CB) : CB llcBl and choose /.o > 0 so
that (1.1) is in ^ X(Än). The conditions of Lemma 3 now hold true for S(A, ö8, C),
so we can deduce the existence of k*>0 such that S(,4 -k*BöC, ö8, C) is
asymptotically stable for all k > k* with //u positive-real for k > k*. Lemma 2
then guarantees the existence of symmetric positive definite matrices P and Q
such that
(A - k* B öC)rP + P(A - k*B 6C): -9,  PB(CB)-t  :  gt  .
Using the Liapunov function v(x):rrPr and applying the method of the proof
of Theorem 1 yields, for suitable choice of a, and ar,
v(x) < -),v(x) + y'  CBl6k* - rv(s)/cl (r > 0),
where /. > 0. Integration of this inequality over the interval [0 , t] yields, after a
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past and current data records on output y and gain k, convergence of the
iwitching mechanism being independent of the gain adaptation mechanism for
generating /<(r).
The results of Lemma 5 do not require the boundedness of k(r), nor do they
appear to imply the convergence of rv(s(r))k(t) as t--+oo. The natural practical
requirement is hence to ensure that condition (1.4) holds. Lemma 5 provides an
infinite number of possibilities in this direction. For example, the feedback
strategy makes it natural to regard k(.) as the image of a causal map V operating
on Aaiä records for s(.), y(.), e(.). In this circumstance, the set K, of adaptive
gains
U :  (s ( ' ) ,  y ( ' ) ,  z ( ' ) )  * ' k ( ' )
can be defined to be the set of causal maps
{tlt:x--L-[0rco) :X is a finite or infinite intersection of product spaces of the
form L-[0, co) x L,, [0,  -)  x Lf, [O, oo),  with 2<r,1co ( i :
1.,2), and r/ is such that r/(s, y,z)(t) is strictly positive,
piecewise continuous, and monotonically nondecreasing on
[0  '  - ) ] '
In these circumstances, we obtain the following result.
THsonpu 5 Let the linear system (1.I) be of class 2(0). Choose p e R. and
consider the application of the feedback mechanßm (5.3) with s(t) generated by
(5.5) and k(t): V(s, y, z)(t). Then, there exist strictly positiue real numbers a1 and
a2 (independent of p, xo, and so) such that any system (2.3) in the class
C(go, hr, h2, h3), with (5.6) satisfied, has a closed-loop response
r(') e L;[0 "') (2 <P < -),
with
l im s(r)  :  s- (  @, l im k(t)  -  k*4*
,+6 t+-
(5.9a,b)
proof. The properties of x(.) and s(.) follow from Lemma 5, and it is
consäquently clear that s(') e L-[0 , co), y(') e Lo[O , -) (2 <p < -), and
z(.) eLfll} ,n) (2<p < -). Hence rlt(s, y, z) eL-(O, oo), and (5.9b) follows from
the monotonicity assumPtion. n
The theorem contains all the necessary ingredients of convergence and stability.
That is, stability of the state response and convergence of the switching and gain
adaptation mechanisms. The important point to note is that this result is true for
u uäty large class of control laws and hence represents a major extension of
previous work.
To conclude this section, the wide scope of gain adaptation mechanisms is
illustrated by the following example of 9 e K,:
, tG):  y '1t7q,1s1t1, y(/))  + l lz(r) l l '  dr(s(r) ,  l lz(r) l l ) ,  k( t) :  kn+ r lQ),
with a(0) *kr,)O, and Q, (i:1,2) finite polynomials with positive coefficients.
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