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Abstract. Companies such as IBM and Intel have added hardware support for
transactional memory in their latest processors. Similarly to the initial rese-
arch on software transactional memory, preliminar analyses conducted with the
hardware support have focused on evaluating execution time. Given the impor-
tance of energy consumption in modern computer systems, it is vital the evalua-
tion of its behavior and the respective performance/energy tradeoffs. With that
in mind, this work evaluates not only application execution time, but also the
energy consumption of both software transacional memory and Intel’s Haswell
new hardware support. Moreover, this paper also evaluates the impact of all
five Linux kernel’s frequency governors, observing EDP (Energy-Delay Pro-
duct) gains of up to 20% in 2 out of the 8 studied applications.
Resumo. Empresas como a IBM e Intel adicionaram suporte em hardware para
memo´ria transacional em seus u´ltimos processadores. Semelhante a`s pesquisas
iniciais com memo´ria transacional em software, ana´lises preliminares conduzi-
das com o suporte em hardware focaram na avaliac¸a˜o do tempo de execuc¸a˜o.
Dada a importaˆncia do consumo de energia em sistemas computacionais mo-
dernos, e´ vital que tambe´m sejam avaliados seu comportamento e respectiva
correlac¸a˜o desempenho/energia. Com isso em mente, este trabalho avalia
na˜o apenas o tempo de execuc¸a˜o, mas tambe´m o consumo de energia de uma
implementac¸a˜o em software de memo´ria transacional e o novo suporte em hard-
ware presente no processador Haswell da Intel. Ale´m disso, este artigo tambe´m
avalia o impacto de cinco gerenciadores de frequeˆncia presentes no kernel do
Linux, observando ganhos em EDP (Produto Energia-Lateˆncia) de ate´ 20% em
2 de 8 aplicac¸o˜es estudadas.
1. Introduc¸a˜o
O desenvolvimento tecnolo´gico permite a` indu´stria de microprocessadores a construc¸a˜o
de ma´quinas cada vez mais ra´pidas, seguindo a tendeˆncia da Lei de Moore [Moore 1965].
Nos u´ltimos 40 anos, a pilha de software alcanc¸ou maior desempenho a cada nova
gerac¸a˜o de microprocessadores, sem modificac¸a˜o do co´digo-fonte, devido principalmente
ao aumento da frequeˆncia de operac¸a˜o e otimizac¸o˜es microarquiteturais, como ILP (Ins-
truction Level Parallelism) por exemplo. No entanto, a observac¸a˜o do efeito power
wall [Barroso and Holzle 2007] desacelerou o aumento da frequeˆncia de operac¸a˜o, en-
quanto que te´cnicas baseadas em ILP tambe´m produziram menos ganhos. Como alter-
nativa a`s abordagens baseadas em um u´nico fluxo de execuc¸a˜o, foram construı´das as
microarquiteturas com mu´ltiplas unidades de execuc¸a˜o (multicore).
As arquiteturas multicore mostraram-se desafiadoras do ponto de vista de
programac¸a˜o, fazendo-se necessa´ria uma revoluc¸a˜o na forma como pensamos sobre soft-
ware. Os modelos e ferramentas atualmente disponı´veis na˜o sa˜o suficientes para per-
mitir uma explorac¸a˜o significativa de todos os nu´cleos de execuc¸a˜o, o que somente
sera´ possı´vel com novas abordagens [Sutter and Larus 2005]. Um novo modelo de
programac¸a˜o concorrente, conhecido como Memo´ria Transacional (TM – Transactional
Memory) [Harris et al. 2010], abstrai o controle de concorreˆncia em sistemas de mu´ltiplas
linhas de execuc¸a˜o (threads) usando o conceito de transac¸a˜o, largamento empregado em
sistemas de banco de dados.
O investimento na a´rea de TM na˜o e´ restrito apenas a` academia. Recentemente
a indu´stria de microprocessadores mostrou interesse e investimentos concretos na a´rea.
Como exemplo pode-se citar o Blue Gene/Q
TM
[Wang et al. 2012], supercomputador des-
tinado a` computac¸a˜o de alto desempenho, lanc¸ado em 2012 pela IBM R© que possui su-
porte em hardware para Memo´ria Transacional (HTM). Outro exemplo de ma´quina com
suporte a` HTM e´ o processador Haswell R© lanc¸ado pela Intel R© em Junho de 2013. Dife-
rentemente do supercomputador da IBM R©, o processador da Intel R© pode ser empregado
em uma gama maior de dispositivos, desde ma´quinas para computac¸a˜o de alto desempe-
nho ate´ dispositivos mo´veis (smartphones e tablets).
Este trabalho avalia o impacto no consumo de energia e desempenho do suporte
em hardware do processador Haswell R© e de uma biblioteca transacional em software. A
ana´lise desse impacto e´ importante se TM pretende ser empregado em escala comercial,
como apontado recentemente por empresas como a IBM e a Intel. A preocupac¸a˜o com
questo˜es energe´ticas na˜o e´ algo novo [Barroso and Holzle 2007, Firasta et al. 2008], mas
apenas recentemente tem-se observado uma atenc¸a˜o maior por parte da indu´stria e da aca-
demia em sua investigac¸a˜o. Uma manifestac¸a˜o concreta dessa preocupac¸a˜o e´ a interface
RAPL (Running Average Power Limit) [David et al. 2010] adicionada a` microarquitetura
Intel R© a partir do modelo Sandy Bridge
TM
.
As contribuic¸o˜es deste trabalho, em resumo, sa˜o:
• Avaliac¸a˜o do consumo de energia e desempenho de todas as 8 aplicac¸o˜es do
pacote transacional STAMP (Stanford Transactional Applications for Multi-
Processing) [Minh et al. 2008] (Sec¸a˜o 4.2.1). Essa ana´lise considera a utilizac¸a˜o
da biblioteca em software de TM, a TinySTM [Felber et al. 2008], e o suporte em
hardware do Haswell R©. Os resultados apontam que, quando comparado com o
suporte em hardware, STM (Software Transactional Memory) tem melhor desem-
penho e custo energe´tico em 6 das 8 aplicac¸o˜es;
• Ana´lise do impacto de diversas polı´ticas de gerenciamento de frequeˆncia no con-
sumo de energia e desempenho (Sec¸a˜o 4.2.2). Esse estudo e´ pioneiro e ate´
enta˜o inexistente na literatura no contexto de memo´ria transacional em hardware.
Constatou-se que o uso de uma polı´tica diferente da padra˜o em geral piora o EDP
(Energy Delay Product), mas tambe´m pode alcanc¸ar melhoras de ate´ 20%.
Os resultados apresentados aqui sa˜o uma atualizac¸a˜o e extensa˜o natural dos obti-
dos pelos autores em [Baldassin et al. 2012, Baldassin et al. 2013], onde apenas sistemas
de TM em software foram considerados. Este trabalho esta´ organizado da seguinte forma.
A Sec¸a˜o 2 apresenta uma breve introduc¸a˜o sobre memo´ria transacional e apresenta a ex-
tensa˜o transacional presente no processador Haswell R©. Os gerenciadores de frequeˆncia e
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a interface RAPL sa˜o discutidos na Sec¸a˜o 3. Em seguida, a Sec¸a˜o 4 analisa os principais
resultados obtidos para o pacote de aplicac¸o˜es STAMP, enquanto a Sec¸a˜o 5 apresenta as
concluso˜es do trabalho.
2. Memo´ria Transacional
Memo´ria transacional e´ o modelo de computac¸a˜o paralela no qual operac¸o˜es na regia˜o
compartilhada de memo´ria sa˜o realizadas por meio de transac¸o˜es. A regia˜o compartilhada
e´ abstraı´da como um banco de dados e as transac¸o˜es (leituras e escritas) possuem os
seguintes atributos: atomicidade, consisteˆncia e isolamento. Um operac¸a˜o/transac¸a˜o em
memo´ria e´ atoˆmica se nenhum de seus estados intermedia´rios e´ observa´vel pelo sistema.
Ou seja, ou os efeitos da transac¸a˜o sa˜o observados como um todo, nesse caso dizemos
que a transac¸a˜o efetivou suas modificac¸o˜es (commit), ou enta˜o a transac¸a˜o falha e suas
modificac¸o˜es sa˜o descartadas e para o sistema e´ como se nada tivesse acontecido (abort).
Consisteˆncia e´ a propriedade que garante que os estados observa´veis das varia´veis no
sistema sa˜o sempre va´lidos, enquanto o isolamento dita que estados intermedia´rios de
processamento de uma transac¸a˜o na˜o sa˜o observa´veis por quaisquer outras.
Sistemas transacionais se diferenciam em quatro aspectos ba´sicos: mecanismo de
controle de concorreˆncia, gerenciamento de verso˜es, estrate´gia de detecc¸a˜o e resoluc¸a˜o de
conflitos [Harris et al. 2010]. O controle de concorreˆncia pode acontecer de duas formas,
ditas pessimista e otimista. Em uma implementac¸a˜o pessimista a detecc¸a˜o e resoluc¸a˜o
de um conflito ocorrem no momento em que a transac¸a˜o tenta acessar uma regia˜o de
memo´ria modificada por outra transac¸a˜o. Na abordagem otimista a detecc¸a˜o e resoluc¸a˜o
do conflito ocorre de forma tardia.
O mecanismo de versionamento gerencia as verso˜es, ditas corrente e especulativa,
durante o ciclo de vida de uma transac¸a˜o. A versa˜o corrente e´ a observa´vel globalmente
por todas as transac¸o˜es e a especulativa e´ o resultado da modificac¸a˜o efetuada por uma
transac¸a˜o ainda na˜o finalizada. A gesta˜o das verso˜es pode ocorrer de maneira preguic¸osa
ou ansiosa. O versionamento preguic¸oso armazena a versa˜o especulativa em um buffer
privado a` transac¸a˜o e a versa˜o corrente permanece na regia˜o compartilhada. No versiona-
mento ansioso a versa˜o especulativa e´ armazenada na regia˜o global e a versa˜o corrente e´
armazenada localmente a` transac¸a˜o.
O termo Memo´ria Transacional foi cunhado em 1993 por Herlihy e
Moss [Herlihy and Moss 1993]. As pesquisas iniciais se concentraram em
implementac¸o˜es em software, sendo que apenas recentemente o suporte restrito
para Memo´ria Transacional foi adicionado a um processador convencional, o processador
da nova microarquitetura Intel R© de codinome Haswell R©.
2.1. Extensa˜o de Sincronizac¸a˜o Transacional (TSX)
A extensa˜o de sincronizac¸a˜o transacional (TSX – Transactional Synchronization Exten-
sions) e´ uma extensa˜o do conjunto de instruc¸o˜es implementada no novo processador
Haswell R© da Intel. Nessa nova arquitetura a utilizac¸a˜o do suporte de execuc¸a˜o especula-
tiva pode ocorrer de duas maneiras: utilizando a Omissa˜o de Locks em Hardware (HLE
– Hardware Lock Elision), detalhado em 2.1.1, ou utilizando as instruc¸o˜es do modelo
Restrito de Memo´ria Transacional (RTM – Restricted Transactional Memory), em 2.1.2.
Em ambas as abordagens os dados especulativos sa˜o gerenciados atrave´s da cache L1,
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privadas ao core e tipicamente de 32KB. A detecc¸a˜o de conflito ocorre na granulari-
dade da linha de cache (64 bytes) pelo protocolo de coereˆncia [Int 2013]. As diferenc¸as,
como detalhadas a seguir, esta˜o na semaˆntica e controle do po´s-cancelamento e reinı´cio
da transac¸a˜o.
2.1.1. Omissa˜o de Locks em Hardware (HLE)
Omissa˜o de locks em hardware e´ um mecanismo de prefixac¸a˜o de instruc¸o˜es de escrita
associadas a`s operac¸o˜es em varia´veis de trava (lock). Ao encontrar o prefixo, o hard-
ware omite essa escrita e inicia a execuc¸a˜o da regia˜o crı´tica de maneira especulativa.
Na visa˜o global do sistema, a varia´vel de trava associada tem estado “trava liberada”, o
que permite que outras threads entrem na regia˜o crı´tica tambe´m de maneira especulativa.
Ao atingir a escrita de liberac¸a˜o da trava, caso nenhum conflito tenha sido detectado, as
modificac¸o˜es privadas da transac¸a˜o tornam-se disponı´veis globalmente. Caso contra´rio,
as modificac¸o˜es sa˜o descartadas e a regia˜o crı´tica e´ reexecutada. No entanto, ao reiniciar,
a escrita na varia´vel de trava e´ efetuada, causando assim o cancelamento das execuc¸o˜es
especulativas e forc¸ando cada thread a adquirir a trava antes de entrar na regia˜o crı´tica.
A vantagem dessa estrate´gia e´ a possibilidade de explorac¸a˜o do paralelismo ao
evitar a serializac¸a˜o das regio˜es crı´ticas em tempo de execuc¸a˜o. Ale´m disso, o progresso
da execuc¸a˜o e´ garantido, uma vez que em caso de falha a regia˜o crı´tica e´ executada de
maneira exclusiva. A utilizac¸a˜o do mecanismo HLE traz tambe´m como vantagem a porta-
bilidade do co´digo, visto que as modificac¸o˜es necessa´rias sera˜o realizadas nas bibliotecas
de sincronizac¸a˜o. A portabilidade se estende ao na˜o exigir a recompilac¸a˜o de aplicac¸o˜es,
visto que o mecanismo HLE na˜o e´ composto de novas instruc¸o˜es e sim de prefixos de
instruc¸o˜es que sa˜o ignorados em processadores sem esse suporte.
2.1.2. Memo´ria Transacional Restrita (RTM)
A implementac¸a˜o de memo´ria transacional restrita e´ a resposta da Intel R© frente ao recente
interesse pela indu´stria em processadores com suporte a` execuc¸a˜o transacional. A RTM
e´ uma implementac¸a˜o de memo´ria transacional de “melhor esforc¸o” (best effort), ou seja,
o hardware na˜o garante o progresso do sistema. Um caminho de execuc¸a˜o alternativo,
chamado fallback, deve ser fornecido pelo programador e possuir a lo´gica necessa´ria para
garantir o progresso e a consisteˆncia do sistema. Uma limitac¸a˜o da implementac¸a˜o e´
a auseˆncia de instruc¸o˜es de escrita na˜o-transacionais, o que impossibilita a depurac¸a˜o
direta do co´digo.
As instruc¸o˜es que fazem parte da interface RTM sa˜o: xbegin, xend e xabort.
A primeira inicializa a execuc¸a˜o especulativa, salvando o estado atual da arquitetura. Essa
instruc¸a˜o tem como paraˆmetro o enderec¸o de fallback que sera´ executado apo´s um abort.
A segunda realiza o commit do estado especulativo caso nenhum conflito seja detectado.
Do contra´rio, o fluxo de execuc¸a˜o e´ desviado para o enderec¸o de fallback. Por fim, a
instruc¸a˜o xabort aborta a transac¸a˜o e permite informar pelo registrador EAX a raza˜o do
abort com o valor do imediato passado como paraˆmetro. Os mesmos bits sa˜o definidos
pelo hardware quando uma das situac¸o˜es de abort e´ alcanc¸ada: (i) conflito de dados,
(ii) overflow da cache L1, (iii) nı´vel ma´ximo de aninhamento atingido, (iv) instruc¸a˜o de
depurac¸a˜o ou (v) instruc¸a˜o xabort executada. Outras situac¸o˜es levam ao abort de uma
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Tabela 1. Polı´ticas para gerenciamento de frequeˆncia
Polı´tica Descric¸a˜o
powersave Ajusta a frequeˆncia de operac¸a˜o para a mı´nima disponı´vel.
A frequeˆncia permanece a mı´nima independente da carga de trabalho da CPU.
userspace Permite que qualquer aplicac¸a˜o executando com o UID 0
(privile´gio de superusua´rio) escolha em qual frequeˆncia a CPU deve operar.
conservative Aumenta e diminui, gradativamente,
a frequeˆncia conforme a carga de trabalho da CPU.
ondemand Similar a` conservative, pore´m o aumento
ou reduc¸a˜o da frequeˆncia e´ discreto, ou seja, ocorre de forma direta.
performance Similar a` powersave, pore´m a ma´xima frequeˆncia disponı´vel e´ fixada.
transac¸a˜o, como por exemplo chamadas de sistema, mas o hardware na˜o as rotula com
um valor especı´fico, apenas aborta a transac¸a˜o e cabe ao programador identifica´-las.
3. Controle e Perfilamento do Consumo de Energia
Restric¸o˜es de consumo de energia em servidores e dispositivos mo´veis fez com que no-
vos processadores fossem projetados com controle dinaˆmico de frequeˆncia e voltagem
(DVFS [Macken et al. 1990]). Aos sistemas operacionais foram enta˜o adicionados me-
canismos e polı´ticas de gerenciamento de frequeˆncia. Na subsec¸a˜o 3.1 sera˜o discutidos
os gerenciadores de frequeˆncia utilizados nesse trabalho. Seguindo tambe´m a tendeˆncia
de preocupac¸a˜o energe´tica, foram adicionados elementos nas microarquiteturas moder-
nas para auxiliar o perfilamento energe´tico de aplicac¸o˜es. O suporte arquitetural utilizado
para obtenc¸a˜o dos resultados apresentados na Sec¸a˜o 4 sera´ discutido na subsec¸a˜o 3.2.
3.1. Gerenciadores de Frequeˆncia
O kernel do Linux atualmente implementa cinco polı´ticas de gesta˜o de frequeˆncia: power-
save, userspace, conservative, ondemand e performance. Cada uma dessas polı´ticas
estende as funcionalidades do mo´dulo acpi-cpufreq e, por estarem implementadas em
mo´dulos independentes, permitem o controle dinaˆmico da frequeˆncia. A forma de gesta˜o
da frequeˆncia e´ ditada pelas diretrizes de cada polı´tica, explicadas resumidamente na Ta-
bela 1. O que motiva o controle de frequeˆncia dinaˆmico e´ que, durante perı´odos de oci-
osidade do sistema, a frequeˆncia pode ser diminuı´da para reduzir o consumo. Da mesma
forma, em perı´odos de uso intenso a frequeˆncia pode ser aumentada visando completar
as tarefas mais rapidamente, reduzindo o tempo de CPU e potencialmente o consumo de
energia.
As polı´ticas conservative e ondemand operam entre a frequeˆncia mı´nima e a
ma´xima, se diferenciando apenas quanto ao salto de frequeˆncia que ocorre de forma
gradativa e direta, respectivamente. A frequeˆncia e´ alterada de acordo com a carga de
utilizac¸a˜o da CPU, verificada em intervalos regulares (na ordem de alguns ms) pelo ker-
nel. O passo da mudanc¸a de frequeˆncia e o intervalo de verificac¸a˜o da carga da CPU po-
dem ser configurados. E´ importante salientar que as frequeˆncias disponı´veis de operac¸a˜o
da CPU sa˜o definidas de fa´brica e variam de processador para processador.
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Energia total consumida Unidades de tempo
Unidades de energia
Unidades de potência
(a) MSR_PKG_ENERGY_STATUS (b) MSR_RAPL_POWER_UNIT
Reservado
0313263 0192063 347812131516
Figura 1. Registradores da interface RAPL: (a) registrador que armazena o con-
tador; (b) registrador que armazena as unidades.
O padra˜o na maioria dos sistemas Linux e´ a polı´tica ondemand, mas a conservative
e´ mais atraente em sistemas porta´teis, nos quais o tempo de vida da bateria e´ importante.
Ha´ duas maneiras de alterar o gerenciador de frequeˆncia, daqui em diante referenciado
por governor, vigente no sistema: usando as aplicac¸o˜es do pacote cpufrequtils; ou pela
edic¸a˜o dos arquivos de configurac¸a˜o do mo´dulos do kernel, comumente localizados em
“/sys/devides/cpu/”.
3.2. Perfilamento Energe´tico
Neste trabalho sa˜o utilizados os contadores de desempenho presentes na arquitetura
dos processadores Intel para medic¸a˜o do consumo de energia. Os contadores de ener-
gia, presentes desde a microarquitetura Sandy Bridge
TM
, sa˜o registradores especı´ficos
de modelo, ou MSRs (da sigla em ingleˆs). MSRs sa˜o registradores de propo´sito es-
pecı´fico adicionados a` microarquitetura para facilitar a depurac¸a˜o de aplicac¸o˜es, permi-
tir o monitoramento de desempenho e configurar as caracterı´sticas da CPU. No manual
do desenvolvedor, os MSRs de energia pertencem a` interface RAPL (Running Average
Power Limit) [David et al. 2010, Int 2013], que possui contadores de consumo de ener-
gia, dissipac¸a˜o de poteˆncia e tempo. A RAPL permite tambe´m a imposic¸a˜o de restric¸o˜es
mais severas de consumo de energia. Nesse trabalho e´ utilizado apenas o contador de
consumo de energia representado na Figura 1.
O registrador da Figura 1a e´ um contador de 32 bits que e´ atualizado a cada 1ms,
aproximadamente. O registrador da Figura 1b armazena as unidades da interface RAPL.
A energia consumida, em joules, por um trecho de programa e´ dada pela seguinte ex-
pressa˜o:
E = (Cdepois − Cantes) ∗ 2
(−EU)
onde Cdepois e Cantes representam os valores obtidos atrave´s da leitura do registrador de
contagem (Figura 1a) depois e antes do trecho de co´digo, eEU (Energy Unit) e´ dado pelos
bits 12:8 do registrador MSR RAPL POWER UNIT (Figura 1b). As unidades da interface
RAPL sa˜o dependentes de arquitetura. Para o processador utilizado neste trabalho o valor
de EU e´ 14, provendo uma granularidade de 61, 0 microjoules. E´ importante salientar
que, devido a` limitac¸a˜o de tamanho do contador (inteiro de 32 bits), se faz necessa´rio um
cuidado com o tempo de wraparound – aproximadamente 60s, a partir do qual o contador
e´ reiniciado devido ao limite de 32 bits e as informac¸o˜es podem ser perdidas.
4. Avaliac¸a˜o de Desempenho e Consumo de Energia
Nesta sec¸a˜o sera˜o apresentados os resultados da avaliac¸a˜o do desempenho e consumo de
energia de sistemas, em software e hardware, de memo´ria transacional. Como parte da
ana´lise, sera˜o comparados tempo de execuc¸a˜o e consumo de energia das aplicac¸o˜es com
cada um dos governors apresentados na subsec¸a˜o 3.1. Os dados de consumo de energia
foram coletados utilizando os registradores da RAPL (vide subsec¸a˜o 3.2) conforme sera´
discutido a seguir.
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4.1. Metodologia Experimental
O pacote de aplicac¸o˜es transacionais conhecido como STAMP [Minh et al. 2008] foi o
escolhido para conduc¸a˜o da ana´lise. Este pacote foi escolhido pois e´ composto de 8
aplicac¸o˜es com uma boa diversidade de paraˆmetros transacionais, tais como tempo de
execuc¸a˜o, tempo em transac¸a˜o e nı´vel de contenc¸a˜o. A biblioteca transacional usada
e´ a TinySTM [Felber et al. 2008], versa˜o 1.0.4, considerada estado da arte da pesquisa
em STM. A configurac¸a˜o usada dessa biblioteca e´ a padra˜o, usando tipo de versiona-
mento preguic¸osa e detecc¸a˜o de conflitos pessimista. O caminho alternativo (fallback)
das transac¸o˜es em hardware, executado quando a transac¸a˜o na˜o conseguiu finalizar apo´s
5 tentativas, simplesmente serializa a execuc¸a˜o utilizando uma trava global.
Os dados apresentados nessa sec¸a˜o foram obtidos em uma ma´quina com processa-
dor Intel R© i7-4770 com hyperthreading habilitado, perfazendo um total de 8 nu´cleos. As
frequeˆncias mı´nima e ma´xima de operac¸a˜o sa˜o iguais a 0.8 e 3.4Ghz, respectivamente. A
ma´quina conta com um total de 16Gb de memo´ria RAM e usa um ambiente Linux tı´pico,
com kernel versa˜o 3.8.0. As aplicac¸o˜es e biblioteca STM foram compiladas usando o
GCC versa˜o 4.8.2, com nı´vel treˆs de otimizac¸a˜o (-O3). Cada experimento foi executado
20 vezes para obtenc¸a˜o dos resultados apresentados nesta sec¸a˜o.
4.2. Resultados Experimentais
A ana´lise sera´ conduzida em duas partes. Na sec¸a˜o 4.2.1 sera´ apresentado o resultado
obtido quando se executa as aplicac¸o˜es STAMP, mantendo o gerenciador de frequeˆncia
padra˜o (ondemand) habilitado, variando os seguintes mecanismos de paralelizac¸a˜o:
memo´ria transacional em software (biblioteca TinySTM na configurac¸a˜o padra˜o), uso do
suporte do Haswell R© para memo´ria transacional em hardware (RTM) e omissa˜o de travas
em hardware (HLE). Essa ana´lise mostrara´ o tempo de execuc¸a˜o e consumo de energia
observados pela maioria dos usua´rios. Na segunda parte, apresentada na sec¸a˜o 4.2.2, os
experimentos da primeira parte sa˜o repetidos variando-se o gerenciador de frequeˆncia do
sistema. Dessa forma, e´ possı´vel analisar o impacto no desempenho e custo energe´tico
das diretrizes de cada polı´tica.
4.2.1. Ana´lise do Desempenho com Configurac¸a˜o Padra˜o
O gra´fico da Figura 2 mostra, para cada aplicac¸a˜o estudada, o produto energia-lateˆncia
(EDP) normalizado em relac¸a˜o a` execuc¸a˜o sequencial. Sa˜o mostrados os resultados das
execuc¸o˜es com omissa˜o de travas em hardware (HLE), memo´ria transacional em hard-
ware (RTM) e biblioteca em software de TM (tinySTM), variando o nu´mero de threads
entre 1 e 8. Como os valores de EDP esta˜o normalizados com relac¸a˜o ao sequencial, va-
lores maiores do que 1 representam um resultado melhor que o sequencial (e vice-versa).
Nos gra´ficos de tempo e consumo de energia da Figura 3 e´ mostrada uma linha base re-
ferente a` execuc¸a˜o sequencial (SEQ). O tempo de execuc¸a˜o e´ mostrado em segundos e o
consumo de energia e´ mostrado em Joules.
O gra´fico da Figura 2 mostra que o uso do STM apresentou melhor EDP em
6 das 8 aplicac¸o˜es STAMP, quando comparado com HLE e RTM. As excec¸o˜es sa˜o
as aplicac¸o˜es K-Means e SSCA-2, que apresentaram melhor EDP quando executadas
com RTM e HLE, respectivamente. A justificativa para esse resultado e´ que em ambas
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Figura 2. Ganho em EDP das aplicac¸o˜es STAMP com relac¸a˜o ao sequencial.
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Figura 3. Detalhamento do tempo de execuc¸a˜o e energia consumida.
aplicac¸o˜es a regia˜o crı´tica e´ breve, sendo assim o overhead introduzido pelo STM e´ consi-
dera´vel quando comparado ao baixo overhead das transac¸o˜es em hardware. As aplicac¸o˜es
Labyrinth, Vacation e Yada foram as que mais claramente na˜o obtiveram ganho
em EDP. A principal raza˜o e´ que o desempenho dessas aplicac¸o˜es foi limitado pelo tama-
nho do buffer de escrita especulativa (cache L1 de 32KB e 8 vias), visto que sa˜o essas as
aplicac¸o˜es com maiores regio˜es crı´ticas do ponto de vista de acesso a` memo´ria.
Com o objetivo de obter um maior entendimento da relac¸a˜o energia-desempenho,
a Figura 3 mostra o tempo de execuc¸a˜o e consumo de energia das aplicac¸o˜es Vacation e
Intruder. Essas aplicac¸o˜es foram escolhidas por mostrarem claramente que na˜o existe
uma relac¸a˜o simples entre o tempo de execuc¸a˜o e consumo de energia em aplicac¸o˜es tran-
sacionais, diferente do que se observa em aplicac¸o˜es convencionais. Apenas essas duas
aplicac¸o˜es foram detalhadas devido a` restric¸a˜o de espac¸o para apresentac¸a˜o do trabalho.
Um exemplo e´ a aplicac¸a˜o Intruder que, mesmo reduzindo o tempo de execuc¸a˜o, apre-
senta aumento no consumo de energia. Foi observado que o uso do suporte em hardware
do Haswell R© gerou um aumento no consumo de energia com relac¸a˜o a`s execuc¸o˜es se-
quenciais e STM, mesmo quando o tempo de execuc¸a˜o pouco se altera (vide aplicac¸a˜o
Vacation). Acreditamos que esse acre´scimo no consumo de energia deve-se ao custo
das ac¸o˜es po´s-cancelamento da transac¸a˜o (invalidac¸a˜o das linhas escritas especulativa-
mente e limpeza dos bits nas linhas do conjunto de leitura) e da manutenc¸a˜o da con-
sisteˆncia do estado especulativo.
4.2.2. Ana´lise Comparativa com Mu´ltiplos Gerenciadores de Frequeˆncia
A Figura 4 mostra o ganho em EDP, relativo ao gerenciador de frequeˆncia padra˜o (onde-
mand), das aplicac¸o˜es STAMP quando executadas com 4 threads. Desta forma, valores
maiores do que 1 representam resultados melhores do que os obtidos com o governor
padra˜o. Como nessa parte da ana´lise o objetivo e´ analisar o impacto dos governors, esco-
lhemos mostrar o resultado das execuc¸o˜es com 4 threads, o que tornando a comparac¸a˜o
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Figura 4. Ganho em EDP com 4 threads em relac¸a˜o ao gerenciador ondemand.
com STM mais justa, pois e´ o cena´rio no qual o suporte em hardware na˜o e´ penali-
zado pelo compartilhamento da cache L1 no caso de duas thread estarem escalonadas
no mesmo core. O mo´dulo userspace, como ja´ dito, permite a escolha da frequeˆncia de
operac¸a˜o pelo usua´rio. Os resultados relativos ao governor userspace foram obtidos com
a frequeˆncia fixada em 2.3Ghz. Essa configurac¸a˜o permite a ana´lise de um cena´rio onde
a frequeˆncia esta´ em um valor intermedia´rio ao observado quando as polı´ticas powersave
e performance esta˜o ativas.
O gra´fico mostra que, no geral, o EDP da aplicac¸a˜o piora com a mudanc¸a do
governor. A reduc¸a˜o da frequeˆncia de operac¸a˜o aumentou o tempo de execuc¸a˜o e na˜o
reduziu o consumo energe´tico significativamente, aumentando assim o EDP e reduzindo
o ganho. O inverso ocorreu com o aumento da frequeˆncia de operac¸a˜o: maior consumo
de energia sem reduc¸a˜o do tempo de execuc¸a˜o. As aplicac¸o˜es que obtiveram ganho foram
as que apresentam a caracterı´stica de estabilidade de consumo energe´tico com o aumento
do nu´mero de threads, como pode-se observar, por exemplo, na aplicac¸a˜o Intruder no
gra´fico da Figura 3, que obteve um ganho de cerca de 20%.
Outra raza˜o que justifica a diminuic¸a˜o do ganho em EDP observado em quase
todas as aplicac¸o˜es e´ o fato de sistemas transacionais funcionarem de maneira otimista.
Ou seja, mesmo as threads das transac¸o˜es que na˜o esta˜o fazendo progresso permane-
cem ativas executando tarefas de gesta˜o como, por exemplo, abortando e desfazendo
modificac¸o˜es. Quando a taxa de contenc¸a˜o e´ alta, a repetic¸a˜o das tarefas de gesta˜o tem
impacto significativo no consumo de energia. Esse impacto pode ser agravado caso a
janela de tempo entre o cancelamento e reinı´cio da transac¸a˜o seja pequena.
5. Conclusa˜o
A avaliac¸a˜o apresentada neste trabalho mostra que sistemas de memo´ria transacional em
software podem reduzir na˜o apenas o tempo de execuc¸a˜o assim como tambe´m o consumo
de energia. Em 6 das 8 aplicac¸o˜es observou-se molhara no EDP comparando-se com os
mecanismos de memo´ria transacional em hardware (HLE e RTM). Esse resultado revela
a maturidade dos sistemas em software de TM e que as restric¸o˜es da implementac¸a˜o em
hardware limitam severamente o desempenho. No entanto, o bom desempenho observado
em 2 de 8 aplicac¸o˜es revela a viabilidade do suporte para transac¸o˜es pequenas e indica
que algumas otimizac¸o˜es podem melhorar esse cena´rio.
Este artigo tambe´m analisou o impacto de diferentes polı´ticas de controle de
frequeˆncia em aplicac¸o˜es transacionais em sistemas de TM em hardware e software, es-
tudo esse sem paralelo ate´ enta˜o na literatura. Em especial, mostrou-se que a troca da
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polı´tica padra˜o para uma outra piorou o EDP das aplicac¸o˜es consideradas. No entanto,
foi observado em 2 das 8 aplicac¸o˜es uma melhora de ate´ 20%. Isto parece indicar que
tornar os sistemas de memo´ria transacional cientes dessas polı´ticas, e usa´-las de maneira
mais direta, pode melhorar o desempenho e consumo de energia de aplicac¸o˜es transacio-
nais.
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