Using short-period recordings of fundamental-mode Rayleigh waves (Rg) from seven arrays on four continents, we have explored structurai properties in the respective siting areas through inversion of Rg-phase velocity-dispersion characteristics. The arrays studied were NORESS and ARCESS in Norway, GERESS in Germany, Eskdalemuir in Scotland, Yellowknife in Canada, Gauribidanur in India, and Alice Springs in Australia. The simplest model used consists of one layer over a half-space with shear velocities and layer thickness as unknowns. Densities were held fixed while P velocities were constrained by a constant Poisson ratio of 0.25. With one exception (Eskdalemuir), the estimated S velocities were remarkably consistent between the arrays with an average value of 2.9 f 0.1 kms-' in the upper layer and 3.55 f 0.1 kms-' in the half-space. However, estimated layer thicknesses varied considerably ranging from 0.12 km (Yellowknife) to 1.6 km (Alice Springs). Inversions were also performed with a simulated gradient layer near the surface. Model results and the ability to fit the observed velocity dispersion were very similar with the two types of models, thus revealing a resolution problem with the limited frequency range available and the lack of higher modes. To examine the effect of lateral inhomogeneities in terms of von KgrmBn-velocity variations and topography on Rg propagation, 2-D finite difference synthetics were computed. In both cases, scattering was most pronounced for frequencies above 1 Hz and thus explain the lack of Rg-phase-velocity estimates for periods shorter than 0.6 s.
INTRODUCTION
Traditionally, seismic reflection and refraction profiling are used for crustal mapping, but none of these techniques are particularly effective as regards the uppermost 2-3 km of the crystalline crust. Another drawback with this kind of survey is the high cost of the field work in contrast to recordings of local earthquakes and explosions made by stationary arrays and networks, which are easily available and free of charge. Several investigators have demonstrated the usefulness of short-period fundamental-mode Rayleigh ( R g ) waves as a tool for mapping upper crustal layering from records of seismic profiles or station networks (e.g. Kafka & Dollin 1985; MacBeth & Burton 1986; Reiter, Toksoz & Dainty 1988; Saikia et al. 1990; Saikia 1992; Yao & Dorman 1992; Astrom & Lund 1993) .
In a previous paper (Lokshtanov, Ruud & Husebye 1991a ; hereafter referenced as Paper 1) we discussed the use of Rg waves for deriving information on crustal structures and presented results from the NORSAR array in SE Norway. The observational data were frequency-dependent phase velocities estimated from local explosion recordings. Model parameters ( S velocities and layer thicknesses) were derived for each of the subarrays (aperture 7 km). In this study we report on a similar undertaking using local seismogram records from six other arrays located on four continents. Furthermore, the effect of lateral inhomogeneities and free-surface topography on Rg propagation, and the effect of source depth on Rg excitation, are examined through synthetic-seismogram calculations.
OBSERVATIONAL D A T A , THEIR ANALYSIS A N D RESULTS
Our observational data stem from the following small-tomedium sized arrays: ARCESS (ARAO, Norway), Eskdale- (GEC2, Germany), Gauribidanur (GBA, India), Alice Springs (ASAR, Australia) and Yellowknife (YKA. Canada). For the sake of completeness, we have included the results from the NORESS (NRAO, S. Norway) already published in Paper 1. Details on the arrays and the data used are given in Table 1 , and representative waveform records are shown in Fig. 1 .
The standard procedure used to derive structural information from Rayleigh-wave observations is first to extract dispersion information (phase and/or group velocities as a function of period or frequency) and then solve the inverse problem in terms of medium structural parameters. The structure is represented through a stack of uniform layers and the model parameters used are compressional and shear wave velocities, layer densities and thicknesses. Details on the inversion formalism is given in Paper 1.
A conventional f -k technique was the principal tool in the dispersion analysis. Signal power was extracted as a function of phase velocity for a given frequency and azimuth, as illustrated in Fig. 2 . Because conventional f -k methods estimate the phase velocity for plane waves and because some of the events used were located close to the array, as compared to its aperture (especially for YKA), the calculations of phase shifts were modified to allow for curved wavefronts (circular waves). The close events were located using P and S arrival times, otherwise only the azimuth was estimated. The scatter in the estimated phase velocities is moderate, as also experienced in our Rg 91 dispersion analysis for the NORSAR subarrays (Paper 1). Hence, a few events for each array appear adequate for ~2 dispersion analysis. When more than one event was available. the final dispersion curves were obtained by
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averaging. The results for all arrays are shown in Fig. 3 . The accuracy of the phase-velocity estimation method was tested (Table I ) used in this study. The estimation uncertainty is in the phase at about 55s and the P phase at 30s. range 0.05 to 0.1 kms ~ I .
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on synthetic data and was found to be about 0.05 to 0.1 kms-' (largest for the longest periods and the smallest arrays). Our inversion algorithm is limited to models with constant physical parameters within horizontal layers, while in reality this assumption is likely to be only approximately valid. Also, the limited bandwidth of the observations (typically 0.6-1.8s), the smoothness of the dispersion curves and the absence of higher-mode Rayleigh waves imply that we cannot resolve more than two or three model parameters. Hence we have restricted o u r inversion experiments to two models, each having three free parameters. These unknowns are shear velocities and/or layer thickness, while densities are fixed and P and S velocities are coupled through a Poission ratio of 0.25. Model 1 consists of a single layer over a half-space with the two shear velocities and layer thickness as unknowns. Model 2 is meant to simulate a model without any velocity discontinuities, consisting of a layer with a constant velocity gradient overlaying a half-space (of constant velocity). The gradient layer was approximated by using 10 constant-velocity layers with equal thicknesses and equal velocity contrasts to the layer below. The three unknown parameters of Model 2 are the S velocities just below the free surface and in the half-space, and the thickness of the gradient layer. For this model the best solution was found using the simplex minimization method of Nelder & Mead (1965) which does not require calculations of partial derivatives.
Model 1 results: constant-velocity layer over half-space
The results are shown in Fig. 4 (a) and are further detailed in Table 2 . The S-velocity estimates in the half-space are Table 2 . Results from inversion of dispersion data. p is S-wave velocities and h is layer thickness. For Model 2 (gradient layer over half-space) the given velocities are for the top of the gradient layer (at the surface) and for the half-space, which has the same velocity as the bottom of the gradient layer. IT is a data-misfit function defined as u = [l/nC:=, ( U ,~' -U , -' )~] ' '~ where IJ and u are observed and calculated phase velocities, respectively and n is the number of observations. remarkably consistent, varying from 3.44 kms-' (YKA) to 3.68kms-' (ASAR) or by less than 4 per cent from the average of 3.55 kms-'. The exception here is E K A at 3.10kms-' which was expected in view of its siting on sedimentary rocks. The velocity estimates for the top crustal layer are also rather consistent, varying from 2.59 kms-' (EKA) to 2.96 kms-' (ASAR). However, the thickness of the top layers vary considerably ranging from 0.12 km (YKA) to 1.6 km (ASAR). The reason for the large layer thickness estimated at ASAR may partly be due to the exceptional data (Table 1) . While for all other arrays, records of local (presumed) explosions with distances up to about 200 km were used, no such events were available for ASAR. Instead recordings of two shallow earthquakes at a distance of about 385 km were used. For these events, the n E y 1.0 usable period ranged from 1.7 to 4.5 s (shorter periods were missing due to source depth and/or attenuation). Consequently, the resolving power of these data is concentrated somewhat deeper in the crust than for the other arrays and the results may not be directly comparable. Layer thickness in the range 0.5-1.0km are most common for the siting areas and frequency ranges considered.
Model 2 results: gradient layer over half-space
The results for this model (Table2) are similar to those obtained with Model 1. Again, with the exception of EKA, the half-space velocities were rather consistent, ranging from 3.44 to 3.70kms-' with an average of 3.57kms-'. The velocities at the top of the gradient layer were even more consistent, ranging from 2.67 to 2.80 kmsp' with an average of 2.73 kms-'. Compared to Model 1 the estimated thicknesses of the top layer were as expected somewhat larger, varying from 0.19 km (YKA) to 2.23 km (ASAR). The velocity gradient of the top layer varied considerably, ranging from 0 . 4 4 .~~' (ASAR) to 3.84s-' (YKA). As the velocities at the top and bottom of the gradient layer were rather consistent, the gradient itself depended mainly on the estimated layer thickness. For most arrays it was in the range 0.5 to 1.0 spl. As for Model 1 we find lower velocities for EKA, being situated on sedimentary rock, and a large layer thickness for the low-frequency ASAR data. For both models the differences between the observed and calculated phase velocities were very small and significantly less than the uncertainty in the observations. The function minimized in the inversion procedure is the RMS of the difference in inverse phase velocities (slownesses), and its minimum value is given in Table 2 . The RMS of the residuals are approximately the same for both models. Also, experiments with a model consisting of two layers (with fixed thicknesses) over a half-space gave similar RMS values. Thus there is a resolution problem with the available data (in the sense that not all model parameters could be uniquely determined), and it is not possible to decide which of the models is preferable on the basis of phase velocity observations alone.
S Y N T H E T I C Rg M O D E L L I N G
The laterally homogeneous models obtained in the above inversion experiments are unable to explain the low spatial correlation and large amplitude variations commonly observed across even small aperture arrays. To simulate such wave-scattering phenomena in the crust for frequencies around 1Hz, it is common to use random media with RMS-velocity variations in the range 2 to 6 per cent and correlation distances in the range 2 to 20 km (Flatt6 & Wu 1988; Charrette 1991; Hestholm et al. 1993) . Typical correlation functions used to characterize such media are of the Gaussian, exponential or the von KBrmBn type. The latter can be used to describe several types of media, including exponential and self-similar, by changing order of the function. With the term self-similar media is meant that the extent of velocity perturbations, calculated over equal logarithmic intervals of wavenumber, remains constant over a range of scale lengths (Frankel & Clayton 1986) . In order to provide a better understanding of Rg propagation in Table 3 . Physical parameters of the models used for computation of finite difference synthetics. In the column 'Model disturbance' CI means corrugated-interface generated by 1-D randomization of layer thickness using a von Kdrmdn correlation function with indicated parameters (order, correlation distance, and RMS variation). RM means 2-D von Kdrmdn random media (velocity perturbations) in the low-velocity layer (LVL) and TOPO means topography of the free surface generated by a I-D von Karmdn correlation function. (1992) . Random velocity fluctuations in the upper part of the crustal model were generated using 2-D von KBrmBn functions, and thickness variations in the upper layer were modelled using 1-D von KBrmBn functions. Details on the various models considered are given in Table  3 . Only P-type sources are used, as almost all Rg observations stem from explosions close to the surface. Rg excitation as a function of focal depth was also studied; this problem is of interest in the context of seismic-source identification as explosions are confined at most to 1-2 km depths. Below we present results pertaining to the above class of problems with basis in synthetic seismograms, some of which are shown in Figs 5 and 6.
Laterally homogeneous models
These are Models 1, 2 and 3 in Table 3 and the corresponding synthetic seismograms are shown in Fig. 5 . The half-space synthetics (Mod. 1) are as expected very simple; only the P and Rg phases are seen. For this model the Rg phase is non-dispersive (except for numerical dispersion) and of short duration. The next trace (Mod. 2) produced by a gradient layer over half-space (same type of model as used in the inversion) is also simple, although the Rg phase is strongly dispersive and of long duration. The Model 3 trace (constant-velocity layer over half-space) is more complicated; the P phase is extended due to reverberations in the LVL (low-velocity layer) and the Rg phase ends abruptly in a strong Airy phase (at about 27s) caused by a minimum in the group-velocity curve for this model at 0.95 Hz. This simple model also provided us with an opportunity to compare our finite difference seismograms with synthetics generated by normal-mode summation (Herrmann 1985) . The two types of synthetics showed good agreement except from sources term differences. In the interval 18 to 23 s a more high-frequency and low-amplitude phase is seen; it consists almost entirely of the first higher mode (verified by normal-mode synthetics). However, all Thus it seems that for NORSAR and NORESS, which are located in hilly country, the strong damping is mainly a topographical scattering effect. In comparison ARCESS Table 3 . In all cases the explosion source is located at 60km distance and 2 km depth. The labels to the right of each trace refer to the model numbers. In Fig. (b) the same traces are shown lowpass filtered with a cut-off frequency of 1.5Hz. By comparing models 3, 4 and 5 we see that the low-frequency Rg waves are almost unaffected by the random variations. The effect of surface topography (Mod. 6) is more significant. attempts to identify the first higher mode in the real data failed because of strong interference with S body waves (i.e.
the Sg phase made up of many higher modes). The reason why the first higher mode is so clear in the synthetics is that very little S body waves are generated with the idealized explosion source used. Most real explosions (quarry blasts) are seen to be efficient sources of S waves.
Laterally inhomogeneous models
The details of these more complex models (Mods 4, 5 and 6) are given in Table 3 and examples of traces are shown in Fig. 5 . They are all variants of the laterally homogeneous LVL Model 3. Neither for the model with a irregular interface (Mod.4) nor for the model with variable velocity (Mod.5) is the Rg wave train much affected at low frequencies (see the 0-1.5 Hz lowpass filtered traces in Fig.5b ) compared with Model 3. However, at higher frequencies ( Fig. 5a ) scattered S waves, generated by P-to-S conversion and by mode conversion at model irregularities, tend to mask the Rg wave train. For Model 5 a long S-wave coda is seen and only the Airy phase remains clearly discernible. Of the models tested in this study, the one with topography at the free surface (Mod.6) had the strongest effect on the Rg phase. The synthetics for this model were calculated using a transformation of the coordinate system similar to that of Tessmer, Kosloff & Behle (1992) . In this method the free surface topography is introduced by 'stretching' the finite difference grid in the vertical direction with a horizontally varying factor while preserving a flat-model base. For this model the Rg phase is seen to be strongly damped. The high apparent attenuation can be explained by Rg-to-P and Rg-to-S conversions in the LVL with subsequent energy leakage into the half-space. The reciprocal type of scattering, i.e. from P to Rg, have been reported by Bannister, Husebye & Ruud (1990) for teleseismic P coda at NORESS. By measuring Rg Figure 6 . Synthetic seismograms for different source depths (60km distance for all cases). The depths of the explosion source are 2, 4 and 6 km, and the model used is a laterally homogeneous LVL model (Mod.3, Table 3 ). Rg excitation is seen to diminish very rapidly with depth.
this would that the top crust near YKA must be relatively homogeneous, that is, it must have perturbations less than the 4 per cent RMS used for Model 4. For most of the arrays, the source distance range is 60 to 200km and the corresponding Rg-period range is 0.7 to 1.7s. For distances up to about 100km scattered S body waves may interfere strongly with the Rg wave train. Our finite difference synthetics were computed without incorporating intrinsic attenuation in the models and are not aimed at addressing this problem. On the other hand they illustrated that complex media may give rise to mode conversion and other scattering effects which are not easily reproduced with conventional stratified-medium modelling techniques.
Rg excitation as a function of depth
The results in Fig. 5 were obtained for a fixed source depth at 2km. Moving the source depths to 4 and 6km, the Rg excitation decreased markedly as shown in Fig. 6 . The array data used in this study stems from chemical explosions near the surface, except those from the Alice Springs array. In the latter case, earthquake rupturing of the free surface took place. Saikia (1992) , computing synthetics with various earthquake sources, demonstrated that earthquakes at shallow depths (1 to 3 km) also are efficient Rg sources, but even more so regarding S-wave excitation. As shown in Fig.  5 (a) (Mods 4 to 6) various kinds of S-scattering wavelets tend to mask later arrivals so shallow earthquakes are not obviously associated with clear Rg wave trains unless filtered records are used. In summary, for source depths below 3 km, Rg waves are not likely to be observed in the 0.5-2.0 Hz signal band.
DISCUSSION
In this study we have used Rg recordings from seven arrays located on four continents to explore structural inhomogeneities in the uppermost crust in their respective siting areas. The common result feature is the existence of a low-velocity layer (LVL) in the uppermost part of the crust. This may be modelled equally well with a gradient layer above a half-space, thus avoiding the strong velocity discontinuity at the bottom of the LVL. Irrespective of the inversion model used, the shear wave estimates for the half-space are in average about 3.55 kmsC' and remarkably consistent between the widely separated arrays (details in Table 2 ) . EKA is exceptional in this regard (3.10 kms-I), which is attributed to its siting on sedimentary rocks. The shear velocity within the presumed LVL is reasonably consistent (Table 2 ) and in average 2.87 kms-'. Estimated layer thicknesses vary considerably, being thin for YKA (0.12 km) and ARAO (0.45 km) and very thick for ASAR (1.6 km). Rather different kinds of models give good fit to observations implying that not all parameters could be uniquely determined. Our experience with the inversion algorithm indicated that there was a trade-off between the velocity and the thickness of the LVL while the half-space velocity was well resolved.
The observational data, that is, Rg-phase-velocity dispersion curves, vary somewhat from one event to another, hence averaging over a few events was performed. The reason for this is attributed to interferences from scattered S waves (and in some cases also to low-frequency noise). The scattering effect has been visualized through synthetic-seismogram analysis using a suite of laterally homogeneous and inhomogeneous models (Table 3 ). It has not been possible to mimic extreme array-observational features like the vanishing of Rg on one sensor while another one 500 to 1 m m away exhibits clear Rg phases.
Also, a laterally homogeneous one-layer LVL model would imply the existence of a clear Airy phase with typical features like the synthetics displayed in Fig. 5 (Mod. 3) . Observationally, the Rg waveform is more complex (seldom clear Airy phases), which may reflect the effect of a gradual velocity increase in the uppermost crust and/or scattering by lateral inhomogeneities. Rough surface topography was shown to account for the high apparent attenuatlon of the Rg phase observed across NORSAR. Topography-related scattering will also contribute to the waveform complexity and coda of local events, as has also been demonstrated by MacBeth & Snieder (1989) who used the Born approximation to model scattering of fundamental and higher-mode surface waves in Scotland.
The main result of this study is that a low-velocity layer appears to exist in the uppermost part of the continental crust and that this is a global phenomenon. A common physical explanation is that of a relative abundance of cracks near the surface as well as a water content that is relatively high in the uppermost 1-2 km of the crust (e.g. see Fritz & Frape 1987 ). This provides a mechanism for lowering seismic velocities. Results of a laboratory study of such problems have been reported by Stesky (1985) , who found that fractures in rocks under confining pressures up to 200 MPa decreased P and S velocities on the order of 10-20 per cent. The effect was greater at lower pressures, with higher-averaged numbers of fractures, and in rocks containing a lower-microcrack porosity. Although petrological factors are claimed to be important on the basis of Rg studies in mainly sedimentary rock environments (MacBeth & Burton 1985 ; Saikia et af. 1990, among others), this is not obvious from our results stemming from Rg observations in crystalline-rock environments (except EKA), nor Saikia's (1992) most recent ones from SW New England. We note that the two arrays with thinnest LVLs (YKA and ARAO) are situated in areas which have experienced strong Pleistocene glacial erosion. This may indicate that in shield areas near surface cracks, or other types of weathering, are only developed after millions of years of exposure.
Besides effectively lowering the velocities of seismic waves, aligned cracks are also known to produce anisotropic wave-propagation effects in an otherwise isotropic medium (Crampin 1984) . Phase-velocity observations from NORSAR subarrays (Paper 1) do not show any significant azimuthal variation (for the arrays used in this paper we do not have enough data to check on this). The reasons for this may be that the cracks are not sufficiently ordered or that the anisotropy is too weak to be observed. Another possibility is that the cracks are not aligned in azimuth but still mainly vertically oriented. This would also provide some anisotropic effects, but modelling of surface waves in such media is beyond the scope of this paper. It is known that anisotropic media can produce complicated seismograms due to shear wave splitting and coupling of quasi-Rayleigh and Love modes (Crampin & Taylor 1971) . However, anisotropy does not provide a mechanism responsible for the low-spatial correlation and large-amplitude variations seen in array records. Thus, we prefer to explain the (Canada), S. K. Arora (India), H. complex S and Rg wave trains of local events by scattering from lateral inhomogeneities and surface topography.
Finally, we want to comment on the practical aspects of our results. Clearly, a pronounced LVL on top of the crust would affect the waveform of high-frequency P and S waves propagating through such a layer. For example, Lokshtanov, Ruud & Husebye (1991b) demonstrated that more consistent slowness estimates for P waves were obtained if the LVL effect was taken into account. S waves having relatively short wavelengths are likely to be affected even more by such a low-velocity layer, which observationally is manifested by rather complex particle-motion patterns (Roberts & Christoffersson 1990) . Observations of Rg waves imply that the source depth must be less than 3-4 km (see Fig. 6 ). Since earthquakes in this part of the crust are infrequent in most parts of the world, Rg observations can be a valuable aid when discriminating between explosions and earthquakes (Kafka 1990; Saikia 1992) . In practice, this would imply that Rg parameters (amplitude and frequency) should be routinely reported in seismic bulletins. Unfortunately, the absence of Rg does not assure that the event is an earthquake (or that it is deeper than 2-3 km) because Rg attenuation can be efficient and varies significantly between regions. To use the absence of Rg as a negative evidence of a near-surface explosion, one must first have a good knowledge of the Rg-attenuation properties of the area.
CONCLUDING REMARKS
Using Rg recordings from seven arrays on four continents, we have demonstrated that an uppermost crust low-velocity layer appears to be a global continental phenomenon. The half-space average shear velocity of 3.55 kms-' is remarkably consistent among the arrays (except for EKA) and the same applies to the LVL shear velocity average of 2.87 kms-'. However, the LVL thicknesses vary considerably, which to some extent may reflect poor resolution for this parameter in the observational data. Using synthetic-seismogram analysis, we have demonstrated that structural inhomogeneities, modelled as a von KBrmAn medium with random inhomogeneities, would tend to mask the Rg wave train through shear wave scattering contributions. It was also shown that rough surface topography can strongly attenuate the Rg phase. For events with focal depths exceeding 3-4 km, Rg excitation would be minimal, and thus Rg observations have the potential of being an important tool in the earthquake/explosion discrimination problem for epicentral distances up to a few hundred kilometres. Detection of Rg waves indicates a very shallow source which requires further investigations to decide whether it is natural or man made. The existence of the LVL naturally contributes to the complexity of local seismogram records where high-signal frequencies (above 2 Hz) are dominant.
