Abstract. We present the results of ISO observations with the CAM LW3 filter, centered at λ eff = 14.3 µm, of 94 out of the 98 galaxies comprising the complete 60 µm IRAS deep survey (IDS) sample in the north ecliptic polar region. In addition, we observed a source detected by IRAS at 25 µm and found to have particularly interesting properties. Altogether, 106 sources were detected with a signal to noise ratio ≥ 3 and 69 with S/N ≥ 5 in the 3.2 × 3.2 fields centered on the nominal positions of IRAS sources. Sixty-five ≥ 3σ detections (49 of which at ≥ 5σ) are likely identifications of IRAS sources. Ten additional IRAS sources have possible ≥ 3σ ISOCAM counterparts. In 6 further cases, signals at the 2 − 3σ level were detected close to the IRAS position. Indications that IRAS sources might actually be multiple (source confusion) were found in 4 IDS fields. On the whole, we confirm the reality of 69 to 90% of IDS sources. Appropriate statistical corrections for the bias affecting faint flux estimates were applied to ISOCAM data. Ten serendipitous sources were detected at ≥ 5σ, with S(14.3 µm) ≥ 3.5 mJy. The corresponding areal density is consistent with that found in previous surveys. Finding charts for all observed fields are given.
Introduction
IRAS scanned the north ecliptic polar region (NEPR) over 1000 times from all directions. coadded these scans, representing more than 20 hours of integration time, and obtained point source filtered maps used by Hacking & Houck (1987, henceforth HH87) to compile the deepest FIR samples available before the advent of ISO surveys. The 60 µm sample (henceforth referred to as the IRAS Deep Survey sample, IDS), probably constituted entirely of galaxies, has long been the most crucial piece of information on which numerous studies (see, e.g.: Ashby et al. 1996; Oliver et al. 1992; Treyer & Silk 1993; Franceschini et al. 1994 ) of the far-IR evolution of galaxies relied. It is comprised of 98 sources (plus the planetary nebula NGC 6543) with 60 µm fluxes ≥ 50 mJy in an area of 6.25 square degrees. Most (77) sources also have 100 µm fluxes (although 25 of these are rather uncertain); 17 were detected at 25 µm, but only 5 at 12 µm. Ashby et al. (1996) took optical spectra of 76 tentative IDS identifications at the Palomar 5 m telescope.
We have carried out ISO observations with the CAM LW3 filter (range 12 − 18 µm, λ eff = 14.3 µm) of 94 IDS sources plus a source detected by IRAS at 25 µm and found to have particularly interesting properties.
The scientific rationale of these observations is severalfold. First, we aimed at assessing the reliability of faint 60 µm sources themselves and, hence, of their counts below 100 mJy. As pointed out by HH87, the flux uncertainties of their faintest sources is 20 mJy so that a 50 mJy sources is a 2.5σ detection. At this low S/N level, the interpretation of the data requires a careful quantification of completeness, reliability and measurement biases. Spurious sources may be produced by the significant cirrus contamination affecting the field. Also, due to the limited angular resolution of the survey, some faint IRAS "sources" may actually be multiple systems. In fact, there is a considerable uncertainty on the faint end of 60 µm counts, different studies yielding estimates differing by factors up to 2 (HH87, Gregorich et al. 1995; Bertin et al. 1997) .
Second, ISOCAM observations allow a significant improvement of the positional accuracy of sources and a corresponding improvement of the reliability of optical identifications. An accurate location is essential since some of these sources may be optically faint either because of a high obscuration by dust or because they are very distant. But the large surface density of optically faint sources makes the identification process very uncertain unless the error box is correspondingly small. This is particularly critical to correctly trace cosmological evolution. For example, some models predict that a few IDS sources may be dust enshrouded galaxies at substantial redshifts; but these sources may easily be misidentified with brighter galaxies in the field.
Third, our measurements establish a direct link between IRAS and ISOCAM counts. The former cover fluxes up to two orders of magnitude brighter than the shallow surveys in the LW3 filter (Rowan-Robinson et al. 1999; Désert et al. 1999) and are therefore a very important complement to the latter.
Fourth, combining ISOCAM and IRAS data we can analyze the far-IR spectral energy distribution (SED) of a relatively large sample of far-IR selected galaxies, covering several Gyr in lookback time. It will be interesting to see, for example, if the cosmological evolution clearly indicated by the 60 µm counts is somehow reflected in an evolution of the SED.
Fifth, from the bivariate 60 µm/14.3 µm luminosity distribution and the 60 µm local luminosity function, we may derive an estimate of the poorly known 14.3 µm local luminosity function.
In this paper, the first of a series, we present and briefly discuss ISOCAM data. In a second paper we will compare ISOCAM fluxes with IRAS and radio data and discuss the spectral energy distribution of sources in the far-IR to radio region. The third paper will deal with optical identifications, spectroscopy and photometry.
Observations
We have observed the entire IDS except for the planetary nebula NGC 6543, the bright galaxy NGC 6552 (18001 + 6636), which has a good IRAS measurement of the 12 µm flux, and the last three sources in the IDS list (18111 + 6636, 18115 + 6706, and 18116 + 6536) because of lack of observing time. On the whole, we got data for 94 IDS fields. In addition, we have observed the 25 µm detection (object 2-16 in Table 5 of HH87) with very unusual far-IR colours which turned out (Ashby & Hacking, private communication) to be a very high luminosity, distant post-starburst galaxy.
Observations were performed on 19 and 20 December 1996 and on 13 February 1997 via the CAM03 (beamswitching) AOT (Astronomical Observation Template: the instrument observing mode) with the LW3 filter, a pixel field of view of 6 (since the detector comprises an array of 32 × 32 pixels, its field of view is then of 3.2 × 3.2 ), and a throw of 3 at constant declination. The typical number of exposures to stabilize the detectors to the sky background before each observation was N stab = 60 and the number of exposures used to measure the source flux was typically N exp = 22. An equal number of exposures was taken on sources and on reference fields (one per source); because of the detector stabilization problem, exposures on the reference field were taken after those on the source were completed (rather than taking on/off source exposures in sequence). The integration time per exposure was of 2.1 seconds. The exposures were more numerous for fields observed at the beginning of each set of concatenated observations, to allow sufficient time for instruments to stabilize in the new configuration. Observations were completed in a single cycle of source-reference field pointings. Table 1 gives the observing log. Columns 1 and 2 list the source names according to Table 5 of HH87 and to the IRAS Faint Source Survey (FSS; Moshir et al. 1992) . Columns 3 and 4 give the equatorial coordinates, for the equinox 2000, of the centers of the observed 3.2 × 3.2 fields; these correspond to the coordinates listed by Ashby et al. (1996) , which coincide with the coordinates of IRAS sources given by HH87 except for the 9 sources (3-02, 3-04, 3-08, 3-22, 3-35, 3-43, 3-74, 3-82, 3-89) for which the coordinates of optical identifications are provided. Column 5 gives the total time spent on each target, Col. 6 the observation dates, and Col. 7 the so called "TDTOSN" numbers identifying each observation in the ISO data archive.
Data analysis
Data were reduced using the Cam Interactive Analysis (CIA) package (Ott et al. 1998) , release 3.0, jointly developed by the ESA Astrophysics Division and the ISOCAM Consortium. Dark current subtraction and calculation of the flat-field response for each pixel were done using the software provided by ESA together with the data files. The Multi-resolution Median Transform (MMT) method (Starck et al. 1996) , which looks for signals on timescales shorter than the total integration time per frame, was used to identify glitches. The method proved to be robust and to work well even with unstabilized data. However, it is not designed to correct the long term gain variations of the pixel occurring after some impact of cosmic rays, because this phenomenon has a timescale longer than those examined by the MMT. This would cause spurious signals to show up after substraction of the reference image from the on-source one. To overcome this problem, the time history of each pixel after major glitches was examined and the readouts showing signs of cosmic-induced drifts were masked by hand.
It must also be taken into account that, when its illumination changes, the ISOCAM LW detector is affected by transient effects which may either cause a photometric error or the appearance of "ghost" sources after a bright source has been observed. Corrections for transients have been computed using the method by Abergel et al. (1996;  see also .
Source fluxes were determined by means of direct aperture photometry on the maps. Fluxes were measured within radii of 6 , 9 , and 12 ; the highest value was adopted. An aperture correction was applied; it was computed using the average ratio between fluxes measured in the same aperture for a theoretical point spread function (Okumura 1997) and its integrated flux on the whole array. We converted the Analogic to Digital Units (ADU) per gain and per second (ADU/G/s) of the map in mJy, using the conversion factor given with the October '98 release of CIA, that is: 1 ADU/G/s = 0.5068 mJy. In a few cases it was possible to check the flux estimate by measuring the negative imprint produced by beam-switching. Fluxes measured in this way were always in good agreement with the those measured on the positive source, even in the case of sources below the 3σ threshold. For this reason we have included in Table 2 also 2σ detections.
Astrometry of ISOCAM images, as computed from the pointing information provided by the satellite, suffers from two sources of uncertainties. The first one comes from ISO pointing accuracy. When acquiring a target, the absolute pointing error has been measured to be about 2. 5 (2σ) during the period when most observations have been done (Leech 1998) . The second source of astrometric uncertainty is the so called "lens jitter" of the ISOCAM instrument (Siebenmorgen et al. 1999) : the position of the lens wheel in front of the detector array is not fully reproducible due to a play in the wheel. This induces a shift of the images that can reach 2 to 3 pixels (i.e. 12 to 18 arcsec) between two extreme positions of the wheel. Therefore, the astrometry of a given image is precise to 20 .
This precision is not sufficient for our purpose, but a much better astrometry can be acheived by taking advantage of the way our observations have been scheduled. The "TDTOSN" numbers given in the last column of Table 1 consist of the revolution number when the observation was taken (first 3 digits), of the sequence number of the observation during the revolution or TDT number (next 3 digits), and of the sequence number in this sequence or OSN number (last 2 digits). Our observations were taken during 4 revolutions (398, 399, 400 and 455). During a revolution, the observations were performed on consecutive sequences of concatenated chains of beam-switch. During a concatenated chain of observations, identified by the same revolution number and TDT number, the optical configuration of the camera did not change. Hence, if we can measure the pointing offset due to the lens jitter in one of the field observed during a chain of concatenated observations, the same offset will also apply to all the observations of the chain. Between two consecutive concatenated chains of beam-switches, the camera goes back to the "standby" mode, that is to the 6 pixel field of view lens and to the LW2 filter. Since we are using the same lens, the lens wheel will not move between a sequence of consecutive TDT number. Therefore, if we can manage to measure the pointing offset in one of the fields of a given revolution, we can safely apply the same offset to all observations performed during that revolution.
To measure the offset we have searched for field where the optical counterpart of the ISOCAM source is identified without any doubt. Whenever possible, we have chosen fields where more than one source is detected, and where these sources are point like. Unfortunately, we only have a few fields matching these criteria, and all in revolutions 399 and 400. We have therefore used also various fields where there is only one CAM source, but with a clear-cut identification (source detected in radio by Hacking et al. (1989) or only one possible candidate). The positions of sources on the map were derived by fitting a PSF computed from the model of Okumura (1997) for high signalto-noise sources, or using the brightest pixel center. The distortion of the map was taken into account using the measurements by Aussel et al. (1999) . Positions of the optical counterparts were measured on the Digitized Sky Survey (DSS; available at stdatu.stsci.edu/dss) 1 . For observations taken during revolution 398 we have used sources 3-09 and 3-11 having unambiguous nearby optical counterparts which are also radio sources (Hacking et al. 1989) . The source in the field 3-15 would also satisfy our criteria but it is slightly extended, so that its positional uncertainty is larger. The offset between ISOCAM and optical positions is ∆α = −12 , ∆δ = −2 .
For observations taken during revolution 399 we have used the sources A, B and C in the field 3-19 and sources B, C, and D in the field 3-26 (source A looks extended). The derived offset is ∆α = −21 , ∆δ = 3 . We found a good agreement between offsets derived independently from the two fields, confirming that the lens does not move during the revolution.
For revolution 400 we used source A in the field 3-67 (source B is extended), and sources A and B in the fields 3-79 and 3-80. We obtained an offset of ∆α = −18 , ∆δ = +3 .
Finally, for revolution 455, we used the sources A in the fields 3-02 and 3-41 to find an offset of ∆α = −10. 5, ∆δ = −6 .
The ISOCAM source positions given in Table 2 are corrected for offsets as well as for image distortions, which are particularly severe near the field edges. The contours shown in the charts appended to this paper, however, are corrected only for offsets. This is why some sources at the edges of the ISOCAM fields are not well superposed upon their obvious optical counterparts. The final astrometric precision reached after these corrections is of 3. 25 (1σ), 1. 25 coming from the absolute pointing accuracy and 3 from the pixel size for our maps.
Results
Altogether, 106 sources were detected with a signal to noise ratio S/N ≥ 3. In addition to those, in Table 2 we list 2 − 3 σ signals when there are no ISOCAM detections in the field or when they may be associated to an optical source; these data may be used to derive upper limits to ISOCAM-LW3 fluxes of the corresponding IRAS or optical objects. When no ≥ 2 σ signal is detected in the field, we give an upper limit equal to 3 times the rms noise of the map at the nominal position of the IRAS source.
In order to assess the reliability of identifications of ISOCAM sources with IRAS sources we have computed, for all ISOCAM sources detected at ≥ 3σ (less those in the fields 3-19, 3-26, 3-78 and 3-81, where IRAS fluxes may be affected by substantial confusion effects 2 ), the mean number of chance objects, n c , closer to the nominal position of the IRAS source and brighter than the candidate (Downes et al. 1996) :
In the relevant flux density range (2−30 mJy), the 14.3 µm integral counts of galaxies are accurately described by (see Elbaz et al. 1999; Oliver et al. 1998) : An optimal method for determining the reliability of an identification has been presented by Sutherland & Saunders (1992; see also Wolstencroft et al. 1986 ). The method, however, requires the prior knowledge of the distribution of 14.3 µm fluxes which is not available in our case. As shown by Fig. 1 , the center of the distribution of differences between IRAS and ISOCAM positions of ISOCAM sources detected at ≥ 3σ (excluding the confused fields mentioned above) and with n c < 5 10 −3 , that we take as likely counterparts to IRAS sources (the expected number of random coincidences in the full sample is 0.5) is not significantly offset from (0,0). We find: ∆α cos δ = −0. 45 ± 1. 26 and ∆δ = 1.60 ± 1.38. The probability that the ISOCAM counterpart has a positional offset (x, y) from the IRAS source is:
The positional error distribution has an approximately circular symmetry (cf. Fig. 1 ) as expected since the NEPR field was scanned from many different directions . Then, σ x = σ y = σ and, in polar coordinates:
The distribution of positional offsets, ∆, of ISOCAM sources detected at ≥ 3σ (excluding confused fields) with respect to IRAS positions can be represented by Eq. (4), with σ = 10. 2 (see Fig. 2 ). For comparison, the positional precision of single pointed IRAS observations is ∼ 5 in the in-scan direction and ∼ 20 − 25 in the cross-scan direction ; since the NEPR field was scanned from many different directions, the final positional error distribution is much more isotropic and typical values, averaged over all directions will be somewhat larger than ∼ 5 . As discussed in the previous section, positional errors of our ISOCAM sources are estimated to be 3. 25. Thus the derived rms error of IRAS positions turns out to be ∼ 10 . As stressed by Hogg & Turner (1998) , flux estimates for faint sources are systematically biased high (in a statistical sense) because in any given observed flux interval there are more sources "brightened" than "dimmed" by measurement errors, simply due to the fact that faint sources are more numerous than bright ones.
If β is the slope of integral source counts, the maximum likelihood true flux S ML is related to the observed flux S o by (Hogg & Turner 1998) :
where r is the signal to noise ratio. In the flux density range of interest here β = 1.34 (cf. Eq. (2)); it follows that there is no maximum likelihood value for r ≤ 3.06. Figure 3 shows the distribution of corrected fluxes, S ML , of likely counterparts to IRAS sources (n c < 5 10 −3 ) detected at ≥ 5σ.
In addition to sources identified with IRAS targets, we got 10 ≥ 5σ serendipitous detections with corrected fluxes (see Eq. (5)) S ML ≥ 3.5 mJy. The total surveyed area is of 3. 2 × 3. 2 × 95 = 973 arcmin 2 , which, after subtracting the area covered by targets, a few percent, can be rounded to 950 arcmin 2 . About 20% of pixels are lost because of contamination by cosmic ray hits, leaving a useful area of 0.2 deg 2 . The number of galaxies over this area above 3.5 mJy, expected after Eq. (2) is about 6.7. The model by Franceschini et al. (1991) 5.5 mJy at 12 µm (S 12 µm = 5.5 mJy corresponds to S 14.3 µm = 3.5 mJy in the case of a Rayleigh-Jeans spectrum peaking at a few µm), i.e. 7.5 stars in our surveyed area. A slightly higher surface density of stars would be expected based on the results of the deep survey using the LW10 ISOCAM filter, matching the 12 µm IRAS filter (Clements et al. 1999 ). These authors found 13 stars brighter than 0.45 mJy (after correcting fluxes by a factor 1/1.25, according to the prescription in the caption of their Fig. 5 , and by the factor given by Eq. (5)) in an area of 0.1 deg 2 , at high Galactic latitute ( |b| 54 • ), 3 of which are brighter than 5.5 mJy. The number of our serendipitous detections is consistent with these results within statistical fluctuations, although a somewhat lower surface density of stars seems to be favoured.
In Table 2 we give: in Col. 1 the target name (HH87), in Cols. 2 and 3 the equatorial coordinates (equinox 2000) of ISOCAM detections, in Col. 4 the position difference (arcsec) between the ISOCAM and IRAS (HH87) sources, in Col. 5 the ISOCAM flux density and its error (mJy), in Col. 6 the maximum likelihood value of the flux density (cf. Eq. (5)) for sources detected at ≥ 5σ, and in Col. 7 the value of n c .
Appended to this paper are the finding charts for all ISOCAM detections (Fig. 4) . The label on top identifies the field (cf. Table 1); the circle encompasses an area of 45 radius centered on the nominal position of the IRAS source; the contours are isophotes of the ISOCAM sources. The optical charts are from the Digitized Sky Survey.
Discussion and conclusions
We have obtained ISOCAM images in the LW3 filter, centered at λ eff = 14.3 µm, of the 3. 2 × 3. 2 fields containing 94 out of the 98 galaxies comprising the complete 60 µm IRAS deep survey (IDS) sample in the north ecliptic polar region. In addition, we observed a source detected by IRAS at 25 µm and found to have particularly interesting properties. Charts for all observed fields are given.
We have detected at ≥ 3σ the likely 14.3 µm counterparts of 65 IDS sources; 10 more possible ≥ 3σ identifications are doubtful because of the relatively large difference between nominal ISO and IRAS positions; 6 additional IRAS sources may have been detected at a level between 2 and 3σ. In 4 further cases, we found indications that IRAS fluxes may be affected by confusion, with two or more sources contributing at a comparable level to the observed 60 µm fluxes.
On the whole, our observations confirm the reality of 69 − 90% of IDS sources. The 9 IRAS sources with no (even doubtful) 14.3 µm counterpart at ≥ 2σ are all relatively faint (S 60 µm < 90 mJy); they correspond to 17% of IDS sources fainter than this limit (our sample comprises 53 such sources). estimated that the reliability of sources at the survey limit is about 80%; our findings are consistent with their estimate.
Appropriate statistical corrections for the bias affecting faint flux estimates were applied to ISOCAM data.
The areal density of serendipitous sources (stars + galaxies) detected at ≥ 5σ in our fields, N (> 3.5 mJy) 1.3 10 −2 arcmin −2 , is in good agreement with results of ISOCAM surveys at the same frequency.
The substantially improved positional accuracy of ISOCAM, compared to IRAS, makes much easier the identification of optical counterparts, resolving ambiguities pointed out by Ashby et al. (1996) . Photometric measurements and redshift determinations of candidate identifications of ISOCAM sources are in progress. 89.3 3.7 ± 0.6 3.5 ± 0.6 5.0E−2 3−95 < 1.6 3−96 18 10 54.05 67 45 16.6 5.8 14.9 ± 1.0 14.7 ± 1.0 7.2E−5 2−16 18 00 11.85 66 52 15.9 9.5 11.9 ± 0.9 11.7 ± 0.9 2.2E−5
Notes to Table 2 :
1 The notation AE−b stands for A × 10 −b . 2 The source is reliably detected. Its flux, however, is highly uncertain due to a cosmic ray impact near the source. 3 The image of this source extends over the dead Col. 23; therefore part of its flux is lost. The given value includes a correction for the missing flux, based on the flux distribution in neighboring pixels. 4 Although the flux is measured at a < 3σ level, the signal is detected at > 3σ in the brightest pixel. 5 Photometry based on the negative imprint produced by beam−switching; the positive one is at the edge of the field. 6 Photometry based on the negative imprint; the positive one gives a less significant signal (1.7 ± 0.7 mJy). 
