The first condition fixes the temperature scale (e.g. 7~ ~ 1), the second condition means that every spin interacts with a large number (Z) of spins. The exact form of K(r) and the distribution /?(3~) are irrelevant at Z &#x3E; 1. Article published online by EDP Sciences and available at http://dx.doi.org/10.1051/jphyslet:019840045010047500
It is well known [1, 2] , that at Z = oo the phase transition at T = 1 is due to the appearance (at T = 1) of an unstable mode belonging to the maximum (Ema" = 2) eigenvalue of the matrix 3~. The system's behaviour is also governed by modes with I E -Ema" I 1 at finite Z analysis of the saddle-point equations at E &#x3E; Go and the scaling hypothesis in localization theory. We suppose, following [3] , that the exponent v = 1. The Hamiltonian (7) can be divided into two parts : H { a~ } = Ho { a~ } + HI { ~, Q~ } where U l = ± I are the signs of amplitudes a~. Below we shall show that 7~ ~ Ho, therefore Ho is sufficient to determine a~ : (8) due to the orthogonality of G(i, j) and the « slow » eigenfunctions 0,,(i). The small factor T in the second term.of (8) comes from the partial cancellation of the two sums in the second term of (7) . This cancellation is due to the Gaussian character of the 41.,(i) distribution in small volumes ( ~ Z).
At high temperatures ~ &#x3E; co the main contribution to the sum over ~, comes (12) , that with a temperature decrease a larger number of modes (i.e. those closer to the mobility edge) acquire non-vanishing amplitudes (in the MFA), however the mobility edge is unattainable at any finite r. The remarkable feature of equation (11) The tota! number of typical modes is Ni(0 ~ p(Eo) (~ -~c) N ~ Z -2 (N.
At relatively low temperature 2013 r ~&#x3E; To the thermal fluctuations of a~ are small whereas sign variables ( 6~) fluctuate strongly. The system as a whole looks like a superparamagnet in this temperature range; note, however, that this superparamagnet is built not from rigid clusters but from overlapping eigenfunctions t/J 1(i). Let us find interactions of U l using (10), (12) . We can rewritẽ i { ~ } as :
The main contribution to I,,, comes from the terms of the following type :
It can be shown that the four-spin interaction (the second term in (13)) is irrelevant. Let us estimate the sum over i in (14) . First To understand the ergodicity loss we consider a system of finite size N for finite time t. There are two scales of relaxation times in ordinary (regular) finite systems, one scale being independent of N ~&#x3E; 1, and the other increasing with N. The equilibrium thermodynamics is easily obtained in this case, if at first we set N = oo, i.e. the second time scale becomes infinitely remote, and then t = oo. Our case is essentially different : at low temperatures (T Tf) the spins of all hierarchy levels strongly interact so there is a continuous spectrum of relaxation times, from microscopic up to macroscopic, the macroscopic times increasing rapidly (at least exponentially) with N.
In some sense ergodicity is broken even in ordinary phase transitions because a system travels over some hypersurface in phase space at low temperatures. However, the codimension of this hyperspace is finite, it is simply the number of order parameters. In our case the codimension (at N = oo) is infinite at all times, because there is an infinite number of hierarchy levels with relaxation times larger than t. Above we have called this property a strong non-ergodicity. (If Z -~ oo the relaxation times of all hierarchy levels tend to infinity and we obtain the non-ergodicity of the Sherrington-Kirkpatrick model [5, 6] .) Since the limit N oo implies non-equilibrium at T Tf, the equilibrium thermodynamics which we are to study exists at T &#x3E; T f only. 4 . Let us calculate the nonlinear susceptibility X = -O'xlOn 2 at T &#x3E; T f. The quantity can be expressed in terms of the spin correlation function (see e.g. [7] ) : Near the transition point (i.e. at 2 &#x3E;&#x3E; 1) ai in (17) can be replaced by mi and X can be expressed by the correlation function of the amplitudes a;. : Atr ~&#x3E; To = Z -2~3 we get the perturbation theory result, i.e. X = 3/T.AtT ~ Z-2/3, X ~ Z2/3.
At Z-2/3 °1 T I Ti, the quantities a2do not fluctuate and are determined by (10) and (12) . 5. In conclusion we show that the phase transition into a strongly non-ergodic state occurs at finite temperature in a 3D Ising spin glass. This transition does not have anything in common with macroscopic condensation into one delocalized mode and it is not governed by any scaling laws. Near Tf the spin glass is the hierarchy of superparamagnets and the number of its levels increases infinitely as T -+ T f. We have used the large ZI approximation, however, the number Zn of neighbours at the nth hierarchy level increases with n, so the accuracy of the 1/Z1 approximation is also improved. Therefore we hope that the results obtained hold for real spin glasses with Z = 6-10.
The approach to the spin glass theory based on the consideration of eigenfunctions of the Jij matrix has been proposed by Anderson [8] and developed in papers [9] [10] [11] [12] . It has been assumed in j9-12] that at sufficiently low temperatures condensation into a delocalized, mode occurs which implies the existence of a phase transition. We show this holds for the space dimension d &#x3E; 4, in that case the integral on the right-hand side of equation ( 11 ) (after replacing 3 v -+ d/d -2) is finite at ~ = 8e. Nevertheless the qualitative picture of dynamics at T &#x3E; Tf developed in [11, 12] seems very plausible.
