Abstract-Manifold learning, especially spectral embedding, is known as one of the most effective learning approaches on high dimensional data, but for real-world applications it raises a serious computational burden in constructing spectral embeddings for large datasets. To overcome this computational complexity, we propose a novel efficient embedding construction, Diverse Power Iteration Embedding (DPIE). DPIE shows almost the same effectiveness of spectral embeddings and yet is three order of magnitude faster than spectral embeddings computed from eigen-decomposition. Our DPIE is unique in that 1) it finds linearly independent embeddings and thus shows diverse aspects of dataset; 2) the proposed regularized DPIE is effective if we need many embeddings; 3) we show how to efficiently orthogonalize DPIE if one needs; and 4) Diverse Power Iteration Value (DPIV) provides the importance of each DPIE like an eigen value. Such various aspects of DPIE and DPIV ensure that our algorithm is easy to apply to various applications, and we also show the effectiveness and efficiency of DPIE on clustering, anomaly detection, and feature selection as our case studies.
INTRODUCTION
T HE family of Spectral Embedding algorithms, one of the most popular methods to calculate low dimensional embeddings, has been widely used in diverse application domains such as clustering [18] , [32] , [34] , anomaly detection [15] , [16] , [17] and feature selection [5] , [14] , [20] , [24] , [44] . Spectral Embedding uses a spectral decomposition of the graph Laplacian [32] . The generated matrix can be considered as a discrete approximation of the low dimensional manifold embedded in the original high dimensional data space and such low dimensional embedding reveals the intrinsic relationship among data points and has showed superior effectiveness on machine learning and data mining.
However, the bottleneck in Spectral Embedding algorithm is its associated high complexity in both time Oðn 3 Þ and space Oðn 2 Þ, which prevents it from practical utilization in many real-world applications. For instance, we cannot practically do spectral clustering analysis on popular RCV1 benchmark dataset [22] using a single machine due to its nearly 200;000 documents. Given a dataset with n data points, spectral methods create an n Â n affinity matrix and apply eigen-decomposition on the subsequent Laplacian normalized matrix with the time complexity of Oðn 3 Þ in general.
To overcome these limitations, several methods are proposed such as [25] , [27] , [40] . Among them, Power Iteration Clustering (PIC) [27] is one of the most promising candidates due to its speed, small memory footprint and yet effectiveness in obtaining clustering results for datasets with small number of clusters. However, PIC cannot effectively handle large number of clusters, even with the improved PIC-k (k power iteration vectors with different random starts) method [26] . In addition, it is also an impediment to apply this type of power iteration embedding (PIE) in many other data mining applications, such as feature selection and anomaly detection. This paper proposes Diverse Power Iteration Embeddings (DPIE) which overcomes the limitations of PIC/PIC-k and applies it in a broad scope of spectral analysis, while it requires a far less amount of time and space which is similar to PIC-k. The proposed algorithm has strong theoretical foundation and shows excellent empirical performance. Our contributions in DPIE are as follows:
(1) We proposed a novel power-iteration-based method that aims to find diverse and yet informative low dimensional embeddings, which was the main drawback in applying previous PIC methods on various applications. (2) In theory, our proposed DPIE has the same or similar representational power of low dimensional projection with classic spectral embeddings, so that it can be applicable to various spectral analysis. (3) Our proposed DPIE, compared with the existing spectral embedding approximations, achieves a similar or even lower time and space computational complexity, but a more desired quality. (4) We proposed how to further approximate eigenvalue decomposition by providing Diver Power Iteration Values (DPIV) as the weights for DPIE and efficient orthogonalization of DPIE. Both theoretical proofs and quantitative experiments demonstrate that given certain conditions, DPIVs are good approximation of eigenvalues. Furthermore, we introduced a general procedure to orthogonalize DPIE. (5) We analyzed the effect of a regularization in choosing diverse PIE, and gave suggestions about how to choose regularization parameters in different situations. (6) We systematically evaluated DPIE along with several closely-related algorithms on a number of important applications. The results confirmed that our new algorithm significantly outperformed other existing algorithms in terms of effectiveness and efficiency.
SPECTRAL EMBEDDINGS CONSTRUCTION
Spectral embedding construction already gained its popularity in the last decade because of its ability to reveal embedded data structure. It has a strong connection with a graph cut because it uses eigenspace to solve a relaxed form of a normalized graph partitioning problem [34] . Its second desirable aspect is that it can capture the nonlinear structure of data with the help of nonlinear kernel, which is difficult for k-means or other linear clustering algorithms.
Algorithm 1. SpectralEmbeddingConstruction(X, c)
Input: X 2 R nÂm where n is #instances and m is #features, and c is #low-dimensions. output: Spectral embeddings Y 2 R nÂc . 1 Construct the affinity matrix W 2 R nÂn of X ; 2 Compute the diagonal matrix D 2 R nÂn where Dði; iÞ ¼ P n j¼1 W ði; jÞ and Dði; jÞ ¼ 0 if i 6 ¼ j ; 3 Construct a graph Laplacian L using Spectral embedding construction, as shown in Algorithm 1, starts with local information encoded in a weighted graph that is constructed from the input data with a certain similarity kernel, and selects embedding vectors from the global eigenvectors of the corresponding (normalized) affinity matrix.
Although it demonstrated its effectiveness in clustering [18] , [32] , [34] , anomaly detection [15] , [16] , [17] and feature selection [5] , [14] , [20] , [24] , [44] , it is infeasible for large-scale data analysis due to its time and space complexities. The space requirement for constructing affinity matrix (Step 1) is Oðn 2 Þ, and the computing time for eigen-decomposition in Step 4 is Oðn 3 Þ. Therefore for real world big data applications, a mechanism to approximate Algorithm 1 with less time and space complexity is imperative while retaining similar effectiveness.
POWER ITERATION EMBEDDINGS AND ITS LIMITATIONS

Power Iteration Embeddings
To address the complexity of classic spectral embedding construction, Lin and Cohen [27] proposed power iteration clustering, which finds a one dimensional data embedding using truncated power iteration on a Laplacian normalized affinity matrix, and then performs k-means on this one dimensional embedding. PIC is based on a simple iterative method called power iteration, which we will briefly introduce here. According to [32] , the c smallest eigenvectors of graph Laplacian L rw happen to be the c largest eigenvectors of random walk normalized affinity matrix W rw ¼ D À1 W . For our notational convenience, we will use W for W rw in the rest of our paper. Let W 2 R nÂn and recall that if c is an eigenvector for W with eigenvalue , then W c ¼ c. Therefore in general, there is W t c ¼ t c for any t. This observation is the very foundation of the power iteration method.
Given C ¼ fc 1 ; c 2 ; . . . ; c n g, the set of unit eigenvectors of W forms a basis in R nÂn , and has corresponding real eigenvalues L ¼ f 1 ; 2 ; . . . ; n g. We assume that the first c eigenvectors carry informative signals and the rest eigenvectors are noise [32] . From the spectral theorem, for the properly normalized affinity matrix W such as random walk normalization, there are eigenvalues as follows:
Note that power iteration embeddings assume that 1) there is at least a large enough eigen-gap between c and c þ 1 and 2) 2 $ 3 $ . . . $ c , where $ indicates that the two values are close. Now let v ð0Þ 2 R n be a randomly generated vector, since C is a basis of R nÂn , we have:
where a i is the weight of ith eigenvector. Then, the power iteration will be:
The power iteration will finally converge to a 1 c 1 which is useless because it is a constant vector. However, if the number of iteration t is cleverly set from being too large as shown in [27] , W t v ð0Þ would be a linear combination of the first c informative eigenvectors, while all the other eigenvectors are gone away due to the eigen-gap. In other words, the whole process should be controlled very well in order to remove the terms of c cþ1 . . . c n with diminishing rate ð cþ1 2 Þ t , but still keep the rate of ð c 2 Þ t big enough. Fortunately, if the power iteration reaches the eigen-gap, then the convergence rate will be relatively slow because the similar values from 2 to c . PIC defines the velocity at t as d t ¼ jv t À v tÀ1 j and acceleration at t as " ¼ jjd t À d tÀ1 jj max as a measure of the convergence rate and stops power iterations if " is very small for early stopping. Fig. 1 shows the effect of different number of power iterations and t ¼ 20 shows a pretty good clustering embedding. Power Iteration Embedding, the key step of PIC proposed by Lin and Cohen [27] , is shown in Algorithm 2. 
The Limitations of PIE
Although it showed a pretty good embedding in Fig. 1 , it is not good enough to handle a large number of clusters or various spectral applications. If the dataset has a relatively large number of clusters, it is quite difficult to discriminate clusters with only one PIE. The obvious reason is that if c is sufficiently large, the number of required eigenvectors increases. But in PIE, the first few (or even the first one) nontrivial eigenvectors dominate the whole vector. For instance, Fig. 2 showed ten selected clusters from 20Newsgroups (refer to Section 7) violates two PIE assumptions: the biggest eigen-gap is between 2 and 3 and the second biggest is between 3 and 4 , which also violates similar eigenvalues before c eigenvectors. So, the PIE is quite similar to c 2 , which is not good enough to distinguish the ten clusters. On the contrary, the ten eigenvectors together reveal more information such as the blue cluster from c 3 , the magenta cluster from c 6 , etc. One possible solution for making PIEs more diverse is by having more (different) starting vectors. Different random starting vectors v 0 may reveal different degrees of impact on top c eigenvectors due to different a i in Equation (2) . Suppose c k (k > 2 and 2 > k ) is a very informative eigenvector and there happens to be a k ) a 2 . By attentively [27] or Equation (3)) for 2D dataset in Fig. 1a with three clusters, of which each cluster is represented with a different color. In Figs. 1b, 1c, 1d and 1e, the value of each component of v t Ã is plotted against its index. We can see that although v t Ã eventually converges to a uniform vector (Fig. 1e when t ¼ 200) , the intermediate vectors (e.g., Fig. 1d when t ¼ 20) reveal the manifold embedding of the dataset. This example shows that PIE could be an efficient alternative to eigenvectors from traditional eigendecomposition. Fig. 2 . Different low dimensional embeddings of 20NG-10 dataset, which consists of 10 cluster subsets from 20Newgroups dataset (Section 7). Eigenvectors c (Figs. 2b, 2c, 2d, 2e, 2f, 2g, 2h, 2i, 2j ) are sorted by eigenvalues in descending order (Fig. 2a) . PIE (Fig. 2k) and PIE-k (Figs. 2l, 2m , 2n, 2o) are quite similar to c 2 in Fig. 2b . Relatively DPIEs (Figs. 2p, 2q, 2r, 2s, 2t ) reveal more diverse yet informative signals than PIE and PIE-k.
controlling the number of iteration we may have
, which means that v t holds essential information from c k without concealing by the first few eigenvectors c i . So by increasing the number of initial vectors to generate multiple PIEs or PIE-k (k ¼ dlog ðcÞe according to [26] ), the quality of the generated embedding vectors has potential to improve to a certain degree. For instance, the PIE-k of Fig. 2 share the similar general trends with the second eigenvector but it reveals slightly different distributions.
However, there is still a crucial and unsolved problem: there is no guarantee on the quality of starting vectors, and the first few eigenvectors still overshadow the other less important but indispensable eigenvectors. Under this circumstance, these first few eigenvectors are still dominant in the result vector v t . We can easily see this from Equation (3) as well : each v t k is still dominated by the first few c 1 ; c 2 ; . . . because of
Therefore, for large c clustering problems or the other spectral applications such as spectral feature selection or anomaly detection, PIE and PIE-k are not practical, which can also be verified in Section 7.
DIVERSE POWER ITERATION EMBEDDINGS
Low Embedding Extraction
As analyzed in the last session, the fundamental problem in PIE/PIE-k is the essential influences by the first few eigenvectors in each converged embedding vector. To deal with this problem, we propose Diverse Power Iteration Embeddings, C 0 ¼ c
n . We design DPIE to be a collection of informative and yet divergent embedding vectors where each c 0 k reveals the corresponding eigenvector c k more considerably than any other eigenvector. To achieve this goal, all the previous eigenvectors C 1:kÀ1 ¼ ½c 1 ; c 2 ; . . . ; c kÀ1 must be removed from c 0 k , which is the major difference between our DPIE and PIE/PIE-k. The k-th DPIE can be represented as:
where b i is the weight coefficient of the ith eigencomponent. In our DPIE, the first nontrivial embedding vector c 0 2
would be quite similar to PIE but the subsequent DPIEs will be different in the sense that we take out all the alreadyfound DPIEs from the current one. Let v 
where f Ã 2 R ðkÀ1ÞÂ1 is the weight coefficient vector of those already-found DPIEs, and is derived by solving the following equation:
where a is a penalty parameter that controls the degree of shrinkage of the coefficient estimates with p-norm (p usually is set as 1 or 2, and the choice of regularization type will be further analyzed in Section 4.3). In other words, we treat the (unnormalized) c 0 k as residue or regression error, which is obtained by subtracting the effects of the already-found DPIEs from v t i . After normalization, c 0 k becomes the next found DPIE.
However, if we apply the same stopping criteria as that used in PIE or PIE-k, we cannot discover good DPIEs. The primary reason is that PIE stopping criteria will suppress the rest of eigenvector signals except the first few because ð k = 2 Þ t ( 1 if t is as large as the PIE stopping criteria. To avoid this problem, we need to increase the acceleration threshold " of PIE as we find more DPIEs. So, our new stopping criteria for DPIE is as follows:
where " is a tuning parameter and we used 10 À6 by default as in [27] , [28] .
nÂm where n is #instances and m is #features, e is the maximum #DPIE, E is #random seed vectors (E > e), T is the maximum #iterations, " i defines the acceleration threshold for the ith random seed, and h is the normalized residual threshold. output: Diverse Power iteration embeddings C 0 . 1 Construct the affinity matrix of X; 2 Perform positive random walk normalization on the affinity matrix and denote as W ;
12 If When " is too small or the random seed is similar to one of what we have already used, it leads to the fact that v t i can be well represented by the existing DPIEs, and therefore the new DPIE contains no new signal. To avoid this case, we check the value of normalized residual (line 12 in Algorithm 3):
If # is smaller than a certain threshold, we do not add such PIEs. In practice, we used dlog ðcÞeh=n as our threshold and h ¼ 10 À6 by default. For notational convenience, we denote the normalized residual threshold as h from now on.
In terms of stabilities, if " is too large which means we do very early stopping, then we might not be able to find good eigenvector approximations because PIE is a mixture of interesting and noisy eigenvectors. Relatively, the small " is not a big problem because the normalized residual threshold h can detect the duplicated information and it is just a little bit slower. However, if " becomes too small then it will lead to over-convergent. In case of h, it is easy to tune because h has the direct meaning of how much new information is added through the new candidate PIE and it is not relevant to eigen-gaps of specific dataset. We present the DPIE stability results in regards to " and h in Experiment Section 7.4.
Connection to Diffusion Theory
On the other hand, the power of DPIE can be also interpreted by diffusion theorem. Note that C 1:kÀ1 has been removed from c 0 k , so the explicit formula of c 0 k (Equation (4)) is:
where b i is the weight coefficient of the ith eigen-component. Considering the 1-norm distance between x and y on c It is actually the same as the diffusion process [7] , where c 0 k ðxÞ is the diffusion coordinate of x after t steps/time diffusion process, with all the directions of c i ði ! kÞ taken into account. So D t k ðx; yÞ is a family of 1-norm diffusion distances between x and y with Markov diffusion process in time t. It reflects the connectivity in the graph of the data: D t k ðx; yÞ will be small if there are a large number of short paths connecting x and y, with large enough walking time t. In other words, there is a large transition probability from x to y [7] . In this sense, t plays the role of a scaling parameter to control the diffusion process. Therefore DPIE has a potential to be more stable to noise perturbation.
Algorithm Details
The whole procedure for DPIE is defined in Algorithm 3. Note that 1) we add one vector 1 from line 3 and take it out from the final results to simulate the first eigenvector c 1 which is a constant vector, and it plays a role of intercept in line 10 in Algorithm 3, and 2) we start v 0 with v 0 2 instead of v 0 1 due to the same reason. In the example shown in Fig. 2 , we can see the final DPIEs are quite instructive yet different from each other, and it illustrates the outperformance of DPIEs compared with PIE/PIE-k. But like PIE/PIE-k, DPIE mainly relies on matrix-vector multiplications and enjoys the same speed-up and scalability, and it can be easily implemented as distributed matrix-vector multiplications (Section 5). Since the most time consuming part (from line 5 to line 9) does not depend on the other DPIE computations, we can further parallelize Algorithm 3.
Justification of DPIE
In the rest of this section, we provide a justification for DPIE that can obtain C 0 (Equation (4)), of which each c 0 k has dominant eigenvector c k while removing the previous eigenvectors C 1:kÀ1 .
Claim 1: Assume that 1) t is sufficient large; and 2) there exists clear eigengap between every two successive eigenvalues. Given the first nontrivial DPIE c 0 2 is found, the regression solver (Step 10 to 11 in Algorithm 3) can remove the eigenvectors C 1:2 while constructing a DPIE, c . Note that all the eigenvalues except 1 are less than 1 and non-negative as shown in Equation (1). We now justify that we can get c
where T ¼ t þ Dt with Dt ! 0 (because we do earlier stopping by controlling i when i increases) and r t i is the residual vector (Step 11 in Algorithm 3). Since 1) t is sufficiently large, 2) there exists clear eigen gap between any two successive eigenvalues, 3) t j ( 1 and 4) C forms orthonormal basis, we get
In other words, the first nontrivial eigenvector c 2 is removed from the residue r t 3 :
where
Dt 3 k 2 is close to zero, c 3 becomes the dominant factor for c t j for large enough t and j > 3 and thus similarly the other eigencomponents can be removed from the coming DPIEs.
Discussion
In practice, DPIE procedure does not guarantee to find eigenvectors because 1) the eigengap is not always big enough between two successive eigenvalues, 2) t may be small (especially for finding large number of DPIEs), or 3) there is a randomization effect on a i and b i . However, our proposed DPIE procedure guarantees to find linearly independent PIEs, which are good enough as an approximated eigenvector solution for our proposed and other candidate applications.
Diverse Power Iteration Values
In this section, we propose a set of special scalar, called
0 n g associated with each DPIE respectively. They play a similar role as eigenvalues in classic eigensystem. We define 0 i through the following equation:
so that the 0 i can be calculated by
where c 0 i
À1
can be calculated by Moore-Penrose pseudoinverse.
We now prove that 0 i can approximate the real eigenvalue i given certain conditions. Proof. Start from the following equation:
On the other hand, we also have:
If t is sufficient large and clear eigengap exists between i and iþ1 , we have
t u
Now we show some experimental result of how close DPIV can approximate the true eigenvalues. We plot DPIV and true eigenvalues of four text datasets, 20Newsgroups, Reuters21578, Sector-Scale and RCV1 (The description of these datasets can be found in Section 7. Here we only use a subset of RCV1 which contains the 30 largest clusters, since the eigendecomposition on the whole RCV1 dataset has outof-memory issue). The results are shown in Fig. 3 where
(DPIV) and i (eigenvalues) are sorted in decreasing order.
The comparisons here are to give performance evidences that our proposed DPIV can approximate the true eigenvalues very closely. However, since not all the compared baselines in the experimental Section 7 have eigenvalue approximations (and usually only the low embedding approximations are used in practise), we didn't include DPIV in the experiment settings in Section 7.
The Choice of Regression Types
One practical issue in solving DPIE is to address the regularization type in the following Equation (copy from Equation (6)):
We analyze three different regression types, namely the ordinary least squares regression (a ¼ 0), the lasso (a > 0; p ¼ 1) and ridge regression (a > 0; p ¼ 2). For lasso and ridge regression, the parameter a can be treated as a penalizing cost or complexity parameter. As a increases, less and less effective terms or variables are likely to be excluded (lasso) or decreased (ridge). Therefore, the value of a should be chosen adaptively, in order to minimize an estimate of the expected prediction error. Lot of prior research have focused on deciding the best regularization parameter a but in practice, on supervised learning, cross validation is usually adopted to find the optimal a. However in unsupervised learning setting, there is no consensus method that provides a universally optimum choice.
In this paper, we use an unsupervised way to estimate a reasonable default value for a. Recent research such as [3] and [13] suggested that a should be set as b ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n Â log ðk À 1Þ p , where n is the number of samples and k À 1 is the number of existing DPIEs, and b is a scaling parameter. We evaluate the performance of lasso (in red) and ridge (in green) of Equation (6) on clustering task using a with the range of b in fÀ15; À14:5; À14; . . . ; 14; 14:5; 15g. The result is shown in Fig. 4 and we also include least square (a ¼ 0) of which performance is illustrated as a straight blue line.
From Fig. 4 , we can observe the following: 1) Both lasso and ridge have very similar performance with least square when a is very small, which corresponds to the fact that when the regularization or penalty terms are close to zero, regression result is close to least square. 2) Lasso with larger a shows worse performance because lasso does variable selection, resulted in excluding already discovered DPIEs. So we may fail to discover new diverse PIE and it is really bad for the smaller number of DPIEs. 3) With the large number of required DPIEs, ridge regression slightly outperforms least square with certain value of a. When there are large number of DPIEs, there could be an overfitting issue and ridge regression suppresses such issue without excluding variables. In the Experimental Section 7, we will further compare the performance between least square and ridge regression in the construction of DPIE.
Orthogonalizing DPIE
Note that the DPIE obtained in Algorithm 3 are not orthogonal. In this section, we introduce an efficient orthogonalization procedure proposed in [23] , which can transform any decomposition of the form
such thatĈ is orthogonal (i.e.,Ĉ TĈ ¼ I). The procedure is general in that it does not require C 0 or L 0 to be positive semi-definite.
The orthogonalization procedure is shown in Algorithm 4. It can be easily seen that the time complexity of Algorithm 4 is Oðnk 2 Þ and its space complexity is OðnkÞ. Thus, this orthogonalization procedure does not increase the complexity of the proposed Algorithm 3. Further complexity analysis of the whole DPIE algorithm is given in Section 5.3.
We now give the theoretical support for Algorithm 4.
Input: C 0 2 R nÂk where n is #instances and k is #DPIE, L 0 2 R kÂk is the diagonal matrix of DPIV. output: Orthogonal DPIEĈ 2 R nÂk and the corresponding
Proposition 2 (Restated from [23] ). The equation
Proof. We have the following derivation:
t u Proposition 3 (Restated from [23] ). The outputĈ of Algorithm 4 are orthogonal.
EFFICIENT KERNEL COMPUTATION AND COMPLEXITY ANALYSIS
DPIE provides a scalable and effective alternative to spectral embedding construction, but it still requires the construction of normalized affinity matrix W (line 1 and 2 in Algorithm 3), which is a huge space cost. This section first describes how to avoid the overhead for storing the affinity matrix by using exact cosine similarity or an approximated Gaussian kernel, and then analyzes the time and space complexity of the whole algorithm.
Cosine Kernel
A popular similarity kernel for text dataset is the cosine angle between two vectors, which is defined as:
X is usually tf-idf weighted sparse matrix and the two norm normalizations in the denominator term enable us to fairly compare documents with different length. We apply implicit manifold [28] which is represented with a series of sparse matrix multiplications. As described in [28] , for the denominator term an additional diagonal
is computed and the affinity matrix A and degree matrix D can be calculated with:
where 1 is a constant vector of all 1's. The parentheses here and hereafter in this section emphasize the calculation order, thereby keeping low space complexity. To remove the diagonal on A, we use a modified equation D ¼ NðXðX T ðN1ÞÞÞ À 1. Therefore we can represent random walk power iteration as:
Since v t is a n Â 1 vector, and D and N are diagonal matrix which can be stored in a sparse format, Equation (21) is a lot more efficient to implement and at the same time keeps the same output as the conventional implementation. It is also worth to mention that in anomaly detection application we use bi-normalization instead of one-side random walk normalization to make the anomalies more salient: 
Gaussian Kernel Approximation
One of the most commonly used similarity measurements is the Gaussian kernel:
where s controls the width of neighborhood [32] . Gaussian kernel is a little bit more complicated than Cosine similarity since it is not a linear construction. In our implementation we approximate it in a space-efficient way by using random Fourier bases [35] , [26] shown as follows: (21) or (22) by replacing X with R. This approximation can be interpreted as a random projection with Gaussian basis. It projects each point onto a random direction and passes it through a sinusoidal function with s as bandwidth, and then slides the function by a random amount (offset) [26] . According to the analysis in [35] , as the number of samples d increases, the error of this random Fourier bases approximation goes to zero.
Analysis of Complexity
Space complexity. Cosine similarity compresses every intermediate result in a vector form OðnÞ, while the Gaussian kernel approximation is based on sampling matrix of which size is OðndÞ. Therefore, the space complexity is at most OðnmÞ, which is only as the size of original dataset X, which is much smaller than Oðn 2 Þ in general. Time complexity. Since a matrix vector multiplication requires OðnmÞ, the process from line 5 to line 9 in Algorithm 3 takes OðnmT Þ, while the operation of solving linear systems takes Oðne ffiffi ffi k p Þ when using conjugated gradient
is the condition number of C 0 where
and Ã 2 are the first and second eigenvalue of C 0 ) [37] . In practise, there is usually mT > e ffiffi ffi k p and T $ k, therefore the time complexity of DPIE is almost OðnmkÞ.
DISCUSSION AND CONNECTIONS TO THE EXISTING METHODS
This section justifies the utility of our proposed DPIE by briefly discussing the theoretical distinctions and connections with a few existing methods, which also lays a solid foundation for DPIE's attractive properties for practical use.
Sampling Based Methods
Research like [6] , [36] , [41] first analyze a subset of original instances and later extend the analytic result to the whole dataset. Other research like [9] generate a sparse version of matrix by sampling which can be stored more efficiently and multiplied faster. Alternatively the similarity matrix can also be sampled, which is known as the Nystr€ om method [10] , [23] . These methods, although reduce the computation cost, are quite sensitive to the sampling quality [41] . Therefore the embedding quality deteriorates with poor sampling (it will be shown later in Experiment Section 7). On the contrary, our proposed DPIE does not rely on any sampling strategy on the instance side.
Random-Projection Based Methods
Yan et al. proposed a general framework [43] for fast approximate spectral clustering. It leverages random projection tree to produce a set of reduced representatives and uses them as centroids to cluster all the instances. Khoa and Chawla [21] bypass the eigen-decomposition by using random projection and near-linear time solver. Gittens et al. [12] used randomized sketching to approximate the eigenvectors. Their qualities rely on the subspace embedding qualities which result from random projections. However the generated embeddings, because of the indeterministic process, could contain a lot of noisy signals and fail to provide stable and desirable result (it will be shown later in Experiment Section 7). In spite of the fact that our DPIE also has random seed vectors as initial status, the seed vectors eventually converge to certain patterns of eigenvector combination during power iteration.
Frequent-Direction Based Methods
Recent research drew on the similarity between matrix sketching and the item frequency estimation problems, and proposed frequent-direction based methods [11] , [25] with two major contributions: 1) because they are one-pass streaming algorithms, they can be implemented in space and time efficiently, and 2) they approximate the truncated Singular Value Decompositions (SVD) in batch setting. These methods are claimed to be deterministic since they have no sampling or any randomized components. However, their quality is highly related to the input order. For instance, we evaluated the matrix sketching quality of [25] on 20NG-10 dataset 20 times and each time we randomly shuffled the order of input, and performed K-means clustering on the final sketched matrix (evaluated by NMI [39] ). Fig. 5 shows its poor results and the instability recorded in NMI across the 20 randomly shuffled experiments. On the other hand, our proposed DPIE is constructed with random walk process. Thereby, DPIE is more stable against perturbation or noisy features. We will further compare their performance in Experiment Section 7.
Power Iteration Based Methods
Power iteration clustering [27] computes a linear combination of the important eigenvectors. It is extremely simple and elegant, and efficient in practice and this is why our work shares the same foundation. Different from the sampling methods and random projection methods, PIC in theory does not modify the original data distribution thus there is no lost information (with cosine kernel). However the major drawback it suffers is that it tends to return only the first few (or even only one) eigenvectors, which are not enough to represent the datasets with multiple classes or patterns. Although an advanced version, PIE-k, has been proposed later in [26] with multiple output vectors, it does not guarantee to solve the signal-overlapping problem. Comparably, our proposed DPIE aim to diminish the effect of the previously found signals, thereby boosting up the effect of the later ones.
Deflation Based Methods
Recently deflation based method was proposed [40] . It applies Schur complement deflation to remove the previously found pseudo-eigenvectors from the current matrix, so that it computes multiple orthogonal vectors without redundancy. However, in the process of deflation method, the orthogonality requires more iterations to extract certain eigenvectors with smaller eigengaps, therefore deflationbased methods take more time to converge. On the other hand, our DPIE also intends to eliminate the previously found embedding vectors from the next one. But Algorithm 3 does not require the embeddings to be orthogonal to each other: each embedding is a different linear combination of eigenvectors. DPIE (from Algorithm 3) has similar representation power as real eigenvectors but takes much less iterations than the deflation PIC, resulted in faster computational speed. However, please note that we can always use Algorithm 4 to orthogonalize DPIE. We will further compare the performance against [40] in Experiment Section 7.
Fast Clustering Methods on Graphs
For a different input setting (therefore not included in the experiment section), fast spectral clustering algorithms on graphs [4] , [31] , [42] have been proposed, where typically the input of algorithm is a graph of all the nodes (n 2 matrix). While these approaches work well on network datasets such as blogs, it is hard to maintain the whole input with limited memory when the number of samples is large. On the contrary, our proposed DPIE only requires OðnmÞ complexity which is usually more space-efficient.
EXPERIMENTS
The low rank embedding can be used on various data mining applications. We evaluate the quality of the generated embedding vectors through three different application areas: clustering, anomaly detection, and feature selection. Please note that since not all the baselines have eigenvalue approximation, we didn't include DPIV (Section 4.2) in the experiment settings.
Clustering
We perform K-means on the generated low-rank embeddings and evaluate the clustering result with NMI (Normalized Mutual Information [39] ). Higher value of NMI means better embedding quality for clustering applications.
Datasets
We evaluate our algorithm on four text datasets : 20News-groups, Reuters21578, Sector-Scale and RCV1, and two image datasets USPS and MNIST, all summarized in Table 2 . 20Newsgroups is a balanced dataset that covers 20 news topics. Reuters21578 is a collection of documents that appeared on Reuters newswire. Sector-scale dataset consists of company web pages classified in a hierarchy of industry sectors. RCV1 dataset contains an archive of manually categorized newswire stories made available by Reuters [22] , and here we only include those documents with single topic category. Both of the USPS and MNIST datasets are 10 classes of handwritten digits. Reuters21578 and USPS are selected because they are unbalanced datasets with quite different size of clusters, while RCV1 and Sector-scale are chosen to show the potential effectiveness of ridge-regression over least square because of their high number of clusters.
For text datasets, cosine similarity (Section 5.1) is used. For USPS, MNIST, magic04 and satellite, Gaussian kernel (Section 5.2) is employed.
Baselines
We test two versions of our proposed algorithm: DPIE-rr (DPIE using ridge regression, or more specifically the version in [8] ) and DPIE-ls (DPIE using simple least square regression, or more specifically the Conjugate Gradient Least Square (CGLS) [2] ). For details about these two versions please refer to Section 4.3.
We select the following representative and diverse baselines for comprehensive comparison: 1) Spectral Embedding We ran the algorithm 20 times and every time we shuffled the input order randomly. Obviously the results are NOT stable against different input order, and a lot worse than our DPIE result (NMI = 0:4373).
(SE) which is from the conventional spectral clustering NJW [34] (refer to Algorithm 1 with L sym ); it uses true eigendecomposition which is time and space consuming but provides the best spectral embedding quality in theory; 2) Power Iteration Embedding [27] and 3) PIE-k [26] which are two classic power iteration based methods (refer to Sections 3.1 and 3.2); 4) Frequent-direction Sketching (FDSket) [25] which is a recently proposed deterministic matrix sketching method; 5) Deflation PIC (DFL) [40] that applies Schur complement deflation to extract non-overlapping embeddings/ signals; 6) Column Sampling Approximation (ColSpl) [23] based on Nystr€ om sampling method and 7) Randomized Sketching (Rndm) [12] that approximates the eigenvectors using random projections.
In clustering experiments, once we get the embeddings we perform a l 2 -norm normalization along instance side that is similar to the last step of NJW (Algorithm 1), and a WCSS (minimizing within-cluster sum of squares, with 100 inner loops and 100 outer loops) K-means to obtain the cluster assignments.
Parameters
For clustering (and feature selection as well), suppose the number of clusters c to be a priori known as in previous works [34] , [5] , we set k ¼ c and use the first c embeddings of SE, FDSket, DFL, ColSpl and Rndm. PIE generates only one vector while PIE-k set k to be dlog ðcÞe [26] . We set the maximum number of DPIEs to be e ¼ 6dlog ðcÞe out of E ¼ maxð30dlog ðcÞe; 2cÞ random seeds. When we use Gaussian kernel to build the actual similarity matrix (e.g., in SE), to adopt an adaptive width of neighborhood s instead of a fixed value, we assign s to be the average Euclidean distance of each instance to its second nearest neighbor. When using Gaussian kernel approximation (Section 5.2) we set the number of samples d ¼ 2;000 and s ¼ 2;000. The maximum number of power iteration T is fixed to be 1;000. Acceleration convergence rate in PIE and PIE-k is set to be " ¼ 10 À5 =n where n is the number of samples, as described in [27] and [26] . In our proposed DPIE, we set " i ¼ idlog ðcÞe"=n with " ¼ 10 À6 , and normalized residual threshold as dlog ðcÞeh=n with h ¼ 10 À6 by default. In Section 7.4 we test DPIE stability with different " and h.
It is also worth to mention the following: 1) As the other methods, we use normalized affinity matrix as the input in matrix sketching method (FDSket) to provide manifold insight; 2) In Nystr€ om method (ColSpl), the number of sampled columns is fixed at 1;000 as in [23] , and these columns are selected by uniform sampling without replacement; and 3) For each method with sampling steps or random seeds, we run 50 times and report the average performance.
Result Analysis
The clustering results are summarized in Table 3 . We reported the time used for the affinity matrix and embeddings constructions but we excluded the final K-means steps. For SE (NJW), we also excluded the time for the affinity matrix construction.
Generally speaking, SE has the best average performance in NMI since it has full knowledge of the real eigenvectors, but at the same time requires the most expensive cost in time and space. Compared with PIE, PIE-k is 17 times slower on average since it requires more initial vectors to generate more PIE, but PIE-k improves about 18 percent on NMI because of its potential to contain different aspects of signal resulting from different starting vectors. However, it only gets 44 percent of SE in NMI. By truncated SVD on normalized affinity matrix, FDSket can deterministically extract the low rank approximation. So it covers additional signals in a more effective way than PIE-k (more than 70 percent better in NMI). But at the same time FDSket is also 1; 000 þ times slower than PIE-k since it requires lots of SVD calculations. DFL on the other hand, computes multiple orthogonal pseudo-eigenvectors using deflation technique, so that it could approximate the original eigenvectors to certain degree. It shows improved performance in USPS and For each dataset, the bold-faced number indicates the best approximation method (excluding SE (NJW) which is the approximation target), and the numbers in the parentheses indicate the ranks of our two versions of DPIE. Average is the average NMI and Time of each method across all the datasets respectively. *We couldn't run SE on RCV1 dataset due to out-of-memory issue, but instead cite its NMI score from [38] for reference.
MNIST compared with FDSket. But since it requires more matrix computations in the deflation equation, it is noticeably much slower than PIE-k. Our two versions of DPIE, although not always the best, stay on the top three among all the (approximate) methods on any dataset. Specifically, DPIE-ls achieves more than 95 percent performance of SE in NMI, and at the same time only requires quite a short running time which is close to PIE-k. And DPIE-rr outperforms DPIE-ls about 3% $ 7% when the number of cluster in the dataset is high (e.g., RCV1, Sector-scale).
Due to out-of-memory problem, the SE experiment on RCV1 could not be finished since it requires full affinity matrix construction. However, using the space-efficient ways introduced in Section 5 it is not a problem for the other listed methods, especially our proposed DPIE. Notably, DPIE only takes about 2 minutes to process RCV1 dataset but more than 35 percent better than the second best approximation method with considerable faster speed.
Anomaly Detection
In a straightforward assumption, the node degree tells how isolated (anomalous) one sample is with respect to the surrounding neighborhood [1] . Therefore we compute degree matrix on the generated low-rank embeddings and evaluate the diagonal score in AUC (Area under Receiver Operating Characteristics Curve [33] ), which is cut-off independent and commonly used to evaluate anomaly detectors [30] . Higher value of AUC means better embedding quality for anomaly detection applications.
Datasets
We choose three text datasets and two scientific datasets (summarized in Table 2 ). 20NG-10-11 is a subset of 20News-groups, which consists of all the samples from six computerrelated clusters (from "comp.graphics" to "comp.windows. x" and treated as regular samples) and 100 randomlyselected samples from "talk.religion.misc" (anomalous samples). Reuters21578AD is a subset of Reuters21578 which is composed of the first two largest categories as regular documents and the smallest 45 categories as anomalous documents. RCV1AD is a subset of RCV1 which is made up of four categories "C15", "ECAT", "GCAT", and "MCAT" and we selected 200 documents from "C15" category as anomalies and the rest of three categories as regular documents. Magic04 is a binary classification dataset from the UCI repository which was generated to simulate registration of high energy gamma particles. Satellite consists of the multi-spectral values of pixels in 3 Â 3 neighborhoods in a satellite image which has unbalanced classification associated with each neighborhood central pixel.
Baselines
Besides all the baselines used in clustering experiments, to have a more comprehensive comparison we also include IForest [30] , which is a well-known anomaly detection algorithm for its efficiency and reasonable effectiveness at the same time. IForest detects data-anomalies with binary trees, using the property that anomalies are more susceptible to isolation.
Parameters
All the parameter setting are the same as in clustering. But it is worth to mention that: 1) We compute the degree matrix with (the first) five output embeddings for all the baselines except for PIE which again has only one embedding output; 2) In IForest, to conduct a safe and fair comparison, we set the sub-sampling size r ¼ 4;000 and the number of trees nt ¼ 100 because these parameters are the authors' recommendation [29] . For text dataset in IForest experiments, we use l 2 -norm normalized X as input to make sure that the result is not sensitive to the document length. For each dataset, the bold-faced number indicates the best approximation method (excluding SE which is the approximation target), and the numbers in the parentheses indicate the ranks of our two versions of DPIE. Average is the average AUC and time of each method across all the datasets respectively.
Result Analysis
eigenvectors, which leads to a 6 and 10 percent boost up respectively compared with PIE-k, but still much worse than SE (only about 70 percent). IForest is efficient in that it detects the anomalies by recording the short expected path lengths, so that it has 200 percent faster running time than SE and still acquires more than 85 percent performance of SE. However, our proposed DPIEs are 4;000 þ times faster than SE and yet reach the best average performance.
It is also very interesting to see that DPIE have better effectiveness than SE in this test. We do not have a very clear answer for this but the following answer is what we conjecture. As we claimed, DPIE can be interpreted using diffusion theorem and thus closely related instances are better connected, which is especially good for anomaly detection. However, such diffusion distances do not necessarily improve clustering effectiveness always because we need to find k clusters compared to outlier For each dataset, the bold-faced number indicates the best approximated method, and the numbers in the parentheses indicate the ranks of our two versions of DPIE. Average is the average NMI of each method on each dataset, while Total Average is the global average across all datasets. Due to space limitation and the close connections between clustering and feature selection technique we used in this paper we do not list the time consuming here. *We couldn't run SE on RCV1 dataset due to out-of-memory issue.
detection where the focus is to find instances not belong to majority.
Feature Selection
We exploit Multi-Cluster Feature Selection (MCFS) framework [5] (details will be explained later in this section) with the low-rank embeddings as the regression target to extract feature subset. Although it would be best to evaluate based on ground truth of feature importance, it is difficult to find such ground truth. Therefore we evaluate with NMI by applying K-means clustering on the selected feature space. Higher value of NMI means better feature subset quality, and therefore better embedding quality for feature selection. The datasets, baselines and parameters used in this experiment are the same as those in clustering section. The experiments here are integrated within the MCFS framework [5] which measures the importance of each feature along each generated embedding that corresponds to each cluster by minimizing fmin sp ðk v p À Xs p k 2 þb j s p j Þg, where s p is a m-dimensional vector and b controls the s p 's approximation speed to zero. For the jth feature, MCFS defines the feature importance as max p js p;j j where s p;j is the jth element of vector s p . And we select the important feature subset based on the decreasing order of feature importance, and evaluate the quality of the feature subsets by WCSS K-means clustering. It is also worth to mention that in the MCFS framework, we perform l 2 -norm normalization along sample side of X to evaluate uniform feature scales.
Result Analysis
We tested all the embedding construction methods within MCFS framework [5] with f50, 200, 800, 1;200, 1;800g selected features on text datasets, and f25, 50, 100, 150, 200g selected features on image datasets (due to their less number of features). The full result is reported in Table 5 . Similar to clustering experiments, DFL and Rndm perform better than PIE-k and PIE, while ColSpl and FDSket have slightly worse performance. But DPIE extracts more representative features (always among the top-three methods across different datasets and feature subset sizes), which sometimes are even with better quality than those derived from original spectral embeddings (SE), such as on 20Newsgroups, Reuters21578 and Sector-scale. This can be explained by the fact that DPIE formulates all the informative signals within diffusion space, which is a more compact and profound way than discrete eigenvectors.
Comparably speaking, DPIE-rr outperforms DPIE-ls about 5 percent on the datasets with larger number of required DPIE (for those datasets with higher number of cluster such as RCV1 and Sector-scale). It is because of the shrinkage effect by ridge regression, and the consequently more accuracy of extracting informative DPIE.
Stability Experiments
We conduct experiments with different acceleration threshold " and normalized residual threshold h to study the parameter tuning sensitivities of DPIE (for the sake of convenience we only include DPIE-ls in this test). The results are illustrated in Fig. 6 . It indicates that DPIE has a stable range of performance on clustering with large enough " and small enough h. The reason is that for clustering we need more embeddings which cover enough informative eigenvectors. Consequently the iteration should have early stopping controlled by increasing " to prevent the iteration procedure to remove the less strong eigencomponents, and lowering h to include more diverse DPIEs. Similarly, for anomaly detection DPIE performs stably with large " and small h. If the anomalies only take a small percentage of total instances, more PIEs are required to separate anomalies from the normal ones. By assigning large enough " and small enough h, we ensure to obtain enough PIEs while removing the negative influence from the later (noisy) ones.
Time and Space Complexity Comparison
In the end, we give a general complexity comparison among all the baselines, which is shown in Table 6 . For FDSket, n 0 is the size of each stream and ' is the size of matrix sketch (' > k). For IForest, n tr is the number of trees and r is the number of sample. It is worth to mention that: 1) In our experiments, DPIE is implemented and run in parallel due to the designed efficiency characteristics. However, other algorithms (such as FDSket and DFL) are not capable to run in parallel; 2) Some operators inside each loop/iteration also contribute to the difference of actual running time, even the algorithms have the same big-O time complexity. 
CONCLUSION
We proposed a power-iteration-based low dimensional embeddings to cope with the time and space complexities of traditional spectral analysis. Our proposed Diverse Power Iteration Embedding, inspired by the power iteration embedding (PIE [27] ), can eliminate duplicated information due to a few dominant eigenvectors, which makes it achieve outstanding performance. We also proposed a way to calculate Diverse Power Iteration Value which gives weight or importance for each DPIE. Furthermore, we analyzed the effect of using different regression methods to construct DPIE and gave suggestions of choosing the proper model in different cases, and introduced a way to orthogonalize DPIE. The proposed algorithm can be used for not only clustering but also various spectral analysis including feature selection and anomaly detection. Extensive experiments and evaluations on the three spectral analysis applications have demonstrated that our proposed DPIE is the most effective in improving the clustering, anomaly detection, and feature selection methods in the comparison with state-of-the-art baseline approximation algorithms. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
