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Abstract
We mainly establish a monotonicity property between some special Riemann sums of a convex
function f on [a, b], which in particular yields that b−a
n+1
∑n
i=0 f
(
a+ i b−a
n
)
is decreasing while
b−a
n−1
∑n−1
i=1 f
(
a+ i b−a
n
)
is an increasing sequence. These give us a new refinement of the Hermitt-
Hadamard inequality. Moreover, we give a refinement of the classical Alzer’s inequality together
with a suitable converse to it. Applications regarding to some important convex functions are
also included.
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1 Introduction
Throughout this paper, we suppose that a < b are two real numbers and f is a real-valued function
on the closed interval [a, b]. We put
An :=
b− a
n+ 1
n∑
i=0
f
(
x
(n)
i
)
, Bn :=
b− a
n− 1
n−1∑
i=1
f
(
x
(n)
i
)
,
and
Sn =
b− a
n
n∑
i=1
f
(
x
(n)
i
)
, Tn =
b− a
n
n−1∑
i=0
f
(
x
(n)
i
)
,
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where
x
(n)
i = a+ i
b− a
n
(i = 0, 1, . . . , n; n = 1, 2, . . .).
(Bn is defined for n ≥ 2.)
It is known (see, e.g., [1, p. 565]) that if f is increasing convex or increasing concave on [0, 1], then
the sequence Sn is decreasing while Tn is increasing, i.e.
Sn+1 ≤ Sn, Tn ≤ Tn+1. (1.1)
The inequalities in (1.1) are strict if f is strictly increasing and convex or strictly increasing and
concave.
In 1964, H. Minc and L. Sathre [11] proved that
n
n+ 1
≤
n
√
n!
n+1
√
(n+ 1)!
(n = 1, 2, . . .). (1.2)
In 1988, J.S. Martins [10] established that for each r > 0,(
(n+ 1)
n∑
i=1
ir
/
n
n+1∑
i=1
ir
)1/r
≤
n
√
n!
n+1
√
(n+ 1)!
(n = 1, 2, . . .). (1.3)
In 1992, G. Bennett [4] proved the following inequality(
(n+ 1)
n∑
i=1
ir
/
n
n+1∑
i=1
ir
)1/r
≤ n+ 1
n+ 2
(r > 1; n = 1, 2, . . .), (1.4)
which is reversed if r < 1.
In 1993, H. Alzer [2] came into comparing the left-hand sides of (1.2) and (1.3) and proved that for
each r > 0,
n
n+ 1
≤
(
(n+ 1)
n∑
i=1
ir
/
n
n+1∑
i=1
ir
)1/r
(n = 1, 2, . . .). (1.5)
The proof of Alzer is technical, but quite complicated. So, in several articles Alzer’s proof has been
simplified, and also in many others, this inequality has been extended; see e.g. [6, 5, 9, 15, 16], and
see also [1] for some historical notes.
Obviously, the Alzer inequality (1.5) and Martins inequality (1.3) simultaneously give us a refinement
of Minc-Sathre inequality (1.2).
Note that if r → 0+ in (1.5), we get (1.2) without appealing to (1.3).
Clearly, for r > 1 the Alzer inequality (1.5) gives us a reverse of Bennet inequality (1.4), while as
considering n/(n+ 1) < (n+ 1)/(n+ 2), the Bennet inequality for 0 < r < 1 is a refinement of Alzer
inequality.
In 1994, H. Alzer [3] showed that if r < 0, the Martins inequality (1.3) is reversed. This result is
reobtained by C.P. Chen et al. [7] in 2005, too.
Recently, J. Rooin et al. [13], using some technics of convexity, generalized the Alzer and Bennett
inequalities to operators when −1 ≤ r ≤ 2.
Let f be convex on [a, b]. The main purpose of this paper is to prove the inequality (2.4) regarding
some Riemann sums of f . This inequality yields that the sequence An is decreasing while Bn is
increasing, without any monotonicity assumptions on f . As a consequence, we give an extension
and a refinement to the well-known Hermitt-Hadamard inequality [12]:
f
(
a+ b
2
)
≤ 1
b− a
∫ b
a
f(t)dt ≤ f(a) + f(b)
2
. (1.6)
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For more details see [8]. If in addition f is increasing, we get some refinements and converses to
(1.1).
Applying these results to the power function xr, we get the Bennett inequality (1.4) and refinements
and converses of the classical Alzer inequality (1.5) in the case of −∞ < r < +∞. These extend the
numerical results of [13]. Also, we obtain new inequalities concerning p-logarithmic means. Finally,
we give applications regarding to some other important convex functions, which in particular, yield
us new rational approximations of trigonometric functions.
2 Main results
In this section, we prove some monotonicity properties of convex functions. The following theorem
is the main source of all results in this paper.
Theorem 2.1. Let a = x0 < x1 < · · · < xn = b and a = y0 < y1 < · · · < yn+1 = b be two partitions
of [a, b] such that xi−1 ≤ yi ≤ xi (i = 1, 2, . . . , n). If f is convex on [a, b], then
n∑
i=1
(xi − xi−1)f(yi) ≤
n∑
i=0
(xi+1 − xi−1 + yi − yi+1)f(xi) (2.1)
and
n∑
i=0
(yi+1 − yi)f(xi) ≤
n+1∑
i=0
(yi+1 − yi−1 + xi−1 − xi)f(yi), (2.2)
where x−1 = y−1 = a and xn+1 = yn+2 = b. If f is strictly convex, then inequality (2.1) (respectively
(2.2)) is strict whenever xi−1 < yi < xi for some i ∈ {1, 2, . . . , n} (respectively yi < xi < yi+1 for
some i ∈ {1, 2, . . . , n− 1}).
Proof. Since xi−1 ≤ yi ≤ xi (i = 1, 2, . . . , n), using
yi =
xi − yi
xi − xi−1 xi−1 +
yi − xi−1
xi − xi−1 xi
and convexity of f we have
(xi − xi−1)f(yi) ≤ (xi − yi)f(xi−1) + (yi − xi−1)f(xi) (i = 1, 2, . . . , n). (2.3)
Now summing up (2.3) from 1 to n, we get
n∑
i=1
(xi − xi−1)f(yi) ≤
n∑
i=1
(xi − yi)f(xi−1) +
n∑
i=1
(yi − xi−1)f(xi)
=
n−1∑
i=0
(xi+1 − yi+1)f(xi) +
n∑
i=1
(yi − xi−1)f(xi)
=
n∑
i=0
(xi+1 − yi+1)f(xi) +
n∑
i=0
(yi − xi−1)f(xi)
=
n∑
i=0
(xi+1 − xi−1 + yi − yi+1)f(xi).
The inequality (2.2) follows in a similar manner by considering yi ≤ xi ≤ yi+1 (i = 0, 1, . . . , n). The
rest is clear. 
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Remark 2.2. With the assumptions of Theorem 2.1 we may write the inequalities (2.1) and (2.2)
in following single form
n∑
i=0
(yi+1 − yi)f(xi) +
n−1∑
i=0
(xi+1 − xi)f(yi+1)
≤ min
{
n∑
i=0
(yi+1 − yi)(f(yi) + f(yi+1)),
n−1∑
i=0
(xi+1 − xi)(f(xi) + f(xi+1))
}
, (2.4)
which is a monotonicity property between some special Riemann sums.
Corollary 2.3. With the above assumptions, if f is convex on [a, b], then we have
An+1 ≤ An (n = 1, 2, . . .) and Bn ≤ Bn+1 (n = 2, 3, . . .). (2.5)
Both inequalities are strict if f is strictly convex.
Proof. Take xi = x
(n)
i (i = 0, 1, . . . , n) and yi = x
(n+1)
i (i = 0, 1, . . . , n+ 1) in Theorem 2.1. 
Corollary 2.4. If f is convex on [a, b], then
1
m− 1
m−1∑
i=1
f
(
x
(m)
i
)
≤ 1
b− a
∫ b
a
f(t)dt ≤ 1
n+ 1
n∑
i=0
f
(
x
(n)
i
)
(m = 2, 3, . . . ; n = 1, 2, . . .), (2.6)
which is a refinement and extension of Hermitt-Hadamard inequality (1.6).
Both inequalities in (2.6) are strict, if f is strictly convex.
Proof. Clearly f is Riemann integrable on [a, b] and
lim
n→∞An = limn→∞Bn =
∫ b
a
f(t)dt. (2.7)
Now, (2.6) follows from Corollary 2.3. 
Corollary 2.5. If f > 0 is logarithmically convex on [a, b], then
m−1
√∏m−1
i=1 f
(
(m−i)a+ib
m
)
m
√∏m
i=1 f
(
(m+1−i)a+ib
m+1
) ≤ 1 ≤
n+1
√∏n
i=0 f
(
(n−i)a+ib
n
)
n+2
√∏n+1
i=0 f
(
(n+1−i)a+ib
n+1
) (2.8)
and
m−1
√√√√m−1∏
i=1
f
(
(m− i)a+ ib
m
)
≤ exp
(
1
b− a
∫ b
a
ln f(t)dt
)
≤ n+1
√√√√ n∏
i=0
f
(
(n− i)a+ ib
n
)
, (2.9)
where m = 2, 3, . . . and n = 1, 2, . . ..
All inequalities are strict if f is strictly logarithmically convex.
Proof. Take ln f instead of f in (2.5) and (2.6). 
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Corollary 2.6. With the above assumptions, if f is convex on [a, b], then we have
1
n(n+ 2)
[Sn+1 − (b− a)f(a))] ≤ Sn − Sn+1 ≤ 1
n2
[(b− a)f(b)− Sn+1] (2.10)
and
1
n2
[Tn+1 − (b− a)f(a)] ≤ Tn+1 − Tn ≤ 1
n(n+ 2)
[(b− a)f(b)− Tn+1] . (2.11)
Moreover, except than the case n = 1 in which equality always holds in the right of (2.10) and left
hand of (2.11), all inequalities are strict if f is strictly convex.
If f is concave, all inequalities reverse.
Proof. The left inequality of (2.10) and right inequality of (2.11) follow from the left hand of (2.5),
by considering
An =
n
n+ 1
Sn +
b− a
n+ 1
f(a) and An =
n
n+ 1
Tn +
b− a
n+ 1
f(b) (n = 1, 2, . . .).
Obviously, equality holds in right hand of (2.10) and left hand of (2.11) if n = 1. Now, if n ≥ 2,
the right inequality of (2.10) and the left inequality of (2.11) follow from the right hand of (2.5), by
considering
Bn =
n
n− 1Sn −
b− a
n− 1f(b) and Bn =
n
n− 1Tn −
b− a
n− 1f(a) (n = 2, 3, . . .).
If f is strictly convex, the strictness of all inequalities follow from strictness of inequalities in (2.5).

Remark 2.7. If f is increasing and convex (concave) on [a, b], the inequalities in (2.10) and (2.11)
(the reversed forms of the inequalities in (2.10) and (2.11)) give us a refinement and converse to
the inequalities in (1.1).
3 Applications
In this section, using the results of the preceding one, we give several nice applications regarding
some important convex functions.
3.1 Applications to normed spaces
Let X be a real normed linear space, x, y ∈ X and p ≥ 1. It is clear that
ϕ(t) = ‖(1− t)x+ ty‖p (t ∈ R)
is a convex function on the real line. If X is strictly convex and x, y are linearly independent, then
using ‖u+v‖ < ‖u‖+‖v‖ for any linearly independent vectors u and v, we see that t→ ‖(1−t)x+ty‖
is strictly convex on R. Now, since the function t → tp is convex and strictly increasing on [0,∞),
we conclude that ϕ is strictly convex on R.
Theorem 3.1. Let x, y be two vectors in a real normed linear space X, not both of them zero, and
p ≥ 1. Then(
n
∑n−1
i=1 ‖(n− i)x+ iy‖p
(n− 1)∑ni=1 ‖(n+ 1− i)x+ iy‖p
)1/p
≤ n
n+ 1
≤
(
(n+ 2)
∑n
i=0 ‖(n− i)x+ iy‖p
(n+ 1)
∑n+1
i=0 ‖(n+ 1− i)x+ iy‖p
)1/p
5
and ∑n−1
i=1 ‖(n− i)x+ iy‖p
np(n− 1) ≤
∫ 1
0
‖(1− t)x+ ty‖pdt ≤
∑n
i=0 ‖(n− i)x+ iy‖p
np(n+ 1)
, (3.1)
where in the left hands n ≥ 2 and in the right hands n ≥ 1.
Note that (3.1) is a generalization and refinement of the well-known chain inequalities [12]∥∥∥∥x+ y2
∥∥∥∥p ≤ ∫ 1
0
‖(1− t)x+ ty‖pdt ≤ ‖x‖
p + ‖y‖p
2
.
If X is strictly convex, then all inequalities are strict if x and y are linearly independent.
Proof. Apply (2.5) and (2.6) to the convex function ϕ on [0, 1]. 
3.2 Applications to power and logarithmic functions
We recall that the p-logarithmic, identric and logarithmic means of a, b > 0 are defined respectively
by
Lp(a, b) =
{
a if a = b[
bp+1−ap+1
(p+1)(b−a)
]1/p
if a 6= b , p ∈ R \ {0,−1},
I(a, b) =
 a if a = b1
e
(
bb
aa
) 1
b−a
if a 6= b
and
L(a, b) =
{
a if a = b
b−a
ln b−ln a if a 6= b
.
Note that
lim
p→0
Lp(a, b) = I(a, b) and lim
p→−1
Lp(a, b) = L(a, b).
So, we can take L0 = I and L−1 = L. Note that Lp(a, b) is also defined if 0 6= p > −1 and a, b ≥ 0.
Theorem 3.2. Let 0 ≤ a < b. If r > 1, then(
n
∑n−1
i=1 [(n− i)a+ ib]r
(n− 1)∑ni=1[(n+ 1− i)a+ ib]r
)1/r
<
n
n+ 1
<
(
(n+ 2)
∑n
i=0[(n− i)a+ ib]r
(n+ 1)
∑n+1
i=0 [(n+ 1− i)a+ ib]r
)1/r
(3.2)
and (∑n−1
i=1 [(n− i)a+ ib]r
nr(n− 1)
)1/r
< Lr(a, b) <
(∑n
i=0[(n− i)a+ ib]r
nr(n+ 1)
)1/r
, (3.3)
where in the left hand inequalities, we have n ≥ 2, and in the right hand ones, n ≥ 1.
If r < 0 with a > 0 or 0 < r < 1, all inequalities in (3.2) and (3.3) reverse.
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Proof. For r > 1 and r < 0 the function f(x) = xr is strictly convex on [0,∞) and (0,∞) respectively.
So if we apply (2.5) and (2.6) for f on [a, b], we achieve the results.
If 0 < r < 1, the function f is strictly concave on [0,∞), and so both inequalities in (3.2) and (3.3)
reverse. 
Theorem 3.3. If 0 < a < b, then
n+1
√∏n
i=0[(n− i)a+ ib]
n+2
√∏n+1
i=0 [(n+ 1− i)a+ ib]
<
n
n+ 1
<
n−1
√∏n−1
i=1 [(n− i)a+ ib]
n
√∏n
i=1[(n+ 1− i)a+ ib]
(3.4)
and
n+1
√∏n
i=0[(n− i)a+ ib]
n
< I(a, b) <
n−1
√∏n−1
i=1 [(n− i)a+ ib]
n
, (3.5)
where in the left hand inequalities, we have n ≥ 1, and in the right hand one n ≥ 2.
Proof. Applying (2.8) and (2.9) for the strictly logarithmically convex function f(x) = 1/x on [a, b],
we get (3.4) and (3.5). 
Remark 3.4. (i) If we set a = 0 and b = 1 in (3.2), we get for r > 1,(
n
∑n−1
i=1 i
r
(n− 1)∑ni=1 ir
)1/r
<
n
n+ 1
<
(
(n+ 2)
∑n
i=1 i
r
(n+ 1)
∑n+1
i=1 i
r
)1/r
, (3.6)
where in the left hand inequality, we have n ≥ 2, and in the right hand one n ≥ 1. It can be seen
that (3.6) in turn is equivalent to
n
n+ 1
(
1 +
1
n(n+ 2)
)1/r
<
(
(n+ 1)
n∑
i=1
ir
/
n
n+1∑
i=1
ir
)1/r
<
n+ 1
n+ 2
(n ≥ 1). (3.7)
Similarly, if 0 < r < 1, all inequalities in (3.6) and so in (3.7) reverse.
The inequalities in (3.7) and their reversed forms in the case of 0 < r < 1, give us Bennett inequality
(1.4) in the case of r > 0 and a refinement and converse of the classical Alzer’s inequality (1.5)
which are stronger than the result in [6, Corollary 1].
(ii) If we take b = 1 and let a→ 0+ in the right hand inequality of (3.5), we get
n
√
n! ≥ n+ 1
e
(n = 1, 2, . . .).
(iii) If r < 0, letting a→ 0+ and changing n by n+1 in the reversed form of the left hand inequality
of (3.2), we obtain
n+ 1
n+ 2
≤
(
(n+ 1)
∑n
i=1 i
r
n
∑n+1
i=1 i
r
)1/r
(r < 0; n = 1, 2, . . .),
which is the Bennett inequality (1.4) for r < 0.
(iv) If r > 1, setting a = 0 and b = 1 in (3.3), we get
(n+ 1)nr
r + 1
<
n∑
i=1
ir <
n(n+ 1)r
r + 1
(n = 1, 2, . . .). (3.8)
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If 0 < r < 1, then inequalities in (3.8) reverse.
Also, if in the reversed form of the left hand of (3.3), we take b = 1, let a → 0+ and change n by
n+ 1, we obtain
n∑
i=1
ir ≤ n(n+ 1)
r
r + 1
(−1 < r < 0; n = 1, 2, . . .).
(v) If 0 < a < b, letting r → 0 in the reversed form of (3.2) and (3.3), we get a weaker form of (3.4)
and (3.5), loosing the strictness of inequalities.
(vi) If a→ 0+ in (3.4), changing n by n+ 1, we get [3, Lemma 2.1]
n+ 1
n+ 2
≤
n
√
n!
n+1
√
(n+ 1)!
(n = 1, 2, . . .),
which is a refinement of the inequality of H. Minc and L. Sathre (1.2).
Theorem 3.5. If 0 < a < b ≤ 12 , then
m−1
√∏m−1
i=1
m−(m−i)a−ib
(m−i)a+ib
m
√∏m
i=1
(m+1)−(m+1−i)a−ib
(m+1−i)a+ib
< 1 <
n+1
√∏n
i=0
n−(n−i)a−ib
(n−i)a+ib
n+2
√∏n+1
i=0
(n+1)−(n+1−i)a−ib
(n+1−i)a+ib
(3.9)
and
m−1
√√√√m−1∏
i=1
m− (m− i)a− ib
(m− i)a+ ib <
I(1− a, 1− b)
I(a, b)
< n+1
√√√√ n∏
i=0
n− (n− i)a− ib
(n− i)a+ ib (3.10)
(m = 2, 3, . . . ;n = 1, 2, . . .).
In particular,(
2m− 1
m− 1
) 1
m−1
≤
(
2m+ 1
m
) 1
m
(m = 2, 3, . . .), (3.11)
and so
(
2m+1
m
) 1
m is an increasing sequence which tends to 4. Also, we have [14, Theorem 3.4]
2− a− b
a+ b
<
I(1− a, 1− b)
I(a, b)
<
√
(1− a)(1− b)
ab
. (3.12)
Proof. The function f(t) = 1−tt is strictly logarithmically convex on (0, 1/2]. So, employing (2.8)
and (2.9) for the function f on [a, b] we yield (3.9) and (3.10). The inequality (3.11) follows from
the left hand inequality in (3.9) by taking b = 1/2 and letting a→ 0+. Set
u(m, a) = m−1
√√√√m−1∏
i=1
m− (m− i)a− i2
(m− i)a+ i2
(m = 2, 3, . . . ; 0 < a < 1/2).
Since Bm is increasing and f is decreasing, u(m, a) is increasing with respect to m and decreasing
with respect to a. So considering (2.7) we get
lim
m→∞
(
2m+ 1
m
) 1
m
= lim
m→∞ lima→0+
u(m, a) = sup
m
sup
0<a<1/2
u(m, a) = sup
0<a<1/2
sup
m
u(m, a)
= lim
a→0+
lim
m→∞u(m, a) = lima→0+
I(1− a, 1/2)
I(a, 1/2)
= 4.
Finally, (3.12) is an special case of (3.10) for the choices m = 2 and n = 1. 
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3.3 Applications to trigonometric functions
We conclude this section with the following trigonometric estimations.
Theorem 3.6. If 0 < x ≤ pi/2, then
n− 1
n
cot
x
n+ 1
+
1
n
cotx < cot
x
n
<
n+ 1
n+ 2
cot
x
n+ 1
− 1
n+ 2
cotx, (3.13)
1
n+ 1
(sinx cot
x
n
+ cosx) <
sinx
x
<
1
n− 1(sinx cot
x
n
− cosx), (3.14)
and in particular,
n− 1
n
cot
pi
2(n+ 1)
< cot
pi
2n
<
n+ 1
n+ 2
cot
pi
2(n+ 1)
. (3.15)
where in the left hands of (3.13) and (3.15) and in the right hand of (3.14) we have n ≥ 2 and in
the others n ≥ 1.
Proof. The function f(t) = sin t is strictly concave on [0, 2x] ⊆ [0, pi]. Now, applying (2.5) and (2.6)
in the reversed order to f , and considering
n+ 1
2x
An =
n∑
i=0
sin
2ix
n
=
sin(n+1n x) sinx
sin xn
= sin2 x cot
x
n
+ sinx cosx
and
n− 1
2x
Bn =
n−1∑
i=1
sin
2ix
n
=
n∑
i=1
sin
2ix
n
− sin 2x = sin2 x cot x
n
− sinx cosx
we obtain (3.13) and (3.14). The inequalities in (3.15) follow from (3.13) by taking x = pi/2. 
Remark 3.7. From (3.15), we have
k − 1
k
<
tan pi2(k+1)
tan pi2k
<
k + 1
k + 2
(k = 2, 3, . . .), (3.16)
which by multiplying each side of (3.16) from k = 2 to k = n− 1, we obtain
1
n− 1 < tan
pi
2n
<
3
n+ 1
(n = 3, 4, . . .). (3.17)
Now using the representations of tan 2x, cos 2x and sin 2x in terms of tanx, and applying (3.17),
we get for n = 3, 4, . . ., the following rational approximations
2(n− 1)
n(n− 2) < tan
pi
n
<
6(n+ 1)
(n+ 4)(n− 2) , (3.18)
(n− 2)(n+ 4)
n2 + 2n+ 10
< cos
pi
n
<
n(n− 2)
n2 − 2n+ 2 , (3.19)
and
2(n+ 1)2
(n− 1)(n2 + 2n+ 10) < sin
pi
n
<
6(n− 1)2
(n+ 1)(n2 − 2n+ 2) . (3.20)
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But since
6(n+ 1)
(n+ 4)(n− 2) −
2(n− 1)
n(n− 2) =
1
n
(
4n2 + 8
n2 + 2n− 8
)
,
n(n− 2)
n2 − 2n+ 2 −
(n− 2)(n+ 4)
n2 + 2n+ 10
=
1
n2
(
16n4 − 40n3 + 16n2
n4 + 8n2 − 16n+ 20
)
and
6(n− 1)2
(n+ 1)(n2 − 2n+ 2) −
2(n+ 1)2
(n− 1)(n2 + 2n+ 10)
=
1
n
(
4n6 − 8n5 + 44n4 − 152n3 + 160n2 − 64n
n6 + 7n4 − 16n3 + 12n2 + 16n− 20
)
,
we may write
tan
pi
n
=
2(n− 1)
n(n− 2) +O
(
1
n
)
,
cos
pi
n
=
(n− 2)(n+ 4)
n2 + 2n+ 10
+O
(
1
n2
)
and
sin
pi
n
=
2(n+ 1)2
(n− 1)(n2 + 2n+ 10) +O
(
1
n
)
.
At the end of this paper we express the following conjecture.
Conjecture. It seems that (3.18)-(3.20) to be true for all reals x > 2 instead of integers n ≥ 3.
The graphs of functions obtained by replacing n by x in (3.18)-(3.20) drawn in Figure 1 (a)-(c)
respectively strengthen our conjecture.
(a) Related to (3.18) (b) Related to (3.19) (c) Related to (3.20)
Figure 1
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