Abstract-With the advances in multimedia and the world wide web, users upload millions of images and videos everyone on social networking platforms on the Internet. From the perspective of automatic human behavior understanding, it is of interest to analyze and model the affects that are exhibited by groups of people who are participating in social events in these images. However, the analysis of the affect that is expressed by multiple people is challenging due to the varied indoor and outdoor settings. Recently, a few interesting works have investigated facebased group-level emotion recognition (GER). In this paper, we propose a multimodal framework for enhancing the affective analysis ability of GER in challenging environments. Specifically, for encoding a person's information in a group-level image, we first propose an information aggregation method for generating feature descriptions of face, upper body, and scene. Later, we revisit localized multiple kernel learning for fusing face, upper body, and scene information for GER against challenging environments. Intensive experiments are performed on two challenging grouplevel emotion databases (HAPPEI and GAFF) to investigate the roles of the face, upper body, scene information, and the multimodal framework. Experimental results demonstrate that the multimodal framework achieves promising performance for GER.
advance the research in multimedia, it is of interest to understand the affect 1 that is exhibited by a group of people in an image, which is called group 2 -level emotion recognition (GER). The analysis of the emotion 3 of multiple people in an image has various applications in multimedia such as image management and retrieval, photo album creation [1] and event detection [2] . However, few research studies have examined automatic GER. This paper addresses the scenario in which a group of people in an image are posing during a social event. It considers social events such as a convocation, where many people gather together. To infer the perceived mood of the group of people in each image, we propose a multi-modal approach that based on face-level, body-level and scene-level cues.
As suggested by social psychology studies, group emotion can be conceptualized in different ways. Approaches for representing group emotion can be divided into two categories: bottom-up and top-down approaches [3] , [4] . In the bottomup methods, group emotion information is inferred from the subjects' attributes, while the top-down techniques consider external factors to the group members such as the effect of the scene. However, for group affective analysis, a single approach, such as a bottom-up or top-down approach, may lose useful information. One of the earliest works in GER involves fusing the top-down and bottom-up components of a group of people [5] . In [5] , the top-down component contains the effect of the scene and group structure on the group, where the scene is a representation of the event and the surroundings of a group. An example of the effect of the scene is the scenario in which the same joke being told to a group of people who are sitting in a cafe and to a group of people in an official meeting room may result into different responses (affects). In contrast, the bottom-up component is the group members, together with their attributes, such as spontaneous expressions, clothes, age and gender. Furthermore, Dhall et al. [5] explored a topic-model-based approach, which takes into consideration the contributions of the members of the group and the effect of the neighbors. They demonstrated that combining the bottom-up and top-down components is very beneficial for GER.
Recently, several group expression models (GEMs) were proposed that combine bottom-up and top-down components for face-level GER [6] , [7] . The GEMs are inspired by works in social psychology in which group emotions are conceptualized as pairs of bottom-up and top-down approaches [3] , [4] . In [6] , [7] , global attributes such as the effect of neighboring group members were considered as the top-down component and local attributes such as an individual's features were considered as the bottom-up component. However, existing GEMs on GER may suffer from failure of face processing, when the face processing pipeline is noisy due to challenging conditions such as illumination variation and head pose changes.
As we learn from the user survey in [6] , the face may not be the only attribute that is useful for understanding the group-level affect. Additionally, psychology studies [3] , [4] suggested that combining bottom-up and top-down components can well represent the group emotion in social events. Moreover, research on facial expression recognition demonstrates that multiple sources increase the robustness of the emotion recognition system [8] [9] [10] . It is necessary to exploit a multi-modal approach to make the GER robust 'in the wild', which refers to attributes such as different backgrounds, head motion, illumination conditions, occlusion and the presence of multiple people.
Overall, this work makes five main contributions: (1) Information aggregation is proposed, in which an improved Fisher Vector is used to encode feature vectors from multiple persons in a group of images. (2) Three modalities, namely, face, upper body and scene, are explored and discussed for the task of GER; (3) A super-pixel based approach is explored for analyzing the scene in GER; (4) A robust multi-modal approach is exploited to infer the emotional state of a group of people in an image; (5) Comprehensive experiments on two 'in the wild' databases demonstrate the superiority of information aggregation and the multi-modal framework over previous methods.
To explain the concepts that are used in our approach, the paper is organized as follows: In Section II, we present the recent work on multi-modal approaches for GER, feature extraction from face, body and scene, and feature fusion. In Section III, we discuss face, upper body and scene feature descriptor extraction. In Section IV, we encode face, upper body and scene information for representing group-level images. In Section V, we present our multi-modal framework. In Section VI, we present the results for face, upper body and scene and the multi-modal approach. Finally, we present our conclusions in Section VII.
II. RELATED WORK
Currently, there are two multi-modal approaches that combine multiple sources for GER 'in the wild' [11] , [12] . In [11] , the facial action unit and facial features are regarded as the bottomup component, while the scene feature is viewed as the top-down component. Specifically, they used a bag-of-words method to encode the facial action unit and facial features in a group-level image. Then, they employed two scene descriptors to extract scene features. The combination of face and scene achieved promising performance.
Researchers have reported that body expressions are of significant importance when displaying and understanding expressions [13] [14] [15] . For example, Joshi et al. [13] used the key points of the full body for depression analysis. Mou et al. [12] implemented body information for GER. Another interesting multi-modal work [12] combined face and body information to predict the valence and arousal of a group of people. Both works [11] , [12] demonstrate that a multi-modal framework can perform better than a uni-modal approach. In addition, multiplesource fusions are demonstrated to increase the robustness of the system [8] [9] [10] . Therefore, in this paper, we use multiple sources for GER. Both works [11] , [12] have limitations. For example, the body information is neglected in the model of [11] ; Mou et al. [12] ignored scene information and experimented on specific groups based on the fixed number of faces and bodies. According to the user survey in [11] , 50% of the participants mentioned that the scene affects their labeling of the emotions of a group of people. Recent studies [16] [17] [18] have shown that the perception of emotion of a subject is influenced by the body expression of the subject and by its surrounding scene. Motivated by these studies, we propose a new multi-modal approach that considers the face, upper body and scene for strengthening the recognition ability of GER. The multimodal framework that is proposed in this paper is depicted in Fig. 1 . Different from [12] , the upper body region is defined as the shoulder information, excluding the face image. We define the scene as the background, excluding the upper body and face regions, which is different from [11] . The main advantage of the new definition is that it is convenient to observe the contribution of each factor. From a computer vision perspective, it is intuitive to take the scene-level descriptor and body expression features into consideration. Similar to [6] , [7] , [11] , [12] , feature extraction and data fusion are two important issues that need to be resolved for our multi-modal approach.
A. Feature Extraction
Feature extraction from an image that contains multiple people is an open problem in GER. In other words, we aim at using a single feature vector to represent multiple persons' information in a group-level image. In the GEMs for GER [6] , [7] , the authors first extracted features from the detected faces of grouplevel images. Then, they constructed GEM for group-level images according to these facial features. However, they did not extract the features from a group-level image. Bag-of-Words is used by Dhall et al. [11] to accumulate a histogram from multiple faces for a group-level image. However, it is observed that the obtained feature is very sparse and not stable due to mis-alignment problems that are caused by head pose changes. Instead, the Fisher Vector (FV) representation of images can be viewed as an extension of the Bag-of-Words method. It has been widely used in computer vision problems such as depression analysis [19] and emotion and membership recognition in group videos [20] . This representation has the advantage of providing better classification performance than a Bag-of-Words that is obtained with supervised visual vocabularies. Recently, an interesting improved Fisher Vector (IFV) method was proposed Fig. 1 . Pictorial illustration of the proposed multi-modal framework for group-level emotion recognition, where "RVLBP", "PHOG", "LBP" and "SIFT" represent Rieze-based volumed local binary pattern, pyramid histogram of oriented gradients, local binary pattern and scale-invariant feature transform, respectively. In this framework, we exploit face, upper body and scene channels to strengthen the recognition ability of group-level emotion recognition. For each channel, we propose an "information aggregation" component for generating a compact feature for a group-level image. "Information aggregation" includes two stages: visual vocabulary generation and feature encoding. In the final layer of the multi-modal framework, we propose revisited localized multiple kernel learning for fusing three features. In this picture, we also illustrate the procedure of the "feature extraction on superpixel (SIFT)" component for the scene-level channel.
by [21] for improving FV by using L2 and power normalization strategies. It is used to describe the facial features by encoding the scale-invariant feature transform (SIFT) feature of pixels in an image [22] . An IFV is also applied for image retrieval by constructing an image representation from a set of a few hundred windows [23] . Motivated by [23] , we propose information aggregation based on an improved FV for encoding regional features, which makes the features more compact for GER than the Bag-of-Words approach [11] . Moreover, our proposed information aggregation method can generate three feature vectors for the face, upper body and scene in a group-level image, thereby leading to the use of classical feature fusion approaches. In the following, we will discuss the available regional features for the face, body and scene.
Face: Facial expression descriptors are broadly categorized as geometric-and appearance-based. Comparing with geometricbased features, appearance-based features have the advantage that they are more stable to global changes that are caused by inaccurate alignment and illumination changes. Recently, Zhang et al. combined the Gabor and local binary pattern (LBP) descriptors to form local Gabor binary patterns (LGBP), to improve the face recognition performance [24] , because Gabor wavelets are used to capture the local structure that corresponds to the spatial frequency, spatial localization and orientation selective [25] and LBP [26] is also robust to global changes. However, LGBP suffers from two critical problems: (1) the patterns are not optimal if the broad spectral information with maximal spatial localization needs to be obtained and (2) their maximum bandwidth is restricted to approximately one octave. Recent studies have demonstrated the local image information can be well characterized in a unified theoretical framework, namely, the Riesz transform. Felserg and Sommer [27] proposed using the first-order Riesz transform for image processing. The Riesz transform has attracted substantial interest from researchers in the fields of texture classification [28] and face analysis [29] . However, these works designed the texture descriptors based on the first-order Riesz transform and lost important complex structures, such as corners. According to the intrinsic dimension theorem [30] , the first-order Riesz transform is designed for an intrinsic 1D signal and the higher-order Riesz transforms reused to characterize the intrinsic 2D local structures. To describe the intrinsic 2D local structures, high-order Riesz transforms have been developed for biometric recognition [29] and texture recognition [31] . Recently, we proposed a texture descriptor that is based on higher-order Riesz transforms and LBP for characterizing facial expression [7] . It has been demonstrated to well characterize facial expressions and achieve more promising performance than the state-of-the-art texture descriptors in the tasks of facial expression recognition, smile detection and happiness intensity estimation in the wild.
Body: As a dense version of the dominating scale-invariant feature transform (SIFT) feature, pyramid histogram of oriented gradients (PHOG) [32] has shown great success in human upper body estimation [33] and human detection [34] . It has been widely accepted as one of the best features for capturing edge or local shape information. In addition, the LBP operator [26] is an exceptional texture descriptor. The LBP operator is highly discriminative and its key advantages, namely, its invariance to monotonic gray-level changes and computational efficiency, make it suitable for image analysis tasks such as pose estimation. The combination of PHOG and LBP descriptors has been demonstrated to robustly describe body information against a challenging background [35] . PHOG performs poorly when the background is clustered with noisy edges. LBP is complementary in this aspect. It can filter out noises using the concept of a uniform pattern. The appearance of the human upper body can be better described if edge/local shape information and texture information are combined.
Scene: Two widely used scene analysis descriptors, namely, census transform histogram (CENTRIST) [36] and GIST [37] , have been employed by [11] to analyze the emotion of a group of people. They model the scene at the holistic level. As the scene includes many objects, multiple people and a complicated background in a group-level image, the holistic level will destroy semantic information of the scene. Instead, we aim at extracting the features of the scene at the local level, which will be helpful for GER. Furthermore, due to the semantic information of scene, it is not reasonable to divide the scene into several fixed blocks. Alternatively, a superpixel [38] method can be used to resolve the above-mentioned problems, and enables us to explore the scene feature in a semantically meaningful subregion.
B. Data Fusion
Given face, upper body and scene features for a group-level image, we aim at combining them in a way that increases their discriminatory power. Generally, concatenating all features together is a simple way to perform feature fusion. However, it is not guaranteed that the complementary information will be captured. It is possible that increasing the feature dimension will reduce the efficiency of computation. Alternatively, there are several ways to efficiently combine multiple features in different fields using multi-view learning methods [39] . According to [39] , multi-view learning methods can be categorized into three groups: co-training, subspace learning and multiple kernel learning. Researchers developed the variant subspace learning method for image classification, with the aim of obtaining a latent subspace that is shared by multiple views. For example, multi-set statistical uncorrelated projection analysis and multiset discriminating uncorrelated projection analysis were proposed by Wu et al. [40] for exploring discriminant features from three color components for face recognition. Luo et al. [41] proposed a large-margin multi-modal multi-task feature extraction framework for image classification, in which they simultaneously utilize the information that is shared between tasks and the complementarity of different modalities to extract strong predictive features. Wu et al. [42] developed a multi-view lowrank dictionary learning approach by introducing a multi-view dictionary low-rank regularization term and designing a structural incoherence constraint for multi-view dictionary learning when dealing with face recognition, object classification and digit classification tasks. It is found that these methods extract discriminative information based on the label information. However, the task of GER is to estimate the happiness intensity of a group of people. Without label information, subspace learning may not obtain the satisfactory performance for GER. Recently, multiple kernel learning (MKL) has been used for image classification [43] and audio-video emotion recognition [44] . It aims at exploiting kernels that naturally correspond to different views and combining kernels to improve learning performance. Gönen et al. [45] , [46] developed the localized multiple kernel learning (LMKL) framework by fusing different kernel functions on the same input data for classification and regression problems. Interestingly, the LMKL algorithm utilized a gating model to select the appropriate kernel function locally, while also coupling the localizing gating model and the kernel-based classifier in a joint manner. Han et al. [43] developed a novel sample-wise alternating optimization algorithm for training LMKL, namely, S-LMKL, which achieved consistent accuracy improvement for classification. For GER, since there are two tasks in this paper, namely, estimating the happiness intensity and classifying emotion, we aim at using an objective function that can be shared between the two tasks. As LMKL shared a similar objective function for regression and classification tasks, we only focus on the original LMKL [45] , [46] for achieving two different tasks in GER. It is observed that the gating model in LMKL is defined up to a set of parameters that are learned from the same input data. However, for feature fusion, the gating model needs to consider the locality of different modalities. Therefore, we will revisit LMKL for multi-modal GER in this paper.
III. INFORMATION EXTRACTION
Analysis of the affect that is expressed by multiple people is challenging due to difficult situations such as head and body pose variations. A group-level image may contain face, upper body and scene information, which contribute to emotion perception of the affect that is expressed by multiple people. Recently, multi-modal emotion recognition has gained ground [8] . Thus, we explore face, upper body and scene features for GER. To facilitate understanding, we define the detected object, such as a face, as a sub-image. Considering local information, we segment the sub-image into numerous local regions. For each local region, we use a feature descriptor to extract its information. In this section, we will introduce information extraction for local regions from the face, upper body and scene.
A. Facial Features
For extracting facial features, we employ Riesz-based Volume Local Binary Pattern (RVLBP) [7] . Specifically, a facial image is divided into P × Q overlapping blocks. Then, RVLBP is used for each block. In this paper, we choose the commonly utilized log-Gabor filter [47] with 5 scales and 8 orientations. The firstorder and second-order Riesz transform functions in the case of a 2D image are expressed as:
where g is the log-Gabor filter with the u-th scale and v-th orientation. We convolve an image I with the first-order and secondorder Riesz transforms and obtain the Riesz faces as
and R xy = I * h xy (x). For convenience, superscripts x, y, x x, yy and x y of R are omitted when we discuss the subsequent feature extraction. We view volume-based Riesz faces R as a video sequence. In [48] , the authors considered the video sequence as three orthogonal planes and concatenated feature in these three direction. They efficiently obtained the LBP features from three orthogonal planes that represented the appearance and motion information. Additionally, their methods are computationally simple. Motivated by them, we employ the LBP on three orthogonal planes: the XY, XZ and YZ planes of R. Finally, we combine the histograms of these planes to represents faces.
B. Upper Body Features
Due to the low resolution, size and variations in pose and lighting, in naturalistic settings, a face may provide less reliable evidence for analyzing affect. In this scenario, we extract body features as an additional source of information for group-level emotion recognition. For each person in the image, we use the upper body detection [49] to obtain an upper-body region and omit the face region from the upper body region since the face may provide redundant information to the upper body. One example is illustrated in Fig. 1 . The upper body contains shoulder information, which is similar to [12] . The presence of varied backgrounds, illumination change and partial occlusion in challenging conditions may make the GER even more difficult. It is necessary to perform feature augmentation by computing lowlevel features on the upper body region. In our method, we divide the detected upper body image into P × Q overlapped blocks with an overlap ratio of 0.7. For each block, PHOG is computed by applying edge detection on a sub-region, followed by histogram computation in a pyramid fashion.Local binary patterns are computed over each pixel, which is neighboring to eight pixels. The combination of these two features is robust to scale and illumination changes.
C. Scene-Level Information
Scene-level information has been investigated in scene image classification [37] , [50] . However, there is scant research on using scene-level information for GER. The background may provide complementary information for GER. According to the user survey in [11] , attributes such as a pleasant scene (background/situation) and clothing affect the perception of human beings regarding the affect of a group of people in an image. For convenience, we define the scene information in the grouplevel image as the region that excludes the face and upper body. Therefore, we exploit the usefulness of scene analysis features as the global information for the multi-modal framework.
According to our empirically experimental result, we segment each group-level image into N s superpixels by using the Linear Spectral Clustering Superpixels segmentation algorithm in [38] , in which one superpixel represents the segmented region. A superpixel is roughly uniform in color and naturally preserves the boundaries of objects. Two exemplars are shown in Fig. 2 . The main advantage is that the superpixel algorithm can explore many semantically meaningful subregions, such as hand posture and clothing. However, it is important to choose a suitable number of superpixels for scene information, since using many superpixels may destroy some objective structures. For example, in Fig. 2(a) , the hand posture can be better segmented when we use 200 superpixels. To encode appearance information into segmented regions, we describe each segmented region by using a SIFT descriptor. SIFT has been widely used as a local descriptor to characterize local gradient information [51] in object recognition [52] . SIFT has been accepted as one of the best features in terms of resistance to common image deformations. In [51] , a SIFT descriptor is a sparse feature representation that consists of both feature extraction and detection. In this paper, however, we only use the feature extraction component. Given a segmented region, we divide the neighborhood (16 × 16) of every pixel into a 4 × 4 cell array, quantize the orientation into 8 bins in each cell, and obtain a 128-dimensional vector as the SIFT representation for the pixel. The procedure is shown in the green rectangle of Fig. 1 . The feature of a segmented region can be computed as the average of these per-pixel SIFT descriptors as
where M is the number of pixels in the segmented region and f i represents the SIFT feature of the i-th pixel.
IV. INFORMATION AGGREGATION
As previously presented in Section III, for one region/block, we obtain features h face , h body and h scene for the face, upper body and scene, respectively. Generally, concatenating all features is a simple way of representing a group-level image. However, there are different numbers of persons in different group-level images; for example, in Fig. 3 , there are three and twelve subjects in the two group-level images. The varied concatenated feature dimension renders it difficult to measure two group-level images. Moreover, it is not conducive to classification. Therefore, we propose a new method for resolving the above-mentioned problem in group-level expression recognition. For convenience, we first discuss the problem formulation for the face and omit the superscript of h.
The proposed framework is illustrated in the "Information aggregation" component of Fig. 1 . After feature extraction, there are multiple feature vectors for a single group-level image. For two group-level images, we obtain two different numbers of feature vectors, resulting in difficultly measuring the similarity of the two feature sets. For GER, aggregating h 1 , . . . , h N into a single feature vector x is one problem that needs to be resolved, where N is the number of subjects in a group-level image. The problem is defined as follows:
where f (·) denotes the aggregation function.
As is well known, a conventional way for the aggregation function f (·) to encode all persons' features is by using Bagof-Words (BoW) method in [11] and the Fisher Vector strategy in [19] , [20] . However, the obtained feature is very sparse. Instead, we propose an INFormation Aggregation (INFA) method that is based on the improved Fisher Vector [53] for f (·) for encoding region-based features of multiple persons into a compact feature for a group-level image.
As mentioned in Section III, we divide each face into P × Q blocks, where P and Q are the numbers of rows and columns of blocks, respectively. This leads to P × Q regional features for the i-th subject h i . Based on P × Q blocks, we obtain P × Q × N regional features for one group-level image, where N is the number of subjects in the group-level image. We denote them as {g j } M j=1 where M = P × Q × N . Considering local information, Equation (5) is modified as:
To encode {g 1 , . . . , g M }, we exploit the implementation of visual vocabulary. Given all regional features, we train a visual vocabulary by using a GMM with diagonal covariances under word size K , where the word size is defined as the number of Gaussians, and consider derivatives with respect to the Gaussian mean and variance. We obtain the visual vocabulary as k = {ω k , μ k , σ k }, where k = 1, . . . , K , and ω k , μ k and σ k are the mixture weight, mean, and diagonal covariance of the GMM, respectively. The procedure is shown in stage 1 of the "Information aggregation" component of Fig. 1 . Before obtaining GMM, we apply Principal Component Analysis (PCA) on the local regional features to decorrelate the features over all regions. Based on k , this leads to a representation that captures the average first-and second-order differences between the regional features and each of the GMM centers:
(2)
where γ k j is the soft assignment weight of g j to the k-th word size. For a group-level image, its feature x is obtained by stacking the differences:
1 , . . . , (1) K , (2) K ]. Therefore, it is 2K D-dimensional, where D and K are the reduced dimensionality of PCA and the word size, respectively. Furthermore, we use power normalization for x, which is defined as x = sign(x)|x|. Finally, x is normalized by the L2 norm.
Last, information aggregation is used to encode all blocks of multiple faces into one feature vector. The upper body has been handled in the same way that we divided it into fixed blocks. The problem for the upper body is formulated in the same way. For the scene, we used a superpixel segmentation algorithm for extracting N s semantic regions for a group-level image. Therefore, different from the face/upper body, we define M in Equation (6) as N s , where N s is the number of superpixels.
V. REVISITED LOCALIZED MULTIPLE KERNEL LEARNING FOR THE MULTIMODAL FRAMEWORK
Given a group-level image, the face, upper body and scene features that are obtained by using information aggregation are denoted as x 1 , x 2 and x 3 , respectively. Its corresponding label is represented as y. We aim at combining the face, upper body and scene features to (1) estimate the happiness intensity of the group-level image on the HAPPEI database, which is viewed as a regression problem, and (2) classify the group-level image into one of three emotion categories (positive, neutral or negative) on the GAFF database.
Recently, Gönen et al. [45] , [46] developed the localized multiple kernel learning (LMKL) framework for classification and regression problems. Interestingly, the LMKL algorithm [45] , [46] utilized a gating model to select the appropriate kernel function locally and coupled the localizing gating model and the kernel-based classifier in a joint manner. LMKL was used to [45] , [46] investigate the gating model for fusing multiple kernels based on the same input data, as shown in Fig. 4(a) . The gating model in LMKL is defined up to a set of parameters which are learned from the same input data. In contrast, the gating model in feature fusion (in Fig. 4(b) ) should consider the locality of different modalities. Therefore, we will revisit LMKL (RLMKR) for the multi-modal framework. Motivated by LMKL, for fusing the face, upper body and scene for group-level affective state analysis, our problem is formulated by considering the gating function as:
where β i is the weight for x i , and η(x i ) and g(x i ) are the gating and mapping functions for x i , respectively. Given n group-level images, their feature sets that are obtained by using information aggregation are denoted as X 1 , X 2 and X 3 for the face, upper body and scene, respectively. For efficient computation, PCA whitening is applied to each modality. Then the objective function in Equation (9) on the whitened preprocessed data is reformulated as follows:
where η is a gating function, x j i is the j-th data sample of X i , U i is the whitened matrix of X i by using PCA, and K is the kernel function. The same kernel function is employed for the three modalities. For the kernel function, we investigate the linear kernel, the Gaussian kernel and the Histogram Intersection (HI) kernel.
By modifying the original SVM formulation with Equation (10), we obtain the following optimization problem for (1) classification:
and (2) regression:
where C is the regularization parameter, {ξ, ξ + , ξ − } are slack variables, and is the tube width. Following [45] , the optimization problem of classification (Equation 11) and regression (Equation 12 ) is resolved by a two-step alternating optimization algorithm.
(1) For the classification problem, the first step is to resolve Equation (11) with respect to w i , b, and ξ while fixing η i , while the second step is to update the parameters of η i using a gradient-descent step calculated from the objective function (Equation 11). Based on the two-step alternating optimization algorithm, the dual formulation is obtained as:
where
, which is the locally combined kernel matrix.
(2) For the regression problem, following the step of the classification problem, the dual formulation is easily obtained as:
For the gating model η, we implement the Softmax function, which can be expressed as:
where v i and v i0 are the parameters of this gating model and the Softmax guarantees non-negativity. We can simply use the objective function of Equation (13) or Equation (14) as function J (η) to calculate the gradients of the primal objective with respect to the parameters of η i . To train the gating model, we take derivatives of J (η) with respect to v i and v i0 and use gradientdescent:
and
where δ m i is 1 if i = m and 0 otherwise. After updating the parameters of η, we can solve a single kernel SVM with K η at each step. 
VI. EXPERIMENTS
In the previous section, we discussed two novel ideas for GER: INFormation Aggregation (INFA) for encoding information of multiple persons and a multi-modal framework. To the best of our knowledge, there are only a few group-level emotion recognition databases. Two of them are available publicly. Therefore, we focus on two 'in the wild' databases: the HAPpy PEople Images (HAPPEI) and Group AFFect (GAFF) databases. In this section, we will thoroughly evaluate all parameters of INFA and the multi-modal framework on the HAPPEI database [6] . Following [7] , the four-fold crossvalidation method is used, where 1,500 images are used for training and 500 for testing, and the process is repeated 4 times. The main task is to predict the intensity levels of group-level images. Thus, mean absolute error (MAE) is used as metric. Finally, we evaluate the generalization ability of our proposed method on the GAFF database [11] using the well-designed parameters of the HAPPEI database.
A. Database Descriptions
HAPPEI database: This database was collected by Dhall et al. [6] and contains 2,886 images. Six exemplar images are shown in Fig. 5 . All images were annotated with a group-level mood intensity. Moreover, 2,886 images were manually annotated for happiness intensity by four human labelers, who annotated different images. The mood was represented by the happiness intensity, which corresponds to six stages of happiness (0-5): Neutral, Small smile, Large smile, Small laugh, Large laugh and Thrilled. The aim of this database in [6] is to infer the perceived group mood as closely as possible to human observers. An interesting application of this database is the estimation of the happiness intensity of group-level images. GAFF database: Dhall et al. [11] extended the HAPPEI database from positive affect only [6] to a wider variety of emotions (Positive, Neutral and Negative) of a group of people. They first developed a user study to understand attributes that affect the perception of the affective state of a group. Then, they acquired the GAFF database [11] by searching group-level images from Flickr and Google according to keywords. All images are labeled with three emotion categories (Positive, Neutral and Negative). Examples are shown in Fig. 6 . In the GAFF database, the main task is to classify each group-level image into an emotion category.
The databases and experimental protocols that are used in the experiments are summarized in Table I .
B. Evaluation of INFA to the Face, Upper Body and Scene
As was previously mentioned in Section IV, the number of blocks of a face or upper body area, the PCA dimension and word size are three important parameters in INFA. For convenience, we denote them as P × Q, D and K , respectively, in the following analysis. Additionally, different regional features may provide varying levels of performance to INFA. In this experiment, we will focus on the influence of these three parameters, various regional features and different encoding methods on face-level information. We will further investigate the effects of these three parameters on body-level and scene-level information.
1) Face: First, we evaluate the influence of the PCA dimension and the number of blocks. The word size of INFA is set as 50, 100 and 150. Three numbers of blocks {4 × 4, 8 × 8, 16 × 16} and six PCA dimensions {16, 32, 64, 128, 256, 512} are considered. Table II shows the results of INFA using different numbers of blocks and PCA dimensions on the HAPPEI database.
Number of blocks: According to Table II , the MAE is favorably decreased when more blocks are used. This means that GMM has enough training features to learn the feature distribution.
PCA dimension: According to Table II , increasing the PCA dimension improves the performance. The best results are obtained at D = 256 for various word sizes and numbers of blocks on the HAPPEI database.
Word size: Based on the above parameter setup, we further discuss the influence of word size K on the performance of INFA. Fig. 7 shows the effects of different values of K on INFA. According to Fig. 7 , the MAE is considerably decreased as the word size is increased for all D. The INFA method obtains a comparative MAE of 0.5187 at K = 180. Large word size and suitable PCA dimension can provide promising performance of INFA. Based on the optimal word size, we further examine whether the descriptor differs significantly on various happiness intensity levels. Due to space limitations, we only show examples of the significance analysis on two descriptors under levels 0 and 5. We randomly choose two descriptors after information aggregation, as shown in Fig. 8 . We conduct a t-test for the comparison between the two descriptors. We obtain p = 1.8171e − 07 ( p < .05), which indicates that the two descriptors are found to be significantly different. For other cross-levels, we have also obtained the significance results for two descriptors. This shows that the feature that is obtained by INFA has a compact representation for different happiness intensity levels.
Regional features: We compare RVLBP with LBP and Local Phase Quantization (LPQ) [54] as region descriptors for INFA. The comparison is shown in Table III . INFA using RVLBP outperforms LBP and LPQ. RVLBP provides more useful and discriminative information than LBP and LPQ because RVLBP incorporates the spatial information and the co-occurrence statistics on the frequency and orientation domains of the higher-order Riesz transform.
To determine the impact of descriptor and word size, we conduct statistical significance analysis for the face on three feature descriptors: LBP, LPQ and RVLBP. For simplicity, we set D as 16 and choose 16 × 16 blocks. Fig. 9 describes the MAEs of the three feature descriptors across word size [10 200 ]. We conduct t-tests for the pairwise comparisons between descriptors. We obtain p = 6.35e − 07 ( p < .05), p = 7.2441e − 13 ( p < .05), and p = 3.8208e − 13 ( p < .05) for LBP-LPQ, LBP-RVLBP, and LPQ-RVLBP, respectively. Furthermore, we conduct t-tests for the pairwise comparison between word sizes. For most pairwise size comparisons, p is larger than 0.05. On average, Tables II and V suggest that using more blocks can consistently make GMM more compact in terms of the distribution of samples.
Word size: We perform the experiment to evaluate how varying the word size affects INFA based on body information. The effect of K is presented in Fig. 10 . For the parameter setup, the number of blocks is set as 8 × 8 and the PCA dimension as 16. It is observed that the increasing word size does not always significantly degrade the MAE on the upper body information. INFA yields an MAE of 0.7164 at a word size of 40 for the HAPPEI database.
Finally, we observe that PHOG and LBP achieve MAEs of 0.7647 and 0.7515 with the above-mentioned parameters, respectively. PHOG and LBP have complementary information to each other.
3) Scene: In this section, we aim at determining the benefit of using scene information for GER. As was mentioned in Section III-C, the parameter for the number of blocks is eliminated by using the superpixel method. According to our experimental results, we choose N s = 200, as it achieves the best performance under a PCA dimension of 16. In this section, we discuss how word size and PCA dimension leverage the performance of INFA when fixing 200 superpixels for the group-level image. The results are shown in Fig. 11 . According to Fig. 11 , the scene achieves the lowest MAE of 0.7151 using K = 30 and the block division method and (2) SIFT is used to well characterize the local gradient information of each superpixel region. These two approaches may provide discriminative information to INFA. On the other hand, according to the group-level images that are shown in Figs. 5 and 6, the scene may provide interesting information regarding the face and upper body, such as the clothing color and gender. As surveyed in [11] , most of the participants mentioned information such as age, gender and attractiveness as attributes that affect their perception of the affect of a group of people in an image. Thus, for the scene-level, more information is stored per word size than for the face-level and upper body-level. Therefore, a small word size is sufficient for the scene-level.
Following [11] , we employ CENTRIST, GIST and the transferred deep learning features that are based on available VGG models 4 [55] , [56] for comparison to our INFA features. The publicly available GIST implementation 5 is used with its default parameters: Orientations per scale is [8, 8, 8, 8] The best result is highlighted in bold.
C. Performance of the Multi-Modal Framework
According to above-mentioned experimental setup, we obtain high-performing parameters for the face, upper body and scene on the HAPPEI database. Table VIII presents the designed parameters in this scenario, where INFA on the face, upperbody and scene obtains MAEs of 0.5187, 0.7164 and 0.7151, respectively. According to Table VIII, the face performs the best, followed closely by the scene and more distantly by the upper body. As these results show, it is empirically demonstrated that the face contributes most to GER. In the following scenario, we will use revisited localized multiple kernel learning to automatically learn the contributions of the three modalities to GER and determine how they are weighted for GER.
We test the performances of revisited localized multiple kernel learning based on linear, Gaussian and HI kernels. Specifically, the same kernel function is employed for the three modalities. We choose the optimal values of C and using 10-fold-cross-validation on the training set. For the Gaussian kernel, we choose s = 10 for the standard deviation. For the testing procedure, face/upper body detection may fail to work. To address this situation, we set its learned MKL weight as 0 in our implementation. This way, it can ensured that the failed face/upper body cannot provide unnecessary information to the classification. Table IX shows the results of combining different modalities. Revisited LMKL based on the linear kernel function performs better than using the two other kernel functions. The performance of the face is improved by using the scene feature as complementary information, as attributes such as pleasant scene and clothes may affect the perception of human beings of the affect of a group of people in an image [11] . It is observed that combining scene with face features yields better performance than combining upper body information. This demonstrates that the upper body information provides little information to the face. It is very interesting that the fusion of the face, upper body and scene information performs the best out of all tested configurations. Combining three modalities yields the very promising results compared to each individual modality. Since we conduct the experiments using the four-fold cross-validation protocol, we average the weights of the three modalities that are learned by RLMKL across four folds. The weights are 0.6912, 0.1014 and 0.2074 for the face, upper body and scene, respectively. The contributions that are indicated by the learned weights yield the same conclusion as Table VIII . Additionally, that based on the fusion of the upper body and the scene performs less well than that based on the fusion of face and the upper body/scene. Given the 'in the wild' nature of the images, face detection may fail. Therefore, we need to add complementary information, which is obtained from the scene-level and body-level descriptors.
Some exemplar results are shown in Fig. 12 . The multimodal framework performs better than the state-of-the-art algorithms [6] , [7] in Figs. (b) , (c), and (f). The estimated happiness intensity by using the multi-modal framework is similar to the perception of human beings. The clothing color (for example, in Fig. 12(b) ) and active body pose (for example, in Fig. 12(c) ) may provide useful multi-modal information to the multi-modal framework. Unfortunately, it is also observed that no approach can well predict the intensity level of 5 in Figs. 12(c) and (d) ; however, the approaches perform better for intensity levels of 2 and 3. In the HAPPEI database, an intensity level of 5 occurs in only 35 of 2000 images, while other levels occur in many more images. For example, level 2 occurs in 600 images. Therefore, the poor performance for intensity level of 5 is due to small number of instances. According to Fig. 12(d) , the face-level information can yield better performance than the recent GEM model, but the multi-modal framework works as well as GEM based on CCRF. It may be because the complicated background and the proximity of the body to the camera cause noise in the face-level information. In Figs 12(a) and (e), the multi-modal framework achieves satisfactory performance in challenging situations, for example, in bad illumination.
D. Algorithm Comparison
Dhall et al. [6] proposed the GEM based on the average, weight and Latent Dirichlet Allocation (LDA) for estimating the happiness intensity of a group of people. Huang et al. [7] proposed a new GEM that based on Continuous Conditional Random Field (CCRF) for happiness intensity estimation.
Additionally, the deep neural networks are proposed for predicting the happiness that is displayed by a group of people in images [57] [58] [59] . In [57] , they use Long Short Term Memory (LSTM) networks, including face happiness intensity and the spatial distribution of faces in a group. Sun et al. used an LSTM and GEM model for estimating the happiness of a group of people [58] . In [59] , Li et al. also proposed LSTM with feature-level augmentation by considering two sets of feature vectors that are The numbers inside brackets are the correlation coefficients. The best performance is highlighted in bold. trained with the same settings but different initializations of the facial feature extraction set and use the scene features as extra information in the LSTM model. In this scenario, we compare INFA with all GEM models [7] and three state-of-the-art works that use deep neural networks [57] [58] [59] . The comparative results are illustrated in Tables X and XI. According to Table X , INFA using face information achieves competitive results comparing with all GEM models. It decreases mean absolute error by 0.0457 and increases correlation coefficient by 0.0082. However, for upper body and scene information, INFA performs worse than GEM models that are based on face information. Combining face, upper body and scene information acceptably improves the performance of the face in terms of mean absolute error and increases the correlation coefficients, since it uses additional information regarding the face from the upper body and the scene. Statistical significance analysis: We also conduct t-tests for the comparisons between the multi-modal approach and the state-of-the-art methods in Tables X and XI. In Tables X and XI, we obtain p = .00005 ( p < 0.05), which indicates that compared with the state-of-the-art methods, the improvements that are achieved by the multi-modal approach are significant. Furthermore, we perform t-tests for the comparison between multimodal and sole modalities. We obtain p = .0309 ( p < 0.05). This indicates that the multi-modal framework outperforms the sole modalities. The best result is shown in bold.
Based on intensive comparisons on the HAPPEI database, our multi-modal method achieves competitive performance for group-level happiness intensity estimation. Additionally, we also show that upper body and scene information contribute to the analysis of the emotional state of a group of people.
E. Evaluation of the Multi-Modal System on the GAFF Database
Based on the well-designed parameters, we evaluate the performance of our proposed method on the GAFF database [11] . In the experiment, 417 out of 504 images are chosen in our experiments, since face detection failed to work on 87 images. Following [11] , 213 images are chosen for the training set and 204 for the test set. Different from the HAPPEI database, the task in the GAFF database is to classify group-level images into 'Positive', 'Neutral' or 'Negative'. The recognition rate is used as a measure. Using the designed parameters in Table VIII , we carry out the evaluation of INFA and multi-modal methods on the GAFF database. We also compare our results with those of the baseline algorithm [11] . In [11] , Dhall et al. proposed using the Bag-of-Words model to obtain the features for grouplevel facial expression images. Then, they combined Actionunit-based face representation (BoW_AU) and low-level features (BoW_LL) for face and scene information (Scene_GIST and Scene_CENTRIST) for affective information on the GAFF database. The results of the baseline algorithm [11] and our methods are presented in Table XII. According to 46 .08% and 48.28% for face, upper body and scene information, respectively. We use revisited localized multiple kernel learning based on a linear kernel to combine face, upper body and scene information. By adding sole information such as upper body or scene information, INFA based on the face considerably boosts the recognition rate. Combining upper body and scene information results in only a small increase in performance of 1.1%. The face plays an important role in recognizing emotion recognition, followed by upper body and the scene. The multi-modal framework obtains a recognition rate of 66.67%. Comparing with the baseline algorithm, Dhall et al. [11] combined their features, including Action-unit-based face representation and scene features, and achieved an accuracy of 67.64%, which is lower than that of our multi-modal framework.
Statistical significance analysis: We conduct t-tests for the comparisons between the multi-modal approach and the stateof-the-art methods on the GAFF database. In addition, we perform t-tests to compare with sole modalities. We obtain p = .0176 ( p < 0.05) and p = .0377 ( p < 0.05), respectively. These results indicate that the multi-modal approach achieves substantial improvement compared with the state-of-the-art methods and sole modalities.
According to the algorithm comparison and statistically significant test results on the GAFF database, our multi-modal method achieves promising performance in predicting grouplevel emotion. Moreover, the multi-modal framework achieves significant improvement over the sole modalities.
VII. CONCLUSION
In this paper, a multi-modal method that combines face, upper body and scene information has been presented for analyzing the affect state of a group of people in an image. First, for robustness, we exploit three interesting types of information, namely, face, upper body and scene information, in an image. The face and upper body are viewed as the bottom-up components while the scene is viewed as the top-down component. To represent an image, information aggregation was proposed for encoding multiple people's information for a group-level image. A robust multi-modal framework that fuses face, upper body and scene information is finally presented to determine the affective state of a group of people.
We have conducted experiments on two challenging grouplevel emotion recognition databases. We show that INFA considerably improves the performance for group-level emotion recognition. Additionally, we evaluate the multi-modal framework on the HAPPEI and GAFF databases. Intensive experiments demonstrate that our multi-modal framework predicts the perceived group mood more accurately. As mentioned in Section III-C, we set the number of superpixels as 200 for images according to our experimental results. However, the image resolutions of group-level images may be quite different. As a result, this number may not well explore the semantic subregions. Additionally, according to Fig. 2 , we found that superpixel algorithm segments a region that excludes the face and upper body. It may provide the unnecessary and redundant information for information aggregation. In future work, we will attempt to find a flexible method for alleviating this problem that is caused by superpixel algorithm for group-level emotion recognition.
