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Abstract: We present a dimension reduction technique for the conditional quantiles of the response
given the covariates that serves as an intermediate step between linear and fully nonlinear dimension
reduction. The idea is to apply existing linear dimension reduction techniques on the transformed
predictors. The proposed estimator, which is shown to be
√
n-consistent, is demonstrated through
simulation examples and real data applications.
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1 Introduction
High dimensional data analysis has become increasingly relevant and useful in many research areas.
However, extracting useful information from such data poses many challenges. Thus, the need for
dimension reduction techniques becomes necessary.
Let Y and X denote a univariate response and a p × 1 vector of predictors, respectively. The
idea is to find a new set of predictors that captures all we need to know about Y . Formally, let
A = (α1, . . . ,αd1) denote a p× d1 matrix, where α1, . . . ,αd1 are column vectors and d1 ≤ p. Then,
Y ⊥ X|ATX implies that Y and X are independent given ATX, which means that we can replace
the p× 1 predictor vector X with the d1 × 1 predictor vector ATX without loss of information. The
space spanned by the column vectors α1, . . . ,αd1 , denoted by S(A), is called the dimension reduction
subspace for the regression of Y on X (Li 1991). The greatest dimension reduction in the predictor
vector is achieved using the smallest dimension reduction subspace, called the central subspace (CS),
denoted by SY |X.
There is a great amount of literature on dimension reduction. Li (1991) introduced the first
method for estimating the CS, called the sliced inverse regression (SIR). After this, a series of methods
have followed. We name few of them, such as the principal Hessian directions (pHd, Li 1992), sliced
average variance estimation (SAVE, Cook and Weisberg 1991), minimum average variance estimation
(MAVE, Xia et al. 2002), contour regression (Li et al. 2005), directional regression (DR, Li and Wang
2007), sliced mean variance-covariance inverse regression (SMVCIR, Lindsey et al. 2014), and, more
recently, sliced inverse median regression (SIMR, Christou 2018 a).
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While the CS focuses on the entire conditional distribution of Y given X, sometimes specific
aspects of the conditional distribution may be of interest, such as the conditional mean, conditional
variance, and conditional quantile of the response given the covariates. Using the CS to study these
statistical functionals of interest can be inefficient because the CS can be larger and provide more
directions than necessary. Cook and Li (2002) focused on the conditional mean and introduced
the central mean subspace (CMS), Yin and Cook (2002) focused on the conditional kth moment
and introduced the central kth moment subspace (CKMS), and Zhu and Zhu (2009) focused on
the conditional variance and introduced the central variance subspace (CVS). Luo et al. (2014)
introduced a dimension reduction method that targets any statistical functional of interest. More
recently, Christou (2018 b) focused on the τth conditional quantile and introduced the τth central
quantile subspace (τ -CQS).
All of the above methods are designed for extracting linear subspaces, and therefore, are unable
to find important nonlinear features. That is the reason recent research interest has focused on
nonlinear dimension reduction. If Y ⊥ X|ψ(X), where ψ is an arbitrary function, then ψ(X) is
called a nonlinear sufficient predictor. Several methods have been proposed in order to estimate
the nonlinear function ψ. See, for example, Wu (2008), Yeh et al. (2009), Fukumizu et al. (2009),
Li et al. (2011), Wu et al. (2013), Wang et al. (2014), and Wang et al. (2018). However, all of
these methods are focused on extracting nonlinear features for the whole conditional distribution of
Y given X. To the best of our knowledge, there is no nonlinear dimension reduction technique for
the conditional quantiles of Y given X.
The purpose of this paper is to enrich the existing literature by proposing an intermediate step
between linear and fully nonlinear dimension reduction for conditional quantiles. To do this, we will
transform the predictors monotonically and then search for a low-dimensional projections in the space
defined by those transformed variables; this is an application of Wang et al. (2014)’s methodology.
In Section 2 we present the proposed methodology, while in Section 3 we present the main results.
Section 4 presents results from several simulation examples and real data applications, and Section
5 concludes.
2 Transformed Sufficient Dimension Reduction for Condi-
tional Quantiles
2.1 Introduction
Wang et al. (2014) introduced the transformed CS based on the following idea: let p monotone
univariate functions f1, . . . , fp and write f = (f1, . . . , fp)
>. Then, the relation Y ⊥ X|ψ(X) is
equivalent to Y ⊥ f(X)|φ{f(X)}, for another function φ from Rp to Rd2 . Assume further that φ is
2
linear, that is, there exists a p× d2 matrix Γ such that
Y ⊥ f(X)|Γ>f(X). (2.1)
The space spanned by the matrix Γ is called the transformed dimension reduction subspace for the
regression of Y on X with respect to f . The transformed CS, denoted by SY |f(X), is defined to be the
intersection of all transformed dimension reduction subspaces satisfying (2.1), and its dimension is
denoted by dY |f(X).
To get a better understanding of the difference between linear, nonlinear, and transformed CS,
let us borrow the example from Wang et al. (2014). Let Y = X1 + X
2
2 + X
3
3 + exp(X4) + ε, where
p = 6 and all the predictors and ε are independent. The linear CS consists of four directions, whereas
the nonlinear CS consists of one direction. For the transformed dimension reduction subspace, take
fj(Xj) = Xj for j = 1, 2, 5, 6, f3(X3) = X
3
3 , and f4(X4) = exp(X4). Then the model can be re-
expressed as Y = f1(X1) + {f2(X2)}2 + f3(X3) + f4(X4) + ε, and the transformed CS consists of two
directions.
Model (2.1) suggests that we can apply linear dimension reduction techniques using f(X) in-
stead of X. Specifically, Wang et al. (2014) proposed using SIR with the transformed predic-
tors f(X) in order to estimate the transformed CS. However, f needs to be specified. To do
this, Wang et al. (2014) proposed, among other methods, to assume that the transformed vec-
tor f(X) = (f1(X1), . . . , fp(Xp))
> is multivariate Gaussian. To ensure identifiability, assume that
µf = E{f(X)} = 0 and Σf = Cov{f(X)} is a correlation matrix whose diagonal entries equal unity.
Under the identifiability condition, fj = Φ
−1(Fj), where Fj and Φ denote the marginal distribution
function of Xj and the standard normal distribution function, respectively. In the sample level, where
{Yi,Xi}ni=1 are independent and identically distributed (iid) observations, let rij denote the ranks of
the n observations for the jth predictor. Define the normal scores uij = Φ
−1{rij/(n+ 1)} and denote
f̂(Xi) = (ui1, . . . , uip)
>. Then, replace the observations Xi with f̂(Xi), for i = 1, . . . , n and apply the
usual SIR to estimate SY |f(X). This is called the transformed SIR method.
The goal of this paper is to apply Wang et al. (2014)’s idea to conditional quantiles. To do this,
we will apply the τ -CQS, proposed by Christou (2018 b), on the transformed predictors f(X). We
now recall the definition of τ -CQS, as well as, the algorithm for estimating it. Let, for τ ∈ (0, 1),
Qτ (Y |x) ≡ Qτ (Y |X = x) = inf{y : Pr(Y ≤ y|X = x) ≥ τ} denote the τ -th conditional quantile of Y
given X = x, and assume that
Y ⊥ Qτ (Y |X)|B>τ X, (2.2)
where Bτ denotes a p× dτ,1 matrix. The space spanned by Bτ is a τth quantile dimension reduction
subspace for the regression of Y on X. The intersection of all τth quantile dimension reduction
subspaces satisfying (2.2) is called the τth central quantile subspace (τ -CQS), denoted by SQτ (Y |X),
and its dimension is denoted by dQτ (Y |X).
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In order to estimate the τ -CQS, Christou (2018 b) showed that,
(a) under the linearity condition, which states that for a given τ ∈ (0, 1) the conditional expectation
E(b>τ X|B>τ X) is linear in B>τ X for every bτ ∈ Rp, and
(b) if Uτ is a measurable function of B
>
τ X,
then E{Qτ (Y |Uτ )X} ∈ SQτ (Y |X), provided that Qτ (Y |Uτ )X is integrable. This suggests that, if we
know one vector βτ,0 ∈ SQτ (Y |X), then we can find other vectors in SQτ (Y |X) by an iterative procedure.
Specifically, for a function uτ : R→ R and j = 1, . . . ,
βτ,j = E[Qτ{Y |uτ (β>τ,j−1X)}X],
then βτ,j ∈ SQτ (Y |X). The author used uτ (t) = t.
The question now is how to find an initial vector βτ,0. Christou (2018 b) showed that, under the
linearity condition, β∗τ ∈ SQτ (Y |X), where
(α∗,β∗τ ) = arg min
(a,bτ )
E[{Qτ (Y |A>X)− a− b>τ X}2],
and A is such that S(A) = SY |X. This leads to the following estimation procedure. First, use a
standard dimension reduction technique to estimate A by Â. Next, use the data to estimate
(â, β̂τ ) = arg min
(a,bτ )
n∑
i=1
{Q̂τ (Y |Â>Xi)− a− b>τ Xi}2, (2.3)
where Q̂τ (Y |Â>Xi) is a nonparametric estimate of Qτ (Y |Â>Xi). Note that β̂τ is the slope estimate
in an ordinary least squares regression of Q̂τ (Y |Â>X) on X. Finally, obtain more vectors using
β̂τ,j = En{Q̂τ (Y |β̂>τ,j−1X)X}, for j = 1, . . . , p − 1 and En(·) the sample mean, and perform an
eigenvalue decomposition to select the dQτ (Y |X) linearly independent eigenvectors corresponding to
the dQτ (Y |X) largest eigenvalues. See the algorithm below for the details.
There are many ways to estimate Qτ (Y |Â>Xi) and one could use any such method. The author
chose the local linear conditional quantile estimation method introduced in Guerre and Sabbah
(2012). The idea is to take Q̂τ (Y |Â>Xi) = q̂τ (Xi), where
(q̂τ (Xi), ŝτ (Xi)) = arg min
(qτ ,sτ )
n∑
k=1
ρτ{Yk − qτ − sτÂ>(Xk −Xi)}K
{
Â>(Xk −Xi)
h
}
. (2.4)
Here K(·) is a d1-dimensional kernel function and h > 0 is a bandwidth. We now summarize the
algorithm for estimating the τ -CQS.
Sample Level Algorithm 1: Let {Yi,Xi}ni=1 iid observations.
1. Use a standard dimension reduction technique to estimate the p×d1 basis matrix A of the CS,
denoted by Â, and form the new sufficient predictors Â>Xi, i = 1, . . . , n. Christou (2018 b)
used SIR of Li (1991).
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2. For each τ ∈ (0, 1), let Q̂τ (Y |Â>Xi), i = 1, . . . , n, denote a local linear conditional quantile
estimate of Qτ (Y |Â>Xi). Specifically, take Q̂τ (Y |Â>Xi) = q̂τ (Xi), where q̂τ (Xi) satisfies (2.4).
3. Let β̂τ,0 be the ordinary least squares (OLS) slope estimate for the regression of Q̂τ (Y |Â>X)
on X, estimated by (2.3).
4. For j = 1, . . . , p − 1, let β̂τ,j = En{Q̂τ (Y |β̂>τ,j−1X)X}, where En(·) denotes the sample
mean, and Q̂τ (Y |·) denotes the local linear conditional quantile estimate. Specifically, β̂τ,j =
n−1
∑n
i=1 Q̂τ (Y |β̂>τ,j−1Xi)Xi, where Q̂τ (Y |β̂>τ,j−1Xi) is obtained using (2.4), except that Â is
replaced with β̂τ,j−1. This assumes a univariate kernel function K(·).
5. Let V̂τ be the p × p matrix with column vectors β̂τ,j, j = 0, 1, . . . , p − 1, that is, V̂τ =
(β̂τ,0, . . . , β̂τ,p−1), and choose the eigenvectors v̂τ,k, k = 1, . . . , dQτ (Y |X), corresponding to the
dQτ (Y |X) largest eigenvalues of V̂τV̂
>
τ . Then,
B̂τ = (v̂τ,1, . . . , v̂τ,dQτ (Y |X))
is an estimate matrix for Bτ .
Remark 2.1 In practice, we standardize X to have zero mean and the identity covariance matrix.
We then apply the algorithm to Ẑ = Σ̂
−1/2
xx {X − En(X)}, where Σ̂xx and En(X) denote the sample
covariance matrix and sample mean of X, respectively.
2.2 Transformed τ-CQS
We now discuss how to apply the τ -CQS described in Section 2.1 to the transformed predictors in
order to estimate the transformed τ -CQS. First, assume that
Y ⊥ Qτ{Y |f(X)}|T>τ f(X), (2.5)
where Tτ denotes a p×dτ,2 matrix and f(X) is as described in Section 2.1, i.e., f = (f1, . . . , fp)>, where
f1, . . . , fp are p monotone univariate functions. The space spanned by Tτ is called the transformed τ th
quantile dimension reduction subspace for the regression of Y on X with respect to f . The transformed
τ -CQS, denoted by SQτ{Y |f(X)}, is defined to be the intersection of all transformed τth quantile
dimension reduction subspaces satisfying (2.5), and its dimension is denoted by dQτ{Y |f(X)}. Under
the multivariate Gaussian assumption and the identifiability condition of f(X), a straightforward
extension of Algorithm 1 is given by:
Sample Level Algorithm 2: Let {Yi,Xi}ni=1 iid observations.
1. Define the normal scores uij = Φ
−1{rij/(n+ 1)} and denote f̂(Xi) = (ui1, . . . , uip)>.
2. Apply Algorithm 1 using {Yi, f̂(Xi)}ni=1 to obtain eigenvectors ŵτ,k, k = 1, . . . , dQτ{Y |f(X)}.
Specifically,
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(a) Use the method of SIR to estimate the p × d2 basis matrix Γ of the transformed CS,
denoted by Γ̂, and form the new sufficient predictors Γ̂>f̂(Xi), i = 1, . . . , n. Note that
this step is the transformed SIR, suggested by Wang et al. (2014).
(b) For each τ ∈ (0, 1), let Q̂τ{Y |Γ̂>f̂(Xi)}, i = 1, . . . , n, denote a local linear conditional
quantile of Qτ{Y |Γ̂>f̂(Xi)}. This is an application of (2.4) on {Yi, Γ̂>f̂(Xi)}ni=1.
(c) Let η̂τ,0 be the OLS slope estimate for the regression of Q̂τ{Y |Γ̂>f̂(X)} on f̂(X).
(d) For j = 1, . . . , p− 1, let η̂τ,j = En[Q̂τ{Y |η̂>τ,j−1f̂(X)}f̂(X)] = n−1Q̂τ{Y |η̂>τ,j−1f̂(Xi)}f̂(Xi),
where Q̂τ{Y |η̂>τ,j−1f̂(Xi)} is obtained using (2.4) on {Yi, η̂>τ,j−1f̂(Xi)}ni=1.
(e) Let Ŵτ be the p × p matrix with column vectors η̂τ,j, j = 0, 1, . . . , p − 1, that is, Ŵτ =
(η̂τ,0, . . . , η̂τ,p−1), and choose the eigenvectors ŵτ,k, k = 1, . . . , dQτ{Y |f(X)}, corresponding
to the dQτ{Y |f(X)} largest eigenvalues of ŴτŴ
>
τ .
(f) Then,
T̂τ = (ŵτ,1, . . . , ŵτ,dQτ {Y |f(X)}) (2.6)
is an estimate matrix for the basis matrix Tτ .
Remark 2.2 (a) In practice we standardize f̂(Xi) using Ẑ
f
i = Σ̂
−1/2
f f̂(Xi), where Σ̂f is the sample
covariance matrix of f̂(Xi).
(a) The linearity condition of the τ -CQS is no longer necessary, since we assume that the trans-
formed vector f(X) is multivariate Gaussian.
(b) The performance of the transformed τ -CQS is not sensitive to the normality assumption of
f(X); see Example 3 of Section 4.2 for more details.
3 Main Results
3.1 Asymptotic Theory
Theorem 3.1 Let Tτ be a basis matrix for SQτ{Y |f(X)} and T̂τ be as defined in (2.6). Then, if
f(X) ∼ N(0,Σf ), T̂τ is
√
n-consistent estimate of the effective dimension reduction directions of Tτ .
Proof 3.2 Let Ŵτ = (η̂τ,0, . . . , η̂τ,p−1) be a p × p matrix, where η̂τ,0 is the OLS slope estimate for
the regression of Q̂τ{Y |Γ̂>f̂(X)} on f̂(X) and η̂τ,j = En[Q̂τ{Y |η̂>τ,j−1f̂(X)}f̂(X)], j = 1, . . . , p − 1.
Moreover, let Wτ be the population level version of Ŵτ , that is, Wτ = (ητ,0, . . . ,ητ,p−1), where ητ,0
is the OLS slope for the regression of Qτ{Y |Γ>f(X)} on f(X), and ητ,j = E[Qτ{Y |η>τ,j−1f(X)}f(X)].
It is easy to see that Ŵτ converges to Wτ at
√
n-rate. This follows from the
√
n consistency of the
transformed CS (see Theorem 1.1 of supplementary material of Wang et al. 2014) and Theorem 5.1
of Christou (2018 b).
6
Then, for ‖·‖ the Frobenius norm,
∥∥∥ŴτŴ>τ −WτW>τ ∥∥∥ ≤ ∥∥∥ŴτŴ>τ − ŴτW>τ ∥∥∥+ ∥∥∥ŴτW>τ −WτW>τ ∥∥∥
≤
∥∥∥Ŵτ∥∥∥∥∥∥Ŵ>τ −W>τ ∥∥∥+ ∥∥∥Ŵτ −Wτ∥∥∥∥∥W>τ ∥∥
= Op(n
−1/2),
and the dQτ{Y |f(X)} eigenvectors of ŴτŴ
>
τ converge to the corresponding eigenvectors of WτW
>
τ .
Finally, according to Theorems 3.3 and 4.1 of Christou (2018 b), the subspace spanned by the eigen-
vectors wτ,k, k = 1, . . . , dQτ{Y |f(X)}, falls into SQτ{Y |f(X)} and the proof is complete.
4 Numerical Studies
4.1 Computational Remarks
The estimation of the basis matrix Γ of the transformed CS is performed using SIR on the transformed
predictors, where the number of slices is chosen to be max(10, 2p/n). For the computation of the
local linear conditional quantile estimator (used in Steps 2 (b) and 2 (d) of the proposed algorithm),
we use the function lprq in the R package quantreg. We use a Gaussian kernel and choose the
bandwidth as the rule-of-thumb bandwidth given in Wu et al. (2010). Specifically, let h = hm[τ(1−
τ)/φ{Φ−1(τ)}2]1/5, where φ(·) and Φ(·) denote the probability density and cumulative distribution
functions of the standard normal distribution, respectively, and hm denotes the optimal bandwidth
used in mean regression local estimation. To estimate hm we use the function dpill of the KernSmooth
package in R.
For the estimation accuracy we use the distance measure (DM) suggested by Li et al. (2005).
Specifically, for two subspaces T̂τ and Tτ we define
dist(T̂τ ,Tτ ) =
∥∥∥T̂τ (T̂>τ T̂τ )−1T̂>τ −Tτ (T>τ Tτ )−1T>τ ∥∥∥ ,
where ‖·‖ is the Euclidean norm, that is, the maximum singular value of a matrix. Smaller values
of the DM indicate better estimation accuracy. We also report the trace correlation coefficient
(TCC), defined as (d−1
∑d
i=1 λ
2
i )
1/2, where 1 ≥ λ21 ≥ · · · ≥ λ2d ≥ 0 are the eigenvalues of the
matrix T̂>0,τT0,τT
>
0,τ T̂0,τ , with T̂0,τ and T0,τ denoting the orthonormalized versions of T̂τ and Tτ ,
respectively. Since this is a correlation measure, a value closer to one indicates better estimation
accuracy of the subspace spanned by the matrix Tτ .
All simulation results are based on N = 100 iterations. Unless otherwise stated, the sample size
is chosen to be n = 600, and the quantiles under consideration are τ = 0.25, 0.5, and 0.75.
Note that the purpose of this paper is to illustrate the advantage of the transformed τ -CQS, rather
than the usual linear τ -CQS. Therefore, for the following simulation examples, we will compare the
transformed τ -CQS with the linear τ -CQS of Christou (2018 b). The comparison between the τ -CQS
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and other existing linear dimension reduction techniques for conditional quantiles, such as that of
Kong and Xia (2014) and Luo et al. (2014), was already performed in Christou (2018 b).
4.2 Simulation Results
Example 1: We begin by considering the overall performance of the proposed transformed τ -CQS
for different sample sizes and different number of predictors. The data is generated according to the
following model
Model I : Y = f1 + f2 + f3 + f4 + f5ε,
where f = (f1, . . . , fp)
> ∼ N(0,Σf ) with (Σf )ij = 0.5|i−j| for 1 ≤ i, j ≤ p, ε is generated according to
a standard normal distribution, and f and ε are independent. The sample size is given by n = 400, 600
or 800, and the number of predictors is p = 10, 20 or 40. Table 1 presents the mean and standard
deviation of DM and TCC for the estimation of the transformed τ -CQS. As expected, the estimation
accuracy increases with n and decreases with p.
Table 1: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Example 1.
n p 0.25 0.5 0.75
DM
400 10 0.5026 (0.1116) 0.4733 (0.0965) 0.4989 (0.0992)
20 0.6089 (0.1015) 0.5684 (0.0997) 0.6105 (0.1112)
40 0.6237 (0.0862) 0.6073 (0.0846) 0.6230 (0.0837)
600 10 0.4878 (0.0842) 0.4696 (0.0715) 0.4854 (0.0824)
20 0.6809 (0.1075) 0.5437 (0.0774) 0.6823 (0.0952)
40 0.6197 (0.0738) 0.5667 (0.0632) 0.6247 (0.0738)
800 10 0.4747 (0.0715) 0.4623 (0.0605) 0.4737 (0.0683)
20 0.5073 (0.0672) 0.4814 (0.0558) 0.4997 (0.0676)
40 0.4980 (0.0676) 0.4766 (0.0688) 0.5007 (0.0697)
TCC
400 10 0.7350 (0.1183) 0.7668 (0.0904) 0.7413 (0.0995)
20 0.6191 (0.1295) 0.6671 (0.1159) 0.6150 (0.1374)
40 0.6037 (0.1083) 0.6241 (0.1030) 0.6050 (0.1051)
600 10 0.7551 (0.0825) 0.7744 (0.0666) 0.7577 (0.0788)
20 0.5249 (0.1415) 0.6984 (0.0847) 0.5255 (0.1294)
40 0.6106 (0.0918) 0.6749 (0.0707) 0.6043 (0.0924)
800 10 0.7696 (0.0685) 0.7826 (0.0554) 0.7710 (0.0644)
20 0.7381 (0.0700) 0.7652 (0.0538) 0.7458 (0.0713)
40 0.7474 (0.0667) 0.7682 (0.0657) 0.7445 (0.0715)
Example 2: We now compare the performance of the transformed τ -CQS with that of the linear
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τ -CQS of Christou (2018 b). The data is generated according to the following models
Model I : Y = f1 + f2 + f3 + f4 + f5ε
Model II : Y = f1(f2 + f3 + f4 + 1) + f5ε
Model III : Y = exp(f1 + f2) + f3ε
Model IV : Y =
f1 + f2
0.5 + (f3 + 1.5)2
+ 0.5ε,
where f = (f1, . . . , f10)
> ∼ N(0,Σf ) with (Σf )ij = 0.5|i−j| for 1 ≤ i, j ≤ 10, and ε is generated
according to a standard normal distribution. To generate X = (X1, . . . , Xp)
> we use either power
transformation (Case 1) or probability integral transformation Xi = F
−1
i {Φ(fi)} (Cases 2-4), where
1. Case 1: Xi = sign(fi)× f 2i , for i = 1, . . . , 10,
2. Case 2: Xi has a central skew-Laplace distribution with parameters 2 and 6 for all i,
3. Case 3: Xi has a t-distribution with k degrees of freedom, where k = 2 for i = 1, 2, 3, k = 3
for i = 4, 5, 6, and k = 4 for i = 7, . . . , 10,
4. Case 4: Xi has a standard Cauchy distribution for all i.
Tables 2-5 report the mean and standard deviation of DM and TCC for the two methods. We
observe that the transformed τ -CQS performs the best for all four models and all four cases. Note
that the performance of the estimator depends on the dimension of the subspace. For example,
the estimation accuracy of the proposed methodology in Table 4 is better for τ = 0.5 because the
transformed 0.5-CQS is of smaller dimension.
Table 2: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Model I for the transformed τ -CQS and the linear τ -CQS. For each τ , the value that is better in
terms of estimation accuracy is bolded.
Method 0.25 0.5 0.75
DM
Transformed 0.4689 (0.0707) 0.4619 (0.0512) 0.4748 (0.0619)
Linear
Case 1 0.9831 (0.0277) 0.9788 (0.0331) 0.9745 (0.0366)
Case 2 0.9694 (0.0401) 0.9631 (0.0481) 0.9747 (0.0512)
Case 3 0.9812 (0.0367) 0.9789 (0.0396) 0.9804 (0.0332)
Case 4 0.9950 (0.0159) 0.9942 (0.0219) 0.9924 (0.0225)
TCC
Transformed 0.7752 (0.0668) 0.7841 (0.0466) 0.7708 (0.0592)
Linear
Case 1 0.6814 (0.0581) 0.6346 (0.0598) 0.6808 (0.0536)
Case 2 0.7131 (0.0564) 0.6925 (0.0591) 0.6793 (0.0666)
Case 3 0.6830 (0.0596) 0.6454 (0.0673) 0.6870 (0.0541)
Case 4 0.6711 (0.0933) 0.5932 (0.1070) 0.6723 (0.0798)
Example 3: The proposed methodology is under the assumption that f has a multivariate normal
distribution. We now examine how sensitive the method is when the normality assumption is not met.
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Table 3: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Model II for the transformed τ -CQS and the linear τ -CQS. For each τ , the value that is better in
terms of estimation accuracy is bolded..
Method 0.25 0.5 0.75
DM
Transformed 0.9589 (0.0519) 0.9334 (0.0875) 0.9618 (0.0486)
Linear
Case 1 0.9791 (0.0335) 0.9740 (0.0329) 0.9857 (0.0262)
Case 2 0.9823 (0.0283) 0.9730 (0.0353) 0.9770 (0.0458)
Case 3 0.9869 (0.0242) 0.9843 (0.0271) 0.9860 (0.0428)
Case 4 0.9876 (0.0530) 0.9915 (0.0183) 0.9936 (0.0183)
TCC
Transformed 0.6238 (0.0490) 0.6937 (0.0317) 0.6243 (0.0495)
Linear
Case 1 0.6053 (0.0737) 0.5650 (0.0802) 0.6018 (0.0725)
Case 2 0.6051 (0.0607) 0.6106 (0.0521) 0.6154 (0.0656)
Case 3 0.5816 (0.0844) 0.5436 (0.0848) 0.5908 (0.0677)
Case 4 0.5761 (0.1288) 0.5048 (0.1511) 0.5828 (0.1217)
Table 4: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Model III for the transformed τ -CQS and the linear τ -CQS. For each τ , the value that is better in
terms of estimation accuracy is bolded.
Method 0.25 0.5 0.75
DM
Transformed 0.9238 (0.0888) 0.2021 (0.0555) 0.9292 (0.0797)
Linear
Case 1 0.9720 (0.0394) 0.8023 (0.1534) 0.9687 (0.0483)
Case 2 0.9577 (0.0628) 0.7497 (0.0764) 0.9909 (0.0172)
Case 3 0.9724 (0.0493) 0.8150 (0.1439) 0.9767 (0.0411)
Case 4 0.9727 (0.0671) 0.8138 (0.2109) 0.9829 (0.0632)
TCC
Trasformed 0.7060 (0.0727) 0.9561 (0.0250) 0.6938 (0.0328)
Linear
Case 1 0.6281 (0.0641) 0.3330 (0.2262) 0.6002 (0.0878)
Case 2 0.6531 (0.0691) 0.4321 (0.1142) 0.5610 (0.0680)
Case 3 0.6140 (0.0753) 0.3153 (0.2188) 0.5720 (0.0876)
Case 4 0.5838 (0.1392) 0.2936 (0.2951) 0.5492 (0.1473)
We reconsider Models I-IV, where f ∼ tk(0,Σf ), (Σf )ij = 0.5|i−j| for 1 ≤ i, j ≤ 10, and k = 5, 10, or
20, (Case 5), and ε is generated according to a standard normal distribution. From Table 6 we can
observe that the proposed methodology is quite robust against non-normality of the distribution of
f .
Example 4: Finally, we demonstrate the
√
n-consistency of the proposed methodology, stated in
Theorem 3.1. We reconsider Model IV, where f = (f1, . . . , f10)
> ∼ N(0,Σf ) with (Σf )ij = 0.5|i−j|
for 1 ≤ i, j ≤ 10, and ε is generated according to a standard normal distribution. The sample size is
taken to be n = 400, 600, . . . , 1200. Due to space limitation and since the results show similar pattern,
we only present the mean TCC. Figure 1 indicates an approximate linear relationship between the
mean TCC and 1/
√
n, confirming the
√
n-consistency of the proposed estimator.
10
Table 5: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Model IV for the transformed τ -CQS and the linear τ -CQS. For each τ , the value that is better in
terms of estimation accuracy is bolded.
Method 0.25 0.5 0.75
DM
Transformed 0.9362 (0.0727) 0.9393 (0.0743) 0.9366 (0.0760)
Linear
Case 1 0.9640 (0.0627) 0.9532 (0.0659) 0.9574 (0.0635)
Case 2 0.9622 (0.0579) 0.9604 (0.0577) 0.9541 (0.0680)
Case 3 0.9743 (0.0360) 0.9741 (0.0407) 0.9735 (0.0434)
Case 4 0.9808 (0.0453) 0.9790 (0.0565) 0.9851 (0.0353)
TCC
Transformed 0.6337 (0.0478) 0.6384 (0.0441) 0.6301 (0.0496)
Linear
Case 1 0.6054 (0.0827) 0.6212 (0.0774) 0.6007 (0.0746)
Case 2 0.6308 (0.0737) 0.6272 (0.0680) 0.6256 (0.0801)
Case 3 0.5785 (0.0782) 0.5909 (0.0781) 0.5815 (0.0740)
Case 4 0.5380 (0.1628) 0.5616 (0.1610) 0.5593 (0.1546)
Table 6: Mean (and standard deviation) of the estimation accuracy for T̂τ , τ = 0.25, 0.5, 0.75, for
Models I-IV and Case 5 for the proposed methodology.
Model Distribution 0.25 0.5 0.75
DM
I t5 0.4758 (0.0580) 0.4710 (0.0605) 0.4772 (0.0638)
t10 0.4672 (0.0442) 0.4641 (0.0443) 0.4625 (0.0465)
t20 0.4583 (0.0391) 0.4600 (0.0371) 0.4643 (0.0387)
II t5 0.9786 (0.0275) 0.9693 (0.0415) 0.9815 (0.0243)
t10 0.9793 (0.0324) 0.9649 (0.0422) 0.9770 (0.0282)
t20 0.9985 (0.0328) 0.9675 (0.0393) 0.9704 (0.0406)
III t5 0.9539 (0.0629) 0.6208 (0.0902) 0.9553 (0.0523)
t10 0.9379 (0.0845) 0.6555 (0.1031) 0.9473 (0.0799)
t20 0.9380 (0.0748) 0.6619 (0.1092) 0.9300 (0.0837)
IV t5 0.9462 (0.0721) 0.9513 (0.0613) 0.9408 (0.0700)
t10 0.9362 (0.0772) 0.9344 (0.0845) 0.9460 (0.0649)
t20 0.9474 (0.0809) 0.9455 (0.0678) 0.9388 (0.0866)
TCC
I t5 0.7703 (0.0587) 0.7746 (0.0607) 0.7682 (0.0633)
t10 0.7798 (0.0404) 0.7827 (0.0407) 0.7839 (0.0425)
t20 0.7885 (0.0364) 0.7870 (0.0346) 0.7829 (0.0362)
II t5 0.5349 (0.0687) 0.5095 (0.1113) 0.4936 (0.0888)
t10 0.5586 (0.0611) 0.5902 (0.0696) 0.5328 (0.0758)
t20 0.5718 (0.0555) 0.6071 (0.0596) 0.5402 (0.0716)
III t5 0.6359 (0.1318) 0.5183 (0.1420) 0.6173 (0.1078)
t10 0.6412 (0.0581) 0.5598 (0.1314) 0.6214 (0.0669)
t20 0.6655 (0.0395) 0.5500 (0.1414) 0.6551 (0.0459)
IV t5 0.6699 (0.0411) 0.6775 (0.0349) 0.6862 (0.02713)
t10 0.6872 (0.0304) 0.6946 (0.0300) 0.6919 (0.0213)
t20 0.6903 (0.0286) 0.6956 (0.0197) 0.6980 (0.0278)
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Figure 1: The
√
n-consistency of the proposed methodology T̂τ .
4.3 Real Data Analysis
4.3.1 Vowel Recognition
This data set consists of measurements on 11 variables. The dependent variable of interest is a
categorial variable with 11 levels, representing different vowel sounds, and the other 10 variables
describe the features of a sound. The data can be found in the UCI Machine Learning Repository
(http://archive.ics.uci.edu/ml/datasets.html). Here we focus on only three vowels: the sounds in
heed, head and hud.
Li et al. (2011) considered this data set and concluded that the kernel principal support vector
machine achieves much better separation of the three vowels than other linear dimension reduction
techniques, such as SIR, SAVE, and DR. However, those methods are focusing on the linear and
nonlinear CS. We investigate the transformed τ -CQS for different values of τ .
The data set is separated into training and testing sets, which have sample sizes of 144 and 126,
respectively. We use the training set to find sufficient predictors and we evaluate them at the testing
set. Figure 2 (a) presents the first two predictors for the transformed τ -CQS, for τ = 0.25, 0.5, and
0.75. The plots show strong separation of the three vowels.
For further comparisons we calculate the correlation between the response variable and the two
estimated sufficient predictors obtained using the proposed methodology and the linear τ -CQS. From
Table 7 (a) we observe that the estimated transformed sufficient predictors explain more variability
of the response than that explained by the linear sufficient predictors.
4.3.2 Breast Cancer Diagnostic
This data set consists of measurements on 10 variables. The dependent variable of interest is a
categorical variable indicating whether the diagnosis is benign or malignant, and the other 9 variables
describe characteristics of the cell. The data can be found in the UCI Machine Learning Repository
(http://archive.ics.uci.edu/ml/datasets.html).
The data set consists of n = 682 observations. We randomly divide the data set into two halves,
representing a training set and a test set. Figure 2 (b) presents the first two predictors for the
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transformed τ -CQS, for τ = 0.25, 0.5, and 0.75. The plots show strong separation of the two classes
of diagnosis. Moreover, Table 7 (b) shows that the transformed τ -CQS explains more variability of
the response, especially the variability explained by the second sufficient predictor.
(a)
(b)
Figure 2: First two predictors for the transformed τ -CQS, for τ = 0.25, 0.5, and 0.75. (a) Blue, red,
and green colors indicate the vowel sounds in heed, head, and hud, respectively. (b) Blue and red
colors indicate benign and malignant, respectively.
Table 7: Correlation between the response and each sufficient predictor obtained by the transformed
τ -CQS and the linear τ -CQS, for τ = 0.25, 0.5, 0.75. The first line represents the correlation with
the first sufficient predictor and the second line represents the correlation with the second sufficient
predictor.
Application Direction 0.25 0.5 0.75
(a)
Transformed dir1 -0.9270 -0.9191 -0.9317
dir2 0.7099 0.7347 0.6216
Linear dir1 -0.9210 -0.9046 -0.8940
dir2 0.3461 0.4325 0.4248
(b)
Transformed dir1 -0.9002 -0.8986 -0.9034
dir2 0.1436 0.4521 0.2690
Linear dir1 -0.8992 -0.9054 -0.9036
dir2 -0.0851 -0.0058 -0.0607
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5 Discussion
In this work we have considered an intermediate step between linear and fully nonlinear dimension
reduction for conditional quantiles. The idea is a straightforward extension of Wang et al. (2014)’s
methodology to the linear τ -CQS proposed by Christou (2018 b). Basically, we transform the predic-
tors monotonically and then apply linear dimension reduction in the space defined by the transformed
variables. The proposed methodology has a better performance than the linear τ -CQS and it relaxes
the commonly assumed linearity condition. The performance of the proposed methodology has been
demonstrated through simulation examples and real data applications.
This paper presents the first attempt to nonlinear dimension reduction for conditional quantiles,
which will be further extended to a fully nonlinear dimension reduction in future work.
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