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1, INTRODUCTION 
The calculation of the stationary electromagnetic field (E, H) which is 
produced by the reflection of a given incoming stationary field (Einc , HinC) 
with frequency w at n perfect electric conductors with surfaces S, , *so, S, , 
leads to the following exterior boundary value problem: 
Find vector Jields E, H such that 
(a) E and H are continuously difJerentiable in the exterior D, of the surface 
s = s, + *‘- + s, and continuous in the closure D, + S; 
(b) E and H satisfy in D, Maxwell’s equations in the time-independent form 
V x E-K+LH=O, V x H + loeE = 0 (L = CT); (l-1) 
(c) E satisjes on S the boundary condition 
nXE=c (1.2) 
where n denotes the normal unit vector pointing into the exterior of S; 
(d) E satisfies the Sommerfeld radiation condition 
E&J = 0 (+) , ($ - 6~) J-%4 = 0 ($-) (1.3) 
as p - CO, uniformly for all unit vectors x0 , where K is defined by 
K2 = &,A, ImK)IO. (l-4) 
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The prescribed tangential field c is related to the incoming field by 
TZ X Einc = - C. (1.5) 
The coefficients l and p are assumed to be constant and to satisfy the in- 
equalities 
Ree >0, ImE>O, Rep >0, Imp 20. (1.6) 
Furthermore, it is assumed that the surfaces S, , a.*, S, are subject to the 
regularity conditions stated in [I], p. 349 and that c has tangential derivatives 
on S which satisfy a uniform Holder condition on S. 
This boundary value problem has been studied in a previous paper [I]. 
It is known that for every w > 0 a uniquely determined solution (E, H) 
exists and that (E, H) depends continuously (analytically) on w if the bound- 
ary data c depends continuously (analytically) on w. Furthermore, it has 
been proved in [I], Section V that the electric field E tends to a limit field E,, 
as w --t 0 provided that each surface Sj (j = 1, es., n) has the topological 
genus 0. The limit field E,, can be interpreted as a suitable electrostatic field. 
The study of the relationship between the electromagnetic field (E, H) 
and the corresponding static fields E,, and H,, leads to very interesting 
mathematical questions, since the mathematical character of the electro- 
magnetic problem formulated above differs essentially from that of the corre- 
sponding static problems. For example, it has been pointed out in [l], 
Section I, that, in contrast to the electromagnetic case, an electrostatic field 
E, cannot be uniquely characterized by the usual differential equations of 
electrostatics, the boundary condition (1.2), and an appropriate condition 
at infinity. In addition, it is possible to assign arbitrary values to the charge 
integrals 
s 
n. EodS (j = 1, **., n). 
Si 
Furthermore, the theory of the static fields depends essentially on the topolo- 
gical properties of the surfaces Si . For example, the basic boundary value 
problem of magnetostatics, 
V x H,, =0, V *Ho =0 in D,, 
n * H,, = y on S, 
(1.7) 
admits, for y = 0, exactly p linearly independent solutions where p is the 
total topological genus of S = S, + 0.. + S, ([2], Theorem 3*). Thus a 
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unique characterization of the magnetostatic field H,, requires in the case of 
multiply connected bodies that, in addition to the boundary data y, certain 
curve or open surface periods- as considered in the theory of harmonic 
vector fields-have to be prescribed. In contrast to this, the theory of station- 
ary electromagnetic fields is independent of the topological structure of the 
reflecting bodies. 
These remarks show that the transition from the theory of stationary 
electromagnetic fields to electrostatics and magnetostatics changes essen- 
tially the character of the underlying mathematical problems. On the other 
hand, physical intuition indicates that it should be expected under rather 
general assumptions that the solutions (E, H) of the electromagnetic 
boundary value problems converge to electrostatic and magnetostatic fields 
as w -+ 0. A full mathematical understanding of this limiting relationship is 
necessary to achieve a satisfactory theoretical foundation of this branch of 
classical physics. 
A first step towards a general discussion of the behavior of electromagnetic 
fields for small frequencies has been obtained in [ 11. But the results contained 
in [l], Section V are far from being complete. In particular, additional infor- 
mation is needed with respect to the following two points: 
(1) The considerations in [l], Section V are entirely restricted to a 
discussion of the electric field E. It is desirable to present a similar analysis 
of the limiting behavior of the magnetic field H. 
(2) The investigations in [l] make use of the fact that all reflecting bodies 
are simply connected. Is it possible to obtain similar convergence results 
without imposing this topological assumption ? 
The purpose of the present note is to discuss the first of these two points 
and to supplement the results of [l] by a discussion of the limiting behavior 
of the magnetic field H as w -+ 0. ;As in [l], the analysis presented in this 
paper starts with the representation 
-w) = $ v x 1, a(y) ,yy-; , &, (1.8) 
for the electric field. The boundary condition (1.2) is equivalent to the integral 
equation 
44 + & 1 44 [V” erK1x--l/l x = 
S 1 x --y 1 
x 4Y)] 6 44 (Lx E S). (1.9) 
By [l], Lemma 13, this integral equation is uniquely solvable in a neighbor- 
hood 1 w 1 < ws of w = 0 under the assumption that the topological genus 
pj of each surface Sj (j = 1, em*, n) is equal to zero. From this it can be easily 
deduced that E tends to a limit field E, as w - 0 (compare [l], Section V). 
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In Section 2 of this paper it will be shown that the investigation of the limiting 
behavior of the accompanying magnetic field 
H=$VxE (1.10) 
can be reduced to the discussion of the surface divergence V, . a as w --f 0. 
The necessary information about V, . a will be provided by showing that 
V, . a can be obtained as a solution of an integral equation which is uniquely 
solvable for w = 0. This integral equation which will be derived in Section 2 
serves as the starting point for the discussion of several individual situations 
which are considered in Sections 3-5. 
In Section 3 it will be assumed that the prescribed tangential field c does 
not depend on w. We shall prove that V x E = CW~H converges in this 
case, as w -+ 0, to the uniquely determined solution H,, of the magnetostatic 
boundary value problem (1.7) with y = - V, . c. This leads to a new proof 
of the fact that the limit field E. satisfies the equation V x E. = 0 in D, 
if and only if V, . c vanishes on S ([I], Th eorem 2, Fart III). If in addition 
V, * c vanishes on S, it will be shown that not only wH, but also H itself tends 
to zero as w ---f 0. 
In Section 4 we discuss the limiting behavior of the fields which are gene- 
rated by the reflection of an electric or a magnetic dipole field at S. These 
fields are of interest for several investigations, since they can be used to 
define Green’s tensors for the electromagnetic boundary value problem. As 
a consequence, we obtain complete results on the limiting behavior of the 
Green’s tensors as w + 0. 
Section 5 is devoted to the physically important case of electromagnetic 
fields (E, H) which are generated by a continuous volume distribution J,(x) 
of electric currents under the presence of the perfectly reflecting conductor 
surfaces S, , ..e, S, . It is possible to assign to every volume distribution 
J, of electric currents a volume distribution pw of electric charges by the 
relation 
(1.11) 
which can be interpreted as the time-independent formulation of the con- 
tinuity property. Indeed, by setting 
J*(x, t) = Re [J;(x) e-‘“‘I, p*(x, t) = Re [pw(x) emlOt], (1.12) 
(1.11) turns out to be equivalent to the usual continuity equation 
;p*$V*J*=O. (1.13) 
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We assume that Jw and pw both converge to limit distributions J,, and p,, 
as w + 0. It has been shown in [l], Section V under these assumptions and 
some additional regularity assumptions-which will be formulated in Sec- 
tion %-that the electric field E tends, as w -+ 0, to the electrostatic field Es 
which is generated by the charge distribution p. in the presence of the un- 
charged conductors S, , a.*, S, . In Section 5 we shall show that under similar 
assumptions the magnetic field also converges to a limit field H,, as w -+ 0 
and that H,, can be characterized as the uniquely determined solution of the 
boundary value problem 
v x Ho = Jo 2 V *Ho =0 in D,, 
n*H,,=O on S, 
H,, = 0 , ,’ ,2 
t-1 
as IxI+co. (1.14) 
Properties (1.14) show that Ho is identical with the magnetostatic field 
generated by the steady electric current distribution I,, in the presence of the 
conductors S, , *a*, S, . 
In the last two sections the results of Sections 2-5 are carried over to 
the case of the corresponding interior boundary value problem for Maxwell’s 
equations (1.1). In this case some modifications of the argument are necessary 
since it turns out that the integral equation for V, . u-which is closely 
related to the integral equation of Neumann’s problem for the reduced wave 
equation-is not uniquely solvable for w = 0. Thus it is not possible to 
derive the desired limiting results from the discussion of the inverse integral 
operator as in the case of the exterior problem. We shall employ an alternative 
argument which is based on methods recently developed by R. C. MacCamy 
in his study of the limiting behavior of the solutions of the two-dimensional 
boundary value problems for the reduced wave equation dp, + K2v = 0 as 
K+O [3]. We shall in Section 6 extend MacCamy’s result on the interior 
Neumann problem to three dimensions and to the case of boundary data 
which depend continuously, but not necessarily analytically on K (Theorem 5). 
This result enables us to derive similar limiting properties as in Sections 2-5 
for the interior electromagnetic boundary value problem as we shall show 
in Section 7. 
The methods of this paper do not yield contributions to the second question 
raised above. As proved in [2], the basic integral equation (1.9) has, for 
K=Oandc=O,p=p,+**. + p, linearly independent solutions (pj = topo- 
logical genus of Sj). This shows that the methods discussed here and in [l], 
Section V are definitely restricted to the case p = 0. However, I have con- 
siderable hope that it may be possible to extend the results to multiply- 
connected domains by applying an appropriate perturbation procedure which 
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is based on the theory of the corresponding boundary value problems for 
harmonic vector fields. Though my investigations in this direction are not yet 
complete, there are good reasons to expect that a discussion of the general 
case will require a much more involved analysis than the comparatively 
elementary argument presented here. Therefore it seems to be of interest 
to communicate the methods developed here, in spite of the topological 
restrictions which have to be imposed. 
2. THE INTEGRAL EQUATION FOR V, * a 
This section contains a description of the general methods which will be 
applied to specific problems in Sections 3-5. To emphasize the dependence 
on W, denote the solution of the electromagnetic boundary value problem 
formulated in the beginning of Section 1 by (Ew , Z9J. We consider the 
Banach-space B, of all continuous tangential fields a on S with the norm 
II a II = yg I 44 I (2.1) 
and the Banach-space L(B,) of bounded linear operators K acting from B, 
into itself with the norm 
(2.2) 
We assume that boundary data c,(x) are defined in a closed interval 
0 < w < w,, and that c,(x) depends continuously on w for every x E S. It 
follows that c, depends continuously on w with respect to the norm (2.1), 
since pointwise continuity implies uniform continuity for compact domains. 
Furthermore it is assumed that c, has, for every w of the interval [0, wa], 
tangential derivatives on S which satisfy a uniform Holder condition on S. 
We try to represent E, in the form 
Eu(x) = & v X j-, a,(y) , Tr; , ds, , 
where K is defined by (1.4) and a, denotes a suitable tangential field on S. 
This expression satisfies Maxwell’s equations (1 .l) and the radiation condition 
(1.3) for every continuous tangential field a, . The boundary condition (1.2) 
is equivalent to the integral equation 
a, i- K,a, = c, , 
where K, denotes the integral operator 
(2.4) 
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from B, into itself. Recall that we assume that each surface S, ( j = 1, **e, n) 
has the topological genus zero. Under this assumption it follows from [I], 
Lemma 13 that the integral operator I + K,, is invertible in L(B,). This 
implies, by the same argument as in [l], Sections 4 and 5, that (I+ &J-l 
exists in a sufficiently small circle ( w j < wr and depends analytically on w 
with respect to the norm (2.2). We may assume that wi < wa . From this we 
conclude that (2.4) has for 0 < w < wr the uniquely determined solution 
a, = (I + KJ-1 c, (2.6) 
and that a, depends continuously on w. This, together with the representa- 
tion (2.2), shows that E,(x) converges to the limit field 
‘kx) = & v X 1, a,(y) , x L y , dS, 
as w -+ 0. The convergence is uniform in every compact subregion of D, . 
A characterization of E, is contained in [I], Theorem 2, Part II. 
Now we turn to the discussion of the limiting behavior of the magnetic 
field H, as w --f 0. We obtain for x E D, and 0 < w < wr 
By applying [I], Lemma 1 and Lemma 2 to the integral equation (2.4), it 
follows that, along with c, , a, also has tangential derivatives which satisfy 
a uniform Hijlder condition on S. Thus we obtain, by using the definition of 
the surface gradient V, and the integral theorem of Gauss for closed surfaces, 
V. 
I s 




s a,(y) - V,, ew’z-y’ dS, 
lx-Yl 
= I s Po * G(Y)) ,T:; , ds, - (2.9) 
4Q9/15/3-5 
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Formulas (2.8) and (2.9), together with the relation ~~ = w%p, yields the 
representation 
ffuk4 =&v j (V, 
eLKls-l/l 
S 
*%J(rN Ixey, ds’v-- s /L(Y) Ixyy, erK’e--y’ ds,. 
(2.10) 
Since V, . a, satisfies a uniform Holder condition on S, it follows, by 
applying [l], Lemma 3 to (2.10), that H, , and thus V x E, = LW~H~ , 
are continuous in the closed exterior D, + S. Furthermore, note that 
V, . (n x E,) = V, . c is continuous on S. Therefore the well-known limit 
definition of the surface divergence, namely, 
(2.11) 
(S, a sequence of regular surface elements on S containing x as interior point 
with I( S, I( -+ 0 as n --, co, C, the boundary of S,, , no = t x n, t the tan- 
gential vector of C,) and the integral theorem of Stokes 
I E.tds= C93 s (v x E)andS (2.12) s n 
imply, because of E * t = E * (n x no) = - (n x E) . n,, , that 
V, * (n x E,) = - n . (V x E,) on S. (2.13) 
This, together with the boundary condition (1.2) and the first Maxwell equa- 
tion (1. I), shows that H, satisfies the boundary condition 
1 
n*H,=--VV,.c, on S. 
&UP 
(2.14) 
By using (2.14) and applying the jump relation for the normal derivative of a 
single potential to (2.10), we obtain for x E S 
a e~Kl~-YI 
%(Y))~ Ix -y, dh 6% 
= Zn(x) . j a,(y) , ;+y; , dS, - ‘& V, . c,(x). (2.15) 
S 
This integral equation will form the basis for the discussion of the behavior 
of H, as w -+ 0 in each of the cases considered in Sections 3-5. 
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We conclude this section with some remarks on the method to be employed 
in the following investigations. Denote the integral operator appearing on 
the left hand side of (2.15) by T,: 
(2.16) 
T, represents a completely continuous linear operator acting from the Banach 
space B, of all continuous functions h on S with the norm 
II h II = %y I w I (2.17) 
into itself. By using the operator T, , the integral equation (2.15) can be 
rewritten in the form 
with 
(--I+ T,)V,.a,=y, (2.18) 
r,,,(x) = - f n(x) * s, a,(r) , yr; , dS, - V, . C(X). (2.19) 
A well-known argument in potential theory shows that the homogeneous 
integral equation 
- X + T,,X = 0 (2.20) 
admits only the solution h = 0. Indeed, if h(x) is a continuous solution of 
(2.20), then 
satisfies the equation Ap, = 0 in D, , the boundary condition (a/&z) ve = 0 
on S and the estimates T = O(( x I-r), Vq = O(l x I-“) as 1 x 1 + co. Thus 
the usual uniqueness argument in potential theory yields v = 0 in D, and- 
since yi = ve = 0 on S-also 9) = 0 in Di . This implies that 
By Fredholm’s alternative theorem, the inverse operator (- I + T&l exists 
and is bounded. From this it follows by a similar argument as in the discus- 
sion of (I + KJ1 in the first part of this section that (- I + T,)-1 exists in a 
neighborhood 1 w 1 < w2 of w = 0 and depends analytically on w with 
respect to the operator norm 
(2.22) 
We may assume that w2 < wi . 
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In order to discuss the behavior of the magnetic field H, as w -+ 0 for 
given boundary data c, , we shall proceed in the following way. 
First we discuss the limiting behavior of a, by means of formula (2.6). This 
gives us information on the behavior of the right-hand side yW of (2.18). From 
this and the formula 
v,~a,=(--l+ 7’,)-ly, (2.23) 
we can deduce information on the limiting behavior of C, . a,. By using the 
representation (2.10) for H, and applying the knowledge on a, and V, . a, 
obtained during the previous steps, we shall get the desired information on the 
behavior of H, as w + 0. This program will be carried out in detail for several 
classes of tangential fields c, in the following sections. 
3. FREQUENCY-INDEPENDENT BOUNDARY DATA 
In this section it is assumed that the prescribed tangential field c does not 
depend on the frequency W. In this case it follows from (2.19) that yU depends 
analytically on w (with respect to the norm (2.17)) and converges to - V, . c 
as w -+ 0. More precisely, we obtain the estimate 
Yu = - V, . c + O(d) as w -+ 0. (3.1) 
From (2.23) and the analyticity of (- I + T&l we conclude that V, . a, 
depends analytically on w for / w 1 < ws . Furthermore, V * a, converges, as 
w---f 0, to 
h,=(--I+T,)-‘y,=-(--14T,)-lv,.c, (3.2) 
i.e., to the solution h, of the integral equation 
dS, = - V, . c(x). (3.3) 
By using (2.10) and observing that a, depends analytically on w for 1 w 1 < ws 
because of (2.6), it follows that wH, converges analytically, as w -+ 0, to the 
field 
44 = &v js%W l Ix--y( ds,- (3.4) 
The representation (3.4) shows that the limit field A satisfies the equations 
VxA=O, V-A=0 in D, (3.5) 
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and the asymptotic estimate 
A=O(&) as ~x~-+co. 
Furthermore, the integral equation (3.3) implies that A satisfies the boundary 
condition 
1 
n*A=----Ve*c on S. 
v 
(3.7) 
Finally, V, * c is assumed to satisfy a uniform Holder condition on S. This 
implies, by (3.3) and a well-known argument of potential theory, that also A,, 
satisfies a uniform Holder condition on S. From this and [l], Lemma 3 we 
conclude that A is continuous in D, + S. 
We show that these properties determine the field A uniquely. In fact, 
assume that the fields A, and A, both are continuous in D, + S, continuously 
differentiable in D, and satisfy properties (3.5-7). Let A = A, - A,. Since 
D, , as the exterior of a finite number of closed surfaces with topological 
genus zero, is simply connected, we can construct a single-valued y with 
A = VP, by the formula 
c/(x) = C jz A . t ds + a0 , (3.8) 
20 
where x,, is an arbitrary point in D, and C an arbitrary curve connecting x0 
and x within D, . Since A = O(l x I-“) as 1 x I--+ 03, we can choose the 
constant 01,, in (3.8) such that F = O(l x 1-l) as ( x 1 -+ co. By (3.5) and (3.7), 
q satisfies the equation Ag, = 0 in D, and the boundary condition (a/an) q~ = 0 
on S. Thus the usual uniqueness argument in potential theory shows that v, 
and hence A, vanishes in D, . We collect the results in the following theorem: 
THEOREM 1. Assume that the tangential field c does not depend on w and 
denote the solution of the electromagnetic boundary value problem formulated in 
section 1 by (EU , HJ. Then the field wH, depends analytically on w in a 
neighborhood of w = 0 and converges, as w ---f 0, to a limit field A which is 
continuous in D, + S, continuously differentiable in D, and satisfies conditions 
(3.5-7). A is uniquely determined by these properties. 
Theorem 1 can be considered as a counterpart of Parts I and II of [l], 
Theorem 2, which contain similar information on the behavior of E, as 
w + 0. It is of interest that Theorem 1 leads to a new proof of Part III of [l], 
Theorem 2. Since V x E, = LW~H, , it follows from Theorem 1 that 
V x E, converges to LPA as w + 0. On the other hand, the fact that a, 
tends to a,, as w .+ 0, together with the representation (2.3), implies that 
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V x E, converges, as w -+ 0, to V x E,, , where E,, denotes the limit of E, 
as w --+ 0. Thus we obtain the relation 
V x E,,=L/LA. (3.9) 
Assume that V x E,, = 0 in D, . Then (3.7) and (3.9) imply that V, * c = 0 
on S. On the other hand, if V, * c = 0 on S, then it follows that A, and 
hence V x E,, , vanishes in D, since A is uniquely determined by the proper- 
ties (3.5-7). Thus we have proved: 
COROLLARY TO THEOREM 1. Denote the limit of E, as w -+ 0 (which 
exists by [l], Theorem 2, Part I) by E0 . Then V x E, vanishes identically in D, 
;f and only if V, * c vanishes identically on S. 
This corollary is identical with Part III of [I], Theorem 1. 
Theorem 1 implies that H, tends to a limit H,, as w -+ 0 if and only if 
vll * c vanishes on S. In the remaining part of this section we shall assume 
that V, * c = 0 on S and calculate the limit field H,, . The starting point of 
our discussion is again the integral equation (2.15). We set 
(3.10) 
Since V, * c, vanishes on S, it follows from (2.15) that X, saitsfies the integral 
equation 
- h,(x) f TJ&) = yi n(x) - I, am(y) , “;“rl, dS, . (3.11) 
The right-hand side of (3.11) converges analytically to zero as w -+ 0. This 
implies, since (- I + T&l depends analytically on W, that X, converges 
analytically to zero as w -+ 0. (3.10) and the representation (2.10) show that 
also H, converges analytically to zero as w -+ 0. The convergence is uniform 
in every compact subregion of D, . Thus we obtain: 
THEOREM 2. Assume that c does not depend on w and that, in addition, 
V, * c vanishes S. Then H, depends analytically on w in a neighborhood of 
w = 0 and convuges to zero as w -+ 0. 
4. REFLECTION OF DIPOLE FIELDS 
Of main interest for applications to physics are those boundary data c 
which occur in the study of the reflection of a given incoming field 
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(Ernc , Htnc) at the surface S. In this case c and Ernc are related by the formula 
c = - n x Einc which expresses the fact that the tangential component 
n x (Etnc + E) of the total electric field Einc + E vanishes on S. In this 
section we consider the case in which the incoming field is generated by a 
magnetic or an electric dipole, located at a given pointy E D, , with prescribed 
vector moment p. 
We start with the remark that it is possible to assign to every vector solu- 
tion A of the reduced wave equation 
AA + GA = 0 (2 = w2cp, Im K > 0) (4.1) 
a pair of solutions (El, H1) and (E2, H2) of Maxwell’s equations (1 .l) by the 
formulas 
El=Q x A, Hl= ’ &Q x E’, 
E2=-&QxH2, H2=Q x A. 
By setting 
1 e~l~-Vl 
Ac&*Y;P)=~ (x-y, P (4.3) 
and applying (4.2), we obtain the fields E,j(x, y;p) and Hoi(x, y; p) of a 
magnetic (j = 1) and an electric (j = 2) dipole at y with moment p. The 
fields e,j(x, y; p) and &,j(x, y; p), which are produced by the reflection of the 
dipole field (&j, Hwi) at the perfectly conducting surface S, are given by 
where (E, , H,) is the solution of the electromagnetic boundary value problem 
formulated in Section 1 with the boundary data c, = - n x Em3 (j = 1,2). 
The dipole fields E,i and H,j depend linearly on the vector p. Since the 
operator K, defined by (2.5), and thus (I+ K&l, is linear, it follows that 
also the fields &j and &,j depend linearly on p. This implies that uniquely 
determined tensors Ej(x, y; W) and Hj(x, y; w) exist such that 
&?(x, Y; P) = E’(x, Y; w) P, &Yx,Y;P) = W,Y; W>P (j = 1,2). 
(4.5) 
Ej and Hj represent the Green’s tensors of the electromagnetic boundary 
value problem which play a similar role in electromagnetic theory as the 
Green’s function in the theory of boundary value problems for elliptic 
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equations. An extensive account of Green’s tensors for the corresponding 
interior boundary value problem, including applications to asymptotic 
estimates for eigenvalues and eigenfunctions, can be found in [4], Compare 
also the remarks in Section 7. 
This section is devoted to the study of the behavior of the fields 
&,j(x, y; p) and ffiwj(x, y; p) (j = 1, 2) as w + 0. We begin with the dis- 
cussion of the field $,,I = Em1 + E, , fiU1 = H,l + H, which is generated 
by a magnetic dipole at y with moment p under the presence of the perfect 
conductor S. It follows from the discussion above that (Em , H,) is the solution 
of the electromagnetic boundary value problem with 
c,(x) = - & n(x) x pz x (fi p)] . (4.6) 
By [I], Theorem 2, Em(x) converges, as w --+ 0, to a limit field E,, which is 
uniquely determined by the properties 
i V x (V x E,) = 0, 
V -E, =0 in D,, 
I 
44 x E,(x) = - & 44 x [vz x (+)I 
YI 
for x E s, 
I 
n*E,dS=O (j=l,-,n), 
( ~%=o(p$,~’ VXJ%=O(&) as Ix]-+co. (4.7) 
Thus &,I(,, y; p) tends to 
~dx, y; P) = & v, x ,x!y, +E&,Y;P). 
Note that by the integral theorem of Gauss 
(4.8) 
(4.9) 
since y ED, . Therefore the limit field l&l satisfies the boundary conditions 





(j = 1, **a, n). (4.11) 
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The discussion of the field H, is based on the integral equation (2.15). 
By applying (2.13) to the field Em1 and observing (4.6), we obtain 
v, * 44 = - &VW * [4x, x (V” x [g$P])] 
= &n(x) - [vz x (V” x [fip])] 
=&(+[V+[~~])+K~ ,;T;,p]. (4.12) 
(4.12) implies that V, * c, satisfies the estimate 
v,.C~(x)=~~(P.vZ~)+O(W2) as W-+0. (4.13) 5 
Here we have used the fact that the first term a, of the power series represen- 
tation 
(4.14) 
is independent of x and y and drops out after differentiation with respect to 
x. By (4.13), the function yU defined by (2.19) satisfies the estimate 
YJX) = - $ & (P * V, $--j-j) + O(w2) as w + 0. (4.15) 
Thus it follows by the argument described in Section 2 that V, * a, conver- 
ges, as w + 0, to the solution A, of the integral equation 
(4.16) 
Furthermore, by (2.10), wH,(x) converges, as w -+ 0, to 
H,(x) = kq wH,(x) = (4.17) 
By (4.16) and (4.17), th e 1 imit field H,, satisfies the properties 
1 
V x H,=O, V *H,, =0 in D,, 
44 - &M = - &y & (P - Vce A) for 
( 
x E s, 
H,(x) = 0 (&) as I x I + 00. (4.18) 
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Furthermore, since A, satisfies a uniform Holder condition on S because of 
(4.16), H,, is continuous in D, + S. The same argument which we have 
applied to the field A in Section 3 shows that H,, is uniquely characterized 
by these properties. The field wf-i,l(x, y;p) converges, as w ---f co, to the 
limit field 
Il,v,Y;P) = & v, x (V” x &j) + Kl(x, Yi PI w4 
which satisfies, because of (4.18), the boundary condition 
n&+0 on S. (4.20) 
In the same way as in the verification of (3.9) it can be shown that the limit 
fields Es and H,, are related by the formula V x Es = L~H,, . This, together 
with (4.8) and (4.19), yields 
v x IQ = ‘&f. (4.21) 
Now we turn to the discussion of the field 
-%= = E,’ -I- -% , A,==H,~+H,, 
produced by an electric dipole at y with moment p. (Em , HJ is the solution 
of the electromagnetic boundary value problem with the boundary data 
Cc&) = (4.22) 
By [l], Theorem 2, WE,(X) converges, as w -+ 0, to a limit field Es which 
is uniquely determined by the properties listed in (4.7) with the boundary 
condition replaced by 
n(x) x E,,(x) = for 
(4.23) 
The field wEU2(x, y; p) converges, as w -+ 0, to 
&Jyx, y; P> = $ Jx‘?(X~ y; P) 
= -j$,x [v+y + Eo(x> Y; P). (4.24) 
In particular, J&,2 satisfies the boundary conditions (4.10) and (4.11) on S. 
In analogy to (4.12) we obtain 
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= - & 44 * [L x (Gf)] 
=~n(x) . [V” x (=$)I. 
By (2.15) and (4.25), the function 
Aw=&Vo.a, 
satisfies the integral equation 
- X,(x) + T&,(x) = z n(x) - I, a,(z) , ;y; , dS, 
(4.25) 
(4.26) 
- &n(x) - [v” x (f=&)] , x E S. (4.27) 
(4.22) shows that the field WC- tends to a limit as w + 0. More precisely, 
by observing the remark in connection with (4.14), we obtain the estimate 
o&(x) = & 44 x [V” x (V” x A)] + O(w2) as u-to. 
(4.28) 
This, together with (2.6), implies that WQ, converges, as w + 0, to a limit 
field b, and that the estimate 
wa, = b, + O(w2) as W-+0 (4.29) 
ho1ds.r From this and (4.27) we conclude that A, converges, as w + 0, to 
the solution A, of the integral equation 
1 Note that K, = K. + O(d) as w + 0, and hence 
(I + K,)-’ = (I + K&-l f  O(o*), 
by (2.5) and the remark in connection with (4.14). 
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Furthermore, by (2.10) and (4.26), IiW converges to 
%(x) = & V j- h,(z) & dS, - $ j s b,,(z) & dS, . 
(4.31) 
s 
In the remaining part of our discussion we shall set up properties which 
yield a unique characterization of the limit field Ha . First we shall show that 
the limit field H,, satisfies the equation 
V ’ I!?,, = 0 in D, . (4.32) 
For this reason we set 
b, = wa, (4.33) 
and consider for w > 0 the function 
+!,Jx) = V . 1, b,(z) s dS, . (4.34) 
We obtain 
#u(x) = - j-, b,(z) . V, G dS, 
=-s s b,(z) * v,, eLK12-zl ,x _ z , dsz = s 
eLKIz-zl 
s F’, . k&4 , x _ z , dsz . (4.35) 
By multiplying (2.15) by w2 and observing (4.25) and (4.33), it follows that 
the function 
(4.36) 
satisfies the integral equation 
- g 44 * FE x (GP)] , x E s. (4.37) 
Since (- I + T&l depends analytically on w in a neighborhood of w = 0, 
it follows from (4.37) that p. converges to zero as w + 0. Furthermore, we 
obtain the estimate 
pw = O(w2) as w --+ 0. (4.38) 
This, together with the representation (4.35), implies that I/~ also tends to 
zero as w ---f 0 and satisfies the estimate 
+bu = O(u2) as w + 0. (4.39) 
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Since b, tends to b, as u + 0, it follows from (4.34) and (4.39) that 
v* - 
s S 
b,(z) , x 1 z , dS, = 0 in D, . (4.40) 
(4.31) and (4.40) imply that the limit field H, satisfies the equation (4.32). 
On the other hand, we have AH, = 0 because of the representation (4.31). 
Thus H, satisfies also the equation 
V x (V x Ho) = 0 
It follows from (4.3 1) that 
in D, . (4.41) 
V x H,(x) = - 5 V x 1, b,(z) h dS, . (4.42) 
On the other hand, since ~a, converges to b, as w --t 0, we conclude from 
the representation (2.3) that the limit field E, of WE, is given by 
(4.43) 
Therefore the limits E, and H,, of the fields WE, and Ha, respectively, are 
related by the equation 
V x H,, = - ME, in D 0. (4.44) 
(4.44) implies, in connection with (4.41) and (4.23), that E, satisfies the 
equation 
V x E. = 0 in D, (4.45) 
and that H,, satisfies the boundary condition 
for x E s. (4.46) 
Furthermore, (4.30) and (4.31) show that Ho satisfies also the boundary 
condition 
n(x) * Ho(x) = - &-n(x) - [V” x (&I] for x E S. (4.47) 
Finally, we want to show that H,, satisfies the asymptotic estimate 




uniformly for x E S, it follows from (4.31) that 
f&(4 = - -& h j, b&) ds + 0 (6) . (4.50) 
We shall show that 
J’ b, dS = 0. S (4.51) 
(4.43) implies, by jump relations, that 
b, = & (n x E,, - n x E,J. (4.52) 
Note that the argument which we have employed above in the proof of the 
relation (4.32) remains valid if x E Di . In particular, it follows that (4.45) 
is also valid in the interior Di of S. Therefore we obtain 
I n x Eoi dS = s V x E,dV=O. S Di 




n x Em dS = & j n(z) x [Vz x (Vz x z iI dsz 
=&i,:, x [Vs x (Vz x G); dvz 
= - & jD% x [A A] dV, = 0. (4.54) 
Combining (4.52-4.54) yields the relation (4.51). (4.50), and (4.51) imply that 
Ho satisfies the estimate (4.48). 
Finally, it follows from (4.31) that H,, satisfies the asymptotic estimate 
V x H,(x) = O(h) as /xI--t~. (4.55) 
Thus we have proved that the limit field H,, satisfies the equations (4.32) 
and (4.41) in D, , the boundary conditions (4.46) and (4.47) on S and the 
asymptotic estimates (4.48) and (4.55). Furthermore, the representation 
(4.31) shows that Ho is continuous in D, + S, since A, satisfies, by (4.30), a 
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uniform Holder condition on S. We show that H, is uniquely determined by 
these properties. In fact, assume that H is continuous in D, + S and satisfies 
properties (4.32), (4.41), (4.48), (4.55), and the corresponding homogeneous 
boundary conditions 
n x(V x H)=O, n-H=0 on S. (4.56) 
Since 
= s IV x H12dV=o(l) as p-co, D, 
Pl<P (4.57) 
it follows that V x H = 0 in D, . This implies, by the argument employed in 
Section 3 during the discussion of the field A, that H = 0 in D, . Thus H, 
is uniquely determined by the properties listed above. 
The field fi,2(x, y; p) converges, as w - 0, to the limit field 
fioz(x, Y; P) = & v, X h + H&v, y; p). (4.58) 
This concludes the discussion of the behavior of the fields &j, l?,j (j = 1,2) 
as w + 0 and the characterization of the limit fields. The limit fields .&,l 
and no1 are related by formula (4.21). In a similar way es2 and J&2 are related 
by the formula 
v x A,2 = - ‘d.?02 (4.59) 
which follows immediately from (4.24), (4.58), and (4.44). 
We collect the results in the following theorem: 
THEOREM 3. Let I$,,@, y;p) and &j(x, y; p) (j = 1,2) be the fields 
introduced in the beginning of this section. Then thefields &,,l, CIJ~?~~, f?,~, I?,” 
depend analytically on w in a neighborhood of w = 0. The limit jields 
(4.60) 
are uniquely determined by the following properties: 
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(a) For every y E D, and every vector p, the jields 
E,,+>Y;P) -&% x&y 
fiol(x, y; p) - g-& V% x (v” x ____ !b% ’ 1 
eoz(s,Y;P)+~v.x(~.x~). 
RJ2(x, y; p) - $ vz x ___ 
lb5 
(4.61) 
are, as functions of x, continuously dz$j%rentiable in D, and continuous in D, f S; 
(~1 -G, A,’ t’f 3 sa zs y in D, for x # y the equations 
v x E,l = c/LA;, v - Eoo’ = o, 
v x A,1 = 0, v * I?~’ = 0, 
v x Es2 = 0, v * E,2 = 0, 
v x l&)2 = - LEE& v * A,2 = 0; 
(r) &A fi t ‘f ,,j sa ES y on S the boundary conditions 
n x EJ = o, n x (V x f&j) = 0, n - & = 0, 
(4.62) 
I n.E,fdS=O (j=1,2;h=I;*~,n); Sk (4.63) 
(6) E,,j, @,,I satisfv the asymptotic estimates 
E,,‘(x) = o (&) , l&j(x) = 0 (&) as / x I - 00 (i = 1,2). 
Note that the additional asymptotic estimates V x &r = O(] x I-“) and 
V x I?,2 = O(] x j-2) which were employed in the uniqueness argument 
above are consequences of (j3) and (6). 
Since the limit fields &,J, l&j depend linearly on the vector p, they can 
be represented in the form 
E,,j(x, Y; P) = W, Y; 0) P, f&j@, Y; P) = Hi@, Y; 0) P (j = 1,2). 
(4.65) 
The tensors Ej(x, y; 0) and Hi(x, y; 0) are analogous to the degenerate Green’s 
tensors which were considered by C. Miiller and H. Niemeyer in the case of 
the corresponding interior boundary value problem [4]. Theorem 3 implies 
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the following limit relations for the Green’s tensors defined in the beginning 
of this section: 
lis P(x, y; w) = E’(x, y; 0), lii wH’(x, y; w) = Hl(x, y; 0), 
lii wE~(x, y; w) = E2(x, y; 0), lii HZ&, y; w) = H2(x, y; 0). (4.66) 
Similar limit relations for the interior boundary value problem will be proved 
in Section I. 
5. REFLECTION OF ELECTROMAGNETIC FIELDS PRODUCED BY 
VOLUME CURRENTS 
In this section we study the stationary electromagnetic field (Em, HJ 
which is produced by a volume distribution Jo of stationary electric currents 
with frequency w in the presence of the perfectly reflecting conductor sur- 
faces S, , **., S,, . We assume that for each w > 0 a current distribution 
J, is given which satisfies the following properties: 
(i) Jo(x) is twice continuously dzj@entiable in D, + S; 
(ii) JW(x) vanishes for 1 x j > R; 
(iii) JW(x) and the first derivatives of JW(x) depend for every x E D, + S 
continuously on w; 
(iv) JW(x) satisfies the boundary condition 
n * JW =0 on S; (5-l) 
(v) Jo(x) converges in D, + S, as w -+ 0, to a twice continuously daruen- 
tiable limit field Jo(x) uniformly in x; 
(vi) the function 
(5.2) 
converges in D, + S, as w + 0, to a Htilder-continuous limit function p&x) 
uniformly in x. 
Note that these properties differ in two points from the conditions which 
were imposed on JW in [l], p. 388. The assumption in [l] that JW vanishes 
in a compact subregion D, of D, is replaced by the weaker and more natural 
requirement that Jw vanishes in the exterior of a sufficiently large sphere and 
satisfies the boundary condition (5.1) on S. This boundary condition expresses 
the fact that no electric charge is transported across the boundaries S, , ..., S,, 
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of the conducting bodies. Property (ii) is assumed for the sake of simplicity 
and can be replaced by weaker assumptions on the behavior of JW at infinity, 
for example by the asymptotic relation 
JJx) = O(j x lw3-e) (a > 0) as Ix;‘(x). (5.3) 
The second point in which the properties of JW listed above deviate from 
those considered in [l] concerns the behavior of Jw as w + 0. In [I] it was 
only assumed that the charge distribution pW which is connected with the 
current distribution by the continuity equation (5.2) tends to a limit p0 as 
w -+ 0. This is sufficient for a satisfactory discussion of the behavior of 
the electric field E, as w ---f 0. For the following investigations which center 
primarily around the behavior of the magnetic field H, as w + 0, it is essen- 
tial to assume in addition that also the current distribution JW itself tends to a 
limit /a . 
The field (EW , H,), which is generated by the charge distribution jW 
under the presence of the perfectly reflecting surfaces S, , *a., S, , is uniquely 
determined by the following properties: 
(CX) E, and H, are continuously disferentiable in D, and continuous in 
D, + S; 
(/3) E, and H, satisfy in D, the equations 
V x E,-K+H~=O, V x H, + WEE, = JU; (5.4) 
(y) E, satisfies on S the boundary condition 
n x E, =O; (5.5) 
(6) E, satisfies the Sommerfeld radiation condition (1.3). 
The main result of this section can now be stated in the following form: 
THEOREM 4. Let J,(X) (W > 0) b e a set of vector fields with the properties 
(i) to (vi). C onss er ‘d f  or every w > 0 the uniquely determined field (Em , HU) 
with the properties (a) to (6). Then E,(x) and H,(X) converge in D, + S 
to limit fields E,(x) and H,,(x) as w -+ 0. The convergence is umform in every 
compact subregion of D, . The $elds E, and H, can be uniquely characterized 
by the following properties: 
(art), (as) E0 and H, are continuous in D, + S and continuously dz~erentiable 
in D,; 
(PI) V x E, =0, V*E =fi in De 0 e, c 
(n) nxE,=O on S; 
@I) E,(x) = O(l x I-“) as Ixl+oo; 
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(4 n*E,dS =o (j = 1, ***, n); 
s, 
(&) V x Kl = Jo, V . Ho = 0 in D,; 
w n*H,=O on s; 
(62) H,(x) = O(l x I-“) as 1 x ( --t CQ. 
Properties (01~) to (Q) h s ow that E, is identical with the electrostatic field 
produced by the charge distribution p0 , while properties (~4s) to (6,) show that 
Ho represents the magnetostatic field produced by the steady current distri- 
bution Jo . 
To prove Theorem 4, we form the vector field 
(5.6) 
and set 
JR = ‘& L - V x 0’ x AJI, H,’ = V x A, (5.7) 
Since 
AA, + 2Aw = - Jo and K2 = OJ%~, 
we have 
V x E,’ - LW~H~’ = 0, V x H,’ + LWEE,’ = Ju in D, . (5.8) 
Note that by (ii), (5.1) and the integral theorem of Gauss the following iden- 
tity holds: 
s dVv = - D j, (5.9) # 6 
Therefore we can repeat the calculation on [I], p. 389 (replacing D, by D,) 
and obtain the representation 
E,‘(x) = - & V jD 
* 
(V * Jw(r)) Ej dvw 
(5.10) 
By applying properties (v) and (vi), it follows that E,’ converges in D, + S, 
as w + 0, to the limit field 
(5.11) 
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The convergence is uniform in every bounded subregion of D, ,- S, in 
particular on S. Since p,, is assumed to be Holder-continuous in D, , it follows 
from (5.11) that 
V x E,’ = 0, V.E’,!?!? in 0 D e* (5.12) E 
By (5.6) and (5.7), H,’ converges, as w -+ 0, to the field 
H,‘(x) = -& v x 1, Jo(Y) $q dVv - (5.13) 
Note that formula (5.9) remains valid for w = 0 since n . j. vanishes on S, 
by (iv) and (v). Therefore 
We show that V * Jo vanishes in D, . Indeed, consider an arbitrary regular 
subdomain Do of D, with the boundary So. By the integral theorem of 
Gauss, we have 
[DOV.JUdV=j- n. JwdS. (5.15) 
so 
The volume integral in (5.15) tends to zero as w --+ 0, because of (vi). The 
surface integral in (5.15) converges to 
s n- J,,dS= s V* J,dV so 4 
as w --t 0, because of (v). Thus we obtain 
s V-JodV=O 4 
(5.16) 
for any regular subdomain Do of D, . This implies-since V * Jo is continuous 
in De--that V * Jo vanishes in D, . Therefore (5.13) and (5.14) yield 
V xH,‘= Jo, V-H,‘=0 in D,. (5.18) 
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Now we determine for every w > 0 the field (EI , Hz) which satisfies the 
equations 
V x El-wpH;=O, V x Hl+ WEE: =0 in D,, (5.19) 
the boundary condition 
n x Ei= --n x E,’ on S (5.20) 
and the radiation condition (1.3) at infinity. It follows from (5.8), (5.19) and 
(5.20) that the field 
E,=E,‘+E;, H, = H,’ + Hi (5.21) 
is the required field with the properties (LX) to (6). Thus it remains to discuss 
the behavior of the field (Ez , Hz) as w + 0. 
(EL, Hc) is the solution of the electromagnetic boundary value problem 
formulated in Section 1, with the boundary data 
c, = - n x E,‘. (5.22) 
First we have to show that c, satisfies the assumption made in Section 1, i.e., 
that c, has tangential derivatives on S which satisfy a uniform Holder con- 
dition on S for w 3 0. Since J, is assumed to be twice continuously dif- 




D, (V.J&)),x--y,dK=- D~C’~J&Ww,x-r, s enrlzl-l)idh 
= s s n(y) (V . JwW E d% 
+ lDeF3 
e‘K’2--11’ V(V * J&)) dVv . (5.23) 
Inserting this into (5.10) yields 
EwY-4 = - & /,n(r) 0’ * Jw(u)) E ds, 
+ & JDa [wJw(r) - 4; W . Jo(y))] G dlry . (5.24) 
The volume integral in (5.24) is continuously differentiable in the whole space 
and the first derivatives satisfy a uniform Holder condition on S. The surface 
integral 
B(x) = j., NY) (V - Jo(y)) fi ds, (5.25) 
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satisfies on S (because of 71 x n = 0) the relation 
49 x W = 44 x j, MY) - +>I P - /w(r)> E d& . (5.26) 
From (5.26) it follows easily that n x B has tangential derivatives which 
satisfy a uniform Holder condition on S. In fact, every tangential derivative 
a/a.& of the surface integral in (5.26) can be obtained by interchanging the 
order of integration and differentiation, because of the estimate 
as x-y. 
(5.27) 
This shows that c, = - n x E,’ has tangential derivatives satisfying a uni- 
form Holder condition on S. Therefore we are able to apply the argument 
of section 2. We have 
-‘C(x) (5.28) 
As shown in Section 2, a, converges, as w + 0, to the solution a, of the 
integral equation 
a&) + -& s, 44 x kz p-&-- x aoW] ds, = - 4x1 x G’(x), 
x E s. (5.29) 
Ez converges, as w + 0, to the field 
Eg(x) = &- V X I, a,(y) & dS, . 
Furthermore, a, has for 0 < w < wr continuous tangential derivatives on S 
which satisfy a uniform Holder condition on S. By (2.15), 
(5.31) 
satisfies the integral equation 
- h,(x) + & j, A&) $ g+ dS* = xdx) (5.32) 
with 
rw(x) = g n(x) . Js a,(y) ss dS, - -$ V, . cJx). (5.33) 
ELECTROMAGNETIC WAVE FIELDS 475 
Formulas (5.6) and (5.7) show that H,‘, and thus V x E,’ = LW~H,‘, are 
continuous in D, + S. Furthermore, V, * (n x E,‘) exists and is continuous 
on S, as shown above. Therefore we obtain by (2.13) and (5.22) 
V, . c, = n . (V x E,‘) = w/m . H,‘. 
Inserting this into (5.33) yields 
(5.34) 
r&4 = z n(x) - I, U&J) G dS, - n(x) . H,‘(x). (5.35) 
Thus yU converges, as w -+ 0, to - 7t * H,,’ uniformly on S. Therefore 
A, = (- I + T&r 3/W converges, as w -+ 0, to the solution A, of the integral 
equation 
- h,(x) + & j$y) & G 6, = - 44 - Ho+). (5.36) 
The representation (2.10) (with H, replaced by Hi) shows that Hz converges, 
as w + 0, to 
Thus we have proved that E, and H, tend to the limit fields 
E,=E,‘+E;, H,=H,‘+H,” (5.38) 
as w + 0. We have to show that the limit fields E,, and H,, satisfy the con- 
ditions stated in Theorem 4. We begin with the discussion of the field Ho. 
By (5.36), A,, satisfies a uniform Holder condition on S. Therefore H,“, 
and hence Ho, is continuous in D, + S. Thus H,, satisfies (~a). Property @a) 
is an immediate consequence of (5.18) and (5.37). It follows from (5.36) and 
(5.37) that Hi satisfies the boundary condition n * Hi = - n * H,,’ on S. 
This proves (‘yz). Finally, the asymptotic estimate (6,) follows from (5.6-5.7) 
and (5.37). The properties (aa) to (6,) determine Ho uniquely as shown in 
Section 3 in the discussion of the field A. 
Now we turn to the discussion of the limit field E, . Since a, , as solution 
of the integral equation (5.29), satisfies a uniform Hiilder condition on S 
(by [I], Lemma I), it follows from (5.30) and [I], Lemma 3 that E,“, and hence 
E,, , is continuous in D, + S. Thus (iyi) is satisfied. By (5.30), we have 
V . Ei = 0. Since a, converges to a, uniformly on S, it follows from (5.28) 
and (5.30) that V x Ez tends to V x Ei as w -+ 0. On the other hand, the 
discussion above has shown that HL converges to H,” as w -+ 0. Therefore 
V x Ez = wpH~ tends to zero as w - 0. This proves the relation 
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V x Ei = 0. From this and (5.12) it follows that EO satisfies the equations 
(BJ. The boundary condition (n) is an immediate consequence of (5.29) 
and (5.30), and (5.11) and (5.30) imply the asymptotic estimate (8,). The 
relations (5.21), (5.11), and (5.30) h s ow that the limit field E, can be con- 
tinued into the interior Di of S = S, + .*. + S, such that n . EOi = n . EO, 
on S and V . E, = 0 in Di . This implies, by the integral theorem of Gauss, 
that E, satisfies the integral conditions (pi). Thus we have proved that the 
limit field E, satisfies the relations (ai) to (ei). The uniqueness argument 
contained in [I], Section V (compare p. 381) shows that E, is uniquely 
determined by these properties. Thus we have verified all statements of 
Theorem 4. 
6. ONTHEINTERIORNEUMANNPROBLEMFORTHE 
REDUCED WAVE EQUATION 
The remainder of this paper is devoted to the question of how the results 
derived in the previous sections can be carried over to the case of the corre- 
sponding interior boundary value problem. We consider a closed connected 
surface S, which separates the three-dimensional Euclidean space into an 
exterior domain D, and a bounded interior domain D. We allow that perfectly 
conducting bodies D, , e-e, D, with surfaces S, , ***, S, are imbedded in D. 
We assume that S, , S, , ..., S, are three times continuously differentiable 
and that for any k # 8, D, + S, and Dd + St have no common points. We 
set S = S, + S, + ***j-S,, D*=D,+*‘*+D, and Di=D -D*. 
We shall study stationary electromagnetic wave fields (&,, , HJ in the 
bounded domain Di which are totally reflected at the exterior boundary S, 
and the interior boundaries S, , e-s, S, . In order to apply most of the notation 
used in the previous sections to the situation considered here, we orient the 
normal unit vector n(x) on S in such a way that n(x) points always into Di . 
Thus n(x) has the direction of the interior normal on S,, and of the exterior 
normal on S, , *a+, S, . 
In analogy to the exterior boundary value problem formulated in Section 1, 
we shall consider the following interior boundary value problem: 
Find vector jields E,,, , H, such that 
(a’) E, and H, are continuously dz@rentiable in D, and continuous in 
Di + s; 
(b’) E, and H, satisfy in Di Maxwell’s equations (1.1); 
(c’) E, satisjes on S the boundary condition 
n x E, = c,. (6.1) 
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As in the previous sections it is assumed that the prescribed tangential 
field c,(x) depends continuously on w and has for every w 2 0 tangential 
derivatives which satisfy a uniform Holder condition on S. 
It is well known that the corresponding homogeneous problem (co = 0) 
has a countable set of real eigenvalues. Denote the smallest positive eigen- 
value by wi . Then the interior boundary value problem formulated above has 
a uniquely determined solution (Em, HJ for 0 < w < wi . E, can be repre- 
sented in the form (2.3) where a, is the solution of the integral equation 
(2.4-2.5) h h . w ic is uniquely solvable for 0 < w < wi . 
We want to discuss the behavior of the field (Em , H,) as w -+ 0. As in the 
previous sections, we assume that each surface S, (j = 0, 1, *.*, n) has the 
topological genus zero. Under this assumption it can be shown that the 
homogeneous integral equation 
+) + & 1, n(X) X [va j&q X a(y)] ds, = 0 (x E S) (6.2) 
has no nontrivial solutions. The proof follows closely the argument employed 
in the proof of [l], Lemma 13. The asymptotic estimate used in [l], (5.8) has 
to be replaced by the boundary condition on S, . In order to prove [l], (5.16) 
for the situation considered here, note that the relations 
s n*EdS=O (j=l,*..,n) (6.3) Sj 




since V . E vanishes in Di . 
Since (6.2) admits only the solution a = 0, it follows as in Section 2 that 
E,(x) converges, as w + 0, to the field E,,(x) defined by (2.7), where a, 
is the uniquely determined solution of (2.4-2.5) for w = 0. The convergence 
is uniform in every compact subdomain of Di . The limit field E,, has the 
properties 
1 
V x (V x E,) = 0, V *E, =0 in D,, 
n x E, = c,, on S, 
i 
I 
n.E,,dS =0 (j = 0, 1, s-m, n). (6.5) 
St 
These relations, together with the fact that E,, is continuously differentiable 
in DC and continuous in Di + S, determine E, uniquely (compare [l], p. 381). 
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The same argument as in Section 2 shows that r-I, is given by (2.10) and 
that V, . a, satisfies the integral equation (2.15). But in contrast to the case 
of the exterior boundary value problem discussed in Section 2, the homo- 
geneous integral equation (2.20) h as now a nontrivial solution which is 
uniquely determined up to a multiplicative constant. In fact, by reproducing 
a well-known argument in potential theory, it follows from 
s a i ----dds, =0 dn, l--Y1 for x$&+-S 
and the jump relation that Y = 1 satisfies the adjoint equation 
On the other hand, if v is a solution of (6.7), then 
(6.7) 
(6.8) 
vanishes on the exterior of S, and on the interior side of S, , *.o, S, . Thus 
the usual uniqueness argument in potential theory shows that 9 vanishes in 
the complement of Di . This implies, since (a/an) CJZJ is continuous across S, 
that (a/an) v vanishes on S. Thus g, is constant in Di and v = 4 pi is constant 
on S. Thus the solution manifold of the adjoint equation, and hence of (2.20), 
has dimension 1. In particular, (2.20) has a solution 9 satisfying 
I 
J#rI*dS=l. (6.9) 
The existence of a nontrivial solution # of (2.20) shows that the inverse 
operator (- I + T&l which has formed an important tool in our previous 
considerations does not exist in the case of the interior boundary value pro- 
blem. Thus it is necessary to modify the argument used in Section 2 for the 
discussion of H, . We shall proceed in the following way: Set 
%Jx) =& Js tvo - %J(r)) jy-q-j P+-~’ ds, 9 
where K and w are related by (1.4). (2.15) says that vK is a solution of the inte- 
rior Neumann problem 
Av, + tcztpK = 0 in Di, 
tPx=yK on S (6.11) 
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with yK (= rw) defined by (2.19). In the applications which we have in mind, 
it can be verified that yK tends to a limit y0 as K + 0. From this we have to 
deduce that rpK converges, as K + 0, to a solution v0 of the corresponding 
interior Neumann problem for the Laplace equation, 
AT, =0 in D,, 
(6.12) 
Therefore it is necessary to study the behavior of the solution v)K of the 
boundary value problem (6.11) f or K + 0. The main result is contained in the 
following theorem, the proof of which will take the remainder of this section: 
THEOREM 5. Consider a family of continuous functions y,(x) defksed on S 
which depends continuously on K for K > 0. Then the solution vK of the boundary 
value problem (6.11) (which is uniquely determined for 0 < K < K1 , where Kla 
is the smallest positive eigenvalue of the problem Ap, + $I = 0 in D, , 
(a/an) ~JJ = 0 on S) satisfies the estimate 
’ (pK(x) = - 27r 11 Di 11 [I,YK~~] $(I +0(K)) + o(1) aS Kdo, 
(6.13) 
where 11 Di jl denotes the volume of Di . The solution ‘px of (6.11) converges to a 
limit q. as K -+ 0 if and only ;f  the limit 
p =limJ- 
K-b0 K2 
~,c ds (6.14) 
exists. In this case the limitfunction po is a solution of the boundary valueproblem 
(6.12), and VT, converges to VT, as K -+ 0. The convergence is uniform in 
every compact subregion of Di . 
To prove Theorem 5, we shall apply a method which has been developed 
by R. C. MacCamy in a recent paper [3]. In [3] R. C. MacCamy studies the 
behavior of the solution of exterior and interior boundary value problems for 
the two-dimensional reduced wave equation with Dirichlet and Neumann 
boundary data as K + 0, under the assumption that the boundary data 
depend analytically on K. His argument in the discussion of the interior 
boundary value problems makes essential use of power series representations 
with respect to K. Here we shall apply a variant of his argument in the dis- 
cussion of the exterior Dirichlet problem which can be extended to boundary 
data depending continuously on K. 
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Let 4 be a solution (2.20) subject to the condition (6.9). We introduce 
the operator 




acting from the Banach space B, of all continuous functions on S into itself 
and show that -I + S is invertible. We make use of the notation 
(6.16) 
and denote the adjoint operator of T,, by To*: 
To*v(x) = & s, 4~) $ h ds, (x E S). (6.17) 
Y 
(6.6) and the jump relation imply that 
- 1 + To*1 = 0. (6.18) 
Assume that v satisfies the homogeneous equation - v + Sv = 0. By (6.15), 
we have 
- v  + T,v = (v, #). (6.19) 
Since 
(-v+Tov,--v+T,v)=(v,~)(--v+T,v,l) 
= (v, #) (v, - 1 + T,*l) = 0 
by (6.18), it follows that - v + Toy, and hence (v, $), vanishes. Thus 
v = CY~I,~ since the dimension of the nullspace of -I + To is equal to one. 
Therefore, by (6.9), (Y, I/) = OL~(#, ) = cyl = 0 and v = CQ# = 0. This 
shows that the homogeneous equation - v + Sv = 0 has no nontrivial 
solution. Thus we conclude from Fredholm’s alternative theorem that the 
inverse operator (- I + S)-l exists. 
The next step of our argument consists in verifying the following state- 
ment. 





Then Y = (- I + S)-l p is a solution of the integral equation - v  + T,v = p. 
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By (6.15), Y = (- I + S)-1 p satisfies the equation 
- v + T,v - (v, #) = /.L. (6.21) 
(6.18), (.620), and (6.21) imply that 
(% #‘)(l, 1) = (- v + T,v - /A, 1) 
= (- v + Toy, 1) = (v, - 1 + T,,*l) = 0. (6.22) 
Since (1, 1) = 11 S 11 f 0 (11 S )I th e surface area of S), (6.22) shows that 
(v, 4) =O. Hence, by (6.21), - v + T,,v = TV. This proves Lemma 1. 
After these preparations, we consider, in analogy to the argument applied 
by R. C. MacCamy, the integral operator 





I u.%&-y, -,x--y, 27711s II s 
___ 1) dS,] d&1 . (6.23) 
Since (- I + S)-l is bounded, we conclude from (6.23) that L, depends 
analytically on K with regard to the operator norm (2.22). Furthermore, the 
power series representation (4.14) h s ows that the operator norm II L, 11 satis- 
fies the estimate 
IIL II = ok’) as K --+ 0. (6.24) 
From this we deduce, by considering the Neumann series expansion, that 
the inverse operator 
(I - L,)-1 = f Lj (6.25) 
j=o 
exists in a sufficiently small interval 0 < K < ~a and depends analytically on 
K. Furthermore, (I - L,)-l satisfies the estimate 
11 (I - L,)-l - I 11 = O(K~) as K --f 0. (6.26) 
we Set for 0 < K < fC2 
v,l = (I - L&l I#, (6.27) 
v,2 = (I -L-l (- I + S)-l (Y” - &j J, Yn dS) , (6.28) 
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where I+$ is a solution of (2.20) subject to the condition (6.9) and 11 S // deno- 
tes the surface area of S. By (6.23), vK1 and vK2 satisfy the following equations: 




----.I U$(3’)an,(,x-y, -,x-y, 277llWI s 
____ ‘) dS,] dS.1 , (6.29) 
%w = (- I + SF1 ]r,(x) - & j, Gyy) & (G -&J ds, ) 
(6.30) 
Note that the arguments of (- I + S)-l in both formulas satisfy the ortho- 
gonality condition (6.20). Thus Lemma 1 implies that 
(-- I + To) h.W - v%4> = - &- j, V,"(Y) 2 (G - &) ds, 
+ J&21 (6.31) 
and 
(-- I + To) vcY4 = ~$4 - $ j, v~(Y> T$ (G - A) ds, 
z 
- h j, ox ds + Jd?~l, (6.32) 
where we make use of the abbreviation 
J&l = 1 
3 eCKln-fJl 1 
---I u,v(y’an,(,x-y, -,x-y, 27rllS II s 
-dS, dS,. 1 (6.33) 
By observing the definition of To in (2.16) and the relation (- I + T,,) #I = 0, 
we conclude that v,l and vK2 satisfy for 0 < K < tc2 the integral equations 
and 




G dS, = ]&;I (6.34) 
- ~~(4 + & j, c2(y) & fi ds, = Y,(X) - &, j YK ds + J&21. 
S 
(6.35) 
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Now we set for j = 1,2 
q:(x) = & $, u:(y) G dS, (XEDf$S). (6.36) 
By (6.34) and (6.35), vK1 and vK2 satisfy on 5’ the boundary conditions 
a 
& s2 = 3/K - & j-, YK dS + J&L% (6.38) 
We show that 
LbK11 # 0 (6.39) 
in a sufficiently small interval 0 < K < us . In fact, assume that J,Jv~~] = 0. 
Then (6.34) implies that yK1 satisfies the integral equation 
- uK1(x) + $ j-, uK’(y) & s dS, = 0. (6.40) 
Denote as above the smallest positive eigenvalue of the homogeneous pro- 
blem dp, + Xp, = 0 in Di , +/an = 0 on S by K:. It follows from (6.40) 
that v,’ vanishes for 0 < K < K1 . On the other hand, (6.26) and (6.27) show 
that v,’ satisfies the estimate 
us1 = z) + O(K~) as K-0 (6.41) 
uniformly on S. Since 114 11 # 0, (6.41) implies that ~,l does not vanish 
identically in a sufficiently small interval 0 < K < Kq . Thus JJY~~] cannot 
vanish if 0 < K < KS = Min (K~ , K~). 
(6.37) and (6.38) show that for 0 < K < Kg = Min (K~, K3) the (uniquely 
determined) solution ye of the boundary value problem (6.11) is given by 
pdS - JKb21) P> + v2. (6.42) 
We shall use this representation to discuss the behavior of vK for K -+ 0. 
We start with the discussion of the denominator JK[vK1]. By power series 






=-2 an, I~-Yl +o(K3) 
=- fi f O(K3) aS K-0. 
(6.43) 
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By inserting the estimates (6.41) and (6.43) into (6.33), it follows that 
By the integral theorem of Gauss, we have 
X-Y n(x) * ___ 
S IX-Y 
as K --+ 0. (6.44) 
d&x 
=--- J 1 D, ~~-Y)~v5~+~vx~~x-Y)]dV, t 









The function T(X) is continuously differentiable in the whole space and 
satisfies the equation 
for x E Di , 
for x$Di +S. (6.48) 
Since $ satisfies the integral equation 
- e> + 2 j, NY) g-$ &q as, = 0, 
it follows from the jump relations of potential theory that 
ani 




-5 = 2* on S. 
an (6.51) 
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The relations (6.46-6.48) and (6.50-6.51) imply that 
1 =- 
2 







I 2 s 
T 3 dS - + j,* (TAU - UAT) dV 
an 
= - 277 /,, a dV. 
Since Au = 0 in Di and (a/an) us = 0 on S, it follows that a is constant 
in Di: 
u(x) = a for XED~. (6.52) 
We show that the constant 01 is different from zero. Assume that 01 = 0. 
Since u is continuous across S, it follows that D vanishes on the exterior 
side of So and on the interior sides of S, , se=, S, . Thus, by the uniqueness 
statements for the exterior and the interior Dirichlet problem for the Laplace 
equation, u vanishes in Do + D, + es* + D, . Hence, by (6.51), 4 vanishes 
on S, in contradiction to (6.9). This proves that 01 # 0. Thus we obtain 
Is+(r) [I,, A] ds, = - 27m II Di II (a # O), (6.53) I 
where 11 Dj I/ denotes the volume of Di . Inserting this into (6.45) yields the 
estimate 
JK[v2] = - # ct~~ + O(K’), a # 0 for 
By (6.36), (6.41), (6.46) and (6.52) it follows that 
K+ 0. (6.54) 
= $ Lz + O(K’) as (6.55) 
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Furthermore, (6.28), (6.33), and (6.36) show that 
jK[v2] = O(2) as K-r0 (6.56) 
and 
yK2 = O(1) as K + 0. (6.57) 
By using the representation (6.42) for P)~ and applying the estimates (6.54- 
6.57), we conclude that P)~ satisfies the estimate (6.13). 
To prove the second part of Theorem 5, we have to investigate the limit 
behavior of ~~~ more closely. (6.26) and (6.28) imply that 
VK 2 = (- I + A’)-l (yK - & 1, yK dS) + O(K~) as K + 0. (6.58) 
Since yK is assumed to depend continuously on K for K 3 0, (6.58) shows that 
VK 2 converges, as K -+ 0, to the limit function 
vo2 = (- I+ SF1 (Yo - $j Is Yo dfJ) 
uniformly on S. Since 
PO = Yo - (, ; ,, - /odS i 
satisfies the condition (6.20), it follows from Lemma 1 that vo2 satisfies the 
integral equation 
- vo2(X) + & s, ‘02b’) & &,q ds, = y,,(x) - &, j- y. dS, 
S 
x E s. (6.61) 
The convergence of vK2 to vo2 implies, by (6.36), that qC2 converges, as K -+ 0, 
to the limit function 
~‘0~64 = & j-, QYY) & ds, (6.62) 
uniformly in Di + S. Furthermore, Vvr2 converges to V~J~” as K -+ 0 uni- 
formly in every compact subregion of Di . By (6.61) and (6.62), vo2 is a solu- 
tion of the boundary value problem 
Avo2 = 0 in Di, 
(6.63) 
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Finally note that, by (6.33) and (6.43), the limit 
exists. Thus the estimates (6.56) and (6.57) can be sharpened to 
JK[v,7 = 8~” + O(K~) as K-+0 (6.65) 
and 
v,“W = GW + 41) as K-+0. (6.66) 
By inserting (6.54-6.55) and (6.65-6.66) into (6.42), we obtain the following 
estimate which refines (6.13): 
' "(') = - 2~ (IDi (1 [& s, YK ds] [I + O(K)] 
- $ fi + ~~"(4 + o(l) as K -+ 0. (6.67) 
1 
This estimate shows that vK tends to a limit p,, as K + 0 if and only if the 
limit (6.14) exists. Assume that the limit (6.14) exists. Then (6.14) and (6.67) 
show that the limit q~s of vK as K + 0 is given by 
Furthermore, the existence of the limit (6.14) implies that 
s 
y$) as = 0. 
S 
(6.69) 
Thus we conclude, by (6.63), that qs2, and hence v,, , is a solution of the 
boundary value problem (6.12). 
Finally note that the same argument leading to (6.55) shows that Vv,l 
satisfies the estimate 
vq?,’ = o(K2) SS K+O (6.70) 
uniformly in every compact subregion of DC . This, together with the fact 
that VvKs tends to Vqs2 as K ---f 0, implies that VT,, converges to VCJJ, = Vvo2 
as K + 0. This concludes the proof of theorem 5. 
7. CONVERGENCE RESULTS FOR INTERIOR DOMAINS 
In this final section we shall discuss how the results of Sections 3-5 can be 
extended to interior domains, by applying the method developed in the 
preceding section. We shall use the same notation as in the last section. 
488 WERNER 
During the discussions in Sections 3 to 5 we have made use of the existence 
of the inverse operator (- I + T&l in six different situations. In each of 
these situations the use of the inverse operator has to be replaced by an 
application of Theorem 5. Our main task consists in showing that the assump- 
tion (6.14) of the second part of Theorem 2 is satisfied in each special situa- 
tion. All other considerations, in particular those which are related to the 
discussion of the field E, , can be extended without change to the case of 
the interior boundary value problem. 
We start with a discussion of the case of constant boundary data which 
was the subject of Section 3. The field H, can be represented in the form 
(2.10) where a, is the solution of the integral equation (2.4-2.5) with c, = c. 
By (2.15), the function 
satisfies the integral equation 
--h,(4 + & s, U.Y) & E d&i =~$4 (x E q, (7.2) 
where yK is defined by 
and K and w are related by (1.4). (7.2) implies that the function 
9’&) = $ I, h,(y) G dS, 
is the solution of the boundary value problem (6.11) with ‘yx defined by (7.3). 
By the integral theorem of Gauss for closed surfaces, we have 
s V,*cdS =O. (7.5) s 
The relations (7.3) and (7.5) imply that the limit (6.14) exists. Thus it follows 
from the second part of Theorem 5 that p1 tends to a solution v0 of the bound- 
ary value problem (6.12) with 
and that Vr,o, converges to Vv, as K + 0. On the other hand, the representa- 
tion (2.10), together with (7.1) and (7.4), shows that 
wH,(x) = Vp)&c) - $1 
s 
u,(y) fi dS, . (7.7) 
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Thus we conclude that wH, converges, as w -+ 0, to the field 
A =Vcp,,. (7.8) 
Since v,, is a solution of the boundary value problem (6.11) with 3/O given by 
(7.6), it follows that the limit field A has the properties (3.5) and (3.7). This 
proves the analogon of Theorem 1 for the case of the interior boundary value 
problem. 
In a similar way the proof of Theorem 2 can be carried over to interior 
boundary value problems. In this case set 
and define vK by (7.4). By (3.11), qua is the solution of the boundary value 
problem (6.11) with 
YY@) = z n(x) * I, U&J) G ds, . (7.10) 
Since a, , as a solution of the equation a, + &a, = c, depends analytically 
on w in a neighborhood of w = 0, we obtain 
u, = a, + O(w) as 
and hence 
w + 0, (7.11) 
dS, + O(G) as lC+O. (7.12) 
By (2.7), we have 
a, = ig (n x E,i - R x E&). (7.13) 
As in the proof of the corollary to Theorem 1, it follows that V x E, = 0 in 
Di. We prove that V x E, vanishes also in D, = D, + D, + 0.. + D, . 
The same calculation as in (2.8-2.10) shows that 
v X J%(X) = $ V j-, PO -Q&)) j&q ds, . 
Thus [l], Lemma 3 implies that rr x (V x E,,) is continuous across S. Hence 
n x (V x E,,) vanishes on the interior side of S, , ***, S,, and on the exterior 
side of S, . Furthermore, (2.7) shows that V x (V x E,) = 0 in 
Do -I- D, -I- 6.. -I- Q, . 
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Thus we obtain, by Green’s formula, fori = 1, a.., n, 
0 = j, [n x (V x Es)] . ,!?a dS = j,, n * [(V x E,) x B,] dS 
3 
= jn,V[(V x E,) x &,]dV= - j IV x Eo12dV, 
1 Dj 
and hence V x E, = 0 in D, + *.. + 0,. A similar argument applies 
to the unbounded domain D, . Thus we have proved that V x E, = 0 in 
Di and D, . This, together with (2.13) and (7.13), shows that V, . a, = 0 on S. 
From this we conclude, by repeating the calculation in (4.34-4.35), that 
v- ~ I 
1 
S 
%(Y) , x -y, dSv = 0. 
By observing (7.12) and (7.14) and applying the integral theorem of Gauss, it 
follows that 
s 
ye dS = O(K~) as K + 0. (7.15) 
S 
Since yK depends analytically on K, (7.15) implies that the limit (6.14) exists. 
Thus the second part of Theorem 5 can be applied, and we conclude that vK 
tends to the solution qz~s of the boundary value problem (6.12). Since y,, = 0 
by (7.10), it follows that q,, is constant in Di . By (2.10), we have 
H,(x) = Vcp&) - z j, a&) G dS, . (7.16) 
This shows that H, tends to zero as w + 0. Thus also Theorem 2 remains 
valid in the case of the interior boundary value problem. 
Now we turn to extending the results of Section 4 on the reflection of 
dipole fields to the interior boundary value problem. We begin with the 
study of the field (&l, fiU1). A s a b ove, define &, and P)~ by (7.1) and (7.4), 
respectively. By (2.15), vK is the solution of the boundary value problem 
(6.11) with yK defined by (7.3). From (7.3) and (4.12-4.13) it follows that yK 
satisfies the estimate (7.15) and converges, as K --+ 0, to 
Since yK depends analytically on K, (7.15) implies that the limit (6.14) exists. 
Thus Theorem 5 shows that vK tends, as K -+ 0, to the solution q+, of the 
boundary value problem (6.12) with y,, defined by (7.17). Furthermore, VT, 
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converges to Vv, as K -+ 0. Thus it follows from (7.7) that wH, tends, as 
w + 0, to the field H,, with the properties 
v x Ho =o, V aHo =0 in Di, 
n(x) * H,(x) = - &p&(~*Vz&) for XE:S. (7.18) 
This shows that all considerations in Section 4 which are concerned with the 
field (,!?,I, fiU1) can be extended to the interior boundary value problem. 
Now we proceed to the discussion of the field (gU2, fiU2). Define c, by (4.22) 
and let (& , HJ the solution of the interior boundary value problem (a’), 
(b’), (c’) formulated in Section 6. Furthermore, denote the smallest positive 
eigenvalue of the corresponding homogeneous problem by wr and set for 
O<W<Wl 
B,(x) = w&(x) = & v x s, b,(z) G as, (7.19) 
so that b, and the field a, defined by (2.3) are related by (4.33). Since 
n x B, = WC, on S, b, is given by 
b,(x) = (I + Ku)-’ ]& n(X) X [k X (vz X [G P])] 1 ) (7.20) 
where K, denotes the integral operator introduced in (2.5). (7.20) shows that 
b, tends to a limit field b, as w--f 0. Furthermore, since I] Km - K,, II = O(w2) 
and hence 11 (I + KJ-l - (I + K&l II = O(w2) as w + 0, it follows from 
(7.20) that b, satisfies the estimate 
b, = b, + O(u?) as W-+0 (7.21) 
uniformly on S. By (7.19), B, converges to 
B&4 = $ V x ~,4+) & as, (7.22) 
and V x B, converges to V x B, as w + 0. We show that V x B, vanishes 
in Di and in D, . The same calculation as in (2.8-2.10) yields 
V x B,(x) = & V I, (V, . b,(z)) G as, 
+ g j-, b,(x) s dS, . (7.23) 
Set 
~(4 = & j-, (V, * b,(z)) s dS, . (7.24) 
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Since 
it follows from (7.23-7.24) that vK is a solution of the boundary value problem 
(6.11) with 
YK(4 = &n(x) * [On x (sfj - g n(x) . j-, b,(s) G dS, . 
(7.25) 
(7.25) shows that yK satisfies the estimate 
yK = O(K~) as K -+ 0. (7.26) 
Therefore the limit (6.14) exists, and Theorem 5 implies that vK converges to a 
solution ~a of the boundary value problem (6.12) as K + 0. Since yK tends to 
y0 = 0, it follows that v0 is constant in Di . Hence Vv, tends to zero as K -+ 0. 
This, together with (7.23-7.24), shows that V x B, converges to zero as 
w + 0. Hence we obtain V x B, = 0 in Di . By (7.23), 7t x (V x B,) is 
continuous across S. By (7.22), V x (V x B,) = 0 in D, .From this we 
conclude as above, by applying Green’s formula, that V x B, vanishes also 
in D, . Thus we have proved 
V x B,=O in Di + De . (7.27) 
This implies, by (2.13), that 
V, * (n x B,,) = V, * (n x B,,) = 0 on S. (7.28) 
On the other hand, it follows from (7.22) by the jump relation that 
6, = &(n x Boi -n x Bo,). (7.29) 
The we obtain the relation 
v, * b, = 0. (7.30) 
After these preparations we turn to the discussion of the field H, . We 
shall apply Theorem 5 for a second time. For this reason define A, by (7.9) 
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and vK by (7.4). By (2.15), (4.25), and (4.33), qua is the solution of the boundary 
value problem (6.11) with 
YKW = 2 
plz-sl 
44 * s, 4oc4 Ix--zJ dS, - $ n(x) . [Vz x (G p)] . 
(7.31) 
By the integral theorem of Gauss, we have 
js,n(x).[V,x&]dS,=O (YEQ.,j=l,***,n). (7.32) 
Formula (7.32) is also valid for j = 0 since 
5. VEX C p&g =-- I ,:, * , sscyy,3 ( x P) = O(l x k3) 
as /Xl-+~ (7.33) 
SO that the corresponding integral over the sphere 1 x 1 = p tends to zero as 
p + CO. This, together with (7.21) and (7.31), implies that 
f yK ds = $ Is n(x) * [s, b,(z) s dS,] dS, + O(2) as K + 0. 
s 
(7.34) 





b&9 ( x - z ( 
ds, = 0. (7.35) 
S 
Thus the integral theorem of Gauss shows that the double integral in (7.34) 
vanishes so that 
I 
yK dS = O(2) as K -+ 0. (7.36) 
S 
Therefore the limit (6.14) exists, and it follows from Theorem 5 and (7.31) 
that qK converges, as K --t 0, to a solution v. of the boundary value problem 
(6.12) with 
By (2.10), (7.4), and (7.9), H, converges to 
HOW = %o@) - 2 1 
s 
bob) &J dsz . (7.38) 
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By (7.35) and (7.38), we have V . H,, = 0 in Di , This, together with AH0 = 0. 
implies that V x (V x Ho) = 0 in Di. Finally, (7.37) and (7.38), together 
with (a/&z) v0 = yO, show that 
44 * Ho(x) = - $4~) . (vs x fi j for x E s. (7.39) 
Thus we have proved that H, tends, as w -+ 0, to the uniquely determined 
solution of the boundary value problem 
i V x (V x Ho) = 0, V *Ho =0 in Di, 
! 
44 * Ho(x) = - & n(x) . (vz x &j for x E s, 
< 
i 
44 x [V x Ho(x)I = - &Y 4-d x [L x (L x A)] 
L for x ES.2 (7.40) 
This shows that all considerations of Section 4 can be carried over to the 
case of the interior boundary value problem. In particular, it follows that the 
degenerate Green’s tensors considered in [4] can be obtained as limits of the 
corresponding Green’s tensors for w # 0 (compare formula (4.66)). 
We conclude this paper with the extension of the considerations in Section 5 
to the interior boundary value problem. Assume that Jo satisfies the proper- 
ties (i) to (vi) formulated in Section 5, with D, replaced by Di . The discussion 
of the fields E,‘, H,‘, EL (formulas (5.1-5.30)) can be immediately carried 
over to the case of the interior boundary value problem. Only the argument 
pertaining to the field Ht requires some modifications. We shall use a similar 
argument to that employed above in the discussion of the field (EM2, Aw2). 
It is convenient to assume an additional regularity property for the prescribed 
current distribution jw. We require that, in addition to (i) to (vi), the limit 
p; =lii!=p (7.41) 
exists, uniformly in Di + S, where pw is defined by (5.2). This implies, by 
(5.10-5.1 I), that also the limit 
c,’ = iii- w (7.42) 
* The second boundary condition in (7.40) follows as in Section 4 from the relations 
(4.23) and (4.44) where E. is the limit of oEw as w -+ 0. 
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exists where c, is defined by (5.22). Since (I + KU)-1 depends analytically 
on w in a neighborhood of w = 0, it follows from (7.42) and (2.6) that the 
limit 
Qo’ = w+. 
lim a, - ‘0 
0 
(7.43) 
exists. In particular, a, satisfies the estimate 
a, = u. + O(W) as 0 -+ 0. (744) 
By (5.28) and (5.30) V x Ez converges to V x E”, as w -+ 0. We shall 
show that V x Ei vanishes in Di and in D, . In analogy to (2.10) we have 
v x KJ(4 = & v s, (VII * a,(y)) G as, + f j-s u,(y) G as, 
Set 
(7.45) 
‘h(X) = $ j-, (v, - a,(y)) G dS, . (7.46) 
By (2.15) and (5.34), ~~ is a solution of the boundary value problem (6.11) 
with 
Y&) = - g 64 * ~,4r) (x--yI eLK’z--y’ &I - uopn(x) * Hu’(x). (7.47) 
(5.18) implies that 
I 
n - H,,,’ dS = 0. (7.48) 
s 
By (7.47) and (7.48), the limit (6.14) exists. Furthermore, (7.47) and (5.6-5.7) 
show that yK tends to zero as K -+ 0. Therefore it follows by Theorem 5 that 
P)~ tends to a constant, and hence V~J, to zero, as K + 0. This implies, by 
(7.45) and (7.46), that V x EC converges to zero as w + 0. Since V x Eb is 
the limit of V x El, we conclude that V x Eb vanishes in Di . As above 
[compare the considerations after (7.13)], it follows from this and the repre- 
sentation (5.30) that V x El, vanishes also in D, . Thus we conclude, by using 
(2.13) and (7.13), that 
VO -a, =0 on S. (7.49) 
Now we define X, and v, by (5.31) and (7.4), respectively. By (2.10), we 
have 
H&c) = VC&) - 2 j-, u,(y) E dS, . (7.50) 
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By (7.50) and (5.34), vx is a solution of the boundary value problem (6.11) with 
dS, - n(x) . Hw’(x). (7.51) 
(7.49) implies, by the calculation in (4.34-4.35), that 
v* uo(y),x-yl 
err’x-v’ d&‘, = 0. 
s 
(7.52) 
This, together with (7.48), implies that 
1 
K2 sYK 
dS = - & js[n(x)~j,“““,“““‘~d~,]dS,. 
IX-Y I 
(7.53) 
Therefore the (uniform) existence of the limit (7.43) implies that the limit 
(6.14) exists. Thus it follows from Theorem 5 and (7.51) that vK tends, as 
K -+ 0, to a solution v. of the boundary value problem (6.12) with 
y. = - n - Ho’. (7.54) 
Furthermore, VT, converges to Vv, as K + 0. This shows, by (7.50), that 
Hz converges, as w -+ 0, to the field 
H; = VT,, (7.55) 
which is uniquely determined by the properties 
V x H,“=O, V *Hi =0 in Di, 
n-H,“= -n-Ho’ on s. (7.56) 
This concludes the proof that the discussion of the field H, , and hence the 
whole content of Section 5, can be extended to the case of the interior bound- 
ary value problem. 
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