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Abstract
A square bipartite design is a pair of square 0–1 matrices A and B satisfying the following
matrix equation:
ATB = λJ + diag(d),
where J is a matrix filled with all ones, λ is a positive integer, and diag(d) is a diagonal matrix
with the vector d in the diagonal. We give a characterization of a class of non-regular square
bipartite designs; our result generalizes some earlier results of De Bruijn and Erd"os, Lehman,
and Gasparyan. © 2002 Elsevier Science Inc. All rights reserved.
Keywords: 0–1 Matrices; Design theory; Linear algebra
1. Introduction
In this paper, we shall consider two matrices equivalent if one is obtained from
the other via row and/or column permutations; similarly, we shall consider two pairs
of matrices equivalent if the matrices of one of the pairs can be obtained from the
matrices of the other by simultaneous row and/or column permutations. We shall
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write A ∼= B if there exist two permutation matrices P and Q such that B = PAQ,
and we shall write (A,B) ∼= (C,D) if there exist two permutation matrices P and Q
such that (C,D) = (PAQ,PBQ) or (D,C) = (PAQ,PBQ).
Let A and B be two 0–1 matrices of size n×m, with n,m  3; let J be a matrix
filled with all ones; let d be a column vector of dimension m (all our vectors will
be column vectors); and let λ be a positive integer. If ATB = λJ + diag(d), where
diag(d) is the diagonal matrix of size m×m with the vector d in the diagonal, then
the pair (A,B) is called a (d, λ) bipartite design.
A (d, λ) bipartite design with m = n+ 1 is called an extremal bipartite design;
pairs (A,B) of matrices that define extremal bipartite designs are studied in [7]. The
extremal bipartite designs are related to the 0–1 simplices (full-dimensional sim-
plices with 0–1 vertices, which can be described by using 0–1 constraints with λ as
right-hand side).
A (d, λ) bipartite design with m = n is called a (d, λ) square bipartite design
(SBD). An SBD is regular if there exist positive integers r and s such that
AJ = JA = rJ,
BJ = JB = sJ,
ATB = BAT = λJ + (rs − λn)I.
An important class of square 0–1 matrices is the class of the incidence matrices
of degenerate projective planes (DPP matrices), i.e.
[
0 1T
1 I
]
,
where 1 denotes a column vector whose components are all equal to one. When
B = A and A is a DPP matrix (up to rearranging rows and columns), we say that the
pair (A,B) is a DPP design.
The problem of characterizing the square bipartite designs is usually divided into
two subproblems: the characterization of the regular SBDs and the characterization
of the non-regular ones. The theory of the regular SBDs includes two important
subjects of combinatorics: the classical theory of symmetric block designs and the
theory of partitionable clutters; the first is one of the most developed topics of
combinatorics; the second is mainly related to the theory of perfect graphs (see, for
instance, [2,11]) and to the theory of ideal clutters [9,10,15].
The first important result in the direction of characterizing the non-regular SBDs
was obtained by De Bruijn and Erd"os in 1948 (see also [13]):
Theorem 1 [3]. If (A,A) is a non-regular (d, 1) square bipartite design with d  1,
then (A,A) is a DPP design.
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This was generalized by Lehman in 1981 (see [10, p. 104]):
Theorem 2 [10]. If (A,B) is a non-regular (d, 1) square bipartite design with d  1,
then (A,B) is a DPP design.
Theorem 2 has some important consequences in polyhedral combinatorics: it
completely characterizes the square minimally non-ideal matrices and is one of the
arguments in the proof of the famous result of Lehman [10] on the structure of mini-
mally non-ideal polyhedra (see also [12]). Theorem 2 has been recently generalized
in [6].
Theorem 3 [6]. Let (A,B) be a non-regular (d, 1) square bipartite design with
n > 3. If the vectors d,Ad−1, and Bd−1 have full supports, then (A,B) is a DPP
design.
(Here d−1 denotes the column vector whose ith component is equal to the inverse
of the ith component of d.) To see that Theorem 3 generalizes Theorem 2, note that
if d  1 than d has full support; moreover, since ATB is non-singular (see Corollary
10), it follows that A and B have no zero-rows, and so both vectors Ad−1 and Bd−1
have also full support.
Some applications of Theorem 3 in the theory of perfect graphs and in poly-
hedral combinatorics are discussed in [6]. For more applications of the theory of
SBDs in polyhedral combinatorics, graph theory, and combinatorics we refer to
[1,4,5,8,14].
Note that Theorems 1–3 give results on (d, λ) non-regular square bipartite designs
in the particular case of λ = 1. The goal of this paper is to investigate (d, λ) non-
regular square bipartite designs in a more general context, i.e. when λ  1. Our main
result is the characterization of a class of non-regular square bipartite designs (see
Section 2); this characterization generalizes Theorems 1–3.
In Section 3, we shall give some properties of 0–1 matrices that will be used in
this paper; Sections 4 and 5 are devoted to the study of special pairs of 0–1 matrices;
finally, in Section 6 we shall prove our main result.
We close this section with some definitions and notations. As usual, I denotes an
identity matrix of appropriate size, J denotes a matrix of appropriate size filled with
all ones; 1 and 0 denote column vectors of appropriate dimension whose components
are all equal to one and zero, respectively; in particular, 1n will denote a vector of
dimension n. All our vectors will be column vectors. A one-row (one-column) of a
matrix A is a row (column) of A whose components are all equal to one; a zero-row
(zero-column) of A is a row (column) of A whose components are all equal to zero.
A full support vector is a vector whose components are all different from zero. For
every full support vector d, we denote by d−1 the vector whose ith component is
equal to the inverse of the ith component of d. The scalar product of two vectors u
and v of equal dimension is denoted by u · v.
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Let A = [aij] be a 0–1 matrix. We denote by ai· and a·j the vectors corresponding
to the ith row of A and to the jth column of A, respectively. We denote by rAi the
number of the components of ai· that are equal to one (row sum) and by cAj the
number of components of a·j that are equal to one (column sum). We say that A
is r-regular (or, shortly, regular) if rAi = r for every i and cAj = r for every j. The
columns of A are linearly independent if Ax = 0 implies x = 0; the columns of A
are affinely independent if Ax = 0 with x /= 0 implies xT1 /= 0.
Finally, two integers h and k are relatively prime, if they have no common divisor,
that is gcd(h, k) = 1.
2. The main result
In this section we shall characterize a class of non-regular square bipartite designs.
Theorem 4. Let (A,B) be a non-regular (d, λ) square bipartite design with d full
support. If ai· · bj ·  λ for every i /= j , then (A,B) is either a DPP design (with
n > 3) or is one of the following five types:
(A,B) ∼=



1 1 01 0 1
1 0 0

 ,

1 0 11 1 0
1 0 0



 , (1)
(A,B) ∼=



1 1 11 0 1
1 1 0

 ,

1 1 11 1 0
1 0 1



 , (2)
(A,B) ∼=




1 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 ,


0 1 1 1
1 1 0 0
1 0 1 0
1 0 0 1



 , (3)
(A,B) ∼=




0 1 1 1 1 1
1 0 0 0 1 1
1 0 0 1 1 0
1 0 1 1 0 0
1 1 1 0 0 0
1 1 0 0 0 1


,


0 1 1 1 1 1
1 1 0 1 0 0
1 0 1 0 0 1
1 1 0 0 1 0
1 0 0 1 0 1
1 0 1 0 1 0




, (4)
(A,B) ∼=




0 1 1 1 1 1
1 0 0 1 1 1
1 0 1 1 1 0
1 1 1 1 0 0
1 1 1 0 0 1
1 1 0 0 1 1


,


0 1 1 1 1 1
1 1 1 0 1 0
1 1 0 1 0 1
1 0 1 0 1 1
1 1 0 1 1 0
1 0 1 1 0 1




. (5)
Theorem 4 implies Theorem 3. To see this, we first need the following definition.
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Definition 5. Let A and B be two 0–1 matrices of size n×m, with n  m  3,
and let λ be a positive integer. The pair (A,B) is a λ-pair if, for each i /= p (i, p =
1, . . . , n) and for each j /= q (j, q = 1, . . . , m),
a·j · b·q  λ  ai· · bp·. (6)
Note that the pairs (A,B) in the hypotheses of Theorem 4 are λ-pairs: indeed, since
(A,B) is an SBD, it follows that a·j · b·q = λ for every j /= q.
λ-Pairs play a special role in the study of square bipartite designs: indeed, as we
shall see in Section 4 (see Lemma 20), every (d, 1) SBD with d, Ad−1, and Bd−1
full support, is a λ-pair. Thus (since the pairs (1)–(5) are not (d, 1) SBDs with n > 3)
Theorem 4 implies Theorem 3, and so it also generalizes Theorem 1 of De Bruijn
and Erd"os and Theorem 2 of Lehman.
Corollary 6. Let (A,B) be a non-regular (d, λ) square bipartite design satisfying
the following two properties:
(i) the vectors d, Ad−1, and Bd−1 have full support,
(ii) there exists a non-zero integer t such that t and λ are relatively prime and di ≡
t (mod λ) for every i = 1, . . . , n.
Then (A,B) either is a DPP design (with n > 3), or it satisfies one of (1), (4), and
(5).
As we shall see in Section 4 (see Lemma 20), the pairs (A,B) that satisfy the
hypotheses of Corollary 6 are in particular λ-pairs, and so the validity of Corollary 6
immediately follows from Theorem 4 by observing that in both cases (2) and (3) the
vector Bd−1 has not full support.
The results of Lehman and Gasparyan generalized by Theorem 4 and Corollary
6 have many applications. The main results of this paper could be then used to
generalize these applications. In particular, they could be used as a first step in the
characterization of “minimally non-integral polyhedra” defined by 0–1 constraints
with constant right-hand side (λ) plus the non-negativity constraints. When λ = 1,
a characterization of such minimally non-integral polyhedra was given by Seb"o
in [14].
3. Some properties of 0–1 matrices
In this section we shall discuss properties of 0–1 matrices that define square bi-
partite designs.
Property 7. Let A be a 0–1 matrix of size n×m and let r be a positive integer. If
each row of A has at least r components equal to one, and if each column of A has at
most r components equal to one, then m  n. Moreover, A is r-regular if and only if
m = n.
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To see the validity of this property, let N denote the total number of elements of
A that are equal to one. By assumption, rn  N  rm, and so m  n. Thus A is
r-regular if and only if m = n.
We shall often use the following result in linear algebra:
Lemma 8. Let M and N be two n×m real matrices. Then the matrix MTN + I is
singular if and only if the matrix NMT + I is singular.
Proof. By symmetry, it is sufficient to show that the singularity ofMTN + I implies
the singularity of NMT + I . If MTN + I is singular, then there exists a non-zero
vector x such that (MTN + I )x = 0. Let y = Nx. Note that y /= 0, for otherwise
0 = (MTN + I )x = MTy + x = x /= 0. Now, (NMT + I )y = NMTNx + Nx =
N(MTN + I )x = 0, and so NMT + I is singular. 
Two instant corollaries of Lemma 8 are the following:
Corollary 9. Let A be a non-singular 0–1 matrix. Then the matrix J − A is non-
singular if and only if the sum of the elements of A−1 is not equal to one.
Corollary 10. Let (A,B) be a (d, λ) square bipartite design, where d is a full sup-
port vector. Then ATB is non-singular if and only if λ∑ni=1 d−1i /= −1.
Corollary 9 easily follows from Lemma 8 by letting M = −A−11 and N = 1;
indeed, MTN + I = −1T(A−1)T1 + 1 is non-singular if and only if the sum of
the elements of A−1 is not equal to one, while NMT + I = −11T(A−1)T + I =
−J (A−1)T + I is non-singular if and only if A− J is non-singular.
Corollary 10 easily follows from Lemma 8 by letting M = λd−1 and N = 1;
indeed, MTN + I = λ(d−1)T1 + 1 is non-singular if and only if λ∑ni=1 d−1i /= −1,
while NMT + I = λ1(d−1)T + I = λJ diag(d−1)+ I = λJ (diag(d))−1 + I is non-
singular if and only if λJ + diag(d) = ATB is non-singular.
The following lemma gives properties of pairs of matrices that define square bi-
partite designs:
Lemma 11. If (A,B) is a (d, λ) square bipartite design with d full support, then
the columns of A and B are affinely independent. Moreover, if A is singular, then
Ad−1 = 0; if B is singular, then Bd−1 = 0.
Proof. By assumption, ATB = λJ + diag(d) with d full support. To show that the
columns of A are affinely independent, assume the contrary: there exists a non-zero
vector µ such that µTAT = 0T and µT1 = 0. Hence, µTATB = 0T, that is λµTJ +
µTdiag(d) = 0T. But then, µTdiag(d) = 0T (because µTJ = 0T), contradicting the
assumption that d has full support. Similarly, one can show that the columns of B are
affinely independent.
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Now, assume that A is singular. Then there exists a non-zero vector µ such that
µTAT = 0T; since the columns of A are affinely independent, µT1 /= 0. Since
µTATB = 0T, we have λµTJ + µTdiag(d) = 0T, and soµT = −λµTJ diag(d−1) =
−λµT1(d−1)T. Since µTAT = 0T, and since µT1 /= 0, it follows that Ad−1 = 0. In
a similar way, one can show that if B is singular, then Bd−1 is a zero vector. 
(Lemma 11 generalizes Lemma 8 in [6].)
An important class of 0–1 matrices is the class of the so-called De Bruijn–Erd"os
(DE) matrices (DE matrices were called Lehman’s matrices in [16]).
Definition 12. A square 0–1 matrix is a DE matrix if, for each zero element, the
number of ones in the corresponding row equals the number of ones in the corre-
sponding column.
Observation 13 [16]. Every DE matrix can be decomposed in the following way:

X1 J · · · J
J X2 · · · J
...
...
.
.
.
...
J J · · · Xt

 ,
where each diagonal block Xi is a square regular matrix, and each off-diagonal
block has all elements equal to one.
In particular, the number of one-columns of a DE matrix is equal to the number
of one-rows. The following result, whose elegant proof is due to Conway, gives a
sufficient condition for a 0–1 matrix to be a DE matrix.
Lemma 14. Let A = [aij] be an n×m 0–1 matrix, with n  m, having no one-
columns. If, for every aij = 0, the number of zeros in the ith row is at most the
number of zeros in the jth column, then n = m and A is a DE matrix.
Proof. Let n′  n denote the number of rows which are not one-rows. We have
∑
{i,j : aij=0}
1
n(m− rAi )
=
∑
{i: m−rAi >0}

 1
m− rAi
∑
{j : aij=0}
1
n


=
∑
{i: m−rAi >0}
(
1
m− rAi
m− rAi
n
)
= n
′
n
 1.
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Moreover,
∑
{i,j : aij=0}
1
m(n− cAj )
=
m∑
j=1

 1
n− cAj
∑
{i: aij=0}
1
m


=
m∑
j=1
(
1
n− cAj
n− cAj
m
)
= 1.
Now, by assumption, for every aij = 0, m− rAi  n− cAj , and n  m. It follows that
n(m− rAi )  m(n− cAj ), and so
1 =
∑
{i,j : aij=0}
1
m(n− cAj )

∑
{i,j : aij=0}
1
n(m− rAi )
 1.
Hence in the above inequalities equality must hold, n = m and m− rAi =
n− cAj . 
We close this section, by proving a property of a DE matrix.
Lemma 15. Let A be an n× n (n > 1) DE matrix with no one-columns. Then A is
non-singular if and only if J − A is non-singular.
Proof. By Observation 13, A has a block decomposition where each diagonal block
Xi is an ri-regular matrix of size ni × ni , and each off-diagonal block has all ele-
ments equal to one; clearly, ri  ni − 1 (because A has no one-columns). It follows
that the matrix J − A has a block decomposition where each diagonal block Fi is
equal to J −Xi and each off-diagonal block has all elements equal to zero. Clearly,
Fi is an (ni − ri)-regular matrix of size ni × ni .
First, assume that A is non-singular. If J − A is singular, then there exists some
Fi , say F1, that is singular. Then, there exists a non-zero vector µ such that F1µ =
0, and so 1TF1µ = 0. Since 1TF1 = (n1 − r1)1T (because F1 is (n1 − r1)-regu-
lar) with n1 > r1, it follows that 1Tµ = 0. Now, 1Tµ = 0 and F1µ = 0 imply that
(J − F1)µ = 0, that is X1µ = 0. But then, there exists a non-zero vector δ with
δT = [µT 0T] such that Aδ = 0, and so the columns of A are linearly dependent,
contradicting the assumption that A is non-singular.
Next, assume that J − A is non-singular, and so each Fi is non-singular. Let
σ(J − A) denote the sum of all elements of (J − A)−1, and let σ(Fi) denote the
sum of all elements of F−1i . Corollary 9 implies that the matrix A is non-singular if
and only if σ(J − A) /= 1. Now, since σ(J − A) =∑i σ (Fi), it is sufficient to show
that each σ(Fi) > 1. For this purpose, set Yi = JFiF−1i J . Note that Yi = niJ ; on the
other hand, Yi = (ni − ri)JF−1i J = (ni − ri)σ (Fi)J . Hence, σ(Fi) = ni/(ni − ri).
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Now, since ri  1 (for otherwise, the matrix Fi would be singular), σ(Fi) > 1, and
so we are done. 
4. λ-Pairs
In this section we shall prove some properties of λ-pairs (A,B) with A and B of
size n×m (with n  m  3).
Property 16. Let (A,B) be a λ-pair with A = [aij] and B = [bij]. Then
aij = 0 ⇒ rAi  cAj ,
bij = 0 ⇒ rBi  cBj .
Proof. Since (A,B) is a λ-pair, (6) implies that rAi  λ and rBi  λ for every i =
1, . . . , n. Let i and j be two arbitrary indices such that aij = 0. If cAj = 0, then we
are done. Otherwise, consider the cAj × rAi submatrix B ′ of B obtained by removing
all rows bh· such that ahj = 0 and all columns b·k such that aik = 0. Since (A,B) is
a λ-pair, it follows that rB ′h  λ for every h (take the scalar product of the ith row of
A and any row of B of different index) and that cB ′k  λ for every k (take the scalar
product of the jth column of A and any column of B of different index). Hence, by
Property 7, rAi  cAj . A similar argument shows that bij = 0 implies rBi  cBj . 
Lemma 17. Let (A,B) be a λ-pair. If A has no one-columns, then A is a DE matrix
with no one-rows; if B has no one-columns, then B is a DE matrix with no one-rows.
Proof. First, assume that A has no one-columns. The thesis can be proved by
the same argument, due to Conway, used in proving Lemma 14. Indeed, for every
aij = 0, we have rAi  cAj which, together with n  m implies that n(m− rAi ) 
m(n− cAj ). Hence,
1 =
∑
{i,j : aij=0}
1
m(n− cAj )

∑
{i,j : aij=0}
1
n(m− rAi )
 1,
implying that in the above inequalities, equality must hold. It follows that n = m and
that A is a DE matrix with no one-rows.
A similar argument shows that if B has no one-columns, then B is a DE matrix
with no one-rows. 
Lemma 18. Let (A,B) be a λ-pair with A having no one-columns. If ai· /= aj · for
some i /= j, then ai· · bj · = λ; if a·i /= a·j for some i /= j, then a·i · b·j = λ.
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Proof. By Lemma 17, A is a DE matrix with no one-rows. Since (A,B) is a λ-
pair, (6) implies that rAi  λ for every i, and so A has no zero-rows; hence A has no
zero-columns (because it is a DE matrix).
To prove the first part of the lemma, let i and j be two arbitrary indices, with
i /= j , such that ai· /= aj ·. Note that there exists an index, say h, such that ajh = 1
and aih = 0: if ajh = 1 implied aih = 1 for all h, then there would exist an index k
such that aik = 0 and ajk = 0 (because ai· is not a one-row), and so rAi = cAk = rAj
(because A is a DE matrix). But then ai· = aj ·.
Since aih = 0, it follows that rAi = cAh (because A is a DE matrix). Now, consider
the submatrix B ′ of B obtained by removing all columns p such that aip = 0 and all
rows q such that aqh = 0. By the same argument used in the proof of Property 16, B ′
satisfies the conditions of Property 7, it is a square matrix (because rAi = cAh ) and so
it is regular. But, since in the construction of the matrix B ′ row j has not been elimi-
nated while row i has been eliminated, it follows that ai· · bj · = λ, and we are done.
To prove the second part of the lemma, we can apply the same reasoning used for
the first part by just interchanging rows and columns. 
Since Lemma 18 holds for B in place of A, we have the following corollary:
Corollary 19. Let (A,B) be a λ-pair such that for every i /= j, a·i /= a·j or b·i /=
b·j . If A and B have no one-columns, then (A,B) is a square bipartite design.
Obviously, every regular square bipartite design is a λ-pair. In general, not every
square bipartite design is a λ-pair. Consider, for instance, the pair of matrices
A =


1 0 1 1
0 0 1 1
1 1 0 0
1 1 0 1

 , B =


1 1 0 0
0 0 0 1
1 0 0 0
0 0 1 1

 :
(A,B) is a (d, 1) SBD with d = [1,−1,−1, 1]T, but it is not a 1-pair (because
a2· · b3· = 0). However, if d  1 or if d, Ad−1, Bd−1 are full support vectors, then
every (d, 1) SBD is a λ-pair with λ = 1 (if it is not regular, then, by Theorem 2 or
by Theorem 3, it is a DPP which is obviously a 1-pair).
The following lemma will give sufficient conditions for a (d, λ) square bipartite
design to be a λ-pair; we shall see that these conditions are satisfied by every (d, 1)
SBD considered by Lehman in Theorem 2 or by Gasparyan in Theorem 3.
Lemma 20. Let (A,B) be a (d, λ) square bipartite design satisfying the following
two properties:
(a) the vectors d, Ad−1, and Bd−1 have full support,
(b) there exists a non-zero integer t such that t and λ are relatively prime and such
that di ≡ t (mod λ) for every i = 1, . . . , n.
Then (A,B) is a λ-pair.
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Proof. By assumption, every off-diagonal element of ATB = λJ + diag(d) is equal
to λ, so to prove the lemma we only need show that every off-diagonal element of
BAT is greater than or equal to λ. Now, let i and j be two arbitrary indices with i /= j
(i, j = 1, . . . , n) and let yij denote the (i, j)th element of BAT. To prove that yij  λ,
we shall first show that yij ≡ 0 (mod λ), then we shall prove that yij > 0, implying
that yij is a positive multiple of λ.
Observe that if λ = 1, then we have yij ≡ 0 (mod λ) by the integrality of A and
B. If λ > 1, let Mλ denote the set of n× n matrices whose elements are integers
in [0, λ− 1] and let ∗ denote modulo λ matrix multiplication (that is, matrix mul-
tiplication in which the operations are carried out in modular arithmetic). It is an
easy observation that, if Mi ∈Mλ (i = 1, 2, 3) and c ∈ [0, λ− 1], then (M1 ∗M2) ∗
M3 = M1 ∗ (M2 ∗M3) and cI ∗Mi = Mi ∗ cI . Moreover, let t−1 denote the integer
in [0, λ− 1] satisfying t t−1 ≡ 1 (mod λ); such an integer certainly exists since t and
λ are relatively prime. We have AT ∗ B = tI; moreover, M1,M2 ∈Mλ, M1 /= M2,
imply B ∗M1 /= B ∗M2 (otherwise we have M1 = t−1I ∗ AT ∗ B ∗M1 = t−1I ∗
AT ∗ B ∗M2 = M2, contradicting M1 /= M2). Since Mλ is finite and tI ∈Mλ, we
can infer that there exists some matrix B∗ ∈Mλ such that B ∗ B∗ = tI. Hence
we have B∗ = I ∗ B∗ = t−1I ∗ AT ∗ B ∗ B∗ = t−1I ∗ AT ∗ tI = AT ∗ t−1I ∗ tI =
AT, and so B ∗ AT = tI, implying yij ≡ 0 (mod λ).
Now observe that, since Ad−1 and Bd−1 are full support vectors, by Lemma 11,
both A and B are non-singular, and so ATB is non-singular. Hence, by Corollary 10,
λ
∑n
i=1 d
−1
i /= −1. Let X = [xij] be the matrix defined by
xij =


d−1i − λd
−1
i d
−1
i
1+σ if j = i,
−λd
−1
i d
−1
j
1+σ otherwise,
where σ = λ∑ni=1 d−1i . It is easy to verify that XATB = I , and so X = (ATB)−1.
Write (ATB)−1 = F −G, where
F = diag(d−1) and G = λ
1 + σ d
−1(d−1)T.
Since B(ATB)−1AT = I , we have
BFAT = I + BGAT = I + λ
1 + σ (Bd
−1)(Ad−1)T.
Now, for i /= j , let uij and vij denote the (i, j)th elements of matrices BFAT and
BGAT, respectively. Clearly, uij = vij. By definition,
uij =
n∑
k=1
bikajkd−1k ,
vij = λ1 + σ
(
n∑
k=1
bikd
−1
k
)(
n∑
k=1
ajkd−1k
)
.
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Since, by assumption, Ad−1 and Bd−1 have full support, vij /= 0, and so uij /= 0.
Hence there exists an index h such that bihajh /= 0. It follows that the (i, j)th element
of BAT is non-zero, and so it is positive. The lemma follows. 
Note that, when λ = 1 assumption (b) of Lemma 20 is always satisfied.
5. Peculiar pairs
In this section we shall introduce a family of special λ-pairs, and we shall give a
characterization of them.
Definition 21. A λ-pair (A,B) is peculiar if it is a DPP design, or if it is one of
(2)–(5), or if it satisfies one of the following eight properties:
(P1) A = J and B is λ-regular (or vice versa);
(P2) (A,B) ∼= (J − I, J − I );
(P3) (A,B) ∼= (J − I, I );
(P4) (A,B) ∼=
([
J J
J J − I
]
, I
)
;
(P5) (A,B) ∼=
([
1 xT
1 I
]
,
[
0 1T
1 Z
])
,
where x denotes an arbitrary 0–1 vector, Z denotes a matrix whose elements are all
equal to zero;
(P6) (A,B) ∼= ([1 A′] , [1 B ′]) ,
where A′ and B ′ denote two arbitrary 0–1 matrices with cA′j  1 and cB
′
j  1, for
every j;
(P7) (A,B) ∼=




0 1 1 1 1
1 0 0 1 1
1 0 0 1 1
1 1 1 0 0
1 1 1 0 0

 ,


0 1 1 1 1
1 0 1 0 1
1 1 0 1 0
1 0 1 0 1
1 1 0 1 0



 ;
(P8) (A,B) ∼=




0 1 1 1 1
1 0 0 1 1
1 0 0 1 1
1 1 1 0 0
1 1 1 0 0

 ,


0 1 1 1 1
1 0 1 0 1
1 1 0 1 0
1 1 0 0 1
1 0 1 1 0



 .
Note that if n = 3, then a peculiar pair that satisfies property (P2) is in fact a DPP
design; moreover the non-regular square bipartite design of type (1) is a peculiar pair
that satisfies property (P6).
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Every peculiar pair, with the possible exception of the pairs satisfying property
(P5) or (P6), is a square bipartite design. A peculiar pair (A,B) that satisfies property
(P5) is an SBD only if the vector x has all components equal to one (because n > 2);
a peculiar pair (A,B) that satisfies property (P6) is an SBD only if (A,B) satisfies
(1) or B ′ = A′ and A′ has a one-row and all other elements are equal to zero.
Remark 22. The only peculiar pairs (A,B) that define non-regular (d, λ) square
bipartite designs with d full support are either DPP designs (with n > 3), or one of
(1)–(5).
By definition, a necessary condition for (A,B) to be a peculiar pair is to be a
λ-pair such that A or B has a column with at least n− 1 components equal to one.
The following result states that this condition is also sufficient.
Theorem 23. Let (A,B) be a pair of 0–1 matrices of size n×m with n  m  3,
such that cAj  n− 1 or cBj  n− 1 for some j (j = 1, . . . , m). Then (A,B) is a
λ-pair if and only if it is peculiar.
Proof. The if part is obvious by definition of a peculiar pair. To prove the only if
part, we shall distinguish between the case where A or B has a one-column and the
case where neither A nor B has a one-column.
Case 1. A or B has a one-column. Without loss of generality, we can assume that A
contains a one-column, say the first. Since (A,B) is a λ-pair, (6) implies that rAi  λ
and rBi  λ for every i = 1, . . . , n, and that cBj  λ for every j = 2, . . . , n (take the
scalar product of the first column of A and the jth column of B).
First assume that cB1  λ. Property 7 and n  m imply that B is λ-regular and
m = n. If A = J , then (A,B) satisfies property (P1) and we are done. Otherwise,
some element of A is equal to zero, say aij = 0. Since (A,B) is a λ-pair, (6) implies
that, for every h /= i, ai· · bh·  λ, and so bhj = 0 (because rBh = λ). But then λ = 1,
B is 1-regular, and so B ∼= I . Without loss of generality, we can assume that B = I .
Then (6) implies that every off-diagonal element of A is one, and so (A,B) satisfies
property (P4).
Hence, to prove the validity of the theorem in Case 1, we shall assume that cB1 >
λ. Note that cAj  n− 1 for every j /= 1: if cAj = n for some j /= 1, then the scalar
product of the jth column of A and the first column of B would be greater than λ,
violating (6). We shall distinguish between the case λ = 1 and the case λ  2.
Subcase 1.1. λ = 1. If cB1 = n, then cAj  1 for every j /= 1 (take the scalar product
of the first column of B and any column of A of different index), and so (A,B)
satisfies property (P6), and we are done.
Hence, we can assume that cB1  n− 1. Let B¯ denote the (n− cB1 )×m subma-
trix of B obtained by removing all rows having a one in the first column. Since the
first column of B¯ is a zero-column, Property 16 implies that in every row of B¯ there
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are at least cB1 components equal to one. Let N denote the number of elements of B¯
that are equal to one; clearly N  (n− cB1 )cB1 and N  m− 1 (because cB¯1 = 0 and
cBj  1 for every j /= 1), and so (n− cB1 )cB1  m− 1  n− 1. Since the inequality
(n− cB1 )cB1  n− 1 has only two integer solutions, namely cB1 = 1 and cB1 = n− 1,
and since cB1 > λ = 1, it follows that cB1 = n− 1, and so m = n. Without loss of
generality, we can assume that b11 = 0. Property 16 implies that rB1 = n− 1, and so
b1j = 1 for every j > 1. Since cBj  1 for every j > 1, we have bij = 0 for every
i, j > 1. Now, let A denote the submatrix of A obtained by removing the first row
and the first column. Clearly, cAj  1 (take the scalar product of the first column of
B and any column of A of different index) and rAi  1 (take the scalar product of
the first row of B and any row of A of different index), and so, by Property 7, A is
1-regular. Hence, (A,B) satisfies property (P5), and again we are done.
Subcase 1.2. λ  2. We shall show that
m = n and λ = 2 (7)
and that the matrices A and B, after rearranging the rows and/or columns of A and
B simultaneously, have the following properties (B ′′ denotes the submatrix of B ob-
tained by removing the last row and the last column):
ain = 1 (i = 1, . . . , n− 1),
ann = 0,
anj = 1 (j = 1, . . . , n− 1),
bn1 = 1;
bnj = 0 (j = 2, . . . , n− 1),
bnn = 1,
bin = 0 (i = 2, . . . , n− 1),
b1j = 1 (j = 2, . . . , n− 1),
B ′′ is 2-regular,
n  4.
(8)
For this purpose, consider the n× (m− 1) submatrix B ′ of B obtained by remov-
ing the first column. Since cBj  λ for every j  2 and since n > m− 1, it follows
that there exists a row of B ′, say the last, such that rB ′n  λ− 1. Now, bn1 = 1: if
bn1 = 0, then rB ′n = rBn  λ, a contradiction. But then rB ′n = rBn − 1  λ− 1 > 0,
and so rB ′n = λ− 1 > 0. Note that rB ′n > 0 (because λ  2). Without loss of gener-
ality, we can assume that the last λ− 1 positions in row n of B ′ are equal to one, that
is bnj = 0 for every 2  j  m− λ+ 1 and bnj = 1 for every j  m− λ+ 2.
Let A′′ denote the (n− 1)× (λ− 1) submatrix of A obtained by removing the
last row and the first m− λ+ 1 columns; observe that A′′ = J (take the scalar
product of the last row of B and any row of A different from the last). Since, by
assumption, cAj  n− 1 for all j > 1, it follows that anj = 0 for every j  m−
λ+ 2. In particular, anm = 0, and so, by Property 16, rAn  cAm = n− 1. But, rAn 
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m− λ+ 1  n− λ+ 1, and so n− 1  n− λ+ 1. Hence λ = 2 and m = n. Hence
(7) is established.
Note that A′′ = J and m = n are equivalent to ain = 1 for every i < n; and
so ann = 0 and Property 16 imply that anj = 1 for every j < n. Since λ = 2 and
m = n, bnj = 0 for every j = 2, . . . , m− λ+ 1 and bnj = 1 for every j = m− λ+
2, . . . , n imply that bnj = 0 for every j = 2, . . . , n− 1 and bnn = 1.
Now, consider the square submatrix B ′′ of B obtained by removing the last row
and the last column. Clearly, rB ′′i  2 for every i (take the scalar product of the last
row of A and any row of B different from the last), cB ′′j  2 for every j (take the
scalar product of the last column of A and any column of B different from the last),
and so Property 7 implies that B ′′ is 2-regular. Since cBn  2 and bnn = 1, without
loss of generality, we can assume that bin = 0 for every i = 2, . . . , n− 1.
To prove the validity of (8), it remains to show that b1j = 1 for every j = 2, . . . ,
n− 1, and that n  4. In fact, we only need show that b1j = 1 for every j = 2, . . . ,
n− 1: indeed, as soon as this is accomplished, the fact that B ′′ is 2-regular immedi-
ately implies n  4.
For this purpose, assume the contrary: b1h = 0 for some h = 2, . . . , n− 1. Since
B ′′ is 2-regular, bih = bkh = 1 for some i /= k with i, k = 2, . . . , n− 1. But then,
since bin = bkn = 0, and since rBi = rBk = 2, it follows that a·h = 1 (take the scalar
product of the ith row of B and any row of A of different index; and take the scalar
product of kth row of B and the ith row of A), contradicting the assumption that
cAh  n− 1. Hence, b1j = 1 for every j = 2, . . . , n− 1.
Finally, (6)–(8) imply that A and B satisfy (2) if n = 3 and that A and B satisfy (3)
if n = 4.
Case 2. A and B have no one-columns. Since (A,B) is a λ-pair where both A and
B have no one-columns, Lemma 17 implies that A and B are DE matrices with no
one-rows. (In particular, m = n.) We shall distinguish between the case λ = 1 and
the case λ  2.
Subcase 2.1. λ = 1. By assumption, cAj = n− 1 or cBj = n− 1 for some j; without
loss of generality, we can assume that ai1 = 1 for every i = 2, . . . , n and a11 = 0.
Since A is a DE matrix, a1j = 1 for every j > 1. Consider the submatrix B ′ of B
obtained by removing the first row and the first column. Clearly, each row of B ′ has
at least one component equal to one (take the scalar product of the first row of A and
any row of B of different index), and each column of B ′ has at most one component
equal to one (take the scalar product of the first column of A and any column of B
of different index), and so Property 7 implies that B ′ is 1-regular. Without loss of
generality, we can assume that B ′ = I .
Recall that B is a DE matrix with no one-rows and no one-columns. Since bij =
0 for every i, j > 1 with i /= j and since B is a DE matrix with no one-rows, it
follows that b1i = bj1, and so (by transitivity) b1h = bk1 for every h, k /= 1, as soon
as n > 3. Hence, if n > 3, then either B is DPP or B = I ; if n = 3, then either B is
DPP, or B = I or B is one of the following two matrices:
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0 0 11 1 0
0 0 1

 ,

0 1 00 1 0
1 0 1

 .
But in the last two cases, (6) implies that the third column or the second column of
A, respectively, is a one-column, contradicting the assumption that A had no one-
columns.
Now, if B is DPP, then A is also DPP: aij = 0 for every i, j > 1 with i /= j (take
the scalar product of the ith column of B and the jth column of A), and so aii = 1
for every i > 1 (take the scalar product of the ith row of A and the first row of B).
Hence, (A,B) is a DPP design, and we are done. If B = I , then A = J − I : aij = 1
for every i, j with i /= j (take the scalar product of the ith row of A and the jth row
of B), and so aii = 0 for every i (because A has no one-columns). Hence, (A,B)
satisfies property (P3).
Subcase 2.2. λ  2.
Claim 1. rAi > λ and rBi > λ, for every i = 1, . . . , n.
To show that rAi > λ for every i, assume the contrary: r
A
h  λ for some h, and
so rAh = λ (because (A,B) is a λ-pair). Without loss of generality, we can assume
that ahj = 1 for every j  n− λ+ 1. Consider the (n− 1)× λ submatrix Bˆ of B
obtained by removing the hth row and all first n− λ columns. Clearly, rBˆi  λ for
every i (take the scalar product of the hth row of A and any row of B of differ-
ent index), and so it is equal to λ. Hence Bˆ = J , and so bhj = 0 for every j 
n− λ+ 1 (because B has no one-columns). Since bhn = 0 and since B is a DE
matrix, it follows that rBh = cBn = n− 1, and so λ = 1, contradicting the assump-
tion that λ  2. A similar argument shows that rBi > λ for every i. Thus, the claim
follows.
Now, since rAi  λ+ 1 for every i, and since A has no one-rows, it follows that
λ  n− 2. By assumption, A or B has a column with precisely n− 1 ones; without
loss of generality, we can assume that cA1 = n− 1 and that a11 = 0, and so rA1 =
n− 1 (because A is a DE matrix).
Consider the submatrix A of A obtained by removing the first row and the first
column, and the submatrix B of B obtained by removing the first row and the first
column.
Claim 2. A and B are λ-regular, b1· = a1· and b·1 = a·1.
The λ-regularity of B is immediately implied by Property 7 by observing that
cB

j  λ for every j (take the scalar product of the first column of A and any column
of B different from the first) and that rBi  λ for every i (take the scalar product of
the first row of A and any row of B different from the first). Since B is λ-regular
and since rBi  λ+ 1 for every i, it follows that bi1 = 1 for every i  2, and so
b11 = a11 = 0 (for otherwise, B would have a one-column). But then, b1j = aij = 1
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for every j  2 (because B is a DE matrix). Hence, applying the same argument
used to prove the λ-regularity of B, we can show that also A is λ-regular. The
Claim follows.
Now, if λ = n− 2, then (A,B)∼= (J − I, J − I ), and so (A,B) satisfies proper-
ty (P2). Hence, we can assume that
2  λ  n− 3. (9)
Claim 3. Either λ = 2 and n = 5, or λ = 2 and n = 6, or λ = 3 and n = 6.
To prove the validity of the claim, recall that A (B) is the submatrix of A (B)
obtained by removing the first row and the first column. Since A is λ-regular, with-
out loss of generality, we can assume that a2j = 0 for every 2  j  n− λ, a2j = 1
for every j  n− λ+ 1 and that ai2 = 0 for every 2  i  n− λ, ai2 = 1 for every
i  n− λ+ 1. Let Bˆ denote the (n− λ− 1)× λ submatrix of B obtained by remov-
ing the first row, the last λ rows, and the first n− λ columns; and let B˜ denote the
λ× λ submatrix of B obtained by removing the first n− λ rows and the first n− λ
columns.
Since (A,B) is a λ-pair, (6) implies that rB˜i  λ− 1 for each i and rBˆh  λ− 1
for each h /= 1 (take the scalar product of the second row of A and any row of B
different from the second) and that cB˜j  λ− 1 for each j (take the scalar product of
the second column of A and any column of B different from the second). Hence, by
Property 7, the λ× λ matrix B˜ is (λ− 1)-regular.
Let N denote the total number of elements of Bˆ that are equal to one. Since B
is λ-regular and since B˜ is (λ− 1)-regular, in each column of Bˆ there is exactly one
component equal to one, and so N = λ.
Let s = rBˆ1 and let t = n− λ− 1 (number of rows of Bˆ); (9) implies that t  2.
Since rBˆi  λ− 1 for every i > 1, it follows that N − s  (t − 1)(λ− 1)  t − 1;
since N = λ  2, it follows that t  3 − s, and so either t = 2 or t = 3; moreover
s  1. Now, rB2 = λ+ 1  n− λ+ s  n− λ+ 1 = t + 2 (because B is λ-regu-
lar and because rBˆ1 = s), and so λ  t + 1.
If t = 2, then λ  3 and n = λ+ 3 (because t = n− λ− 1), and so either λ = 2
and n = 5 or λ = 3 and n = 6.
If t = 3 (i.e., Bˆ has 3 rows), then n = λ+ 4 (because t = n− λ− 1). Now, since
rBˆ2  λ− 1 and rBˆ3  λ− 1, it follows that λ = N  2(λ− 1). But then λ  2, and
so λ = 2 and n = 6. The claim follows.
By Claim 3, we only need verify the validity of the theorem for the three cases
n = 5 and λ = 2, n = 6 and λ = 2, and n = 6 and λ = 3. Recall that: a11 = b11 = 0,
a1j = b1j = 1 for every j  2, ai1 = bi1 = 1 for every i  2, and both matrices
A and B are λ-regular (A and B are the submatrices of A and B, respectively,
obtained by removing the first row and the first column).
First, assume that n = 5 and λ = 2. If neither A nor B has two equal rows, then
without loss of generality we can assume that
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A =


0 1 1 1 1
1 0 0 1 1
1 0 1 1 0
1 1 1 0 0
1 1 0 0 1

 .
By Lemma 18, ai· · bj · = λ = 2 for every i /= j . But then no row of A, but the first,
can be equal to a row of B: if, for instance a2· = bj · for some j, then a4· · bj · =
1 /= λ and a2· · bj · = 3 /= λ. It follows that every row of B, but the first, is equal to
[1 1 0 1 0] or [1 0 1 0 1] (because B is 2-regular), and so B has two equal rows, a
contradiction.
Hence, we can assume that A or B, say A, has two equal rows. Without loss of
generality, we can assume that
A =


0 1 1 1 1
1 0 0 1 1
1 0 0 1 1
1 1 1 0 0
1 1 1 0 0

 .
Since (A,B) is a λ-pair with λ = 2, bi2 + bi3  1 for every i /= 1, bi4 + bi5  1 for
every i /= 1, b2j + b3j  1 for every j /= 1, and b4j + b5j  1 for every j /= 1. But
then the above four inequalities hold as equations (because A and B are 2-regular),
and so (A,B) satisfies property (P7) or (P8).
Next, assume that n = 6 and λ = 2. We claim that neither A nor B has two equal
rows: if A has two equal rows, then, without loss of generality, we can assume that
such two rows are equal to [1 0 0 0 1 1]; but then, since (A,B) is a λ-pair, in every
row of B there is at least one component equal to one in the last two positions, and
so in the last two columns of B there exist at least seven ones, contradicting the
2-regularity of B.
Hence, without loss of generality, we can assume that
A =


0 1 1 1 1 1
1 0 0 0 1 1
1 0 0 1 1 0
1 0 1 1 0 0
1 1 1 0 0 0
1 1 0 0 0 1


.
Since A has no two equal rows, again by Lemma 18, ai· · bj · = λ = 2 for every
i /= j . Applying the same reasoning as in the previous case, no row of A, but the
first, can be equal to a row of B. But then every row of B, but the first, is equal to
[1 1 0 1 0 0] or [1 1 0 0 1 0] or [1 0 1 0 1 0] or [1 0 1 0 0 1] or [1 0 0 1 0 1] (because
B is 2-regular). Since B has no equal rows, and since (A,B) is a λ-pair, it follows
that (A,B) satisfies (4).
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Finally, assume that n = 6 and λ = 3. We claim that neither A nor B has two equal
rows: if A has two equal rows, then, without loss of generality, we can assume that
such two rows are equal to [1 0 0 1 1 1]; but then, since (A,B) is a λ-pair, in every
row of B there are at least two components equal to one in the last three positions,
and so in the last three columns of B there exist at least 13 ones, contradicting the
3-regularity of B.
Hence, without loss of generality, we can assume that
A =


0 1 1 1 1 1
1 0 0 1 1 1
1 0 1 1 1 0
1 1 1 1 0 0
1 1 1 0 0 1
1 1 0 0 1 1


.
Since A has no two equal rows, again by Lemma 18, ai· · bj · = λ = 3 for every
i /= j . Applying the same reasoning as in the previous two cases, no row of A, but
the first, can be equal to a row of B. But then every row of B, but the first, is equal to
[1 0 1 0 1 1] or [1 0 1 1 0 1] or [1 1 0 1 0 1] or [1 1 0 1 1 0] or [1 1 1 0 1 0] (because
B is 3-regular). Since B has no equal rows, and since (A,B) is a λ-pair, it follows
that (A,B) satisfies (5). Thus, the theorem follows. 
6. Proof of Theorem 4
Let (A,B) be a pair of matrices satisfying the hypotheses of Theorem 4. By as-
sumption, (A,B) is a non-regular (d, λ) square bipartite design with d full support
such that ai· · bj ·  λ for every i /= j . It follows that (A,B) is a λ-pair.
If (A,B) is a peculiar pair, then we are done: by Remark 22, (A,B) either is a
DPP design (with n > 3), or it satisfies one of (1)–(5).
Hence, we can assume that (A,B) is not a peculiar pair. We shall show that this
is impossible. In fact, we shall prove (Theorem 24) that every λ-pair (A,B) that is
not peculiar and that satisfies the following two conditions:
a·i /= a·j or b·i /= b·j ∀i /= j, (10)
a·i · b·i /= λ ∀i, (11)
defines a regular square bipartite design. Now, since d has full support, both (10) and
(11) are satisfied, and so Theorem 4 follows.
Theorem 24. Let (A,B) be a λ-pair that is not peculiar. If (10) and (11) hold, then
(A,B) is a regular square bipartite design.
Proof. Since (A,B) is a λ-pair and it is not peculiar, by Theorem 23, cAj  n− 2
and cBj  n− 2 for every j. By Lemma 17, both A and B are DE matrices with no
one-rows, and so
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rAi  n− 2 for every i. (12)
Now, assumption (10) implies that (A,B) satisfies the hypotheses of Corollary 19,
and so (A,B) is a square bipartite design. Hence, there exists a vector d such that
ATB = λJ + diag(d). Assumption (11) implies that d has full support, and so A and
B have not two equal columns. By Observation 13, we can write
A =


X1 J · · · J
J X2 · · · J
...
...
.
.
.
...
J J · · · Xt

 , (13)
where each diagonal block Xi is an ri-regular matrix of size ni × ni and each off-
diagonal block has all elements equal to one. By (12), ri  ni − 2 for every i; more-
over, ri  1 (because A has not two equal columns), and so ni  3 for every i.
First, we shall show that A and B are non-singular. If A is singular, then there exists
a non-zero vector δ such that δTAT = 0T. Since (A,B) is a (d, λ) square bipartite
design with d full support, by Lemma 11, the columns of A are affinely independent,
and so δT1 /= 0.
Now, let
σ =
t∑
i=1
ni
ni − ri − 1.
Consider the real vector x of dimension n whose first n1 components are all equal to
σ−1(n1 − r1)−1, the next n2 components are all equal to σ−1(n2 − r2)−1, . . . , the
last nt components are all equal to σ−1(nt − rt )−1. In other words,
x = 1
σ


1
n1−r1 1n1
1
n2−r2 1n2
...
1
nt−rt 1nt

 .
Since XTi 1ni = ri1ni and since J Tnj ni1nj = nj1ni (Jnjni is the nj × ni matrix whose
components are all equal to one), it follows that x is a solution to the equation ATx =
1. But then, 0 = 0Tx = δTATx = δT1 /= 0, which is impossible. Hence, A is non-
singular. In a similar way, one can show that also B is non-singular (by using a
similar block decomposition for B).
Now, since A and B are non-singular DE matrices with no one-columns, by Lem-
ma 15, J − A and J − B are non-singular; in particular, each matrix J −Xi is non-
singular. Note that J −Xi is a DE matrix with no one-columns; hence, by Lemma
15, each Xi is non-singular.
To prove the theorem, we only need show that there exist integers r and s such
that A is r-regular and B is s-regular. Indeed, as soon this is established, we can write
rsJ = JATB = λnJ + Jdiag(d),
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and so d = (rs − λn)1. But then,
BAT = BATBB−1 = B(λJ + (rs − λn)I)B−1 = λJ + (rs − λn)I = ATB.
Hence (A,B) is a regular square bipartite design.
To show that the matrices A and B are regular, assume the contrary: A or B is not
regular. Without loss of generality, we can assume that A is non-regular, and so t  2
in (13). Write
B =


Y11 Y12 · · · Y1t
Y21 Y22 · · · Y2t
...
...
.
.
.
...
Yt1 Yt2 · · · Ytt

 ,
where Yij has size ni × nj .
Claim 1. Yij = J , for every i /= j .
To prove the validity of the claim, let i and j be two arbitrary indices, with i /= j
(i, j = 1, . . . , t). Without loss of generality, we can assume that i = 1. Let b·h be an
arbitrary column of B with h > n1. Write
b·h =
[
y
z
]
,
where y is a vector with n1 components. To show that Y1j = J for every j /= 1, we
only need show that y = 1n1 .
Now, since (A,B) is a (d, λ) SBD, the scalar product of b·h with any of the first
n1 columns of A is λ, that is[
X1
J
]T [
y
z
]
= λ1n1 .
Hence, XT1 y = λ1n1 − Jz. If we denote by p the number of components of z that are
equal to one, then Jz = p1n1 , and so
XT1 y = (λ− p)1n1 .
Since X1 is r1-regular and non-singular, it follows that XT1 1n1 = r11n1 and
(XT1 )
−11n1 = r−11 1n1 . Hence,
y = (λ− p)(XT1 )−11n1 =
λ− p
r1
1n1 ,
that is the vector y is a multiple of 1n1 . Since y is a 0–1 vector, either y = 0n1 or
y = 1n1 .
If y = 0n1 , then p = λ, and so Jz = λ1n1 . Hence column b·h has precisely λ
components equal to one, and so any non-zero position of b·h is also a non-zero
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position of a·j for every j /= h (because (A,B) is a (d, λ) SBD); but then there exist
rows of A violating (12). Hence y = 1n1 , and the claim follows.
Claim 2. A has a row whose number of components equal to one is greater than
n− 2. To prove the claim, let a·i be an arbitrary column of A with i  n1; let a·j
be an arbitrary column of A with j > n1; let b·p be an arbitrary column of B with
p  n1 and p /= i; and let b·q be an arbitrary column of B with q > n1 and q /= j
(such columns exist, because n1  2 and n− n1  2). We have
a·i =
[
α
1n−n1
]
, a·j =
[
1n1
β
]
, b·p =
[
γ
1n−n1
]
, b·q =
[
1n1
δ
]
,
where α, β, γ, δ are 0–1 vectors of appropriate sizes. Set
Sα =
{
t : αt = 1
}
,
Sβ =
{
t : βt = 1
}
,
Sγ =
{
t : γt = 1
}
,
Sδ =
{
t : δt = 1
}
.
Since (A,B) is a (d, λ) SBD, we have
λ = a·i · b·p = a·j · b·q = a·i · b·q = a·j · b·p,
that is
λ = a·i · b·p = |Sα ∩ Sγ | + (n− n1),
λ = a·j · b·q = n1 + |Sβ ∩ Sδ|,
λ = a·i · b·q = |Sα| + |Sδ|,
λ = a·j · b·p = |Sβ | + |Sγ |.
Now, adding the first two equations, we get
2λ = |Sα ∩ Sγ | + |Sβ ∩ Sδ| + n,
adding the last two equations, we get
2λ= (|Sα| + |Sγ |)+ (|Sβ | + |Sδ|)
= (|Sα ∪ Sγ | + |Sα ∩ Sγ |)+ (|Sβ ∪ Sδ| + |Sβ ∩ Sδ|).
Hence, |Sα ∪ Sγ | + |Sβ ∪ Sδ| = n. But, since |Sα ∪ Sγ |  n1 and |Sβ ∪ Sδ|  n−
n1, it follows that |Sα ∪ Sγ | = n1; in particular, there exists no index k (k = 1, . . . ,
n1) such that αk = 0 and γk = 0.
Now, by assumption, cBp  n− 2, and so bkp = 0 for some k (k = 1, . . . , n1).
Hence aki = 1. But then, since a·i was an arbitrary column of A with i  n1 and
i /= p, it follows that rAk  n− 1. The claim follows.
But then, there exists a row of A that violates (12), and the theorem follows. 
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