Finite Sample Properties of Adaptive Markov Chains via Curvature by Pillai, Natesh S. & Smith, Aaron
ar
X
iv
:1
30
9.
66
99
v2
  [
ma
th.
PR
]  
1 O
ct 
20
14
FINITE SAMPLE PROPERTIES OF ADAPTIVE MARKOV CHAINS VIA
CURVATURE
NATESH S. PILLAI‡ AND AARON SMITH♯
Abstract. Adaptive Markov chains are an important class of Monte Carlo methods for
sampling from probability distributions. The time evolution of adaptive algorithms depends
on past samples, and thus these algorithms are non-Markovian. Although there has been
previous work establishing conditions for their ergodicity, not much is known theoretically
about their finite sample properties. In this paper, using a notion of discrete Ricci curvature
for Markov kernels introduced by Ollivier, we establish concentration inequalities and finite
sample bounds for a class of adaptive Markov chains. After establishing some general
results, we give quantitative bounds for ‘multi-level’ adaptive algorithms such as the equi-
energy sampler. We also provide the first rigorous proofs that the finite sample properties of
an equi-energy sampler are superior to those of related parallel tempering and Metropolis-
Hastings samplers after a learning period comparable to their mixing times.
1. Introduction
Markov Chain Monte Carlo (MCMC) algorithms are indispensable for sampling from
complex probability distributions. Often the implementation of these algorithms requires
the tuning of a few parameters for optimal performance (see [13] for a well-known guide
to tuning simple MCMC algorithms). In this context, adaptive MCMC algorithms were
originally developed [17, 18] so as to automate the tuning process; see [5] for a useful review.
In recent years, many interesting adaptive algorithms [23, 32] have been developed with
a view to improving the efficiency of existing algorithms. For instance, the equi-energy
sampler [23] builds on the parallel tempering algorithm [14] and constructs proposals based
on ‘equi-energy’ moves which lead to efficient jumping between the modes for multi-modal
distributions.
Adaptive algorithms usually entail proposal distributions which are constructed from past
samples. These algorithms are no longer Markovian. Thus, many of the sophisticated tools
developed to study the convergence of MCMC algorithms (see, e.g., [1, 26] for surveys) do
not apply directly for adaptive algorithms. In particular, due to the discreteness of empirical
measures, for many adaptive algorithms it can be shown that their corresponding kernels
do not converge to any limiting kernel in the Total Variation metric. This suggests using
other metrics to study mixing of adaptive Markov chains. A natural candidate is the slightly
weaker Wasserstein metric [20, 22], as it is is weak enough for convergence results to hold
but strong enough to give useful bounds on the properties of finite samples.
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1.1. Previous Work on Ergodicity of Adaptive MCMC. It is known that adaptive
algorithms do not always converge to the target distribution (see e.g. [25, 31] for two ex-
amples). The paper [31] works out sufficient conditions ensuring ergodicity (also see [3, 6]).
Briefly speaking, [31] requires two conditions for convergence – containment and diminishing
adaptation. The containment condition requires a uniform control on the family of transition
kernels indexed by the parameter of adaptation. In a recent paper [24], the authors show
that adaptive algorithms failing to satisfy the containment condition will perform poorly.
Diminishing adaptation requires the algorithm to eventually stop adapting. Often in prac-
tice, verifying the diminishing adaptation is easier than the containment condition (see [34]
and [37, 38]); but diminishing adaptation is not always needed for convergence.
More recent work, such as [11, 12], have further developed sufficient conditions for the law
of large numbers and central limit theorem to hold for general adaptive algorithms; these
conditions often hold for the equi-energy sampler.
Although the above results are quantitative, they do not give any finite sample bounds or
information on mixing rates. To our knowledge, the only paper to do so is [35]. In [35], the
authors derive conductance based proofs for showing lower bounds on an analogue of the
mixing times of some adaptive Markov chains for multi-modal distributions. Our results are
complementary, providing both finite sample bounds and in some cases giving quantitatively
comparable upper bounds on an analogue to the mixing time.
1.2. Our Contribution. We first establish concentration inequalities for small (and possi-
bly time-dependant) perturbations of Markov chains that satisfy a fairly weak contraction
condition. Despite the fact that adaptive Markov chains are not in fact Markov chains, these
bounds can be used to obtain finite sample bounds for Monte Carlo samples obtained from
adaptive Markov chains, and thus compare the efficiency of adaptive algorithms to their
underlying Markov chains. Our main tool is based on the notion of ‘curvature’ for Markov
chains introduced in [29] and going back to the work of [8] and others; this idea of curvature
of Markov kernels is strictly more general than the ‘Doeblin condition’ (see [10]).
The finite sample bounds obtained in this paper can be obtained for many classes of
adaptive Markov chains. In this paper, we focus exclusively on the equi-energy sampler [23].
Our contribution here is twofold. We first construct an equi-energy sampler from a random
walk Metropolis algorithm for a simple family of multi-modal target distributions. We show
that, after an appropriate burn-in period, this equi-energy sampler has a faster decaying
autocorrelation function than that of a related parallel tempering sampler [14] as well as the
underlying random walk Metropolis algorithm. Unsurprisingly, we also find that the initial
burn-in period required by the equi-energy sampler is substantially smaller than the mixing
time of the underlying random walk Metropolis algorithm. However, we find that for our
example the burn-in period required by the equi-energy sampler is not substantially smaller
than the mixing time of the corresponding parallel tempering algorithm. To summarize,
we find for some examples and some measures of efficiency that the equi-energy sampler is
substantially better than the underlying MCMC and is eventually much better than parallel
tempering, but it does not seem to substantially improve on the initial mixing period relative
to parallel tempering. To our knowledge, this gives the first rigorous comparison of the mixing
properties of an adaptive Markov chain to its Markovian version.
Next, we analyze the convergence of the equi-energy sampler for a broad class of target
distributions. The equi-energy sampler is demonstrated to have good properties in practice
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[23], and there is some knowledge of asymptotic variances of estimators constructed from
adaptive samplers [4]. However, there has been very little work on bounding the errors of
estimators obtained from finite runs of this algorithm (although see [35] for lower bounds on
the mixing time that are complementary to our upper bounds, and [7] for asymptotic upper
bounds). We provide concentration bounds for a broad class of equi-energy samplers, after
a suitable burn-in period.
Recall that every equi-energy sampler has an associated ‘limiting’ Markov chain; the equi-
energy sampler is designed to mimic this chain. Our main result here shows that kernels
associated with the equi-energy sampler converge to the kernel of this limiting Markov chain
in the Wasserstein metric. As mentioned above, this convergence does not happen in the
Total Variation metric. All our mixing and concentration results for equi-energy samplers
are inherited from, and inferior to, their associated limiting Markov chains. As suggested
by Atchade [4], this is fundamental to the nature of equi-energy algorithms, and not merely
a technical issue. Our approach is less general but quantitatively stronger than that of [23]
and the related argument by Atchade´ and Liu in the discussion of [23]. It is slightly different
in its application than the later convergence results of [21], which is limited to discrete state
spaces, and [2], which makes minorization assumptions that are stronger than our curvature
assumptions. Our proof of ergodicity is based on coupling; for stochastic systems with
memory, coupling arguments similar in spirit to ours, but in a different setting, can be found
in [19, 28].
1.3. Paper Guide. The rest of the paper is organized as follows. In Section 2, we set
notation and review the notion of curvature for Markov chains. In Section 3, we prove
bounds that allow this notion of curvature to be used in the analysis of adaptive chains. In
Section 4, we study the equi-energy sampler in detail. We close with a brief discussion of open
problems that arise from our work. Some technical proofs are gathered in the Appendix.
2. Preliminaries
2.1. Notation. For a random variable X and measure µ, X ∼ µ denotes that X is dis-
tributed according to µ. Unif(A) denotes uniform distribution on the set A. For a function
f on a metric space, we will use ‖f‖Lip to denote the Lipschitz constant of f . For any
distribution µ and function f , we write Eµ[f ] and Varµ[f ] for the mean and variance of f
with respect to µ. We will denote the support of µ by Supp(µ). For any Markov transition
kernel T , we write (Tf)(x) to mean the usual averaging
∫
f(y)T (x, dy).
We will write f = O(g) or f = Ω(g) to mean that there exists a constant C > 0 so that
f(x) ≤ Cg(x) or f(x) ≥ Cg(x) respectively. We also write f = o(g) if limx→∞ f(x)g(x) = 0.
Finally, f = Θ(g) means f = O(g) and f = Ω(g).
2.2. Curvature. We use the framework of curvature for operators used heavily in [22] and
introduced in [29]. Throughout, we will consider several kernels K on several Polish spaces
(Ω, d). Associated with each kernel and Polish space is a notion of curvature. Fix two
measures µ, ν on Ω, and let Π(µ, ν) be the set of all couplings of µ and ν. The Wasserstein
distance between µ and ν is defined as
Wd(µ, ν) = inf
ζ∈Π(µ,ν)
∫
x,y∈Ω
d(x, y)ζ(dx, dy).
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In this paper, we frequently pass between this definition of the Wasserstein distance and the
following version provided by the Kantorovitch-Rubinstein duality theorem (see Remark 6.5
of [39]):
Wd(µ, ν) = sup
‖f‖Lip=1
|µ(f)− ν(f)|.
The Ricci curvature of the kernel K at the pair of points x, y is defined to be:
κ(x, y) = 1− Wd(K(x, ·), K(y, ·))
d(x, y)
and the curvature of the entire chain is defined to be
κ = inf
x,y∈Ω
κ(x, y).
It is worth noting that in many cases of interest, it is sufficient to calculate κ(x, y) for
d(x, y) ‘small’; see, e.g., Prop 19 of [29]. In general, κ can take any value in [−∞, 1].
In addition to the curvature, which describes the tendency of nearby points to coallesce,
we also need several measures of variation from [22]. The eccentricity of a point x ∈ Ω is
given by:
E(x) =
∫
Ω
d(x, y)π(dy).
The coarse diffusion is defined as
σ2(x) =
1
2
∫
y,z∈Ω
d(y, z)2K(x, dy)K(x, dz),
the local dimension is given by
n(x) = inf
‖f‖Lip=1
∫
y,z∈Ω
d(y, z)2K(x, dy)K(x, dz)∫
y,z∈Ω |f(y)− f(z)|2K(x, dy)K(x, dz)
,
and the granularity is
σ∞ =
1
2
sup
x∈Ω
diamSupp(K(x, ·)).
For any f : Ω 7→ R, burn-in time Tb ≥ 0 and running time T ≥ 1, define
πˆT,Tb(f) =
1
T
Tb+T∑
t=Tb+1
f(Xt). (2.1)
Fix a Markov chain Xt with associated operator K and invariant measure π on the Polish
space (Ω, d), and define the quantity
V 2 =
1
κT
(
1 +
Tb
T
)
sup
x∈Ω
σ2(x)
n(x)κ
.
Theorem 4 of [22] gives the following concentration inequality for any Lipschitz function f
with π(f) = 0:
P
( |π̂T,Tb(f)− Ex[π̂T,Tb(f)]|
‖f‖Lip > r
)
≤ 2 e−r2/(16V 2) (2.2)
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for x ∈ Ω and r < rmax = 4V 2κT3σ∞ . A similar result holds for r > rmax. The subscript x in Ex
denotes the initial condition of Xt.
3. Concentration for Time-Inhomogenous Markov Chains via curvature
In this section, our goal is to derive a concentration inequality of the form (2.2) for time-
inhomogeneous Markov chains. The main result in this section, Theorem 1 below, will be
our key tool in obtaining finite time bounds for adaptive Markov chains. We consider a
time-inhomogenous Markov chain {Xt}t∈N being driven by a sequence of transition kernels
{Kt}t∈N. By this, we mean that for measurable sets A ⊂ Ω,
P(Xt+1 ∈ A|{Xs}s≤t) = Kt(Xt, A).
For all t1 ≤ t2 we use the following convention for the order of kernels in a product:
t2∏
s=t1
Ks ≡ Kt2Kt2−1 . . .Kt1 . (3.1)
In all of our bounds in this section, each kernel Kt is assumed to be a small perturbation
of a particular transition kernel K with good mixing properties, so that {Xt}t∈N is a small
perturbation of a time-homogenous Markov chain being driven by K. Although adaptive
MCMC samplers are not generally Markov chains at all, we will show in later sections that
these bounds can be applied to adaptive Markov chains via a conditioning argument. This
notion of perturbation of a kernel with positive curvature is equivalent to that mentioned in
Problem O in the survey article [30].
3.1. Concentration inequality for time-inhomogeneous Markov chains. Let K be a
kernel defined on a Polish space (Ω, d) and with curvature κ > 0. Let {Kt}t∈N be a sequence
of kernels, and Xt be a time-inhomogeneous Markov chain driven by Kt. The granularity of
the kernels {Kt}t∈N are respectively denoted by {σt,∞}t∈N. Define
ΣTb,T,∞ = max
Tb≤t≤Tb+T
σt,∞.
Recall that Tb ≥ 0 is our burn-in time. Let V(x) be a Cv-Lipschitz function satisfying
V(x) ≥ 1
κ
VarKt(x, ·), Tb ≤ t ≤ Tb + T. (3.2)
This function will be used to bound the amount that a single step of the Markov chain
can influence the sum in Equation (2.1), and plays a similar role to the bound on absolute
differences that appears in Azuma’s inequality and other concentration results; in practice it
is often easiest to bound V using the coarse diffusion and granularity of the Markov kernel.
Define the constants1
δmax =
κ
480Cv + 240 ,
λmax = κT min
( 1
16Cv ,
1
6ΣTb,T,∞
,
1
36
)
.
(3.3)
The following is the main result of this section.
1we have not optimized these constants; these values suffice for our purpose.
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Theorem 1. Let V(x), δmax, λmax be as in Equations (3.2) and (3.3) respectively, fix Tb, T ∈
N and 0 < δ < δmax, and assume that
sup
x∈Ω
Wd(K(x, ·), Kt(x, ·)) ≤ δ, Tb < t ≤ Tb + T. (3.4)
Then for all distributions µ of the chain at time Tb, all r > 0, 0 < λ ≤ λmax, and all
1-Lipschitz functions f , we have
Pµ
(
|πˆT,Tb(f)− EXTb∼µ[πˆT,Tb(f)]| ≥ r
)
≤ 2e−λre 4λ
2
κT2
∑T−1
ℓ=0 EXTb
∼µ[V(XTb+ℓ)]. (3.5)
If there exists a single kernel K so that Kt = K for all t ∈ N, choosing the optimal value
of 0 < λ < λmax almost reduces our result to Theorem 5 of [22] (on which we model both
the statement and much of the proof of our Theorem 1). For the reader’s convenience we
point out the key differences:
• Our value of λmax (equivalent to rmax of [22]) is slightly smaller; it gives up a factor
of around 6 for the two terms that occur in their bound, and also has an absolute
bound of 1
36
that does not appear in Theorem 5 of [22] (in practice, this absolute
bound does not seem to be significant). This loss of power occurs when we bound a
sum of several terms by their maximum or vice versa, where the corresponding ‘sum’
or ‘maximum’ in [22] had only a single term.
• In [22], our inequality (3.2) was replaced by the inequality
σ(x)2
ηxκ
≤ V(x) (3.6)
where σ, η are coarse diffusion and the local dimension of the Markov kernel respec-
tively. As noted in [22], any function that satisfies inequality (3.2) also satisfies
inequality (3.6) and can be used in Theorem 5 of [22]; this is a cosmetic difference.
Remark 3.1. Although the different levels of the Equi-Energy sampler are not time-inhomogenous
Markov chains, it turns out that we will be able to apply these bounds to them through a con-
ditioning argument. In Section 4.2 we further explain this important point and explain how
the Equi-Energy algorithm, and many other adaptive algorithms, fit into our framework.
Remark 3.2. Choosing
λ = min
(
λmax,
rκT 2
8
∑T−1
ℓ=0 EXTb∼µ
[V(Xℓ)]
)
(3.7)
yields the optimal bound in Equation (3.5). In particular, if λmax ≤ rκT 24∑T−1
ℓ=0 EXTb
∼µ[V(Xℓ)]
, we
have the following bound:
Pµ
(
|πˆT,Tb(f)− EXTb∼µ[πˆT,Tb(f)]| ≥ r
)
≤ 2e
− r
2κT2
16
∑T−1
ℓ=0
EXTb
∼µ[V(Xℓ)] . (3.8)
3.2. Preliminary results. In this section we gather some technical results which will be
used in the proof of Theorem 1. Although some of our proofs are quite similar to that in
[22], these results are also of independent interest.
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Lemma 3.3. Fix a kernel K with stationary distribution π on the Polish space (Ω, d).
Assume that (Ω, d) has diameter DΩ < ∞ and eccentricity E(x) < ∞ with respect to π.
Assume that, for some κ > 0 and compact set X ⊂ Ω, K satisfies
Wd(K(x, ·), K(y, ·)) ≤ (1− κ)d(x, y) (3.9)
for all x, y ∈ X . Let {Kt}t∈N be a sequence of transition kernels such that, for some δ <∞
and T ∈ N,
sup
0≤t≤T−1
Wd(Kt(x, ·), K(x, ·)) < δ (3.10)
for all x ∈ X . Let {Xt}t∈N be a time-inhomogenous Markov chain driven by the sequence of
kernels {Kt}t∈N and started at X0 = x. Then:
Wd(L(XT ),π) ≤ δ
κ
+ (1− κ)TE(x) +DΩ
T−1∑
t=0
(
Kt+1(x,X c) +
t∏
s=0
Ks(x,X c)
)
. (3.11)
Proof of Lemma 3.3. Applying the triangle inequality and subsequently inequalities (3.9)
and (3.10) yields that for any t ∈ {0, 1, . . . , T − 1} and any x, y ∈ X ,
Wd(K(x, ·), Kt(y, ·)) ≤Wd(K(x, ·), K(y, ·)) +Wd(K(y, ·), Kt(y, ·))
≤ (1− κ)d(x, y) + δ. (3.12)
Fix γ > 0. By the definition of Wasserstein distance, it is possible to couple the time-
inhomogenous Markov chain {Xt}t∈N driven by the sequence of kernels {Kt}t∈N and started
at X0 = x to a time-homogenous Markov chain {Yt}t∈N driven by kernel K and started at
Y0 ∼ π so that E[d(Xs+1, Ys+1)|Xs, Ys] ≤ Wd(Ks(Xs, ·), K(Ys, ·)) + γ. Combining this with
inequality (3.12), we have:
Wd(L(XT ), π) ≤ E[d(XT , YT )]
≤ E[δ + γ + (1− κ)d(XT−1, YT−1)] +DΩ(1− P[XT−1, YT−1 ∈ X ]).
Iterating this T − 1 times, and noting that Y0 ∼ π and X0 = x imply E[d(X0, Y0)] = E(x),
yields
Wd(L(XT ), π) ≤ δ + γ
κ
+ (1− κ)TE(x) +DΩ
T−1∑
t=0
(
Kt+1(x,X c) +
t∏
s=0
Ks(x,X c)
)
.
Since this holds for all γ > 0, the claim follows. 
We record several simple bounds on higher powers of kernels for later reference:
Lemma 3.4 (Continuity and Powers). Fix 0 < δ <∞, a kernel K defined on a Polish space
(Ω, d) with (possibly negative) curvature κ, and a collection of kernels {Kt}t∈N that satisfy
sup
x∈Ω
Wd(Kt(x, ·), K(x, ·)) < δ
for all t ∈ N. Then we have for all k, T ∈ N
Wd((
T+k−1∏
t=T
Kt)(x, ·), (
T+k−1∏
t=T
Kt)(y, ·)) ≤ 2δ
k−1∑
i=0
(1− κ)i + (1− κ)kd(x, y), (3.13)
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Wd((
T+k−1∏
t=T
Kt)(x, ·), Kk(y, ·)) ≤ δ
k−1∑
i=0
(1− κ)i + (1− κ)kd(x, y). (3.14)
Furthermore, if κ ≥ 0, for any Lipschitz function f we have
|((
T+k−1∏
t=T
Kt)f)(x)− ((
T+k−1∏
t=T
Kt)f)(y)| ≤ ‖f‖Lip
(4δ
κ
+ (1− κ)kd(x, y)
)
(3.15)
for all k, T ∈ N.
Proof. We begin by proving inequality (3.13) by induction on k. For k = 1, it is trivial. Fix
γ > 0. Let us assume that for some k ≥ 2,
Wd((
T+k−2∏
t=T
Kt)(x, ·), (
T+k−2∏
t=T
Kt)(y, ·)) ≤ 2δ
k−2∑
i=0
(1− κ)i + (1− κ)k−1d(x, y). (3.16)
By the above assumption, it is possible to couple two Markov chains {Xt}k−1t=0 and {Yt}k−1t=0
started at X0 = x and Y0 = y respectively, both driven by the sequence of kernels {Kt}t∈N,
so that
E[d(XT+k−1, YT+k−1)|XT = x, YT = y] ≤ γ + 2δ
k−2∑
i=0
(1− κ)i + (1− κ)k−1d(x, y).
Then, we can couple XT+k and YT+k so that
E[d(XT+k, YT+k)] ≤ γ + E [Wd(KT+k−1(Xk−1, ·), KT+k−1(Yk−1, ·))]
≤ γ + E
[
Wd(KT+k−1(Xk−1, ·), K(Xk−1, ·))
+Wd(K(Xk−1, ·), K(Yk−1, ·)) +Wd(KT+k−1(Yk−1, ·), K(Yk−1, ·))
]
≤ γ + 2δ + (1− κ)
(
γ + 2δ
k−2∑
i=0
(1− κ)i + (1− κ)k−1d(x, y)
)
≤ (2− κ)γ + 2δ
k−1∑
i=0
(1− κ)i + (1− κ)kd(x, y), (3.17)
where the penultimate line follows from the induction hypothesis (3.16).
This implies that Wd(Xk, Yk) ≤ (2− κ)γ +2δ
∑k−1
i=0 (1− κ)i+ (1− κ)kd(x, y) for all γ > 0.
Letting γ go to 0, we conclude that
Wd(XT+k, YT+k) ≤ 2δ + (1− κ)
(
2δ
k−2∑
i=0
(1− κ)i + (1− κ)k−1d(x, y)).
Since (3.16) is trivially true for k = 1, inequality (3.13) follows for all k ∈ N by induction.
Inequality (3.14) can be proved similarly by induction on k; we omit the details.
To prove (3.15),
|((
T+k−1∏
t=T
Kt)f)(x)− ((
T+k−1∏
t=T
Kt)f)(y)| ≤ ‖f‖LipWd((
T+k−1∏
t=T
Kt)(x, ·), (
T+k−1∏
t=T
Kt)(y, ·))
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≤ ‖f‖Lip
(4δ
κ
+ (1− κ)kd(x, y)
)
,
where the last line is an application of inequality (3.13).

Corollary 2. Fix 0 < δ < ∞, a kernel K defined on a Polish space (Ω, d) with curvature
κ > 0 and stationary distribution π, and a collection of kernels {Kt}t∈N that satisfy
sup
x∈Ω
Wd(Kt(x, ·), K(x, ·)) < δ
for all t ∈ N. Let {Xt}t∈N be a time inhomogeneous Markov chain driven by Kt, with X0 ∼ µ
for some distribution µ. Then for any 1-Lipschitz function f :∣∣∣E( 1
T
T∑
t=1
f(Xt)
)
− π(f)
∣∣∣ ≤ 2δ
κ
+
E[E(X0)]
κT
,
where E(x) is the eccentricity of the point x.
Proof. Fix γ > 0. By inequality (3.17), it is possible to couple a Markov chain {Yt}t∈N with
transition kernel K and initial point Y0 ∼ π to {Xt}t∈N so that for all t ≤ T ,
E[d(Xt, Yt)] ≤ γ + 2 δ
κ
+ (1− κ)tE[d(X0, Y0)].
It follows that ∣∣∣E( 1
T
T∑
t=1
f(Xt)
)
− π(f)
∣∣∣ ≤ 1
T
T∑
t=1
E[d(Xt, Yt)]
≤ γ + 2δ
κ
+
1
κT
E[d(X0, Y0)]
= γ +
2δ
κ
+ E[E(X0)]
1
κT
.
Letting γ go to 0 gives the result. 
The following Lemma is a minor extension of Lemma 38 from [29]:
Lemma 3.5. Fix a kernel K defined on a Polish space (Ω, d) with granularity σ∞. Also fix
constants 0 ≤ A,B ≤ 1 and a function φ satisfying
|φ(x)− φ(y)| ≤ max (Ad(x, y), B) (3.18)
for all x, y ∈ Ω. For λ ≤ min
(
1
3Aσ∞
, 2
3B
)
, we have
(Keλφ)(x) ≤ eλKφ(x) (1 + λ2VarK(x,·)(φ)) ≤ eλKφ(x)+λ2VarK(x,·)(φ).
Proof. By exactly the same argument as in the proof of Lemma 38 of [29] we obtain,
(Keλφ)(x) ≤ eλKφ(x) + λ
2
2
(
sup
Supp(K(x,·))
eλφ(·)
)
VarK(x,·)(φ).
Since diam(Supp(K(x, ·))) ≤ 2σ∞ and φ satisfies inequality (3.18), we have
sup
Supp(K(x,·))
φ ≤ Kφ(x) + max(B, 2Aσ∞).
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Combining these two inequalities gives
(Keλφ)(x) ≤ eλKφ(x)
(
1 +
λ2
2
(
eλmax(B,2Aσ∞)
)
VarK(x,·)(φ)
)
.
Since eλmax(B,2Aσ∞) ≤ 2 by assumption, the result follows. 
The following analogue of Lemma 10 of [22] is used to obtain exponential moment bounds
for our Markov chain:
Lemma 3.6. Let K be a kernel defined on a Polish space (Ω, d) and with curvature κ > 0.
Fix Tb, T ∈ N and 0 < δ < 1, let V satisfy inequality (3.2), and let {Kt}Tb+Tt=Tb be a sequence
of kernels satisfying
sup
Tb≤t≤Tb+T
sup
x∈Ω
Wd(K(x, ·), Kt(x, ·)) ≤ δ. (3.19)
For 0 < δ < δmax, 0 < λ < λmax and f any
2
κT
-Lipschitz function, 2( Tb+t∏
s=Tb
Ks
)(
eλf
) ≤ exp (λ Tb+t∏
s=Tb
Ksf +
4λ2
κT 2
Tb+t∑
s=Tb
( s−1∏
u=Tb
Ku
)V) (3.20)
for all 0 ≤ t ≤ T .
Proof. Let f be a 2
κT
-Lipschitz function. For 0 < λ < κT
4Cv
and 0 ≤ t ≤ T , define the function
gt = λ
Tb+t∏
s=Tb
Ksf +
4λ2
κT 2
Tb+t∑
s=Tb
( s−1∏
u=Tb
Ku
)V. (3.21)
Thus (3.20) can be re-written as ( Tb+t∏
s=Tb
Ks
)(
eλf
) ≤ egt . (3.22)
We then define g
(1)
t and g
(2)
t to be the first and second terms in gt in (3.21). By inequality
(3.15) from Lemma 3.4, we have that
|g(1)t (x)− g(1)t (y)| ≤ max
(
λ(2(1− κ)t) 2
κT
d(x, y), λ
8δ
κ
2
κT
)
and
|g(2)t (x)− g(2)t (y)| ≤ max
( 4λ2
κT 2
t∑
s=0
2(1− κ)sCvd(x, y), 8λ
2
λT 2
4δ(t+ 1)
κ
Cv
)
.
Combining these two inequalities and simplifying yields,
|gt(x)− gt(y)| ≤ max(Ad(x, y), Bt) (3.23)
for all x, y ∈ Ω, where
A =
2
κT
,Bt =
t + 1
12T
. (3.24)
2We slightly abuse notation and, when t1 > t2, mean that
∏t2
s=t1
Ks = Id, where Id is the identity kernel.
10
We now prove inequality (3.20) by induction on t. The first step is to show that the conditions
of Lemma 3.5 are satisfied by gt for all t. By inequality (3.24), condition (3.18) of Lemma 3.5
is satisfied for φ = gt and A = A,B = Bt as given in equation (3.23) and any 0 < λ < λmax.
By the same inequality and the definition of λmax in Equation (3.3), the condition on λ is also
satisfied. Thus, in the base case t = 0, inequality (3.22) (and thus (3.20)) follows immediately
from an application of Lemma 3.5 and the bound on VarKt(x, ·) given by inequality (3.2).
We now assume that inequality (3.22) holds for all times 0 ≤ t ≤ w and show that it holds
at time w + 1. We calculate
Tb+w+1∏
v=Tb
KTb+ve
λf ≤ KTb+w+1egw ≤ egw+1 ,
where the first inequality is the induction hypothesis and the second inequality comes from
applying Lemma 3.5 with bound on variance given again by inequality (3.2). Again, we have
verified that the conditions of Lemma 3.5 hold for gs for all s and the claim follows from
induction. 
3.3. Proof of Theorem 1. We now put together the results from the previous subsection
to prove Theorem 1.
Proof of Theorem 1. Define
f˜x1,..., xk−1(xk) = k
−1
k∑
i=1
f(xi)
for all k ∈ N and all (x1, . . . , xk−1) ∈ Ωk−1, with the natural extension f˜∅(x1) = f(x1). Also
define the related function
g˜x1,..., xk−1(x) = f˜x1,...,xk−1(x) +
4λ
κT 2
T−k−1∑
ℓ=0
Tb+ℓ−1∏
t=Tb
KtV(x),
with the natural extension g˜∅(x) = f˜∅(x1) +
4λ
κT 2
∑T−1
ℓ=0
∏Tb+ℓ−1
t=Tb
KtV(x). Using the curvature
assumption and inequality (3.4), we can apply inequality (3.15) from Lemma 3.4 to see that
the function g˜x1,...,xk−1(·) satisfies |g˜x1,...,xk−1(x) − g˜x1,...,xk−1(y)| ≤ max(Ad(x, y), B) where
A = 2
κT
, B = k
12T
. The calculation of those constants is exactly the same as that used to find
inequality (3.24).
Applying Lemma 3.6 successively for k = Tb + T − 1, Tb + T − 2, . . . , Tb we find
EXTb∼µ
[eλπˆT,Tb (f)] =
∫
ΩT
eλf˜x1,...,xT−1 (xT )KTb+T−1(xT−1, dxT ) . . .KTb+1(x1, dx2)µ(dx1)
=
∫
ΩT
eλg˜x1,...,xT−1 (xT )KTb+T−1(xT−1, dxT ) . . .KTb+1(x1, dx2)µ(dx1)
≤
∫
ΩT−1
eλg˜x1,...,XT−2 (xT−1)KTb+T−2(xT−1, dxT ) . . .KTb+1(x1, dx2)µ(dx1)
≤ . . .
≤ eλEXTb∼µ[πˆT,Tb (f)]e 4λ
2
κT2
∑T−1
ℓ=0 EXTb
∼µ[V(XTb+ℓ)],
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where the first two lines follow from definitions, and the remaining lines are repeated appli-
cations of Lemma 3.6. By Markov’s inequality, this implies that for any r > 0,
Pµ
(
|πˆT,Tb(f)− EXTb∼µ[πˆT,Tb(f)]| ≥ r
)
≤ 2e−λre 4λ
2
κT2
∑T−1
ℓ=0 EXTb
∼µ[V(XTb+ℓ)]
and the proof is finished. 
4. The Equi-Energy Sampler
The equi-energy (EE) algorithm introduced by [23] was inspired by the concept of mi-
crocanonical distribution in statistical mechanics. A key facet of this algorithm is that
it facilitates moves within ‘energy levels’ as explained below, so as to efficiently traverse
between various modes of the target distribution. Our main motivation for studying this
algorithm is the observation from [23] that the autocorrelation of samples taken from an
equi-energy algorithm applied to a mixture of normal variables was quite a bit smaller than
the autocorrelation of samples taken from a parallel tempering algorithm with the same tar-
get distribution. This can be seen empirically in the autocorrelation plots in Figures 3 and
4 of [23], and is certainly suggested by the long moves in the sample paths shown in those
figures. There are no rigorous non-asymptotic results explaining this empirical comparison.
Our contribution here is two-fold. First, we study the equi-energy algorithm applied to
a simple multi-modal target density on the unit circle. We compare the properties of this
algorithm to a corresponding parallel tempering algorithm (see [14]) and to an underlying
random walk Metropolis algorithm from which the equi-energy sampler is constructed. For
this example, using the concentration results obtained in the previous section, we rigorously
show that the auto-covariance function of the equi-energy sampler decays faster than that
of the parallel tempering algorithm and the random walk Markov chain. These results thus
corroborate the empirical observation made in [23]. Let us remark that, although the target
density we consider is very simple, it encodes the key feature of multi-modality for which
the equi-energy sampler is tailored. We believe that our results should also hold for general
multi-modal distributions; see the second point in Section 5 for more details.
Next, we obtain finite sample bounds for the equi-energy sampler on a general class of
target distributions via an inductive argument on the energy levels. This also yields the
ergodicity of the equi-energy algorithm, and the convergence of the associated kernels to a
limiting kernel in Wasserstein distance.
4.1. The Algorithm. We begin by recalling notation for the equi-energy and parallel tem-
pering algorithms, and then define our main example. We will generally follow the notation
of [23] as closely as possible.
Let π(x) ∝ e−V (x) be the target measure of interest on a metric space (Ω, d), and let KMH
be a reversible kernel on Ω; we do not assume that the stationary measure of KMH is π. We
then fix a number of energy levels K ∈ N and associated densities {πi}0≤i≤K with π0 = π.
Next, we fix a constant 0 < pee < 1 which defines the frequency with which the sampler takes
special steps called equi-energy moves. The equi-energy sampler itself consists of a collection
of coupled stochastic process {X(i)t }t∈N at each energy level 0 ≤ i ≤ K, where chain X(i)t is
intended to (roughly) target the distribution πi. The process X
(K)
t is the simplest: it evolves
according to the Metropolis-Hastings dynamics associated with proposal kernel KMH and
target distribution πK. We define T
(i)
b to be the burn-in time for the i
th chain - that is,
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we wait until time T
(i)
b before starting chain X
(i)
t . We generally set T
(K)
b = 0 and make no
assumptions on the distribution of the starting values X
(i)
T
(i)
b
.
To define the processes {X(i)t }t∈N for i < K, we require a function H(v) = [h1(v), h2(v)] from
R to intervals in R. We then define the energy rings :
D̂
(i)
t,v = {X(i+1)s : T (i+1)b ≤ s ≤ t, V (X(i+1)s ) ∈ H(v)}. (4.1)
Based on these definitions, a generalization of the equi-energy sampler of [23] is given by
Algorithm 1.
Algorithm 1 Equi-Energy Sampler for the Evolution of X
(i)
t
Require: Energy Ring: D̂
(i)
t,v as given by (4.1), Proposal Kernel KMH.
• Simulate pt ∈ {MH,EE} with
P[pt = EE] = pee.
if pt = MH then
• Evolve X(i)t via the kernel KMH coupled with the accept-reject mechanism, targetting
distribution πi.
else
• Make an Equi-Energy step as follows. Simulate
q
(i)
t ∼ Unif
(
D̂
(i)
t,V (X
(i)
t )
)
, wt ∼ Unif[0, 1]
independently and set r
(i)
t = r
(i)
t (X
(i)
t , q
(i)
t ) as given by (4.5).
if wt < r
(i)
t then
• Set X(i)t+1 = q(i)t
else
• Set X(i)t+1 = X(i)t .
end if
end if
Thus the key idea behind the equi-energy proposal is to traverse between the modes
while staying in regions where the target density π has (roughly) the same magnitude.
Heuristically, we expect the equi-energy sampler to converge to the sampler with the same
parameters {πi}Ki=0, pee, and H that is described by Algorithm 2; this is referred to as the
limiting algorithm. The equi-energy step in Algorithm 1 is an ansatz for that in Algorithm
2.
Remark 4.1. In the original paper [23], the authors defined the family of densities πi to be
of the form
πi(x) ∝ e−βimax(Hi,V (x)), (4.2)
for constants minx∈Ω V (x) = H0 < H1 < . . . < HK < ∞ and 1 = β0 > β1 > . . . > βK ≥ 0.
Furthermore, in [23], the intervals H(v) = [h1(v), h2(v)] were defined by
h1(v) = sup{Hj : 0 ≤ j ≤ K + 1, Hj ≤ v} (4.3)
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Algorithm 2 ‘Limiting’ Sampler for the Evolution of X
(i)
t
Require: Energy Ring: D̂
(i)
t,v as given by (4.1), Proposal Kernel KMH.
• Simulate pt ∈ {MH,EE} with
P[pt = EE] = pee.
if pt = MH then
• Evolve X(i)t via the kernel KMH coupled with the accept-reject mechanism, targetting
distribution πi.
else
• Make an Equi-Energy step as follows. Simulate
q
(i)
t ∼ πi+1|{V −1(H(V (X(i)t )))
}
and set r
(i)
t = r
(i)
t (X
(i)
t , q
(i)
t ) as given by (4.5). Generate wt ∼ Unif[0, 1].
if wt < r
(i)
t then
• Set X(i)t+1 = q(i)t
else
• Set X(i)t+1 = X(i)t
end if
end if
h2(v) = inf{Hj : 0 ≤ j ≤ K + 1, Hj > v}.
As in [23], we choose r
(i)
t to have the following property: if we sequentially choose x ∼ πi,
q ∼ πi+1|V −1(H(V (x))) and u ∼ U[0, 1], then the random variable Y defined by
(4.4)
Y = q : U < r
(i)
t (x, q),
Y = x : U ≥ r(i)t (x, q)
should satisfy Y ∼ πi. Heuristically, the empirical measure associated with the set {X(i+1)t }Tt=T (i+1)
b
should be approximately πi+1, and so our property is exactly the condition that the limit-
ing kernel for the equi-energy moves is in fact a Metropolis-Hastings kernel with proposal
distribution being the restriction of πi+1 to an energy band and target distribution πi.
We thus define r
(i)
t to be
r
(i)
t (x, q) = min
(
1,
πi(q)
πi(x)
πi+1(x)
πi+1(q)
πi+1
(
V −1(H(V (q)))
)
πi+1
(
V −1(H(V (x)))
)). (4.5)
In the original paper [23], the choice of the function H given in Equation (4.3) meant that
πi+1
(
V −1(H(V (q)))
)
πi+1
(
V −1(H(V (x)))
) = 1, and so that term vanishes from the acceptance ratio given in equation
(4.5). If the above ratio is difficult to calculate precisely, we can of course estimate the
measure πi+1 by the empirical measure associated with {X(i+1)t }; it is possible to prove
convergence of this ‘empirical’ version of the equi-energy sampler by methods similar to
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those used to prove the convergence of the usual version. The techniques in this paper are
often easiest to apply when we choose the form
H(v) = (v − ǫ, v + ǫ) (4.6)
for some ǫ > 0, though it is certainly not required. The above definition agrees with the
definition in Equation (4.3) for the example studied in Section 4.4. For any targets {πi}i∈N,
the choice H(v) = (−∞,∞) trivially fits both Equation (4.6) and the form used in [23].
Remark 4.2. For continuous potentials V (x), our modification ofH in (4.6) has the property
that d(x, y)≪ 1 will imply that
Wd(Unif(D̂
(i)
t,V (x)),Unif(D̂
(i)
t,V (y)))≪ 1
holds with high probability as well. This makes curvature-based analysis much simpler. The
choice of H in the original algorithm doesn’t have this property on connected spaces, since
for any δ > 0, there may exist points x, y with d(x, y) < δ and H(V (x)) ∩ H(V (y)) = ∅.
Generically, this results in limiting chains with curvature of −∞. We point out that the
example we study in Section 4.4 has a curvature of −∞ for exactly this reason. As we
illustrate there, this difficulty does not make curvature-based analysis impossible, as long as
the curvature is positive on sufficiently large scales.
4.2. Notation and Conditionings. We point out here some special properties of the equi-
energy sampler that allow us to use results from Section 3 that apply only to Markov chains,
and thus at first glance would seem inapplicable to our setting. First, conditioned on the
history {X(j)s }s∈N,j≥i+1, the process {X(i)t } is a time-inhomogenous Markov chain; that is,
P[X
(i)
t+1 ∈ A|{X(i)s }s≤t, {X(j)s }s∈N,j≥i+1] = P[X(i)t+1 ∈ A|X(i)t , {X(j)s }s∈N,j≥i+1].
Based on this observation, we note that Algorithm 1 implicitly defines the sequence of random
kernels
K
(i)
t (x,A) ≡ P[X(i)t+1 ∈ A|X(i)t = x, {X(j)s }s∈N,j≥i+1],
and furthermore L(X(i)t+1|{X(j)s }s≤t,g≥i+1, X(i)T (i)
b
= x) =
(∏t
s=T
(i)
b
K
(i)
s
)
(x, ·). This is impor-
tant for our notation, as it means that Algorithm 1 defines a transition probability from all
points x ∈ Ω at time t, not merely fromX(i)t . As suggested by this discussion, throughout our
analysis of the equi-energy process at level i we will condition on the entire history of the chain
{X(j)t }t∈N,j≥i+1 at higher temperatures. For instance, we will write X(i)t+1 ∼ µ
(∏t
s=1K
(i)
s
)
whenX
(i)
0 ∼ µ as a shorthand for denoting the conditional distribution ofX(i)t+1 givenX(i)0 ∼ µ
and the chains {X(j)t }t∈N,j≥i+1. Similarly, we write Pi[·] = P[·|{X(j)t }t∈N,j≥i+1].
4.3. Parallel Tempering. In this section we define the notation for a parallel tempering
algorithm [14] for sampling from the target distribution π(x) ∝ e−V (x). We again fix a number
of chains K, a sequence of kernels {πi}0≤i≤K (generally, these are defined by πi(x) ∝ e−βiV (x)
for some decreasing sequence of inverse temperatures {βi}0≤i≤K), and an underlying proposal
kernel KMH. We also fix a switching probability, which (abusing notation slightly) is denoted
by pee. To run the algorithm, we begin K + 1 chains with initial conditions X(K)0 , . . . , X(0)0 .
For the comparison with the equi-energy sampler given below, we use K = 1, and so we
explain only this case in detail (see, e.g., [14] for the general case).
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Algorithm 3 Parallel tempering with two temperatures for the evolution of X
(i)
t , i ∈ {0, 1}
Require: Proposal Kernel KMH; inverse temperatures β0, β1.
• Draw u ∼ Unif[0, 1].
• Simulate pt ∈ {MH,EE} with
P[pt = EE] = pee.
if pt = MH then
• For i ∈ {0, 1}, evolve X(i)t via the kernel KMH coupled with the accept-reject mecha-
nism, targetting distribution πi.
else
if u < min
(
1, e−(V (X
(0)
t )−V (X
(1)
t ))(β0−β1)
)
then
• Make a swap move:
X
(0)
t+1 = X
(1)
t , X
(1)
t+1 = X
(0)
t .
else
• Set X(i)t+1 = X(i)t , i ∈ {0, 1}.
end if
end if
x0 1
2M
1
M
1− 1
2M
1
2
1+eH
2eH
1+eH
π(x)
Figure 1. Target density for the equi-energy sampler vs. parallel tempering comparison
4.4. Equi-Energy Sampler vs. Parallel Tempering. In this section we compare the
performances of the equi-energy sampler and the parallel tempering algorithm for a simple
target distribution π on the unit circle, as shown in Figure 1. Take Ω to be the unit circle,
i.e., [0, 1] with 0 and 1 identified. We define the usual ‘embedded’ metric on the unit circle:
d(x, y) = min(|x− y|, 1− |x− y|). (4.7)
Fix a number of wells M > 1 and a well depth H ≥ 0. The target distribution π on [0, 1]
has density
(4.8)
π(x) =
2
1 + eH
: 0 ≤ x ≤ 1
2M
,
π(x) =
2eH
1 + eH
:
1
2M
< x <
1
M
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and repeating with period 1
M
, so that π(x) = π(x −M−1) for all x ∈ [0, 1]. This has the
associated potential V (x) ∈ {0, H}. Fix a diffusion rate 0 < c < 1
4M
and define the proposal
kernel
KMH(x,A) =
1
2c
λ(A ∩ {y ∈ Ω : d(x, y) < c}), (4.9)
where λ is Lebesgue measure on [0, 1].
For both the equi-energy and parallel tempering algorithms, we will use KMH as the
underlying Metropolis-Hastings proposal kernel. In both cases we will use K = 1. For the
equi-energy sampler, we will follow the definitions of πi and H given in equations (4.2) and
(4.3), using parameters H0 = 0, H1 = H , β0 = 1 and β1 = 0. Thus for both samplers,
our first chain will target π0 = π and our second chain will target π1 = λ, the Lebesgue
measure on Ω. We will leave free the swap probability pee, and state results in terms of
this probability. Thus in this example we have two energy rings D̂
(0)
t,0 , D̂
(0)
t,H corresponding to
V = 0, H respectively.
4.5. Main Results. We describe the convergence results for the equi-energy and parallel
tempering samplers. For the equi-energy sampler, assume X
(1)
0 ∼ Q, where Q has continuous
density with respect to Lebesgue measure and∥∥∥∥dQdλ
∥∥∥∥
2
= NQ < 2.
Here ‖ · ‖2 denotes the L2(Ω, dλ) norm.
Write
A1 = min
(
pee(1− pee)M
32
,
pee
2c
)
A2 =
16eH
Ac
e−H .
Our first quantitative result shows that, after the burn-in period and a reasonable running
time, the equi-energy kernel has small autocovariance with high probability:
Theorem 3 (Intermediate-Time Autocorrelations for Equi-Energy Samplers). Let the met-
ric d be defined on the state space Ω = [0, 1] as in (4.7), let Q be a distribution on Ω that
has continuous density with respect to Lebesgue measure and satisfies
∥∥∥dQdλ ∥∥∥
2
≤ 2. Fix a 1-
Lipschitz function f on Ω with Eπ[f ] = 0, and also fix k ∈ N ∪ {∞}, 0 < ǫ < min
(
1
512
, cM
384
)
,
and burn-in time T
(0)
b ≡ T > 110592c−2 (ǫ−1 + 1)2 log
(
4608 (ǫ−1 + 1)
2
)
.
For X
(1)
0 ∼ Q and X(0)T = x ∈ Ω, we have
E[f(X
(0)
T )f(X
(0)
T+S)|{X(1)s }s∈N] ≤ 2e−A1c⌊
S
4
⌋ + 2ǫ+ A2 (4.10)
holds simultaneously for all 0 ≤ S ≤ T (1 + kǫ
2
)
with probability at least 1− ǫ
12
min
(
k, 1
1−ǫ
1
2 ǫ
)
.
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Remark 4.3. Note that in Theorem 3, we assume that Eπ[f ] = 0, not that E
[∑T+S
s=T f(X
(0)
s )
]
=
0. In particular, this means that the concluding inequality (4.10) is a bound on both the vari-
ance and bias of the equi-energy sampler. We also note that limǫ→0
ǫ
1−ǫ
1
2 ǫ
= 0, and so choosing
k =∞ gives a bound that holds with probability tending to 1 as ǫ goes to 0.
From this bound, it is straightforward to see that the Equi-Energy sampler is much more
efficient than its underlying Markov chain when the barrier H between modes is large. The
following bound gives one formalization of this comparison:
Theorem 4 (Mixing Time of Underlying Markov Chain). Assume M ≥ 2. The Metropolis-
Hastings chain with proposal kernel KMH as defined in Equation (4.9) and target distribution
π has mixing time satisfying
τmix = Ω
(
eH
)
.
Proof. Define the bottleneck constant of a measurable set A ⊂ Ω by
Φ(A) =
∫
x∈A
KMH(x,A
c)dx
π0(A)
,
and the Cheeger constant of the kernel by Φ = infπ0(A)≤ 12
Φ(A). Clearly,
Φ ≤ Φ([0, 1
2M
]) ≤ 8Me−H .
Combining this with Theorem 7.6 of [26] (stated there for discrete state space, but applicable
in this setting with minor changes), we have
τmix = Ω
(
1
Φ
)
= Ω
(
eH
)
proving the claim. 
To compare the equi-energy sampler to the parallel tempering algorithm, we need a lower
bound on the convergence rate of the latter; the following easy bound suffices.
Theorem 5 (Intermediate-Time Autocovariance for Parallel Tempering Samplers). Assume
M ≥ 2 is even. Fix T > 0 and let {(X(0)t , X(1)t )}t∈N denote the parallel tempering chain.
Define the event
S =
{
1
8M
≤ X(0)T , X(1)T ≤
3
8M
}
.
Then, for any S > 0, we have the lower bound
E[(X
(0)
T − π0[X(0)T ])(X(0)T+S − π0[X(0)T+S])|S] ≥
1
32
− e− 11024M2c2S . (4.11)
Proof of Theorem 5. Assume 1
8M
≤ X(0)T , X(1)T ≤ 38M and let {xs}s∈N be an i.i.d. sequence of
random variables distributed as Unif[−c, c]. We can then write, for any r < 1
16M
,
P
[
sup
T≤t≤T+S, i∈{0,1}
inf
j∈{0,1}
|X(i)t −X(j)T | > 2r
]
≤ P
[
sup
T≤t≤T+S
|
t∑
s=T
xs| > r
]
.
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By Doob’s maximal inequality,
P
[
sup
T≤t≤T+S
|
t∑
s=T
xs| > r
]
≤ 4e− r
2
4Sc2 .
Thus,
P
[
X
(0)
T+S, X
(1)
T+S ≤
1
2M
∣∣ 1
8M
≤ X(0)T , X(1)T ≤
3
8M
]
≥ 1− e− 11024M2c2S .
We then have
E[(X
(0)
T − π0[X(0)T ])(X(0)T+S − π0[X(0)T+S])|S] = E[(X(0)T −
1
2
)(X
(0)
T+S −
1
2
)|S]
= E[X
(0)
T X
(0)
T+S|S]−
1
2
E[X
(0)
T |S]−
1
2
E[X
(0)
T+S|S] +
1
4
≥ 0− 1
2
3
8M
− 1
2
((
1− e− 11024M2c2S ) 1
2M
+ e
− 1
1024M2c2
√
S
)
+
1
4
≥ 1
32
− e− 11024M2c2S .
This completes the proof. 
Remark 4.4. The mixing time of the parallel tempering algorithm is also Ω
(
c−2
log(c−1)2
)
; in
the regime c−1 ≈ M , this is an improvement on Theorem 5. One (lengthy) proof of this
bound can be found by applying the mixing lower bound of [16] for a discretized version of
the walk and then using a limiting argument similar to that in our supporting document.
4.6. Comparison of equi-energy vs. Parallel tempering. Before proving Theorems 3
and 5, we explain our interest in them: showing that the equi-energy sampler gives better
results than the parallel tempering sampler after some realistic burn-in time T . In particular,
when c is small these calculations show that the autocovariance of the equi-energy sampler
decays at a rate of at least roughly cM , while the autocovariance of the parallel tempering
sampler decays at rate of at most roughly c2M2; when c−1 ≫ M , the former decay rate is
much faster than the latter.
We point out one aspect of Theorem 3 that may be surprising to those familiar with
the MCMC literature: our bound on autocovariance does not decay exponentially for all
values of S. This property turns out to be unavoidable. As we discuss in more detail in
Section 4.8 for a similar example, the autocorrelation decays only like 1
T+S
in general - that
is, Var[π̂S,T (f)] = Ω
(
1
T+S
)
. Thus, a bound on the correlation that decays exponentially in
S for all S > 0 is impossible.
4.7. Proof of Theorem 3. Our proof proceeds by first showing that for sufficiently large
times T , the measure Unif({X(1)t }0≤t≤T ) is close to Unif[0, 1], and then using this to show
that the evolution of the stochastic process {X(1)t }t>T is very close to that described by
Algorithm 2.
Recall that Ω = [0, 1] and that the associated metric d is given by Equation (4.7). We
define the quantile coupling of any distribution µ with density ρ uniformly bounded below
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on [0, 1] and distribution ν with either atomic measure or density uniformly bounded below,
as follows. First, choose Y ∼ µ. Then set
X = inf{x ∈ Supp(ν) : ν([0, x]) > µ([0, Y ])}. (4.12)
It is easy to check by standard Fourier analysis results (see, e.g., [33]) that for c < 1
8
, the
relaxation time of the kernel KMH given in (4.9) is bounded by
1
8c2
≤ τrel ≤ 8
c2
. (4.13)
This implies that the spectral gap of the top chain is on the order of c2. Before proceeding,
we need the following result of Lezaud [27] on the medium deviation of a Markov chain on a
finite state space with spectral gap (see Remark 3 of [27] for this restatement of the result):
Theorem 6 ([27], Theorem 1.1). Fix a Markov chain {Yi}i∈N on a finite state space with
initial measure Y0 ∼ Q, invariant measure ν and spectral gap λ1. Also fix a function f with
ν(f) = 0 and ν (f 2) ≤ 1. Then for all γ > 0,
P
[
n−1
n∑
i=1
f(Yi) ≥ γ
]
≤
∥∥∥dQ
dν
∥∥∥
2
exp
(λ1
5
− nγ
2λ1
12
)
.
Next, denote by dLP(µ, ν) the Levy-Prokhorov distance between two distributions µ and
ν; if they are both distributions on [0, 1], this distance can be defined as:
dLP(µ, ν) = inf{ǫ > 0 : ∀ x ∈ [0, 1], µ([0, x− ǫ])− ǫ ≤ ν([0, x]) ≤ µ([0, x+ ǫ]) + ǫ}.
Let
G =
{
x ∈ [0, 1] : inf
i∈N
|x− 2i− 1
2M
| < c
16
}
.
We then define the slightly modified distance d˜LP on the space of measures on [0, 1] by:
d˜LP(µ, ν) = max(dLP(µ, ν), |µ(G)− ν(G)|).
We can now show:
Lemma 4.5 (Convergence of D̂
(0)
t,0 ). Fix ǫ
−1 ∈ N with ǫ−1 > 256, T > 192(ǫ−1+1)2
c2
log (4(ǫ−1 + 1)2)
and 0 ≤ α < ∞. Assume that X(1)0 is distributed to some distribution Q with continuous
density with respect to Lebesgue measure that satisfies
∥∥∥dQdλ ∥∥∥
2
≤ 2. Then for t ≥ (1 + α)T ,
Wd(Unif(D̂
(0)
t,0 ),Unif(V
−1{0})) ≤ 2d˜LP(Unif(D̂(0)t,0 ),Unif(V −1{0})) ≤ 12ǫ
with probability at least 1− ǫ1+α.
Proof. The proof relies on applying Theorem 6 to X
(1)
t with some functions of the form
fx(y) = 10≤y≤x − x as well as the function fG(y) = 1y∈G − π1(G). Define Iǫ to be the
collection of functions
Iǫ = {fG} ∪ {fiǫ}i∈N,1≤i≤ǫ−1.
By direct computation, it is easy to check that
(4.14) π1(f
2) ≤ 1
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for all f ∈ Iǫ. By Lemma 1.1 in our supporting document, we can apply Theorem 6 as stated
to our example (the bound on the spectral gap in inequality (4.13) also holds for the discrete
chains used in that Lemma; the calculations in Example 12.3.1 of [26] give this bound with
minor modification). Using inequalities (4.13) and (4.14) with Theorem 6 yields that for
f ∈ Iǫ, t ∈ N and γ > 0,
P
[∣∣∣ 1
t+ 1
Tb+t∑
s=Tb
f(X(1)s )
∣∣∣ > γ] ≤ 4 exp(− tc2(γ2
96
− 8
5t
))
. (4.15)
By Equation (4.15) and a union bound, we have
P
[
sup
f∈Iǫ
∣∣∣ 1
t + 1
Tb+t∑
s=Tb
f(X(1)s )
∣∣∣ > ǫ] ≤ 4(ǫ−1 + 1) exp(− tc2( ǫ2
96
− 8
5t
)) ≤ ǫ1+α. (4.16)
Let X ∼ Unif(D̂(0)t,0 ) and let Y ∼ Unif(V −1{0}). We note that, for 1 ≤ i ≤ ǫ−1,
|P0[X ≤ iǫ]− P[Y ≤ iǫ]| =
∣∣∣ 1
t + 1
Tb+t∑
s=Tb
fiǫ(X
(1)
s )
∣∣∣ ≤ sup
f∈Iǫ
∣∣∣ 1
t+ 1
Tb+t∑
s=Tb
f(X(1)s )
∣∣∣,
and also that
|P0[X ∈ G]− P[Y ∈ G]| =
∣∣∣ 1
t+ 1
Tb+t∑
s=Tb
fG(X
(1)
s )
∣∣∣ ≤ sup
f∈Iǫ
∣∣∣ 1
t + 1
Tb+t∑
s=Tb
f(X(1)s )
∣∣∣. (4.17)
For x ∈ [0, 1], define x+ = ǫ inf{i ∈ N : iǫ ≥ x} and x− = ǫ sup{i ∈ N : iǫ ≤ x}. We then
have
dLP(X, Y ) ≤ sup
x∈[0,1]
|P0[X ≤ x]− P[Y ≤ x]|
≤ sup
x∈[0,1]
(|P0[X ≤ x]− P0[X ≤ x+]|+ |P0[X ≤ x+]− P[Y ≤ x+]|+ |P[Y ≤ x+]− P[Y ≤ x]|)
≤ sup
x∈[0,1]
(|P0[X ≤ x−]− P0[X ≤ x+]|+ |P0[X ≤ x+]− P[Y ≤ x+]|+ |P[Y ≤ x+]− P[Y ≤ x]|)
≤ sup
x∈[0,1]
( (|P0[X ≤ x−]− P[Y ≤ x−]|+ |P[Y ≤ x−]− P[Y ≤ x+]|+ |P[Y ≤ x+]− P0[X ≤ x+]|)
+ |P0[X ≤ x+]− P[Y ≤ x+]|+ |P[Y ≤ x+]− P[Y ≤ x]|
)
≤ 3ǫ+ 3 sup
f∈Iǫ
∣∣∣t−1 Tb+t∑
s=Tb+1
f(X(1)s )
∣∣∣.
Conditioned on the event that
{
supf∈Iǫ
1
t+1
∑Tb+t
s=Tb
f(X
(1)
s ) < ǫ
}
, this bound combined
with inequality (4.16) and inequality (4.17) implies that
d˜LP(Unif(D̂
(0)
t,0 ),Unif(V
−1{0})) ≤ 6ǫ. (4.18)
By Theorem 2 of [15],
Wd(X, Y ) ≤ 2dLP(X, Y ) ≤ 2d˜LP(X, Y ).
Combining this with inequality (4.18) completes the proof. 
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Remark 4.6. We point out the trivial inequality that, whenever F and G are the empirical
distributions of two sets SF = {x1, . . . , xn} and SG = {x1, . . . , xn, y1, . . . , ym} on a metric
space (Ω, d),
d˜LP(F,G) ≤ m
m+ n
Wd(F,G) ≤ m
m+ n
DΩ.
This allows us to extend inequalities bounding the distance between π1 and the empirical
measure on {X(1)s }s≤t for one particular value of t to inequalities bounding the distance
between π1 and the empirical measure on {X(1)s }s≤t′ for all values of t′ ∈ [t, T ] for T > t.
Let Ft denote the empirical measure on the elements from the set D̂
(0)
0,t . In the next
lemma, we will show that a bound on the distance between Ft and π1 can be translated into
a bound on the distance between the equi-energy process {X(0)t }t∈N and a coupled Markov
chain drawn from the limiting chain described in Algorithm 2.
Before stating the result, we give some notation. Fix constants Tinit ≤ Tfin ∈ N. We denote
by {Yt}Tinit≤t≤Tfin a Markov chain that evolves according to Algorithm 2. Finally, define the
constant
C1 = C1(ǫ) = 1− pee
4
pee
4
(
cM
16
− ǫ
)
.
We then prove our main bound:
Lemma 4.7 (Distance Bound). Fix Tinit ≤ Tfin and 0 < ǫ < min
(
1
256
, cM
192
)
, and let A =
A(Tinit, Tfin, ǫ) be the event that
sup
Tinit≤t≤Tfin
d˜LP(Ft, π1) ≤ ǫ. (4.19)
Then for Tinit ≤ S ≤ Tfin and processes {X(0)t }Tinit≤t≤Tfin , {Yt}Tinit≤t≤Tfin as above, with any
starting points X
(0)
Tinit
, YTinit, we have conditional upon A:
Wd(X
(0)
S , YS) ≤ (1− C1)⌊
S−Tinit
4
⌋ + 2ǫ+ (1− pee)⌊
S−Tinit
2
⌋ + 4(S − Tinit)e−H . (4.20)
Proof. Throughout this argument, we condition on A holding. Briefly, our proof proceeds
by first showing that X
(0)
t quickly enters V
−1({0}) with high probability, and then showing
that after this event it can be coupled to the chain {Yt}Tinit≤t≤Tfin in such a way that the two
chains are rarely far apart.
Let τ1 = inf{t ≥ Tinit : V (X(0)t ) = 0} and let τ2 = inf{t > τ1 : V (X(0)t ) > 0}. We bound
the probability that τ1 is large by showing that, regardless of the point X
(0)
t , there is a large
probability that τ1 ≤ t+ 2. Writing U ∼ Unif[0, 1], we have
P0[V (X
(0)
t+2) = 0|X(0)t ] ≥ P0[V (X(0)t+2) = 0| inf
1≤i≤M
|X(0)t+1 −
2i− 1
2M
| ≤ c
8
, X
(0)
t ]
× P0[ inf
1≤i≤M
|X(0)t+1 −
2i− 1
2M
| ≤ c
8
|X(0)t ]
≥ P0[V (X(0)t+2) = 0| inf
1≤i≤M
|X(0)t+1 −
2i− 1
2M
| ≤ c
8
, X
(0)
t ]
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× pee
4
(
P[ inf
1≤i≤M
U − 2i− 1
2M
| ≤ c
16
]− ǫ
)
≥ P0[V (X(0)t+2) = 0| inf
1≤i≤M
|X(0)t+1 −
2i− 1
2M
| ≤ c
8
, X
(0)
t ]
× pee
4
(
cM
16
− ǫ
)
≥ 1− pee
4
pee
4
(
cM
16
− ǫ
)
= C1. (4.21)
The first inequality comes from a simple conditioning, the second inequality comes from
inequality (4.19), and the remaining two inequalities are simple computations concerning
uniform random variables.
Iterating inequality (4.21), we have for all Tinit ≤ T ≤ Tfin that
P0[τ1 > T ] ≤ (1− C1)⌊
T−Tinit
2
⌋ . (4.22)
Next, denote by {Y ′t }Tinit≤t≤Tfin a second copy of the limiting chain. We couple the chains
{Yt}Tinit≤t≤Tfin , {Y ′t }Tinit≤t≤Tfin by choosing the same value of pt (as given in Algorithm 2) for
both chains at every step t, and conditional on the value of pt coupling according to the
quantile coupling described in equation (4.12). We allow for arbitrary starting position Y ′Tinit
of the chain {Y ′t }Tinit≤t≤Tfin . It is easy to check by direct computation that
E[d(Yt+1, Y
′
t+1)|Yt, Y ′t , V (Yt) = V (Y ′t ) = 0] ≤ (1− pee)d(Yt, Y ′t ).
By inequality (4.19), there exists a Markovian coupling of
{
(X
(0)
t , Yt)
}
t
(conditional upon
{X(1)t }t∈N) so that
E0[d(X
(0)
t+1, Yt+1)|X(0)t = Yt = x, V (x) = 0] ≤ 2peeǫ.
Combining these two inequalities, we have by the triangle inequality that there exists a
Markovian coupling with the property that
E0[d(X
(0)
t+1, Yt+1)|X(0)t , Yt, V (X(0)t ) = V (Yt) = 0] ≤ (1− pee)d(X(0)t , Yt) + 2peeǫ. (4.23)
For the remainder of this proof, fix Tinit ≤ S ≤ Tfin and let B = B(S) be the event that
τ2 > S and that supTinit≤t≤S V (Yt) = 0. Iterating the bound in inequality (4.23), we have for
all Tinit ≤ t ≤ S that
E0[d(X
(0)
t , Yt)|τ1, X(0)τ1 , Yτ1] = E0[d(X(0)t , Yt)1B|τ1, X(0)τ1 , Yτ1] + E0[d(X(0)t , Yt)1Bc|τ1, X(0)τ1 , Yτ1 ]
≤ E0[
(
(1− pee)d(X(0)t−1, Yt−1) + 2peeǫ
)
1B|τ1, X(0)τ1 , Yτ1] + 4(S − Tinit)e−H
≤ . . .
≤ 2peeǫ
pee
+ (1− pee)t−τ1 + 4(S − Tinit)e−H .
Combining this with inequality (4.22), we have for all Tinit ≤ T ≤ t ≤ Tfin that
E0[d(X
(0)
t , Yt)] ≤ P[τ1 > T ] + 2ǫ+ (1− pee)t−T + 4(t− Tinit)e−H
≤ (1− C1)⌊
T−Tinit
2
⌋ + 2ǫ+ (1− pee)t−T + 4(t− Tinit)e−H .
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Choosing T = ⌊ t+Tinit
2
⌋ gives inequality (4.20), finishing the proof. 
We now relate the above lemma to autocorrelation. Fix S, T ∈ N and Let {Mt}T+St=T be
any Markov chain with stationary distribution π, started from stationarity at time T and
coupled to {X(0)t }T+St=T . We require thatMT , XT be independent but otherwise do not restrict
the coupling. With this notation, we have:
Lemma 4.8 (Autocorrelation Inequality by Wasserstein Distance). Let S, T and {Mt}T+St=T
be as above. Fix a function f on [0, 1] with ‖f‖∞ = 1, ‖f‖Lip = L and Eπ[f ] = 0. Fix a
starting time T and an ending time S, and let F be the σ-algebra generated by {X(0)t }Tt=0.
Then: ∣∣∣E0[f(X(0)T )f(X(0)T+S)|F ]∣∣∣ ≤ E0 [|f(X(0)T+S)− f(MT+S)| ∣∣∣F] .
Proof.∣∣∣E0[f(X(0)T )f(X(0)T+S)|F ]∣∣∣ = |E0[f(X(0)T )(f(X(0)T+S)− f(MT+S))|F ] + E0[f(X(0)T )f(MT+S)|F ]|
=
∣∣∣E0[f(X(0)T )(f(X(0)T+S)− f(MT+S))|F ]∣∣∣
≤ E0
[
|f(X(0)T+S)− f(MT+S)|
∣∣∣F] ,
and the lemma is proved. 
Now we have all the ingredients needed for the proof of Theorem 3.
Proof of Theorem 3. Combining Lemma 4.5 and Remark 4.6, for any fixed starting time
T > 110592c−2(+ǫ−1)2 log (4608(1 + ǫ−1)2), we have that
P
[
sup
T≤s≤(1+ ǫ
2
)T
Wd(D̂
(0)
0,s , π1) > ǫ
]
≤ ǫ
12
.
By repeatedly applying the same inequality and taking a union bound, for any ℓ ∈ N, we
have
P
[
sup
T≤s≤(1+ ℓǫ
2
)T
Wd(D̂
(0)
0,s , π1) > ǫ
]
≤ ǫ
12
ℓ−1∑
i=0
ǫ
1
2
ℓǫ ≤ ǫ
12
min
(
ℓ,
1
1− ǫ 12 ǫ
)
. (4.24)
We now condition on the event that this inequality holds. Define A = 1
2c
min(pee, C1) > 0.
Fix Tinit = T ≤ S ≤ Tfin = (1 + kǫ2 ) and define T ′init = T ′init(S) = max
(
Tinit, S − 4HAc
)
.
Combining inequality (4.24) with Lemmas 4.7 and 4.8, we have for all Tinit ≤ S ≤ Tfin that
there exists a coupling of {Yt}T ′init≤t≤Tfin to {X
(0)
t }T ′init≤t≤Tfin , with YT ′init started at stationarity,
so that
E[f(X
(0)
T ′init
)f(X
(0)
S )|{X(1)s }s∈N] ≤ E0[|f(X(0)S )− f(YS)|] (4.25)
≤ (1− C1)⌊
S−T ′init
4
⌋ + 2ǫ+ (1− pee)⌊
S−T ′init
2
⌋ + 4(S − T ′init)e−H .
We now extend this coupling back to time Tinit as follows. We draw YTinit from the stationary
measure, and then run {X(0)t }T
′
init
t=Tinit
, {Yt}T
′
init
t=Tinit
independently. We note that under this
coupling, YT ′init is independent of XT ′init and drawn from stationarity, and so we can view this
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as an extension of the coupling of {Yt}T ′init≤t≤Tfin to {X
(0)
t }T ′init≤t≤Tfin used to derive inequality
(4.25). Under this coupling, we then have by Lemma 4.8 and inequality (4.25) the similar
bound
E[f(X
(0)
Tinit
)f(X
(0)
S )|{X(1)s }s∈N] ≤ E0[|f(X(0)S )− f(YS)|]
≤ (1− C1)⌊
S−T ′init
4
⌋ + 2ǫ+ (1− pee)⌊
S−T ′init
2
⌋ + 4(S − T ′init)e−H
≤ 2e−Ac⌊S−T
′
init
4
⌋ + 2ǫ+ 4(S − T ′init)e−H
≤ 2ǫ+ 2max
(
e−Ac⌊
S−Tinit
4
⌋, e−H+1
)
+ 4min
(
(S − Tinit)e−H , 4H
Ac
e−H
)
.
This completes the proof. 
4.8. Finite vs. Infinite Measures of Autocorrelation. We note that Theorem 3 mea-
sures mixing properties of the equi-energy sampler by comparing only covariances
E[f(XT )f(XT+S)] at specific times T and S. For quantifying the efficiency of MCMC sam-
plers, it is common to look instead at the following infinite measure of covariance:
IC(T ) =
∑
S>0
E[f(XT )f(XT+S)]. (4.26)
We explain the discrepancy here. For many classes of samplers, the variance of the empirical
mean of the sampler based on U steps is approximately 1
U
IC(T ), for U on all time scales and
most choices of f , T and starting distribution of XT . In particular, for Markov chains on a
finite state space with stationary distribution π, it is well known that IC(T ) is approximately
equal to the inverse spectral gap of the Markov chain, which is in turn within a factor of ap-
proximately − log(minx π(x)) of the mixing time (see [1]). Thus, the infinite autocovariance
in Equation (4.26) is closely related to the both the medium-term and asymptotic variance
of estimators derived from the associated sampler, as well as the sampler’s mixing properties.
Since limiting measures of variance are often more mathematically tractable than the anal-
ysis of finite-time mixing properties, and they give similar results, the asymptotic variance
is often analyzed. This relationship between finite-time mixing properties and asymptotic
variance does not hold for equi-energy samplers, and we argue that the measure of covariance
we use in Theorem 3 is normally a more appropriate measure of variation.
We illustrate this point by making exact calculations for a simple equi-energy sampler
that mixes very well, but for which the sum (4.26) diverges. Consider a two energy level
equi-energy sampler {X(i)t }t∈N,i∈{0,1}. We first fix all of the parameters required in Algorithm
1. The sampler has state space Ω = [−1
2
, 1
2
] and target densities
π0 = π1 = λ, (4.27)
the Lebesgue measure on Ω. The proposal density is given by KMH(x,A) = λ(A), and the
energy rings are defined by H(v) ≡ [0, 1]. Finally, we denote the burn-in time by an arbitrary
number T
(0)
b = Tb ∈ N and assume that X(1)0 ∼ λ and X(1)Tb has the mixture of distributions
X
(1)
Tb
∼ (1− pee)λ+ peeUnif({X(1)t }0≤t≤Tb). Fix the function f(x) = x.
Lemma 4.9. For all T ≥ Tb, we have∑
S>0
E[f(X
(0)
T )f(X
(0)
T+S)] =∞.
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The variance of the unbiased estimator π̂T,Tb of Eπ[f ] satisfies
Var[π̂T,Tb(f)] =
1 + 2p2ee
6T
+O
( log(T )
T 2
)
.
Remark 4.10. Thus even though the sum
∑
S>0 E[f(XTb)f(XTb+S)] is infinite, the normal-
ized asymptotic variance of the equi-energy sampler TVar[π̂T,Tb(f)] has a finite limit as T
goes to infinity.
Proof of Lemma 4.9. Let Ft be the σ-algebra generated by {X(1)s }s≤t and {X(0)s }s≤t. Recall
from Algorithm 1 that p
(0)
t , p
(1)
t are the random variables indicating whether an equi-energy
or Metropolis-Hastings step is taken at time t, and for t > Tb we write Et = 1p(0)t−1=EE
. We
also abuse notation slightly and define ETb ∈ {0, 1} conditional on {X(i)t }0≤t≤Tb,i∈{0,1} by
ETb = 1X(0)Tb ∈{X
(1)
t }0≤t≤Tb
.
We note that P[ETb = 1] = pee. We then fix T ≥ Tb and calculate
E[X
(0)
T+SX
(0)
T ] = p
2
eeE[X
(0)
T+SX
(0)
T |ET = ET+S = 1] (4.28)
= p2ee
T∑
i=0
T+S∑
j=0
1
(T + 1)(T + S + 1)
E[X
(1)
i X
(1)
j ]
= p2ee
T∑
i=0
1
(T + 1)(T + S + 1)
E[X
(1)
i X
(1)
i ]
=
p2ee
6
1
T + S + 1
.
In particular, for all Tb and all T ≥ Tb and pee > 0 we have that the sum
∑
S>0 E[XTXT+S]
diverges, albeit slowly.
To compute the finite-time variance, we note that E[X
(0)
t ] = 0 for all t, and write:
E
[( Tb+T∑
t=Tb+1
X
(0)
t
)2]
=
Tb+T∑
t=Tb+1
E
[(
X
(0)
t
)2]
+ 2
∑
Tb+1≤s<t≤Tb+T
E[X(0)s X
(0)
t ]
=
T
6
+
p2ee
3
∑
Tb+1≤s<t≤Tb+T
1
t+ 1
=
T
6
+
p2ee
3
Tb+T∑
t=Tb+1
(
1− 2
t+ 1
)
=
T
6
(
1 + 2p2ee − 2
log(1 + T
Tb
)
T
)
+O(1),
and the proof is finished. 
Lemma 4.9 raises two main points. First, in studying equi-energy samplers, we cannot use
the infinite measure of autocovariance (4.26) as a useful proxy for mixing properties, as one
can when studying Markov chains. Second, from a practical point of view, this is not a large
concern. The autocovariance is principally of interest as a way to bound the asymptotic
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variances of estimators of the same form as π̂T,Tb(f), and we have seen that this is often
quite small.
4.9. Convergence of Equi-Energy Samplers. We now use similar techniques to those in
subsection 3.3 to show the convergence of equi-energy samplers in a more general setting. We
begin with some new notation. Define the distance D between kernels K1, K2 on a common
metric space (Ω, d) by
D(K1, K2) = sup
x∈Ω
Wd(K1(x, ·), K2(x, ·)). (4.29)
We now provide additional notation for the limiting sampler defined in Algorithm 2. We
define for i < K the transition kernel of the limiting chain to be
K(i)∞ = (1− pee)K(i)MH + peeK(i)EE,
where K
(i)
MH is the Metropolis-Hastings chain associated with proposal kernel KMH and target
πi, and the limiting equi-energy kernel K
(i)
EE is the Metropolis-Hastings chain associated with
proposal kernel
p
(i)
EE(x,A) =
πi+1
(
A ∩ V −1(H(V (x))))
πi+1
(
V −1(H(V (x)))
)
and target distribution πi. For i = K, define K(K)∞ to be the Metropolis-Hastings chain with
proposal distribution KMH and target πK. Recall that the burn-in time for the i
th chain is
T
(i)
b ; that is, we wait until time T
(i)
b before starting chain X
(i)
t .
We denote by κ
(i)
MH and κ
(i)
EE the curvature of the Metropolis-Hastings and limiting equi-
energy chains at level i respectively. The curvature of
(
K
(i)
∞
)q
is denoted by κ
(i), q
∞ for q ∈ N.
Remark 4.11. It is easy to check that, for all p, q ∈ N,
κ(i), pq∞ ≥ 1−
(
1− κ(i), p∞
)q
.
In general this inequality is far from tight. Most significantly for our purposes, there are
many natural examples for whcih κ
(i),1
∞ < 0 while κ
(i),2
∞ or κ
(i),3
∞ are positive.
Let DΩ denote the diameter of (Ω, d).
Assumption 4.12. The following assumptions will be used for our main result in this sec-
tion.
(1) Ω is a compact subset of Rm with DΩ ≤ 1 and d is the Euclidean metric.
(2) For v ∈ R, the set V −1(H(v)) is a union of at most N1 balls or rectangles in Rm.
(3) πi have densities uniformly bounded above by N2 > 0, for 0 ≤ i ≤ K.
(4) For some fixed α, k > 0 and all 0 ≤ i ≤ K, we have κ(i),k∞ > α.
(5) There exists C > 0 so that Wd(K(i)∞ (x, ·), K(i)∞ (y, ·)) ≤ Cd(x, y) for 0 ≤ i ≤ K.
(6) The sets V −1(H(V (x))) have probability uniformly bounded below, i.e., πi(H(V (x))) ≥
N3 for 0 ≤ i ≤ K.
We now briefly discuss the assumptions above.
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(1) By rescaling d, the DΩ ≤ 1 from Assumption 1 can be replaced by DΩ <∞. A finite
diameter is largely used for the covering argument in equation (4.36); we believe that,
with appropriate modifications, our arguments should also hold for non-compact state
spaces. The assumption of a Euclidean metric is useful only in that it allows us to
simply state a regularity condition (see the immediately following point), and is not
used in any fundamental way.
(2) Assumption 2 is much stronger than necessary, but is easy to state and verify. This
assumption is used in Lemma 4.17 to go from a bound on the distance between two
measures to a bound on the distance between their restrictions to small sets. Defining
the δ-thickening as in equation (4.33), this assumption can be relaxed to the milder
regularity assumption that supi,x πi(V
−1(H(V (x)))δ) = O(δ
a) for some a > 0 without
changing our conclusions. Without any regularity assumptions, the type of bound
obtained in Lemma 4.17 is generally false.
(3) This assumption holds for most reasonable examples and is also used in Lemma 4.17.
(4) Assumption 4 is absolutely necessary for our proof. All of our bounds depend on α
and many become useless as α goes to 0, just as in the theory of Markov chains with
positive curvature. As in [29], many bounds hold for chains that have κ(x, y) > α > 0
only for d(x, y) ≥ ǫ > 0 sufficiently large (see e.g. Theorem 3).
(5) In most examples of interest, we have C ≥ 1 in Assumption 5. Assumption 5 al-
lows us to control the distance between powers of two kernels in terms of the dis-
tance between the underlying kernels. Without any continuity assumption, it is
easy to find sequences of kernels {Qn, Kn}n∈N so that limn→∞D(Qn, Kn) = 0 but
limn→∞D(Q
2
n, K
2
n) = 1. Our Lipschitz condition could be replaced by a uniform
continuity condition on the maps x 7→ K(i)∞ (x, ·).
(6) Assumption 6 holds for any reasonable function H , and in particular always holds
for the energy rings used by [23]. It is used in Lemma 4.17.
Now we are ready to state the main result of this section which gives the finite sample
bounds for the EE algorithm and the convergence of the associated kernels to the limiting
kernel.
Theorem 7. Let Assumptions 4.12 hold and fix ǫ > 0. Then, for η ∈ R, there exist a
sequence of times T
(i)
b = T
(i)
b (η), t = t(η) ≤ η so that, for any (deterministic or random)
sequence of starting points X
T
(i)
b
, we have
lim
η→∞
P(D(K
(0)
t , K
(0)
∞ ) > ǫ) = 0. (4.30)
Under the same assumptions and notation, for all (deterministic or random) sequences of
starting points X
T
(i)
b
, k as in item 4 of Assumption 4.12, 0 < r < 1
5(k+1)
, 1-Lipschitz functions
f and s ∈ N,
P[|π̂s,t(f)− π(f)| > r] ≤ 2ke−αr2⌊ s2k ⌋ + at, (4.31)
where at is independent of s and satisfies limη→∞ at(η) = 0.
Remark 4.13. Our proof also gives analogous bounds for large r; we omit them because they
are less interesting, especially in our setting of 1-Lipschitz functions on spaces with diameter
1.
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We mention that we can choose η − 2 ≤ t(η) ≤ η and the result will still hold. The result
is not true for arbitrary choices of {T (i)b }Ki=0.
4.10. Proof of Theorem 7.
4.10.1. Proof sketch. Denote by F
(i+1)
t the empirical measure associated with {X(i+1)s }ts=T (i+1)
b
.
Also, for 0 ≤ i ≤ K, we recall from Section 4.2 that
Pi[·] ≡ P
[
· |{X(j)t }t∈N,j≥i+1
]
is the probability of an event conditioned on the entire evolution of the equi-energy process
at all levels j ≥ i+ 1. We note that, conditioned on {X(j)t }t∈N,j≥i+1, the sequence {X(i)t }t∈N
is a (time-inhomogenous) Markov chain. That is,
Pi[X
(i)
t+1 ∈ ·|X(i)0 , . . . , X(i)t ] = Pi[X(i)t+1 ∈ ·|X(i)t ].
This conditional-Markovianity will allow us to use some results from the theory of Markov
chains, and in particular our Theorem 1. The proof will proceed via an induction argument
on i, entailing the following steps.
• We begin by using the above conditioning argument and Theorem 1 to show that, if
some power of K
(i+1)
∞ has positive curvature and D(K
(i+1)
t (x, ·), K(i+1)∞ (x, ·))≪ 1 for
all T ≤ t ≤ T + S, then any particular 1-Lipschitz function f satisfies
S−1
T+S∑
t=T+1
f(X
(i+1)
t ) ≈ πi+1(f) (4.32)
with high probability. This is the first half of the proof of Lemma 4.18.
• By a covering argument on the space of bounded Lipschitz functions, we show in
Lemma 4.18 that (4.32) implies
Wd(πi+1, F
(i+1)
t )≪ 1.
• Finally, we show in Lemma 4.17 that Wd(F (i+1)t , πi+1)≪ 1 implies that
sup
t≤s≤u
D(K(i)s , K
(i)
∞ )≪ 1
for some u that grows with t. This returns us to the situation in the first line of the
proof sketch, with i+ 1 replaced by i.
We now discuss the difference between our arguments and the argument in [23] in light
of the subsequent modification by Atchade´ and Liu. Both our argument and the argument
in [23] rely on a main inductive step, showing that if all kernels {K(i+1)t }T+St=T are ‘close’
to a limiting kernel, then the set {X(i+1)t }T+St=T will be ‘close’ to a sequence of draws from
πi+1, which in turn will force K
(i)
T+S to be close to its limiting kernel. The argument in [23]
describes a sequence of kernels Kn as converging to K∞ if limn→∞Kn(x,A) = K∞(x,A) for
all x ∈ Ω, A ⊂ Ω, and they describe closeness of random variables in terms of total variation.
This is a very weak type of convergence for kernels, and a very strong form of convergence
for the associated stochastic process. The known gap in the convergence argument of [23]
(as pointed out by Atchade´ and Liu) is made in going from the former form of convergence
to the latter. In our argument, we say that a sequence of kernels Kn converges to a kernel
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K if limn→∞ supxWd(Kn(x, ·), K(x, ·)) = 0, and we describe closeness of random variables
in terms of their Wasserstein distance. This is a strengthening of the metric on kernels and
a weakening of the metric on random variables relative to [23]. This weakening lets us prove
much more uniform convergence bounds and thus avoid the above difficulty.
4.11. Preliminary results. We begin with some simple general results related to gluing
together and taking apart couplings. Fix a set B ⊂ Ω, and for δ > 0, define the δ-thickening
of B by:
Bδ = {x : inf
y∈B
d(x, y) < δ}. (4.33)
Lemma 4.14 (Coupling Faraway Points). Fix ǫ > 0 and consider two measures µ, ν on a
metric measure space (Ω, d) with the property that Wd(µ, ν) < ǫ. Then it is possible to couple
random variables X ∼ µ, Y ∼ ν so that, for any δ > 0,
P[X ∈ B, Y /∈ Bδ] ≤ ǫ
δ
.
Proof. Since Wd(µ, ν) < ǫ is a strict inequality, it is possible to couple X ∼ µ, Y ∼ ν so that
E[d(X, Y )] < ǫ as well. We note that
ǫ ≥ E[d(X, Y )]
≥ δP[d(X, Y ) > δ]
≥ δ P[X ∈ B, Y /∈ Bδ],
finishing the proof. 
This allows us to prove the following result, whose proof is given in the Appendix.
Lemma 4.15 (Subcoupling Construction). Consider two measures µ, ν on a metric measure
space (Ω, d) with the property that Wd(µ, ν) < ǫ. Then for any set B and any δ > 0,
Wd(µ|B, ν|B) ≤ diam(Ω) ǫ
δ
+ diam(Ω)ν(Bδ\B) + ǫ
µ(B)
.
For a set B on a metric space (Ω, d) and ǫ > 0, define
B−ǫ = ((B
c)ǫ)
c,
so that
B−ǫ ⊂ B ⊂ Bǫ.
Lemma 4.16. Fix ǫ > 0 and a metric space (Ω, d) and let µ, ν be two distributions with
Wd(µ, ν) < ǫ. Then, for any δ > 0 and any measurable set B, we have
ν(B) ≥ µ(B−δ)− ǫ
δ
.
Proof. Fix γ > 0 and let X ∼ µ and Y ∼ ν be coupled so as to satisfy E[d(X, Y )] ≤
γ +Wd(µ, ν). We have
ν(B) = P[Y ∈ B]
≥ P[X ∈ B−δ, d(X, Y ) < δ]
≥ P[X ∈ B−δ]− P[d(X, Y ) > δ]
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≥ µ(B−δ)− ǫ+ γ
δ
.
Letting γ go to 0 proves the claim. 
Recall that F
(i+1)
t is the empirical measure associated with the set {X(i+1)s }ts=T (i+1)
b
. Also,
for all γ > 0 and x ∈ Ω, define
Hγ = V −1
(
H(V (x))
)
γ
\V −1(H(V (x))).
We have:
Lemma 4.17 (Wasserstein Approximation of Kernels). Let Assumptions 4.12 hold. Fix
t ∈ N and assume
Wd(F
(i+1)
t , πi+1) < ǫ. (4.34)
Then
D(K
(i)
t , K
(i)
∞ ) = O(pee
√
ǫ)
Proof. Fix γ > 0. We compute
D(K(i)∞ , K
(i)
t ) = sup
x∈Ω
Wd(K
(i)
∞ (x, ·), K(i)t (x, ·)) (4.35)
= pee sup
x∈Ω
Wd(K
(i)
EE,∞(x, ·), K(i)EE,t(x, ·))
≤ pee ǫ
γ
+ peeπi+1(Hǫ(x)) + pee γ
F
(i+1)
t (H(V (x)))
≤ pee ǫ
γ
+ peeπi+1(Hǫ(x)) + pee γ
πi+1(H(V (x))−γ)− pee ǫγ
,
where the first inequality follows from Lemma 4.15 (with bounds supplied by inequality
(4.34) and the fact that DΩ ≤ 1) and the second inequality is from Lemma 4.16. Choosing
γ =
√
ǫ and recalling items 2,3 and 6 from Assumption 4.12, we have
1
pee
D(K(i)∞ , K
(i)
t ) ≤
ǫ
γ
+ πi+1(Hǫ(x)) + γ
πi+1(H(V (x))−γ)− ǫγ
≤
(√
ǫ+ ω(m)N1N2
√
ǫ+
√
ǫ
N3 − ω(m)N1N2
√
ǫ−√ǫ
)
,
where ω(m) is a constant that depends only on m describing the rate at which the volume
of a δ-thickening of a rectangle grows. The claim follows. 
We need to define one further constant, N . By Theorem 2.7.1 of [36], for any Ω ⊂ Rm of
diameter 1, for all γ > 0, there exist N(γ) ∈ N and constant N with
logN(γ) ≤ N γ−m (4.36)
and functions {φj}N(γ)j=1 such that for any 1-Lipschitz function f on Ω there exists some
1 ≤ j ≤ N(γ) with
‖f − φj‖∞ ≤ γ. (4.37)
31
Next, for 0 < ǫ, δ < 1 and S ∈ N, define the functions
H1(ǫ, δ, S) = max
(8 (2 + kCk)
αǫ
,
4
ǫ
S,
32k3
αǫ2
(
2 + log(2k) + log
(
δ−1
)
+N (4
ǫ
)m))
, (4.38)
H2(ǫ, δ, S) =
16
(
2 + kCk)
ǫα
.
We then have the following inductive argument:
Lemma 4.18 (Inductive Error Bound 1). Fix i ∈ N, let Assumptions 4.12 hold and fix
constants 0 < δi, ǫi, ǫi+1 and Si, Si+1 that satisfy the inequalities
Si+1 > H1(ǫi, δi, Si)
ǫ−1i+1 > H2(ǫi, δi, Si).
Fix also any burn-in time T
(i)
b ∈ N. Denote by A = A(ǫi+1, T (i)b , Si+1, Si) the event that
sup
T
(i)
b
≤t≤T
(i)
b
+Si+1+Si
D(K
(i+1)
t , K
(i+1)
∞ ) ≤ ǫi+1. (4.39)
Then for any starting point X
T
(i)
b
of the chain at level i, we have
Pi
[
sup
T
(i)
b +Si+1≤t≤T
(i)
b +Si+1+Si
Wd(F
(i)
t , πi) < ǫi|A
] ≥ 1− δi.
Proof. We begin by noting that the event A is measurable in the σ-algebra Σ generated by
{X(i+1)t }t≤T (i)
b
+Si+1+Si
. In addition, conditional upon Σ, we have that {X(i)t }T (i)
b
≤t≤T
(i)
b
+Si+1+Si
is a time-inhomogenous Markov chain. This means that we can apply Theorem 1 conditional
upon Σ and then the event A, despite the fact that unconditionally {X(i)t }T (i)
b
≤t≤T
(i)
b
+Si+1+Si
is not a Markov process (and thus Theorem 1 would not apply to it directly).
Fix an integer 0 ≤ c ≤ k− 1. We apply Theorem 1, with target kernel K = (K(i+1)∞ )k and
approximating kernels {Ks} =
{(
K
(i+1)
Ti+1+c+ks
)k}
. In the notation of Theorem 1, we have:
• ΣTb,T,∞ ≤ DΩ ≤ 1 and we can choose V ≡ 1 (and thus CV = 0) by item (1) of
Assumption 4.12.
• By inequality (4.39), we have Wd(K(i+1)s , K(i+1)∞ ) ≤ ǫi+1. By Lemma 3.4 and item (5)
of Assumption 4.12, this implies supx∈ΩWd(Ks(x, ·), K(x, ·)) ≤ 2ǫi+1
(
2 + Ck+1).
Plugging these estimates into Theorem 1, we find that for all r < 1
5
, ǫi+1 ≪ 1 sufficiently
small and all 1-Lipschitz functions f ,
Pi
[∣∣∣ 1⌊Si+1−c
k
⌋
⌊
Si+1−c
k
⌋∑
s=0
f(X
(i)
T
(i)
b
+c+ks
)− Ei
( 1
⌊Si+1−c
k
⌋
⌊
Si+1−c
k
⌋∑
s=0
f(X
(i)
T
(i)
b
+c+ks
)
)∣∣∣ ≥ r|A] ≤ 2e−αr2⌊Si+1−kk ⌋.
Taking a union bound over the terms 0 ≤ c ≤ k − 1,
Pi
[∣∣∣ 1
Si+1 + 1
Si+1∑
s=0
f(X
(i)
T
(i)
b
+s
)− Ei
( 1
Si+1 + 1
Si+1∑
s=0
f(X
(i)
T
(i)
b
+s
)
)∣∣∣ ≥ kr|A] ≤ 2ke−αr2⌊Si+1−kk ⌋.(4 40)
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Define the quantity
D =
(2ǫi+1
α
+
1
Si+1α
)(
2 + kCk
)
. (4.41)
By Lemma 3.4 and item 5 of Assumption 4.12,
sup
x∈Ω
Wd
((
K
(i+1)
t
)k
(x, ·), (K(i+1)∞ )k (x, ·)) ≤ ǫi+1 (2 + kCk) . (4.42)
By item (1) of Assumption 4.12, supx∈ΩE(x) ≤ 1. Applying Corollary 2 with this bound on
the eccentricity and with inequality (4.42), we have∣∣∣Ei( 1
Si+1 + 1
Si+1∑
s=0
f(X
(i)
T
(i)
b
+s
)
)
− πi(f)
∣∣∣ ≤ D.
Combining this with inequality (4.40), we find
Pi
[∣∣∣ 1
Si+1 + 1
Si+1∑
s=0
f(X
(i)
T
(i)
b
+s
)− πi(f)
∣∣∣ ≥ kr +D|A] ≤ 2ke−αr2⌊Si+1k ⌋. (4.43)
Fix γ > 0. Following the notation set up in Equation (4.37), we recall that for all measures
µ, ν and all 1-Lipschitz functions f ,
|µ(f)− ν(f)| ≤ γ + sup
1≤j≤Nγ−m
|µ(φj)− ν(φj)|.
By the Kantorovitch-Rubinstein duality theorem, we have for all s ∈ N
Wd(F
(i)
s , πi) ≤ sup
‖f‖Lip=1
|F (i)s (f)− πi(f)| (4.44)
≤ γ + sup
1≤j≤Nγ−m
|F (i)s (φj)− πi(φj)|.
Combining this with inequality (4.43), we have for r < 1
5
that
Pi
[
Wd(F
(i)
T
(i)
b
+Si+1
, πi) ≥ γ + kr +D|A
]
≤ 2keNγ−me−αr2⌊Si+1−kk ⌋. (4.45)
By Remark 4.6, this implies that for all t ≥ 0,
Pi
 sup
T
(i)
b
+Si+1≤s≤T
(i)
b
+Si+1+t
Wd(F
(i)
t , πi) ≥
t
t+ Si+1
+ γ + kr +D|A
 ≤ 2keNγ−me−αr2⌊Si+1−kk ⌋.
Thus, for
Si+1 > H1(ǫi, δi, Si), ǫ−1i+1 > H2(ǫi, δi, Si), γ =
ǫi
4
, r =
ǫi
4k
,
we have
Pi
[
sup
Ti+1+Si+1≤s≤Ti+1+Si+1+Si
Wd(F
(i)
t , πi) > ǫi|A
]
≤ δi.
This completes the proof. 
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By Lemma 4.17, there exists some constant B so that, for any t ∈ N and any ǫ > 0
sufficiently small, the inequality Wd(F
(i+1)
t , πi+1) < ǫ implies the inequality
D(K(i)∞ , K
(i)
t ) ≤ Bpee
√
ǫ. (4.46)
Recalling the functions H1 and H2 given in Equation (4.38), we use this constant B to
define
H3(ǫ, δ, S) = H1
( ǫ2
B2p2ee
, δ, S
)
, H4(ǫ, δ, S) = H2
( ǫ2
B2p2ee
, δ, S
)
. (4.47)
This allows us to prove the following stronger inductive claim:
Corollary 8 (Inductive Error Bound 2). Fix i ∈ N, let Assumptions 4.12 hold and fix
constants 0 < δi, ǫi, ǫi+1 and Si, Si+1 that satisfy the inequalities
Si+1 > H3(ǫi, δi, Si)
ǫ−1i+1 > H4(ǫi, δi, Si).
Fix also any burn-in time T
(i)
b ∈ N. Denote by A = A(ǫi+1, T (i)b , Si+1, Si) the event that
sup
T
(i)
b
≤t≤T
(i)
b
+Si+1+Si
D(K
(i+1)
t , K
(i+1)
∞ ) ≤ ǫi+1. (4.48)
Then for any starting point X
T
(i)
b
of the chain at level i, we have
Pi
[
sup
T
(i)
b +Si+1≤t≤T
(i)
b +Si+1+Si
D(K(i)∞ , K
(i)
t ) < ǫi|A
]
≥ 1− δi.
Proof. By inequality (4.46) and Lemma 4.18, we have for Si+1 > H3(ǫi, δi, Si), ǫ−1i+1 >
H4(ǫi, δi, Si) and B as defined in equation (4.46) that
Pi
[
sup
T
(i)
b +Si+1≤t≤T
(i)
b +Si+1+Si
D(K(i)∞ , K
(i)
t ) > ǫi|A
]
≤ Pi
[
sup
T
(i)
b +Si+1≤t≤T
(i)
b +Si+1+Si
Wd(F
(i)
t , πi) >
ǫ2i
B2p2ee
|A
]
≤ δi,
finishing the proof. 
We are now ready to prove Theorem 7.
Proof of Theorem 7. We prove both parts of Theorem 7 by finding sequences {Gi, T (i)b }Ki=0
with the property that K
(i)
t is close to K
(i)
∞ for all times T
(i)
b ≤ t ≤ T (i)b +Gi and all 0 ≤ i ≤ K
with high probability.
We first fix an approximation level 0 < ǫ0 < 1 and failure bound 0 < δ < 1. We then call
a sequence of constants {Gi, Bi, T (i)b , ǫi}Ki=0 a good sequence with boundary ǫ0, δ if GK = ∞,
BK = T
(K)
b = 0, and the remaining terms satisfy the inequalities
ǫ−1i ≥ H3(ǫi−1,
δ
K + 1 , Gi) (4.49)
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Bi ≥ H4(ǫi−1, δK + 1 , Gi)
T
(i−1)
b ≥ T (i)b +Bi
T
(i−1)
b ≤ T (i)b + (Bi −Bi−1) + (Gi −Gi−1),
where the functions H3 and H4 are as defined in Equation (4.47). We recall the definition
of the event A(ǫi+1, T (i)b , Si+1, Si) given given immediately before inequality (4.39) in the
statement of Lemma 4.18 and define the events A(i) = A(ǫi+1, T (i)b , Bi, Gi).
Proposition 4.19. Assume that {Gi, Bi, T (i)b , ǫi}K−1i=0 are a good sequence for some value ǫ0, δ
(i.e., they satisfy inequalities (4.49)). For all 0 ≤ i ≤ K,
P
[
sup
T
(i)
b
+Bi≤t≤T
(i)
b
+Bi+Gi
D(K(i)∞ , K
(i)
t ) < ǫi
]
≥ 1− δ(K − i+ 1)K + 1 . (4.50)
Proof. We prove inequality (4.50) by induction on i. For i = K, the inequality is trivial, as
K
(K)
t = K
(K)
∞ for all t ∈ N. Fix 0 ≤ j < K and assume that inequality (4.50) holds for all
i > j; we will show that it holds for i = j as well. By Corollary 8,
Pj
[A(j)| ∩i≥j+1 A(i)] ≥ 1− δK + 1 .
By our induction hypothesis, this means that:
P
[ ∩i≥j A(j)] ≥ 1− δ(K − j)K + 1 − (1− Pj[A(j)| ∩i≥j+1 A(j)])
≥ 1− δ(K − j)K + 1 −
δ
K + 1
≥ 1− δ(K − j + 1)K + 1 ,
which completes the proof of the proposition. 
We now complete the proof of the two inequalities. Noting that ǫi ≤ ǫ0, we have by
Proposition 4.19 that for all 0 ≤ i ≤ K and all good sequences with boundary ǫ0, δ,
P
[
sup
T
(i)
b
+Bi≤t≤T
(i)
b
+Bi+Gi
D(K(i)∞ , K
(i)
t ) < ǫ0] ≥ 1− δ. (4.51)
We now prove the existence of good sequences with desirable properties. Fix any integer
G > 1 and constant β > 0 and define ǫ0 = δ = β and G0 = G,B0 = 0. We then define a
sequence inductively for i ≥ 1 by iteratively assigning:
Gi = 2iGi−1 + 2iBi−1 + 2i (4.52)
ǫ−1i =
⌈
H3(ǫi−1, βK + 1 , Gi)
⌉
Bi =
⌈
H4(ǫi−1, βK + 1 , Gi)
⌉
.
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Since each term on the right-hand side depends only on terms that are of lower index in
i, or defined higher on the list of equations, or both, this does indeed define a sequence.
Furthermore, such a sequence automatically satisfies the first two inequalities in (4.49) and
guarantees that there is space in between the upper and lower bounds given in the third and
fourth inequalities. Thus, a sequence T
(i)
b can be chosen to complete these terms to a good
sequence. For fixed η and T
(0)
b , B0 defined according to this sequence, set
β(η) = inf{β : T (0)b +B0 < η}.
We then write {Gi(η), Bi(η), T (i)b (η), ǫi(η)}K−1i=0 for the sequence defined in this way with
boundary ǫ0 = δ = 2β(η); by definition, this sequence satisfies T
(0)
b (η) + B0(η) < η. Also
define
t(η) = T
(0)
b (η) +B0(η) + 1 ≤ η. (4.53)
The above construction implies that limη→∞ β(η) ≤ β. Since this holds for all β > 0, we
have that
lim
η→∞
β(η) = 0. (4.54)
By inequality (4.51), then
lim
η→∞
P[D(K
(0)
t(η), K
(0)
∞ ) > 2β(η)] ≤ lim
η→∞
2β(η) = 0.
Thus, the sequence T
(i)
b (2β(η)), t(2β(η)) satisfies inequality (4.31), the first part of Theorem
7.
Remark 4.20. If we want to choose t(η) ≥ η − 2, we note that we can modify a good
sequence by adding any constant C to BK and the same constant to {T (i)b }0≤i<K and t; all of
the resulting bounds still hold as stated.
To prove inequality (4.31), the second part of Theorem 7, we follow the same arguments
used in the proof of Lemma 4.18 with i = 0. Fixing a good sequence and briefly following the
argument for an arbitrary good sequence, we apply the bound (4.51) with i = 1 to Theorem
1, exactly as it was used to obtain inequality (4.40), and then applying Corollary 2 (again,
exactly as used to obtain inequality (4.43) from inequality (4.40)). Conditional on A(0), this
gives us the bound:
P0
[∣∣∣ 1
G0 + 1
S1∑
u=0
f(X
(0)
T
(0)
b
+u
)− π0(f)
∣∣∣ ≥ kr +D|A(0)] ≤ 2ke−αr2⌊G0+1k ⌋.
Choose G0 = s− 1, and ǫ0(η) = δ(η) ≡ 2β(η) as above, this gives the unconditional bound
P
[∣∣∣ 1
G0 + 1
S1∑
u=0
f(X
(0)
T
(0)
b +u
)− π0(f)
∣∣∣ ≥ kr +D|] ≤ 2ke−αr2⌊G0+1k ⌋. (4.55)
We now consider the good sequence {Gi(η), Bi(η), T (i)b (η), ǫi(η)}K−1i=0 defined above. From the
definition of H3,H4 it is clear that
lim
η→∞
Si(η) =∞
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lim
η→∞
ǫi(η) ≤ lim
η→∞
ǫ0(η) = 0,
and so the associated constant D = D(ǫi(η), Si(η)) ≡ D(η) defined in equation (4.41) satisfies
lim
η→∞
D(η) = 0.
Noting that the limit in Equation (4.54) holds and applying this bound to inequality (4.55)
yields,
lim
η→∞
P
[∣∣∣ 1
s+ 1
s∑
u=0
f(X
(0)
Tb(η)(0)+u
)− π0(f)
∣∣∣ ≥ kr] ≤ 2ke−αr2⌊ sk ⌋.
This completes the proof. 
Remark 4.21. We note that the proof of Theorem 7 involves rather poor bounds on the
required burn-in time for convergence. A large part of the problem is that the method of
proof requires K
(i)
t to have converged to K
(i)
∞ in the strict metric D given in Equation (4.29).
In many examples, including the saw-tooth potential described in Figure 2, the equi-energy
sampler mixes long before D(K
(0)
t , K
(0)
∞ ) is small. One partial solution is to use a weaker
metric; see the second problem in Section 7.
Many natural limiting chains have the property that they have negative curvature while
a small power of their transition kernels have strictly positive curvature. We give here an
archetypal example below, together with a calculation that can be used to prove similar
curvature bounds for many other multimodal examples.
Example 9. Let Ω be the unit circle with metric d given by equation (4.7), fix a constant
C > 0, and consider the ‘saw-tooth’ potential:
x0 1
4
1
2
3
4
1
C
4
V (x)
Figure 2. ‘Saw-tooth’ potential
V (x) = Cx, x ∈
[
0,
1
4
]
;
V (x) =
C
4
− C
(
x− 1
4
)
, x ∈
[
1
4
,
1
2
]
;
V (x) = V
(
x− 1
2
)
, x ∈
[
1
2
, 1
]
.
(4.56)
Define KMH as in equation (4.9). We assume c
−1, C are both very large, and define energy
rings by the intervals H(v) =
(
v − c
4
, v + c
4
)
. Let {Xt}t∈N be a Markov chain run by the
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limiting kernel K
(0)
∞ associated with these choices of V (x), KMH and H. Define P(x) =
x − 1
2
1x> 1
2
. Then the projection {X̂t}t∈N = {P(Xt)}t∈N of {Xt}t∈N to the interval [0, 12 ] is
also a Markov chain. Furthermore, the chain {Xt}t∈N ‘forgets’ all information not contained
in {X̂t}t∈N as soon as an equi-energy step is taken, in the following sense: conditioned on
an equi-energy move at time t, we have for all measurable sets A
P[Xt+1 ∈ P−1(A) ∩ [0, 1
2
]] =
1
2
P[X̂t+1 ∈ A].
It is easy to check that −κMH = β > 0, κEE ≥ 0, and that PK(0)∞ has curvature α > 0.
Couple two chains Xt, Yt driven by K
(0)
∞ so that they always take equi-energy moves at the
same time, their equi-energy moves are coupled according to the quantile coupling, and their
MH moves are coupled by the optimal 1-step coupling under the projection P. We then note
that, describing contraction by the first step q at which an equi-energy move occurs, we have
E[d(Xk, Yk)|X0 = x, Y0 = y]
≤
k∑
q=1
(1 + β)q−1(1− α)k−qpee(1− pq−1ee )d(x, y).
Thus, for k sufficiently large, the curvature κ0,k∞ is strictly positive. This calculation is not
specific to saw-tooth potentials; the same argument applies to any repeating finite potential
wells for which the projected Metropolis-Hastings chain has positive curvature. 
We take the opportunity to use the target density given by (4.27) in Section 4.8 as a basic
check for the asymptotic efficiency of the method used to prove Theorem 7. In particular,
we would like to know how quickly D(K
(0)
t , K
(0)
∞ ) decays as a function of t when t is very
large, rather than the smallest t for which that quantity is small, which is the focus of this
paper. We note that, after running X
(1)
t for T steps, standard concentration results yield
that, for some C > 0, all 0 < r < 1 and all 1-Lipschitz functions f ,
P[|F (1)T (f)− π(f)| > r] ≤ 2e−Cr
2T .
Here F
(1)
T denotes the empirical measure of {X(1)t }t≤T . Fix δ > 0. By the same covering
argument as described around equation (4.44), there exist N(δ) with log(N(δ)) = O(1/δ)
and functions {fi}N(δ)i=1 such that, for all measures µ, ν and all 1-Lipschitz functions f , we
have
|µ(f)− ν(f)| ≤ δ + sup
1≤i≤N(δ)
|µ(fi)− ν(fi)|.
Combining these two bounds, we use the Kantorovitch-Rubinstein duality theorem to find
that for T > δ−2 log
(
eδ
−1
δ
)
≈ δ−3, we have
Wd(F
(1)
T , π) ≤ sup
‖f‖Lip≤1
|F (1)T (f)− π(f)|
≤ δ + sup
1≤i≤N(δ)
|F (1)T (fi)− π(fi)|
≤ 3δ.
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Thus, in this simple example our method gives an error of O
(
T−
1
3
)
for the distance be-
tween the empirical distribution of the top chain and its corresponding invariant measure.
Applying Lemma 4.17 as written, this implies that D(K
(0)
T , K
(0)
∞ ) = O
(
T−
1
6
)
(a more care-
ful application of the same argument gives D(K
(0)
T , K
(0)
∞ ) = O
(
T−
1
3
)
). As shown in section
4.8, the convergence rate of the empirical estimate is O
(
T−
1
2
)
. Thus, our technique loses
something even for this very simple example, but is certainly tight enough to distinguish
between ‘rapid’ and ‘slow’ mixing.
5. Discussion
This paper is a first effort towards using coupling techniques to find useful quantitative
bounds on the mixing properties of adaptive algorithms. There are immediate open problems
that we believe are accessible from our work. We list a few of them below.
(1) The notion of curvature in this paper can be used to analyze other adaptive algo-
rithms. The tools in this paper do not apply directly to algorithms without the
strong conditional independence properties of the equi-energy sampler. However, for
many other algorithms, such as the Wang-Landau algorithm, it may be possible to
find related conditional near-independence conditions over small time intervals.
(2) In our examples, we considered only the case when the state space Ω is compact; for
non-compact Ω, many further challenges remain. The main difficulty is that the most
obvious analogue to Lemma 4.17 is false. Fortunately, it is enough for Lemma 4.17 to
hold on compact sets; this combined with drift conditions should give concentration
bounds.
(3) We point out that it is possible to simulate rigorous error bounds for the equi-energy
sampler by following the strategy set out in [9]. It would be interesting to find
situations under which we expect that method, or refinements, to work well. A
particular area of interest for both simulated and theoretical bounds is finding ways in
which nice properties of the limiting chain, such as monotonicity, might be transferred
to the equi-energy sampler.
(4) As shown in subsection 4.8, an equi-energy sampler can sometimes give samples that
are worse than that of its underlying Markov chain. Are there situations under which
we can guarantee that the equi-energy sampler is not ‘too much’ worse over any time
scale?
6. Appendix
Proof of Lemma 4.15. Fix γ > 0. We construct a coupling of X ∼ µ|B and Y ∼ ν|B as
follows. Let X ′, Y ′ be a coupling of µ, ν so that E[d(X ′, Y ′)] ≤ γ+Wd(µ, ν). Next, condition
on the event X ′ ∈ B, and set x = X ′. Then let Z1 be Bernoulli random variable, independent
of X ′, with success probability P[Y ′ ∈ Bδ|X ′ = x]. If Z1 = 1, choose Y ′ from the distribution
R(·) ≡ P[Y ′ ∈ ·|X ′ = x, Y ′ ∈ Bδ]. Otherwise, choose Y ′ from its remainder distribution.
Finally, let Z2 be the indicator function for {Y ′ ∈ B}. If Z2 = 1, choose Y = Y ′. Otherwise,
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choose Y independently of X ′ from its remainder distribution. Note that, for all A ⊂ Ω,
P[Y ∈ A,Z1 = 1, Z2 = 1] =
∫
B
P[Y ′ ∈ A|X ′ = x]dx
≤ P[Y ′ ∈ A],
and so such a remainder distribution for Y exists. We then have
E[d(X, Y )] = E[d(X, Y )|Z1 = 0]P[Z1 = 0]
+ E[d(X, Y )|Z1 = 1, Z2 = 0]P[Z1 = 1, Z2 = 0]
+ E[d(X, Y )|Z1 = 1, Z2 = 1]P[Z1 = 1, Z2 = 1]
≤ diam(Ω)ǫ+ γ
δ
+ E[d(X, Y )|Z1 = 1, Z2 = 0]P[Z1 = 1, Z2 = 0]
+ E[d(X, Y )|Z1 = 1, Z2 = 1]P[Z1 = 1, Z2 = 1]
≤ diam(Ω)ǫ+ γ
δ
+ diam(Ω)ν(Bδ\B) + ǫγ
µ(B)
,
where the first inequality is due to Lemma 4.14. Letting γ go to 0 completes thr proof. 
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