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We present new possibilities for the charge response in the quantum critical regime in 2+1D using
holography, and compare them with field theory and recent quantum Monte Carlo results. We show
that a family of (infinitely many) higher derivative terms in the gravitational bulk leads to behavior
far richer than what was previously obtained. For example, we prove that the conductivity becomes
unbounded, undermining previously obtained constraints. We further find a non-trivial and infinite
set of theories that have a self-dual conductivity. Particle-vortex or S duality plays a key role;
notably, it maps theories with a finite number of bulk terms to ones with an infinite number. Many
properties such as sum rules and stability conditions are proved.
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I. INTRODUCTION
Continuous quantum phase transitions often lead to
the emergence of non-trivial degrees of freedom from
simple ones.1 The former can result from a high level
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FIG. 1. a) Sketch of the subspace of holographic theories
describing the charge response of CFTs in 2+1D. It encom-
passes any action with nterm terms containing 2 field strengths
coupled to curvature tensors. The arrows indicate S-duality.
The central regions (red) have a self-dual, ω-independent con-
ductivity σ. The star corresponds to the R-charge response of
superconformal Yang-Mills. b) New allowed asymptotics for
the d.c. conductivity, diffusion constant and susceptibility; γ1
parameterizes a 6-derivative term.
of entanglement between the latter, requiring a non-
quasiparticle description. One example comes from the
Mott transition of bosons at integer filling in 2+1D,
which can be described by a strongly interacting con-
formal field theory (CFT) at low energies. A natural
and experimentally relevant knob is temperature, and it
remains a challenge to understand how the continuum
of quantum critical excitations responds to it. Valu-
able lessons can be learned by studying more accessi-
ble limits of the problem. The holographic AdS/CFT
correspondence2 offers one such avenue by mapping cer-
tain CFTs to higher dimensional classical gravity. Fo-
cusing on correlations of conserved conserved currents,
more precisely the frequency-dependent charge conduc-
tivity σ(ω/T ), we note that interesting properties have
been predicted using holography: duality relations,3
bounds,4–8 sum rules,9–11 existence of special damped
excitations,10–12 etc. As these were derived using lim-
ited holographic actions, it is natural to question their
robustness to higher derivative (HD) terms. This be-
comes especially important when comparing with CFTs
of relevance to condensed matter.13
We explore a large subspace of allowed HD terms in
the holographic bulk and find qualitatively new physics.
For instance, previously-derived bounds5,6 for σ(ω/T )
ar
X
iv
:1
31
2.
33
34
v2
  [
co
nd
-m
at.
str
-el
]  
22
 Ja
n 2
01
4
2become strongly violated; σ can even approach the con-
ductivity of O(N) CFTs at large-N , displaying an arbi-
trarily sharp Drude-like peak. We have also discovered
an infinite and non-trivial family of theories with a ω-
independent, self-dual σ. A key concept in the analysis
is that of generalized particle-vortex (S) duality,14 which
we show maps theories with a finite number of deriva-
tives to ones with an infinite number. Fig. 1 sketches the
space of theories we study and their relations.
II. FRAMEWORK
The gauge/gravity correspondence maps a conserved
U(1) current in the boundary CFT to a U(1) gauge
field in the gravitational bulk. One needs to identify a
proper action for the metric and gauge field, with the
understanding that the latter is treated in the probe
limit, as relevant for linear response. For a special
CFT,15 namely the N = 8 superconformal fixed point
of Yang-Mills in the large-N limit in 2+1D, the action is
Einstein-Maxwell in the presence of a negative cosmolog-
ical constant.3 The gauge field thus evolves according to
Maxwell’s equations in the curved spacetime with metric:
ds2 = u−2[−f(u)dt2 + dx2 + dy2 + L2du2/f(u)], where
f(u) = 1 − u3. This spacetime is asymptotically anti
de Sitter, with cosmological constant ∝ −1/L2, and con-
tains a black hole with a horizon at u = 1. It describes
the thermally excited CFT, which can be thought of liv-
ing at the boundary of the spacetime, u = 0. Since we are
interested in applying the holographic principle to CFTs
other than super-Yang-Mills, we adopt an effective-field-
theory spirit by adding symmetry-allowed terms with
more derivatives. In principle, these can be generated
by allowing for departures from the limit of infinite ’t
Hooft coupling, which controls the string tension in the
holographic bulk.
Let us begin with the action (setting L = 1)
S =
∫
x
[ 1
2κ2
(R+ 6) + g−24
(− 14F 2 + γCabcdF abF cd
+ γ1C
2F 2 + γ2CabefC
efcdF abFcd + · · ·
)]
, (1)
where
∫
x
=
∫
d4x
√−g, Cabcd is the Weyl curvature ten-
sor (traceless part of the Riemann tensor, Rabcd), and
C2 = CabcdC
cdab. g4 is the bulk gauge coupling, it is asso-
ciated with the T = 0 conductivity σ(ω/T = ∞) = g−24 .
Restricting oneself to terms with 4 derivatives and less,
the only necessary addition to Einstein-Maxwell in order
to study linear response in the charge sector is the one
parameterized by γ in Eq. (1).6 The new terms, param-
eterized by γi=1,2 etc, contain 6 or more derivatives and
thus go beyond the Weyl action. In this paper, we re-
strict ourselves to terms which can be constructed out of
2 field strengths16 and any number of curvature tensors.
This dispenses with pure-gravitational HD terms such as
higher powers of the Ricci scalar, or terms with covari-
ant derivatives acting on the F ’s. The reasons for this
are manifold. First, it provides a transparent yet ver-
satile framework: the infinite family of terms gives rise
to a rich landscape of CFT correlation functions with-
out the need to solve non-linear equations for the metric,
for e.g.. Second, our subspace of terms is closed under
electric-magnetic (EM) duality in the bulk, which corre-
sponds to S duality in the boundary CFT.14
In order to simplify the calculations, it will be useful
to write down the symmetry-allowed action for Aa in the
general form:6
SA =
∫
x
−1
8g24
FabX
abcdFcd ; (2)
X cdab
8
=
I cdab
8
− γC cdab − γ1C2
I cdab
2
− γ2C efab C cdef − · · · ,
where I cdab = δ
c
aδ
d
b − δdaδcb acts like twice the identity
on 2-forms. The X tensor characterizing the gauge ac-
tion satisfies Xabcd = X[ab][cd] = Xcdab. Time-reversal,
parity and rotational symmetries provide further con-
straints and make X highly redundant. It is conve-
nient to encode its essential information in the diago-
nal matrix6 XBA = diag(X1, . . . , X6), where the indices
take values in the ordered set {tx, ty, tu, xy, xu, yu}, so
that X txtx = X1, etc. Rotational symmetry requires
X1 = X2 and X5 = X6. Further, in the space of terms
that we consider, X1 = X5 and X3 = X4, leaving only
2 independent entries out of 6. The corresponding ma-
trix for I cdab is the identity, while the one for C
cd
ab is
CBA = − 12u3 diag(1, 1,−2,−2, 1, 1). One can determine
the gauge action via matrix multiplication, keeping in
mind that any time two indices are contracted a factor of
2 appears due to the antisymmetry of the tensors under
consideration. For e.g., C efab C
cd
ef maps to the matrix
2CEAC
B
E =
1
2u
6 diag(1, 1, 4, 4, 1, 1).
Given X, the relevant equation of motion and corre-
sponding conductivity read:6
A′′y +
(
f ′
f
+
X ′5
X5
)
A′y +
w2X1 − q2fX4
f2X5
Ay = 0 , (3)
σ(w) =
1
g24iw
lim
q→0
A′y
Ay
∣∣∣
u=0
, (4)
where Ay(ω,k, u) is the Fourier transform in time and
x, y; k is along x. We have defined ( )′ = ∂u( ), and the
rescaled frequency/momentum: (w, q) = 34piT (ω, |k|).
III. BEYOND WEYL
In general, we have Xi=1,3 =
∑∞
n=0 Υ
(n)
i u
3n, where
Υ
(n)
i is a linear combination of couplings appearing at
“level n”, i.e. from terms involving n Weyl tensors. This
can be seen from the fact that C cdab scales like u
3, so
that any term with n powers of C makes a contribution
∝ (u3)n to Xi. Indeed, from Eq. (2), we easily find X1 =
31 + 4γu3−4(12γ1 +γ2)u6 +
∑∞
n=3 Υ
(n)
1 u
3n and X3 = 1−
8γu3− 16(3γ1 +γ2)u6 +
∑∞
n=3 Υ
(n)
3 u
3n. At level n, there
are n a priori independent terms, {tr(Cn−m)Cm}nm=0.
(Note that trC = 0.) However, since for fixed n we only
have 2 coefficients, Υ
(n)
i=1,3, only 2 terms per level are
needed to characterize the charge response. Focusing on
the conductivity, Eqs. (3) and (4) imply that the latter
only depends on X1 = X5; for e.g. its d.c. value is
σ(0)g24 =X1(1) = 1 + 4γ − 4(12γ1 + γ2) +
∞∑
n=3
Υ
(n)
1 . (5)
From the form of X1(u), we see that σ(w) will be con-
stant along the lines where 12γ1 + γ2 is constant; this is
illustrated for σ(0) in the inset of Fig. 2.
Before proceeding, we need to establish the allowed
range for the couplings. Following Ref. 6, we transform
the equations of motion of the transverse (Ay) and longi-
tudinal (At) gauge fields into Schro¨dinger form: −∂2zψa+
Vaψa = w
2ψa, where dz = du/f and a = y, t labels the
transformed Ay,t equations, respectively. The potentials
take the form Va = q
2V0,a(u) +V1,a(u). As shown in Ap-
pendix B, it is sufficient to examine the bounds coming
from the large-q limit: requiring V0,a(u) ≤ 1 ensures the
absence of superluminal modes in the bulk, hence guar-
anteeing the causality of the boundary CFT.6 We find the
general form of the potentials to be V0,y = fX3/X1 and
V0,t = fX1/X3. (Their relation follows from EM duality,
which exchanges the transverse/longitudinal channels.)
The resulting constraints on the parameters are involved
(see Appendix B). One constraint that can be derived
simply is |γ| ≤ 1/12. Interestingly, it was also found to
hold for the γ1 = γ2 = 0 holographic theory,
4,6,7 as well
as on the CFT side:6,8 γ can be related to a coefficient of
a 3-point function involving 2 currents and 1 stress ten-
sor. It remains true in the presence of the infinitely many
HD terms considered here. This follows since the terms
that have more than 4 derivatives give contributions of
the form u3n, n ≥ 2, to Xi, and are thus irrelevant for
the small u behavior of V0,a, which dictates the bound.
It is instructive to consider the subspace where only
γ1 6= 0, in which case X1 = X3 = 1 − 48γ1u6, such
that the constraints mentioned above are trivially sat-
isfied. An additional constraint results from requiring
Reσ(w) ≥ 0, in particular at zero frequency, which yields
γ1 ≤ 1/48. It can be checked that the potentials in this
parameter range show no anomalies. Further, we have
verified that the quasinormal modes, both poles and ze-
ros, of σ(w) remain in the lower half of the complex fre-
quency plane =w < 0, confirming the absence of insta-
bilities (Appendix B). This leads to the important con-
sequence:
lim
γ1→−∞
σ(0)
σ(∞) =∞ & limγ1→1/48
σ(0)
σ(∞) = 0 ; (6)
thus making irrelevant the tight bounds found when
including terms up to 4 derivatives,5,6 namely 2/3 ≤
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FIG. 2. Real part of the conductivity for γ = 0, with the
corresponding (γ1, γ2) indicated in the inset. Inset: portion
of the allowed parameter space for γ = 0, and contour plot of
σ(0), where blue/red indicates small/large values. The green
dashed lines in the main figure and inset are associated with
the self-dual conductivity.
σ(w)/σ(∞) ≤ 4/3. This situation is reminiscent of the
fate of the lower bound17 on the ratio of the shear vis-
cosity to the entropy density, η/s ≥ 1/(4pi), which was
shown to be violated by HD terms.18 Generalizing the
calculation of Ref. 6 for the diffusion constant D, we
find (see Appendix G) that D diverges as |γ1|5/6 as
γ1 → −∞, while it vanishes linearly (with a log cor-
rection) as γ1 → 1/48. The corresponding behavior for
the charge susceptibility χ follows from the Einstein rela-
tion σ(0) = χD. Thus all the charge response coefficients
become unbounded; this is summarized in Fig. 1b.
Considering only γi=1,2 6= 0, another remarkable point
is that X1 ≡ 1 on the line γ2 = −12γ1 (−1/3 ≤ γ2 ≤
1/12). In this subspace the conductivity is thus self-
dual, or frequency independent, σ(w) = g−24 , yet 2 six-
derivative terms are present. This should be contrasted
to the self-dual conductivity found3 for the super-Yang-
Mills theory described above, where the holographic
gauge action is only F 2. In the later case X3 ≡ 1, which
is no longer true when γi 6= 0, so that the full current-
current correlators (at finite momentum) will differ along
the self-dual line although the conductivity remains in-
variant. This self-dual subspace, which always requires
γ = 0, extends to arbitrarily HD terms because there are
always enough couplings to force Υ
(n>1)
i ≡ 0. This sug-
gests that theories with a self-dual conductivity are not
as unique as one might infer from the supersymmetric
case.3 It would be interesting to extend the search on the
CFT side.3,19
Fig. 2 shows a range of possibilities for σ(w) beyond
the 4-derivative action.
IV. S-DUALITY AND INFINITIES
A CFT with U(1) current can be mapped to a
new, S-dual, CFT by gauging the original U(1).14 The
corresponding current of the S-dual theory is Jˆµ =
4µναf
να/2pi, where f is the field strength of the S-dual
photon. In the case of a complex scalar with particle cur-
rent Jµ, this reduces to the usual particle-vortex duality
where Jˆµ becomes the vortex current. In the holographic
bulk, S-duality is realized via EM duality,6,14 and the cor-
responding S-dual conductivity is, as expected, 1/σ.10 To
obtain the dual action one first introduces a new gauge
field Aˆ by adding a term Aˆ∧ dF to SA, which is innocu-
ous since dF = 0 by Bianchi. The path integral for F
can be performed after a shift, leaving behind an S-dual
action for Aˆ: SAˆ =
∫
x
−1
8gˆ24
FˆabXˆ
abcdFˆcd, where Fˆ = dAˆ.
In the subspace studied in this work, Xˆ cdab is simply de-
scribed by the matrix XˆBA = (X
−1)BA , i.e. the inverse
of the original X-matrix. XBA being diagonal leads to
Xˆi = 1/Xi.
6 Now, what is the EM dual action when
expressed in terms of the metric, i.e. what is the equiv-
alent of Eq. (1) for Fˆ? This can be easily seen using
the matrix formalism: Xˆ = X−1 = [I − 8γC − · · · ]−1,
where we have omitted the matrix indices. The last ex-
pression can be expanded as a geometric series, Xˆ =∑∞
n=0(8γC+ · · · )n = I+ (8γC+ · · · ) +O(C2), which we
can rewrite using covariant tensors (keeping only γ 6= 0
to illustrate our point):
Xˆ cdab = I
cd
ab + 8γC
cd
ab +
1
2 (8γ)
2C efab C
cd
ef
+ 122 (8γ)
3C efab C
gh
ef C
cd
gh +O(C4) . (7)
Although benign looking in matrix language, we see that
the S-dual action contains an infinite number of terms.
This establishes that S-duality maps a holographic the-
ory with a finite number of terms to one with infinitely
many terms. The reverse statement will not hold gen-
erally. A few remarks are in order. First, although the
terms in Eq. (7) decay rapidly, even when the bound in
the original theory is saturated |γ| = 1/12, what guar-
antees that the S-dual theory is valid? A glimpse of the
answer was given above: the potentials for the trans-
verse/longitudinal modes, Va=y,t, are exchanged under S-
duality. Thus, a valid theory necessarily leads to a valid
S-dual. Second, in the limit of small couplings, the S-
dual theory can be obtained by simply changing the sign
of all the couplings, generalizing the 4-derivative result.6
Finally, it would be desirable to better understand the
connection between the boundary and bulk implementa-
tion of S-duality for general bulk actions.
V. CONNECTION WITH O(N) CFTS
Fig. 3a shows the conductivity of the O(N) NLσM
in the large-N limit at its IR fixed point.20 At N =
∞, the conductivity has a delta-function at zero fre-
quency due the vanishing of interactions. To compare
with holography, we introduce a small broadening factor:
σNLσM(ω+ iηT ), η  1. This shifts the pole at ω = 0 to
−iηT , matching the result of a calculation including 1/N
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FIG. 3. Comparing the conductivity of (a) the quantum
critical O(N → ∞) model to that of (b) the 6-derivative
holographic action with (γ, γ1, γ2) = (0,−1, 0). The inverse
conductivities (dashed) also show similarities. Insets: ana-
lytic structure of σ(w) in complex w-plane: crosses/circles
represent poles/zeros (the line in (a) is a branch cut).
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FIG. 4. a) The markers correspond to the imaginary-
frequency conductivity obtained from large-scale quantum
Monte Carlo simulations on the O(2) QCP.13 The blue (dot-
dashed) and red (solid) curves are the fits to the data using
the Weyl action13 or the one including 6-derivative terms in
addition, respectively. The values of the fitting parameters
are shown. b) Corresponding real-frequency behavior.
corrections,10,21 which found η ∝ 1/N . Fig. 3b shows
the holographic result at (γ, γ1, γ2) = (0,−1, 0). In both
cases, a sharp Drude-like peak is seen at small ω, then a
spectral “gap” appears and eventually σ rises and satu-
rates to the T = 0 value. In both cases, the particle-like
response6 results from the purely damped pole10 below
the origin. Further, the dual responses, 1/σ, of both the
NLσM and holographic results also correlate. In that
case, Re[σ−1] is suppressed at small frequencies, display-
ing pseudogap-like behavior; and before saturating shows
a pronounced peak, which appears because in both cases
a zero of σ is lurking in the complex ω-plane, just below
the real axis (Fig. 3). Quantum Monte Carlo simulations
have recently provided13,22,23 high precision estimates of
the universal charge conductivity of the quantum criti-
cal O(2) model in 2+1D, at imaginary frequencies. It
was found that the data can be accurately fitted to σ
obtained from the 4-derivative holographic Weyl action,
with the fitted γ obeying the holographic bound.13,23 In-
terestingly, the fit required rescaling ω/T → αω/T on the
holographic side, with α ≈ 0.4. One might wonder if the
rescaling can be accounted for by the corrections consid-
ered above. Focusing on the 6-derivative subspace (and
5its S-dual), we answer to the negative. Indeed, the HD
terms lead to corrections to σ that are strongest at small
frequencies and vanish rapidly thereafter. (σ at larger
ω can be renormalized when |γ1|  1, but in that case
the small ω behavior strongly disagrees with the data.)
This follows from the fact that the Weyl curvature tensor
C cdab carries relatively more weight in the IR (affecting
small ω/T ) compared with the UV, and the effect grows
for terms with an increasing number of derivatives. The
above points to the possible need of quantum gravity
renormalizations to account for the rescaling required by
the O(2) CFT.13 Further, the HD terms do not alter the
conclusion13,23 that σ for the O(2) QCP is particle-like.
This is summarized in Fig. 4, which shows the compari-
son of the QMC data with the holographic conductivities
obtained from an action involving 6 derivatives and less
(see also the SM).
VI. OUTLOOK
The previously introduced sum rules for the
conductivity,9–11
∫∞
0
dw[Reσ(w) − σ(∞)] = 0, and its
S-dual, 1/σ, hold for the class of theories considered
here, and a general proof is given in Appendix D. The
same is true for the finite momentum relations between
the current correlators and those of the S-dual theory.6
It would be interesting to examine how these, and the
other results derived in this work, manifest themselves
with other types of HD terms, such as pure gravity
ones. It would also be desirable to study the momentum
dependence11 of the current correlators and the quasinor-
mal modes,10,11 as well as extensions to 3+1D and other
dynamical exponents.24
Note: While preparing the manuscript, we became
aware of a related work25 that considers a purely-
gravitational HD term, and finds some conclusions simi-
lar to ours.
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Appendix A: The infinite family of terms
We start with the Lagrangian of the gauge field (L = 1)
LAg24 = − 14F 2 + γCabcdF abF cd + γ1C2F 2 + γ2C efab C cdef F abFcd
+ γ3,1C
3F 2 + γ3,2C
2C cdab F
abFcd + γ3,3C
ef
ab C
gh
ef C
cd
gh F
abFcd + · · · , (A1)
where Cn = C c1d1ab C
c2d2
c1d1
· · ·C abcn−1dn−1 . Let us define γ1,1 = γ and γ2,i = γi (i = 1, 2), relabeling the principal
couplings discussed in the main text. The above Lagrangian leads to the following Xi functions, which entirely
determine the charge response,
Xi(u) =
∞∑
n=0
X
(n)
i (u) , (A2)
X
(n)
i (u) = u
3n
(
n∑
m=1
`
(n,m)
i γn,m
)
= u3n Υ
(n)
i . (A3)
The `
(n,m)
i are integer coefficients. As was noted in the main text, since at level n (terms with n curvature tensors)
we have n different couplings forming (via linear combinations) only 2 coefficients, Υ
(n)
i=1,2, there is a high level of
degeneracy. In fact, we only need 2 terms per level for n > 1. This is because the subspace of couplings for which the
Υ
(n)
i =
∑n
m=1 `
(n,m)
i γn,m stay constant is (n− 2)-dimensional (n couplings and 2 linear equations). For example, one
can choose to keep only γn,1 and γn,2 for each n > 1. The conductivity σ(w) only depends on X1, so when examining
its behavior it is sufficient to restrict oneself to a 1-dimensional subspace per level. In fact, it is simplest to keep only
γn,1C
nF 2.
The above analysis has the same purpose as a more formal field redefinition6,8 analysis, namely the removal of
redundancies in the gravitational action. We do not expect that field redefinitions can further reduce our “trimmed
subspace” of holographic actions because the latter give distinct physical responses.
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FIG. 5. Comparison between the exact S-dual conductivity σˆ = 1/σ of the Weyl action at γ = 1/12, and the one obtained
from truncating the infinite S-dual action to terms with at most n = 1, 3, 6 powers of the Weyl tensor, σˆn. |z| denotes the
complex norm.
1. S-duality and infinite series
It was argued in the main text that S-duality takes an action with a finite number of terms in the holographic
bulk and maps it to one with infinitely many terms. This was illustrated using the Weyl action, which has only a
Maxwell term and C cdab F
abFcd. Eq. (7) gives the X-tensor characterizing the S-dual action, which now contains an
infinite string of terms involving higher and higher powers of C. We here provide numerical evidence supporting the
analytical argument given in the main text. On one hand we have10 σˆ = 1/σ, the exact S-dual conductivity; on the
other hand, we obtain the S-dual conductivity by truncating the infinite S-dual action to n powers of the Weyl tensor
C. σˆ1 results from the S-dual action containing only the Weyl term (in addition to F
2), with its coefficient being
of opposite sign to the original theory, and so on. Fig. 5 shows the complex norm |σˆ − σˆn| for γ = 1/12, and for
n = 1, 3, 6. We see that result converges rapidly to the exact answer as a function of n. The agreement is better at
larger frequencies, as expected, since the HD corrections carry little weight in the UV (u ∼ 0), and thus do not affect
much σ(w  1).
2. Riemann versus Weyl
We here address the question: Do we get new results by using Riemann instead of Weyl tensors to construct the
holographic action? The answer is no. Let us consider a general HD action made out of Riemann tensors:
LA = − 14F 2 + αRabcdF abF cd + α1R2F 2 + α2R efab R cdef F abFcd + · · · (A4)
We want to compute its X-tensor. It is again instructive to use the matrix formalism: the matrix associated with the
Riemann tensor is RBA = diag(R11,R11,R33,R33,R11,R11), with R11 = −(1 + u3/2) and R33 = −f = −(1 − u3). (Note
that we are using a script letter to distinguish the matrix from the Ricci tensor.) We thus have the matrix form:
XBA = I
B
A − 8α1RBA − 16α1RECRCEIBA − 16α2RCARBC . (A5)
We can readily obtain the corresponding Xi=1,3 functions, which fully determine the charge response,
X1 = (1 + 8α− 96α1 − 16α2) + (4α− 16α2)u3 + (−48α1 − 4α2)u6 , (A6)
X3 = (1 + 8α− 96α1 − 16α2) + (−8α+ 32α2)u3 + (−48α1 − 16α2)u6 . (A7)
We note that X1(0), X3(0) 6= 1, contrary to the case where only Weyl tensors were used. However, an important
point is that X1(0) = X3(0), which is true in general since RBA reduces to the identity at u = 0 (whereas as the Weyl
tensor had the “nicer” property of vanishing at u = 0). Note that the region where Xi=1,3(0) = 0 will be forbidden,
for otherwise the S-dual action would diverge at the UV boundary. We can thus factor out X1(0) = X3(0) to obtain
the new action:
SA =
∫
x
−X1(0)
8g24
F abX˜ cdab Fcd , (A8)
7where X˜ = X/X1(0). We thus recover an analogous expansion to what we had before, Eq. (A2),
X˜i(u) =
∞∑
n=0
X˜
(n)
i (u) , (A9)
X˜
(n)
i = u
3n Φ
(n)
i , (A10)
with Φ
(0)
i = 1. Therefore, an action containing Riemann tensors can be recast in the same form as the action having
only Weyl tensors, and will thus not lead to new physics. However, an advantage of using Weyl tensors is that the
couplings appear in a simpler way due to the “separation of scales” inherent to using the Weyl tensors: a term with n
powers of C will only make contributions scaling like u3n, whereas a term with n powers of R will generally contribute
to u3n, u3(n−1), u3(n−2), etc.
Appendix B: Bounds on couplings
The bounds on the holographic action can be derived by examining the equations of motion for the gauge field.5,6
Anomalies in those equations lead to either acausal behavior for the boundary CFT or instabilities in the holographic
bulk, which render the calculation unreliable. We only need to consider the equations for At and Ay, because
A′x = (q/w)A
′
t and we have gauge-fixed Au = 0. Our analysis substantially generalizes that of Refs. 5 and 6, and
brings about new insights.
We first bring the 2 equations into a more convenient Schro¨dinger form using the change of variables dz/du = 1/f :
−∂2zψa + Vaψa = w2ψa ; (B1)
Aa = Ga × ψa , Va = q2V0,a + V1,a , (B2)
where a = t, y (it is not summed over), Va are the potentials, and Ga are auxiliary functions used to remove terms
linear in ∂z: Gt = (X1/X
2
3 )
1/2 and Gy = 1/X
1/2
1 . The potentials have been decomposed into a part that depends
on momentum, q2V0,a, and one that does not, V1,a. The key constraints in the analysis come from the limit of large
momentum, so that Va ≈ q2V0,a; they read6 (see below for further details)
V0,a(u) ≤ 1 , for 0 ≤ u ≤ 1 . (B3)
We have found that in general
V0,t = fX1/X3 , V0,y = fX3/X1 . (B4)
The two potentials are simply related to each other: V0,y = V0,t
∣∣
Xi→Xˆi , and vice-versa. This must be true because
S-duality exchanges the longitudinal/transverse channels (t↔ y), and maps Xi to Xˆi = 1/Xi. Now, if the potentials
were to exceed unity, this would lead to the appearance of superluminal modes, and a corresponding violation of
causality in the boundary theory. Let us first review the situation when γ is finite, and all HD terms vanish. In
that case the constraint is6 simply |γ| ≤ 1/12. It turns it can be derived from the near-boundary, u ∼ 0, behavior
alone. Indeed, a Taylor expansion yields: V0,a = 1 − (1 ∓ 12γ)u3 + O(u6), for a = t, y, respectively. Interestingly,
when in addition γ1, γ2 are finite, the constraints from Eq. (B3) can also be derived analytically. However, due to
their complexity, we find it more advisable to plot the allowed region, which is shown in Fig. 6. One constraint that
survives is |γ| ≤ 1/12. This is the case for the entire family of HD terms considered in this work. As mentioned
in the main text, such a conclusion comes about because the contributions from the higher derivative terms become
negligible at small u compared to that of the γ term. We note that the |γ| < 1/12 constraint is not tight, in the sense
that for some some values of (γ1, γ2), the allowed γ-range is strictly contained in [−1/12, 1/12]. This can indeed be
seen in Fig. 6: the allowed volume is not a (generalized) cylinder in the γ-direction.
Just like the γ 6= 0 subspace, the allowed region in Fig. 6 is topologically connected. However, an important
distinction exists: it is unbounded. This was already pointed out in the main text, where it was noted that in the
special case when γ1 is the only non-zero coupling, X1 = X3 = 1 for all u, trivially satisfying the constraints Eq. (B3)
for all γ1. Requiring further that the real part of the conductivity be positive enforces γ1 < 1/48. In general when
γ, γi=1,2 6= 0, the γ1 = constant cross-section of the allowed volume Fig. 6 grows as γ1 → −∞. Taken in conjunction
with the analysis below, which does not rule out this region, this implies the important conclusion that the d.c.
conductivity becomes unbounded as γ1 → −∞. Indeed, recall that σ(0)g24 = 1 + 4γ − 4(12γ1 + γ2) +
∑∞
n=3 Υ
(n)
1 . Via
8FIG. 6. Portion of the allowed parameter space for the {γ, γ1, γ2} terms, where γi=1,2 are 6-derivative couplings. The volume
inside the surface is permitted. The region is unbounded as γ1 → −∞, and |γ| ≤ 1/12.
S-duality, this yields a conductivity (σˆ = 1/σ) that goes to zero in the d.c. limit as γ1 → −∞.
The constraints Eq. (B3) also imply V0,a ≥ 0. Indeed, we have V0,tV0,y = f2 = (1 − u3)2, implying that V0,a=t,y
cannot vanish for 0 < u < 1, since they are both bounded from above (by virtue of Eq. (B3)) and V0,a(0) = 1. The
latter condition can be seen from the general form, Xi =
∑∞
n=0 Υ
(n)
i u
3n, with Υ
(0)
i = 1. (Naturally, the potentials we
consider are continuous.)
1. Small momentum
In the limit of small q, the potentials V1,a dominate, and one must ensure that no anomalies arise from them.
Indeed, these can develop minima that can potentially lead to “bound” states, and corresponding unstable QNMs (in
the upper complex half-plane). Such an instability of the neutral holographic plasma would render the calculation of
the charge response unreliable.6 We will now show that when V0,a ≤ 1 this will not occur, by 1) looking for bound
states within a WKB approximation, 2) directly examining the QNM spectrum.
We derive the V1,a potentials in general for the theories considered in this work:
V1,t(u) =
f
4X21
[
3f(X ′1)
2 − 2X1(fX ′1)′
]
; (B5)
V1,y(u) =
f
4X21
[−f(X ′1)2 + 2X1(fX ′1)′] , (B6)
= V1,t
∣∣∣
X1→Xˆ1=X−11
. (B7)
It might seem surprising at first that the potentials have the same form and only depend on X1 and not X3. The facts
follow from S-duality, as shown for the q-dependent part of the potential in Eq. (B7). Indeed, the duality interchanges
the transverse/longitudinal channels, y ↔ t, and at the same time maps X1 to Xˆ1 = 1/X1. Combining these results
with those for V0,a we conclude the simple relation for the full potentials:
Vt = Vy
∣∣
Xi→Xˆi , (B8)
and vice-versa.
A bound state can occur when a sufficiently deep minimum develops in the potential in a region where V1,a < 0.
Given a region defining a negative potential well, we want to determine whether it can capture a bound state. One
way to proceed is to use the WKB approximation often used in quantum mechanics. It has indeed been empirically
found by previous works that this is sufficient,6,12 and we will see that it remains so in our case. The WKB condition
for a bound state to appear is:
(n− 1/2)pi =
∫ u2
u1
du
f
√−V1,a , (B9)
where n is a positive integer n ≥ 1. We have changed variables back from z to u, and the interval u1 < u < u2 defines
the negative well. Defining Ia to be the integral on the r.h.s. of Eq. (B9), we introduce the quantity n˜a = pi
−1Ia+1/2.
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FIG. 7. Panels (a) and (b) show the potentials V1,a=t,y for γ = 0 = γ2 and different values of γ1. As shown in (c) and (d), the
negative potential wells are never sufficiently deep to develop bound states when the couplings obey the bounds coming from
Eq. (B3). Bound states, and hence instabilities, would appear if n˜a were to reach 1, indicated by the red dashed lines.
We see that the condition to get a bound state becomes n˜a ≥ 1. As an example, let us examine the case γ = 0. Since
the potential V1,a only depends on X1, it is sufficient to keep only γ1 and set γ2 = 0 in order to probe the entire
set of possibilities. We plot V1,t, V1,y in Fig. 7(a) and Fig. 7(b), respectively. We observe that the negative potential
well can be bounded on either side by the horizon, or the UV boundary u = 0. In Fig. 7(c) and Fig. 7(d) we show
the calculated n˜a for a subset of the range of γ1 values allowed by the large momentum constraints, Eq. (B3), i.e.
γ1 < 1/48. We see that n˜a never reaches 1. In fact, we find limγ1→−∞ n˜t ≈ 0.7887, limγ1→1/48 n˜t ≈ 0.8660, and
for n˜y: limγ1→−∞ n˜y ≈ 0.9745, limγ1→1/48 n˜y ≈ 0.7681. All these values are less than unity, showing that no bound
states can form, and that no additional constraints come about from considerations of V1,a. The same conclusion
remains true when γ 6= 0, although we do not show the details of the analysis. We note that the asymptotic values of
n˜a as γ1 → −∞ do not change in the presence of γ, as expected since in that limit the γ1 term dominates everywhere
except in the u→ 0 limit.
We note that bound states cannot appear when a finite momentum q is turned on because V0,a ≥ 0 in the region
where Eq. (B3) holds, as proved above. In other words, a finite momentum can only make the negative potential wells
less deep.
2. Quasinormal modes
To confirm the above analysis of the bounds, we examine the quasinormal mode (QNM) spectrum.10,12 We indeed
find that as long as one stays confined to the subspace of parameters defined by Eq. (B3), all the QNMs stay confined
to the lower half-plane, Imw ≤ 0. For example, let us take the 6-derivative action studied in the previous subsection,
γ = γ2 = 0. As γ1 → −∞, the peak of Reσ at small frequencies becomes sharper, continuously approaching a delta-
function. This results from a pole QNM approaching the origin. Such a QNM was labeled D-QNM in Ref. 11, because
of its purely damped nature and its formal relation to the Drude conductivity. It takes the form wd−qnm = −iλ,
with λ > 0. We plot iwd−qnm in Fig. 8(a), which shows that the pole indeed asymptotically approaches the origin as
γ1 → −∞. The numerical data strongly suggests a power law wd−qnm = −ia/|γ1|0.8345, where a ≈ 0.0377, at least
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FIG. 8. a) Location of the purely damped QNM for γ1 6= 0, γ = γ2 = 0. Superimposed on the numerical data (blue circles) is
a power-law fit (green squares) of the form a/|γ1|0.8345. b) Location of the next QNM closest to the real axis, a zero, shown in
the complex w-plane. It is plotted for −γ1 = 1, 5, 10, 25, 50, 150, 500, 103, 104, 5× 104, 105.
over the 5 decades we have studied: the fit is excellent as shown in Fig. 8(a). Another potentially “dangerous” QNM
is the zero near the real axis, which is shown in Fig. 3b. Its path in the complex w-plane is shown in Fig. 8(b): we
see that it never threatens to reach the real w-axis.
Appendix C: Relating the real and imaginary time responses
We discuss some qualitative features of the conductivity on the real- and imaginary-frequency axes, the latter being
particularly important when analyzing quantum Monte Carlo results. In particular, we are interested in understanding
how the particle- and vortex-like features on the real axis correlate with the imaginary-frequency conductivity in the
presence of HD terms. At the level of the Weyl action, it was found6 that when γ > 0, σ has a particle-like peak at small
and real frequencies, whereas for γ < 0 a vortex-like dip results. On the imaginary-frequency axis these correspond to
convex/concave behavior, respectively. Recent quantum Monte Carlo simulations13,23 on the O(2) QCP have found
the former to occur. A direct comparison with holography was then used13,23 to infer that the charge response of the
QCP is of particle-like type. We will argue here that such conclusions are robust to the inclusion of HD terms.
We start with the following observation, relating σ at imaginary frequencies i$ to real ones w; it characterizes the
response near w = 0:
∂2$σ(i$)
∣∣
$=0
=
{
> 0 : particle-like, i.e. ∂2wσ(w)
∣∣
w=0
< 0
< 0 : vortex-like, i.e. ∂2wσ(w)
∣∣
w=0
> 0
(C1)
where $ is real, so that i$ is along the imaginary axis. The real-frequency conditions on the r.h.s. state whether
there is a local maximum/minimum at w = 0. (w is taken to be real, unless otherwise specified.) These conditions
simply follow from analytic continuation, w → i$, and thus remain valid irrespective of the choice of holographic
action. At the level of the action containing only the γ term, the possibilities on the entire imaginary-frequency axis
are quite limited: for all $ ≥ 0, sgn[∂2$σ(i$)] = sgn γ = − sgn[∂$σ(i$)], so that the sign of the first and second
derivatives is constant. For e.g. when γ > 0, the imaginary-frequency conductivity is monotonously decreasing and
convex for all $ ≥ 0. This uniform behavior does not always occur when HD terms are included, although it is by
far the dominant one, as we now argue.
To illustrate our point, let us consider terms up to 6 derivatives in Eq. (A1), with γ = 1/12 fixed. As was mentioned
above, we only need to tune γ1, keeping γ2 = 0, in order to examine the possible behavior for the conductivity. When
γ = 1/12, the bound on γ1 is γ1 < 1/144 = γ1,max (which is obtained by requiring X3(1) ≥ 0). Fig. 9 shows
representative behavior for the conductivity, along both the real (blue and dot-dashed) and imaginary (green and
solid) frequency axes. For most of the allowed range, σ is particle-like, and there are no surprises on the imaginary
axis: σ(i$) is monotonously decreasing and convex for all imaginary frequencies $ ≥ 0. On the other hand when,
when γ1 > γ1,c ≈ 0.00348 (note that γ1,c ≈ γ1,max/2), the small frequency conductivity becomes vortex-like at
small frequencies. In Fig. 9, we have specified that this vortex-like behavior is of an “anomalous” type. Indeed,
the dip at small frequencies rapidly gives way to a larger particle-like feature. Associated with such a crossover, the
imaginary-frequency conductivity goes from being concave at small frequencies to convex at larger frequencies. The
inflection points can indeed be seen in the right part of Fig. 9. We further note that for γ1 near the bound, the
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between particle- and vortex-like responses is observed at γ1 ≈ 0.0035. The “anomalous” vortex-like response arises because
satellite poles occur near the dominant zero QNM. Such a situation did not arise in theories with 4 derivatives and less.
imaginary-frequency conductivity is even non-monotonous, as shown in the rightmost panel of Fig. 9. This must be
the case because when γ1 = γ1,max = 1/144 ≈ 0.0069, σ(i$ = 0) = σ(i$ = i∞), yet the conductivity is not self-dual
since γ 6= 0, hence it cannot be constant in the complex plane. (We note that σ(0) = σ(i0) and σ(∞) = σ(i∞).)
This anomalous behavior, which takes place over a very narrow range of the allowed values of γ1, occurs because
of the tension between the 4-derivative term parameterized by γ and the 6-derivative one. This can be seen from
the d.c. conductivity, σ(0)g24 = 1 + 4γ − 48γ1: there exists a tension when γ and γ1 are of the same sign, because in
that case one term strives to make the conductivity vortex-like, whereas the other strives for a particle-like response.
When γ = 1/12 as in our example, γ1 only succeeds in making a very weak vortex-like σ when it is positive; however,
when the tension is relieved for γ1 < 0, the conductivity is particle-like, from the “combined effort” of both terms.
As is often the case, extra insight can be gained when examining the QNM spectrum of σ, which is shown in Fig. 9.
The particle/vortex-like conductivities are characterized10 by a purely imaginary pole/zero QNM closest to the real
axis (which was called the D-QNM in Ref. 11). We see it is indeed the case in Fig. 9. What makes the vortex-like
response “anomalous” is the presence of the satellite poles whose imaginary part is nearly equal to that of the zero.
This reduces the domain of influence of the zero, the D-QNM. This is especially true for γ1 ≈ γ1,c, because the poles
are very near the imaginary axis, in preparation for the spectral transition at γ1,c where the poles attach to the
imaginary axis and the D-QNM becomes a pole.
1. Comparison with quantum Monte Carlo
The holographic fit to the imaginary-frequency quantum Monte Carlo data of Ref. 13 is shown in Fig. 4. It was
found that γ = 0.08, together with a rescaling of the frequency axis, ω/T → αω/T with α = 0.35, gave an excellent
fit to the data. We have repeated the fitting procedure to the data with the inclusion of the γ1 6-derivative term.
The resulting fit is shown in red in Fig. 4. We see that the imaginary-frequency dependence is essentially the same
as that of the previous fit, and the corresponding real-frequency behavior changes very little from the inclusion of γ1.
We have repeated the fit with many different initial guesses for the value of the fitting parameters, and the shown fit
has the small estimated variance26 The particle-like nature of the real-time conductivity remains extremely robust.
We emphasize that the “anomalous” vortex-like responses described above (Fig. 9) are not consistent with the QMC
data. Indeed, their small frequency conductivity (relative to σ(∞)) is too small compared with the data. Further,
the data shows an increasing second derivative as w = 0 is approached, with no sign of an inflection point.
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Appendix D: Proof of sum rules and asymptotics
We prove the conductivity sum rules: ∫ ∞
0
dw[Reσ(w)− σ(∞)] = 0 , (D1)∫ ∞
0
dw[Re σˆ(w)− σˆ(∞)] = 0 , (D2)
with σˆ = 1/σ. The sum rules were numerically verified to hold for the theory with Weyl coupling γ in Ref. 10, where
the S-dual relation Eq. (D2) was introduced. Eq. (D1) was first discussed in Ref. 9, where it was proved to hold
for a wide class of holographic theories. At first glance, the proof of Ref. 9, does not seem to apply to the actions
under consideration in this work, except for the superconformal Yang-Mills fixed point. However, after a suitable
transformation of the gauge equation of motion found in Ref. 9, their proof can indeed be adapted to the theories we
consider. (We are grateful to C. Herzog for making this observation.) As discussed below, one assumption of Ref. 9
needs to be relaxed to cover our family of theories. Below we present two independent proofs of the sum rules: the
first one using a WKB analysis, and the second one adapted from Ref. 9 to our theories. We note that currently only
the first approach captures the precise asymptotics, whereas the second only provides looser bounds.
Ref. 10 in addition gave arguments for the validity of Eq. (D1) for general CFTs, by relating the integral∫∞
0
dwReσ(w) to an equal-time correlation function, which should not depend on temperature. Eq. (D1) was further
shown10 to hold for the conductivity of the O(N) CFT in the large-N limit, as well as for free Dirac fermions. On the
holographic side, Ref. 11 extended the sum rules to finite momentum, and related them to Kramers-Kronig relations
for the retarded current-current correlators. The vanishing of the r.h.s. of Eq. (D1) and Eq. (D2) was then argued to
be related to gauge invariance in the bulk. We here provide a definitive proof on the holographic side, which holds
for the entire family of theories considered in the main body, and even beyond.
The conductivity obtained from tree-level holography is a meromorphic function which only has poles in the lower
half-plane of complex frequency w ∈ C. This latter property is a requirement from the retarded (causal) nature of the
current-current correlation function out of which σ is obtained. In the previous section, we have seen that the bounds
on the couplings ensure that no poles or zeros (QNMs) appear for Imw ≥ 0. If we can prove that the integrands
decay sufficiently fast as |w| → ∞, for Imw ≥ 0, the sum rules follow from a simple contour integration in the upper
half-plane.
1. WKB
We start with the equation of motion for the transverse gauge component Ay:
−∂2zψ + Vy(z)ψ = w2ψ , (D3)
where as before, Ay = Gy(z)ψ(z), with Gy = X
−1/2
1 . The z-variable is related to the holographic coordinate u by
dz/du = 1/f . To study the conductivity, we can set the momentum to zero, so that Vy = V1,y, which is given in
Eq. (B6). The conductivity is obtained via
σ(w)g24 =
1
iw
A′y
Ay
∣∣∣
u=0
=
1
iw
ψ′(0)
ψ(0)
, (D4)
where in the last equality we have used the fact that G′y(u = 0) = 0.
Let us start by assuming that w lies on the real axis and w > 0; we will analytically continue the results to the rest
of the upper half-plane at the end. Since we are interested in the w  1 limit, we can use the WKB approximation to
solve Eq. (D3). We are looking for wave-like solutions with “energy” w2 much greater than the potential, the latter
being in fact bounded. Let us rewrite the equation in a slightly different form:
∂2zψ + w
2P 2ψ = 0 , P =
√
1− Vy(z)/w2 . (D5)
We note that the function P has no zeros in the entire range between the horizon and the UV boundary (P ≈ 1 in
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the large w limit), allowing us to safely use the WKB approximation. The latter states
ψ → Q exp
[
iw
∫ z
0
dz′P (z′)
]
, (D6)
Q = Q0 + w
−1Q1 + w−2Q2 + · · · (D7)
“→” means in the large-w limit (D8)
We shall use the “→” notation throughout. The first-order WKB approximation only keeps Q0 (the zeroth order
approximation would set Q = 1):
Q0 =
1
P 1/2
=
1
(1− Vy/w2)1/4 . (D9)
At this order, the resulting conductivity is
σ(w)g24 → 1− i
V ′y(0)
4w3
. (D10)
We recall that the potential is purely real, so that Eq. (D10) only tells us about the leading w  1 correction to the
imaginary part of the conductivity, assuming V ′y(0) 6= 0. In fact, substituting the general form X1 =
∑∞
n=0 Υ
(n)
1 u
3n
in the expression for Vy
∣∣
q=0
= V1,y, Eq. (B6), we find
V1,y(0) = 0 , V
′
1,y(0) = 3Υ
(1)
1 , V
′′
1,y(0) = 0 ,
∂3uV1,y(0) = 0 , ∂
4
uV1,y(0) = −126Υ(1)1 (2 + Υ(1)1 ) + 360Υ(2)1 , ∂5uV1,y(0) = 0 , (D11)
with the next non-zero derivative being ∂7uV1,y(0), which involves a linear combination of Υ
(1,2,3)
1 . Generally, the form
X1 =
∑∞
n=0 Υ
(n)
1 u
3n implies that only ∂nuV1,y(0) with n mod 3 = 1 will be finite. Now, taking the general Lagrangian
for the gauge field, Eq. (A1), we find that Υ
(1)
1 = 4γ so that σ(w)g
2
4 → 1− iγ/w3. It turns out we need to resort to
at least a fourth-order WKB approximation to capture the correct leading behavior of the real part. This means we
need to determine the Qn up to and including n = 3. The Qn are determined recursively (n ≥ 1):
Qn =
i
2
Q0
∫ z
0
dz′Q0(z′)∂2zQn−1(z
′) . (D12)
(A simplification in the calculation is that z → u as u→ 0, so that one can forget about the distinction between the
two variables z and u in that limit, which is relevant for the computation of σ.) It can then be shown that
σ(w)g24 =
1
iw
ψ′(0)
ψ(0)
→ 1 + Q
′
0(0)
iw
+
∑
n=1
Q′′n−1(0)
2wn+1
. (D13)
From Eq. (D12) and Eq. (D9), we see that Qn is real (imaginary) for n even (odd). Including terms in the expansion
up to n = 3, we find
Reσ(w)g24 → 1 +
1
32w6
(−∂4uV1,y(0) + 5[V ′1,y(0)]2)− 1w12 1105[V ′1,y(0)]42048 , (D14)
Imσ(w)g24 → −
V ′1,y(0)
4w3
+
15[V ′1,y(0)]
3
64w9
. (D15)
Let us take for example the theory with only the Maxwell-Weyl action, i.e. γ 6= 0. Keeping the leading order
contributions we find:
σ(w)g24 → 1− i
3γ
w3
+
9γ
2w6
(7 + 19γ) . (D16)
The term linear in γ for the real part comes from Q3 via ∂
4
uV1,y(0). It is the dominant one, and this is the reason
why we had to go to fourth order in the WKB expansion. Indeed, the ratio of the linear to quadratic contributions
(in absolute value) to the coefficient of 1/w6 is 7/(19|γ|) ≥ 84/19 ≈ 4.4, the latter value corresponding to |γ| = 1/12.
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FIG. 10. Log-log plots of the large-frequency conductivity, in units of σ(∞), for γ = 1/12 (solid green curves). The red dashed
lines correspond to the WKB estimates, Eq. (D16). In (b), the absolute value of the imaginary part is plotted.
Fig. 10 shows a comparison between the actual large-w conductivity and the WKB approximation for γ = 1/12. We
see that the agreement is excellent. We have further verified that the sign of both the real and imaginary parts of
σ matches the WKB result for γ > 0 and < 0. This proves that the integrands of Eq. (D1) and Eq. (D2) indeed
decay sufficiently fast for the integrals to converge. The integrand also decays fast enough as |w| → ∞ in the upper
half-plane. In fact, the slowest decay occurs along the imaginary axis: letting w → i$ in Eq. (D16) yields:
σ(w → i$)→ 1 + 3γ
$3
+O($−6) . (D17)
We have compared this result with the numerical solution for σ(i$) at various values of γ: the agreement is again
excellent, as good as what was found on the real axis, Fig. 10. We note that the imaginary time scaling can be directly
compared with quantum Monte Carlo results13,23 on the O(2) QCP in 2+1D, for instance, but higher precision data
is required to unambiguously identify the large-$ scaling.
We contrast the 1/w6 decay of [Reσ−σ(∞)] with the result for the QCP of the O(N) model in the large-N limit,20
see Fig. 3a, which obeys the slowest decay allowed by the sum rule, namely 1/w2.
Yet different large-ω scaling appears for a CFT of free Dirac fermions, namely
Reσ(ω/T )− σ(∞) = −2σ(∞)e−ω/2T +O(e−ω/T ) , ω  T , (D18)
which follows from Reσ/σ(∞) = 8 ln 2 δ(ω/T ) + tanh(ω/4T ), see for e.g. Refs. 27 and 28. An exponential scaling
also occurs for the free bosonic O(N) model, also a CFT, for any N ≥ 2. This can be simply seen by taking
the leading order result of Ref. 20 in 1/N and setting the interaction generated mass, m, to zero. This yields
Reσ/σ(∞) = 1/ tanh(ω/4T ) for ω > 0, which, interestingly, is the inverse of the real part of the Dirac fermion
conductivity given above. We emphasize that this exponentially fast approach to the asymptotic value σ(∞) found
in these trivial CFTs is in contrast to the power law scalings found above.
2. Contraction maps
We now provide a proof of the sum rules using a different approach, which involves the use of contraction maps.9
We start with the general gauge action considered in Ref. 9:
A′′ + f
′
f
A′ +
[
w2
f2
− Y (u)
u2f
]
A = 0 . (D19)
We have rewritten it using the variable u, instead of r ∝ 1/u, which is used in that paper; this explains the extra
factor of u2 in the coefficient of A in the above equation. We have also set the function χ of Ref. 9 to zero, because
it is unecessary in our current analysis. The function Y is frequency independent, and assumed to be non-negative.9
We note that Eq. (D19) does not have the same form as our equation of motion for Ay, Eq. (3) (or see Eq. (D21)).
However, one can perform a clever transformation, followed by a suitable choice of Y , to bring it into that form. One
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begins with the redefinition A = X1/21 Ay. Then we choose
Y =
u2
f
V1,y , (D20)
where V1,y is precisely the potential term for the transverse gauge field found above, Eq. (B6). This leads to
A′′y +
(fX1)
′
fX1
A′y +
w2
f2
Ay = 0 , (D21)
which is the equation we were seeking, Eq. (3). These transformation are not surprising in light of those that were
performed in Appendix B to obtain a Schro¨dinger type equation for Ay. Indeed, the redefinition Ay = X
−1/2
1 ψ was
performed, which corresponds to what we have done above. We can thus relate A = ψ. It follows that the expression
for the conductivity is the same as above, Eq. (D22):
σ(w)g24 =
1
iw
ψ′(0)
ψ(0)
, (D22)
where we now use ψ to denote A. Ref. 9 then transformed the 2nd order linear ordinary differential equation (DE)
into a 1st order non-linear DE. To obtain the asymptotic behavior of the conductivity, they constructed a contraction
map to identify the large-w behavior. The details are somewhat involved, so we refer the interested reader to Ref. 9.
The result is
σ(w)g24 =
1− s(w)
1 + s(w)
; s(w) ∼ w−2∆ as w →∞ . (D23)
The exponent ∆ appearing in the function s(w) is obtained from the near-boundary scaling of Y : Y ∼ u2∆ as u→ 0.
An assumption in Ref. 9 is that Y (u) ≥ 0. As seen in Ref. 6 and in Appendix B, this is not satisfied by the family
of theories that we consider (see Fig. 7). However, if we restrict ourselves to theories that do not possess very deep
negative potential wells, no instabilities occur and all the QNMs remain in the lower half-plane (see Appendix B). As
this latter requirement seemed to be the reason why the authors of Ref. 9 restricted themselves to Y ≥ 0, we expect
that relaxing this condition as we just described will not change the validity of the proof found in Ref. 9. Using
Eq. (D20) and the expansion for V1,y(u), Eq. (D11), we see that as u→ 0
Y ≈ u
2
1− u3 [uV
′
1,y(0) + u
4∂4uV1,y(0) + · · · ] ≈ u3V ′1,y(0) , (D24)
so that
2∆ = 3 = D, (D25)
when V ′1,y(0) 6= 0. We have emphasized that the power corresponds to the dimension of the spacetime of the boundary
CFT, i.e. D = 2 + 1. This is the same scaling with D as that of the “pressure contribution” of Ref. 9, which in fact
vanishes in D = 2+1 but not in D = 3+1. Now, we recall that σ(w)∗ = σ(−w), so that the function s(w) must satisfy
the same condition, s(w)∗ = s(−w). Given the power law s(w) ∼ w3, the function must thus be purely imaginary:
s(w) = iaw3, a ∈ R, in the large-w limit. We thus find the asymptotic expansion:
σ(w)g24 = (1− 2a2w−6 + 2a4w−12 + · · · ) + i(−2aw−3 + 2a3w−9 + · · · ) . (D26)
The w-dependences of the real and imaginary parts are in agreement with what was found using the WKB expansion,
Eq. (D14) and Eq. (D15), respectively. Indeed, the imaginary part decays like 1/w3 = 1/wD while the real part goes
like Reσ − σ(∞) ∼ 1/w6 = 1/w2D. We further note that the subleading corrections, which take the form 1/w6+6n
and 1/w3+6n (n ≥ 1), for the real and imaginary parts match the WKB analysis.
What happens if V ′1,y(0) = 0, i.e. γ = 0? In that case, we must consider the next term in the series expansion of
Y (u): Y (u) ∼ u6∂4uV1,y(0), where ∂4uV1,y(0) ∝ Υ(2)1 (see Eq. (D11)). This leads to 2∆ = 6 instead of 2∆ = 3 as found
above. The condition σ(−w) = σ(w)∗ now requires s(w) to be a real function: s(w) = a˜w−6 in the large-w limit,
where a˜ ∈ R. Using Eq. (D23), we thus again find that Reσ− σ(∞) ∼ 1/w6 = 1/w2D as above. This agrees with the
WKB analysis. Both the latter and the contraction map methods do not provide the scaling for the imaginary part
in this case, at least at the expansion level considered here. The numerical results at γ = 0 for the imaginary part do
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not provide a clear asymptotic scaling in the large-w limit, unlike when γ = 0. One difference is that Imσ oscillates
more (changing sign in the process) compared with the γ 6= 0 case. We leave this for further investigation.
Appendix E: General self-duality
Generally, under S-duality, we have XˆJI = −ε BI (X−1)CB ε JC , where ε BA is the matrix representation of the fully
anti-symmetric tensor ε cdab , with εtxyu =
√−g. It is given by the anti-diagonal matrix (ε 61 , ε 52 , ε 43 , ε 34 , ε 25 , ε 16 ) =
(f,−f, 1,−1, f−1,−f−1). It is traceless, has unit determinant and ε2 = −1. We thus have6
XˆJI = diag(Xˆ1, Xˆ1, Xˆ3, Xˆ4, Xˆ5, Xˆ5) = diag(X
−1
5 , X
−1
5 , X
−1
4 , X
−1
3 , X
−1
1 , X
−1
1 ) , (E1)
where we have used rotational symmetry to set X1 = X2 and X5 = X6. For the subspace of terms considered in the
main body, in addition we had X1 = X5 and X3 = X4. In that case, a self-dual conductivity followed simply from
the requirement X1 = 1. It was noted that this condition can be satisfied for theories with an arbitrary number of
derivatives. We here describe the more general situation, allowing for X1 6= X5, in which case the general condition
to obtain a self-dual conductivity is
X5 = 1/X1 =⇒ σ(w) = σ(∞) ∀w . (E2)
Note that this condition encompasses the case discussed in the main body, namely X1 = X5, leading to X1 = 1.
Using Eq. (E2) one can rewrite the q = 0 equation for Ay as follows:
A′′y +
(X5f)
′
X5f
A′y +
w2
(X5f)2
Ay = 0 . (E3)
This can be mapped to a harmonic equation via the change of variables dz/du = 1/(X5f): ∂
2
zAy +w
2Ay = 0. This is
exactly analogous to the case3 where X1 = X5 = 1, but with f replaced by X5f . The solution for Ay that is in-falling
at the horizon is Ay = e
iwz = exp[iw
∫ u
0
du′/(X5(u′)f(u′))]. Using Eq. (4), this leads to a frequency-independent
conductivity as long as f(0)X5(0) is finite at the UV boundary u = 0. This is a reasonable condition; for example, it
is satisfied by all the theories described in the main text.
It will be interesting to investigate the existence of such theories in holographic actions with other types of HD terms.
For example, Ref. 9 has considered a gauge field propagating in a general background spacetime with line-element:
ds2 = − r
2
L2
f˜(r)e−χ(r)dt2 +
r2
L2
(dx2 + dy2) +
L2 dr2
r2f˜(r)
, (E4)
where we are using r ∝ 1/u as the radial coordinate. We have added a tilde to f to distinguish it from the one used in
the present work. The assumptions9 on the spacetime are quite general: first, it contains a horizon at r = rh, where
f˜(rh) = 0 and f˜
′(rh) 6= 0; second, it asymptotes to Anti-de Sitter with a radius of curvature L (which we now set to
1) at large r: f˜ = 1 + · · · and e−χf = 1 + · · · . The equation of motion for the gauge field dual to the CFT current
Jµ was chosen to be (for µ = y):
∂2rAy +
∂rF
F
∂rAy +
[
w2
F 2
− Y
F
]
Ay = 0 , (E5)
where F = r2f˜ e−χ/2. We note that this reduces to Eq. (D19) upon changing variables to u ∝ 1/r, setting χ = 0 and
f˜ = 1 − r3h/r3 = f (i.e. the same spacetime we have considered in the main text). If we set Y = 0 in Eq. (E5), it
takes the same form as Eq. (E3). In fact, changing variables back to u = rh/r, we obtain:
A′′y +
(f˜ e−χ/2)′
f˜ e−χ/2
A′y +
w2
(f˜ e−χ/2)2
Ay = 0 , (E6)
which maps to Eq. (E3) when fX5 ↔ f˜ e−χ/2. The same conclusion thus holds: this general family of holographic
theories has a self-dual, frequency-independent conductivity. We note that this is of relevance to theories with purely
gravitational HD terms, such as those considered in Ref. 25.
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Appendix F: Solving the general equation of motion
We write
Ay = (1− u)bF (u) , b = −iw/3 = −iω/4piT , (F1)
where b was chosen such that F is regular at the horizon, u = 1; we are working with waves that are in-falling into
the black brane. We then get the general equation for F at zero momentum, q = 0:
F ′′ +
[
(X1f)
′
X1f
− 2b
1− u
]
F ′ +
[
b(b− 1)
(1− u)2 −
b
1− u
(X1f)
′
X1f
+
w2
f2
]
F = 0 ; (F2)
with boundary conditions:
F (1) = 1 , (F3)
F ′(1) = −b
[
1 +
1
1 + 2b
X ′1(1)
X1(1)
]
. (F4)
Appendix G: Diffusion constant and susceptibility
We here describe the computation of the diffusion constant D and charge susceptibility χ. We note that they obey
the Einstein relation, σ(0) = χD. Generalizing the result of Ref. 6, the diffusion constant can be shown to be:
D =
3
4piT
σ(0)g24
∫ 1
0
du
X3(u)
, (G1)
where
σ(0)g24 = X1(1) . (G2)
We examine the case where only γ1 6= 0: X3(u) = 1− 48γ1u6, and γ1 < 1/48. We find that
D ≈
{
c1|g1|5/6 , γ1 → −∞
(1− 48γ1)
[− 16 ln(1− 48γ1) + c2] , γ1 → 1/48 (G3)
where c1 = 8(4/3)
1/6pi and c2 = (
√
3pi+ ln 432)/12. This leads to a divergence of the diffusion constant as γ1 → −∞,
and its vanishing as γ1 → 1/48. Using the Einstein relation we obtain the charge susceptibility:
χ ∼
{
|g1|1/6 , γ1 → −∞
−1
ln(1−48γ1) , γ1 → 1/48
(G4)
Thus, χ shows the same divergence/vanishing as D in the asymptotic regions; this is summarized in Fig. 1b. However,
this needs not be the case in general. Fig. 11 illustrates the dependence of D,χ, σ(0) on γ1 for different values of γ.
We note that when γ = 1/12, 1/24, D diverges while χ vanishes as γ1 → 1/144, 1/72, respectively. In both cases the
d.c. conductivity remains finite in that limit, as shown in the lower panel of Fig. 11.
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FIG. 11. Plot of the diffusion constant D, charge susceptibility χ, and d.c. conductivity σ(0) as a function of γ1, for
γ = ±1/12,±1/24, 0. The γ dependence is monotonic. The dashed lines correspond to γ = 0.
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