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Re´sume´
Les possibilite´s offertes en termes de collecte et de
stockage de donne´es permettent de renouveler les ap-
proches de mode´lisation dans le domaine du trans-
port. L’exploitation croise´e de diffe´rentes sources de
donne´es a pour vocation la cre´ation de services a` forte
valeur ajoute´e pour l’usager. Les travaux de´taille´s dans
cet article portent sur le de´veloppement de mode`les
de pre´vision a` base de me´thodes d’apprentissage no-
tamment profond, pour la pre´vision court-terme de
la charge (nombre de passagers) des trains. Cette
pre´vision de l’aﬄuence dans les trains peut servir a` en-
richir l’information voyageur a` destination des usagers
des transports collectifs qui peuvent ainsi mieux plani-
fier leur de´placement. Elle peut e´galement servir aux
ope´rateurs de transport pour une re´gulation ”a` la de-
mande” de l’offre de transport. La principale difficulte´
dans la pre´vision est lie´e a` la variabilite´ intrinse`que
des se´ries temporelles des charges a` pre´dire, induite
par l’influence de plusieurs parame`tres dont ceux lie´s
a` l’exploitation (horaire, retard, type de mission. . . ) et
au contexte (information calendaire, grand e´ve`nement,
me´te´o,...). Nous proposons un mode`le LSTM encodeur-
pre´dicteur pour re´soudre cette taˆche de pre´vision. Plu-
sieurs expe´rimentations sont mene´es sur des donne´es
re´elles du re´seau Transilien de la SNCF sur une
dure´e d’un an et demi. Les re´sultats de pre´vision sont
de´taille´s en vue de comparer les performances d’un
tel mode`le a` plusieurs horizons temporels avec celles
d’autres mode`les plus classiques utilise´s en pre´vision.
Mots-clef : Pre´vision, mobilite´ urbaine, se´ries tempo-
relles, LSTM.
1 Introduction
La pre´vision de la demande de mobilite´ est un
proble`me central dans l’organisation de tout syste`me
de transport. La capacite´ d’anticipation que confe`re un
algorithme pre´dictif permet en effet de mieux planifier
les de´placements et de spe´cifier a` l’avance une offre
adapte´e, en s’aidant de crite`res usuels de type temps
de parcours, ou de niveau de confort lie´ a` l’aﬄuence.
A l’heure actuelle, l’offre pour les transports collectifs
urbains fait de´ja` l’objet d’une adaptation a` l’aide de
me´thodes de pre´vision de la demande, mais ces adapta-
tions ont lieu longtemps en avance, en fonction d’infor-
mations calendaires, contextuelles et de fre´quentations
types estime´es a` partir d’enqueˆtes et de donne´es de
comptage collecte´s ponctuellement a` des intervalles im-
portants. L’introduction de nouvelles donne´es temps
re´el ou quasi temps re´el permet un suivi plus dyna-
mique de la demande et elle ne fait qu’accroˆıtre l’inte´reˆt
pour des me´thodes de pre´vision adapte´es a` ces nou-
velles donne´es.
Dans cet article, nous visons la pre´vision court-
terme des charges (le nombre de passagers) des trains
dans les transports collectifs. L’horizon temporel de
pre´vision est court-terme, a` savoir a` 15mn, 30mn ou
1h. Cette pre´vision exploite deux sources de donne´es
he´te´roge`nes : les donne´es de comptage de passagers et
les donne´es de localisation automatique des trains.
Une grande majorite´ des travaux mene´s dans le do-
maine de la pre´vision de la demande en transport
porte sur la pre´vision d’aﬄuence dans les gares ou de
flux avec un niveau agre´ge´ (toutes les 15mn, 30mn,
...). L’originalite´ des travaux pre´sente´s re´side dans la
prise en compte du plan de transport re´alise´ pour la
pre´vision, lequel peut s’e´loigner assez fortement du
plan de transport nominal. De fait, les se´ries tempo-
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relles de charge que nous souhaitons pre´voir posse`dent
un pas d’e´chantillonage temporel variable, qui de´pend
de l’exploitation re´elle prenant ainsi en compte les re-
tards, les dessertes et missions des trains.
Une revue de litte´rature des travaux sur le sujet de
la pre´vision d’aﬄuence ou de charge conduit a` distin-
guer plusieurs me´thodologies selon les types de donne´es
utilise´es et les objectifs vise´s en terme applicatif. Les
premiers travaux sur la pre´vision du niveau de conges-
tion dans les transports collectifs ont e´te´ propose´s
par [3] et [10]. En utilisant des techniques relative-
ment simples base´es sur des aggre´gations historiques
des donne´es billettiques, les auteurs de [3] ont pro-
pose´ des mode`les de pre´vision du niveau de congestion
dans les transports publics. Dans l’article [10], les au-
teurs se sont inte´resse´s a` la recommandation tarifaire
en y inte´grant une e´tape de pre´vision des habitudes
de de´placement. Ces dernie`res anne´es, plusieurs tra-
vaux ont e´te´ mene´s sur le de´veloppement de mode`les
de pre´vision a` base de me´thodes d’apprentissage auto-
matique. On citera les travaux de [12] ou` un re´seau
de neurone re´current de type LSTM a e´te´ propose´
pour la pre´vision court-terme de flux de passagers dans
un re´seau de transport. D’autres mode`les plus com-
plexes tenant compte des liens spatio-temporels entre
les se´ries temporelles a` pre´dire ont e´te´ propose´s dans
[9], [7] et [13]. Plus re´cemment, on notera les travaux
de [8] qui s’attachent a` la pre´vision de charges dans les
tramways. Le proble`me est formalise´ comme une taˆche
de classification ou` les diffe´rentes classes a` infe´rer sont
directement de´duites du taux d’occupation des sie`ges
dans les transports.
Dans cet article, la taˆche de pre´vision est vue comme
un proble`me de pre´vision a` plusieurs horizons tempo-
rels sur des se´ries temporelles irre´gulie`res impacte´es
par plusieurs facteurs contextuels. Afin de prendre en
compte ces spe´cificite´s et en s’appuyant sur les capa-
cite´s d’abstraction des re´seaux de neurones combine´s
a` l’apprentissage de repre´sentation [2], nous propo-
sons un mode`le LSTM encodeur-pre´dicteur combine´e
avec un apprentissage de repre´sentation sur les facteurs
contextuels. Le but est de fournir une pre´vision de la
charge des trains au de´part d’une station sur plusieurs
pas de temps, tenant compte des valeurs de charges
passe´es et de l’ensemble des facteurs contextuels ca-
racte´risant l’exploitation des trains.
L’article est organise´ de la manie`re suivante : la
section 2 de´crit les donne´es et les spe´cificite´s ap-
plicatives. la section 3 pre´sente le mode`le propose´
pour la pre´vision tandis que la section 4 de´taille les
expe´rimentations mene´es sur des donne´es re´elles et les
re´sultats obtenus en les comparant aux performances
de plusieurs mode`les pour la pre´vision a` un et plusieurs
pas de temps. La section 5 conclut cet article en four-
nissant des perspectives a` ce travail.
2 Description des donne´es
Les donne´es que nous conside´rons sont collecte´es sur
une ligne de chemin de fer desservant une cinquantaine
de gares situe´es au nord de la banlieue parisienne. En-
viron 250 000 passagers par jour sont transporte´s sur
cette ligne. L’ensemble des donne´es couvre une pe´riode
de 18 mois, allant de janvier 2015 a` juin 2016, sur 40
stations exploite´es pendant la journe´e de 5h00 a` 2h00
du matin. La base de donne´es inclut a` la fois des in-
formations sur les horaires re´alise´s et sur les donne´es
de comptage des passagers a` l’embarquement et au
de´barquement de chaque train stationne´ a` chaque gare.
Ces sources de donne´es he´te´roge`nes enrichies d’infor-
mations de calendrier, permettent de reconstituer le
nombre de passagers a` bord de chaque train (la charge)
au de´part d’une gare.
Le principal objectif des travaux concerne la
pre´vision de se´ries de charges univarie´es pour chaque
gare. Afin d’illustrer l’allure temporelle des se´ries a`
pre´dire, la figure 1 pre´sente deux profils de charge re-
cueillies sur deux gares. Cette figure met en e´vidence
un certain nombre de spe´cificite´s que le mode`le de
pre´vision devra inte´grer, a` savoir :
— Une pe´riode d’e´chantillonnage variable en raison
des horaires de train et de l’exploitation ferro-
viaire. Chaque gare a sa propre fre´quence de pas-
sage des trains.
— Un profil temporel spe´cifique de chaque se´rie.
Le profil est directement lie´ a` l’usage de la sta-
tion et en particulier a` sa localisation spatiale et
aux caracte´ristiques ge´ographiques de la zone ur-
baine qui l’entoure (densite´ de population, den-
site´ d’emploi, loisirs, etc.).
— Les se´ries de charge de train sont influence´es par
des facteurs de calendrier tels que le type de jour
(jour de semaine ou week-end), jour fe´rie´, va-
cances scolaires, etc.
— Les se´ries de charge de train sont e´galement im-
pacte´es par les caracte´ristiques des trains et par
leurs missions (ligne a` destinations multiples, ser-
vices ferroviaires varie´s).
Outre ces facteurs contextuels, la demande en
transports en commun est e´galement impacte´e par
des e´ve´nements (sociaux, culturels, sportifs, etc.). Le
mode`le de pre´vision pour chaque gare doit faire face
a` tous ces facteurs temporels, spatiaux et exoge`nes
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Figure 1 – Evolution des charges dans les trains sur l’anne´e 2015 dans deux stations diffe´rentes
e´nume´re´s ci-dessus. La section suivante de´taille la
me´thodologie de´veloppe´e pour re´aliser la taˆche de
pre´vision.
3 Mode´lisation propose´e
Nous proposons un mode`le de´die´ a` la pre´vision sur
plusieurs horizons temporels des se´ries de charges avec
les spe´cificite´s pre´cite´es. Ce mode`le prend la forme d’un
re´seau de neurones re´current auquel on associe un ap-
prentissage de repre´sentation du contexte, ce qui per-
met de capter les diffe´rents facteurs contextuels pou-
vant influencer la pre´vision. La Table 1 re´sume les no-
tations utilise´es dans cet article.
L’objectif est de fournir une pre´vision de la se´rie
temporelle (y1,...,yt) associe´e a` une se´quence d’ob-
servations St. Chaque e´le´ment de cette se´quence
est caracte´rise´ par l’ensemble d’attributs contex-
tuels et et de mesures passe´es mt. On utilise la
notation yI , SI , eI pour de´signer les sous-se´quences
(yt)t∈I , (St)t∈I , (et)t∈I , (mt)t∈I avec I ⊂ [1;T ]. E´tant
donne´ une feneˆtre temporelle Wi = [i − k, i + k′]
compose´e d’un horizon passe´ Pi = [i − k, i[, et d’un
horizon futur Fi = [i, i+ k
′], le but de notre approche
de pre´vision est d’infe´rer les re´alisations yFi sur l’hori-
zon futur a` partir des informations disponibles sur la
se´quence d’observations SWi = (ePi , eFi ,mPI ) comme
le montre la Figure 2. Le mode`le doit eˆtre capable de
capturer l’influence et les interactions des diffe´rents
facteurs contextuelles sur les donne´es historiques pour
infe´rer au mieux la dynamique future de la se´rie (yt).
Figure 2 – Sche´ma ge´ne´ral du mode`le de pre´vision
S’inspirant des travaux de recherche sur les re´seaux
de neurones re´currents encodeur-de´codeur propose´s
dans [5], nous proposons un mode`le de re´seau de neu-
rones LSTM encodeur-pre´dicteur (LSTP EP) pour la
pre´vision court-terme et multi-horizons incluant un ap-
prentissage de repre´sentation des facteurs contextuels.
A partir d’observations sur une feneˆtre temporelle SWi ,
le mode`le reconstruit les k dernie`res re´alisations yˆPi et
pre´voit les k′ prochaines re´alisations yˆFi en exploitant
les informations contextuelles passe´es et futures ePi , eFi
ainsi que les informations de mesure sur l’horizon passe´.
LSTMEP (Xi) = LSTMEP (mPi , ePi , eFi)
= (yˆPi , yˆFi)
(1)
Ce mode`le peut eˆtre vu comme un re´seau de neu-
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Table 1 – Notation et variable
Notation
t Horizon temporel t ∈ [1, T ]
y1, ..., yT (yt) Se´ries de re´alisation
S1, ..., St (St) Se´quence d’observations
e1, ..., eT (et) Se´quence d’attributs contextuels
m1, ...,mT (mt) Se´quence d’attributs de mesures
Feneˆtre
Wi [i− k, i+ k′] : ie`me Feneˆtre temporelle.
Pi [i− k, i[: Horizon passe´ de Wi
Fi [i, i+ k
′] : Horizon futur de Wi
Xi (mPi , ePi , eFi) Attributs d’entre´e
Espace latent
u1, ..., uT (ut) Repre´sentation contextuelles
h1, ..., hT (ht) Dynamique latente passe´e
r1, ..., rT (rt) E´tat latent de reconstruction
z1, ..., zT (zt) E´tat latent de pre´vision
Mode`le et ses composants
LSTMEP Mode`le de re´seau de neurones
Fact Mode`le contextuel
Enc Encodeur re´current
Dec De´codeur re´current
Pred Pre´dicteur re´current
Reconst Sorties de reconstruction
Predict Sorties de pre´vision
rones profond pouvant se de´composer en plusieurs
e´le´ments ayant un roˆle spe´cifique. Une illustration
ge´ne´rale est fournie dans la Figure 3.
Les composants du re´seau de neurones sont de´crits
comme suit :
Fact : un mode`le de contexte de´die´ a` synthe´tiser les
caracte´ristiques (et) en une repre´sentation contextuelle
(ut). Il s’agit d’un pre´-traitement base´ sur un percep-
tron multi-couches applique´ a` chaque observation afin
de re´gulariser les repre´sentations contextuelles.
Fact(ePi , eFi) =
⊕
t ∈(Pi ∪Fi)
Fact(et) =
⊕
t ∈(Pi ∪Fi)
ut = (uPi , uFi) (2)
Enc : un LSTM encodeur de type ”many-to-one”
de´die´ a` la capture de la dynamique latente passe´e (hi)
a` partir des mesures mPi et des repre´sentations contex-
tuelles (uPi) de l’horizon passe´.
Enc(mPi , uPi) = hi (3)
Dec : un LSTM de´codeur de type ”many-to-many”
de´codant re´cursivement les e´tats latents de recons-
Figure 3 – Architecture ge´ne´rale du re´seau LSTM
encodeur-pre´dicteur
truction rPi des observations passe´es a` partir de la
dynamique latente de l’horizon passe´ (hi). Chaque
e´tat latent de reconstruction est ensuite interpre´te´ par
des couches de reconstruction line´aire ’Reconst’ qui
infe`rent la re´alisation des observations sur l’horizon
passe´.
A partir des sorties de ’Reconst’, on obtient yˆPi
qui est utilise´ comme objectif interme´diaire durant la
phase d’apprentissage pour faciliter la capture des dy-
namiques passe´es.
Dec(hi) = rPi (4)
Reconst(rPi) =
⊕
t∈Pi
Reconst(rt) = yˆPi (5)
Enc et Dec forment une structure encodeur-
de´codeur visant a` synthe´tiser les dynamiques sur l’ho-
rizon passe´ a` partir des attributs contextuels et des
mesures sur cet horizon.
Pred : un LSTM pre´dicteur de type ”many-to-
many” infe´rant re´cursivement les e´tats latents de
pre´vision (zFi) des futures observations a` partir de
leurs repre´sentations contextuelles (uFi) en prenant en
compte la dynamique latente sur l’horizon passe´ (hi).
Chaque e´tat latent de pre´vision est ensuite interpre´te´
par des couches de reconstruction line´aire ’Predict’
pour infe´rer la re´alisation de l’observation. A partir
des sorties de ’Predict’, on obtient yˆFi qui correspond
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a` l’objectif de pre´vision multi-horizons.
Pred(hi, uFi) = zFi (6)
Predict(zFi) =
⊕
t∈Fi
Predict(zt) = yˆFi (7)
Notons que le mode`le est intrinse`quement conc¸u
pour prendre en compte des pas d’e´chantillonage va-
riables, ce qui le rend robuste a` la suppression d’obser-
vations (donne´es manquantes).
3.1 Apprentissage des hyper-
parame`tres
Le re´seau de neurone profond est entraˆıne´ a` travers
une re´tropropagation du gradient minimisant la fonc-
tion de couˆt suivante :
L(θ) = αp ∗
∑
t∈Pi
||yt − yˆt||2 + αf ∗
∑
t∈Fi
||yt − yˆt||2
θ = (θFact, θEnc, θDec, θPred, θReconst, θPredict).
(8)
Le premier terme mesure la capacite´ du mode`le a`
reconstruire les observations ante´rieures a` partir de
la dynamique latente du passe´. C’est un objectif in-
terme´diaire qui vise a` faciliter l’apprentissage des dy-
namiques passe´es. Le second terme mesure la capa-
cite´ de pre´vision du mode`le. Les hyper-parame`tres αp
et αf ponde`rent les objectifs de reconstruction et de
pre´vision.
Pour l’apprentissage, nous re´alisons une optimisation
par mini-batch graˆce a` la technique d’optimisation Na-
dam [11]. Les deux gradients de pre´vision et de recons-
truction sont propage´s depuis leurs couches de sorties
(Predict and Reconst) vers les couches en amont en
passant par le mode`le de contexte a` travers les couches
du LSTM. Le mode`le LSTM encodeur-pre´dicteur est
imple´mente´ dans l’environnement TensorFlow [1], et
Keras [6].
Les hypere-parame`tres ont e´te´ choisis empirique-
ment apre`s plusieurs expe´riences sur la base des per-
formances et de la convergence de l’apprentissage. Fact
est compose´ de 3 couches denses de tailles [50, 100,
200] avec une fonction d’activation sigmo¨ıde pour un
total de 27000 parame`tres. Enc, Dec, and Pred sont 3
couches LSTM de taille 200 avec une fonction d’acti-
vation sigmo¨ıde pour un total de 880000 parame`tres.
Reconst et Predict sont compose´s de 2 couches denses
de tailles [100, 1] avec une fonction d’activation line´aire
pour un total de 40000 parame`tres. Le re´seau entier
compte approximativement 900000 parame`tres.
L’entraˆınement est re´alise´ de manie`re empirique
avec des batchs de taille 128 sur plusieurs milliers
d’ite´rations, ce qui prend quelques heures sur un
GPU standard selon le jeu de donne´es en entre´e et
la profondeur temporelle conside´re´e. Des investiga-
tions comple´mentaires sont ne´cessaires pour acce´le´rer
la convergence du mode`le.
4 Re´sultats expe´rimentaux et
discussions
Pour la partie expe´rimentale, nous e´valuons deux
mode`les de pre´vision de charge dans les trains sur
la base de deux jeux de donne´es relatifs respective-
ment a` une station du centre-ville parisien, et une sta-
tion de banlieue. Ces jeux de donne´es couvrent une
pe´riode d’exploitation comprise entre janvier 2015 et
juin 2016, et sont re´partis en un ensemble d’appren-
tissage repre´sentant 66 % du jeu de donne´es et un en-
semble de test correspondant aux 33% restants. Les
deux mode`les utilisent plusieurs informations contex-
tuelles ”long-terme” de type calendaires :
— Jour de l’anne´e : il correspond a` la position du
jour dans l’anne´e (365 valeurs possibles encode´es
dans un vecteur de dimension 8 par l’application
des fonctions cosinus et sinus sur 2x4 fre´quences).
— Type de jour : il correspond a` la position du jour
dans la semaine et est encode´ sur 8 dimensions
avec une information supple´mentaire si le jour est
fe´rie´ ou non.
— Minutes : Encodage des minutes journalie`res
(1440 valeurs possibles) sur 8 dimensions par co-
sinus et sinus sur (2x4) fre´quences.
— Service : caracte´ristique relative au service des
trains en termes de mission et de branche desser-
vie.
Par ailleurs, nous conside´rons e´galement des ca-
racte´ristiques sur un horizon court-terme en prenant
en compte les observations ante´rieures sur une feneˆtre
couvrant les six derniers passages de trains a` la station
e´tudie´e. Ces caracte´ristiques se re´sument a` :
— Retard : Diffe´rence entre le temps the´orique et
le temps re´el de passage du train a` la station en
minutes.
— Charge : Nombre de passagers dans le train pour
chacun des six derniers passages de trains a` la
station.
— Montants : Nombre de passagers qui sont monte´s
a` bord des trains lors des six derniers passages a`
la station.
— Descendants : Nombre de passagers qui sont des-
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cendus des trains lors des six deniers passages a`
la station.
4.1 Mode`les de pre´vision
Dans cette section, les performances du mode`le
LSTM encodeur-pre´dicteur entraˆıne´ sur les deux
cate´gories de caracte´ristiques et et mt sont compare´es
avec celles d’autres mode`les classiques issus de la
litte´rature et qui vont servir de re´fe´rence a` cette com-
paraison. Ces mode`les se re´sument en :
— Dernie`re Valeur (DV) : un mode`le de
pre´vision simple qui consiste a` renvoyer la
dernie`re charge observe´e dans le train comme
e´tant la prochaine charge a` pre´voir a` la meˆme
station.
— Moyenne Contextuelle (MC) : cette ap-
proche conside`re la charge moyenne constate´e sur
le meˆme type de jour et la meˆme tranche horaire
comme e´tant la charge a` pre´voir.
— Gradient Boosting (XGB) [4] : mode`le de
re´gression appartenant a` la famille des me´thodes
ensemblistes et qui regroupe des arbres de
de´cision dits faibles. Deux mode`les sont propose´s
selon la nature des caracte´ristiques employe´es en
entre´e du mode`le :
• XGB LT : de´signe le mode`le XGB entraˆıne´
sur la base des caracte´ristiques long-terme et.
• XGB ST : de´signe quant a` lui le mode`le XGB
entraˆıne´ sur la base des caracte´ristiques court-
terme. mt.
Pour l’ajustement des hyper-parame`tres des mode`les
XGB, une recherche par grille (”search-grid”) est
re´alise´e en utilisant une validation croise´e avec k=3
(3-fold). Enfin, nous e´valuons les performances des
mode`les sur chaque pas de temps correspondant au
passage d’un train en utilisant comme mesure de per-
formances l’erreur quadratique moyenne (RMSE) et le
pourcentage d’erreur absolue ponde´re´e (WAPE). Ce
dernier peut eˆtre interpre´te´ comme le pourcentage de
l’erreur totale compare´e a` la valeur moyenne de l’ob-
servation actuelle, et est calcule´ comme suit :
WAPE score :
∑
t ||yt − yˆt||
y¯
(9)
4.2 E´valuation
L’e´valuation des mode`les pre´dictifs est base´e sur une
comparaison des performances obtenues par ces der-
niers, et est exprime´e a` l’aide des me´triques de´crites
dans la section pre´ce´dente. Ces mesures sont calcule´es
a` la fois sur l’ensemble d’apprentissage et l’ensemble
de test pour les deux stations e´tudie´es, a` savoir celle
du centre ville et celle de banlieue. Les cinq mode`les
de´crits dans la section 4.2 : Dernie`re valeur (DV),
Moyenne Contextuelle (MC), le Gradient Boosting
(XGB) dans ses deux variantes (ST) et (LT), ainsi
que le LSTM EP sont compare´s. Le Tableau 2 de´crit
les performances des diffe´rents mode`les sur les stations
e´tudie´es.
Table 2 – Performances des mode`les sur les stations
e´tudie´es
Mode`le Banlieue Centre-ville
WAPE RMSE WAPE RMSE
Score d’apprentissage
DV 17.9 35.8 41.9 186.7
MC 13.7 28.7 14.2 73.1
XGB LT 8.4 17.2 8.3 44.75
XGB ST 7.5 15.1 8.2 43.5
LSTM EP 10.7 22.1 10.9 57.7
Score de Test
DV 24.1 47.2 46.9 205.0
MC 19.0 40.0 18.5 96.5
XGB LT 18.8 38.9 13.4 76.0
XGB ST 16.8 35.7 12.7 73.0
LSTM EP 16.0 33.8 12.9 72.4
Comme attendu, les performances des mode`les
avance´s (XGB, LSTM EP) surpassent celles des
mode`les DV et MC. Ces performances peuvent s’ex-
pliquer par le fait que les mode`les XGB et LSTM
EP ont une capacite´ de ge´ne´ralisation meilleure que
les mode`les de re´fe´rence, ce qui permet d’e´viter le
proble`me de sur-apprentissage sur les donne´es. Par
ailleurs, les mode`les XGB et LSTM EP sont plus com-
plexes que les mode`les de re´fe´rence qui se contentent
juste de renvoyer la dernie`re valeur observe´e ou la
moyenne de la charge enregistre´e sur un historique
donne´. Sur l’ensemble, le LSTM EP fournit de
meilleurs re´sultats puisqu’a` l’aide des caracte´ristiques
court-terme, il est capable de capturer la dynamique
du service des trains a` la station.
En examinant l’erreur de pre´vision du LSTM EP
sur la charge pre´dite (voir Figure 5), nous pouvons
observer que le taux d’erreur croit avec l’augmenta-
tion de la charge a` bord. Le mode`le tend a` suresti-
mer le´ge`rement les trains faiblement charge´s, et a` sous-
estimer les trains surcharge´s. Ceci peut eˆtre explique´
par le fait que les trains fortement charge´s sont peu
nombreux, et pre´sentent des informations contextuelles
similaires a` celles des trains faiblement charge´s, ce qui
rend difficile la pre´vision des charges e´leve´es.
Comme l’illustre la Figure 4, l’erreur commise par
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Figure 4 – L’erreur de pre´vision en fonction de la plage horaire pour la station de banlieue.
Figure 5 – L’erreur de pre´vision en fonction du seg-
ment de charge pour la station de banlieue.
le mode`le est du meˆme ordre de grandeur pour les
jours de semaine que pour les jours de week-end
avec ne´anmoins quelques diffe´rences. La variance
de l’erreur calcule´e sur les cre´neaux horaires de la
journe´e s’ave`re corre´le´e avec la charge a` bord. Sur les
jours de semaine, on constate des erreurs importantes
durant les heures de pointe en lien avec une variance
importante et une charge e´leve´e. Le mode`le commet
des erreurs moyennes en milieu de journe´e et des
erreurs faibles toˆt le matin et en fin de soire´e. Par
ailleurs, durant les week-ends excepte´ en matine´e, on
observe une variance de l’erreur relativement stable
avec une valeur maximale atteint a` midi et au milieu
de l’apre`s-midi. On note e´galement que le mode`le a
plus de difficulte´ a` pre´voir les soire´es de week-end que
celles des jours de semaine.
D’autre part, lorsqu’on examine les performances
des mode`les de pre´vision sur des pas temporels suc-
cessifs (multi-horizons), le LSTM EP surpasse XGB
sur les six horizons (Tableau 3 et Tableau 4).
Table 3 – RMSE sur la station de banlieue pour les
mode`les de pre´vision multi-horizons.
Mode`le t+1 t+2 t+3 t+4 t+5 t+6
Time interval 14-32 29-62 44-92 59-122 75-152 90-182
XGB LT 38.9 38.9 38.9 38.9 38.9 38.9
XGB ST 35.7 36.6 36.7 36.7 37.6 38.1
LSTM EP 33.8 34.0 34.1 34.4 34.7 34.9
Table 4 – RMSE sur la station du centre-ville pour
les mode`les de pre´vision multi-horizons.
Mode`le t+1 t+2 t+3 t+4 t+5 t+6
Time interval 2-13 5-23 9-31 12-43 15-53 18-61
XGB LT 76.0 76.0 76.0 76.0 76.0 76.0
XGB ST 73.0 72.8 73.3 73.8 73.4 73.5
LSTM EP 72.4 72.1 72.1 72.2 72.6 72.8
Ces horizons correspondent aux prochains passages
des trains a` la station et varient entre 14 et 182 mi-
nutes pour la station de banlieue, et entre 2 et 61 mi-
nutes pour la station du centre ville. Cette diffe´rence
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est due a` une fre´quence de trains plus e´leve´e en centre
ville qu’en banlieue. Il est important de souligner que
ces pre´visions sont obtenues avec un mode`le LSTM
EP unique qui pre´voit simultane´ment la charge dans
les trains sur l’ensemble des horizons temporels, tandis
que pour le mode`le XGB, nous avons autant de mode`les
que d’horizons temporels. Les pre´visions fournies par le
mode`le XGB LT restent invariantes au fil des horizons
temporels. Cependant, les performances de la variante
XGB ST se de´gradent avec l’avancement dans le temps.
Le LSTM EP maintient des pre´visions compe´titives et
robustes sur l’ensemble des horizons temporels aussi
bien en station du centre-ville qu’en banlieue. Ceci peut
eˆtre explique´ par une meilleure compre´hension des fac-
teurs contextuels a` travers la repre´sentation latente qui
contribue a` capturer la dynamique sous-jacente du ser-
vice lie´ aux trains qui desservent la station.
5 Conclusion
Dans cet article, un mode`le de pre´vision a` base d’un
re´seau de neurones LSTM encodeur-pre´dicteur (LSTM
EP) associe´ a` un apprentissage de repre´sentation des
facteurs contextuels a e´te´ propose´. Ce mode`le vise
a` pre´voir la charge dans les trains a` plusieurs hori-
zons temporels en tenant compte des facteurs contex-
tuels et des horaires re´els de passage des trains dans
les stations. Les difficulte´s pose´es par ce proble`me de
pre´vision sont induites par une variabilite´ de l’exploi-
tation ferroviaire et par plusieurs facteurs contextuels.
Le re´seau de neurones que nous proposons a la par-
ticularite´ de pouvoir apprendre une repre´sentation a`
partir de caracte´ristiques contextuelles, de capturer la
dynamique passe´e latente a` travers la sous-structure
sous-jacente de l’encodeur-de´codeur, puis de pre´voir la
dynamique a` venir a` l’aide de la couche pre´dictive.
Au travers des re´sultats obtenus sur un jeu de
donne´es re´elles couvrant une anne´e et demi d’exploi-
tation, nous avons pu montrer le potentiel du mode`le
propose´ a` traiter la pre´vision a` court terme de la charge
des trains en comparaison a` d’autres mode`les tels que le
mode`le gradient boosting. Les performances du mode`le
propose´ ont e´te´ e´value´es sur deux gares avec des profils
temporels diffe´rents et pour des horizons de pre´vision
a` un et plusieurs pas de temps. Sur les deux configura-
tions, le LSTM-EP pre´sente une meilleure robustesse
de la qualite´ des pre´visions fournies.
Les futurs travaux devront s’attacher a` l’exploration de
la repre´sentation apprise, et en particulier, la capacite´
de l’espace latent pre´dictif a` caracte´riser des situations
anormales telles que des perturbations et des anomalies
de trafic.
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