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Abstract
Let N0 be a class of natural numbers whose binary expansions contain even
numbers of ones. Waring problem in numbers of class N0 is solved.
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1. Introduction
Let n = e0 + e12 + . . . + ek2
k be a binary expansion of a natural n, (ej = 0, 1). Let
N0 be the set of natural numbers whose binary expansions have an even number of ones,
N1 = N \ N0. Define symbol ε(n)
ε(n) =
{
1, if n ∈ N0;
−1, if n ∈ N1.
In 1969, A.O. Gelfond [1] proved that natural numbers of classes of N0 and N1 are
regularly distributed in arithmetic progressions.




and so solved the problem of Dirichlet in numbers from N0.
In this paper, we solve the problem of Waring in numbers from N0. Note that essen-
tially a few more general problem is solved. Let (i1, . . . , ik) be an arbitrary set of zeros
and ones. We obtain an asymptotic formula for the number of solutions of the equation
xn1 + x
n
2 + . . .+ x
n
k = N (1)
in positive integers x1, x2, . . . , xk such that xj ∈ Nij , where j = 1, 2, . . . , k.
Let Jk,n(N) be the number of solutions of (1) in an arbitrary numbers x1, x2, . . . , xk
and Ik, n(N) – the number of solutions (1) in the numbers x1, x2, . . . , xk from N0. Our
main result is the following:
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Theorem. Let n > 3,
k0 =
{
2n, if 3 6 n 6 10;
2 [n2(logn + log log n+ 4)], if n > 10.
Let k > k0. Then the formula
Ik, n(N) = 2
−kJk,n(N) +O(N
k/n−1−∆/n),
where ∆ = c1(n
2 logn)−1, c1 > 0, holds.
Recall that Jk, n(N) ≍ N
k/n−1 (see eg [3], chapter XI).
To prove the main theorem we need several lemmas.
2. Lemmas















where ε > 0 ia an arbitrarily small number.
For the proof see [4], p. 20.
Lemma 2. (Vinogradov)
Let n > 4, k > 2k0, where k0 = [n
2(log n+ log log n+ 4)]. Then we have
∫ 1
0
|S(α)|k dα≪ P k−n.
For the proof see [5], p. 84.








|S(X, h)| = O(XHµ),
where µ = ln 3,5
ln 4
= 0.903..., holds. The constant implied in sign O is absolute.
2
Proof. Let
V (X, h) =
∑
n6X
ε(n) (ε(n+ h) + ε(n+ h+ 1)) .
Consider the binary expansion of h:
h = ω0 + 2ω1 + . . .+ 2
k−1ωk−1 + 2
k,
where ωj = 0, 1 (j = 0, 1, . . . , k − 1).
For 0 6 j < k define the numbers hj and sj:
hj = ωj + 2ωj+1 + . . .+ 2
k−1−jωk−1 + 2
k−j,
sj = 1− 2ωj.
Dividing each of the sums
S(X2−j, hj), V (X2
−j, hj)
into two sums – for even and odd n – we get:




V (X2−j − 1, hj+1) + θj (2)
V (X2−j, hj) = 2sjS(X2
−j−1, hj+1)− sjV (X2
−j−1, hj+1) + θ
′
j , (3)
where |θj |, |θ
′
j | 6 1.
Let α0 = 1, β0 = 1. Then we have
S(X, h) = α0S(X, h0) + β0V (X, h0).
According to (2) and (3) for any j = 1, 2, . . . , k − 1 we have
S(X, h) = αjS(X2
−j, hj) + βjV (X2
−j, hj) +O(|αj|+ |βj |),
where




αj − sjβj . (5)
It follows from (4) that
βj =
αj+1 − (1 + sj)αj
2sj
. (6)




+ sjαj . (7)
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Substitute j + 1 instead of j in (6):
βj+1 =
αj+2 − (1 + sj+1)αj+1
2sj+1
.
From this and from (7) we obtain:
αj+2 − αj+1 = 2sjsj+1αj . (8)
Furthermore,
αj+3 − αj+2 = 2sj+1sj+2αj+1,
αj+3 = (1 + 2sj+1sj+2)αj+1 + 2sjsj+1αj . (9)
We estimate |αj | from above equality.
First, since α0 = 1, α1 = 1 + s0, we obtain from (8) by induction that
|αj| 6 2
j, j = 0, 1, . . . , k − 1. (10)
This estimate, in some cases can be improved.
Let j1 be the smallest odd number in the interval [1, k − 3] such that sj+1sj+2 = −1.





Further, from (8), (10) and (11) we obtain:
|αj1+4| 6 |αj1+3|+ 2|αj1+2| 6
1
2














2j1+t when 4 6 t. (12)
Let j2 be the smallest odd number in the interval [j1+2, k− 3] such that sj2+1sj2+2 =
−1.
Arguing as in the derivation of (11) and (12), we obtain:
2j2+t when 4 6 t.





2k, where κ(h) is the number of sign
changes in the pairs of numbers (s1, s2), (s3, s4), . . . , (s2j0−1, s2j0) where 2j0 − 1 is the
greatest integer not exceeding k − 3.
Let κ1,2(h1) be the number 1 and 2 in the decomposition of h1 for the base 4.








where ηj = ω2j−1+2ω2j; 1 is subtracted from the κ1,2(h1), so that 1 or 2 most significant




















































































































ln 4 = Hµ.
Lemma 4. Let η > 0. Let g(x) be a polynomial of degree n > 10 with leading coefficient











where c1 = c1(η, n) > 0.
5
Proof. Lemma 4 is different from Theorem 2 of [3], p. 190 that the condition P 1/4 6 q 6
P n−1/4 replaced by P η 6 q 6 P n−η. Proof of Lemma 4 and the theorem is essentially the
same, only the parameter τ must be chosen so: τ = [C(η)n logn], where C(η) > 0 – just
a large number.
Lemma 5. (Weyl Inequality) Let g(x) be a polynomial of degree n, 2 6 n 6 10, with








∣∣≪ P 1+ε(q−1 + P−1 + qP−n)2−n+1 .
For the proof see [4], p. 19.
3. Proof of Theorem






for any α ∈ R satisfies the estimate
|W (α)| ≪n P
1−c1(n2 logn)−1 ,
where c1 > 0 is a constant.




, (a, q) = 1, |θ| 6 1, 1 6 q 6 τ =
P n−1−1/2000.
Cases where q 6 P 0,001 and P 0,001 < q 6 τ , are considered in different ways.
Assume first that P 0,001 < q 6 τ . Define integers H and K:
H = [P 1/4000n], 2K−1 < P 1/2000n 6 2K .












































































































By definition of ε(n) for 0 6 m < 2K + h, we have

















∣∣+ 2K + PH2−K.




(2Ky +m+ h)n − (2Ky +m)n
)
is a polynomial of y of degree n − 1 with leading coefficient a
q
nh2K(n−1). If this rational






, (a1, q1) = 1.
Since (a, q) = 1, q1 ≫ q2
−Kn > P 1/2000, because q > P 0,001, 2Kn > P 1/2000.
7
Thus,
P 1/2000 < q1 6 τ = P
n−1−1/2000. (13)
Thus, it suffices to estimate Weyl’s sum of a special type∑
y6P2−K
e2piig(y),
where g(y) is a polynomial of degree n−1 and leading coefficient a1/q1, where (a1, q1) = 1,
and q1 satisfies (13).






∣∣≪ P 1−2c1(n2 logn)−1 , (c1 > 0),
and so
|W (α)| ≪ P 1−c1(n
2 logn)−1
in the case of P 0,001 < q 6 P n−1−1/2000.



























































We use the Cauchy inequality:










∣∣2 ∣∣W (z, b)∣∣2.
Let H1 = [P
1/30]. Then














We define a natural number K1 from the inequalities
2K1−1 < P 1/15 6 2K1.
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Again we use the identity
ε(2K1y +m)ε(2K1y +m+ h) = ε(m)ε(m+ h),



















Our next goal is to show that the sum over y ”depends only weak” on m and h.
The following equalities hold:
(2K1y +m+ h)n − (2K1y +m)n =
= h
(
(2K1y +m+ h)n−1 + (2K1y +m+ h)n−2(2K1y +m) + . . .+ (2K1y +m)n−1
)
;
(2K1y +m+ h)j = (2K1y)j +O(2K1P j−1); (1 6 j 6 n− 1)
(2K1y +m)j = (2K1y)j +O(2K1P j−1). (1 6 j 6 n− 1)
From these equations it follows that










By definition, |z| 6 1
τ
= P n−1+1/2000, H1 6 P
1/30, 2K1 ≪ P 1/15, so
|z|H12
K1P n−2 ≪ P−1+1/2000+2/15+1/30 ≪ P−1/2.













+P 1/2 + 2K1 + PH2−K1.
Returning to the estimate W (α, b), we obtain:


















Applying Lemma 3, we arrive at
|W (α, b)|2 ≪
P 2
H1
+ PH1 + P2







































≪ P 2P 0,002−(1−µ)/15 ≪ P 2−0,05.
Thus, for any α ∈ R
|W (α)| ≪ P
1−
c1
n2 log n ,
where c1 is a constant.
3.2 Conclusion of the proof of the theorem.






1, x ∈ N0;
































Note that for positive k1 and l1
∫ 1
0
































































































Using the inequality (14), we estimate Rl for 1 6 l 6 k. We consider separately the
four possible cases.
1◦ l is odd, (k − l) – an even number. Then





|W (α0)| = max
06α61
|W (α)|.
2◦ l is odd, (k − l) is odd. Then




3◦ l is an even number, (k − l) is an even number. Then






4◦ l is an even number, (k − l) is odd. Then





Hence, for any l ∈ [1, k], we have





By hypothesis, k > k0+3. Applying for 3 6 n 6 10 Lemma 1, and n > 10 – Lemma
2, we obtain:
Rl ≪ |W (α0)|P
k−1−n+ε,
where ε > 0.
Since














The theorem is proved.
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