Based on criteria of mathematical simplicity and consistency with empirical market data, a stochastic volatility model is constructed, the volatility process being driven by fractional noise. Price return statistics and asymptotic behavior are derived from the model and compared with data.
Introduction
Classical Mathematical Finance has, for a long time, been based on the assumption that the price process of market securities may be approximated by geometric Brownian motion dS t = µS t dt + σS t dB (t)
In liquid markets the autocorrelation of price changes decays to negligible quantities in a few minutes, consistent with the absence of long term statistical arbitrage. Geometric Brownian motion models this lack of memory, although it does not reproduce the empirical leptokurtosis. On the other hand, nonlinear functions of the returns exhibit significant positive autocorrelation. For example, there is volatility clustering, with large returns expected to be followed by large returns and small returns by small returns (of either sign). This, together with the fact that autocorrelations of volatility measures decline very slowly [1] [2] [3] , has the clear implication that long memory effects should somehow be represented in the process and this is not included in the geometric Brownian motion hypothesis. One other hand, as pointed out by Engle [4] , when the future is uncertain investors are less likely to invest. Therefore uncertainty (volatility) would have to be changing over time. The conclusion is that a dynamical model for volatility is needed and σ in Eq.(1), rather than being a constant, becomes a process by itself. This idea led to many deterministic and stochastic models for the volatility ( [5] [6] and references therein).
In [7] , using at each step both a criteria of mathematical simplicity and consistency with market data, a stochastic volatility model has been constructed where volatility is driven by fractional noise. It turned out that this data-inspired model was different from the many stochastic volatility models that had been proposed in the literature. The model was used to derive option pricing formulae that include appreciable corrections to the classical Black-Scholes result.
Here, this model is revisited with two purposes in mind : (i) First, to make a better mathematical justification of the construction of the fractional volatility model, which appear as a minimal model consistent both with mathematical simplicity and the market data.
(ii) Second, to discuss its implications for the price return statistics and asymptotic behavior.
The induced volatility process
The basic assumptions for the model construction are:
(i) The log-price process log S t is defined on a probability product space Ω ⊗ Ω ′ of which the first one, Ω, is the Wiener space and the second, Ω ′ , is a probability space to be characterized later on. Denote by ω ∈ Ω and ω ′ ∈ Ω ′ the elements (sample paths) in Ω and Ω ′ and by F t and F ′ t the σ−algebras in Ω and Ω ′ generated by the processes up to t. Then, a particular realization of the log-price process is denoted log S t ω, ω ′ This first hypothesis is really not limitative. Even if none of the non-trivial stochastic features of the log-price were captured by Brownian motion, that would simply mean that S t is a trivial function in Ω.
(ii) The second hypothesis is stronger, although natural. I will assume that for each fixed ω ′ , log S t •, ω ′ is a square integrable random variable in Ω.
---From the second hypothesis it follows that, for each fixed
where
Recall that if {X t , F t } is a process such that
with µ t and σ t being F t −adapted processes, then
The process associated to the probability space Ω ′ is now to be inferred from the data. According to (4) , for each fixed ω ′ realization in Ω ′ one has
Each actual bunch of market data corresponds to a particular realization ω ′ . Therefore assuming the realization to be typical, the σ 2 t process may be reconstructed from the data by the use of (5). To this data-reconstructed σ t process we call the induced volatility.
For practical purposes we cannot strictly use Eq.(5) to reconstruct the induced volatility process, because when the time interval (ε) is very small the empirical evaluation of the variance becomes unreliable. Instead, we estimate σ t from
with a time window |T 0 − T 1 | sufficiently small to give a reasonably local characterization of the volatility, but also sufficiently large to allow for an estimate of the local variance of log S t .
As an example daily data has been used with time windows of 5 to 9 days. The upper left panel of Fig.1 shows the result of application of (6) to the New York Stock Exchange (NYSE) aggregate index in the period 1966−2000, with a time window |T 0 − T 1 | = 5 days. Notice that to discount trend effects and approach asymptotic stationarity of the process, before application of (6), the data has been detrended and rescaled as explained in Ref. [9] . Namely, a polynomial fit is performed for increasing orders until the fitted polynomial is no longer well conditioned. This seems to be a reasonable detrending method insofar as it leads to an asymptotically stationary signal [9] .
Then, as a first step towards finding a mathematical characterization of the induced volatility process one looks for scaling properties. Namely one checks whether a relation of the form
holds for the induced volatility process. This would be the behavior implied by most stochastic volatility models proposed in the past. It turns out that the data shows this to be a very bad hypothesis, meaning that the induced volatility process itself is not self-similar. Instead, using a standard technique to detect long-range dependencies [10] , one computes the empirical integrated log-volatility and finds that it is well represented by a relation of the form
where, as shown in the lower right panel of Fig.1 , the R σ (t) process has very accurate self-similar properties (δ = 1 day for daily data). This suggests the following mathematical identification: (a) Recall that if a nondegenerate process X t has finite variance, stationary increments and is self-similar
then [11] 0 < H ≤ 1 and
The simplest process with these properties is a Gaussian process called fractional Brownian motion. Fractional Brownian motion [12] 
which has, for H > 1 2 , a long range dependence
(b) Therefore, mathematical simplicity suggests the identification of the R σ (t) process with fractional Brownian motion.
From the data one obtains the Hurst coefficient H ≃ 0.8 (for the NYSE index). The same parametrization holds for the data of all individual companies that were tested, with H in the range 0.8 − 0.9. For comparison the plot in the down left panel of Fig.1 shows the scaling test for the (NYSE) price process where, unlike the R σ (t) process, clear deviations are seen on the first few days.
From (9) and the identification (14) one concludes that the induced volatility may be modeled by
δ being the observation time scale (one day, for daily data). It means that the volatility is not driven by fractional Brownian motion but by fractional noise. For the volatility (at resolution δ)
the term − 1 2 k δ 2 δ 2H being included to insure that E (σ (t)) = θ. Eqs. (2) and (15) define a stochastic volatility model.
In this coupled stochastic system, in addition to a mean value, volatility is driven by fractional noise. Notice that this empirically based model is different from the usual stochastic volatility models which assume the volatility to follow an arithmetic or geometric Brownian process. Also in the Comte and Renault model [13] , it is fractional Brownian motion that drives the volatility, not its derivative (fractional noise). δ is the observation scale of the process.
In the δ → 0 limit the driving process would be the distribution-valued
In (17) the constant k measures the strength of the volatility randomness. Although phenomenologically grounded and mathematically well specified, the stochastic system (17) is still a limited model because, in particular, the fact that the volatility is not correlated with the price process excludes the modeling of leverage effects. It would be simple to introduce, by hand, such a correlation in the second equation in (17). However I do prefer not to do so at this time, because have not yet found a natural way to do it, which is as clear-cut and imposed by the data as the approach that led to (17).
The statistics of price returns
Here one computes the probability distribution of price returns implied by the stochastic volatility model (17). From (15) one concludes that log σ t is a Gaussian process with mean β and covariance
This Gaussian process has non-trivial correlation for H = . At each fixed time log σ t is a Gaussian random variable with mean β and variance k 2 δ 2H−2 . Then,
with
One sees that the effective probability distribution of the returns might depend both on the time lag ∆ = T − t and on the observation time scale δ used to construct the volatility process. That this latter dependence might actually be very weak, seems to be implied by some surprising experimental results. and its asymptotic behavior, I will present some comparisons with market data. For the Fig.2 the same NYSE one-day data used before was used to fix the parameters of the volatility process. Then, using H = 0.83, k = 0.59, β = −5, δ = 1, the one-day return distribution predicted by the model is compared with the data. The agreement is quite reasonable. For comparison a log-normal with the same mean and variance is also plotted in Fig.2 . Then, in Fig. 3 , using the same parameters, the same comparison is made for the ∆ = 1 and ∆ = 10 data. Fig. 4 shows a somewhat surprising result. Using the same parameters (one minute), the prediction of the model is compared with one-minute data of USDollar-Euro market for a couple of months in 2001. The result is surprising, because one would not expect the volatility parametrization to carry over to such a different time scale and also because one is dealing with different markets. A systematic analysis of high-frequency data is now being carried out to test the degree of time-scale dependence of the volatility parametrization and its universality over different markets. Now I will establish a closed-form expression for the returns distribution and its asymptotic behavior. Using (20) and (22) in (21) and changing variables one obtains 
and
Then, expanding the exponential in (23) and using the properties of the Γ function, one obtains
with asymptotic behavior, for large returns
4 Conclusions (a) In this paper, rather than starting by postulating some model for the market process and then exploring its better or worse vindication by the data, the approach has been, at each step of its construction, to be inspired both by mathematical simplicity and consistency with the data. It is mathematically more complex and requires (for example for option pricing) more sophisticated tools of Malliavin calculus than most stochastic volatility models. Nevertheless, from its very construction and consistency with data it appears as a kind of minimal model. (b) The asymptotic behavior of price returns, in special its asymptotic behavior has been much discussed (see for example [14] and references therein). In particular it has been proposed that the large return tail decays as a power law, although a stretched exponential might provide a better fit [15] . In Fig.5 and Fig.6 I have displayed the same one-day and one-minute return data discussed before as well as the predictions of the model both (c) From the data and model comparison plotted in the figures it looks that the stochastic volatility model (as well as a scaling hypothesis) cannot fit the very large deviations. There is a good fit for the bulk of the data but there are also a few events very far from the fit. It suggests that a model with two probability spaces is still not enough to capture the whole process. Maybe one should write S t ω, ω ′ , ω ′′ with the last entry, ω ′′ , representing exogenous market shocks.
