Voice conversion (VC) refers to transforming the speaker characteristics of an utterance without altering its linguistic contents. Many works on voice conversion require to have parallel training data that is highly expensive to acquire. Recently, the cycle-consistent adversarial network (CycleGAN), which does not require parallel training data, has been applied to voice conversion, showing the state-ofthe-art performance. The CycleGAN based voice conversion, however, can be used only for a pair of speakers, i.e., one-toone voice conversion between two speakers. In this paper, we extend the CycleGAN by conditioning the network on speakers. As a result, the proposed method can perform many-to-many voice conversion among multiple speakers using a single generative adversarial network (GAN). Compared to building multiple CycleGANs for each pair of speakers, the proposed method reduces the computational and spatial cost significantly without compromising the sound quality of the converted voice. Experimental results using the VCC2018 corpus confirm the efficiency of the proposed method.
INTRODUCTION
Voice conversion (VC) means modifying the speaker characteristics of a given speech while preserving the linguistic information. Many approaches for voice conversion have been studied that use parallel training data which contain pairs of the same transcription utterances spoken by different speakers [1] [2] [3] . Building such parallel data corpus is a highly expensive task, which has made strong needs for a voice conversion method that does not require the parallel training data.
Recently, several methods for voice conversion have been proposed that make use of non-parallel training data [4] [5] [6] [7] [8] [9] [10] [11] . Among them, cycle-consistent adversarial network (CycleGAN) based approaches [10, 11] have shown the stateof-the-art sound quality of the converted speech without using any extra modules such as automatic speech Shindong Lee is now with Multimedia R&D Part, AI Lab., Kakao Enterprise. recognition (ASR) systems. The CycleGAN [12] , which is a variant of a generative adversarial network (GAN) [13] , was originally developed to translate images between two different domains. By enforcing the cycle consistency using two GANs when applied to voice conversion, the CycleGAN can change the speaker related characteristics of an utterance without altering its linguistic contents. However, it learns only one-to-one mapping between two speakers. To achieve many-to-many voice conversion among speakers, ( − 1) 2 ⁄ CycleGANs (i.e., ( − 1) GANs) must be trained separately, which increases the training time and the memory space for model parameters prohibitively.
In this paper, we aim to extend the CycleGAN based approach [10, 11] to handle many-to-many voice conversion without too much computational burden during training while retaining the sound quality of the CycleGAN based voice conversion. In order to achieve this goal, we propose to use the conditional cycle-consistent adversarial network (CC-GAN) [14] . The GAN in a CC-GAN is conditioned on a pair of source and target speaker identity vectors, which is utilized to steer the GAN in synthesizing the speech for the target speaker. Since the single conditional GAN simulates the CycleGAN, it can make use of non-parallel training data as the CycleGAN but with less number of parameters. In this paper, we extend the CC-GAN to handle many-to-many voice conversion for more than two speakers. As the CC-GAN uses a single generator and discriminator to perform many-to-many voice conversion, the computational and spatial complexities are moderately managed while maintaining the voice quality of the CycleGAN based approach which is the state-of-the-art for one-to-one nonparallel voice conversion without using any extra modules.
The rest of the paper is organized as follows. Section 2 reviews the related works on voice conversion and describes the proposed method. Section 3 explains the experimental results, and Section 4 concludes the paper with some future research directions.
CONDITIONAL CYCLE-CONSISTENT ADVERSARIAL NETWORKS

Generative Adversarial Networks (GAN)
A GAN consists of two deep neural networks (DNN): a generator and a discriminator [13] . The generator is trained to take a random noise as an input and generate an output that deceives the discriminator, while the discriminator is trained to classify whether the input is the real data or the fake ones made by the generator. The objective function of the GAN is defined as follows:
The generator is trained to minimize the objective function while the discriminator is trained to maximize it. The vanilla GAN is not appropriate for voice conversion using non-parallel training data since there is no constraint that enforces to preserve the linguistic information of the input speech during conversion. The CycleGAN solves this problem by using a constraint called the cycle consistency loss.
Cycle-Consistent Adversarial Networks (CycleGAN)
The CycleGAN utilizes a pair of GANs, i.e., two generators ( and ) and two discriminators ( and ), where each GAN takes charge of one conversion direction. That is, generator converts the speech data from speaker to that of speaker , while generator converts the speech data from speaker to that of speaker . The cycle consistency loss is defined as follows:
It means that the cyclic conversions should bring the final output data back to the original input data, which helps to keep the linguistic contents of the speech unchanged during conversion.
Since the generator should not modify the target speaker's voice when it is fed into the generator as the input, the identity mapping loss can be used additionally, which is defined as follows:
The objective function for the CycleGAN then becomes as follows:
where 1 and 2 are the relative weights for the cycle consistency loss and the identity mapping loss, respectively. The CycleGAN has been successfully applied to voice conversion and has shown the state-of-the-art results using non-parallel training data [10, 11] . However, it can handle only one-to-one voice conversion between two speakers. To overcome this limitation, we propose to use the CC-GAN for many-to-many voice conversion, which can simulate multiple CycleGANs using a single conditional GAN.
Conditional CycleGAN (CC-GAN)
In a CC-GAN, a pair of source and target speaker identity vectors is utilized to steer the GAN in synthesizing the speech for the target speaker [14] . As a result, the two GANs in a CycleGAN can be merged into one conditional GAN, and the generator of the resulting single conditional GAN is used to convert the voice for both directions, i.e., from speaker to speaker and vice versa. This idea can be extended to manyto-many voice conversion for more than two speakers. Figure 1 (a) describes the generator of the CC-GAN for many-to-many voice conversion. As in [10] , it uses onedimensional convolutional neural networks (CNN) with gated linear units (GLU) [15] . The generator consists of the first convolutional layer, two down-sampling layers, six residual blocks, two up-sampling layers, and the last convolutional layer. The first convolutional layer and the down-sampling layers take the source speaker identity vector and the output from the preceding layers as the input to the current layer. The convolutional layers in each residual block take both the source and the target speaker identity vectors as well as the output from the preceding layers. The up-sampling layer and the last convolutional layer take the target speaker identity vector and the output from the preceding layers. Figure 1 (b) describes the multi-output discriminator of the CC-GAN for many-to-many voice conversion. It uses two-dimensional CNNs consisting of the first convolutional layer, three down-sampling layers, and a fully connected layer. Instead of having one discriminator for each speaker, the CC-GAN has a single discriminator that yields multiple outputs. Each output node of the multi-output discriminator is interpreted as the output of the corresponding speaker's discriminator. Therefore, it uses multiple sigmoid activation functions instead of a single softmax activation function. Each layer of the discriminator takes the target speaker identity vector and the output from the preceding layer as the input to the current layer.
Since the discriminator produces multiple output values, an additional step is needed to extract a single value for the loss computation. It can be done by a dot-product between the discriminator output and the target speaker identity vector that is represented as a one-hot vector, as follows:
where '•' represents the dot-product operator and denotes the speaker identity vector for utterance . Since the position of value one in the one-hot vector indicates the corresponding speaker, the rest of the discriminator output values are simply discarded. Thus, the GAN loss for the CC-GAN can be defined as follows: ( ( , , ) , ) • )] , (6) where generator ( , , ) converts the speech data from speaker to that of speaker , and discriminator ( , ) checks whether speech data belongs to speaker . Both and are represented as one-hot vectors.
Then, the cycle consistency loss for the CC-GAN is defined as follows: [‖ ( ( , , ) , , ) − ‖ 1 ] . (7) Note that since there is only one generator in the CC-GAN, equation (7) is used to compute the cycle consistency loss for all pairs of speakers. Now, the identity mapping loss for the CC-GAN is defined as follows:
Finally, the objective function for the CC-GAN can be written as follows:
We found experimentally that it is better to use the average loss from all output nodes of the discriminator instead of only the target speaker's output node when training the discriminator with the fake data. Also, we used the least square GAN loss [16] for model stabilization in the experiments.
The idea of many-to-many voice conversion by extending the CycleGAN first appeared in [14, 18] . It was shown experimentally that the model size can be reduced by half for a two-speaker voice conversion case [14] . In the next section, we show how the CC-GAN for multi-speaker voice conversion performs when the number of speakers is more than two. Another extension of the CycleGAN for many-tomany voice conversion is the StarGAN [17] based voice conversion [18, 19] . It is similar to the CC-GAN based manyto-many voice conversion in that the GAN is conditioned on the speaker identity vectors. The difference is that the CC-GAN uses the source speaker identity vector, the target speaker identity vector, or both to condition all units in the GAN, making it fully conditional. Also, the discriminator and the domain classifier of the StarGAN is merged into one multi-output discriminator in the CC-GAN. To the best of our knowledge, these extensions of the CycleGAN for many-tomany voice conversion have never been compared experimentally with the multiple vanilla CycleGAN models for many-to-many voice conversion, which would be the performance upper bound of the extension approaches. In the next section, the performance of the proposed method is compared with the multiple CycleGANs as well as the StarGAN based approach.
EXPERIMENTS
We compared the proposed CC-GAN based method with two conventional approaches, i.e., the CycleGAN based VC [10] and the StarGAN based VC [18] , using the VCC2018 corpus [20] . The speakers in the corpus consist of 6 males and 6 females. There are 116 parallel utterances for each speaker (81 utterances for training and 35 utterances for evaluation). 36 Mel-cepstral coefficients (MCCs), aperiodicities (APs), and logarithmic fundamental frequency (F0) were extracted every 5 ms from the speech waveforms of which sampling rate is 22.05 kHz. In all three methods, the generators of the GANs converted the MCCs only. The F0's were converted by the logarithm Gaussian normalized transformation [21] , and the APs were used without any modification to synthesize the waveforms of the converted speech using the WORLD vocoder [22] .
In every training iteration, we randomly paired the source and the target utterances and randomly extracted 128 MCC frames from each utterance to make the non-parallel training data condition. We used the Adam optimizer [23] with a batch size of 1. The learning rates of the generator and the discriminator were set to 0.0002 and 0.0001, respectively, and were linearly decreased after 1 2 ⁄ of the total number of epochs which was set to 950. The relative weights of ℒ GAN ′ , ℒ cycle ′ , and ℒ identity ′ were set to 4, 10, and 5 respectively. While we were able to train a single CC-GAN for all 132 conversion directions among 12 speakers, we decided to train (a) Generator (b) Multi-output discriminator Fig. 1 . The generator and the multi-output discriminator of the CC-GAN. 'S ID' and 'T ID' represent the source and the target speaker identity vectors, respectively. 'H', 'W', 'C', 'K', and 'S' represent height, width, number of channels, kernel size, and stride, respectively. [18] for the comparison as it was impractical to train all 66 CycleGAN models due to the time and memory constraints. On the other hand, since we were not able to reproduce the same results as in [18] for the StarGAN based VC, we downloaded the converted speech samples from the author's website and used them for the comparative evaluations. Though the number of sample utterances is small, we think this is fair comparison. We also trained a 4-speaker CC-GAN model for the fair comparison with [18] . We conducted objective evaluations as well as subjective evaluations. For the objective evaluations, we used two measures, i.e., the Mel-cepstral distortion (MCD) [2] and the modulation spectral distance (MSD) [24] between the real speech from the target speaker and the converted speech. Tables 1 and 2 show the MCD and the MSD, respectively, computed using 12 utterances (3 evaluation utterances for each of the target speakers SF1, SM1, SF2, and SM2). The CC-GAN based VC outperforms the StarGAN based VC in terms of the MCD.
For the subjective evaluations, we conducted sound quality tests and similarity tests. The mean opinion score (MOS) was used for the sound quality test, where the speech utterances from target speakers and the two conversion methods were played one at a time in random order and the 12 listeners were asked to evaluate the naturalness of each speech by selecting scores between 1 and 5 (1 being bad and 5 being good). In the similarity test, a real speech utterance from a target speaker was played first, and each of the converted speech from the two conversion methods were played in random order. The 12 listeners were asked to select the most similar utterance to the target speaker's speech or 'fair' if they cannot tell the difference. Table 3 shows the results of the sound quality test. The CC-GAN based VC shows better performance than the StarGAN based VC. Table 4 shows the results of the similarity test. The CC-GAN based VC is ahead of the StarGAN based VC in the similarity test.
CONCLUSIONS
We proposed a novel many-to-many non-parallel voice conversion method called the CC-GAN based VC. It uses only a single GAN for many-to-many voice conversion while the CycleGAN based VC would require ( − 1) GANs for speakers. As a result, the CC-GAN based VC decreases the training time significantly as well as the model size for manyto-many voice conversion. We showed experimentally that the proposed method was comparable to the CycleGAN based VC which shows the state-of-the-art performance for one-to-one non-parallel voice conversion without using any extra modules such as ASR systems. To the best of our knowledge it is the first work that shows the feasibility of the extension of the CycleGAN for many-to-many voice conversion using 12 speakers.
As for the future research, we plan to build a CC-GAN with hundreds of speakers for the voice conversion of unseen speakers by using i-vectors [25] or x-vectors [26] to condition the GAN. Since CycleGAN-VC2 [11] and StarGAN-VC2 [19] were published after we developed the CycleGAN and the CC-GAN, we did not have enough time to include the additional features of [11] (i.e., two-step adversarial loss, 2-1-2D CNN, and PatchGAN) into our implementations of CycleGAN and CC-GAN. Including these new features and replacing the vocoder with powerful neural vocoders such as WaveNet [27] or WaveRNN [28] can be another future research direction. 
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