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ON IRREDUCIBILITY OF MODULES OF WHITTAKER TYPE
FOR CYCLIC ORBIFOLD VERTEX ALGEBRAS
DRAZˇEN ADAMOVIC´, CHING HUNG LAM, VERONIKA PEDIC´ AND NINA YU
Abstract. We extend the Dong-Mason theorem on irreducibility of modules
for orbifold vertex algebras (cf. [18]) to the category of weak modules. Let
V be a vertex operator algebra, g an automorphism of order p. Let W be an
irreducible weak V –module such that W,W ◦ g, . . . ,W ◦ gp−1 are inequivalent
irreducible modules. We prove that W is an irreducible weak V 〈g〉–module.
This result can be applied on irreducible modules of certain Lie algebra L such
that W,W ◦g, . . . ,W ◦gp−1 are Whittaker modules having different Whittaker
functions. We present certain applications in the cases of the Heisenberg and
Weyl vertex operator algebras.
1. Introduction
The study of quantum Galois theory for vertex operator algebras has been ini-
tiated by C. Dong and G. Mason in [18], and this theory has many applications in
the vertex operator algebra theory. Let us discuss one such application. Let g be
an automorphism of finite order, and V 〈g〉 be its subalgebra of fixed points under g.
LetM be a module for V . In [18], the authors discuss the structure ofM as a V 〈g〉–
module. In particular, they prove that if M is an irreducible ordinary V –module
such that it is not isomorphic toM◦gi, for all i, thenM is also an irreducible module
for the subalgebra V 〈g〉. This result is important for the construction of irreducible
modules for vertex algebras M(1)+ and V +L (cf.[14, 15, 19, 20, 1, 21, 2, 4, 5, 16]).
Recently, it has also been applied for the realization of irreducible modules for sub-
algebras of the triplet vertex algebra W(p) (cf. [7]). The proof in [18] is based on
certain applications of Zhu’s algebra theory.
The question then arises as to whether the statement of Dong-Mason theorem
is true for any weak V –module. It is clear that the original Dong–Mason proof
cannot be applied to arbitrary weak modules, since we cannot apply Zhu’s algebra
theory. In this paper, we present an extension of Dong-Mason theorem for weak
modules of Whittaker type.
Recently, Whittaker modules have been investigated in the framework of vertex
operator algebra theory in [8, 28, 36]. The latter two present a Lie theoretic proof
of irreducibility for certain Whittaker modules for the fixed point subalgebra of
Heisenberg vertex algebra. Further motivation for this work is to give a vertex
algebraic proof of these statements, which can be applied more generally.
In this paper, we emphasise a new method for proving the irreducibility of orb-
ifold modules and the role of Whittaker modules in the proof. In order to avoid
technical details, we study only non-twisted modules and basic examples of Heisen-
berg and Weyl vertex algebras. In our forthcoming papers, we shall study twisted
modules and more examples of Whittaker modules for W–algebras.
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1.1. Irreducibility of orbifolds. Let W be an irreducible weak V -module and g
an automorphism of V with order p. Let YW (v, z) be the vertex operator of v ∈ V
operating on W . Recall that W ◦ g is defined in [18] to be the space W with the
vertex operator given by
YW◦g (v, z) = YW (gv, z) , ∀v ∈ V.
It is clear that W ◦ g is also a V -module. The following is our first main result
(see Theorem 5.3 for part (1) and Theorem 6.3 for part (2)).
Main Theorem 1. Let W be an irreducible weak V –module and g an automor-
phism of finite order.
(1) Assume that W ◦ gi ≇W for all i. Then W is an irreducible V 〈g〉–module.
(2) Assume that W ∼= W ◦ g. Then W is a direct sum of p irreducible V 〈g〉–
modules.
Let us explain the main new ideas of our proof. For (1), we construct a graded
module
M =
p−1⊕
i=0
W ◦ gi =
p−1⊕
i=0
∆p,i(W ),
compatible with the action of the automorphism g, such that each component is
isomorphic to W as V 〈g〉–module. Then we take any non-trivial submodule S of
W and identify it with a submodule of ∆p,0(W ). It is then sufficient to prove the
following claim:
(1.1) For each w 6= 0, a vector of the form (w, . . . , w) ∈ M is cyclic in M.
The advantages of our approach are the fact that we do not need Zhu’s algebra
and the fact that this approach can be applied for non-weight modules. In Lemma
3.3, we prove relation (1.1) for arbitrary weak module by using the Lie algebra
g(V ) associated to V and its universal enveloping associative algebra. It turns out
that (1.1) is just a consequence of a similar statement for associative algebras (cf.
Lemma 3.1).
For proof of the part (2) (cf. Theorem 6.3), we slightly modify the methods of
[18] and [22] by applying a general version of Schur’s Lemma on the action of the
group G = Zp on W .
1.2. Role of the Whittaker modules in the paper. Although Theorem 1 holds
for arbitrary weak V –modules, it is not easy to construct examples of modules
satisfying the conditions of the theorem. It turns out that these conditions can
be checked for a large class of Whittaker modules for certain infinite-dimensional
Lie algebras. We use concepts of Whittaker categories which appear in the paper
[11] (see also [35]). Since any weak module for a vertex algebra is automatically a
module for an infinite-dimensional Lie algebra, such an approach gives a framework
for studying many examples. We just need to assume that each module W ◦ gi
belongs to a different Whittaker block. This means that each module W ◦ gi has a
different Whittaker function. The following is our second main result (see Theorem
7.8) which gives most new applications of our construction.
Main Theorem 2. Let W be an irreducible weak V –module such that all Wi =
W ◦gi are Whittaker modules whose Whittaker functions λ(i) = n→ C are mutually
distinct. Then W is an irreducible weak V 〈g〉–module.
31.3. Examples. We construct a family of Whittaker modules for Heisenberg and
Weyl vertex algebra, and apply our new result to prove irreducibility of orbifold
subalgebras. In particular, we show that in these cases, standard (= universal)
Whittaker modules are irreducible.
In the case of Heisenberg vertex algebra, we use the new method and present an
alternative proof of the Z2–orbifolds of Heisenberg vertex algebra [28].
In the case of Weyl vertex algebraM , we construct a family of Whittaker modules
M1(λ,µ) where (λ,µ) ∈ Cn × Cn. We prove:
Main Theorem 3 (see Theorem 9.3). Assume that Λ = (λ,µ) 6= 0. Then
M1(λ,µ) is an irreducible weak module for the orbifold subalgebra M
Zp , for each
p ≥ 1.
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2. Preliminaries
Definition 2.1. A vertex operator algebra (V, Y,1, ω) is a Z-graded vector space
V = ∐n∈ZV(n) such that wt(v) = n for v ∈ V(n),
dimV(n) <∞, for n ∈ Z,
and V(n) = 0 for n sufficiently small,
equipped with a linear map V ⊗ V → V [[z, z−1]], or equivalently,
V → (EndV )[[z, z−1]]
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (where vn ∈ EndV ),
Y (v, z) denoting the vertex operator associated with v, and equipped also with two
distinguished homogenous vectors 1 ∈ V(0) (the vacuum) and ω ∈ V(2). The follow-
ing conditions are assumed for u, v ∈ V :
• unv = 0 for n sufficiently large (the lower truncation condition),
• Y (1, z) = Id,
• Y (v, z)1 ∈ V [[z]] and limz→0 Y (v, z)1 = v (creation property),
and the Jacobi identity holds
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2).
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Also, the Virasoro algebra relations hold (acting on V ):
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δn+m,0(rk V )1,
for m,n ∈ Z, where
L(n) = ωn+1 for n ∈ Z i.e., Y (ω, z) =
∑
n∈Z
L(n)z−n−2
and
rk V ∈ C,
L(0)v = nv = (wt v)v for n ∈ Z and v ∈ V(n),
d
dz
Y (v, z) = Y (L(−1)v, z).
We say that g ∈ AutC(V ) is an automorphism of a vertex operator algebra V if
• g(anb) = g(a)ng(b) for all a, b ∈ V , n ∈ Z.
• g(ω) = ω.
For any group G of automorphisms of V , we have the orbifold vertex algebra
V G = {v ∈ V | g(v) = v, g ∈ G}, which is a vertex subalgebra of V . If G = 〈g〉 is
cyclic, we write V 〈g〉 for V G.
We shall now recall the notions of weak modules and ordinary modules for V .
Definition 2.2. A weak V –module is a pair (W,YW ) where W is a complex vector
space, and YW (·, z) is a linear map
YW : V → End(W )[[z, z
−1]],
a 7→ YW (a, z) =
∑
n∈Z
anz
−n−1,
which satisfies the following conditions for a, b ∈ V and v ∈ W :
• anv = 0 for n sufficiently large.
• YW (1, z) = IW .
• The following Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YW (a, z1)YW (b, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YW (b, z2)YW (a, z1)
= z−12 δ
(
z1 − z0
z2
)
YW (Y (a, z0)b, z2).
Let L(z) = Y (ω, z) =
∑
n∈Z L(n)z
−n−2. Note that every weak V –module is a
module for the Virasoro algebra generated by L(n), n ∈ Z.
Definition 2.3. A weak V –module (W,YW ) is called an ordinary V –module if the
following conditions hold:
• The L(−1)-derivative property: for any a ∈ V ,
YW (L(−1)a, z) =
d
dz
YW (a, z).
• The grading property:
W = ⊕α∈CW (α), W (α) = {v ∈W | L(0)v = αv}
5such that for every α, dimW (α) < ∞ and W (α + n) = 0 for sufficiently
negative n ∈ Z.
The following result was proved in [18].
Theorem 2.4. [18, Theorem 6.1] Assume that (W,YW ) is an irreducible ordinary
module for the vertex operator algebra V . Assume that g is an automorphism of V
of prime order p such that W ◦ g ≇ W . Then W is an irreducible module for the
orbifold subalgebra V 〈g〉.
The goal of this paper is to extend this result for irreducible weak modules for
vertex operator algebras.
3. On cyclic vectors in a direct sum of irreducible weak modules
In this section, we prove one basic, but important technical result on cyclic
vectors in a direct sum of non-isomorphic weak modules for a vertex operator
algebra. It turns out that the result can be proved much more easily in the context
of associative algebras.
First we include the following result for associative algebras:
Lemma 3.1. Let A be an associative algebra with unity. Assume that Li, i =
1, . . . , t, are non-isomorphic irreducible A-modules and L =
⊕t
i=1 Li. Then for
each wi 6= 0, wi ∈ Li, a vector of the form (w1, w2, . . . , wt) is cyclic in L.
Proof. Let U = A.(w1, w2, . . . , wt) be the A-module generated by (w1, w2, . . . , wt).
Let Ji = Ann(wi) = {a ∈ A | a.wi = 0} for 1 ≤ i ≤ t. Then Ji is a left ideal
in A and A/Ji ∼= Li. Since Li’s are irreducible A–modules which are mutually
non-isomorphic, we conclude:
• ideals Ji, i = 1, . . . , t , are maximal left ideals,
• Ji 6= Jj for i 6= j,
• A/
⋂t
i=1 Ji
∼= L.
Note that in the last conclusion we use the fact that Ji’s are maximal left ideals of
A and apply Chinese Remainder Theorem. This implies that there is an element
ui ∈
⋂
1≤j≤t, j 6=i
Jj , ui /∈ Ji.
Then one can construct the vector
ui(w1, . . . , wi, . . . , wt) = (0, . . . 0, uiwi, 0, . . . , 0),
which belongs to Li, so Li ⊂ U for all i. Therefore L ⊂ U , which implies that
L = U . 
We want to show the analogous result for weak modules for a vertex operator
algebra V . For this purpose, we use the Lie algebra g(V ) associated to the vertex
operator algebra V (cf. [12], [17]).
The Lie algebra g(V ) is realized on the vector space
g(V ) =
V ⊗ C[t, t−1]
(L(−1)⊗ 1 + 1⊗ ddt ).V ⊗ C[t, t
−1]
,
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where the commutator is given by
[a⊗ tn, b⊗ tm] =
∞∑
i=0
(
n
i
)
(aib)⊗ t
n+m−i.
Then by [17, Lemma 5.1] we have:
Lemma 3.2. Let V be a vertex operator algebra. We have:
• Every weak V –module W is a g(V )–module with the action
v ⊗ tn 7→ vn (v ∈ V, n ∈ Z).
• If W is an irreducible weak V –module, then W is also an irreducible g(V )–
module.
Lemma 3.3. Assume that Li, i = 1, . . . , t, are non-isomorphic irreducible weak
V –modules and L =
⊕t
i=1 Li. Then for each wi 6= 0, wi ∈ Li, a vector of the form
(w1, w2, . . . , wt) is cyclic in L.
Proof. By Lemma 3.2, we have that Li, i = 1, . . . , t are irreducible modules for the
associative algebra A = U(g(V )). Then the assertion follows by applying Lemma
3.1. 
4. Main result: order 2 case
We shall first consider the case of automorphisms of order two.
Let θ be an order two automorphism of V . Let
V + = {v ∈ V | θ(v) = v}, V − = {v ∈ V | θ(v) = −v}.
Then V + is a vertex subalgebra of V and V − is a V +-module.
Theorem 4.1. Let V be a vertex operator algebra and W be an irreducible weak
V –module such that Wθ =W ◦θ ≇W . Then W is an irreducible weak V +–module.
Proof. Consider a V –module M =W ⊕Wθ. Define now the map
∆± :W →M, w 7→ (w,±w).
Let
∆±(W ) = {(w,±w) | w ∈W}.
Then we have
M = ∆+(W )
⊕
∆−(W ).
Moreover, ∆± are V +–homomorphisms. Next we notice that
V +.∆+ (W )
= SpanC
{
(vnw, θ (v)n w) , v ∈ V
+, w ∈W
}
= SpanC
{(
(vnw, vnw) , v ∈ V
+, w ∈ W
)}
= ∆+ (W )
7and
V −.∆+ (W )
= SpanC
{
(vnw, θ (v)n w) , v ∈ V
−, w ∈W
}
= SpanC
{(
(vnw,−vnw) , v ∈ V
−, w ∈ W
)}
= ∆− (W )
Assume that W is not irreducible V +–module. Then there is a V +–submodule
0 6= S $ W . In particular, 0 6= ∆+(S) $ ∆+(W ). But Lemma 3.3 implies that
V.∆+(S) =M. Since
V ±.∆+(S) ⊂ ∆±(W ),
we must have that V +.∆+(S) = ∆+(W ) which is a contradiction. The proof
follows. 
5. General case
Assume that g is an automorphism of arbitrary (not necessarily prime) order p.
Then
V = V 0 ⊕ V 1 ⊕ · · · ⊕ V p−1(5.1)
where
V i = {v ∈ V | gv = ζiv}
and ζ is a primitive p–th root of unity.
Let W be a weak V –module. Let
M =W0 ⊕W1 ⊕ · · · ⊕Wp−1,
whereWi =W ◦g
i, i = 0, 1, · · · , p−1. Let ∆(p,i) be the V 0–homomorphism defined
by
w 7→ (w, (ζi)w, · · · , (ζi)p−1w).
Lemma 5.1. We have:
(1) M =
⊕p−1
i=0 ∆
(p,i)(W ).
(2) V j .∆(p,i)(W ) ⊂ ∆(p,i+j)(W ).
Proof. The proof of (1) is easy. Let us prove (2).
Take v ∈ V j . For w′ ∈ Wr we have
vnw
′ = ζrjvnw
′,
which implies
vn(w, (ζ
i)w, · · · , (ζi)p−1w) = (vnw, ζ
i+jvnw, · · · , (ζ
i+j)p−1vnw) ∈ ∆
(p,i+j)(W ).
The Lemma holds. 
Lemma 5.2. Let W be an irreducible weak V –module and M be as above. Assume
that for every w ∈ W , w 6= 0,
(w, · · · , w) is cyclic in M
Then W is an irreducible weak V 0–module.
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Proof. Assume that W is not a simple V 0–module. Then there is a V 0–submodule
0 6= S $W . In particular,
0 6= ∆(p,0)(S) $ ∆(p,0)(W ).
Since each (w, · · · , w), with w 6= 0, is a cyclic vector in M, we get
M = V.∆(p,0)(S).
This implies that V 0.∆(p,0)(S) = ∆(p,0)(W ). A contradiction. The proof follows.

Lemmas 3.3 and 5.2 imply our main result.
Theorem 5.3. Let W be an irreducible weak V –module, and g an automorphism
of finite order such that W ◦ gi ≇ W for all i. Then W is an irreducible weak
V 0–module.
6. On complete reducibility of certain V 〈g〉–modules
In this section we shall use the following very general version of Schur’s Lemma.
Proof can be found in [27, Section 4.1.2].
Lemma 6.1. Assume that W1 and W2 are irreducible modules for an associative
algebra A. Assume that W1 and W2 have countable dimensions over C. Then
dim HomA(W1,W2) ≤ 1 and dim HomA(W1,W2) = 1 if and only if W1 ∼=W2.
Lemma 6.2. Assume that V is a vertex operator algebra. Then every irreducible
weak V -module W is countably dimensional.
Proof. Note that the vertex operator algebra V is countably dimensional. Take any
w ∈ W . Then by [31, Proposition 6.1] (see also [18, Proposition 4.1]),
W = V.w = SpanC{unw | u ∈ V, n ∈ Z},
which implies that W is also countably dimensional.

Assume that g is an automorphism of arbitrary order p. Then we have the
decomposition (5.1).
Theorem 6.3. Assume that g is an automorphism of V of finite order p as above.
Assume that W is an irreducible weak V –module such that W ◦ g ∼= W . Then W
is completely reducible weak V 0–module such that
(1) W =
⊕p
i=0W
i, V i.W j ⊂ W i+j mod(p), where W j, j = 1, . . . , p are
eigenspaces of certain linear isomorphism Φ(g) :W →W .
(2) Each W i is an irreducible weak V 0–module.
(3) The modules W i, i = 0, . . . p− 1, are non-isomorphic as weak V 0–modules.
Proof. By Lemma 6.2, W is countably dimensional. Let f : W → W ◦ g be a
V –isomorphism . Then we have
f(unw) = (gu)nf(w) ∀u ∈ V, w ∈W.
Applying f p-times, we get
fp(unw) = (g
pu)nf
p(w) = unf
p(w).
9Therefore fp is a V –endomorphism. Applying Schur’s Lemma for the associative
algebra A = U(g(V )), we get that fp = aIdW , where a is a non-zero constant. By
rescaling f one gets an isomorphism Φ(g) :W →W ◦ g such that Φ(g)p = Id. Next
we consider Φ(g) as a linear operator on W with the property Φ(g)p = IdW .
That means W is a 〈g〉–module and there is 0 ≤ j ≤ p − 1 and a vector 0 6=
wj ∈ W such that Φ(g)(wj) = ζ
jwj . Clearly, for any x ∈ V
i.wj = SpanC{vnwj |v ∈
V j , n ∈ Z} and 0 ≤ i ≤ p − 1, we have Φ(g)(x) = ζi+jx. Without loss, we may
assume there is a 0 6= w ∈ W such that Φ(g)(w) = w.
Now define W j = V j .w = SpanC{vnw|v ∈ V
j , n ∈ Z}. Then
• Φ(g)(wj) = ζ
jwj for each wj ∈W
j .
• Φ(g)(unwj) = ζ
jg(u)nwj = ζ
i+junwj for u ∈ V
i, wj ∈W
j .
This implies that W =
⊕p
i=0W
i, V i.W j ⊂W i+j mod(p) and (1) holds.
Assertion (2) follows from (1).
Let 0 6= U 6= W j be a proper V 0–submodule of W j and consider the V –
submodule X = V.U . Then
X = V 0.U + V 1.U + ...+ V p−1.U
Since U is a proper V 0–submodule of W j , then V i.U ⊂ W i+j implies that X is
a proper V –submodule of W . This is impossible since W is a simple V –module.
Hence W j is irreducible V 0–module for each j.
Proof of assertion (3) is completely analogous to that of [18, Theorem 5.1] and
it uses Lemma 6.1. For completeness, we shall include it.
Suppose we have a V 0–isomorphism p : W i → W j , i 6= j. Take a nonzero
w ∈ W i and consider the following V –submodule U of W ⊕W
U = V.(w, p(w)) = SpanC{(vnw, vnp(w)) | v ∈ V }.
Then W i ⊕W i is not in U and hence U is a proper submodule of W ⊕W . Since
W ⊕W is a U(g(V ))–module of finite length, the Jordan Ho¨lder theorem can be
applied. Comparing filtrations
(0)→W →W ⊕W, (0)→ U →W ⊕W,
and using simplicity of W , we get that U ∼= W as U(g(V ))–modules. This implies
that U ∼=W as V –modules.
Then both projection maps from U → W ⊕ (0) and U → (0) ⊕ W are V –
isomorphisms. Hence the map
Φ : unw 7→ unp(w), (u ∈ V )
is also an isomorphism. Using Schur’s lemma we get Φ = aId for a ∈ C, which
implies that p(w) = aw ∈W i. This implies i = j. A contradiction

7. Whittaker modules: some structural results
First we recall some basic notions from [11].
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Definition 7.1. For a Lie algebra n, define ideals n0 := n and ni := [ni−1, n] , i > 0.
Then we have a sequence of ideals
n = n0 ⊃ n1 ⊃ n2 ⊃ · · · .
We say that n is quasi-nilpotent if ∩∞i=0ni = 0. Obviously, any nilpotent Lie
algebra is quasi-nilpotent.
Definition 7.2. Let g be a nonzero complex Lie algebra and let n be a subalgebra
of g. If M is a g–module, then we say that the action of n on M is locally finite
provided that U (n) v is finite dimensional for all v ∈ M . Let Wh(g, n) denote
the full subcategory of the category g–Mod of all g–modules, which consists of all
g–modules, the action of n on which is locally finite.
Let V be a vertex algebra. Assume that the Lie algebra L is one of the following
two types:
(1) L = g(V ), or
(2) L is the Lie algebra of modes of generating fields of the vertex algebra V .
Remark 1. In many cases it is possible to replace g(V ) with much smaller Lie
algebra. For example, this happens in the following cases:
• If V is the universal affine vertex algebra V k(g), then we can take L = gˆ,
where gˆ is the affine Lie algebra associated to the simple Lie algebra g (cf.
[8], [6] for studying Whittaker modules in this case).
• If V is the Heisenberg vertex algebra M(1), we can take L = hˆ (cf. Section
8 below).
• If V is the Weyl vertex algebra, we can take Lie algebra L such that the
Weyl algebra Â = U(L) (cf. Section 9 below).
Note that by our assumptions on the vertex algebra, every weak V –module is a
module for the Lie algebra L. We also assume the following:
• Let n be a nilpotent subalgebra of L.
• Let Wh(L, n) denote the full category of L–modules W such that n acts
locally finitely on W (cf. [11]).
Definition 7.3. Let W ∈ Wh(L, n). A vector v ∈ W is called a Whittaker vector
provided that 〈v〉 is an n-submodule of W .
Let λ : n→ C be a Lie algebra homomorphism which will be called a Whittaker
function. Let Uλ = Cuλ be the 1–dimensional n–module such that
xuλ = λ(x)uλ (x ∈ n).
Consider the standard (universal) Whittaker L–module
Mλ = U(L)⊗U(n) Uλ.
Definition 7.4. We say that an irreducible V –module W is of Whittaker type λ if
W is an irreducible quotient of the standard Whittaker module Mλ.
Lemma 7.5 (cf. [11]). Assume that W is an irreducible V –module of Whittaker
type λ. Then
W = {w ∈W | ∀x ∈ n, (x− λ(x))kw = 0 for k >> 0}.
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Proof. Let us first prove that
Mλ = {w ∈Mλ | ∀x ∈ n, (x− λ(x))
kw = 0 for k >> 0}.
Take an arbitrary element w1 ∈ U(L). Since n is a nilpotent subalgebra of L , for
x ∈ n, we have
adkx(w1) = 0 for k >> 0.
Next we notice that
(x− λ(x))w1 ⊗ uλ = [x,w1]⊗ uλ
which implies that
(x− λ(x))kw1 ⊗ uλ = ad
k
x(w1)⊗ uλ = 0 for k >> 0.
The claim now follows from the fact thatW is a quotient of the universal Whittaker
module Mλ. 
Lemma 7.6. Assume that λ, µ : n → C are Whittaker functions such that λ 6=
µ. Assume that Wλ and Wµ are irreducible Whittaker modules of types λ and µ
respectively. Then
(1) Wλ and Wµ are inequivalent as V –modules.
(2) Let (w1, w2) ∈ Wλ ⊕Wµ, w1 6= 0, w2 6= 0. Then
V.(w1, w2) =Wλ ⊕Wµ.
Proof. (1) Assume that f : Wλ → Wµ is an isomorphism. Then f(wλ) is a non-
trivial Whittaker vector in Wµ such that
(x − λ(x))f(wλ) = 0, ∀x ∈ n.
Take x ∈ n such that λ(x) 6= µ(x). The for every k > 0 we have
(x− µ(x))kf(wλ) = (x− λ(x) + λ(x) − µ(x))
kf(wλ) = (λ(x) − µ(x))
kf(wλ) 6= 0.
This contradicts with Lemma 7.5. So (1) holds.
Now let us prove (2).
Claim: There exist k > 0 and x ∈ n such that
(x− λ(x))kw1 = 0 and (x− λ(x))
kw2 = z
′ 6= 0.
Indeed, take x ∈ n such that µ(x) − λ(x) = A 6= 0. Let k1, k2 be the smallest
positive integer such that
(x− λ(x))k1w1 = 0 and (x− µ(x))
k2w2 = 0.
Let k = max{k1, k2}. We have
(x− λ(x))kw2
= (x − µ(x) +A)kw2
=
k−1∑
p=0
(
k
p
)
(x− µ (x))
p
Ak−pw2
=
k2−1∑
p=0
(
k
p
)
(x− µ (x))
p
Ak−pw2
= Akw2 + kA
k−1 (x− µ (x))w2 + · · ·+
(
k
k2−1
)
Ak−k2+1 (x− µ (x))
k2−1 w2.
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Note that w2, (x− µ (x))w2, · · · , (x− µ (x))
k2−1 w2 are linearly independent. Oth-
erwise, there exist p0, p1, · · · , pk
2
−1 such that
p0w2 + p1 (x− µ (x))w2 + · · ·+ pk2−1 (x− µ (x))
k2−1 w2 = 0.
Let I = {i = 0, 1, · · · , k2 − 1|pi 6= 0} and s = max I. Then
(7.1) (x− µ (x))
s
w2 =
s−1∑
i=0
pi
ps
(x− µ (x))
i
w2.
If (x− µ (x))k2−sw2, (x− µ (x))
k2−s+1 w2, · · · ,(x− µ (x))
k2−1 w2 are linearly in-
dependent, then pi = 0, i = 0, 1, · · · , s− 1. By (7.1), we obtain (x− µ (x))
s
w2 = 0
where s < k2, which is a contradiction. So(x− µ (x))
k2−sw2, (x− µ (x))
k2−s+1 w2,
· · · , (x− µ (x))k2−1 w2 (at most k2 − 1 terms) are linearly dependent. Repeating
similar argument, we can prove that there exists q < k2 such that (x− µ (x))
q
w2 =
0, which is a contradiction. Thus we provedw2, (x− µ (x))w2, · · · , (x− µ (x))
k2−1 w2
are linearly independent and hence
Akw2 + kA
k−1 (x− µ (x))w2 + · · ·+
(
k
k2−1
)
Ak−k2+1 (x− µ (x))k2−1 w2 6= 0.
Now we have
(x− λ(x))k(w1, w2) = (0, z
′), z′ ∈ Wµ, z
′ 6= 0.
Irreducibility of Wµ now gives that Wµ ⊂ V.(w1, w2). Similarly we prove that
Wλ ⊂ V.(w1, w2). So (2) holds. 
Remark 2. The assertion (2) is a consequence of (1) and Lemmas 3.1 and 3.3. So
we could omit its proof. But since Whittaker modules are the main new examples on
which we can apply Theorem 5.3, we think that it is important to keep an indepen-
dent proof which contains explicit construction of elements in maximal left ideals
Ji = Ann(wi), i = 1, 2. In particular, we have elements (x−λ(x))
k ∈ J1 \J2 which
correspond to element ui (for i = 2) constructed in Lemma 3.1 by using abstract
arguments.
We can easily generalize the previous lemma:
Lemma 7.7. Assume that λ1, · · · , λn : n → C are Whittaker functions such that
λi 6= λj for i 6= j. Assume that Wλi , i = 1, . . . , n are irreducible Whittaker modules
of types λi. Then
(1) All Wλi are inequivalent as V –modules.
(2) Let w = (w1, w2, · · ·wn) ∈Wλ1 ⊕ · · · ⊕Wλn , where 0 6= wi ∈Wλi . Then
V.w =Wλ1 ⊕ · · · ⊕Wλn .
Theorem 7.8. Assume that W is a V –module in the Whittaker category Wh(L, n)
as before. Assume also that Wi =W ◦ g
i has the Whittaker function λ(i) = n→ C
and that all λ(i) are distinct. Then W is an irreducible V 0–module.
Proof. The proof follows immediately from Lemma 7.7 and Theorem 5.2. 
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8. Example: Heisenberg vertex algebra
First we recall the definition of the Heisenberg Lie algebra hˆ. Let h be complex
ℓ-dimensional vector spaces with respect to the non-degenerate bilinear form (·, ·).
Fix an orthonormal basis {h1, h2, . . . , hℓ} with respect to form (·, ·). The Heisenberg
Lie algebra hˆ is defined as
hˆ = h⊗ C
[
t, t−1
]
⊕ CK
with the commutator relations
[K, hˆ] = 0, and [a(m), b(n)] = mδm+n,0(a, b)K
for a, b ∈ h, m,n ∈ Z and a(n) = a ⊗ tn. We identify h with its dual space h∗ by
the form (·, ·). Let Ce0 be the one-dimensional module over the Lie algebra hˆ with
action given by
h(n)e0 = 0, ∀h ∈ h, n ≥ 0; Ke0 = e0.
Define the vector space M(1) by
(8.1) M(1) = U(hˆ)⊗U(h⊗C[t]⊕CK) Ce0.
On M(1) define the state-field correspondence by
(8.2) Y (a(1)(n1) · · · a
(r)(nr)e
0, z) = a(1)(z)n1 · · · a
(r)(z)nr IdM(1)
for a(i) ∈ h and ni ∈ Z. The vacuum vector is 1 = e0 and the conformal vector is
given by
ω =
1
2
ℓ∑
i=1
hi(−1)
21.
In particular,
Y (ω, z) = L(z) =
∑
n∈Z
L(n)z−n−2, L(n) =
1
2
∑
m∈Z
◦
◦hi(−m)hi(m+ n)
◦
◦.
Then (M (1) , Y,1, ω) is a vertex operator algebra (see [33] for details). Now
consider the order two automorphism θ of the vector space M(1) given by
θ
(
hi1(−n1)hi2(−n2) · · ·hik(−nk)1
)
= (−1)khi1(−n1)hi2(−n2) · · ·hik(−nk)1
for ij ∈ {1, 2, . . . , ℓ} for all j and n1 ≥ n2 ≥ · · · ≥ nk > 0. Let M(1)
+ be the
corresponding subspace of fixed-points with respect to θ:
(8.3) M(1)+ =
{
v ∈M(1) | θ(v) = v
}
.
Then M (1)+ is a vertex operator algebra and its structure and representation are
well studied (cf. [19, 1, 21, 5]).
Let λ = (λ0, λ1, . . . , λr, 0, · · · ) be a sequence of elements of h with at least one
nonzero entry, and λn = 0 for n≫ 0. Let Ceλ be the one-dimensional module over
the Lie algebra h⊗ C[t]⊕ CK with action given by
h(n)eλ = (h, λn)e
λ, h ∈ h, n ≥ 0; Keλ = eλ.
Consider the corresponding induced U(ĥ)-module
M(1,λ) = U(hˆ)⊗U(h⊗C[t]⊕CK) Ceλ.
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Let L = hˆ and n = h ⊗ C [t] ⊕ CK, then it is clear that n is a nilpotent sub-
algebra of L and hence M(1,λ) is the standard (universal) Whittaker L-module
U (L)⊗U(n)Ceλ. Define the Whittaker function Λ : n→ C by
Λ (h (n)) = (h, λn) , n = 0, 1, · · · , r; Λ (h (k)) = 0, ∀k > r.
Then we see that Ceλ is a 1-dimensional n-module such that xeλ = Λ (x) eλ for any
x ∈ n. By Definition 7.4, M(1,λ) ∈ Wh(L, n) is an irreducible Whittaker module
for M (1) of Whittaker type Λ.
Now we see that M (1,λ)◦ θ is a Whittaker module for M (1) with type −Λ. By
Theorem 7.8, M (1,λ) is irreducible as Whittaker module for M (1)
+
. This gives
another proof of Theorem 6.1 in [28].
8.1. On cyclic orbifolds of M(1). The orbifolds of M(1) were studied by A.
Linshaw in [32] using invariant theory. We can now prove irreducibility of certain
Whittaker modules for M(1) for cyclic orbifolds.
Let O(ℓ) be orthogonal group. It acts naturally on the vector space h by pre-
serving form (·, ·):
(gh, gh′) = (h, h′) ∀h, h′ ∈ h, g ∈ O(ℓ).
The action of O(ℓ) on h can be uniquely extended to the action on the vertex
operator algebra M(1). Moreover, O(ℓ) is the full automorphism group of M(1).
Let λ : n→ C be a Whittaker function. The action of O(ℓ) on M(1,λ) is given by
M(1,λ) ◦ g =M(1,λ ◦ g),
(λ ◦ g)(h(n)) = λ(gh)(n), g ∈ O(ℓ), h ∈ h, n ≥ 0.
It is important to consider orbifolds of certain finite subgroups of O(ℓ). A par-
ticularly interesting subgroup of O(ℓ) is the symmetric group Sℓ of ℓ letters. A
detailed example of orbifold M(1)S3 , in the case of rank three Heisenberg algebra,
were presented in a recent paper by A. Milas, M. Penn and H. Shao [34].
Let h1, . . . , hℓ be the basis of h as above. Let λ : n→ C be a Whittaker function.
Then
λ = (λ1, . . . , λℓ), λi = (λ(hi(0)), λ(hi(1)), · · · ).
The action of Sℓ on M(1,λ) is given by
M(1,λ) ◦ g =M(1,λ ◦ g),
λ ◦ g = (λg(1), . . . , λg(ℓ)) ∀g ∈ Sℓ.
Proposition 8.1. (1) Assume that g ∈ O(ℓ) is of finite order such that λ◦gi 6=
λ for all i. Then M(1,λ) is an irreducible M(1)〈g〉–module.
(2) Assume that λ ◦ σ 6= λ for any 2–cycle σ ∈ Sℓ. Then M(1,λ) is an
irreducible M(1)〈g〉–module for any g ∈ Sℓ.
Proof. The proof of assertion (1) follows easily by using Theorem 5.2. Since for a
2-cycle σ, we have
λ ◦ σ 6= λ, ∀σ ⇐⇒ ∀i, j, 1 ≤ i < j ≤ ℓ, λi 6= λj
⇐⇒ (λh(1), . . . , λh(ℓ)) 6= (λ1, . . . , λℓ), ∀h ∈ Sℓ.
Therefore for any g ∈ Sℓ we have λ ◦ g
i 6= λ. Now assertion (2) follows directly
from (1). 
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We also have the following conjecture.
Conjecture 8.2. Assume that λ ◦ σ 6= λ for any 2–cycle σ ∈ Sℓ. Then M(1,λ) is
an irreducible M(1)Sℓ–module.
The proof of the conjecture requires certain extension of methods used in the
paper. We plan to study the proof of this conjecture in our forthcoming papers.
9. Example: Weyl vertex algebra
The Weyl algebra Â is the associative algebra with generators a(n), a∗(n), n ∈ Z
and relations
[a(n), a∗(m)] = δn+m,0, [a(n), a(m)] = [a
∗(m), a∗(n)] = 0, n,m ∈ Z.
Let M be the simple Weyl module generated by the cyclic vector 1 such that
a(n)1 = a∗(n+ 1)1 = 0 (n ≥ 0).
As a vector space,
M ∼= C[a(−n), a∗(−m) | n > 0, m ≥ 0].
There is a unique vertex algebra (M,Y,1) (cf. [23, 24, 29]) where the vertex
operator is given by
Y :M → End(M)[[z, z−1]]
such that
Y (a(−1)1, z) = a(z), Y (a∗(0)1, z) = a∗(z),
a(z) =
∑
n∈Z
a(n)z−n−1, a∗(z) =
∑
n∈Z
a∗(n)z−n.
We choose the following conformal vector of central charge c = −1 (cf. [29]):
ω =
1
2
(a(−1)a∗(−1)− a(−2)a∗(0))1.
Then (M,Y,1, ω) has the structure of a 12Z≥0–graded vertex operator algebra. We
can define weak and ordinary modules for (M,Y,1, ω) as in the case of Z–graded
vertex operator algebras.
We define the Whittaker module for Â to be the quotient
M1(λ,µ) = Â/I,
where λ = (λ0, . . . , λn), µ = (µ1, . . . , µn) and I is the left ideal
I =
〈
a(0)−λ0, . . . , a(n)−λn, a
∗(1)−µ1, . . . , a
∗(n)−µn, a(n+1), . . . , a
∗(n+1), . . .
〉
.
Proposition 9.1. We have:
(1) M1(λ,µ) is an irreducible Â–module.
(2) M1(λ,µ) is an irreducible weak module for the Weyl vertex operator algebra M .
Proof. It is straightforward to check that the ideal I defined above is a maximal
left ideal in A (see also [13], [26]) and therefore the quotient M1(λ,µ) = A/I is an
simple Â–module. Since by construction, M1(λ,µ) is a restricted Â–module, it is
an irreducible M–module. 
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Let w = 1 + I ∈M1(λ,µ). Then w is a cyclic vector and
a(0)w = λ0w, . . . , a(n)w = λnw, a
∗(1)w = µ1w, . . . , a
∗(n)w = µnw
and a∗(k)w = a(k)w = 0 for k > n.
Now we want to identify M1(λ,µ) as a Whittaker module for certain Whittaker
pair. Let L be the Lie algebra with generators a(n), a∗(n),K, n ∈ Z such that K
is central and
[a(n), a∗(m)] = δn+m,0K, [a(n), a(m)] = [a
∗(m), a∗(n)] = 0, n,m ∈ Z.
Then M1(λ, µ) is an irreducible L–module of level 1 (i.e., K acts as the multiplica-
tion with 1).
Let n be the subalgebra of L generated by a(n), a∗(n + 1) for n ≥ 0. Then n is
commutative, and therefore a nilpotent subalgebra of L.
Define the Whittaker function Λ = (λ,µ) : n→ C by
Λ(a(0)) = λ0, . . . ,Λ(a(n)) = λn,Λ(a(k)) = 0 (k > n),
Λ(a∗(1)) = µ1, . . . ,Λ(a
∗(n)) = µn,Λ(a
∗(k)) = 0 (k > n).
Proposition 9.2. M1(λ,µ) is a standard Whittaker module of level 1 for the
Whittaker pair (L, n) with Whittaker function Λ = (λ, µ).
Let ζp = e
2πi/p be p-th root of unity. Let gp be the automorphism of the vertex
operator algebra M which is uniquely determined by the following automorphism
of the Weyl algebra Â:
a(n) 7→ ζpa(n), a
∗(n) 7→ ζ−1p a
∗(n) (n ∈ Z).
Then gp is the automorphism of M of order p.
Theorem 9.3. Assume that Λ = (λ,µ) 6= 0. Then M1(λ,µ) is an irreducible weak
module for the orbifold subalgebra MZp =M 〈gp〉 for each p ≥ 1.
Proof. First we notice that M1(λ,µ) ◦ g
i = M1(ζ
i
pλ, ζ
−i
p µ) and therefore modules
M1(λ,µ) ◦ g
i have different Whittaker functions for i = 0, . . . , p− 1. Now assertion
follows from Theorem 7.8. 
9.1. An application to affine VOA. Let g be a simple Lie algebra and let V k(g)
be its universal affine vertex algebra of level k. Let Vk(g) be its simple quotient.
The following result is well-known:
Lemma 9.4. If W is an irreducible weak Vk(g)-module, then M is an irreducible
module for the affine Lie algebra gˆ-module of level k.
Next we show how the Theorem 9.3 gives a construction of new irreducible
modules for affine Lie algebra ŝl(2) associated to sl(2). In the case p = 2, Z2–
orbifoldMZ2 is isomorphic to a simple affine VOA V−1/2(sl(2)) (cf. [25] and also [9,
Section 6]) associated to affine Lie algebra ŝl(2) at level−1/2. The previous theorem
gives a realization of large family irreducible modules for VOA V−1/2(sl(2)).
Corollary 9.5. Assume that Λ = (λ,µ) 6= 0. Then M1(λ,µ) is an irreducible
module for the affine Lie algebra ŝl(2) at the level k = − 12 .
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Proof. For p = 2,MZ2 is isomorphic to the affine VOA V− 1
2
(sl(2)). Therefore, mod-
ule M1(λ,µ) is irreducible for V− 1
2
(sl(2)). Now Lemma 9.4 implies that M1(λ,µ)
is an irreducible module for affine Lie algebra ŝl(2). 
Remark 3. The irreducible weight modules for the Weyl vertex algebra were anal-
ysed in [10]. One can easily show that weight modules, denoted by U˜(λ), have the
property U˜(λ) ◦ gp ∼= U˜(λ). Then Theorem 6.3 implies that they are direct sum of
two irreducible relaxed weight modules for the affine vertex algebra V− 1
2
(sl(2)) (see
also [6], [30]).
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and ̂osp(1, 2), Commun. Math. Phys. 366 (2019), 1025-1067;
[7] D. Adamovic´, X. Lin, A. Milas, ADE subalgebras of the triplet vertex algebraW(p): D-series,
Internat. J. Math. 25 (2014), no. 1, 1450001, 34 pp.
[8] D. Adamovic´, R. Lu, K. Zhao, Whittaker modules for the affine Lie algebra A
(1)
1 , Adv. Math.
289 (2016), 438–479.
[9] D. Adamovic´, P. Mo¨seneder Frajria, P. Papi, O. Persˇe, Conformal embeddings in affine vertex
superalgebras, arXiv:1903.03794
[10] D. Adamovic´, V. Pedic´, On fusion rules and intertwining operators for the Weyl vertex
algebra, arXiv:1903.10248 [math.QA]
[11] P. Batra, V. Mazorchuk, Blocks and modules for Whittaker pairs, J. Pure Appl. Algebra
215 (2011), no. 7, 1552–1568.
[12] R. E. Borcherds, Vertex algebras, Kac–Moody algebras, and the Monster, Proc. Natl. Acad.
Sci. USA 83 (1986), 3068–3071.
[13] G. Benkart, M. Ondrus, Whittaker modules for Generalized Weyl Algebras, Represent. The-
ory 13 (2009), 141–164.
[14] C. Dong, Vertex algebras associated with even lattices, J. Algebra 160 (1993), no.1, 245–265.
[15] C. Dong, Twisted modules for vertex algebras associated with even lattices, J. Algebra 165
(1994), no. 1, 91–112.
[16] C. Dong, C. Jiang, X. Lin, Rationality of vertex operator algebra V +
L
: higher rank, Proc.
Lond. Math. Soc. 104 (2012), no. 4, 799–826.
[17] C. Dong, H. Li, G. Mason, Twisted representations of vertex operator algebras, Math Ann.
310 (1998), no. 3, 571–600.
[18] C. Dong, G. Mason, On quantum Galois theory, Duke Math. J. 86 (1997), no. 2, 305–321.
[19] C. Dong, K. Nagatomo, Classification of irreducible modules for vertex operator algebra
M(1)+, J. Algebra 216 (1999), no. 1, 384–404.
[20] C. Dong, K. Nagatomo, Representations of vertex operator algebra V +
L
for rank one lattice
L, Comm. Math. Phys. 202 (1999), no. 1, 169–195.
[21] C. Dong, K. Nagatomo, Classification of irreducible modules for the vertex operator algebra
M(1)+: Higher rank, J. Algebra 240 (2001), no. 1, 289–325.
[22] C. Dong, G. Yamskulna, Vertex operator algebras, generalized doubles and dual pairs, Math.
Z. 241 (2002) 397–423
[23] E. Frenkel, Wakimoto modules, opers and the center at the critical level, Adv. Math. 195
(2005), no. 2, 297–404.
18 DRAZˇEN ADAMOVIC´, CHING HUNG LAM, VERONIKA PEDIC´ AND NINA YU
[24] E. Frenkel, D. Ben-Zvi, Vertex algebras and algebraic curves, Mathematical Surveys and
Monographs, 88. American Mathematical Society, Providence, RI, 2004. xiv+400 pp.
[25] A.J. Feingold, I.B. Frenkel, Classical affine algebras, Adv. in Math. 56 (1985), no. 2, 117–172.
[26] V. Futorny, D. Grantcharov, V. Mazorchuk, Weight modules over infinite dimensional Weyl
algebras, Proc. Amer. Math. Soc. 142 (2014), no. 9, 3049–3057.
[27] R. Goodman and N. R. Wallach, Symmetry, Representations, and Invariants, Graduate Texts
in Mathematics, Vol. 255 (Springer, Dordrecht, 2009); doi:10.1007/978-0-387-79852-3.
[28] J. T. Hartwig, N. Yu, Simple Whittaker modules over free bosonic orbifold vertex operator
algebras, Proc. Amer. Math. Soc. (to appear), arXiv:1806.06133.
[29] V. Kac, A. Radul, Representation theory of the vertex algebra W1+∞, Transform. Groups 1
(1996), no. 1-2, 41–70.
[30] K. Kawasetsu, D. Ridout, Relaxed highest-weight modules I: rank 1 cases. Commun. Math.
Phys. (to appear), arXiv:1803.01989.
[31] H.S. Li, Representation theory and tensor product theory for vertex operator algebras, Ph.D.
Thesis, Rutgers The State University of New Jersey - New Brunswick, 1994.
[32] A. Linshaw, Invariant Theory and the Heisenberg Vertex Algebra, Int. Math. Res. Not. IMRN
(2012), no. 17, 4014–4050.
[33] J. Lepowsky, H. Li, Introduction to vertex operator algebras and their representations,
Progress in Math. Vol. 227 Boston: Birkhauser, 2004.
[34] A. Milas, M. Penn, H. Shao, Permutation Orbifolds of the Heisenberg Vertex Algebra H(3),
J. Math. Phys. 60 (2019), no. 2, 021703, 17 pp., arXiv:1804.01036.
[35] V. Mazorchuk, K. Zhao, Simple Virasoro modules which are locally finite over a positive part,
Selecta Math. (N.S.) 20 (2014), no. 3, 839–854.
[36] K. Tanabe, Simple weak modules for the fixed point subalgebra of the Heisenberg vertex
operator algebra of rank 1 by an automorphism of order 2 and Whittaker vectors, Proc.
Amer. Math. Soc. 145 (2017), no. 10, 4127–4140.
D.A.: Department of Mathematics, University of Zagreb, Bijenicˇka 30, 10 000 Zagreb, Croatia;
adamovic@math.hr
C. L.: Institute of Mathematics, Academia Sinica, Taipei 10617, Taiwan; chlam@math.sinica.edu.tw
V.P.: Department of Mathematics, University of Zagreb, Bijenicˇka 30, 10 000 Zagreb, Croatia;
vpedic@math.hr
N.Y. School of Mathematical Sciences, Xiamen University, Fujian, 361005, China; ninayu@xmu.edu.cn
