Existing work on Arabic Sign Language recognition focuses on finger spelling and isolated gestures. In this work we extend vision-based existing solutions to recognition of continuous signing. As such we have collected and labeled the first video-based continuous Arabic Sign Language dataset. We intend to make the collected dataset available for the research community. The proposed solution extracts the motion from the video-based sentences by means of thresholding the forward prediction error between consecutive images. Such prediction errors are then transformed into the frequency domain and Zonal coded. We use Hidden Markov Models for model training and classification. The experimental results show an average word recognition rate of 94%, keeping in the mind the use of a high perplexity vocabulary and unrestrictive grammar.
INTRODUCTION
There are two main directions in sign language recognition. Glove-based systems use motion sensors to capture gesture data [1] , [2] and [3] . Such data is accurate and easier to work with, however the gloves are expensive and cumbersome devices thus affecting the user friendliness of the system. Vision-based systems on the other hand, provide a more natural environment for capturing the gesture data. The flipside of this method is that working with images requires intelligent feature extraction and image processing techniques which might not be too accurate and may add to the computational complexity of the system. To date, work on contentious Arabic Sign Language (ArSL) recognition is not reported in the literature. Existing work on ArSL recognition include recognition of alphabet and isolated gestures. For instance, Jarrah and Halawani [4] developed a recognition system for ArSL alphabets using a collection of Adaptive Neuro-Fuzzy Inference Systems (ANFIS), a form of supervised learning. They used images of bare hands instead of colored gloves to allow the user to interact with the system conveniently. The used feature set comprised lengths of vectors that were selected to span the fingertips' region and training was accomplished by use of a hybrid learning algorithm, resulting in a recognition accuracy of 93.55%. Likewise, Assaleh and Rousan [5] extended the work in [4] by using Polynomial classifiers and reported superior results on the same dataset. Their work required the participants to wear gloves with colored tips while performing the gestures to simplify the image segmentation stage. They extracted features include the relative position and orientation of the fingertips with respect to the wrist and each other. The resulting system achieved 93.41% recognition accuracy. More recently, recognition of video-based isolated Arabic sign language gestures are reported by the authors in [6] and [7] . The dataset is based on 23 gestures performed by 3 actors. The data collection phase did not impose any restrictions on clothing or background. A variety of novel feature extraction techniques were proposed. For instance in [6] the forward or bi-directional prediction error of the input video sign was accumulated and thresholded into a single image. The still image is then transformed into the frequency domain. The feature vector that represents the gesture is then based on the frequency coefficients. Simple classification techniques such as KNN, linear and Bayesian were used. This work was extended in [7] where block-based motion estimation techniques are used find motion vectors between successive images. Such vectors are then rearranged into intensity images and transformed into the frequency domain. Since in this case the temporal dimension of the input video gesture is retained Hidden Markov Models are used for model estimation and validation. Other sign languages such as American Sign Language have been researched and documented more thoroughly. A common approach in ASLR (American Sign Language Recognition) of continuous gestures is to use Hidden Markov Models as classifier models. Hidden Markov Models are an ideal choice because they allow modeling of the temporal evolution of the gesture. Research by Starner and Pentland [8] uses HMMs to recognize continuous sentences in American Sign Language, achieving a word accuracy of 99.2%. Users were required to wear colored gloves and an 8-element feature set, comprising hands' positions, angle of axis of least inertia, and eccentricity of bounding ellipse, was extracted. Lastly, linguistic rules and grammar were used to reduce the number of misclassifications. Work by Starner and Pentland [9] dealt with developing a Real-time ASLR system using a camera to detect bare hands and recognize continuous sentence-level sign language. Experimentation involved two systems: first, using a desk mounted camera to acquire video, that attained 92% recognition and second, mounting the camera in the user's cap, which achieved an accuracy of 98%. Their work was based on limited vocabulary data, employing a 40-word lexicon. The authors in [9] did not present sentence recognition rates. Only word recognition and accuracy rates are reported. This paper is organized as follows. Section 2 describes the Arabic sign language dataset compiled and used in the work. The feature extractions methodology is enumerated in Section 3. Section 4 reviews the implementation of Hidden Markov Models. The results are discussed in Section 5. Concluding remarks and future work in presented in Section 6.
THE DATASET
The dataset in this work is collected in collaboration with Sharjah City for Humanitarian Services (SCHS) [10] . The dataset is of a relatively high perplexity consisting of an 80-word lexicon from which 40 sentences were created. No restrictions are imposed on grammar or sentence length. The sentences and words pertain to common situations in which handicapped people might find themselves in. The dataset itself consists of 19 repetitions of each of the 40 sentences performed by only one user without imposing any restrictions on clothing or background. The deaf sign sentences are captured using a digital video camera. The frame rate was set to 25Hz with a spatial resolution of 720x528. Note that this database is the first fully labeled and segmented data set for continuous Arabic Sign Language. The list of sentences is given in Table 1 .
No.
Arabic Sentence & English Meaning 1.
I went to the soccer club ‫م‬ ‫ا‬ ‫ة‬ ‫آ‬ ‫دي‬ ‫ا‬ ‫ذه‬
2.
I love car racing ‫رات‬ ‫ا‬ ‫ق‬ ‫ا‬ ‫ا‬
3.
I bought an expensive ball ‫ة‬ ‫آ‬ ‫ا‬
4.
On Saturday I have a soccer match ‫ا‬ ‫م‬ ‫م‬ ‫ة‬ ‫آ‬ ‫راة‬ ‫ي‬
5.
There is a soccer field in the club ‫م‬ ‫ة‬ ‫آ‬ ‫دي‬ ‫ا‬
6.
There will be a bike racing tomorrow ‫ت‬ ‫درا‬ ‫ق‬ ‫ك‬ ‫ه‬ ‫ن‬ ‫ا‬
7.
I found a new ball in the field ‫ا‬ ‫ة‬ ‫ة‬ ‫آ‬ ‫ت‬ ‫و‬
8.
How old is your brother? ‫؟‬ ‫ا‬ ‫آ‬
9.
My mom had a baby girl today ‫ا‬ ‫ت‬ ‫و‬ ‫م‬ ‫ا‬
10.
My brother is still breast feeding ‫ر‬ ‫ال‬ ‫ا‬
11.
My grandfather is at our home ‫ي‬ ‫ان‬
12.
Mu kid bought an inexpensive ball ‫ر‬ ‫ة‬ ‫آ‬ ‫ا‬ ‫ى‬ ‫ا‬
13.
My sister read a book ‫آ‬ ‫ا‬ ‫أت‬
14.
My mother went to the market this morning ‫ح‬ ‫ا‬ ‫ق‬ ‫ا‬ ‫ا‬ ‫ا‬ ‫ذه‬
15.
Is your brother home? ‫؟‬ ‫ا‬ ‫ك‬ ‫ا‬ ‫ه‬
16.
My brother's house is big ‫آ‬
17.
In one month my brother will get married ‫ا‬ ‫وج‬
18.
In two months my brother will get divorced ‫ا‬
19.
Where A required step in all supervised learning problems is gesture labeling. For the purposes of creating a usable database, a segmented and fully labeled dataset was created in the Georgia Tech Gesture Recognition toolbox (GT2K) format [11] . The output of this stage is a single master label file (MLF) that can be used with the GT2K and HTK Toolkits.
FEATURE EXTRACTION
Shanableh et. al. [6] demonstrated in their earlier work on isolated gesture recognition that the two-tier spatial-temporal feature extraction scheme results in a high word recognition rate close to 98%. Similar extraction techniques are used in our continuous recognition solution. First, to represent the motion, the forward prediction error of consecutive sentences is computed. This can be achieved by computing pixel-based differences of successive images. It can be justified that the difference between two images of similar background results in an image that only preserves the motion between the two images. These image differences are then converted into binary images by applying an appropriate threshold. Following the work in [6] and [7] the threshold used is µ+xσ where µ is the mean pixel intensity of the image difference, σ is the corresponding standard deviation and x is a weighting parameter which was empirically determined based on subjective evaluation whose criteria was to retain enough motion information and discarding the noisy data. Next, a frequency domain transformation such as the Discrete Cosine Transform (DCT) is performed on the binary image differences. The 2-D Discrete Cosine Transformation (DCT) given by [12] :
Where NxM are the dimensions of the input image 'f' and F(u,v) is the DCT coefficient at row u and column v of the DCT matrix. C(u) is a normalization factor equal to 2 1 for u=0 and 1 otherwise. Subsequently, zig-zag scanning is used to retain only a required number of frequency coefficients. This process is known as Zonal coding. The number of coefficients to retain or the DCT cutoff is elaborated upon in the experimental results section. These coefficients obtained in a zig-zag manner make up the feature vector that is used in training the classifier.
CLASSIFICATION
Since sign language varies in both spatial and temporal domains, the extracted feature vectors are sequential in nature and hence simple classifiers might not suffice. There are two main approaches to dealing with sequential data. The first method aims to combine the sequential feature vectors using a suitable operation into a single feature vector. A detailed account of such procedures is outlined in [13] . One such method involves concatenating sequential feature vectors using a sliding window of optimal length to create a single feature vector. Subsequently, classical supervised learning techniques such as maximum-likelihood estimation (MLE), linear discriminants or neural networks can be used. The second approach makes explicit use of classifiers that can deal with sequential data such as Hidden Markov Models (HMM) [14] . The implementation of an HMM framework was carried out using the Georgia Tech Gesture Recognition Toolkit (GT2K) which serves as a wrapper for the more general Hidden Markov Model Toolkit (HTK). The GT2K version used was a UNIX based package. HTK is the de-facto standard in speech recognition application using HMM's [11] .
EXPERIMENTAL RESULTS
There are several parameters that affect the recognition rates in continuous sign language recognition. Namely, this section discusses the effect of varying the length of feature vectors and the threshold used for binarizing the image differences. Unless otherwise stated, the length of the feature vectors used throughout the experiments is 100 DCT coefficients. The following results are based on the word and sentence recognition rates. The former is computed through the following equation:
Where D is the number of deletions, S is the number of substitutions, I is the number of insertions, and N is the total number of words. On the other hand, sentence recognition rate is the ratio of the correctly recognized sentences to the total number of sentences. Correctness in this case entails correct recognition of all the words constituting the sentence without any insertions, substitutions, or deletions.
5.1.
Length of the feature vector Figure 1 shows the recognition rates for increasing the number of DCT coefficients within the feature vector. It is expected that the increase in feature vector size be accompanied by a corresponding increase in recognition rates. This is due to the fact that each DCT coefficient is uncorrelated with other coefficients and hence no redundant information is present in increasing coefficients. Experimental results shown in Figure 1 show a general increase in recognition rates as the number of DCT coefficients is increased. Figure 1 -The effect of length of the feature vector on sentence recognition rates (3 Gaussian mixtures are used with a HMM topology using 9 states).
The trend shows that any increase in recognition accuracy beyond 100 coefficients is only slightly significant. The increase in computation time is however a limiting factor in increasing the length of the feature vector indiscriminately.
Choice of Threshold
In the feature extraction process, the image differences are thresholded into binary images based on a threshold of µ+xσ, where µ is the mean pixel intensity of the image difference, σ is the corresponding standard deviation and x is a weight parameter. Results are shown in Figure 2 The recognition accuracy peaks at a weighting parameter value between 1 and 1.25. A subjective comparison of the thresholded image differences shows that these parameter values retain most of the motion information whilst discarding spurious information such as small stray shifts in clothing, illumination and the like.
CONCLUSION AND FUTURE WORK
The work outlined in this paper is an important step in this domain as it represents the first attempt to recognize continuous Arabic sign language. The average sentence recognition rate of 75% and word recognition rate of 94% are obtained using a natural vision-based system with no restrictions on signing such as the use of gloves. Again, the perplexity of the data set is large compared to other work in related fields. Future work in this area aiming to secure higher recognition rates might require a sub-gesture based recognition system. Such a system would also serve to alleviate the motionepenthesis effect which is similar to the co-articulation effect in speech recognition. Such a system would also require a psycho-linguistic study on the structure of Arabic sign language. Finally, the frequency domain transform coefficients used as features perform well in concatenated gesture recognition. The authors feel that geometric features might be used in addition to the existing feature to create an optimum feature set. These geometric features would require the use of segmentation techniques but might result in a substantial increase in sentence recognition rates.
