Let {x k,n−1
n k=1 (x − x k,n ) , then p n−1 and p n can be embedded in a non-unique monic orthogonal sequence {p n } ∞ n=0 . We investigate a question raised by Mourad Ismail as to the nature and properties of orthogonal sequences generated by applying Wendroff's Theorem to the interlacing zeros of C λ n−1 (x) and (x 2 − 1)C λ n−2 (x), where {C λ k (x)} ∞ k=0 is a sequence of monic ultraspherical polynomials and −3/2 < λ < −1/2, λ = −1. We construct an algorithm for generating infinite monic orthogonal sequences {D λ k (x)} ∞ k=0 from the two polynomials D λ n (x) := (x 2 − 1)C λ n−2 (x) and D λ n−1 (x) := C λ n−1 (x), which is applicable for each pair of fixed parameters n, λ in the ranges n ∈ N, n ≥ 5 and λ > −3/2, λ = −1, 0, (2k − 1)/2, k = 0, 1, . . .. We plot and compare the zeros of D λ m (x) and C λ m (x) for selected choices of m ∈ N and a range of values of the parameters λ and n. For −3/2 < λ < −1, the curves that the zeros of D λ m (x) and C λ m (x) approach are substantially different for large values of m. In contrast, when −1 < λ < −1/2, the two curves have a similar shape while the curves are almost identical for λ > −1/2. Keywords Ultraspherical polynomials · Wendroff's Theorem · Interlacing of zeros · Quasi-orthogonal polynomials
Introduction
The monic ultraspherical polynomial C λ n (x) is defined by the three-term recurrence relation [9, eqn.(8. 18)] C λ n (x) = xC λ n−1 (x) − b λ n C λ n−2 (x), λ = 0, −1, . . . ; n = 1, 2, . . . ,
where
(n−1)(n−2+2λ) 4(n−2+λ)(n−1+λ)
, λ = 0, −1, . . . ; n = 1, 2, . . .
(2) For each λ > − 1 2 , the sequence {C λ n (x)} ∞ n=0 is orthogonal on (−1, 1) with respect to the weight function (1 − x 2 ) λ− 1 2 and for each n ∈ N, n ≥ 1, the zeros of C λ n (x) are real, simple, symmetric, lie in (−1, 1) and the zeros of C λ n−1 (x) interlace with the zeros of C λ n (x), n ≥ 2, (see [14, Theorem 3.3 .2]) namely, − 1 < x 1,n < x 1,n−1 < · · · < x n−1,n < x n−1,n−1 < x n,n < 1.
where {x i,n } n i=1 are the zeros of C λ n (x) in increasing order. As λ decreases below −1/2, two (symmetric) zeros of C λ n (x) leave the interval (−1, 1) through the endpoints −1 and 1 (see [6, p. 296] ) and remain real with absolute value > 1 for each n ∈ N, n ≥ 3, and − 3 2 < λ < − 1 2 , λ = −1. For − 3 2 < λ < − 1 2 , λ = −1, the sequence {C λ n (x)} ∞ n=0 is quasi-orthogonal of order 2 with respect to the weight function (1 − x 2 ) λ+ 1 2 (see [3, Theorem 6] and [4, p. 144] ) and, for any n ∈ N, n ≥ 4, (see [7, Theorem 3.1] ), x 1,n−1 < x 1,n < −1 <x 2,n <x 2,n−1 <. . .< x n−2,n−1 < x n−1,n < 1 < x n,n < x n−1,n−1 .
(4) It follows from (4) that the zeros of C λ n−1 (x) and C λ n (x) are not interlacing for any n ∈ N, n ≥ 4 and − 3 2 < λ < − 1 2 , λ = −1, but we see from (3) and (4) that the zeros of C λ n (x) interlace with the zeros of (x 2 − 1)C λ n−1 (x) for each n ∈ N, n ≥ 4 and each λ with λ > − 3 2 , λ = −1. In 1961, Wendroff [15, p. 554 ] proved that, for any fixed positive integer n, n ≥ 2, if {x i } n i=1 and {y i } n−1 i=1 are two sets of real, distinct points satisfying the interlacing property x 1 < y 1 < x 2 < y 2 < · · · < x n−1 < y n−1 < x n , there exist infinitely many
His proof is constructive and for a given, fixed n ∈ N, n ≥ 2, each polynomial p k (x) of degree k ≤ n − 2 is uniquely determined by p n (x) and p n−1 (x). In contrast, the monic polynomials of degree n + 1, n + 2, . . . in any orthogonal sequence that includes p n (x) and p n−1 (x) are only constrained by the requirement that any infinite sequence of (monic) orthogonal polynomials satisfies a three-term recurrence relation of the form
Since there are infinitely many choices of the coefficients a k and b k with a k ∈ R and b k > 0 for k = 1, 2, . . . , there are infinitely many distinct monic orthogonal sequences {p k (x)} ∞ k=0 that include p n (x) and p n−1 (x) . The underlying question addressed in this paper is whether or not the zeros of polynomials in the sequences constructed using Wendroff's Theorem are similar to (or very different from) the zeros of ultraspherical polynomials.
In [11] , Lubinsky generalized a quadrature formula proved by Simon in [13] for orthogonal polynomials P of degree ≤ n−2 by applying Wendroff's Theorem to two real polynomials R and S of consecutive degree with interlacing zeros. He observes that other analytical methods can be used to prove the quadrature results but that the proofs are substantially simplified when interlacing properties of zeros are used. In [5] , Bultheel, Cruz-Barroso and van Barel prove that an n point quadrature formula with two distinct fixed points which uses an interpolating polynomial attains the highest possible degree of accuracy, namely 2n − 3 when the nodes of the quadrature rule are the zeros of a polynomial R n that is quasi-orthogonal of order 2. In our context, the polynomials D λ n (x) and D λ n−1 (x) are given by D λ
In other developments, interlacing properties of the zeros of Jacobi polynomials P α,β n (x), with the ultraspherical polynomial C λ n (x) being the special case α = β = λ − 1 2 of the Jacobi polynomial P α,β n (x)-have been used in [12] to develop new methods for approximating the finite Hilbert transform while in [10] , the interlacing property gives rise to stability tests for linear difference forms. The zeros of special polynomials that are closely linked with orthogonal polynomials or hypergeometric functions are significant in many ways, for example, as equilibria of important solvable N-body problems or as the nodes in numerical quadrature formulas that yield higher degree of exactness compared to other nodes (see [2] ).
Here, we fix n ∈ N, n ≥ 5, fix λ, λ > −3/2, λ = −1, 0, (2k − 1)/2, k = 0, 1, . . ., and define
The outline of the paper is the following. In Section 2, we introduce our notation. In Section 3, we implement Wendroff's process using the two "starting" polynomials D λ n−1 (x) and D λ n (x) and derive recurrence formulas for construction of orthogonal polynomial sequences {D λ m (x)} ∞ m=0 such that their (n − 1)th and nth terms are D λ n−1 (x) and D λ n (x), respectively. In Section 4, we present an algorithm for construction of these orthogonal polynomial sequences. In Section 5, we compare the patterns of the zeros of D λ m (x) with the patterns of the zeros of C λ m (x), m ≥ 3, for different values of λ in specified ranges. Appendix 1 contains Mathematica script that implements the algorithm presented in Section 4. Appendix 2 contains an example with formulas, for general parameter λ, for the first 11 terms of a sequence {D λ m (x)} ∞ m=0 with the "starting value" n = 5.
It is important to emphasize the dependence on the "starting value" of n ∈ N when generating each monic orthogonal sequence {D λ m (x)} ∞ m=0 that includes D λ n−1 (x) and D λ n (x). If n ∈ N, n ≥ 5 is large, the number of polynomials (namely, n − 2) that are uniquely determined in every monic orthogonal sequence that includes D λ n−1 (x) and D λ n (x) is correspondingly large whereas, for example, if n = 5 we have two degrees of freedom when generating each of the monic polynomials of degree > 5 and exactly 4 of the polynomials of lower degree are completely determined. The restriction n ≥ 5 arises from the fact that when − 3 2 < λ < −1, the quadratic ultraspherical polynomial C λ 2 (x) has two pure imaginary zeros (see [4, p. 144] ). If we restrict λ to the range λ > −1, the results proved here apply for n ≥ 3.
Notation
Note that due to the symmetry of the polynomials C λ m (x) and D λ m (x) with respect to the origin, α j,m = β j,m = 0 if j is odd. The zeros {x j,m } m j =1 of C λ m (x) are distinct, real and symmetric with respect to the origin for m ≥ 3 so that c m = 0 for all m ∈ N, m ≥ 3 while the zeros {y j,m } m j =1 of D λ m (x) are distinct, real and symmetric when m = n or m = n − 1 so that d n = d n−1 = 0. Note that y 1,n = x 1,n−2 , y 2,n = −1, y 3,n = x 2,n−2 , . . . , y n−1,n = 1, y n,n = x n−2,n−2 (9) and y k,n−1 = x k,n−1 , k = 1, 2, .. . . . n − 1.
Orthogonal sequences generated by polynomials (6)
Our main result is the following theorem.
be the sequence of monic ultraspherical polynomials defined by (1) and (2) . Fix n ∈ N, n ≥ 5, fix λ ∈ (− 3 2 , − 1 2 ), λ = −1, and suppose that > 0 is abitrary. Define a n := x n−2,n−2 +
where x n−2,n−2 > 1 is the largest zero of C λ n−2 (x). Let the monic polynomials D n (x) and D n−1 (x) be defined by (6) and let the remaining polynomials in the sequence of monic polynomials {D λ m (x)} ∞ m=0 be defined by:
n+j ∈ 0, a n D λ n+j −1 (a n ) D λ n+j −2 (a n )
and (8) ). Then the sequence {D λ m (x)} ∞ m=0 is symmetric and orthogonal with respect to a positive measure supported on the interval (−a n , a n ).
where D λ n (x) and D λ n−1 (x) are defined by (6) and the coefficient n is chosen so that D λ n−2 (x) is monic. The positivity of n follows from the interlacing property of the zeros of D λ n (x) and D λ n−1 (x). In the same way, for each j = 3, 4, . . . , n, the polynomial D λ n−j (x) is constructed from the polynomials D λ n−j +1 (x) and D λ n−j +2 (x.) The process is repeated until we obtain D λ 0 (x) = 1. The polynomials D λ n+j (x), j = 1, 2, . . . are constructed recursively using the three-term recurrence relation
choosing positive coefficients n+j for j = 1, 2, . . . . This ensures (Favard's Theorem) that the infinite sequence {D λ m (x)} ∞ m=0 is orthogonal with respect to a positive measure. Wendroff mentions in his proof [15, p. 554 ] that the coefficients n+j can be chosen in such a way that all zeros of D λ n+j (x) lie in the interval (−a n , a n ) for each j ≥ 1 but does not indicate how to choose the coefficients to achieve this outcome. Here, we prove that the choice of n+1 given in (15) ensures that all the zeros of D λ n+1 (x) lie in the interval (−a n , a n ). Applying the same argument iteratively, it can be shown that the choice of n+j given in (15) ensures that the zeros of D λ n+j (x) lie in the interval (−a n , a n ) for each j ∈ N.
Suppose n+1 ∈ 0, a n D λ n (a n ) D λ n−1 (a n ) . We show that the zeros of D λ n+1 lie in the interval (−a n , a n ). From (4) with n replaced by n − 1, it follows immediately that the zeros
lie in the open interval (−a n , a n ). In addition, D λ n (x) and D λ n−1 (x) are monic polynomials with no zeros greater than x n−2,n−2 so D λ n (a n ) > 0 and D λ n−1 (a n ) > 0. Since a n > 0, it follows that a n D λ n (a n ) D λ n−1 (a n ) > 0. By construction, the zeros of D λ n+1 and D λ n interlace and the zeros of D λ n lie in the interval (−a n , a n ) so it follows that y 1,n+1 < y 1,n < y 2,n+1 < y 2,n < · · · < y n,n+1 < y n,n < y n+1,n+1 and −a n < y 1,n < y n,n < a n . We need to show that the largest zero y n+1,n+1 of D λ n+1 satisfies y n+1,n+1 < a n . From (13) 
On the other hand, since we are assuming that n+1 ∈ 0, a n D λ n (a n ) D λ n−1 (a n ) , we have D λ n+1 (a n ) = a n D λ n (a n )− n+1 D λ n−1 (a n )> a n D λ n (a n )− a n D λ n (a n ) D λ n−1 (a n )
Therefore, D λ n+1 (y n,n ) < 0 and D λ n+1 (a n ) > 0 so that y n+1,n+1 < a n as required. (see [8, (4)] ). An alternative upper bound for x n−2,n−2 is given by 1 − 2λ+1 (n−2)(n+2λ−2) (see [8, (15) ]). These bounds give estimates for the interval of orthogonality (−a n , a n ) of the sequences {D λ m (x)} ∞ m=0 , where D n (x) and D n−1 (x) be defined by (6). 
To choose the sharper of the two bounds A 1 (λ) and A 2 (λ), we use the following comparisons: 
Let D λ
n (x) = (x 2 − 1)C λ n−2 (x), D λ n−1 (x) = C λ n−1 (x). 6. For j = 0, 1, let β 2,n−j be the coefficient of x n−j −2 in D λ n−j (x). 7. For j = 2, 3, . . . , n, let n−j +2 = β 2,n−j +1 − β 2,n−j +2 ; −1, 1) . In Appendix 2, we present the first 11 terms of the sequence {D λ m } ∞ m=0 using our algorithm with n = 5, k = 5, σ = 2, and a = 4(2+λ) 3(3+2λ) , where λ ∈ (− 3 2 , +∞), λ = −1, 0 and λ = (2k − 1)/2, k = 0, 1, 2, . . ..
The zeros of D λ m (x) and C λ m (x)
In this section, we plot and compare the zeros of D λ m (x) constructed using the algorithm in Section 4 with the zeros of C λ m (x), where m = 3, 4, . . . , n + k and n ≥ 5, k ≥ 1 are fixed integers. 5, k = 5, σ = 2, and a = 4(2+λ) 
3(3+2λ)
In this section we compute the first several terms of the sequence {D λ m } ∞ m=0 for a specific choice of parameters. The purpose of this example is to get a glimpse of the symbolic expressions for the polynomials for a general (not fixed) value of λ. The example also provides a way to verify correctness of programming for those readers who are interested to implement the algorithm developed in Section 4, using programming environment of their choice. We thus provide the first 11 terms of the polynomial sequence {D λ m } ∞ m=0 obtained using the algorithm developed in Section 4 with n = 5, k = 5, σ = 2, and a = 4(2+λ) 3(3+2λ) , where λ ∈ (− 3 2 , +∞), λ = −1, 0 and λ = (2k − 1)/2, k = 0, 1, 2, . . .:
x, .
