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Abstract. We consider the semilinear heat equation ut = ∆u + u
p
on RN . Assuming that N ≥ 3 and p is greater than the Sobolev
critical exponent (N+2)/(N−2), we examine entire solutions (classical
solutions defined for all t ∈ R) and ancient solutions (classical solutions
defined on (−∞, T ) for some T <∞). We prove a new Liouville-type
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1 Introduction
Entire and ancient solutions play an important role in studies of singularities
and long-time behavior of solutions of many evolution problems. In that vein,
of prominent importance are entire and ancient solutions of some specific
equations which serve as scaling limits of many other equations with a given
structure.
In this paper, we consider the semilinear heat equation
ut = ∆u+ u
p, (1.1)
where u = u(x, t) > 0, x ∈ RN , and p > 1. We investigate positive classical
solutions of the problems
ut = ∆u+ u
p, x ∈ RN , t ∈ (−∞,∞), (1.2)
(entire solutions of (1.1)), and
ut = ∆u+ u
p, x ∈ RN , t ∈ (−∞, T ), (1.3)
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where T <∞ (ancient solutions of (1.1)).
Note that equation (1.1) is invariant under the scaling
u(x, t) 7→ λ2/(p−1)u(λx, λ2t).
With respect to the same scaling, (1.1) can be considered as the scaling limit
of a large class of equation whose nonlinearities have polynomial growth,
such as equations of the form
ut = ∆u+ u
p + g(u), x ∈ RN , (1.4)
where g is a continuous function with limu→∞ u−pg(u) = 0. More specifically,
applying the above scaling to equation (1.4) and taking formally λ→∞, one
obtains equation (1.1). Of course, the connection between (1.4) and (1.1) is
not just formal; it is well known that with good understanding of (1.1),
in particular of its entire and ancient solutions, one can draw interesting
conclusions about solutions of the Cauchy problem for (1.4) (Corollary 1.2
below is an example of this).
We are mainly interested in radially symmetric solutions of (1.2) and
(1.3). If no confusion seems likely, we will often consider a radial solution u
as a function of r := |x| and t, i.e. u = u(r, t).
The simplest entire solutions are steady states. Positive steady states of
(1.2) exist if and only if p ≥ pS, where
pS :=
{
N+2
N−2 if N > 2,
+∞ if N ≤ 2
is the Sobolev exponent (see [13], [7] or [36]). If p ≥ pS, then radial positive
steady states form a one-parameter family {φα}α>0, where φα(0) = α. These
solutions are ordered—that is, φα < φβ for α < β—if and only if p ≥ pJL,
where
pJL :=
{
1 + 4N−4+2
√
N−1
(N−2)(N−10) if N > 10,
+∞ if N ≤ 10,
see [39] or [36]. Ordered or not, the family {φα}α>0 approaches as α → ∞
the singular steady state
φ∞(x) := L|x|−2/(p−1), L :=
(
2
(p− 1)2 ((N − 2)p−N)
) 1
p−1
,
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which has a special role in this paper. It exists whenever p(N − 2) > N .
In regard to time-dependent entire solutions, denoting
p∗ :=
{
N(N+2)
(N−1)2 if N > 2,
+∞ if N ≤ 2,
the following Liouville-type theorem is known (see [31, 5, 34]):
Theorem 1.1. If p < pS, then (1.2) does not possess positive radial solu-
tions. If p < p∗, then (1.2) does not possess any positive solutions.
Nonexistence of positive (non-radial) solutions of (1.2) for p ∈ [p∗, pS) is
still an open problem. On the other hand, a nonexistence result for sign-
changing radial solutions has been obtained in [3].
Theorem 1.1 has a number of interesting applications in equations (1.1),
(1.4), and even more general problems [31]. As an illustration, we just state
the following optimal universal estimate for positive solutions of (1.4) on any
time interval (τ, T ) (see [31, Theorem 3.1]).
Corollary 1.2. Assume g is a continuous function such that u−pg(u) → 0
as u → ∞ and let u be a positive solution of (1.4) on an interval (τ, T ).
Assume that either u is radial and p < pS, or p < p
∗. Then
‖u(·, t)‖∞ ≤ C(1+(t−τ)−1/(p−1)+(T−t)−1/(p−1)) for all t ∈ (τ, T ), (1.5)
where C = C(g, n) is a constant independent of u, τ , and T . If g ≡ 0, then
the following stronger version of (1.5) holds:
‖u(·, t)‖∞ ≤ C((t− τ)−1/(p−1) + (T − t)−1/(p−1)) for all t ∈ (τ, T ). (1.6)
Since C is independent of τ , taking τ → −∞, we obtain from (1.6) the
following estimates for ancient solutions of (1.1):
‖u(·, t)‖∞ ≤ C(T − t)−1/(p−1) for all t ∈ (−∞, T ). (1.7)
For ancient solutions satisfying (1.7) the following classification theorem has
been proved in [23]:
Theorem 1.3. Let p < pS and u be a positive solution of (1.3) satisfying
‖u(·, t)‖∞ ≤ C(T − t)−1/(p−1) as t→ −∞. (1.8)
Then there exists T ∗ ≥ T such that u(x, t) = κ(T ∗ − t)−1/(p−1), where
κ := (p− 1)−1/(p−1).
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(In this theorem and below, we use C, C1 etc., to denote constants in-
dependent of the solution in question.) Thus, Corollary 1.2 in conjunction
with Theorem 1.3 shows that the only positive radial ancient solutions are
the (spatially constant) ancient solutions of the equation ξ˙ = ξp (if p < p∗,
the word “radial” can be omitted in this statement). Theorem 1.3 has other
interesting and important consequences in the study of the blowup behavior
of solutions of (1.1), which can be found in [23].
The above results are all concerned with the subcritical case p < pS. Of
course, in the critical or supercritical cases, the existence of positive radial
steady states has to be taken into account in the formulation of any Liouville-
type theorems or problems. A first natural question is whether there are any
positive entire solutions other than the steady states. In some cases, this
question has been answered in the negative, but only when rather severe
extra bounds on the solutions are imposed. Namely, the following Liouville-
type results are known (see [12, Theorem 2.4] and [33, Theorem 1.2]).
Theorem 1.4. Let u be a nonnegative solution of (1.3).
(i) Assume pS ≤ p < pJL and u(·, t) ≤ φ∞ for all t ≤ T . Then u ≡ 0.
(ii) Assume p > pJL and φα ≤ u(·, t) ≤ φ∞ for some α > 0 and all t ≤ T .
Then u(·, t) ≡ φγ for some γ ≥ α.
Without the extra bounds, these results are not valid, at least in the
range pS ≤ p < pL, where
pL :=
{
1 + 6
N−10 if N > 10,
+∞ if N ≤ 10
is the critical exponent for the existence of positive bounded non-constant
radial steady states of a rescaled equation (see (1.10) below). Notice that
pL > pJL if N > 10. Positive radial bounded solutions of (1.2) which do
depend on time are provided by the following results of [12].
Theorem 1.5. (i) If pS < p < pL, then there exists a positive radial bounded
solution u of (1.2) satisfying lim|t|→∞ ‖u(·, t)‖∞ = 0 (i.e. u is a homoclinic
solution to the trivial steady state). In addition, given T ∈ R, u also satisfies
(1.8).
5
(ii) If pS ≤ p < pJL and φ is a positive radial steady state of (1.2), then
there exists a positive radial bounded solution of (1.2) satisfying
lim
t→−∞
‖u(·, t)− φ‖∞ = lim
t→∞
‖u(·, t)‖∞ = 0
(i.e. u connects φ to zero).
With the above results, the problem of the existence of positive radial
entire (nonstationary) solutions is settled for all p < pL. One of the primary
objectives of our present study is to address the problem in the range p > pL.
We have the following result, the main Liouville-type theorem of this paper.
Theorem 1.6. Assume p > pL. Then any positive radial bounded solution
of (1.2) is a steady state.
The proof of this theorem is given in Section 3; as it is rather involved,
we precede it by an informal outline.
Theorem 1.6 is not valid without the assumption of radial symmetry.
Indeed, as indicated in a remark following Theorem 2.1 in [12], one can find
nontrivial entire solutions by extensions of solutions in lower dimensions. To
make this remark more precise, fix any p > pL. Then one can always find
an integer j ∈ {3, . . . , N − 1} such that p is between pS(j) and pL(j), the
Sobolev and Lepin exponents in dimension j. Take now an entire solution
u(x˜, t), x˜ ∈ Rj, as provided by Theorem 1.5(i). Viewing u as a function of
t and x, constant in the last N − j variables, we obtain a positive bounded
nonstationary entire solution of (1.1).
Similarly as in the subcritical case, the Liouville theorem for p > pL
has important applications. For example, we will show in Section 5 that
Theorem 1.6 can be used to prove the convergence of profiles of both global
and blowing-up solutions.
When nonstationary entire solutions do exist, it is still an interesting
question if they can be classified in some way. Our next theorem gives a
classification of entire solutions satisfying (1.8). Its conclusion is, in a sense,
complementary to Theorem 1.5(i) in the case pS < p < pJL.
Theorem 1.7. If pS < p < pJL and u is a positive radial bounded solution
of (1.2) satisfying (1.8), then lim
t→∞
‖u(·, t)‖∞ = 0 (hence, u is a homoclinic
solution to the trivial steady state).
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We believe that the same statement is valid if pJL ≤ p < pL, but presently
we can only prove this under an additional condition (see Remark 1.11 below).
We now consider ancient solutions. In order to describe our results, we
introduce the backward similarity variables
y :=
x√
T − t , s := − log(T − t),
and the rescaled function
v(y, s) := (T − t)1/(p−1)u(x, t)
= e−s/(p−1)u(e−s/2y, T − e−s). (1.9)
Notice that if u solves (1.3), then v is an entire solution of the equation
vs = ∆v − y
2
· ∇v − v
p− 1 + v
p, y ∈ RN , s ∈ (−∞,∞). (1.10)
Problem (1.10) has a positive constant steady state v ≡ κ for all p > 1
and the singular steady state φ∞ whenever p(N − 2) > N . Positive bounded
non-constant radial steady states of (1.10) exist if p ∈ (pS, pL), while such
solutions do not exist if p > pL, see [18, 24] and references therein. In the
case p = pL, the nonexistence is stated in the main result of [25], however
the proof given there contains a gap, which does not seem to have been fixed
yet.
We have the following result concerning ancient solutions.
Theorem 1.8. Let either pS < p < pJL or p > pL. Let u be a positive radial
solution of (1.3), and let v denote the corresponding rescaled function.
If u satisfies (1.8), then v is either a positive bounded radial steady state
of (1.10) or connects a positive bounded radial steady state w of (1.10) to a
nonnegative bounded radial steady state w˜ 6= w of (1.10):
lim
s→−∞
v(·, s) = w, lim
s→∞
v(·, s) = w˜, (1.11)
with the convergence in C1loc(R
N).
If (1.8) fails, then v connects the singular steady state φ∞ to a non-
negative bounded radial steady state w˜ of (1.10), that is, (1.11) holds with
w = φ∞, where the convergence is in C1loc(R
N \ {0}) in the case of w and in
C1loc(R
N) in the case of w˜.
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Thus, if pS < p < pJL or p > pL, the positive radial ancient solutions can
be classified as heteroclinic connections in self-similar variables, possibly with
the singular backward limit. This statement in the regular backward limit
case (the first part of Theorem 1.8) can be viewed as a (radial) analogue of
Theorem 1.3 in the given supercritical ranges of p. Indeed, using the rescaled
function v, Theorem 1.3 can be formulated as follows (see [23, Corollary 1.5]):
Remark 1.9. Let p < pS and u be a positive solution of (1.3) satisfying
(1.8). Then the rescaled function v is either equal to the constant κ or there
exists s0 ∈ R such that v(y, s) = ϕ(s − s0), where ϕ(s) := κ(1 + es)−1/(p−1)
(hence v connects κ to zero).
As an application of Theorem 1.8, we now examine the character of
blowup of ancient solutions. First we recall some terminology. Let u be
a positive radial solution of (1.1) defined on a time interval (0, T ). This solu-
tion is said to blow up at t = T if ‖u(·, t)‖∞ →∞ as t→ T . The blowup is
of type I if the function (T − t)1/(p−1)‖u(·, t)‖∞ stays bounded as t→ T , oth-
erwise it is of type II. As proved in [14] (see also Corollary 1.2 above), type II
blowup never occurs if p < pS (this is also true with the assumption of radial
symmetry dropped). The absence of type II blowup is also known for some
classes of radial solutions (for example, radially nonincreasing solutions) if
pS ≤ p < pJL [19, 20, 27]. On the other hand, type II blowup is known to
occur for some positive radial solutions if p ≥ pJL (see [16, 26, 21, 37]). Let
us now add the assumption that u is an ancient solution. Our question is
whether from the fact that u has some “past” one can draw a definite con-
clusion about the type of its blowup. If pS < p < pJL or p > pL, we can give
a positive answer:
Corollary 1.10. Let either pS < p < pJL or p > pL. Let u be a positive
radial solution of (1.3). If u blows up at t = T , then the blowup is of type I.
This result follows directly from Theorem 1.8, which gives a bound on
(T−t)1/(p−1)u(·, t) in any compact set, and the universal estimate (2.3) proved
in Proposition 2.1 below, which yields a bound on this function away from
the origin in RN .
Remark 1.11. We conclude the introduction with a few remarks concerning
exponents p not covered by the above results. As previously mentioned, we
expect Theorem 1.7 to hold in the range pJL ≤ p < pL and can actually prove
this (see Section 5) under an additional condition. Specifically, the condition
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requires that each classical positive radial steady state w of (1.10) satisfy
the relation E(w) < E(φ∞), where E is the standard energy functional
for equation (1.10) (see Subsection 2.2). In Section 5 we also give some
heuristics as to why the energy condition is plausible, but it is not clear to
us if it can be proved by any readily available tools. In the borderline case
p = pL, the statement of Theorem 1.7 is most likely void, for we do not
expect any positive radial bounded solution of (1.2) to exist—p = pL is not
included in Theorem 1.6 for several technical reasons. In Theorem 1.8 (and
Corollary 1.10), we left out the range pJL ≤ p ≤ pL. Again, we believe that
both statements of Theorem 1.8 are valid in this range as well, but can only
prove it under the above energy condition (see Remark 5.3).
The rest of the paper is organized as follows. The next section contains
several preliminary results concerning the energy functional for (1.10), zero
number for differences of solutions of equations (1.2), (1.3) and their rescaled
versions, and the α- and ω-limit sets of solutions of (1.10). In the same pre-
liminary section, we also give universal a priori estimates on radial entire and
ancient solutions, and examine the relation of two radial solutions of (1.10)
for large values of ρ = |y|. The proof of Theorem 1.6 and its informal outline
are given in Section 3. Section 4 is devoted to the proofs of Theorems 1.7,
1.8. In Section 5, we discuss some applications of our results. In particular,
we state and prove there a theorem on the convergence of profiles of blowup
solutions.
2 Preliminaries
In the rest of this paper, we consider radial solutions only, although some of
the results in this preliminary section, notably those concerning the energy
functional, hold for nonradial solutions. Notice that radial solutions of (1.2)
or (1.3), viewed as functions of r and t, satisfy the equation
ut = urr +
N − 1
r
ur + u
p in (0,∞)× (−∞, T ) (2.1)
with T ≤ ∞, and the rescaled functions v = v(ρ, s) (where ρ := |y|) satisfy
the equation
vs = vρρ +
N − 1
ρ
vρ − ρ
2
vρ − v
p− 1 + v
p in (0,∞)× (−∞,∞). (2.2)
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2.1 Universal estimates
The following universal estimates for positive radial solutions u of (1.2), (1.3)
and the corresponding rescaled functions v will play an important role in our
analysis. Notice first that if v is any solution of (2.2) and u is defined by
(1.9), then u is a solution of (2.1), hence any solution v of (2.2) corresponds
to a solution u of (2.1).
Proposition 2.1. Assume p > 1. Then there exists C = C(N, p) > 0
with the following properties: If u = u(r, t) is a positive solution of (2.1) in
QT := (0,∞)× (−∞, T ) with T ≤ ∞, then
u(r, t) + |ur(r, t)|2/(p+1) + |urr(r, t)|1/p ≤ C(r−2/(p−1) +m(t)) in QT , (2.3)
where m(t) = (T − t)−1/(p−1) if T < ∞ and m(t) = 0 if T = ∞. If T < ∞,
then the corresponding rescaled function v = v(ρ, s) satisfies
v(ρ, s) + |vρ(ρ, s)|2/(p+1) + |vρρ(ρ, s)|1/p ≤ C(ρ−2/(p−1) + CT ) in Q∞, (2.4)
where CT = 1. If u is an entire solution and v is defined by (1.9) with
T <∞, then (2.4) is true with CT = 0.
Proof. The proof is a straightforward modification of the doubling and rescal-
ing arguments in [31] and the Liouville theorem for positive solutions of (1.2)
with N = 1; cp. also [3]. First notice that (2.3) and (1.9) imply (2.4), hence it
is sufficient to prove (2.3). In addition, (2.3) with T =∞ is a consequence of
(2.3) with T <∞ since the constant C does not depend on T . Consequently,
we may assume T <∞.
Set
M [u](r, t) := u(r, t)(p−1)/2 + |ur(r, t)|(p−1)/(p+1) + |urr(r, t)|(p−1)/2p.
Assume that (2.3) is not true. Then there exist Tk, solutions uk of (2.1) in
QTk and points (rk, tk) ∈ QTk such that
Mk := M [uk](rk, tk) > 2k/dk(rk, tk), k = 1, 2, . . . , (2.5)
where dk(r, t) := min(r,
√
Tk − t) denotes the parabolic distance of (r, t) to
the topological boundary of QTk . Then [30, Lemma 5.1] guarantees that after
possible modification of (rk, tk), (2.5) holds and, in addition, we may assume
M [uk](r, t) ≤ 2Mk whenever |r − rk|+
√|t− tk| < k/Mk. Set
Uk(ρ, s) := λ
2/(p−1)
k uk(rk + λkρ, tk + λ
2
ks),
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where λk := 1/Mk. Then Uk satisfies the equation
Us = Uρρ +
N − 1
rk/λk + ρ
Uρ + U
p,
Uk, (Uk)ρ, (Uk)ρρ are bounded in {(ρ, s) : |ρ|+
√|s| < k} by a constant inde-
pendent of k, and Uk(0, 0) + |(Uk)ρ(0, 0)| + |(Uk)ρρ(0, 0)| ≥ c0 > 0. Clearly,
rk/λk → ∞. Using standard parabolic estimates, we conclude that (a suit-
able subsequence of) {Uk} converges to a positive solution of (1.2) with
N = 1. But this contradicts the corresponding Liouville theorem, see [31],
for example.
2.2 Lyapunov functional
Equation (1.10) can also be written in the form
vs =
1
̺
∇ · (̺∇v)− v
p− 1 + v
p, y ∈ RN , s ∈ (−∞,∞), (2.6)
where ̺ is the Gaussian weight defined by
̺(y) := e−|y|
2/4.
It is known that this problem possesses the Lyapunov functional
E(w) =
∫
RN
(1
2
|∇w|2 + 1
2(p− 1)w
2 − 1
p + 1
wp+1
)
̺ dy.
More precisely, we have the following proposition (see [36, Proposition 23.8]
for more details; note that the assumption v(·, s0) ∈ BC1(RN) in [36] is
satisfied for radial solutions of (2.6) due to Proposition 2.1 and the fact that
we consider classical solutions).
Proposition 2.2. Let p > 1 and let v be a positive radial solution of (2.6).
Then E(v(·, s)) ≥ 0 and
d
ds
E(v(·, s)) = −
∫
RN
v2s(y, s)̺(y) dy, (2.7)
for all s ∈ R.
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Notice also that
E(w) =
(1
2
− 1
p+ 1
)∫
wp+1̺ dy > 0 (2.8)
for any bounded positive radial steady state w of (2.6) (or (1.10)) and this
also remains true for the singular steady state φ∞ if p > pS since φ∞ ∈
H1loc ∩ Lp+1loc (RN) for such p.
It is known that if p > pS and w is a positive radial non-constant steady
state of (2.6) or w = φ∞, then E(w) > E(κ), see [21, Remark 1.17]. In
particular,
E(φ∞) > E(κ). (2.9)
The proof of (2.9) in [21] is quite long and involved. In the proof of the
following proposition we use a simpler and more direct argument to prove
(2.9) (cf. also the beginning of Subsection 3.3 in [21]). This argument enables
us also to show that the ratio E(φ∞)/E(κ) is monotone with respect to p.
Proposition 2.3. Let N > 2 and F : (pS,∞) → R denote the function
p 7→ E(φ∞)/E(κ). Then F is decreasing, lim
p→pS
F (p) =∞ and lim
p→∞
F (p) = 1.
Proof. Set ξ := (p+1)/(p− 1). Then a straightforward calculation based on
(2.8) shows F (p) = f(ξ), where
f : (1, N/2)→ R : ξ 7→ Γ(N/2− ξ)
Γ(N/2)
(N − (1 + ξ)
2
)ξ
,
and Γ stands for the standard gamma function. Since limξ→1 f(ξ) = 1 and
limξ→N/2 f(ξ) = ∞, it is sufficient to prove f ′(ξ) > 0 for ξ ∈ (1, N/2). This
inequality is equivalent to
ψ
(N
2
− ξ
)
< log
N − (1 + ξ)
2
− ξ
N − (1 + ξ) , (2.10)
where
ψ(z) :=
Γ′(z)
Γ(z)
< log z − 1
2z
for z > 0,
see [1, 6.3.21]. Consequently, to prove (2.10) it is sufficient to show
log
N − 2ξ
2
− 1
N − 2ξ ≤ log
N − (1 + ξ)
2
− ξ
N − (1 + ξ) ,
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which is equivalent to
log
(
1 +
ξ − 1
N − 2ξ
)
≥ ξ
N − (1 + ξ) −
1
N − 2ξ .
Setting η := (ξ − 1)/(N − 2ξ), the last inequality is equivalent to
log(1 + η) ≥ η − η
η + 1
Nη + 1
N − 2 (η > 0).
Using the estimate (Nη + 1)/(N − 2) ≥ η we see that it is sufficient to show
log(1 + η) ≥ η
η + 1
(η > 0).
The last inequality is easy to prove (consider the derivatives of the left and
right hand sides, for example).
2.3 Zero number
Recall that radial solutions of (1.2) or (1.3) satisfy equation (2.1) with T ≤
∞, and the boundary condition ur(0, t) = 0, and the rescaled functions
v = v(ρ, s) satisfy equation (2.2) and the boundary condition vρ(0, s) = 0.
The singular steady state φ∞ = φ∞(r) satisfies both (2.1) and (2.2) and the
boundary condition φ∞(0) =∞.
If u1, u2 are radial solutions of (1.2) or (1.3) (or u1, u2 are radial solutions
of (1.10)), then U := u1 − u2 solves the linear equation
Ut = Urr +
N − 1
r
Ur − cr
2
Ur + fU in (0,∞)× (−∞, T ) (2.11)
and satisfies the boundary condition Ur(0, t) = 0, where T ≤ ∞, c ∈ {0, 1}
and f = f(r, t) is in L∞((0,∞) × (t1, t2)) whenever −∞ < t1 < t2 < T
(the boundedness comes from Proposition 2.1 and the fact that we consider
classical solutions). If u1 ≡ φ∞ and u2 is as above, then U satisfies (2.11),
the boundary condition U(0, t) = ∞, and f ∈ L∞((δ,∞) × (t1, t2)) for any
δ > 0.
If I ⊂ [0,∞) is an interval and g : I → R is a continuous function, we
denote by zI(g) the number of zeros of g in I. We also set z(g) = z(0,∞)g.
The next proposition follows from zero number theorems of [8, 22].
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Proposition 2.4. Let U be as above, U 6≡ 0, t1 < t2 < T . Then we have:
(i) The function t 7→ z(U(·, t)) is nonincreasing. If z(U(·, t1)) <∞ and
U(r0, t0) = Ur(r0, t0) = 0 for some r0 ≥ 0 and t0 ∈ (t1, t2), (2.12)
then
z(U(·, t)) > z(U(·, s)) for all t1 < t < t0 < s < t2. (2.13)
(ii) Assume R > 0, U(R, t) 6= 0 for all t ∈ [t1, t2]. Then the function
t 7→ z(0,R)(U(·, t)) is nonincreasing and finite. If (2.12) is true for some
r0 ∈ [0, R), then (2.13) is true with z replaced by z(0,R).
2.4 Steady states and limit sets of (2.2)
In what follows we assume that v is a positive solution of (2.2) and p >
pS. Estimate (2.4) guarantees that the Lyapunov functional E(v(·, s)) is
uniformly bounded for s ∈ R and E(v(·, tk)) → E(w) whenever v(·, tk) →
w in C1loc(0,∞). Consequently, standard arguments (see Appendix G in [36],
for example) show that the α- and ω-limit sets
α(v) := {w ∈ C1(0,∞) : (∃tk → −∞) v(·, tk)→ w in C1loc(0,∞)},
ω(v) := {w ∈ C1(0,∞) : (∃tk →∞) v(·, tk)→ w in C1loc(0,∞)},
are nonempty connected sets consisting of nonnegative steady states of (2.2).
In addition, if v corresponds to an entire solution u (hence (2.4) is true with
CT = 0) and v is bounded in (0,∞)× (T1, T2) for some −∞ ≤ T1 < T2 ≤ ∞,
then the convergence v(·, tk)→ w in C1loc(0,∞) with tk ∈ (T1, T2) implies the
convergence v(·, tk)→ w in BC1(0,∞).
We now summarize further useful properties of α(v) and ω(v) reflecting
the structure of steady states of the present problem. In particular, we show
that α(v) and ω(v) are singletons.
First note that estimate (2.4) with CT = 0 implies κ /∈ α(v). Our as-
sumption p > pS guarantees that φ∞ is the only nonnegative steady state of
(2.2) satisfying lim supρ→0w(ρ) = ∞, see [25, Theorem 1.2] or [35]. Notice
also that 0 /∈ α(v) since E(0) = 0 < E(w) for any positive steady state of
(2.2) (cp. (2.8)) and s 7→ E(v(·, s)) is decreasing unless v is a steady state.
Any nonnegative steady state w of (2.2) satisfying lim supρ→0w(ρ) < ∞
is uniquely determined by its value at ρ = 0. If w is nonconstant, then [24,
Lemmas 2.2–2.3] and [4] yield the following relations
w(0) > κ, w′ < 0 on (0,∞), z(w − φ∞) ≥ 2. (2.14)
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Denote by A the set of a ∈ [0,∞) for which there exists a steady state
wa ≥ 0 of (2.2) satisfying wa(0) = a. By [22, Proposition 2.3 and the proof
of Lemma 2.4], for any a ∈ A\{0, κ} there exists ca := limρ→∞wa(ρ)ρ2/(p−1) ∈
(0,∞) \ {L}, and the mapping a 7→ ca : A \ {0, κ} → (0,∞) is injective. In
particular, z(wa − φ∞) <∞ for any a ∈ A. Set
Ak := {a ∈ A : z(wa − φ∞) = k}, k = 0, 1, 2, . . . .
By (2.14), A0 = {0} and A1 = {κ}. As proved in [29], the set A is discrete.
This—in conjunction with the uniqueness of the unbounded positive steady
state φ∞—shows that for any positive solution v of (2.2), the sets α(v) and
ω(v) are singletons consisting of either φ∞ or wa for some a ∈ A.
As already mentioned in the introduction, if p > pL, then A = {0, κ}, i.e.
w0 ≡ 0 and wκ ≡ κ are the only bounded nonnegative steady states of (2.2).
In this case, each of the sets α(v) and ω(v) has to be one of the sets {φ∞},
{κ}, or {0}. We also know that α(v) 6= {0} (and α(v) 6= {κ} if v corresponds
to an entire solution u). Proposition 2.3 guarantees ω(v) 6= {φ∞}.
Let now pS < p < pJL. Then each of the sets Ak is nonempty (see
[38, 17, 6, 11, 28] and references therein) and bounded (this follows from
the first sentence in the proof of [10, Lemma 2.2], for example), hence finite.
On the other hand, an easy contradiction argument shows inf Ak → ∞ as
k →∞.
The arguments in the proof of [11, Proposition 2.4] show that if w1, w2
are two different positive steady states of (2.2) (possibly unbounded), then
w1(ρ) = w2(ρ) for some ρ > 0 implies w1(ρ) ≥ κ. (2.15)
Hence, w1 and w2 do not intersect for large values of ρ. This is also a
consequence of Proposition 2.5 below, where we examine similar intersection
properties for time-dependent solutions of (2.2).
2.5 Comparison arguments and intersections of solu-
tions of (2.2) for large ρ
Let v1, v2 be two positive solutions of (2.2). Then V := v1 − v2 satisfies
Vs = Vρρ +
N − 1
r
Vρ − ρ
2
Vρ + fV, (2.16)
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where
f = f(ρ, s) = − 1
p− 1 +
{
pvp−11 if V (ρ, s) = 0,
vp1−vp2
V
otherwise.
By the Mean Value Theorem,
v1, v2 ≤ Cv ⇒ f ≤ C0 := − 1
p− 1 + pC
p−1
v . (2.17)
In particular,
f ≤ −δ0 := − 1
2(p− 1) provided Cv ≤ c0 :=
( 1
2p(p− 1)
)1/(p−1)
. (2.18)
Proposition 2.5. Let v1, v2, V, c0, δ0 be as above, s0 ∈ R, ρ0 > 0 and
V (ρ0, s0) 6= 0. Set
D := {(ρ, s) ∈ (0,∞)× (−∞, s0] : V (ρ, s) 6= 0},
D0 := the connected component of D containing (ρ0, s0),
Ω(s) := {ρ : (ρ, s) ∈ D0}.

 (2.19)
Assume
v2 ≤ c0 in D0, (2.20)
and
lim
ρ→∞, ρ∈Ω(s)
v2(ρ, s) = 0, locally uniformly in s. (2.21)
Then V (ρ0, s0) > 0.
In applications of this proposition, we verify condition (2.21) using an a
priori bound, such as (2.4) with CT = 0. By the same a priori bound, we
will have (2.20) verified, provided ρ1(s) := inf Ω(s) is large enough for all s.
Notice that if v1 also satisfies such an a priori bound, then v1 and v2 can
be interchanged. In this case, Proposition 2.5 says in effect that ρ1(s) cannot
be large for all s. This in particular entails statement (2.15) for steady states,
as noted at the end of the previous subsection.
Proof of Proposition 2.5. Let
m(s) := sup
Ω(s)
|V (·, s)|,
S := inf{s < s0 : Ω(s) 6= ∅},

 (2.22)
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The proof is by contradiction. Assume that V (ρ0, s0) < 0. Then
0 < v1 < v2 ≤ c0 in D0, (2.23)
hence m(s) ≤ c0 for all s ≤ s0. The comparison principle used for equation
(2.16) together with estimate (2.18) give
m(s0) ≤ e−δ0(s0−s)m(s) for s ∈ (S, s0). (2.24)
If S = −∞, then (2.24) and (2.23) yield m(s0) = 0. If S > −∞, then (2.21)
and the continuity of V guarantee m(s) → 0 as s → S+, hence m(s0) = 0
again. But m(s0) = 0 contradicts our assumption V (ρ0, s0) 6= 0.
3 Proof of Theorem 1.6
The proof of Theorem 1.6 is long and rather technical at places. We first give
an outline. Let u = u(r, t) be a positive solution of (1.2) with p > pL. Fixing
any T ∈ R, let v be the corresponding rescaled solution of (2.2). Using
considerations in Subsection 2.4, we first show easily that α(v) = {φ∞}.
Thus, formally, v can be viewed as a solution on the unstable manifold of
the singular steady state. (The term “manifold” is used loosely here; the
manifold structure of the solutions approaching φ∞ backward in time is not
actually established.) At the same time, as observed in [33], the solutions of
(2.2) corresponding to the radial steady states of the original equation (1.2)
form a one-dimensional manifold that can be considered as the principal
part of the unstable manifold of φ∞: As time approaches −∞, these rescaled
solutions approach φ∞ monotonically and at an exponential rate given by the
principal eigenvalue of the linearization of the right-hand side of (2.2) at φ∞.
Our main goal is to derive suitable estimates on φ∞−v in order to show that
the entire solution v has to lie on the principal part of the unstable manifold,
or, in other words, u is a steady state. This is achieved by careful analysis
of the abstract form of equation (2.2) and, in particular, of the remainder
on the right-hand side after the linearization has been subtracted from it.
This analysis, which is really the crux of our proof, is carried out in the next
subsection. We remark that the proof of Theorem 1.4(ii), as given in [33],
follows a similar general scenario. However, the bounds φα ≤ u(·, t) ≤ φ∞
assumed there make all the necessary estimates considerably simpler, even
when nonradial solutions are allowed; those estimates from [33] are of little
help in our present analysis (we make use of other technical results from [33]).
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Another ingredient of the proof of Theorem 1.6 is the radial monotonicity
of the entire solutions, which we prove in Subsection 3.2 for any p > pS. We
then complete the proof of the theorem in Subsection 3.3.
3.1 Linearization of (2.2) at φ∞ and estimates of the
remainder
In this subsection, we first assume assume p > pJL (some abstract results
that we recall are valid in this range), and then focus on the case p > pL.
Set a(ρ) := ρN−1e−ρ
2/4. We consider the weighted Lebesgue space X :=
L2(0,∞; a(ρ)dρ) endowed with the scalar product
〈f, g〉 :=
∫ ∞
0
f(ρ)g(ρ)a(ρ) dρ
and the corresponding norm ‖f‖X = 〈f, f〉1/2. Let
Y := {f ∈ H1loc(0,∞) : f, f ′ ∈ X}
be endowed with the norm ‖f‖Y := ‖f‖X + ‖f ′‖X . It was shown in [16,
Lemma 2.3] that the operator
Af := f ′′ +
(N − 1
ρ
− ρ
2
)
f ′ +
(pLp−1
ρ2
− 1
p− 1
)
f (3.1)
with domain
D(A) := {f ∈ Y : Af ∈ X in the distributional sense}
can be extended in a unique way to a self-adjoint operator in X (still denoted
by A), with the following properties:
(A1) D(A) ⊂ Y ,
(A2) (∃cA > 1)(∀φ ∈ D(A)) 〈φ,Aφ〉 ≤ (cA − 1)〈φ, φ〉,
(A3) the spectrum σ(A) consists of a sequence of simple eigenvalues
µj := −
(β
2
+
1
p− 1 + j
)
, j = 0, 1, 2, . . . ,
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where
β :=
1
2
(−(N − 2) +√(N − 2)2 − 4pLp−1) < 0,
and the corresponding eigenfunctions (normalized in X) have the form
ϑj(ρ) = cˆjρ
βMj(ρ
2/4), where cˆj > 0,
Mj(z) := M
(
−j, β + N
2
, z
)
and M denotes the standard Kummer function (hence Mj is a polyno-
mial of degree j). Also, for j = 0, 1, . . . , the function ϑj has exactly j
zeros, all of them positive and simple.
The operator −A˜ := −A + cA is a positive self-adjoint operator and
its fractional powers (−A˜)α are well defined for all α ∈ R (see [2, Section
III.4.6]). We denote by {(Xα,−Aα) : α ∈ [−1, 1]} the corresponding frac-
tional interpolation-extrapolation scale of spaces and operators (see [2, Sec-
tion V.1] for its definition and properties); the norm in Xα will be denoted
by ‖ · ‖α. In particular, X0 = X , A1 = A˜, X1 = D(A˜), X−1 = X ′1 (where
the duality is taken with respect to the duality pairing 〈·, ·〉). Recall also
that this scale is equivalent to the scale generated by (X,−A˜) and the com-
plex interpolation functor [·, ·]θ. The space X1/2 is isomorphic to Y , see [16,
Lemma 2.4]. By general result of [2, Section V.2], Aα generates an analytic
semigroup esAα in Xα and the following estimate is true for any σ ≥ 0
‖es(Aγ+σ)φ‖α ≤ csγ−αeσs‖φ‖γ, −1 ≤ γ ≤ α ≤ 1, s > 0. (3.2)
If v is as in Proposition 2.1, w := φ∞ − v,
h := φp∞ − vp − pφp−1∞ w,
and f := v(·, s) for some s, then estimate (2.4) and formulas [16, (2.52),
(2.59)] show that (3.1) and the variation-of-constants formula
w(s) = e(s−s0)Aw(s0) +
∫ s
s0
e(s−τ)Ah(·, τ) dτ
are true with A replaced by A−1/2 + cA. Since no confusion seems likely, in
what follows we set A := A−1/2 + cA. In particular, estimate (3.2) implies
‖esAφ‖α ≤ csγ−αecAs‖φ‖γ, −1/2 ≤ γ ≤ α ≤ 1, s > 0. (3.3)
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Henceforth we assume that p > pL.
Let v, w, h, A, µj, ϑj , (Xα, ‖ · ‖α) be as above. Crucial for our proof of
Theorem 1.6 is a good understanding of the behavior of v in the following
case:
0 ≤ v(·, s) < φ∞ and α(v) = {φ∞}. (3.4)
Here, the α-limit set α(v) is as in Subsection 2.4. In the following proposi-
tion we prove, loosely speaking, that along a sequence of times the function
v approaches φ∞ in the direction of the eigenfunction ϑ0 and at the rate
exp(µ0s).
Proposition 3.1. Under the above assumptions and notation, there exist a
constant c > 0 and a sequence sk → −∞ such that
‖w(·, sk)− ceµ0skϑ0‖0 = o(eµ0sk) as k →∞. (3.5)
Proof. Recall that p > pL implies that µ0 > µ1 > 0 > µ2 (this can be easily
checked using the formulas in (A3)).
Let P be the orthogonal projection onto the orthogonal complement of
{ϑ0, ϑ1} in X . Let ξ0, ξ1 be defined by
w(·, s) = ξ0(s)ϑ0 + ξ1(s)ϑ1 + w˜(·, s), (3.6)
where w˜(·, s) := P (w(·, s)). Since E(v(·, s)) → E(φ∞) as s → −∞ (see
Section 2.4), we have w(·, s)→ 0 in X , hence
‖w˜(·, s)‖0 → 0 and ξi(s)→ 0 (i = 0, 1) as s→ −∞. (3.7)
Our first goal is to prove that
‖w˜(s)‖0 = o(|ξ0(s)|+ |ξ1(s)|) as s→ −∞. (3.8)
We start with some estimates of the function h.
By assumption, h ≤ 0 < w, hence 〈h, w〉 ≤ 0. In addition,
0 ≤ −h = p(φp−1∞ − vp−1θ )w ≤ p(φp−1∞ − vp−1)w ≤ p(p− 1)φp−2∞ w2
for some vθ ∈ (v, φ∞), hence, given any δ ∈ [0, 1),
− h ≤ fδw1+δ, (3.9)
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where fδ = fδ(ρ, s) is given by
fδ := [p(φ
p−1
∞ − vp−1)]1−δ[p(p− 1)φp−2∞ ]δ.
Note that
fδ(ρ, s)→ 0 as s→ −∞,
|fδ(ρ, s)| ≤ Cρ−νδ , where νδ := 2(1− δ) + 2p− 2
p− 1δ ≤ 2.
(3.10)
Choose ζ ∈ (1 − β/2 −N/4, 1/2), ζ ≥ 0. We will specifically take ζ = 0
when 1− β/2−N/4 < 0, which is the case if
p > pH := 1 + 4
N + 2
√
N − 4
N2 − 12N + 16 .
Clearly, there is z > 1 such that
N
z
>
N
2
− 2ζ and N
z′
> 2− β,
where z′ := z/(z − 1). Fixing such z, if δ0 > 0 is small enough, we have
N
z(1 + δ)
>
N
2
− 2ζ and N
z′
> νδ − β > 2 for any δ ∈ [0, δ0]. (3.11)
Since |ϑi(ρ)| ≤ Cρβ(1 + ρ2i), i = 0, 1 (cp. (A3)), estimate (3.9) gives the
following relations (omitting the argument ρ of the indicated functions)
|hϑia| ≤ Cfδρβ(1 + ρ2i)w1+δa
≤
{
C
(
(fδρ
β)z
′
a
)1/z′(
w(1+δ)za
)1/z
, ρ ≤ 1,
C
(
(fδρ
β+2)2/(1−δ)a
)(1−δ)/2(
w2a
)(1+δ)/2
, ρ > 1.
(3.12)
Next, the embedding inequalities ‖w‖0 ≤ C‖w‖ζ,
‖w|(0,1)‖Lz(1+δ)(0,1;a(ρ)dρ) ≤ C‖w‖ζ
(the latter follows from (3.11)), and the Ho¨lder inequality imply
|〈h, ϑi〉| ≤ C
[(∫ 1
0
(fδρ
β)z
′
a dρ
)1/z′
+
(∫ ∞
1
(fδρ
β+2)2/(1−δ)a
)(1−δ)/2]
‖w‖1+δζ .
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Now, using (3.10), (3.11), and the Lebesgue theorem, we obtain
|〈h, ϑi〉| = o(‖w‖1+δζ ) as s→ −∞, (i = 0, 1). (3.13)
Notice also that ϑi ∈ X1, hence
‖w(·, s)− w˜(·, s)‖α ≤ C(|ξ0(s)|+ |ξ1(s)|), α ≤ 1. (3.14)
With the above estimate of the function h at hand, we next examine
differential equations for ξ1, ξ2, and ‖w˜‖0. Multiplying the equation ws =
Aw + h by ϑia, i = 0, 1, and integrating over (0,∞), we obtain
ξ˙i = µiξi + 〈h, ϑi〉, i = 0, 1,
hence (3.13) and (3.14) imply
d
ds
ξ2i = 2µiξ
2
i + gi, i = 0, 1, (3.15)
where
gi = o(‖w‖1+δζ |ξi|)
= o((‖w˜‖ζ + |ξ0|+ |ξ1|)1+δ|ξi|)
= o((‖w˜‖2ζ + ξ20 + ξ21)1+δ/2) as s→ −∞.
Similarly, multiplying the equation w˜s = Aw˜+Ph by 2w˜ and using 〈Aw˜, w˜〉 ≤
−c0(‖w˜‖21/2 + ‖w˜‖20), 〈h, w〉 ≤ 0, and (3.13) we obtain
d
ds
‖w˜‖20 = 2〈Aw˜, w˜〉+ 2〈h, w − ξ0ϑ0 − ξ1ϑ1〉
≤ −2c0(‖w˜‖21/2 + ‖w˜‖20) + g2,
(3.16)
where g2 = o((‖w˜‖2ζ + ξ20 + ξ21)1+δ/2) as s→ −∞.
We are now ready to complete the proof of (3.8). Fix any
ε0 ∈ (0,min(1, µ1, c0)/5).
Then there exists s0 such that
|gi| ≤ ε30(‖w˜‖21/2 + ξ20 + ξ21) for s ≤ s0, i = 0, 1, 2. (3.17)
Assume for a contradiction that there exists s1 ≤ s0 such that
‖w˜(·, s1)‖0 ≥ 2ε0(|ξ0(s1)|+ |ξ1(s1)|).
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Then (3.16) and the convergence ‖w˜(·, s)‖0 → 0 as s → −∞ guarantee the
existence of s2 < s1 such that
‖w˜(·, s)‖0 ≥ ε0(|ξ0(s)|+ |ξ1(s)|) for s ∈ [s2, s1],
‖w˜(·, s2)‖0 = ε0(|ξ0(s2)|+ |ξ1(s2)|).
In addition, setting ψ := ξ20 + ξ
2
1 , (3.15) implies
2µ0ψ + g0 + g1 ≥ d
ds
ψ ≥ 2µ1ψ + g0 + g1. (3.18)
Integrating (3.16) and the second inequality in (3.18) over (s2, s1) we obtain
4ε20ψ(s1) ≤ ‖w˜(·, s1)‖20
≤ ‖w˜(·, s2)‖20 − 2c0
∫ s1
s2
‖w˜‖21/2 ds+
∫ s1
s2
g2 ds
≤ 2ε20ψ(s2)− 2c0
∫ s1
s2
‖w˜‖21/2 ds+
∫ s1
s2
g2 ds
≤ 2ε20ψ(s1)− 2c0
∫ s1
s2
‖w˜‖21/2 ds
− 2ε20µ1
∫ s1
s2
ψ ds+
∫ s1
s2
(g2 − 2ε20(g0 + g1)) ds,
and (3.17) yields a contradiction. Thus, (3.8) is proved.
We now complete the proof of Proposition 3.1, first in the case p > pH ,
then in the case p ∈ (pL, pH ].
Assume p > pH (notice that this assumption is automatically satisfied if
N ≥ 16 due to p > pL). As noted above, in this case ζ := 0 is our (legitimate)
choice. Set
ξ := ξ20 , η := ξ
2
1 + ‖w˜‖20.
Then (3.15) and (3.16) imply
ξ˙ = 2µ0ξ + o((ξ + η)
1+δ/2),
η˙ ≤ 2µ1η + o((ξ + η)1+δ/2).
Such differential inequalities are considered in [33]. According to [33,
Proposition 4.4(i)], as s→ −∞, we have either η(s) = o(ξ(s)) or
ξ(s) = o(η(s)) as s→ −∞. (3.19)
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Assume that (3.19) is true. Then (3.8) implies
‖ξ0(s)ϑ0 + w˜(·, s)‖0 = o(‖ξ1(s)ϑ1‖0) as s→ −∞. (3.20)
Since ϑ1(r) changes sign, (3.20) guarantees that w(·, s) = ξ0(s)ϑ0+ ξ1(s)ϑ1+
w˜(·, s) changes sign for some s, which is a contradiction. Consequently, (3.19)
fails and [33, Proposition 4.4(i)] implies
η(s) = o(ξ(s)) and ξ(s) + η(s) = O(eµ0s) as s→ −∞. (3.21)
The previous relations and [33, Proposition 4.4(ii)] further imply
ξ(s) = c˜e2µ0s + o(e2µ0s) as s→ −∞, (3.22)
where c˜ is a constant. We have c˜ 6= 0 due to [33, (4.13)]. Consequently, there
exists a constant c 6= 0 such that
|ξ0(s)− ceµ0s|+ |ξ1(s)|+ ‖w˜(·, s)‖0 = o(eµ0s) as s→ −∞. (3.23)
Since ξ0ϑ0 + ξ1ϑ1 + w˜ = w > 0, we have c > 0 and estimate (3.23) yields
‖w(·, s)− ceµ0sϑ0‖0 = o(eµ0s) as s→ −∞.
This completes the proof of Proposition 3.1 in the case p > pH .
Next assume 11 ≤ N ≤ 15 and p ∈ (pL, pH ] (hence ζ ∈ (0, 1/2)). Taking
s2 < s1 with s1 → −∞, (3.16), (3.8) imply
c0
∫ s1
s2
‖w˜‖21/2 ds ≤ ‖w˜(s2)‖20 + o
(∫ s1
s2
ψ ds
)
= o
(
ψ(s2) +
∫ s1
s2
ψ ds
)
. (3.24)
Hence, choosing any small ε ∈ (0, 1), (3.18) guarantees that
(1− ε)ψ(s2) ≤ ψ(s1)− µ1
∫ s1
s2
ψ ds ≤ ψ(s1),
(1 + ε)ψ(s2) ≥ ψ(s1)− 3µ0
∫ s1
s2
ψ ≥
(
1− 3µ0
1− ε(s1 − s2)
)
ψ(s1),
provided s1 is negative and sufficiently large. Consequently, there exists
τ ∈ (0, 1) (independent of s2) such that for any sufficiently large negative s2
we have
1
2
ψ(s2) ≤ ψ(s) ≤ 2ψ(s2), s ∈ (s2, s2 + τ). (3.25)
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Now (3.24) and (3.25) imply∫ s+τ
s
‖w˜‖21/2 = o
(∫ s+τ
s
ψ ds
)
as s→ −∞. (3.26)
Set
ξ(s) :=
∫ s+τ
s
ξ20(σ) dσ, η(s) :=
∫ s+τ
s
(ξ21(σ) + ‖w˜(·, σ)‖20) dσ. (3.27)
Notice also that for δ > 0 small enough, interpolation, inequality ‖w˜‖0 ≤
C‖w˜‖1/2 and (3.8) imply
‖w˜‖2(1+δ/2)ζ ≤ C‖w˜‖δ0‖w˜‖21/2 = o(ψδ/2)‖w˜‖21/2. (3.28)
Integrating (3.15) with i = 0 over the interval (s, s + τ) and using (3.25),
(3.26), and (3.28), we obtain
ξ˙ = 2µ0ξ + o
(∫ s+τ
s
(‖w˜‖2ζ + ψ)1+δ/2 dσ
)
= 2µ0ξ + o(ψ
1+δ/2)
= 2µ0ξ + o((ξ + η)
1+δ/2).
Similarly, integrating (3.15) with i = 1 and (3.16) we obtain
η˙ ≤ 2µ1η + o((ξ + η)1+δ/2).
Again, [33, Proposition 4.4] guarantees the existence of c˜ 6= 0 such that (3.21)
and (3.22) hold, this time with ξ and η as in (3.27). Consequently, there exist
c 6= 0 and sk → −∞ such that
|ξ0(sk)− ceµ0sk |+ |ξ1(sk)|+ ‖w˜(·, sk)‖0 = o(eµ0sk) as k →∞.
In addition, similarly as in the case p > pH we obtain c > 0, hence (3.5) is
true.
3.2 Radial monotonicity of entire solutions
We next establish the radial monotonicity of positive radial entire solutions.
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Proposition 3.2. Assume p > pS. Let u be a positive radial solution of
(1.2). Then u is radially decreasing.
Proof. Fix T ∈ R and let v = v(ρ, s) be the rescaled function corresponding
to u and T . It is sufficient to prove that v is radially decreasing. Due to
Subsection 2.4, the α-limit set α(v) is a singleton {w}, where either w = wa
with a ∈ Ak, k ≥ 2, or w = φ∞. The derivative vρ solves a linear parabolic
equation whose zero order coefficient is
a0(ρ, s) := −N − 1
ρ2
− 1
2
− 1
p− 1 + pv
p−1(ρ, s).
Estimate (2.4) with CT = 0 guarantees the existence of R0 > 0 such that
a0(ρ, s) < −1/2 when ρ ≥ R0.
Since wρ < 0 for ρ > 0 (cp. (2.14)), given ε > 0 there exists s(ε) such
vρ(ρ, s) < 0 for ρ ∈ [ε, R0] and s ≤ s(ε). Assume vρ(ρ0, s0) > 0 for some
ρ0 > R0 and s0 ≤ s(ε). Set V := vρ and let D,D0,Ω(s), m(s), S be defined
by (2.19), (2.22) and ρ1(s) := inf Ω(s). Then ρ1(s) > R0 for s ∈ (S, s0] and
the same arguments as in the proof of Proposition 2.5 yield m(s0) = 0, which
is a contradiction. Consequently, the maximum principle shows that v(·, s)
is decreasing on [ε,∞) for any s ≤ s(ε).
If w = wa for some a ∈ Ak with k ≥ 2, then v(·, s) → wa in BC1[0,∞)
as s→ −∞, hence there exist ε > 0 and s˜0 ≤ s(ε) such that a0(ρ, s) < −1 if
ρ ∈ [0, ε] and s ≤ s˜0. If we assume vρ(ρ0, s0) > 0 for some ρ0 ∈ (0, ε) and s0 ≤
s˜0, then the same arguments as above yield a contradiction. Consequently,
v(·, s) is also nonincreasing on [0, ε] for s ≤ s˜0, and the maximum principle
guarantees that v(·, s) is decreasing on [0,∞) for all s ∈ R.
Finally consider the case w = φ∞ and assume on the contrary that v(·, s˜0)
is not decreasing for some s˜0. Fix ε ∈ (0, 1) such that
κ+ 1
p− 1ε <
Cε
3
, where Cε :=
N − 1
ε
− ε
2
, (3.29)
and
φ∞(ε) > κ + 1. (3.30)
Then we can find s0 ≤ s˜0 such that for any s ≤ s0, v(·, s) is decreasing
on [ε,∞) and v(·, s) attains a local minimum at some ρ(s) ∈ [0, ε). Fix
δ ∈ (0, 1/2). For any s ≤ s0, if v(ρ(s), s) ≤ κ + δ, then the relations
vρ(ρ(s), s) = 0 ≤ vρρ(ρ(s), s) and the equation for v imply vs(ρ(s), s) ≥ δ˜ for
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some δ˜ > 0 (depending only on p and δ). It follows that there exists s1 < s0
such that
min
[0,ε]
v(·, s) < κ+ δ for s ≤ s1. (3.31)
On the other hand, by (3.30) there exist s2 ≤ s1 such that v(ε, s) > κ + 1 if
s ≤ s2.
Let z be the solution of the linear equation
zs = zρρ +
N − 1
ρ
zρ − ρ
2
zρ − z
p− 1
in (0, ε) × (0,∞) satisfying the boundary conditions zρ(0, s) = 0, z(ε, s) =
κ+1, and the initial condition z(ρ, 0) = 0. Then z is increasing in time and,
since κ + 1 is a supersolution to z, we obtain zρ(ε, s) ≥ 0, hence zρ ≥ 0 by
the maximum principle. Also, z approaches a steady state Z as s→∞ with
Zρ ≥ 0, Zρ(0) = 0, and Z(ε) = κ+ 1. We have
κ + 1
p− 1 ≥
Z(ρ)
p− 1 = Zρρ + (
N − 1
ρ
− ρ
2
)Zρ ≥ Zρρ + CεZρ.
Integrating over ρ ∈ (0, ε) we obtain
κ+ 1
p− 1ε ≥ Zρ(ε)− Zρ(0) + Cε(Z(ε)− Z(0)) ≥ Cε(κ+ 1− Z(0)),
hence (3.29) implies Z(0) > κ + 2/3. Since zρ ≥ 0 and z(0, s) → Z(0)
as s → ∞, we have z(·, S) > κ + 1/2 for some S large enough. Since
v(·, s2 − S + s) ≥ z(·, s) on [0, ε] for s ∈ [0, S] by the comparison principle,
we obtain v(·, s2) ≥ κ+ 1/2 on [0, ε], which contradicts (3.31).
3.3 Completion of the proof of Theorem 1.6
In this subsection we assume p > pL. By ζ(·, α) we will denote the solution
of
ζρρ +
N − 1
r
ζρ − ρ
2
ζρ − 1
p− 1ζ + ζ
p = 0 (3.32)
with ζ(0, α) = α. By [24], for each α > 0 there is ρα such that ζ(·, α) > 0
on [0, ρα) and ζ(ρα, α) = 0. Also, the following property is proved in [24,
Lemma 2.5] (although it is not stressed in [24, Lemma 2.5], it can be checked
that the constant C there is independent of ε):
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(p1) For each compact interval I ⊂ (0,∞) one has ζ(·, α)−φ∞ → 0 in C1(I)
as α→∞.
We shall also need the following property of ζ(·, α).
Lemma 3.3. There is α0 > 0 such that for each α ≥ α0 one has
z[0,ρα](ζ(·, α)− φ∞) ≤ 2. (3.33)
Proof. Assume that, to the contrary, there are arbitrarily large values α with
z[0,ρα](ζ(·, α)−φ∞) ≥ 3. Clearly, the zeros of ζ(·, α)− φ∞ are all simple and,
since ζ(ρα, α) = 0, their number is even. Thus, there must be at least 4 of
them. We denote by ξα1 < · · · < ξα4 the first four zeros of ζ(·, α)− φ∞.
Let now µ2 be the third eigenvalue of the linearization at φ∞ and ϑ2 a
corresponding eigenfunction (cp. (A3) in the Subsection 3.1). Then µ2 < 0,
z(ϑ2) = 2, and both zeros of ϑ2 are positive. Let η1 < η2 denote these zeros.
As noted in [24, Lemma 2.9], a Sturm comparison argument implies that
η1 ∈ (0, ξα1 ) and η2 ∈ (ξα2 , ξα3 ). Using (p1) and taking α sufficiently large we
obtain that
pζp−1(ρ, α) < pφp−1∞ (ρ)− µ2 (ρ ∈ (η1, η2)).
This relation and the fact that η1 < ξ
α
1 < ξ
α
2 < η2 make the Sturm comparison
argument applicable to the interval (ξα1 , ξ
α
2 ) as well. We conclude that this
interval contains a third zero of ϑ2, which is a contradiction.
Although it is not needed below, we remark that (3.33) in fact holds for
all α > κ. This follows from the observation that the zero number in (3.33)
does not change as one varies α ∈ (κ,∞) (the fact that for p > pL one has
ρα < ∞ for all α > κ is important here). One can also turn the argument
around and prove (3.33) by using the independence of the zero number of α
in conjunction with the fact that the zero number is equal to 2 for α > κ
sufficiently close to κ (see [24, Lemma 2.3]).
Proof of Theorem 1.6. Let u = u(r, t) be a positive bounded (radial) solution
of (1.2) and p > pL. Fix T ∈ R and let v be the corresponding rescaled
solution of (2.2). We know from Subsection 2.4 that each of the sets α(v) and
ω(v) has to be one of the sets {0}, {κ} and {φ∞}, and α(v) 6= {0}. Estimate
(2.4) (with CT = 0) guarantees α(v) 6= {κ}. Consequently, α(v) = {φ∞}.
We prove that
z(v(·, s)− φ∞) ≤ 1 (s ∈ R). (3.34)
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In fact, assume there is s0 such that z(v(·, s)−φ∞) ≥ 2 for s = s0 (hence for
all s ≤ s0). Making s0 smaller if needed we may assume that the first two
zeros ξ1, ξ2 of v(·, s0) − φ∞) are simple. Clearly, ξ2 being the second zero,
there is ξ¯ > ξ2 such that v(ξ¯, s0) < φ∞(ξ¯). Using (p1) and Lemma 3.3, we
find α such that (3.33) holds along with the following statements
(a1) v(·, s0) − ζ(·, α) has zeros ξ˜1, ξ˜2 (near ξ1, ξ2, respectively) with ξ˜1 <
ξ˜2 < ξ¯,
(a2) v(ξ¯, s0) < ζ(ξ¯, α).
Relations v > 0, ζ(ρα, α) = 0, and (a2) imply that v(·, s0) − ζ(·, α) has
another zero in (ξ¯, ρα). Thus, z[0,ρα](v(·, s)− ζ(·, α)) ≥ 3 for all s ≤ s0.
Let α be as above. Proposition 3.2 and the convergence v(·, s) → φ∞ in
C1loc(0,∞) imply that there exist s1 ∈ R and δ > 0 such that v(ρ, s) > ζ(ρ, α)
for all ρ ∈ [0, δ] and s ∈ (−∞, s1). Using this relation (and the convergence
again), we obtain that for all sufficiently large negative s we have
z[0,ρα](v(·, s)− ζ(·, α)) = z[δ,ρα](v(·, s)− ζ(·, α)) ≤ z[δ,ρα](φ∞ − ζ(·, α)) ≤ 2
(cp. (3.33)). This contradiction completes the proof of (3.34).
We now show that the case z(v(·, s)− φ∞) = 1 for some s is impossible.
Indeed, if this holds, then z(u(·, t0)− φ∞) = 1 for some t0. Setting u0(r) :=
min{u(r, t0), φ∞(r)}, we have 0 < u0 ≤ φ∞ and φ∞−u0 has compact support.
By [32], the solution of u¯t = ∆u¯+u¯
p, u¯(·, t0) = u0 is unbounded (it approaches
φ∞), and the comparison principle then implies that the same it true of u(·, t),
in contradiction to our assumption.
Thus z(v(·, s)− φ∞) = 0, that is, v(·, s) < φ∞, for all s ∈ R.
To complete the proof, we now apply some results of [33]. Recall from
Subsection 3.1 that ϑ0(ρ) = cˆ0ρ
β , where cˆ0 > 0, and ‖ · ‖0 denotes the norm
in L2(0,∞; ρN−1e−ρ2/4dρ) The steady states φα satisfy
φα(r) = Lr
−2/(p−1) − b(α)rβ +O(rβ−ε) as r →∞,
where ε > 0, b(α) = b1α
1+β(p−1)/2, and b1 > 0 is a constant; see [15, 39].
According to [33, Lemma 2.2], the rescaled functions
ψα(ρ, s) = e
−s/(p−1)φα(e−s/2ρ)
(cf. (1.9)) satisfy
‖φ∞ − ψα(·, s)− b(α)
cˆ0
eµ0sϑ0‖0 = o(eµ0s) as s→ −∞. (3.35)
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Fix α such that b(α) = ccˆ0, where c is from (3.5). Then (3.35) and Proposi-
tion 3.1 imply
‖v(·, sk)− ψα(·, sk)‖0 = o(eµ0sk) as k →∞.
As shown in [33, Lemma 4.2], this estimate guarantees that v ≡ ψα, hence
u ≡ φα.
4 Proofs of Theorems 1.7 and 1.8
In the proofs of Theorems 1.7, 1.8, we will use the following result.
Proposition 4.1. Let p > pS and u be a positive radial solution of (1.3)
satisfying (1.8). Then there is a positive integer m such that z(u(·, t)−φα) ≤
m for all t < T and α ∈ (0,∞].
Proof. Fix any α ∈ (0,∞] and set φ := φα,
v(ρ, s) := e−s/(p−1)u(e−s/2ρ, T − e−s), ψ(ρ, s) := e−s/(p−1)φ(e−s/2ρ) (4.1)
(in particular, ψ ≡ φ∞ when α = ∞). Then v, ψ solve equation (2.2). By
(1.8), there is s0 ∈ R such that v is bounded for s ≤ s0.
Remarks in Subsection 2.4 show that for the α-limit set of v in C1loc[0,∞)
we have either α(v) = {wa} with a ∈ Ak for some k > 0 or α(v) = {φ∞}.
The latter is ruled out by the boundedness of v for s ≤ s0, so we have the
former. We prove that the conclusion of the proposition holds with m = k+1
(which is independent of α). Note that α(ψ) = {φ∞} in C1loc(0,∞).
Since φ(r) ≤ Cr−2/(p−1), we also have ψ(ρ, s) ≤ Cρ−2/(p−1) for all s and
we can fix R0 > φ
−1
∞ (κ) such that
ψ(ρ, s) ≤ c0 for all s and ρ ≥ R0, (4.2)
where c0 is defined in (2.18).
Consider the function V := v − ψ. The k zeros of wa − φ∞ belong to the
interval (0, φ−1∞ (κ)] ⊂ (0, R0) (cp. (2.15)). Also, since wa, φ∞ solve the same
second order ODE, the zeros are simple. This fact and the convergence of
v, ψ as s→ −∞ guarantee that, decreasing s0 if necessary, we have
z(0,R0)(V (·, s)) = k for all s ≤ s0. (4.3)
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Assume, for a contradiction, that z((V (·, s1)) ≥ k + 2 for some s1 ≤ s0.
Decreasing s0 further if needed, we may assume s1 = s0. Denoting by ρ
∗ the
(k+1)-th zero of V (·, s0), we can choose ρ0 > ρ∗ such that V (ρ0, s0) < 0. Let
D,D0,Ω(s), m(s), S be as in (2.19), (2.22), and ρ1(s) := inf Ω(s). Clearly,
ρ1(s) is a zero of V (·, s) for each s ∈ (S, s0], and, by the monotonicity of the
zero number, ρ1(s) is at least (k + 1)-th zero of V (·, s). Hence (4.3) implies
ρ1(s) ≥ R0 for s ∈ (S, s0]. Now (4.2) and Proposition 2.5 give V (ρ0, s0) > 0,
and we have a contradiction.
Consequently, z((V (·, s)) ≤ k + 1 for all s ≤ s0 and the monotonicity of
the zero number gives the same estimate for s > s0. This gives the desired
estimate z(u(·, t)− φα) ≤ k + 1.
Proof of Theorem 1.7. By standard results, since the solution u is bounded,
its ω-limit set in C1loc([0,∞)), ω(u), is a nonempty compact set in this space
and the desired conclusion u(·, t)→ 0 is equivalent to ω(u) = {0}. Also, ω(u)
is invariant: for any u0∞ ∈ ω(u) there is a radial solution of (1.2) satisfying
u∞(·, 0) = u0∞ and u∞(·, t) ∈ ω(u) for all t ∈ R. Obviously, any such u∞ is
nonnegative and bounded.
Set
ℓ− := lim inf
t→∞
u(0, t) and ℓ+ := lim sup
t→∞
u(0, t).
By the boundedness of u, these limits are finite. We first prove that ℓ+ =
ℓ−. Assume not and fix α ∈ (ℓ−, ℓ+). Then u(0, tk) = α = φα(0) (and
ur(0, tk) = 0 = φ
′
α(0)) for an infinite sequence tk → ∞. It follows that
z(u(·, t)−φα) drops at each tk (cp. Proposition 2.4), which is a contradiction
to Proposition 4.1. Thus, ℓ+ = ℓ− =: α, which implies that u(0, t) → α as
t→∞.
Consequently, any element u0∞ of ω(u) has u
0
∞(0) = α = φα(0). We show
that actually u0∞ ≡ φα. Assume that, to the contrary, u0∞(r0) 6= φα(r0) for
some r0 > 0. Let u∞ be the entire solution of (1.2) corresponding to u0∞, as
above. Then u(0, t) = α (and ur(0, t) = 0) for all t, and u∞(r0, t) 6= φα(r0)
for t ≈ 0. Hence z(0,r0)(u∞(·, t)− φα) is finite for t near 0 and drops at any
such t, which is absurd. Thus we have showed that ω(u) = {φα}.
To conclude, assume α > 0 and fix β > 0, β 6= α. Then z(u(·, t)− φβ) is
bounded by Proposition 4.1. However, in the considered range pS < p < pJL
we have z(φα − φβ) = ∞ (see [39, 36]) and the zeros of φα − φβ are simple.
The convergence of u(·, t) to φα therefore implies that z(u(·, t) − φβ) → ∞
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as t → ∞, a contradiction. Thus, α = 0 and we have proved the desired
conclusion ω(u) = {0}.
Proof of Theorem 1.8. Assume that v is not a steady state of (1.10). We
know from Subsection 2.4 that each of the sets α(v), ω(v) is a singleton
consisting of either wa for some a ∈ A, or φ∞. In addition, α(v) 6= {0} and
monotonicity of the energy functional (cp. Proposition 2.2) gives ω(v) 6=
α(v). Obviously, α(v) = {φ∞} if and only if (1.8) fails; if (1.8) holds, we
necessarily have α(v) = {wa} for some a ∈ A.
We next prove that ω(v) = {w˜} where w˜ = wa for some a ∈ A (possibly
a = 0). For that, we just need to show that ω(v) 6= {φ∞}. If p > pL,
this follows from Proposition 2.3, as already noted in Subsection 2.4 (thus,
ω(v) = {0} or ω(v) = {κ} in this case). If pS < p < pJL and (1.8) fails, then
the relation follows from {φ∞} = α(v) 6= ω(v).
If pS < p < pJL and (1.8) is true, Proposition 4.1 applies. Let m be as
in the proposition. Suppose ω(v) = {φ∞}. Since z(φ∞ − φα) = ∞ for any
α > 0 (see [39] or [36]), for all sufficiently large s, the function v(·, s)−φ1 has
at least m + 1 zeros. Pick any such s and set α := es/(p−1). By the scaling
invariance of equation (1.1), we can write φ1(ρ) = α
−1φα(α−(p−1)/2ρ). Using
this and the relation between u and v (cp. (4.1)), we obtain, for t = T − e−s,
m+ 1 ≤ z(v(·, s)− φ1) = z(v(·, s)− e−s/(p−1)φα(e−s/2ρ))) = z(u(·, t)− φα),
and we have a contraction to Proposition 4.1.
To complete the proof of Theorem 1.8, it remains to show that ω(v) = {w˜}
implies the convergence
lim
s→∞
v(·, s) = w˜ (4.4)
in C1loc(R
N) (and not just in C1loc(R
N \{0}), the space used in the definition of
ω(v)), and that α(v) = {w} in conjunction with (1.8) implies the convergence
lim
s→−∞
v(·, s) = w (4.5)
in C1loc(R
N ). The latter is a simpler: (4.5) follows from the convergence in
C1loc(R
N \ {0}), the boundedness of v(·, s) as s→ −∞ (condition (1.8)), and
parabolic estimates.
The former can be proved similarly once we show that as s → ∞ the
function v(·, s) stays bounded on a neighborhood of the origin. For this,
we use a “no-needle” lemma, Lemma 2.14 of [20]. Consider the functions
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v(·, k+ ·), k = 1, 2, . . . . Since the sequence v(·, k) converges in C1loc(RN \{0})
to w˜, a bounded function, [20, Lemma 2.14] yields positive constants δ > 0,
M1 such that v(·, k + δ) ≤ M1 on RN for k = 1, 2, . . . . Making M1 larger if
necessary, we may also assume that w˜(0) < M1. Take now any a > M1 and
let wa be the solution of
wρρ +
N − 1
ρ
wρ − ρ
2
wρ − w
p− 1 + w
p = 0, ρ > 0,
w(0) = a, w′(0) = 0.
(4.6)
Then wa is defined (at least) on a small interval [0, R] and, making R > 0
smaller if needed, we have wa > M1 > w˜ on [0, R]. Since v(R, s) → w˜(R),
v(R, s) < wa(R) for all sufficiently large s. Since also v(r, k+δ) ≤M1 < wa(r)
for all r ∈ [0, R] and k = 1, 2, ..., we obtain from the comparison principle
that v(r, s) < wa(r) for all r ∈ [0, R] if s is large enough. This is the desired
estimate, from which (4.4) is proved easily.
We remark that the monotonicity of s 7→ z(v(·, s)− φ∞) implies that the
steady states w and w˜ in (1.11) satisfy z(w − φ∞) ≥ z(w˜ − φ∞).
5 Further results and applications
In the following theorem, we consider two classes of positive radial solutions
of (1.1) for p > pL. The first class consists of solutions which exhibit a type
II blowup and the second class of global solutions which decay to 0 with rate
slower than t−1/(p−1), or do not decay at all. As an application of our new
Liouville theorem, Theorem 1.6, we show that at least along a sequence of
times, the profiles of the solutions have a limit.
Theorem 5.1. Let p > pL and u be a positive radial solution of (1.1) in
R
N × (0, T ). Assume that
either T <∞, lim sup
t→T
(T − t) 1p−1‖u(·, t)‖∞ =∞ (type II blowup),
or T =∞, lim sup
t→T
t
1
p−1‖u(·, t)‖∞ =∞ (slow or no decay).
Then there exist tk → T such that
λ
2/(p−1)
k u(λkr, tk)→ φ1(r), λk :=
1
‖u(·, tk)‖(p−1)/2∞
, (5.1)
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uniformly in r ∈ [0,∞).
In the blowup case, this theorem is known to hold for any p ≥ pS under
the extra assumption that z(ut(·, t)) < ∞: a long and technically involved
proof can be found in [19]. The convergence in (5.1) plays a key role in [19]
in the study of blowup rates and profiles.
Proof of Theorem 5.1. The proof is based on doubling, scaling, one-dimen-
sional Liouville theorem, and Theorem 1.6.
Considering equation (1.1) on the time interval (δ, T ) instead of (0, T )
(where 0 < δ < T ) we may assume that
‖u(·, t)‖∞ is bounded for t ∈ (0, τ) whenever τ < T . (5.2)
Set
M(t) := ‖u(·, t)‖(p−1)/2∞ .
Our assumptions imply that there exist tk → T such that Mk := M(tk) >
2k/d(tk), where d(t) := min(
√
t,
√
T − t) (d(t) = √t if T = ∞). The Dou-
bling Lemma [30, Lemma 5.1] guarantees that, possibly after modifying the
sequence {tk}, the following additional condition is satisfied for k = 1, 2, . . . :
M(t) ≤ 2Mk whenever
√|t− tk| < k/Mk.
Set λk := 1/Mk. We claim that given any ε0 ∈ (0, 1) there exists
R0 = R0(ε0) such that for a suitable subsequence of k we have u(r, tk) <
ε0‖u(·, tk)‖∞ whenever r/λk > R0. Assume that no such R0 exist. Then we
can find (a subsequence of k still denoted by k and) rk such that rk/λk →∞
and u(rk, tk) ≥ ε0‖u(·, tk)‖∞. Set
Uk(ρ, s) := λ
2/(p−1)
k u(rk + λkρ, tk + λ
2
ks).
Then for k = 1, 2, . . . , Uk satisfies the equation
Us = Uρρ +
N − 1
rk/λk + ρ
Uρ + U
p,
Uk is bounded in {(ρ, s) :
√|s| < k, ρ ≥ −rk/λk} by a constant independent
of k, and Uk(0, 0) ≥ ε0. Since rk/λk →∞, (a suitable subsequence of) {Uk}
converges to a positive solution of (1.2) with N = 1, which contradicts the
corresponding Liouville theorem (see the second part of Theorem 1.1). The
claim is thus proved.
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Take now a decreasing sequence εj → 0. Using a diagonalization argu-
ment, we find a subsequence of k such that u(r, tk) < εj‖u(·, tk)‖∞ whenever
r/λk > Rj := R0(εj) and k is large enough.
Next set
Vk(ρ, s) := λ
2/(p−1)
k u(λkρ, tk + λ
2
ks). (5.3)
Then Vk satisfies the equation
Vs = Vρρ +
N − 1
ρ
Vρ + V
p,
Vk is bounded by 2 in {(ρ, s) : ρ > 0,
√|s| < k}, and Vk(·, 0) attains
its maximum 1 in the compact set {ρ : |ρ| ≤ R0} (since Vk(ρ, 0) ≤ ε0 for
ρ > R0). A suitable subsequence of {Vk} converges (in Cloc, for example) to a
positive solution of (1.2), hence to a steady state φα. Since maxVk(·, 0) = 1,
we have α = 1. Since Vk(ρ, 0) ≤ εj for ρ > Rj and k large enough, we see
that the convergence is uniform on [0,∞).
We now return to the classification problem for entire solutions satisfying
(1.8) (cp. Theorem 1.7). As mentioned in the introduction, we believe that
the statement of Theorem 1.7 holds also in the range pJL ≤ p < pL. We
can actually prove this, see Proposition 5.2 below, provided the following
condition on the energies of steady states of (2.2) is satisfied:
E(wa) < E(φ∞) for all a ∈ A. (5.4)
This looks plausible, although the proof may not be easy. One way (5.4)
could be verified is by proving the existence of a solution of (2.2) connecting
φ∞ to wa, for any a ∈ A. Then the monotonicity of the energy would give
(5.4) immediately. The question whether such connections indeed exist is
of independent interest. A positive answer would give an interesting infor-
mation on the variety of entire solutions of (2.2). What seems to be crucial
for establishing the connections is a description of the (global) bifurcation
diagram for the steady states of (2.2) when p decreases from pL down to pJL.
Optimally, one would prove that all classical steady states lie on bifurcation
branches emanating from the singular steady state at some bifurcation values
of p. If this could be proved, then there is hope that the connections can first
be established locally, near bifurcation points, then globally by continuation,
somewhat in the spirit of [9, Section 3].
35
Proposition 5.2. Let pJL ≤ p < pL. Assume (5.4). If u is a positive radial
bounded solution of (1.2) satisfying (1.8), then lim
t→∞
‖u(·, t)‖∞ = 0 (i.e. u is
a homoclinic solution to the trivial steady state).
Proof. Assume pJL ≤ p < pL. Let u be a positive radial bounded solution
of (1.2) satisfying (1.8) and let C be the constant from (1.8). Set AC :=
A∩ [0, C]. As proved in [29], the set AC is finite. Using (5.4), we find ε > 0
such that
ε < E(φ∞)− max
a∈AC
E(wa). (5.5)
Using Proposition 4.1 and the same arguments as in the proof of The-
orem 1.7, one shows that ω(u) = {φα} for some α ∈ [0,∞). We need to
prove that α = 0. Suppose for a contradiction that α > 0. Set uk(r, t) :=
k2/(p−1)u(kr, k2t). Then uk is a positive radial bounded solution of (1.2) satis-
fying (1.8) and ω(uk) = {φk2/(p−1)α}. Notice that φk2/(p−1)α ր φ∞ as k →∞.
Therefore, we can find k and T such that E(uk(·, T − 1)) > E(φ∞) − ε.
Let vk be the rescaled function corresponding to uk and T . Then vk(·, 0) =
uk(·, T − 1), hence E(vk(·, 0)) > E(φ∞) − ε. Assumption (1.8) guarantees
that
|vk(0,− log(T − t))| = (T − t)−1/(p−1)k2/(p−1)u(0, k2t)
≤ C(T − t)−1/(p−1)k2/(p−1)(k2t)−1/(p−1)
→ C as t→ −∞,
hence α(vk) = {wa} for some a ∈ AC , E(wa) > E(vk(·, 0)) > E(φ∞)− ε and
we have a contradiction to (5.5).
Remark 5.3. Condition (5.4) is also sufficient for the validity of Theorem 1.8
for pJL ≤ p ≤ pL (cp. Remark 1.11). Indeed, the proof of Theorem 1.8 as
given above applies in the case pJL ≤ p ≤ pL with a single exception of the
argument we used for proving the relation ω(v) 6= {φ∞} in the case that
α(v) = {wa} for some a ∈ A. Obviously, if (5.4) holds, then instead of that
argument one can simply refer to the monotonicity of the energy functional.
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