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The topological features of quantum many-body wave functions are known to have profound consequences for
the physics of ground-states and their low-energy excitations. We describe how topology influences the dynamics
of many-body systems when driven far from equilibrium. Our results are succinctly captured by a nonequilibrium
topological classification that can be used to predict universal aspects of generic isolated quantum systems as
they evolve unitarily in time. By analogy to the classifications used to describe systems in equilibrium, we
consider two short-ranged entangled wave functions to be topologically equivalent if they can be interconverted
via finite-time unitary evolution governed by a symmetry-respecting Hamiltonian. We demonstrate that this
definition captures the salient features of these systems in a broad range of nonequilibrium scenarios. As well as
providing conceptual insights into the constraints imposed by topology on many-body dynamics, we discuss the
practical implications of our findings. In particular, we show that the characteristic zero-frequency spectroscopic
peaks associated with topologically protected edge modes will be broadened by external noise only when the
system is trivial in the nonequilibrium classification.
DOI: 10.1103/PhysRevResearch.1.033204
I. INTRODUCTION
Since the theoretical prediction [1–3] and subsequent ex-
perimental observation [4,5] of topological insulators in two
and three spatial dimensions, there has been enormous interest
in understanding the role of topology in band insulators and
superconductors. A milestone in this field was the classifica-
tion of all topological phases that can be described by non-
interacting fermions with nonspatial symmetries [6,7]. One
of the attractive features of these phases is their robustness
to weak interactions, which are inevitably present in any
experimental setting.
However, when one enters the regime of strong many-
body interactions, two phenomena must be accounted for.
On the one hand, some free-fermion phases become trivial
in the many-body context, leading to a reduction in their
classification [8–10]. On the other, strong interactions open
up the possibility of realizing new topological phases which
have no noninteracting analog. A long-known example occurs
in integer-spin chains, which host a topologically nontrivial
phase of matter known as the Haldane phase [11–13].
In understanding exactly how these phases differ from
their trivial counterparts, a useful unifying framework has
emerged which naturally incorporates both noninteracting and
strongly interacting systems. In this framework, the afore-
mentioned examples are all symmetry-protected topological
phases (SPTs): each possesses a ground state which cannot
be connected to a trivial state by adiabatically varying the
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Hamiltonian without closing the gap or explicitly breaking
the relevant symmetries [14]. This is a natural construction
for characterizing systems at zero temperature; however, it
is reasonable to ask whether a different construction may be





FIG. 1. Illustration of equilibrium vs nonequilibrium topological
classification. Black dots represent various short-ranged entangled
wave functions that respect a certain symmetry group G. (a) In
equilibrium, wave functions are classified into sets (blue circles)
according to whether each can be adiabatically connected through
a family of symmetry-respecting Hamiltonians Hλ parametrized
by λ ∈ [0, 1] (blue arrows). (b) The nonequilibrium classification
partitions wave functions into sets (red ellipses) according whether
each can be connected through some finite-time unitary evolution
U (t, t0 ) = T exp[−i
∫ t
t0
dt ′H (t ′)] (T = time ordering) governed by
a Hamiltonian H (t ′) that respects the symmetries in G (red arrows).
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The dynamics of systems far from equilibrium is one
scenario that cannot be captured by a ground state. Such far-
from-equilibrium dynamics is of particular current interest in
light of recent developments of a wide variety of experimental
platforms in which the coherent quantum dynamics of many-
particle systems can be studied. Recently, theoretical progress
has been made in generalizing notions of topology to this
setting. This includes studying periodically driven Hamilto-
nians, whose Floquet eigenstates can be topologically char-
acterized [15–20], as well as identifying fingerprints of static
topological phases in quench dynamics [21–26]. In addition to
these works, which describe features of the system’s trajectory
over time, the instantaneous topological properties of wave
functions undergoing time evolution have also been studied
[27,28]. In this approach, the time dependence of noninteract-
ing bulk indices can be understood, allowing one to system-
atically characterize noninteracting free-fermion systems far
from equilibrium [29,30]. However, the techniques applied in
these previous studies are specific to noninteracting systems,
and do not generalize to strongly interacting SPT phases.
In this paper, we provide a framework for classifying the
topology of many-body wave functions using a construction
that applies naturally to nonequilibrium scenarios, and that
can be generalized beyond free fermions. In place of the equi-
librium approach, in which one differentiates between phases
according to whether they can be adiabatically deformed
between each other via a series of gapped symmetric Hamil-
tonians, here we consider wave functions to be equivalent if
they can be deformed into each other via finite-time unitary
evolution governed by a (possibly time-dependent) Hamilto-
nian that respects the relevant symmetries. The subextensive
evolution time ensures that this constitutes a relationship
between short-ranged entangled wave functions, and thus
plays the role of the bulk gap in equilibrium. As illustrated
in Fig. 1, one can construct equivalence classes under this
relation, which constitute the nonequilibrium topological clas-
sification.
The “deformations’ which one is permitted to make to
identify wave functions in this classification are more gen-
eral than those permitted by the more familiar equilibrium
classification. Adiabatic evolution through a series of gapped
symmetric Hamiltonians ensures that the wave function re-
spects all symmetries at all times. However, the same is
not necessarily true for unitary evolution under a symmetric
Hamiltonian. It may be possible to construct a unitary evolu-
tion between two symmetric wave functions where the wave
function at intermediate times does not respect the symmetry
of the governing Hamiltonian. This phenomenon, which we
have called dynamically induced symmetry breaking [29],
leads to a reduced nonequilibrium classification compared to
that in equilibrium.
When this framework is applied to free-fermion systems,
previously established results concerning the dynamics of
topological bulk invariants can be understood. Specifically,
the bulk indices of the time-evolved state (as studied in
Ref. [30]) provide labels for those nonequilibrium topological
classes that have a noninteracting representation. The con-
struction presented here has the advantage that it naturally
generalizes to interacting systems, where the noninteracting
bulk indices do not apply. In this case, to explicitly compute
TABLE I. Nonequilibrium classifcation of 1D fermionic and
bosonic interacting SPT phases protected by onsite symmetry group
G = GT × ZT2 or G = GT  ZT2 , given by the data (7). The group GT
is realized unitarily and ZT2 = e, T , where T represents time reversal,
and is realized antiunitarily. ZT,F4 is the cyclic group {1, T, Pf , T Pf },
representing time-reversal symmetry and fermion parity P f for half-
integer spin fermions. Here, “trn” denotes translational invariance,
and (n, m) is the greatest common divisor of integers n and m. The
nonequilibrium classification for symmetry groups only featuring
unitary elements is identical to the equilibrium classification, which
can be found in Ref. [35]. Important bosonic symmetry classes are
bosonic topological superconductors (ZT2 ), bosonic topological insu-
lators [U (1)  ZT2 ], and S
z-conserving spin chains without a mag-
netic field [U (1) × ZT2 ]. We also include some fermionic systems
which are interacting analogs of the noninteracting symmetry classes
within the 10-fold way; the Cartan labels for the corresponding
Altland-Zirnbauer class are also given in brackets.
Symmetry group Equilibrium Non-equil.
Bosonic
ZT2 Z2 0
ZT2 × trn Z2 0
U (1) × ZT2 Z2 × Z2 0
U (1) × ZT2 × trn Z2 × Z2 0
U (1)  ZT2 Z2 × Z2 0
U (1)  ZT2 × trn Z × Z2 Z
Zn × ZT2 Z2 × Z(2,n) 0
Zn  ZT2 Z2 × Z(2,n) 0
Zn × Zm × ZT2 Z2 × Z(2,n) × Z(2,m) × Z(2,n,m) Z(2,n,m)
SO(3) × ZT2 Z2 × Z2 Z2
Fermionic
ZF2 × ZT2 (BDI) Z8 Z2
ZT,F4 (DIII) Z2 0
U (1) × ZT2 (AIII) Z4 0
the classification, one must adopt the theoretical technology
used to describe short-ranged entangled many-body wave
functions, namely, matrix-product states [31,32] (MPS) and
their generalization to higher dimensions [33,34].
Through studying all possible symmetry-respecting MPS
wave functions a classification scheme SPT phases in equi-
librium has been presented. The equilibrium classification in
d spatial dimensions is given by the (d + 1)th cohomology
group H(d+1)[G,UT (1)] [35] (although this analysis misses
some exotic “beyond-cohomology” phases in higher dimen-
sions [36]).
By utilizing these cohomological techniques, we identify
the differences in the structure of MPS and related states
before and after some generic time evolution, and distinguish
structures that can or cannot change during the evolution pro-
cess. This gives us the means to compute the nonequilibrium
classification explicitly, which we present for systems with
various physically relevant symmetries in Tables I and II.
Thanks to the naturalness and generality of its construction,
the nonequilibrium classification has many physical conse-
quences which are reflected in the dynamics of systems which
exhibit SPT order. In particular, quantities which are rele-
vant for topological phases in equilibrium exhibit universal
behavior in nonequilibrium scenarios. For example, after
some generic time evolution starting in an SPT phase, one
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TABLE II. Nonequilibrium classification of bosonic interacting symmetry-protected topological orders in physical spatial dimensions, as
captured by Eq. (13). Systems are protected by various onsite symmetry groups G = GT × ZT2 or G = GT  ZT2 , where GT is realized unitarily
and ZT2 = e, T , where T represents time reversal, and is realized antiunitarily. Here, (n, m) is the greatest common divisor of integers n and
m. The nonequilibrium classification for symmetry groups without the time-reversal part are identical to the equilibrium classification, which
can be found in Ref. [35]. For each symmetry group, we provide two rows, the first being the equilibrium classification taken from Ref. [35],
and the second being the nonequilibrium classification discussed in Sec. IV derived in Appendix A. Systems with translational invariance also
possess weak indices, which out of equilibrium are still given by products of the nonequilibrium classification in lower spatial dimensions.
Spatial dimension d
Symmetry group 0 1 2 3
ZT2 0 Z2 0 Z2
0 0 0 0
U (1) × ZT2 0 Z×22 0 Z×32
0 0 0 0
U (1)  ZT2 Z Z2 Z2 Z
×2
2
Z 0 0 0
Zn × ZT2 Z(2,n) Z2 × Z(2,n) Z×2(2,n) Z2 × Z×2(2,n)
Z(2,n) 0 Z(2,n) 0
Zn  ZT2 Zn Z2 × Z(2,n) Z×2(2,n) Z2 × Z×2(2,n)
Zn 0 Z(2,n) 0
Zn × Zm × ZT2 Z(2,n) × Z(2,m) Z2 × Z(2,n) × Z(2,m) × Z(2,n,m) Z×2(2,n) × Z×2(2,m) × Z×2(2,n,m) Z2 × Z×2(2,n) × Z×2(2,m) × Z×4(2,n,m)
Z(2,n) × Z(2,m) Z(2,n,m) Z(2,n) × Z(2,m) × Z(2,n,m) Z×2(2,n,m)
SO(3) × ZT2 0 Z×22 Z2 Z×32
0 Z2 0 0
can identify whether the entanglement spectrum will re-
main gapless or become gapped [37], and whether string
order parameters remain nonzero [38–40]. These information-
theoretic quantities naturally witness the changes of topology
in the many-body wave function which occur under unitary
evolution. We also establish a link between the classification
and more directly observable quantities, namely, spectroscopy
measurements, which are used to identify gapless modes at the
boundaries of SPT phases in equilibrium. Under very general
conditions, we show that the presence of low-frequency classi-
cal noise will only broaden these characteristic spectral peaks
when the system belongs to a trivial class in the nonequilib-
rium classification. These results are highlighted in the context
of a recent experiment realizing an SPT phase in a chain of
Rydberg atoms [41].
In Sec. II, we review how projective symmetry representa-
tions can be used to classify one-dimensional (1D) SPT phases
in equilibrium. We then apply these methods to construct the
1D nonequilibrium classification in Sec. III. Section IV uses
the same guiding principles to calculate the nonequilibrium
classification in higher dimensions, making use of the group
cohomology methods introduced in Ref. [35]. We discuss the
consequences of our results for directly observable quantities
in Sec. V, before concluding in Sec. VI.
II. PROJECTIVE REPRESENTATIONS
AND 1D SPT PHASES
We begin by reviewing how interacting symmetry-
protected topological phases of bosons can be understood and
classified in 1D systems through studying projective represen-
tations of the symmetry group, which was first described in
Refs. [42–46]. We consider the ground-state wave functions of
local 1D gapped bosonic systems which do not spontaneously
break the symmetry of the Hamiltonian. As is well known,
such states are well approximated by matrix-product states
(MPS) due to their area-law entanglement [47,48]. The MPS









· · · A[N]iN
] |i1, i2, . . . , iN 〉 . (1)
Here, |i1, i2, . . . , iN 〉 is a product state labeled by the on-
site quantum numbers {ik = 1, . . . , s} for local dimension
s, and each A[k]ik is a D × D matrix that parametrizes the
wave function. Although the bond dimension D is arbitrary,
a wave function with area-law entanglement can be efficiently
captured using some fixed finite choice of D.
Different quantum phases are understood to be captured
by ground-state wave functions that cannot be continuously
connected between one another via local unitary operations
[14]. States that can be connected to a trivial reference state
in this way are termed short-ranged entangled (SRE). In 1D,
if a gapped Hamiltonian has a unique ground state, then it is
necessarily SRE; thus, all nondegenerate ground states belong
to the same phase. The states we consider in this paper have
no spontaneously broken symmetries, and will all be SRE.
This implies certain (generalized) injectivity conditions on the
relevant wave-function ansatz, which we implicitly assume
from hereon (see Refs. [43,49] for details).
However, if the Hamiltonian respects a symmetry
that is not spontaneously broken, then wave functions
can be considered as inequivalent if they cannot be
continuously connected via local symmetry-respecting unitary
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operations.1 The physical relevance of this construction to the
zero-temperature properties of many-body systems becomes
apparent when one interprets this unitary operation as an
adiabatic evolution through a series of gapped symmetric
Hamiltonians. A set of wave functions which are all mutually
equivalent in this sense constitutes an SPT phase.
If one insists that the wave function respects a symmetry
with symmetry group G, then this imposes restrictions on the
A[k]ik . If the symmetry is realized by an onsite unitary represen-
tation on the Hilbert space u(g) ⊗ u(g) ⊗ · · · ⊗ u(g), where
each unitary u(g) is an s × s matrix acting on one site only,
then the condition for |〉 to respect the symmetry is [45]
s∑
j=1
u(g)i jA j = α(g)R−1(g)AiR(g), (2)
where α(g) is a scalar, R(g) is a D × D matrix, and we
have assumed translational invariance, dropping the super-
script labels on the A. Importantly, to be consistent with the
group structure of G, the matrices R(g) need only respect the
multiplication rule of G up to a phase factor [42]: R(g1g2) =
ω(g1, g2)R(g1)R(g2), where ω(g1, g2) is a modulus-1 com-
plex number known as the factor system. This implies that
the R(g) form a projective representation of the symmetry
group G. It was shown [43] that wave functions belong to the
same SPT phase if and only if their projective representations
are equivalent, in the sense that they can be related through
multiplying one by a linear representation. [This equivalence
relation is captured by the second cohomology group of G:
ω ∈ H(2)(G,C), see Sec. IV]. Note also that α(g), which
must form a 1D linear representation of G, is a good quan-
tum number only when translational invariance is imposed,
while the structure of R(g) persists even when translational
invariance is broken [43]. Therefore, when the ground state
respects an onsite unitary symmetry with group G, SPT phases
are characterized by the following:
1. the equivalence class of the projective representation
of G, ω(g1, g2) ∈ H2(G,C);
2. (translational invariance only) the 1D linear
representation α(g) ∈ G. (3)
Here, G is the group of 1D linear representations of G.
The analysis when G features antiunitary (time-reversal)
elements follows similarly. In this case, G will factorize
as G = GT × ZT2 or G = GT  ZT2 , where the group ZT2 ={1, T } contains the time-reversal-symmetry (TRS) generator,
and the choice depends on whether time-reversal commutes
with the other group elements or not.2
1We distinguish a unitary operator Û which respects the sym-
metries from a unitary operator e−iĤt generated by a symmetry-
respecting Hamiltonian.
2Most generally, G is a group extension of its unitary subgroup GT
by an antiunitary group ZT2 : 1 → GT → G → ZT2 → 1 which might
not split as a direct or semidirect product [72]. A notable exception
is half-integer-spin fermionic systems with a time-reversal symmetry
satisfying T 2 = Pf (Pf is the fermion parity operator), which has a
ZT4 structure {I, T, Pf , T Pf }.
Time reversal T acts on the Hilbert space as V (T ) = v ⊗
v ⊗ · · · ⊗ v K , where K is the complex conjugation operator
and v is an onsite unitary. For the bosonic spin systems
considered in the majority of this paper, one can assume that
vv∗ = 1 without loss of generality. (In a system for which
vv∗ = −1, the unit cell can be doubled, after which one has
vv∗ = 1 [43].)
Just as for unitary symmetries, the MPS can be classified
according to the way in which it transforms under the action of
the symmetries. The unitary subgroup GT generates the same
data as described above. In addition to this, the MPS must
also transform consistently under the action of the antiunitary





j = M−1AiM (4)
for some D × D matrix M. To be consistent with the ZT2
group product T 2 = 1, we must have MM∗ = β(T )1, where
β(T ) = ±1 [45]. The two choices of β(T ) capture the differ-
ent projective representations of ZT2 .
The objects so far ω(g1, g2), α(g), β(T ) quantify how
the group product is represented for GT and ZT2 separately;
however, one also needs to understand how group products
between unitary and antiunitary elements are realized. By
applying the symmetries (2) and (4) in different orders, the
authors of Ref. [45] demonstrated that, when G = GT × ZT2
(i.e., T gT = g), the projective representations must satisfy a
projective commutation relation
M−1R(g)M = γ (g)R(g)∗, (5)
where γ (g) is a phase factor that forms a linear 1D repre-
sentation of GT . The representation γ (g) is only uniquely
determined up to multiplication by some other 1D repre-
sentation which is the square of another 1D representation
[which can be absorbed into R(g)]. Different elements of G/G2
therefore represent distinct SPT phases, where G is the group
of 1D representations of GT , and G2 is the group of those
representations which are squares of other representations.
When G = GT  ZT2 , one replaces R(g) with R(g−1) on the
right-hand side to account for the fact that elements of GT do
not commute with time reversal.
On the one hand, this relation, which follows from the pres-
ence of an additional antiunitary symmetry T , serves to extend
the possible topological phases compared to the unitary case
since different representations γ (g) correspond to different
phases. On the other hand, combining this relation with (2),
one finds that ω(g1, g2) and α(g) are restricted to square to
unity, which implies that some of the phases that existed under
the symmetry GT are not compatible with the presence of TRS
(specifically, those with ω2 = 1 or α2 = 1). To summarize,
different topological phases under an onsite symmetry group
GT × ZT2 featuring a time-reversal part are as follows:
1. the equivalence class of the projective representation
of G, ω(g1, g2), which must satisfy ω
2 = 1;
2. (translational invariance only) the 1D linear
representation α(g), which must satisfy α2 = 1;
3. the projective representation of ZT2 , β(T ) = ±1;
4. the projective commutation relation between symmetry
transformations in G0 and Z
T
2 , γ (g) ∈ G/G2. (6)
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Note that while the above refers to bosonic models,
fermionic models can also be captured using the same argu-
ments through a Jordan-Wigner transformation [45]. In that
context, one must also include phases which result from a
spontaneous breaking of the ZP2 fermion parity symmetry,
which results in boundary Majorana modes.
Understanding the way that TRS both enhances and re-
stricts the topological classification compared to the case
where G = GT will be central to our understanding of these
phases when out of equilibrium.
III. NONEQUILIBRIUM SPT CLASSIFICATION IN 1D
The methods described in the previous section allow one to
explicitly compute the equilibrium topological classification
for 1D bosonic systems [14,45]. The data regarding linear and
projective representations of the symmetry group [Eqs. (3)
and (6)] fully determine whether one ground state can be
deformed into another via adiabatic evolution along a path of
symmetry-respecting Hamiltonians [Fig. 1(a)]. In this section,
we describe how these techniques can be further applied
to compute the nonequilibrium classification, which speci-
fies whether one symmetry-respecting short-ranged entangled
wave function can be deformed into another via finite-time
unitary evolution governed by a symmetry-respecting Hamil-
tonian [Fig. 1(b)].
The key difference between the equilibrium and nonequi-
librium deformation procedures is the possibility that unitary
(nonadiabatic) evolution between symmetry-respecting SRE
wave functions |1〉 and |2〉 may proceed via states which
at intermediate times do not respect all the symmetries of
the Hamiltonian [29]. In particular, those symmetries that
are realized antiunitarily (e.g., time-reversal symmetry) are
generically broken under unitary evolution; we refer to this as
dynamically induced symmetry breaking. One can understand
this since the factor of i in the time-evolution operator is not
invariant under an antiunitary operator: Te−iĤt T −1 = e+iĤt .
(Note that our nonequilibrium construction allows the Hamil-
tonian to vary in time itself, so long as it remains symmetry
respecting; in that case, a similar equation can be derived for
the time-evolution operator.)
We specify that the unitary evolution occurs over a finite
time; however, this condition should be made precise. We
require that the time evolution can be accurately captured
by some finite-depth unitary circuit. For a generic system
with a local Hamiltonian, this implies that the evolution
time is less than Lsys/vLR, where Lsys is the system size and
vLR is a Lieb-Robinson velocity. The locality properties of
an adiabatic deformation and of a finite-time evolution are
therefore equivalent since the former can also be captured by
a finite-depth unitary circuit [14]. Importantly, in both cases
the wave function is always amenable to a matrix-product
state description (albeit with a bond dimension that typically
grows exponentially in time [50]). As such, the methods
described in the previous section can be readily applied to the
nonequilibrium construction.
One must therefore distinguish between a unitary circuit
that is itself symmetry respecting (adiabatic deformation)
from a unitary circuit generated by a symmetry-respecting
Hamiltonian (finite-time unitary evolution). The latter is
strictly more general than the former, which implies that
the nonequilibrium classification will be a subgroup of the
equilibrium classification.
With the above in mind, let us first consider a system which
respects a group of onsite unitary symmetries G = GT . If two
GT -symmetric wave functions |1〉 and |2〉 are in the same
nonequilibrium topological class, then by definition one can
specify a unitary time evolution |(t )〉 satisfying |(0)〉 =
|1〉, |(1)〉 = |2〉. The initial state |1〉 will be topologi-
cally characterized by the data described in Eqs. (3). Because
all symmetries are realized unitarily and the time evolution
is over a finite time, the wave functions at intermediate times
respect all the same symmetries and remain SRE, and thus
can be characterized in the same way. Since the topological
data are discrete and well defined for times 0  t  1, they
cannot change under such a unitary evolution. Thus, if |1〉
and |2〉 belong to different equilibrium topological phases,
then such a unitary path is impossible. We conclude that
the nonequilibrium topological classification for systems with
only unitary symmetries is the same as the familiar equilib-
rium classification.
Now consider the case where the system also respects a
time-reversal symmetry G = GT × ZT2 , so that the initial state
is characterized by the data in Eq. (6). (The GT  ZT2 case
proceeds in the same way.) Because of dynamically induced
symmetry breaking, the wave function at intermediate times
will only respect the symmetries in GT . This means that for
0 < t < 1, some of the topological data used to characterize
the states at t = 0, 1 may not be well defined. In particular,
we expect that β(T ) and γ (g), each of which relate to the
matrix M in Eq. (4), become meaningless. Therefore, even
if |1〉 and |2〉 have different β(T ), γ (g) [but the same
ω(g1, g2) and α(g)], they can still be connected via finite-
time unitary evolution under a symmetry-respecting Hamil-
tonian. If they differ with respect to ω, α, which are both
still well-defined along the trajectory, then they cannot be
connected in this way, and belong to different nonequilibrium
classes.
The objects that can still distinguish wave functions in the
nonequilibrium classification are simply those that charac-
terize the equilibrium topology of systems that only respect
the symmetry subgroup GT . Note, however, that the nonequi-
librium classification is not simply given by the equilibrium
classification of this reduced symmetry group since the states
|1〉, |2〉 must belong to phases that are compatible with the
full symmetry group GT × ZT2 . From Eq. (6), we see that TRS
requires the representations to satisfy ω2 = 1, α2 = 1, which
comprise only a subgroup of the equilibrium classification for
GT -symmetric systems.
In summary, the nonequilibrium classification comprises of
all possible combinations of the following data:
1. the equivalence class of the projective representation
of G, ω(g1, g2), which must satisfy ω
2 = 1;
2. (translational invariance only) the 1D linear
representation α(g) which must satisfy α2 = 1. (7)
The nonequilibrium classification we describe in this paper
is formally equivalent to the construction we presented in
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Refs. [29,30] when applied to free fermions. In those works,
rather than describing equivalences between two symmetry-
respecting SRE wave functions, we demonstrated how to
capture the topological properties of a wave function after
some generic quench protocol, starting from the ground state
of a symmetry-respecting Hamiltonian. Again in that con-
text, it is the dynamical breaking of antiunitary symmetries
which reduces the classification compared to in equilibrium.
The previous approach clearly shows how our results are of
direct applicability to quench protocols, however, our con-
struction is closely analogous to the equilibrium classifica-
tion, and has an intrinsic relevance to nonequilibrium pro-
tocols beyond quenches. Directly observable physical conse-
quences of the nonequilibrium classification therefore emerge
in these scenarios; we discuss some of these consequences in
Sec. V.
Having described how the nonequilibrium classification
can be constructed for interacting SPT phases in 1D, we tab-
ulate some examples for physically relevant symmetry groups
in Table I. In many cases, the nonequilibrium classification is
trivial since the equilibrium classification of GT (without the
TRS part) is itself trivial. More subtle cases include the time-
reversal-invariant spin chains with full rotation invariance
SO(3) × ZT2 . In this case, the equilibrium classification is
Z2 × Z2; the first group factor accounting for β(T ) = ±1 and
the second accounting for the two projective representations
of SO(3) [which are integer-spin and half-integer-spin linear
representations of its double cover SU(2)]. Only the latter
object is well defined once TRS is dynamically broken, and
so the nonequilibrium classification reduces from Z2 × Z2
to Z2.
We can also make connection with our previous results
on nonequilibrium classifications of free-fermion systems
[29,30] using the Jordan-Wigner transform approach [45].
In that context, the fermion systems belong to one of 10
Altland-Zirnbauer symmetry classes [51], which can then be
reinterpreted as symmetry groups of the auxiliary spin system
(although in some cases one needs to specify whether the
free Hamiltonian represents a superconductor or an insulator
[52]). Spinless superconductors with time-reversal symmetry
are in class BDI in the free case and possess a ZF2 × ZT2
symmetry group in the many-body language (ZF2 represents
fermion parity, while ZT2 is time-reversal symmetry with
T 2 = +1). Our finding in Ref. [29] that the noninteracting
time-evolved state is only characterized by the Z2 subgroup
of the equilibrium classification Z is consistent with the inter-
acting picture. When interactions are added, the equilibrium
classification is reduced from Z to Z8, consisting of one
trivial phase, three phases where T, Pf are unbroken, but TRS
is projectively realized, and four phases where the fermion
parity symmetry is spontaneously broken, and T is realized
linearly or projectively. After TRS is dynamically broken,
the first three nontrivial phases are all indistinguishable from
the trivial phase, and the latter four phases remain nontrivial,
but mutually indistinguishable, hence, the Z2 nonequilibrium
classification, the same as in the noninteracting case. We
find similar agreement for spinful time-reversal-symmetric
superconductors with (AIII) and without (DIII) U (1) spin-
rotation invariance (because T 2 = Pf , we use ZT,F4 , the cyclic
group {I, T, Pf , T Pf }).
IV. EXTENDING TO HIGHER DIMENSIONS
The arguments regarding projective representations of the
symmetry groups are specific to 1D since they rely on the
matrix-product state ansatz (1). To generalize to higher-
dimensional systems whose ground states possess area-law
entanglement, one must consider more general tensor-network
states, such as projected entangled-pair states (PEPS) [33,34].
As described in Ref. [35], the natural algebraic structure
for classifying bosonic SPT phases in this context is the
cohomology group H1+d [G,UT (1)], where d is the spatial
dimension, and UT (1) is defined below. (Note that this con-
struction excludes systems with mixed gauge-gravity anoma-
lies and surface intrinsic topological order [36,53–55]; we do
not specifically analyze those systems here, but expect that
the same principles can be used to analyze them.) A full
introduction to group cohomology and its relevance to SPT
phases can be found in Ref. [35]; however, we will briefly
summarize its structure here.
The principles underpinning how SPT phases are classified
in higher dimensions are no different from 1D, but some
technical aspects of the arguments are altered. It turns out
to be more convenient not to explicitly separate TRS from
the unitary symmetries as we did above, (which previously
resulted in additional data β, γ ). This can be achieved by
specifying how the symmetry transformations g ∈ G act on
wave functions, such that the antiunitary nature of TRS is
captured. To be specific, each element g ∈ G acts on complex
phases a ∈ U (1) via the product g · a such that g · a = a∗ if g
is antiunitary, and g · a = a otherwise. UT (1), which consists
of the Abelian group U (1) combined with the center dot
operation (·) is referred to as a G module.
The key object used in Sec. II was the factor system of the
projective representation ω(g1, g2), which quantifies how the
representation fails to respect the group product R(g1)R(g2) =
ω(g1, g2)R(g1g2). If TRS is included within G, then the factor
system ω : G2 → UT (1) is formally a map from two group
elements to the G module UT (1) which is the only object
needed to specify an SPT phase. The structure of these maps
can be understood in the framework of group cohomology,
which more generally concerns maps from n group elements
to an arbitrary G module M. The space of such maps is
denoted Cn[G, M] = {ω : Gn → M}.
Now, define a “differential” operator dn : Cn[G, M] →
Cn+1[G, M] which returns a function of (n + 1) elements
of G:
(dnω)(g1, . . . , gn+1)





× (g1, . . . , gi−1, gigi+1, . . . gn). (8)
The precise form of the differential operator is not impor-
tant; we need only know that dn is a homomorphism, and
dn+1 ◦ dn = 0. This last identity justifies the nomenclature
since the same identity is satisfied by the exterior derivative
in differential geometry.
One considers the infinite family of groups {Cn[G, M] :
n  0} (where we understand C0[G, M] = M) along with the
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maps {dn} between them, which together constitute a cochain
complex
C0[G, M] d0−→ C1[G, M] d1−→ C2[G, M] d2−→ C3[G, M] d3−→ · · · .
(9)
An element of Cn[G, M] is referred to as an n-cochain.
If an n-cochain ωn can be written ωn = dn−1ωn−1 for some
ωn−1 (i.e., ωn ∈ im dn−1), one says that it is exact, and if
it satisfies dnωn = 0 (i.e., ωn ∈ ker dn), then one says that
it is closed. From dn+1 ◦ dn = 0, all exact n-cochains are
closed. However, not all closed cochains are exact. The nth
cohomology group of this complex quantifies this asymmetry;
it is defined as the quotient group
Hn[G, M] := ker(dn)/ im(dn−1), (10)
or in words, “the equivalence classes of cochains that are
closed, but cannot be interconverted through multiplying by
an exact cochain.” If, for a particular G module M, all closed
chains are exact, then every cohomology group is trivial, and
the sequence (9) is a long exact sequence.
Returning to the 1D case, the natural quantities to
deal with are elements of C2[G,UT (1)]. Note, however,
that not all such functions from G2 to UT (1) are valid
projective representations. One can think of the condi-
tion that ω ∈ ker(d2) as a statement that ω is the factor
system of a valid projective representation. Two projec-
tive representations ω,ω′ are considered to be equivalent
if they are related by a 1D linear representation through
ω(g1, g2) = ω′(g1, g2)β(g2)s(g1 )β(g1)/β(g1g2) for some β ∈
C1[G,UT (1)] [14] since such a change can be absorbed into
α(g) in Eq. (2). Here, s(g1) = ±1 depending on whether g1
is an antiunitary element. This equivalence of ω,ω′ can be
written as ω = ω′ × (d1β ), which means that they belong to
the same class in H2[G,UT (1)], and represent the same SPT
phase. Conversely, if ω and ω′ are in different classes of
H2[G,UT (1)], then they correspond to different SPT phases.
For higher dimensions, different SPT phases are captured by
elements of H1+d [G,UT (1)] [35].
We now describe how the above construction of cohomol-
ogy groups can be applied to our nonequilibrium classifica-
tion. As in 1D (see Sec. III), we must consider a unitary
evolution |(t )〉 between symmetric SRE wave functions |1〉
at t = 0, and |2〉 at t = 1. Dynamically induced symmetry
breaking means that at intermediate times 0 < t < 1, |(t )〉
will respect only a subgroup of the symmetries GT  G, in
which only unitary elements are kept. We must understand
which topological data remain well defined throughout the
evolution since only these data will restrict whether |1〉 and
|1〉 can be unitarily connected.
At time t = 0, the object ω0 ∈ Cn[G,UT (1)], which be-
longs to one of the equivalence classes of Hn[G,UT (1)],
characterizes how an initial PEPS state |1〉 (or other wave-
function ansatz) transforms under the full symmetry group
G in dimension d = n − 1. However, |(t > 0)〉 can only be
understood through its behavior under symmetry transforma-
tions within the subgroup GT . We should therefore take the
function ω0 : Gn → UT (1) and restrict it to the domain GnT ,
yielding ωT := ω0|GT . This object is sufficient to characterize
the topology of |(t )〉, but does not do so uniquely. For the
same reasons as in equilibrium, we must identify how ωT fits
into the cohomology group corresponding to the reduced set
of symmetries.
Note that ωT is an element of Cn[GT ,U (1)] [we drop the
subscript T on the module since by definition all elements of
GT are unitary and have trivial action on UT (1)]. The groups
Cn[GT ,U (1)] form their own cochain complex, and for each
n we can define the restriction map Resn : Cn[G,U (1)] →
Cn[GT ,U (1)], defined as above. Importantly, the restriction
map is a homomorphism, and the following diagram is com-
mutative [56]:
C0[G,UT (1)]
do−→ C1[G,UT (1)] d1−→ C2[G,UT (1)] d2−→ · · ·⏐⏐res0 ⏐⏐res1 ⏐⏐res2
C0[GT ,U (1)]
dT0−→ C1[GT ,U (1)]
dT1−→ C2[GT ,U (1)]
dT2−→ · · ·
(11)
i.e., restriction preserves which elements are exact and which
are closed. Here, we use dTn to denote the differential maps on
the bottom cochain complex. It is well known in cohomology
that this restriction from G to any subgroup in turn induces a
homomorphism on the cohomology groups, called the restric-
tion functor [56]
Resn : Hn[G,UT (1)] → Hn[GT ,U (1)]. (12)
We use a capitalized Resn to denote the restriction functor on
cohomology groups.
To construct Resn explicitly, one can consider how the
restriction map Resn affects the components of Eq. (10).
First, consider ker(dn), i.e., the group of closed n-cochains
within Cn[G,UT (1)]. Since the differentials and restrictions
commute, any closed element of Cn[G,UT (1)] will still
be closed when restricted to an element of Cn[GT ,U (1)].
Restriction therefore defines a map between the two kernels
Resn : ker(dn) → ker(dTn ). Note, however, that not all closed
elements of Cn[GT ,U (1)] can be written as the restriction of
some closed element of Cn[G,UT (1)].
For n = 2 (d = 1), this is the statement that a valid projec-
tive representation of G becomes a valid projective representa-
tion of GT after restriction, but that not all projective GT repre-
sentations can be extended to projective G representations. In
the context of higher-dimensional SPT phases (for n > 2), one
can replace the notion of a valid projective G representation
with a valid action of the symmetry G on the wave-function
ansatz of choice, as specified by some ωn ∈ Cn[G,UT (1)]. The
previous paragraph simply states that if |1〉 transforms in a
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consistent way under G, then it must also transform consis-
tently under GT , but that the converse is not necessarily true.
Similarly, thanks to the commutative diagram above, Resn
maps elements of im(dn−1) to elements of im(dTn−1), i.e., exact
cochains remain exact after restriction. Again, not all exact
cochains of the reduced group GT can be expressed as re-
strictions of exact cochains of G. Two cochains ω1, ω2 which
are inequivalent as elements of Hn[G,UT (1)] must satisfy
ω1 = ω2 × (dn−1β ) for all β ∈ Cn−1[G,UT (1)]. However, af-
ter restriction to GT they may become equivalent as elements
of Hn[GT ,U (1)] since one may have ω1 = ω2 × (dTn−1βT ) for
βT ∈ Cn−1[GT ,UT (1)].
The restriction functor Resn between the cohomology
groups defined in Eq. (12) is constructed through the action
of Resn on ker(dn+1) modulo the transformations defined by




Resn−−→ ker (dTn+1))/ im (dTn ). (13)
The above object (13) constitutes the nonequilibrium clas-
sification for bosonic systems in spatial dimension d = n −
1. Each element of this group represents a collection of
symmetry-respecting SRE wave functions which can be mu-
tually connected via finite-time unitary evolution under a
symmetry-respecting Hamiltonian.
In Appendix A we describe a method for computing the
image of the restriction map by making use of the Hochschild-
Serre spectral sequence [57]. The nonequilibrium classifica-
tion for all pure bosonic SPT phases computed using this
method is given in Table II. To provide some insight as to how
the nonequilibrium classification manifests itself, as well as to
verify our results, in Appendix B we provide two contrasting
examples of quench protocols in 2D interacting SPT phases
which can be solved exactly.
V. PHYSICAL CONSEQUENCES OF THE
NONEQUILIBRIUM CLASSIFICATION
The familiar equilibrium classification of SPT phases,
which is based on adiabatic deformations, is extremely power-
ful in predicting robust features of interacting systems which
are in their ground state. For example, a topologically nontriv-
ial ground state universally possesses a gapless entanglement
spectrum [42,58], as well as long-range string order [59–61].
Additionally, topologically protected boundary modes are ex-
pected to appear in SPT phases, which can be easily probed in
experiment using spectroscopic techniques [41].
The nonequilibrium classification derived in the preceding
sections is constructed in a similar way, but is based on defor-
mations generated by unitary time evolution rather than adia-
batic evolution. In an analogous way to equilibrium, the classi-
fication has directly observable physical consequences for in-
teracting systems which feature various forms of external time
dependence. We highlight some of these effects in this section.
Our construction most obviously lends itself to quench
protocols. In that context, one can look for universal features
of the time-evolved wave function, as witnessed by those
quantities that are used to identify topologically nontrivial
ground states in equilibrium. One can, for instance, consider
the entanglement spectrum of a wave function following
some quench. We expect that the entanglement spectrum will
generically be gapless only if the initial state is nontrivial
under the nonequilibrium classification. This is because states
which are trivial under the nonequilibrium classification by
definition can be locally deformed to a product state without
breaking any symmetries (since the antiunitary symmetries
are already broken after the quench), and will therefore not
exhibit topologically protected entanglement degeneracies.
The same will be true for long-range string order. Further-
more, the possibility of accessing many-body SPT invariants
in experiment using randomized measurements [62] would
allow the loss of SPT order after a quench to be directly
observed. These predictions are consistent with previous work
on quenches in free-fermion systems [29,30], which is natural
since our classification can be applied to such systems in a
way consistent with those studies.
The nonequilibrium classification also applies to protocols
in which the external time dependence is nondeterministic,
e.g., classical noise. In the context of topological quantum
computation, noise-induced decoherence of qubits stored in
Majorana bound states has previously been studied [63–65].
It is natural to expect more generally that SPT phases in the
presence of classical noise exhibit universal phenomenology
related to our nonequilibrium construction. We will show
that our results are indeed reflected in spectroscopy measure-
ments of SPT systems when subjected to low-frequency noise;
specifically, we find that the zero-energy peaks associated
with boundary degeneracies will be broadened if the system is
trivial in the nonequilibrium classification, and remain sharp
if the system is nontrivial. This behavior is highlighted using
an example model used to describe a recent Rydberg atom ex-
periment [41]. We then discuss in a broader sense the contexts
in which our classification scheme captures the key effects.
A. Effect of classical noise on edge-mode spectroscopy
In one spatial dimension d = 1, SPT systems in equilib-
rium with open boundaries possess ground-state degeneracies
that can be probed using spectroscopic techniques. A coarse
model for an SPT system with a single boundary involves
two many-body ground states |0〉 and |1〉, and a set of excited
states {|n〉} with energies above the bulk gap εn  Eg. (A
particular SPT phase may have an edge degeneracy of more
than two, but the physics remains the same.) The two ground
states differ only near the edge, and thus can be connected by
a local operator; however, such an operator must violate some
of the protecting symmetries. The spectral function of such an
operator, which is measured in spectroscopy, will include a
zero-frequency component, signaling the degeneracy of |0〉
and |1〉.
We will show that when the unperturbed Hamiltonian is
subjected to low-frequency classical noise, the characteristic
edge mode peak of the d = 1 SPT system will broaden only if
the original system is trivial in the nonequilibrium classifica-
tion. Although an analysis for SPT systems with an arbitrary
symmetry group G is in principle possible, we find it more in-
structive to consider two example cases, protected by symme-
try groups Z2 × Z2, and Z2 × ZT2 . The former has only uni-
tary symmetries, and is therefore nontrivial out of equilibrium,
while the latter features antiunitary elements and has a trivial
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classification out of equilibrium. Both groups are of relevance
to the experiment in Ref. [41], which we discuss in Sec. V B.
In each case, the Hilbert space (of dimension N) forms a
representation of the relevant symmetry group. In a nontrivial
phase, the ground-state subspace forms an irreducible subrep-
resentation, which is the origin of its protection. We choose a
basis in which the action of the symmetries on this degenerate
space {|0〉 , |1〉} takes the form
{12, τ̂ x, iτ̂ y, τ̂ z} (Z2 × Z2),





where τ̂ x,y,z are Pauli matrices and K̂ is the complex conjuga-
tion operator. One can verify that each set of operators gen-
erates an irreducible representation, so that the only allowed
Hamiltonian term in the subspace is proportional to 12.
Spectroscopy of the system involves measuring a con-
nected two-time correlation function

B(t ) := 〈B̂(t )B̂(0)〉 − 〈B̂(t )〉〈B̂(0)〉, (15)
where B̂(t ) is an observable in the Heisenberg picture, and the
average is taken with respect to some reference initial density
matrix ρ̂0 (which may or may not be mixed, but is assumed to







is the spectral function of B̂. In the absence of external time





pn|〈m|B̂|n〉|2δ(εm − εn − ω), (17)
where pn = 〈n|ρ̂0|n〉 are classical probabilities, and the sums
are over eigenstates. A peak in the spectral function at a
frequency ω indicates the existence of eigenstates which differ
by an energy ω.
In order to be sensitive to the edge-mode degeneracy, B̂
must be charged under some of the symmetries, such that
〈1|B̂|0〉 is nonzero, and the initial state should have some
weight in the edge-mode subspace. In this case, 
B(ω) ex-
hibits a characteristic sharp peak at ω = 0. We therefore take
B̂ to have nonzero Z2 charge under the symmetry correspond-
ing to τ̂ z. When working with spin chains, B̂ is typically
a magnetic field which is odd under the relevant spin-flip
operator.
We now subject the system to classical noise. The total
Hamiltonian Ĥ (t ) is then the sum of the unperturbed part Ĥ0
and a noise Hamiltonian V̂ (t ) which can be decomposed into
an arbitrary number M of independent channels, each varying
stochastically:
V̂ (t ) =
M∑
α=1
ηα (t )V̂α. (18)
All noise operators V̂α are Hermitian, and respect all the
relevant symmetries of the system. The signals ηα (t ) are
real, have zero mean, and are mutually uncorrelated. We
use Gaussian noise, which can be completely characterized
by the second moment
ηα (t )ηβ (t ′) = δαβ S̃α (t − t ′), (19)
where S̃α (t − t ′) is the Fourier transform of the noise spec-
tral function Sα (ω). Overlines denote averages over noise
realizations. The noise is chosen to be low frequency, such
that the noise spectrum Sα (ω) has no weight above the bulk
energy gap Eg. This ensures that transitions in or out of the
ground-state subspace are energetically forbidden. We take
the noise correlator to be invariant under the reversal of time
S̃α (t ) = S̃α (−t ), so that time-reversal symmetry is satisfied on
average. We emphasize that the noise instantaneously respects
all the symmetries, and there is no bias of the forward or
backward direction of time: this noise could therefore be
achieved by coupling to a classical bath which is itself time-
reversal symmetric.
The calculation of the two-time correlation function (15)
in the presence of low-frequency noise can be carried out
using an adiabatic ansatz for the time dependence of the wave
function since transitions out of the ground-state subspace
are energetically forbidden. Details of this calculation can be
found in Appendix C. The evolution can be separated into a
dynamical phase and a geometric (Berry) phase, the former of
which has no observable effect, since the two ground states are
always degenerate. For a particular realization of the noise, we
write the instantaneous ground states of Ĥ0 + V̂ (t ) as |0V̂ (t )〉,
|1V̂ (t )〉, through which the correlator can be expressed as
(taking only the terms that contribute to the spectral function
at low frequencies)







dt ′ [A11(t ′) − A00(t ′)]
)
, (20)
where B01 := 〈1|B̂|0〉, and A11(t ) := 〈1V̂ (t )|(d/dt )|1V̂ (t )〉 is
the Abelian Berry connection [and similar for A00(t )].
The symmetries of the system naturally constrain the form
of the geometric phases induced by the noise. We show in
Appendix C that in the case of a unitary Z2 × Z2 symmetry,
the Berry connections associated with each ground state are
identical, provided a symmetry-respecting gauge is chosen:
A11(t ) = A00(t ) (Z2 × Z2). (21)
In this case, the phases in the exponential of (20) cancel,
and the zero-frequency peak in the spectral function remains
sharp. (The overlaps 〈0|0V̂ (t )〉 are treated in Appendix C, and
do not affect this conclusion.)
On the other hand, when the phase is protected by the group
Z2 × ZT2 , the Berry connections for the two ground states
satisfy





which is natural since complex phases such as the Berry phase
are not invariant under the action of antiunitary symmetries.
The geometric phases induced by the noise therefore do not
cancel, and accumulate in time. After averaging over noise
realizations, the correlator is given by

B(t ) = |B01|2 exp(−4θB(t )2), (23)
where θB(t ) is the total Berry phase after a time t . Although
the statistical time-reversal symmetry S̃α (t ) = S̃α (−t ) ensures
that the Berry phase is zero on average [θB(t ) = 0], each
033204-9
MAX MCGINLEY AND NIGEL R. COOPER PHYSICAL REVIEW RESEARCH 1, 033204 (2019)
noise realization induces some nonzero phase, so that θB(t )2
is nonzero. The result is a spectral function of the form

B(ω) = |B01| γ
ω2 + γ 2 , (24)





where V is a characteristic strength of the noise signal, τn is
the noise correlation time, and Eg is the bulk energy gap. (See
Appendix C for a derivation.)
We see that antiunitary symmetries do not protect against
decoherence between the degenerate ground states, leading to
a broadening of the zero-energy peak with a width that scales
according to Eq. (25). For a more general symmetry group
G, we expect that the peak will remain sharp only if the edge
degeneracy can be protected by the unitary symmetries alone;
this is equivalent to the condition for a system to be nontrivial
in the nonequilibrium classification.
We again emphasize that the noise we consider here in-
stantaneously respects all symmetries, and does not break
time-reversal symmetry on average, i.e., the noise correlators
are invariant under the reversal of time S̃α (t ) = S̃α (−t ). In a
related study, the authors of Ref. [66] also considered noise of
this type, and correctly showed that this forces certain scatter-
ing amplitudes to be zero on average. However, here we show
that this does not imply the lack of decoherence: Although the
phase of the quantity in question (in our case, a geometric
phase) is zero on average, each noise realization induces a
particular phase which results in a nonzero rate of dephasing.
B. Application to Rydberg atom experiment
In the above, we demonstrated that systems which are
trivial in the nonequilibrium classification are susceptible to
low-frequency noise, in that the characteristic zero-energy
peak in spectroscopy will generally be broadened. Here, we
explain how these effects could be observed in the context
of a recent experiment using Rydberg atoms to realize an
interacting bosonic SPT phase [41].
The experiment in Ref. [41] realizes an effective hop-
ping model for hard-core bosons b̂ j , b̂
†
j satisfying [b̂ j, b̂
†
j′ ] =
δ j j′ [1 − 2b̂†j b̂ j]. Hopping processes between nearest neigh-
bors are implemented with an amplitude that is staggered
on alternating bonds. One can represent the system as a
spin- 12 chain spanned by Pauli matrices σ̂
x
j = b̂ j + b̂†j , σ̂ zj =




[J − (−1) jδ](σ̂ xj σ̂ xj+1 + σ̂ yj σ̂ yj+1), (26)
where J is the average hopping amplitude and δ is the strength
of the staggering.
A Jordan-Wigner transform reveals that this system is in
the nontrivial phase of the SSH model when δ < 0, however,
the protecting symmetries in the bosonic model are different.
Overall, the symmetry group is [U (1)  Z2] × ZT2 , where the

















Note that only the last of these three generators is antiuni-
tary. All generators commute up to an unphysical phase with
the exception of ĈÛθ = Û−θĈ.
In the non-trivial phase, an effective spin- 12 degree of
freedom appears at each edge, with a degeneracy protected
by the above symmetries. This gapless degree of freedom
was identified in the experiment using microwave spec-
troscopy [41]. One can show that the unitary symmetries alone
[(27a) and (27b)] are sufficient to protect this degeneracy, and
so the phase is nontrivial in the nonequilibrium classification.
We therefore expect this spectroscopy peak to remain sharp in
the presence of low-frequency noise.
However, one can engineer extra terms in the Hamiltonian
which break some of the symmetries such that the system
is still in a topological phase. The full symmetry group has
various subgroups, which include the Z2 × Z2 and Z2 × ZT2
groups we considered in Sec. V A. If we add a term of the form
σ̂ xj σ̂
y
k , then only the second symmetry subgroup is respected,
generated by Ûπ and T̂ . The action of these symmetries on
the edge mode is the same as in Eq. (14). From the previous
section, we know that systems protected in this way will
exhibit broadened spectral peaks when low-frequency noise
is present.
One could therefore verify our predictions in this exper-
iment by comparing the width of the zero-frequency spectral
peak in the presence of noise when the perturbing term σ̂ xj σ̂
y
k is
absent or present. One would only expect to see noise-induced
broadening when this term is applied since only then is the
system trivial in the nonequilibrium classification.
C. General applicability of the classification
We have demonstrated, by means of examples, that our
nonequilibrium classification can be used to understand the
topological aspects of nonequilibrium systems in a variety of
scenarios. Let us briefly discuss the general conditions under
which our results can be of use.
First, our classification scheme can be applied indepen-
dently of the way in which the system is driven out of
equilibrium. If the details of Ĥ (t ) contain some additional
structure (e.g., if the Hamiltonian is time periodic), then it is
possible that topological effects can arise that are protected
by this structure, e.g., in Floquet-SPT systems [17–19]. In
these cases, a different classification scheme should be applied
that is appropriate to the specific type of dynamics. However,
the nonequilibrium classification represents the most general
scheme that can make predictions for generic driving proto-
cols.
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Second, the results apply in regimes where the relevant
wave functions remain area-law entangled (due to the con-
dition of “finite-time” evolution). The typical example of
when this occurs is after a quench from some other area-
law entangled state. There, the classification will capture the
topological properties of |(t )〉 for times less than some
critical time that is extensive in the system size; beyond
this time, the system is expected to be in the approach
to some equilibrium state, which is not captured by our
classification. However, as we saw in the case of classical
noise, it is also relevant when the system is not driven far
from equilibrium. For low-frequency drives (below the bulk
gap), the bulk is unperturbed, and |(t )〉 remains area-law
entangled for much longer times. As long as Ĥ (t ) is always
instantaneously within the same equilibrium phase, we expect
that the dynamics of the topological edge modes will be mod-
ified in a way that reflects the results of the nonequilibrium
classification.
If one wishes to construct a classification that applies to
nonequilibrium scenarios that feature volume-law states, then
we expect that a different constraint will need to be imposed
on the wave functions that are being considered (since the
space of all symmetry-respecting states in a Hilbert space is
topologically trivial). An understanding of the different types
of states that are relevant to other regimes of nonequilibrium
dynamics could help to motivate future studies beyond our
work.
More generally, the nonequilibrium classification captures
an important difference between the roles of symmetries in
equilibrium and nonequilibrium dynamics. While antiunitary
symmetries are capable of protecting topological phenomena
in equilibrium scenarios, they are no longer able to do so
in generic nonequilibrium scenarios. This is reflected in the
structure of Tables I and II.
VI. CONCLUSIONS
We have provided a construction for topologically clas-
sifying many-body wave functions in a way which natu-
rally pertains to nonequilibrium scenarios. The classification
scheme applies to short-ranged entangled wave functions
protected by some symmetry group. Thus, much like its
equilibrium counterpart (Ref. [14]), it naturally incorporates
both weakly and strongly correlated systems. It differs from
the equilibrium classification in the definition of how one is
permitted to deform one wave function into another. Wave
functions are considered as topologically equivalent if one
can be deformed to the other through some finite-time unitary
evolution under a Hamiltonian which respects the specified
symmetries. The finite time of evolution ensures that the wave
functions remain short-ranged entangled, but the possibility of
breaking antiunitary symmetries along this trajectory allows
for a wider space of intermediate states to be explored, and so
topologically distinct states in equilibrium may be indistinct
out of equilibrium. The equivalence classes under this relation
constitute the nonequilibrium classification (Fig. 1), which is
summarized in Tables I and II. The first table was derived by
considering how one-dimensional wave functions projectively
represent the governing symmetry transformations before and
after a quench. The second table generalizes these methods to
higher dimensions, making use of the relationship between
SPT states and group cohomology. We then demonstrated
how our findings predict universal phenomenology in various
nonequilibrium scenarios, focusing on the effect of external
noise on the spectroscopy of SPT systems.
The previously established results for free-fermion systems
out of equilibrium [29,30] can be reproduced when the above
construction is applied to that context. We therefore expect
that many of the experimental signatures associated with those
noninteracting systems will also apply to the interacting case,
including the dynamics of bulk topological indices [29], and
the decoherence of quantum information stored in topological
bound states [30]. Given the increasing number of nonin-
teracting and interacting SPT phases which are accessible
in ultracold atom and other high-precision experiments, and
the long coherence times that they promise, we expect that
these signatures should be observable with currently used
technologies and techniques.
We note that in the context of open systems with Marko-
vian environments, a classification scheme for density matri-
ces has recently been suggested which bears a resemblance to
our pure-state construction: Density matrices can be classified
according to whether one can evolve from one to the other in
a finite time using a Lindblad master equation [67]. As in our
scheme, the condition of evolving for a finite time prohibits
the spread of correlations over arbitrary distances, playing the
same role as the bulk gap in the equilibrium classification.
However, the possibility of entangling the system with the
environment allows for an even more general deformation
procedure than the finite-time unitary evolution. Given the
relevance of our classification to the effect of noise on ex-
perimental systems (albeit low-frequency noise), it will be
interesting to understand how these approaches are related in
future work.
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APPENDIX A: COMPUTING THE NONEQUILIBRIUM
CLASSIFICATION USING THE HOCHSCHILD-SERRE
SPECTRAL SEQUENCE
In this Appendix, we demonstrate how to compute the
nonequilibrium classification, which in Sec. IV was shown to
be the image of the restriction functor from Hd+1[G,UT (1)]
to Hd+1[GT ,UT (1)], where GT is the subgroup of G
containing only unitary elements [Eq. (13)]. The restriction
functor is a well-studied object in group cohomology, and it
features in a theorem known as the Hochschild-Serre (HS)
spectral sequence (sometimes referred to as the Lyndon
spectral sequence). We provide a brief discussion of spectral
sequences, and how they apply to our classification problem;
however, for a more formal introduction to the methods used,
see, e.g., Ref. [68].
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A spectral sequence is best visualized on a three-
dimensional grid. Each 2D layer is referred to as a page (or
sometimes leaf, sheet, or term), labeled by r  0. There is
some initial page r0, which is often r = 1 or 2. On each
page, there is a square grid, and each point (p, q) of the
grid, there is a group, denoted E p,qr . We have E
p,q
r = {e},
the trivial group, for p < 0 or q < 0. The relationships be-
tween different pages are constructed through the differentials
d p,qr : E
p,q
r → E p+r,q−r+1r . Note here that within the page r,
the domain and codomain of the differentials are relatively
displaced by a vector which depends on r. The differentials
satisfy d p+r,q−r+1r ◦ d p,qr = 0, which means that one can form
cochain complexes between the groups E p+nr,q−nr+1r , where n
runs over the integers.
The groups which constitute the (r + 1)th page are the
cohomology groups of the cochain complexes within the rth
page, i.e.,
E p,qr+1 ∼= ker d p,qr / im d p−r,q+r−1r . (A1)
The sequence continues for increasing page number r → ∞.
In words, spectral sequences are built recursively by con-
structing cochain complexes between cohomology groups of
the previous cochain complexes.
We say that a spectral sequence converges if for r large
enough, the groups E p,qr become independent of r. For exam-
ple, E1,1r must converge for r  3 since d1,13 has codomain
E4,−13 = 0 and d−2,33 has domain E−2,33 = 0, hence, E1,14 =
E1,13 , and so on. One denotes this convergence as
E p,qr ⇒ H p+q. (A2)
Here, the groups H p+q are not given by E p,q∞ , but have struc-
ture related to the converged groups. Specifically, there is a
filtration
0 = Hnn+1 ⊆ Hnn ⊆ Hnn−1 ⊆ · · · ⊆ Hn1 ⊆ Hn0 = Hn (A3)
such that
E p,n−p∞ ∼= Hnp/Hnp+1. (A4)
Thus, the diagonals on page r → ∞ with fixed p + q are
quotients of successive subgroups of H p+q. Knowledge of
the E p,q∞ thus provides a lot of information about H p+q. Two
particularly simple data are the edge maps
En,0r0  E
n,0
∞ ↪→ Hn, (A5a)
Hn  E0,n∞ ↪→ E0,nr0 . (A5b)
The surjectivity (indicated by ) of the first map of each
row follows since En,0∞ is a quotient of E
n,0
r0 , and E
0,n
∞ ∼=
Hn/Hn1 is a quotient of H
n. Injectivity (indicated by ↪→)
follows since En,0∞ ∼= Hnn is a subgroup of Hn, and E0,n∞ is a
subgroup of E0,nr0 .
The Hochschild-Serre spectral sequence relates cohomol-
ogy groups of G to cohomology groups of one of its sub-
groups. Specifically, if H is a normal subgroup of G, then it is
expressed as
E p,q2 = Hp(G/H,Hq(H, M )) ⇒ Hp+q(G, M ), (A6)
where M is an arbitrary G module. The usage of Hq(H, M ) as
a G/H module means we must understand how elements of
G/H act on elements of the cohomology group, via the action
of H on M. Examples of this construction can be found in
Appendix J.10 of Ref. [35].
The HS spectral sequence is usually applied as a tool for
computing cohomology for complicated groups G based on
some simpler structure contained in its subgroups. Here, in-
stead, we assume that Hp+q(G, M ) is already known by some
other method, and make use of an important corollary, namely,
that the composite edge map in Eq. (A5b) is given by the
restriction functor from Hn = Hn(G, M ) to Hn(H, M ) [69].
[Note that E0,nr0 = H0(G/H,Hn(H, M )) = Hn(H, M )G/H 
Hn(H, M ), where the superscript AG/H denotes the submodule
of A which is invariant under the action of elements of G/H .]
Given the respective surjectivity and injectivity of the left and
right maps in Eq. (A5b), we have
im Resn ∼= E0,n∞ , (A7)
the left-hand side of which gives the nonequilibrium classifi-
cation in dimension d = n − 1, by the arguments of Sec. IV.
Our task is now reduced to finding how the HS spectral
sequence (A6) converges along the (0, n) axis, using H =
GT as the subgroup, and M = UT (1) as the G module. We
can also simplify matters further by using the isomorphism
Hn(G,UT (1)) ∼= Hn+1(G,ZT ), where ZT is a G module with
underlying group Z, transforming as T : a → −a for antiuni-
tary elements T .
We now describe how to obtain E0,n∞ for the group G =
Zn × Zm × ZT2 , module M = ZT , and n = 2, . . . , 5 corre-
sponding to spatial dimension d = 0, . . . , 3. The other groups
in Table II can be obtained in similar ways.
The second page of the sequence E p,q2 = Hp(ZT2 ,Hq(Zn ×
Zm,ZT )) can be calculated using identities for cohomologies
of finite cyclic groups [70], giving
E p,q2 =
0 Bn,m × Bn,m Bn,m × Bn,m Bn,m × Bn,m Bn,m × Bn,m Bn,m × Bn,m Bn,m × Bn,m
0 An,m × Bn,m An,m × Bn,m An,m × Bn,m An,m × Bn,m An,m × Bn,m An,m × Bn,m
↑ 0 Bn,m Bn,m Bn,m Bn,m Bn,m Bn,m
q 0 An,m An,m An,m An,m An,m An,m
0 0 0 0 0 0 0
0 0 Z2 0 Z2 0 Z2
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where we have used the shorthand
An,m := Z(2,n) × Z(2,m),
Bn,m := Z(2,n,m), (A9)
and (a, b, c, . . .) denotes the greatest common divisor
of the integers in the brackets. The converged page
E p,q∞ is obtained by applying the differentials d
p,q
r
sequentially, however, there is generally no explicit
expression for these d p,qr . Instead, we can note from
Eqs. (A3) and (A4) that the diagonals of E p,q∞ with
p + q = n provide a filtration of Hn(Zn × Zm × ZT2 ,ZT ),
which itself was calculated by independent means using
the torsion product in Appendix J.7 of Ref. [35]. For
example, when n = 5 (corresponding to three spatial
dimensions), we have H5(Zn × Zm × Z2,ZT ) = Z2 ×
B×4n,m × A×2n,m.
Now, with increasing r, the group E p,qr+1 =
ker d p,qr / im d
p−r,q+r−1
r can either remain the same as E
p,q
r
(if d p,qr and d
p−r,q+r−1
r are both the zero map), or become
a smaller group. However, we see that already at the r = 2
page, the product of the orders of the groups is
∏
p |E p,5−p2 | =
|Z2||Bn,m|4|An,m|2, which matches the order of the previously
obtained cohomology group = |H5(Zn × Zm × Z2,ZT )|.
We also know from the filtration equations (A3) and (A4)
that |H5(Zn × Zm × Z2,ZT )| =
∏
p |E p,5−p∞ |. Given that
|E p,q∞ |  |E p,q2 |, with equality implying E p,q∞ = E p,q2 , we
conclude that along this diagonal, the sequence already
converges at the second page. The same turns out to be true
for all the diagonals p + q = 2, . . . , 5. Therefore, in this case,
the nonequilibrium classification equals E0,d+22 , given by the
first nontrivial column of (A8).
The remaining symmetry classes can be obtained using the
same method. However, some follow more easily: if the only
homomorphism from H1+d [G,UT (1)] to H1+d [GT ,UT (1)] is
the trivial map, then its image must be trivial. For example in
the case of G = U (1)  ZT2 in d = 2 dimensions, there is no
nontrivial homomorphism from Z2 to Z.
APPENDIX B: EXAMPLES IN 2D
Here, we provide some concrete examples of nonequi-
librium protocols (specifically quenches) which exhibit
the physics captured by the nonequilibrium classification
(Table II), and confirm the results which we found using
the cohomology methods of Sec. IV. In particular, we will
consider two-dimensional systems with the symmetry group
Z2 × ZT2 , which has a classification Z2 × Z2 → Z2 (equilib-
rium → nonequilibrium). In this Appendix, we write a for the
generator of the unitary Z2 subgroup, and T for the generator
of the antiunitary ZT2 subgroup.
Our results are easiest captured using exactly solvable
models, which we construct in an analogous way to the
Z2-symmetric CZX model of Ref. [71]. For the models we
use, the Hilbert space on each site is made up of eight spin
1
2 ’s. Within a site, spins are labeled by a subcell-position
index m = 1, . . . , 4, and a “flavor” index f = a, T , which are









FIG. 2. Illustration of the ground state of Hamiltonian H0
[Eq. (B1)]. Each physical site (light blue squares) hosts eight spins,
which are acted on by the Pauli matrices Z fj,m. Spins with a flavor
are dark blue, and spins with T flavor are red. In the ground state, the
two spins on a site with the same m index are entangled with six other
spins on neighboring sites, as shown by the solid lines. Each octet of
spins are in the state |p〉 [Eq. (B2)]. To reveal the SPT order of the
ground state, the system is divided along the dashed line, and the
entanglement spectrum of the reduced density matrix for the bottom
half is studied (see main text).
The bosonic operators are generated by Pauli matrices for




j,m, where j labels the lattice site.
As explained in Ref. [35], an exactly solvable SPT phase
can be constructed through an appropriate choice of the sym-
metry group action on the local Hilbert space, and by choosing
a Hamiltonian such that each spin is entangled in a plaquette
pattern. The two models constructed in this section have
the same initial Hamiltonian, but the symmetry operations
are defined differently for each. The pattern of entanglement
generated by this Hamiltonian is illustrated in Fig. 2. The two
spins with a given m = 1, . . . , 4 couple to other spin pairs
on the four sites of the relevant plaquette. Specifically, the




X (8)p ⊗ P(4)p,u ⊗ P(4)p,d ⊗ P(4)p,l ⊗ P(4)p,r , (B1)
where the sum is over all plaquettes p. The factor X (8)p acts on






|na〉p,1a ⊗ |nT 〉p,1T ⊗ · · · ⊗ |na〉p,4a ⊗ |nT 〉p,4T
(B2)
where p, 1a denotes the spin with flavor a and subcell index 1,
belonging to plaquette p (see Fig. 2). The projectors P(4)p,u are
defined on the four spins directly above (u), below (d), left (l),








and, similar, where p ↑ denotes the plaquette above p. All
terms defined so far commute, and project onto the unique
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The above Hamiltonian can only be identified as being in
an SPT phase once we define the symmetry action on the
Hilbert space. As in the main text, we only consider onsite
symmetry action, but since four plaquettes overlap on one site,
the symmetry operation can have nontrivial action between
entangled degrees of freedom. We consider our two models
sequentially.
Model 1. The first model realizes the Z2 × ZT2 symmetry
through acting on a site j in the following way:










Here, in analogy to Ref. [71], CZaj,mn is the controlled-Z










and K, which represents complex conjugation, effects the
antiunitary action of the generator T .
The SPT order of the ground state |0〉 is easiest seen
through its entanglement spectrum. One partitions an infinite
system into upper and lower halves (A and Ā), with boundary
between two rows of sites (dashed line in Fig. 2). Tracing
out the upper half results in a reduced density matrix ρA =
TrĀ |0〉〈0|, whose eigenvalues constitute the entanglement
spectrum [58]. The entanglement spectrum will be degenerate
if |0〉 has SPT order [42].
Since plaquettes are mutually unentangled, we can restrict
ourselves to just one plaquette straddling the entanglement
cut, and trace out the four spins located in Ā. If one adds
perturbations on top of H0 (B1) which respect the symmetries
(B4), then the entanglement degeneracies will persist as long
as plaquettes arbitrarily far apart remain unentangled, i.e., a
critical point is not crossed. For example, the term Y aj,3Y
a
j,1,
where j is a site just above the entanglement cut, is allowed
by symmetry. Since this term only entangles two plaquettes,
we can still find the ground state using exact diagonalization
techniques on 16 spins. We find that the entanglement spec-
trum remains degenerate when this term, and indeed any other
symmetry-respecting term, is added to H0. This verifies that,
in equilibrium, this model is in an SPT phase.
We now describe a nonequilibrium protocol which only
couples a finite number of plaquettes, and thus is amenable
to exact diagonalization. The initial state at time t = 0 is the
unperturbed ground state |0〉. We then time evolve under
Hamiltonian H1 + H2(t ). The first part H1 contains two of
the terms featuring in H0 [Eq. (B1)], featuring one plaquette
p1 which crosses the entanglement cut and another p2 which
is one plaquette up and to the right of p1, such that they
have one physical site in common. The second part H2(t ) will
contain various perturbations which couple plaquettes p1 and
p2, and may itself vary in time, but at any time t , H2(t ) is
invariant under the symmetries (B4). The resulting evolution
can be simulated using 16 spins. We find, again, that so long
as H1 + H2(t ) respects the symmetries, the time-evolved state
still has entanglement degeneracies for arbitrary times. We
conclude that in this model, topology is preserved out of
equilibrium.
Model 2. The second model we present is also an SPT
phase in equilibrium, but exhibits very different phenomena
out of equilibrium. In this case, the symmetries are










with all terms defined as above. Again, adding symmetry-
respecting perturbations to H0 does not remove the entangle-
ment degeneracy of the ground state, and the model consti-
tutes an SPT phase with the same protecting symmetry group
as model 1 (Z2 × ZT2 ).
Now, we consider the same nonequilibrium protocol as
defined above. Let us consider the following piecewise form






p1,4 + αY ap1,1Zap1,3, 0 < t  1
X Tp1,1X
T
p2,3, 1 < t  2
Y Tp1,1X
T
p2,3, 2 < t  3
(B7)
where α = 0 is an arbitrary constant. All three terms satisfy
the symmetries given by (B6). However, when we time evolve
under each Hamiltonian sequentially, we will find that the
entanglement spectrum of the final state is nondegenerate, and
hence topologically nontrivial. This behavior is not specific to
the choice of H2(t ), but this piecewise evolution makes the
mechanism clear, as we now describe.
The Hamiltonian for 0 < t  1 has the effect of break-
ing the fourfold entanglement degeneracy of |0〉 down to
twofold; this would also occur for the ground state of a system
with such a term included and thus is not a nonequilibrium ef-
fect. Now, the time evolution between t = 1 and 3 is governed
by the unitary operator exp(−iX Tp1,1X Tp2,3) exp(−iY Tp1,1X Tp2,3).
This noncommuting product can be expressed as a single
exponential using the Baker-Campbell-Hausdorff formula for
log(eAeB), the leading terms of which are A + B + [A, B]/2 +
· · · . The commutator in this expression plays a crucial
role: the series includes the term −[X Tp1,1X Tp2,3,Y Tp1,1X Tp2,3]/
2 = −iZTp1,1. Thus, the evolution from t = 1 to 3 proceeds as if
it were generated by a static Hamiltonian with a term ∝ZTp1,1.
Such a term is not invariant under U (T )K. This manifestation
of dynamically induced symmetry breaking leads to a nonde-
generate entanglement spectrum after time evolution, and so
we conclude that in this second model, topology is lost out of
equilibrium.
We have now provided two models, both with the same
symmetry group Z2 × ZT2 , one of which preserves its topol-
ogy out of equilibrium, and the other of which does not.
This confirms the nonequilibrium classification Z2 × Z2 →
Z2 for this group given in Table II, which we independently
computed using cohomological methods.
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APPENDIX C: CALCULATION OF SPECTRAL FUNCTION
IN THE PRESENCE OF NOISE
Here, we provide details of the analytical calculations
outlined in Sec. V A regarding the spectral function (16) in
the presence of low-frequency noise, as specified in the main
text. We are considering a one-dimensional system in an SPT
phase with two degenerate ground states |0〉, |1〉, protected by
either Z2 × Z2 or Z2 × ZT2 symmetry groups.
We start by calculating the connected correlator (15)
in the time domain. For simplicity, we choose an ini-
tial state ρ̂0 = |0〉〈0|, although any mixed density matrix
within the ground-state subspace will exhibit the same spec-
tral form. We also assume that B̂ has definite nonzero
charge under the symmetries, so that 〈B̂(0)〉 = 〈B̂(t )〉 = 0,
and 〈1|B̂|0〉 = 0. (Most generally, however, B̂ only need
be noninvariant under the symmetry in order to see the
zero-energy peak.) For a single noise realization V̂ (s) (0 
s  t), the two-time correlator in the interaction picture
becomes

B[V̂ (s)](t ) = 〈0 | ÛI (t, 0)† B̂I (t ) ÛI (t, 0) B̂I (0) | 0〉, (C1)
where ÛI (t, 0) is the interaction-picture unitary evolution
operator from time 0 to t , which can be expressed as a time-
ordered exponential. Expanding the interaction operator B̂(t )
in the basis of eigenstates of the unperturbed SPT Hamiltonian
Ĥ0, we find
B̂I (t ) =
∑
nm
〈m|B̂|n〉ei(εm−εn )t |m〉〈n|. (C2)
The correlator can then be written





× 〈0|ÛI (t, 0)†|m〉〈n|ÛI (t, 0)|p〉. (C3)
We focus on low-frequency components of the spectral func-
tion ω  Eg, where the edge-mode peak is expected to be.
This ensures that in the sum over eigenstates above, |n〉 and
|m〉 must differ by an energy smaller than the bulk gap.
Furthermore, as previously discussed, transitions into or out
of the ground-state subspace due to the noise are forbidden,
i.e., 〈0|ÛI (t, 0)†|m〉 is nonzero only if |m〉 is a ground state.
These energetic conditions restrict |n〉, |m〉, and |p〉 to each be
either |0〉 or |1〉.
We must also consider the symmetry properties of the
eigenstates. The operator B̂ is assumed to have odd Z2 charge
under the τ̂ z symmetry, so |m〉 and |n〉 must be in opposite
charge sectors, and the same for |p〉 and |0〉. Furthermore,
the time evolution operator ÛI (t, 0) is generated by the noise
potential V̂ (s), which itself respects a unitary Z2 symmetry
in both symmetry groups chosen, so [τ̂ z, ÛI (t, 0)] = 0 within
the ground-state subspace. Therefore, |n〉 must have the same
charge as |0〉, and |m〉 must have the same charge as |p〉. The
energetic and symmetry restrictions on the matrix elements in
Eq. (C3) leave only one nonzero term in the sum, namely,

B[V̂ (s)](t ) = |B10|2〈0|ÛI (t, 0)†|0〉〈1|ÛI (t, 0)|1〉
= |B10|2〈0|Û (t, 0)†|0〉〈1|Û (t, 0)|1〉, (C4)
where B10 = 〈1|B̂|0〉, and in the last equality we transform
back to the Schrödinger picture.
We now turn to calculating the last two factors in Eq. (C4).
We consider the wave function |ψ1(t )〉 := ÛI (t, 0)|1〉, which




|ψ1(t )〉 = (Ĥ0 + V̂ (t ))|ψ1(t )〉. (C5)
The low-frequency nature of the noise allows an adiabatic
approximation to be applied, thanks to the finite-energy gap
of the system. Although the low-energy subspace is degener-
ate, the symmetry properties of the Hamiltonian allow us to
consider only the odd charge sector, so |ψ1(t )〉 is always an
odd-charge ground state of the instantaneous Hamiltonian:
|ψ1(t )〉 = c1(t )|1V̂ (t )〉, (C6)
where |1V̂ (t )〉 is the unique odd-energy ground state of (Ĥ0 +
V̂ (t )), which is normalized, so that c1(t ) is a unit-modulus
complex number. Although the overall phase of |1V̂ (t )〉 is
undetermined, physical quantities will be independent of any
gauge transformations which change the phase of |1V̂ (t )〉.
We will find it useful later to adopt a specific gauge for
|1V̂ (t )〉, defined in the following way: We fix the phase of
the unperturbed ground state |1〉, and define |1V̂ 〉 for a given
perturbation V̂ as the state that results from adiabatically
evolving along the path Ĥ0 + λV̂ , for λ ∈ [0, 1]. Because the
path has been specified, there is no longer a gauge ambiguity
in the phase of |1V̂ 〉. The same can be defined for |0V̂ 〉. In this
gauge, |1V̂ (t )〉 is an implicit function of time only (there is no
explicit t dependence), and is differentiable in time [provided
V̂ (t ) itself is differentiable].




= ε(t )c1(t ) − i
〈
1V̂ (t )
∣∣∣∣ ddt 1V̂ (t )
〉
, (C7)
where ε(t ) is the instantaneous energy of |1V̂ (t )〉.
The first term represents a dynamical phase, and can be
eliminated by a parametrization





dt ′ ε(t ′)
)
, (C8)
such that c̃1(t ) obeys the equation of motion (C7) without the
first term on the right-hand side.
The last term of (C7) is identified as an Abelian Berry
connection, which gives a geometric contribution to the phase
of |ψ (t )〉. We will find it useful to write the connection in








〈1V̂ (t )|1V̂ (t+δt )〉 − 1
δt
, (C9)
and A00(t ) is defined analogously. Normalization of |1V̂ (t )〉
requires A∗11(t ) = −A11(t ). The degeneracy of the instanta-
neous eigenstates ensures that the dynamical phases (C8) can-
cel. We then find that the correlation function for a particular
noise realization (C4) is given by the expression (20) in the
main text.
We must now understand how the geometric phases trans-
form under the action of symmetries, which will give us
Eqs. (21) and (22). Let us first consider the case of a unitary
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Z2 × Z2 symmetry. From the form of the symmetry operators
(14), and in the gauge chosen, we have |1V̂ (t )〉 = τ̂ x|0V̂ (t )〉 for
all time t [where we understand the action of τ̂ x to be extended
to the whole Hilbert space in a way compatible with (14)].
We have 〈1V̂ (t )|1V̂ (t+δt )〉 = 〈0V̂ (t )|τ̂ x τ̂ x|0V̂ (t+δt )〉, and (τ̂ x )2 =
1. From the definition (C9), this proves Eq. (21).
In this case, the integral in the exponent in Eq. (20)
vanishes, and all the time dependence is contained in the
overlaps 〈0|0V̂ (t )〉〈1V̂ (t )|1〉, which itself is equal to |〈0|0V̂ (t )〉|2
by symmetry. In the gauge we have chosen, this overlap
only depends on the value of V̂ (t ) at the final time, and is
independent of V̂ (s) for s < t . Therefore, if we expand this
overlap as a perturbation series in V̂ (t ) and then average over
noise realizations, the noise correlators will give factors of
S̃α (0), which is independent of t . We conclude that when the











(Z2 × Z2), (C10)
where the correction is time independent, and thus the sharp
peak in the spectral function at ω = 0 is preserved.
We now turn to the antiunitary group Z2 × ZT2 . In this case,
the relationship between the two ground states takes the form
|1V̂ (t )〉 = τ̂ xK̂|0V̂ (t )〉, which differs from the unitary case by a
complex conjugation (recall that K̂ is the complex conjugation
operator acting to the right). We can ask what structure this
symmetry imposes on the Berry connection. Applying this
identity to the overlap factor in Eq. (C9), we find
〈1V̂ (t )|1V̂ (t+δt )〉 = 〈0V̂ (t )|K̂←τ̂ x τ̂ xK̂|0∗V̂ (t+δt )〉
= 〈0V̂ (t )|0V̂ (t+δt )〉∗
⇒ A11(t ) = −A00(t ), (C11)
where K̂← denotes the complex conjugation operator acting
to the left. We have use the fact that A00(t ) is pure imaginary.
This proves the relation (22).
Since the geometric phases do not cancel when the sym-
metries are antiunitary, we must now calculate the correlator
(20). To do this, we exploit a feature of the gauge we have
chosen. A given noise realization V̂ (s) (0  s  t) can be
represented as a trajectory in an M-dimensional parameter
space, spanned by the coordinates η(s), which in turn de-
termine V̂ (s) via Eq. (18). The state |ψ1(t )〉 is the result of
adiabatic deformation along this path, which starts at η(0) = 0
by the assumption of adiabaticity.3 On the other hand, by
the definition of our gauge, the state |1V̂ (t )〉 is the result of
adiabatic deformation along a straight line in parameter space
η(s) = (s/t )η(t ). The phase difference between the two states
is given by the dynamical phase plus the difference of the
geometric phases acquired along the two paths. Since both
paths start at η(0) = 0 and end at η(t ), this phase difference
3If the noise has a nonzero value at the initial time t = 0, one
can redefine the gauge such that |1V̂ (t )〉 is the result of adiabatic
deformation under a straight line in parameter space starting at η(0).
can be expressed as a loop integral
θB1 (t ) = −i
∮
C
dη · A11(η), (C12)
where the Berry connection in parameter space is given by
A00(η) = 〈0V̂ (η)| ∇η0V̂ (η)〉, and the loop C is constructed as a
concatenation of the actual path taken by the noise η(s) with a
straight line back to the origin. In terms of this gauge-invariant
Berry phase, the correlator for a particular noise realization is

B[V̂ (s)](t ) = |B01|2e2iθB1 (t ). (C13)
The measured spectral function can be calculated by aver-
aging the above over noise realizations, and then Fourier
transforming.
If the noise amplitude is small compared to the energy gap,
we can estimate the noise average of e2iθ
B
1 (t ) as a function of
time. Using Stokes’ theorem, the Berry phase (C12) can be
expressed as the flux of Berry curvature through a surface
bounded by C. For small noise amplitudes, the parameters
η(s) explore only a small region around the origin, and in
this region the Berry flux can be assumed to be a constant
tensor αβ . When there are two noise channels M = 2, the
Berry phase is approximately given by the signed area swept
out by η(0  s  t ) (bounded by a straight line according to
the choice of gauge) times the off-diagonal value of the Berry
curvature xy. (The same results can be obtained for larger M
by projecting onto a two-dimensional surface orthogonal to








where ηx,y are the two components of η. If the noise signals
are Gaussian, then the average of e2iθ (t ) can be calculated
through a cumulant expansion, which requires us to calculate


















ds′C̃xx(s − s′) ∂
2
∂s∂s′
C̃yy(s − s′). (C15)
At times much longer than the noise correlation time, we can
integrate over the sum and difference of s and s′, discarding
the corrections at the boundaries of the integral to give










We take the correlators C̃αα (t ) to be on the order of V 2 times
a dimensionless function of (t/τn), where V is the typical
strength of the noise and τn is the noise correlation time. This
dimensionless function will be peaked with a width of order 1,
such that the integral over u in the above becomes independent
of t . We therefore estimate the swept area to be




Finally, we estimate the noise-averaged correlation function
(C13), which is given by |B01|2e−4A(t )2xy :

B(t ) = |B01|2e−κtV 4/τnE4g , (C18)
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where κ is a nonuniversal dimensionless constant that depends
on the specific form of the spectral correlators. When this
is Fourier transformed, we arrive at the spectral function
(24).
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