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We introduce a new type of Steiner points, called off-centers, as an alternative to
circumcenters, to improve the quality of Delaunay triangulations in two dimensions. We
propose a new Delaunay reﬁnement algorithm based on iterative insertion of off-centers.
We show that this new algorithm has the same quality and size optimality guarantees of
the best known reﬁnement algorithms. In practice, however, the new algorithm inserts
fewer Steiner points, runs faster, and generates smaller triangulations than the best
previous algorithms. Performance improvements are signiﬁcant especially when user-
speciﬁed minimum angle is large, e.g., when the smallest angle in the output triangulation
is 30◦, the number of Steiner points is reduced by about 40%, while the mesh size is down
by about 30%. As a result of its shown beneﬁts, the algorithm described here has already
replaced the well-known circumcenter insertion algorithm of Ruppert and has been the
default quality triangulation method in the popular meshing software Triangle.1
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Triangulations (meshes consisting of triangles) are heavily used in many applications including engineering simulations,
computer-aided design, solid modeling, computer graphics, and scientiﬁc visualization. Most of these applications require
that the shape of the mesh elements are of good quality and that the size of the mesh is small. An element is said to be
good if its aspect ratio (circumradius over inradius) is bounded from above or its smallest angle is bounded from below.
Mesh element quality is critical in determining interpolation error in the applications and hence is an important factor in
the accuracy of simulations as well as the convergence speed. Mesh size, meaning the number of elements, is also a big
factor in the running time of the applications algorithm. Between two meshes with the same quality bound, the one with
fewer elements is preferred almost exclusively.
Among several types of domain discretizations, unstructured meshes, in particular Delaunay triangulations, are quite
popular due to their theoretical guarantees as well as their practical performance. Earliest algorithms that provide both size
optimality and quality guarantee used balanced quadtrees to generate ﬁrst a nicely spread point set and then the Delaunay
triangulation of these points [1]. Subsequently, Delaunay reﬁnement techniques are developed based on an incremental
point insertion strategy and provide the same theoretical guarantees [10]. Over the last decade, Delaunay reﬁnement has
become much more popular than the quadtree-based algorithms mostly due to its superior performance in generating
smaller meshes. Many versions of the Delaunay reﬁnement is suggested in the literature [2,6,8–11,13]. We attribute the large
amount of research on Delaunay reﬁnement to its impact on a wide range of applications. It is important to generalize the
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but reasonable reduction in mesh size translates to important savings in the running-time of the subsequent application
algorithm.
The ﬁrst step of a Delaunay reﬁnement algorithm is the construction of a constrained or conforming Delaunay trian-
gulation of the input domain. This initial Delaunay triangulation is likely to have bad elements. Delaunay reﬁnement then
iteratively adds new points to the domain to improve the quality of the mesh and to ensure that the mesh conforms to
the segments of the input domain. The points inserted by the Delaunay reﬁnement are called Steiner points. A sequential
Delaunay reﬁnement algorithm typically adds one new vertex on each iteration. Each new vertex is chosen from a set of
candidates—the circumcenters of bad triangles (to improve mesh quality) and the mid-points of input segments (to conform
to the input PSLG). Ruppert [10] was the ﬁrst to show that proper application of Delaunay reﬁnement produces well-shaped
meshes in two dimensions whose size is within a constant factor of the best possible. There are eﬃcient implementations
[11] as well as three-dimensional extensions of Delaunay reﬁnement [4,11].
In this paper, we introduce a new type of Steiner points, called off-centers, as an alternative to circumcenters and pro-
pose a new Delaunay reﬁnement algorithm. We show that this new algorithm has the same theoretical guarantees as the
Ruppert’s algorithm, and hence, generates quality-guaranteed size-optimal meshes. Moreover, experimental study indicates
that our Delaunay reﬁnement algorithm with off-centers inserts about 40% fewer Steiner points than the circumcenter in-
sertion algorithms and results in meshes about 30% smaller in the number of elements. This implies substantial reduction
not only in mesh generation time, but also in the running time of the application algorithm. For instance a quadratic-time
application algorithm, if ran on the new meshes, would take about half the time it takes on the old meshes.
A preliminary version of this paper was ﬁrst presented at the Latin conference in Theoretical Informatics (LATIN) in
2004. Since then, the ideas and the results presented here are proven to be very useful both in theory and in practice. On
the practical side, the off-center insertion algorithm proposed in this paper replaced the well-known circumcenter insertion
algorithm of Ruppert in the popular meshing software Triangle (see the latest two versions; 1.5 and 1.6). Since the year
2005, this update continues to beneﬁt thousands of researchers who are reported to be the user of the software. On the
theoretical side, Har-Peled and Üngör [7] relied on the deﬁnitions and technical results introduced here as well as a novel
implementation of the quadtree data structure to design the ﬁrst time-optimal Delaunay reﬁnement algorithm, solving a
decade old open question in theoretical meshing research [8,10,11]. It is important to note that the results and the time-
optimal algorithm of Har-Peled and Üngör [7] is signiﬁcantly different than the results and the algorithm presented here.
First, the analysis given in [7] does not repeat but relies on the correctness analysis of the off-center insertion strategy
presented here. Second, the HÜ algorithm is more limited in its ordering choice of point insertion. It has to prioritize
the bad triangles according to the length of their shortest edge for the time-optimality analysis to apply. The algorithm
presented here is generic can handle the bad triangles in any order. Third, the design and analysis of the HÜ algorithm
relies on a non-trivial implementation of the quadtree structure. As a result it is by far less practical than the one given
here. While the implementation of the algorithm presented here is already in use by thousands of researchers, no robust
implementation of the HÜ algorithm exists yet.
The contributions of this paper can be summarized as below:
• Extending the arsenal of point insertion strategies. A new type of Steiner point is introduced as an alternative to circum-
centers. We should note that this is not the ﬁrst time alternative Steiner point deﬁnitions are explored. For instance,
Edelsbrunner and Guoy [6] introduced sinks and showed that Delaunay reﬁnement algorithm terminates with their use.
However, they provide no optimality result on the output size. Here, we show that Delaunay reﬁnement with off-centers
generates quality-guaranteed size-optimal meshes.
• Smaller size output. We show through experiments that the new point insertion strategy results in quality triangulations
with signiﬁcantly fewer elements than before. This, in turn, implies a reduction in the processing time of the application
algorithm (e.g., ﬁnite element methods) running on these meshes.
• Faster triangulation software. The reduction on the number of Steiner points also reﬂect on the speed of the Delaunay
reﬁnement implementation, enabling us to design a faster triangulation software.
• Numerical stability. The numerical stability problems that are inherent to the previous type of Steiner points (sinks and
circumcenters) do not exist for off-centers (see Section 6). This leads to the ﬁrst Delaunay reﬁnement software that use
a numerically stable point insertion strategy.
2. Preliminaries
We consider two-dimensional input domains represented as planar straight line graphs (PSLG), which consist of vertices
and segments with a proper planar drawing [10]. The vertices and the segments of an input PSLG will be collectively referred
to as the input features. A vertex is incident to a segment if it is one of the endpoints of the segment. Two segments are
incident if they share a common vertex. The segments of the input PSLG could naturally describe a boundary separating the
interior of the domain (which is to be triangulated) from the exterior. For instance, see the PSLG input in Fig. 7 which is a
polygon with a hole. Whenever, such boundary is not explicit, we assume the edges on the convex hull of the PSLG input
are included in the set of segments of the PSLG. For instance, see the PSLG inputs in Figs. 5 and 6 which are both point
sets.
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is inside the segment’s diametral circle.
Given a domain Ω embedded in R2, the local feature size of each point x ∈ R2, denoted by lfsΩ(x), is the radius of the
smallest disk centered at x that touches two non-incident input features. This function is proven [10] to have the so-called
Lipschitz property, i.e., lfsΩ(x) lfsΩ(y) + |xy|, for any two points x, y ∈R2.
Let P be a point set in Rd . A simplex τ formed by a subset of P points is a Delaunay simplex if there exists a cir-
cumsphere of τ whose interior does not contain any points in P . This empty sphere property is often referred to as the
Delaunay property. The Delaunay triangulation of P , denoted Del(P ), is a collection of all Delaunay simplices. If the points
are in general position, that is, if no d + 2 points in P are co-spherical, then Del(P ) is a simplicial complex. The Delaunay
triangulation of a point set of size n can be constructed in O (n logn) time in two dimensions [5].
In the design and analysis of the Delaunay reﬁnement algorithms, a common assumption made for the input PSLG is
that the input segments do not meet at junctions with small angles. Ruppert [10] assumed, for instance, that the smallest
angle between any two incident input segment is at least 90◦ . A typical Delaunay reﬁnement algorithm may start with the
constrained Delaunay triangulation [3] of the input vertices and segments or the Delaunay triangulation of the input vertices.
In the latter case, the algorithm ﬁrst splits the segments that are encroached by the other input features. Alternatively, for
simplicity, we can assume that no input segment is encroached by other input features. A preprocessing algorithm, which
is also parallelizable, to achieve this assumption is given in [13]. The use of a bounding box [10] encapsulating the input
PSLG is yet another common strategy to make the theoretical analysis of Delaunay reﬁnement algorithms easier. We should
note that our insertion strategy and its analysis could be easily adapted to work with any of the aforementioned boundary
handling strategies where the circumcenter insertion strategy has already proven to work. It is also fairly straightforward to
integrate the new point insertion strategy and its analysis with the previous algorithms that handle input with small angles
[12]. The focus in our analysis is the key difference between the circumcenter and off-center insertion strategies.
Radius-edge ratio of a triangle is the ratio of its circumradius to the length of its shortest side. A triangle is considered
bad if its radius-edge ratio is larger than a pre-speciﬁed constant β 
√
2. This quality measure is equivalent to other
well-known quality measures, such as smallest angle and aspect ratio, in two dimensions [10].
3. Delaunay reﬁnement with off-centers
3.1. Off-centers
The line that goes through the midpoint of an edge of a triangle and its circumcenter is called the bisector of the edge.
Given a bad triangle pqr, suppose that its shortest edge is pq. Let c denote the circumcenter of pqr. We deﬁne the off-
center to be the circumcenter of pqr if the radius-edge-ratio of pqc is smaller than or equal to β (Fig. 1(a)). Otherwise, the
off-center is the point on the bisector (and inside the circumcircle), which makes the radius-edge ratio of the triangle based
on p, q and the off-center itself exactly β (Fig. 1(b)). The circle that is centered at the off-center and goes through the
endpoints of the shortest edge is called the off-circle. In the ﬁrst case, off-circle is same as the circumcircle of the triangle.
A bad triangle can have two shortest edges. In such cases, the off-center is deﬁned once we arbitrarily choose one of the
two edges as the shortest.
Fig. 1. The off-center and the circumcenter of triangle pqr is labeled c and c1 respectively. The circumcenter of pqc is labeled as c2. If |cc2| β|pq| then
c = c1 (a). Otherwise, c = c1 and by construction |cc2| = β|pq| (b). The off-circle of pqr is same as the circumcircle in (a) and shown as dashed circle in
(b).
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Let T be the Delaunay triangulation of the vertices of Ω .
Compute B˙, C˙ , D˙;
while C˙ ∪ D˙ is not empty do
Choose a point q from C˙ ∪ D˙ and insert q into the triangulation.
If q is a midpoint of a segment s, replace s with two segments from q to each endpoint of s;
Update the Delaunay triangulation T and recompute B˙, C˙ , D˙.
end while
Algorithm 1. Delaunay Reﬁnement with Off-centers.
Notice in Fig. 1(b) that, if we were to insert the circumcenter c1, the triangle pqc1 would still be bad and require
another circumcenter insertion. We instead suggest to insert just the off-center c. This, of course, is a simpliﬁed picture and
the actual behavior of Delaunay reﬁnement is more complicated. Nevertheless, this very observation is the main intuition
behind the expectation of smaller size meshes. In other words, around a small feature we create a good element with the
longest possible new features.
3.2. Algorithm
At each iteration, we choose a new point for insertion from a set of candidate points. There are two kinds of candidate
points: (1) the off-centers of bad triangles, and (2) the midpoints of segments. Let C˙ denote the set of all candidate off-
centers that do not encroach any segment. Let C denote their corresponding off-circles. Similarly, let B˙ denote the set of all
candidate off-centers that do encroach some segment. Candidate off-centers of this second type are rejected from insertion.
Let B denote their corresponding off-circles. The midpoint of a segment is a candidate for insertion if it is encroached by
an off-center in B˙. Let D˙ be all midpoint candidates. Then we suggest the following algorithm to incrementally insert the
candidate points.
4. Termination and size optimality
When analyzing his algorithm, Ruppert [10] used the Delaunay property on the bad triangles, that is, their circumcircles
are empty of other points. Unfortunately, the off-circles are not necessarily empty of other points. There is a small crescent-
shape possibly non-empty region of each off-circle outside the corresponding circumcircle. This raises a challenge in our
analysis. One easy way around this is to use a special insertion order among the off-centers. For instance, it is relatively
easy to prove that the off-circle of the bad triangle that has the shortest edge is empty of all other points. Alternatively,
an ordering that favors the bad triangles with the smallest circumradius serves for the same purpose. We could use one of
these ordering strategies and apply the same arguments given in [10]. However, for the sake of a generic result, we opt for
an arbitrary order in the analysis of our off-center insertion algorithm.
We prove that the meshes generated by the off-center insertion algorithm is size optimal using the same machinery as
Ruppert [10]. Moreover, we adapt the terminology introduced in [11] which includes a clearer rewrite of Ruppert’s results.
We ﬁrst prove that the edge length function is within a constant factor of the local feature size. Then, we conclude that the
output mesh is size-optimal within a constant.
Let insertion length of a vertex u, denoted ru , be the length of the shortest edge incident to u right after u is inserted (or
were to be inserted if u is encroaching). If u is an input vertex its insertion length is the shortest edge incident to u in the
initial Delaunay triangulation of the input. Also, for each Steiner vertex u, we deﬁne a parent vertex, denoted uˆ, as the most
recently inserted endpoint of the shortest edge of the bad triangle responsible of the insertion of u. This deﬁnition applies
also for vertices that are considered but not actually inserted due to encroachment.
Lemma 1. Let pqr be a bad triangle with off-center u. Then, ru  C0|uuˆ|, for some constant C0 . Moreover, ru  βruˆ .
Proof. Without loss of generality, let pq be the shortest edge of pqr and uˆ = p. Consider the following two cases:
• u is the circumcenter of pqr: By the Delaunay property, ru  |uuˆ|, that is C0 = 1. Moreover, since the triangle pqr is bad,
|uuˆ|/|pq| β . The distance from p to q is at least rp = ruˆ . Hence, ru  βruˆ .
• u is not the circumcenter of pqr: Let m be the midpoint of the segment pq and c2 be the circumcenter of pqu. See Fig. 1.
The intersection of the off-circle and the circumcircle is empty by the Delaunay property. So, as a conservative bound,
ru is at least |um|. By construction,  pum = arcsin( 12β )/2. Also, on the right triangle pum, cos( pum) = |um|/|uuˆ|. Since
β 
√
2, |um| |uuˆ| cos (arcsin( 1
2
√
2
)/2). So, C0 = cos (arcsin( 12√2 )/2) ≈ 0.98. Moreover,
ru  |um| |uc2| (because  pc2q < 90◦)
= β|pq| (by construction)
 βruˆ 
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Proof. We consider the following cases:
• u is not a Steiner vertex: Then, its nearest neighbor in the initial triangulation is at most lfsΩ(u) away, hence ru  lfsΩ(u).
• u is an off-center Steiner vertex: Then, by Lemma 1 we know that ru  βruˆ , that is C1 = β .
• u is the midpoint of an encroached subsegment s: If uˆ is an input vertex, or is a Steiner vertex on a segment then ru 
lfsΩ(u). Otherwise, uˆ is an encroaching rejected circumcenter. Let v be the nearest endpoint of s from uˆ. By deﬁnition,
ruˆ is at most |uˆv|. Moreover, since uˆ is inside the diametral circle of s, |uˆv| 
√
2ru . Therefore, ru  ruˆ/
√
2, that is
C1 = 1/
√
2. 
Theorem 1. The Delaunay Reﬁnement with Off-centers terminates.
Proof. Let lfs be the smallest distance between two non-incident features of the input PSLG. We prove, by contradiction
that there are no edges shorter than lfs introduced during the reﬁnement. Suppose e is the ﬁrst edge that is shorter than
lfs. Then, at least one end-point of e is a Steiner vertex. Let v be the most recently inserted endpoint of e. Let ˆˆv be the
grandparent of v .
• If v is the off-center of a bad triangle, then by Lemma 2, rv  βrvˆ .
• If v is the midpoint of an encroached segment then there are two sub-cases. If vˆ is the off-center of a bad triangle,
then by Lemma 2, rv  rvˆ/
√
2  βr ˆˆv/
√
2  r ˆˆv . Otherwise, vˆ is on a non-incident segment because of the PSLG input
assumption. Then, clearly rv  lfs.
In all cases, rv  ru for some ancestor u of v . If rv < lfs, then ru < lfs, contradicting the assumption that e was the ﬁrst
such edge. Hence, the termination of the algorithm follows. This also implies that there are no bad triangles in the output
mesh. 
For each vertex u, let Du be the ratio of lfsΩ(u) over ru .
Lemma 3. If ru  ruˆ/C2 for some constant C2 , then Du  1/C0 + C2Duˆ .
Proof.
Du = lfsΩ(u)/ru 
(
lfsΩ(uˆ) + |uuˆ|
)
/ru (by Lipschitz property)
 (Duˆruˆ + ru/C0)/ru (by deﬁnition and Lemma 1)
 (DuˆC2ru + ru/C0)ru
= C2Duˆ + 1/C0 
Lemma 4. There exist ﬁxed constants CT  1 and CS  1 such that, for each vertex u, Du  CT if u is a Steiner or rejected off-center
vertex and Du  CS if u is a midpoint Steiner vertex.
Proof. We prove the lemma by induction.
Basis: If uˆ is an input vertex or on a segment, then Duˆ = lfsΩ(uˆ)/ruˆ  1.
Induction hypothesis: Lemma holds for vertex uˆ. So, Duˆ max{CT ,CS }.
Induction: Now we make a case analysis:
• If u is an off-center of a bad triangle, then by Lemma 3 (where C2 = 1/β by Lemma 1) and the induction hypothesis,
Du  1C0 +max{CT ,CS }/β . This implies that Du  CT if
CT 
1
C0
+max{CT ,CS }/β (1)
• Otherwise, u is a midpoint of a subsegment s. If parent is an input vertex or on another segment, lemma holds by the
basis of the induction. If uˆ is a rejected off-center of a bad triangle, then by Lemma 2, ru  ruˆ/
√
2. So, by Lemma 3
(where C2 =
√
2) and the induction hypothesis, Du  1C0 +
√
2CT . This implies that Du  CS if
CS 
1
C0
+ √2CT (2)
We choose CS = β(
√
2+1)√ and CT = β+1√ , to satisfy both inequalities (1) and (2). Hence the lemma holds. C0(β− 2) C0(β− 2)
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Proof. By Lemma 4, lfsΩ(u)/ru  CS , for any vertex u. If u was inserted after v , then |uv| is at least ru . Hence, |uv| ru 
lfsΩ(u)/CS , and the lemma holds. If v was inserted after u, then by Lemma 4 |uv| rv  lfsΩ(v)/CS . By Lipschitz property,
|uv| (lfsΩ(u) − |uv|)/CS . Hence, |uv| lfsΩ(u)/(CS + 1), that is, C3 = 1/(CS + 1). 
Local feature size for an output mesh M (which is a PSLG) is well-deﬁned and denoted by lfsM(). Previous lemma
essentially states that lfsM(x)  lfsΩ(x), ∀x ∈ M . We next state a theorem proven by Ruppert [10], which together with
Lemma 5 leads to Theorem 3, the main result of this section.
Theorem 2. (See [10].) Suppose a triangulation M with radius-edge ratio bound β has the property that there is some constant C4
such that lfsM(p)  lfsΩ(p)/C4 , ∀p ∈ R2 . Then, the size of T is less than C5 times the size of any triangulation of the input Ω with
bounded radius-edge ratio β , where C5 = O (C24β).
Theorem 3. The Delaunay Reﬁnement with Off-centers algorithm generates a size-optimal mesh.
5. Experiments
We ran experiments on several data sets with various characteristics. Figs. 5, 6, and 7 illustrate three of these sets,
together with output meshes. The results on all the other data we have experimented with are similar.
Performance plots report the output size of the circumcenter insertion method (Triangle version 1.4), denoted by Mc ,
the output size of the circumcenter insertion method, denoted by Mo , and the output size ratio of the two methods Mc/Mo .
We also plot the number of Steiner points inserted by the two methods, Sc and So , and their ratio, Sc/So . The plots show
that the ratios Mc/Mo and Sc/So are always larger than 1, when an appropriate perturbation factor is chosen as described
below.
5.1. Perturbation
In our experiments we observe that, a perturbation from the theoretical deﬁnition of the off-centers gives the best results
in practice. We control the amount of perturbation by a parameter α1, which rescales the distance between the off-center
and the shortest edge. A value of 1 for α1 means there is no perturbation. Values smaller than 1 move the off-center on
the bisector towards the shortest edge, while values larger than 1 move it away.
Although the exact value for the best choice of α1 varies as we change the desired quality parameter (smallest angle)
and the data set, there is a clear pattern in the performance behavior. There is a sudden large shift in the output size from
small to large as α1 becomes larger than 1. See Fig. 2. Best performance is usually observed when α1 is in the interval
(0.95,1), which is open from left to avoid the effect of numerical errors in the off-center computation. The two input data
sets used in Fig. 2 have a characteristic difference. The Boeing data set includes small input features aligned on a curve.
In such a conﬁguration somewhat large perturbation towards the shortest edge could ﬁx several triangles neighbor to each
other.
Note that theoretical results given in the previous sections still applies with slight modiﬁcation to accommodate the
perturbation.
Fig. 2. Output size w.r.t. perturbation factor for two data sets: random points (left); Boeing (right). Solid lines show Mo and dashed lines show Mc .
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(right). Within each plot the ratios are reported twice, reﬂecting two different implementations of the off-center insertion. Handling bad triangles with the
smallest edge ﬁrst is a better strategy than handling those with the worst radius-edge ratio (angle).
5.2. Implementation
Implementing the Delaunay reﬁnement with off-centers is as simple as replacing the circumcenter procedure in classical
Delaunay reﬁnement implementations with a new off-center procedure. Computing off-centers and circumcenters are very
similar and take roughly the same time. Hence, savings in the number of Steiner points reported below also reﬂects the
amount mesh generation time.
We used the best known implementation of the circumcenter insertion algorithm, which is the version 1.4 of the CMU
software Triangle [11]. Earlier experiments with circumcenter insertion method indicates that the insertion order has an
impact on the output mesh size. For instance, inserting the circumcenter of triangles with the smallest angles ﬁrst tends to
result in smaller meshes. In this study, for fairness of comparison, we chose the ordering strategy that performs the best for
the circumcenter insertion and use the same strategy for the off-center insertion. We then consider the ordering strategy
that better ﬁts the off-center insertion: ﬁx the bad triangles with the smallest edges ﬁrst.
5.2.1. Results
Fig. 3 presents the summary of our experiments on randomly generated input point sets (in a box or on an ellipse).
Improvements both in the number of Steiner points (Sc/So) and in the mesh size (Mc/Mo) increases as the user speciﬁed
minimum angle threshold increases. It is also clear in these plots that the insertion order strategy based on the shortest
edge length is more effective than the classical radius-edge ratio order strategy for the off-center reﬁnement method. In
addition, we observed that the size of the input (for a given distribution) has no impact on these ratios (plots look roughly
the same as in Fig. 3 as we change the number of input points).
Among the two ratios plotted in Fig. 3, Sc/So is more representative of the speed up we have on the running time of
the reﬁnement algorithm. For instance, a value of 2 for Sc/So indicates that the new algorithm runs twice as faster as the
old one.
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Fig. 5. Input consists of 1000 points randomly distributed on an ellipse. Smallest angle in both output meshes is 2◦ . Circumcenter insertion adds 535 Steiner
points resulting a mesh with 2067 triangles. Off-center insertion adds 160 Steiner points resulting a mesh with 1317 triangles.
6. Discussions
By deﬁnition, the off-centers of some (almost good) triangles are the same as their circumcenters. The off-center and the
circumcenter insertion algorithms are likely to generate very similar (sometimes the same) meshes when the initial trian-
gulation is reasonably good to begin with. In most applications, however, tiny angles are ubiquitous in the initial Delaunay
triangulation. Fig. 7 demonstrates the output of the two algorithms in one such case. In this example, our off-center insertion
algorithm gives a mesh that is twenty ﬁve times smaller than the output of Triangle 1.4. We also observed some other
examples (with large threshold angles), where the off-center insertion algorithm terminates (computing a quality-bounded
mesh) and Triangle 1.4 goes into an inﬁnite loop of reﬁnement.
Numerical stability. Unlike the circumcenters, the off-centers are numerically stable. For an obtuse triangle a round-
off error on one of its (Steiner) vertices may lead to signiﬁcant errors when computing circumcenters. Fortunately, this
is not the case when computing the off-centers (see Fig. 4). For a triangle pqr consider a perturbation of the vertex r,
corresponding to a round-off error occurred when computing the location of r. Such a perturbation could lead to a large
A. Üngör / Computational Geometry 42 (2009) 109–118 117Fig. 6. Input consists of 500 points randomly distributed in a box. Smallest angle in both output meshes is 30◦ . Circumcenter insertion adds 1524 Steiner
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computing error on the location of the circumcenter, but the location of the off-center would change only proportional
to the round-off error (Fig. 4(a)). Note that in this case, c1 might be outside the real circumcircle and be too close to an
existing feature. Hence, inserting c1 instead of c2 might lead to catastrophic results. There are cases where a perturbation
of r could lead to a somewhat large (with respect to the amount of perturbation) shift in the location of the off-center
(Fig. 4(b)). Such a shift occurs because the referenced shortest edge changes with this type of perturbation. In this case,
however, the location of o1 is as good as location of o2 even though they are far apart from each other.
Parallelization. This new insertion scheme also leads to a parallel Delaunay reﬁnement algorithm that takes only
O (log(L/h)) iterations to generate quality-guaranteed size-optimal meshes, where L is the diameter of the domain, and
h is the smallest edge length in the initial triangulation [14]. This is an improvement over the previously best known
equivalent algorithm that runs O (log2(L/h)) iterations [13].
Software updates. This new algorithm is already included as the default option in the Triangle software, leading to the
release of its version 1.5. Hence all the references to Triangle in this paper is to the version 1.4. The current release of
Triangle version 1.6, also uses the off-center insertion method presented here but with shortest edge ordering scheme.
Approximation factor. As the careful reader might have already noticed, the constant in the output size optimality of
our algorithm is slightly worse than that of the original Delaunay reﬁnement algorithm. This is in contrast with the good
performance of the off-center insertion algorithm in practice. We believe with the use of off-centers, one can signiﬁcantly
improve the size optimality constants of the Delaunay reﬁnement algorithms. We restate this theoretical problem and
leave it for further research: Is there a small approximation bound (say 2) on the output size of the Delaunay reﬁnement
algorithms?
Time-optimal Delaunay reﬁnement. For triangles with very large radius-edge ratio, in particular those that have different
off-center and circumcenter locations, off-centers can be computed using only the two endpoints of the shortest edge.
Recently, the author in collaboration with Har-Peled exploited this property of the off-centers and designed the ﬁrst time-
optimal Delaunay reﬁnement algorithm [7].
Three dimensions. We are currently working on an extension of the off-center algorithm to three dimensions. Preliminary
experiments promises improvements will be at least as good as in two dimensions [15].
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118 A. Üngör / Computational Geometry 42 (2009) 109–118Fig. 7. Boeing data (airfoil mesh). Smallest angle in both output triangulations is 34◦ . Circumcenter insertion introduces 16412 Steiner points resulting a
mesh with 32560 triangles. Off-center insertion introduces only 199 Steiner points resulting a mesh with 402 triangles.
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