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the unified form of pollaczek–khinchine formula
for le´vy processes with matrix-exponential
negative jumps
D. Gusak, Ie. Karnaukh
For Le´vy processes with matrix-exponential negative jumps, the unified form of the
Pollaczek-Khinchine formula is established.
1 Introduction
The celebrated Pollaczek-Khinchine (PK) formula is known in queuing theory and risk
theory in different forms. Following [1], under the safety loading condition, PK formula
represents the cumulative distribution function of the waiting time W of an ordinary
M/G/1 queue in terms of the arrival rate λ, the cumulative distribution function F (x)
of the service time Y, and its mean as
P {W < x} = (1− ρ)
∞∑
n=0
ρnF ∗n0 (x) , (1)
where ρ = λEY, F0 (x) = (EY )
−1 ∫ x
0
F (y)dy, F (y) = 1 − F (y), F ∗n0 denotes the con-
volution of the distribution F0 with itself. Following [2], formula (1) in risk theory is
called the Beekman’s convolution formula and represents the survival probability for the
classical risk process (with ρ = λEY/c, where c is the premium rate).
Formula (1) is a special case of a more general result on the distribution of the
maximum of a spectrally positive Le´vy process. If Xt, t ≥ 0 is a Le´vy process with no
negative jumps and the cumulant function k (r) = lnEerX1 , then the moment generating
function for the absolute maximum X+ = sup0≤t<∞Xt has the following representation
(see, e.g., [3]):
EerX
+
= −rk
′ (0+)
k (r)
. (2)
Inverting formula (2) with respect to r, we can get the generalization of formula (1) (see
[4]). For the interpretation of the generalized PK for general perturbed risk processes
under the Cramer–Lundberg conditions, see [5] and references therein.
In [6], the analog of formula (2) was obtained without specific restrictions on the dis-
tribution of negative jumps. Using this analog, the generalization of (1) for risk processes
with exponentially distributed premiums (with parameter b > 0) can be represented in
terms of the convolutions of F 0(x) = F (x) + bF (x) (see [12] Table IV in appendix). For
some alternative representations of the supremum distribution for a Le´vy process, when
the Le´vy measure is nonzero on (−∞, 0) , see [7, 8, 9] and references therein.
In this article, we combine the results of [10, 11, 6] to get the Le´vy triplet for the
supremum of a Le´vy process, when the negative jumps have a matrix-exponential dis-
tribution. We consider two special cases of matrix-exponential distributions, namely the
Erlang and hyperexponential ones, in detail.
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2 The unified form of the Pollaczek–Khinchine for-
mula
Consider a Le´vy process Xt, t ≥ 0 with the cumulant function
k (r) = a′r +
σ2
2
r2 +
∫ ∞
−∞
(
erx − 1− rxI{|x|≤1}
)
Π (dx) ,
where a′ and σ are real constants, and Π is a non-negative measure defined on R\{0}
such that
∫
R
max
{
x2, 1
}
Π (dx) <∞. The components {a′, σ,Π} are called a Le´vy triplet.
Hereinafter, we assume that γ =
∫ 1
−1 |x|Π (dx) <∞. Then the cumulant function has the
form
k (r) = ar +
σ2
2
r2 +
∫ ∞
−∞
(erx − 1) Π (dx) , (3)
where a = a′ − γ.
We write X+t and X
−
t for the supremum and infimum processes and X
+ and X− for
the absolute extrema:
X±t = sup (inf)0≤t′≤tXt, X
± = sup (inf)0≤t<∞Xt.
Denote, by θs, an exponentially distributed random variable with parameter s > 0:
P {θs > t} = e−st, t > 0, independent of Xt, and θ0 = ∞. Then Xθs is called a Le´vy
process killed at the rate s (see [13]), and its moment generating function is as follows:
EerXθs =
s
s− k (r) ,Re [r] = 0.
The moment generating functions of killed extrema EerX
±
θs represent the Wiener–Hopf
factors of EerXθs , i.e.,
EerXθs = EerX
+
θsEerX
−
θs .
Having a representation of one of the factors, we can get that for another one.
In the general case, we can represent EerX
+
θs in terms of the convolution of the cu-
mulative distribution function of the killed infimum P− (s, y) = P
{
X−θs < y
}
with the
integral transform of the measure Π: Π˜ (x, u) =
∫∞
x
eu(x−z)Π (dz) .
In [12] (see corollary 2.2), it was established that if DX1 <∞,EX+θs <∞, then
EerX
+
θs =
(
1− r (A∗ (s) + s−1U (s, r)))−1 , (4)
where
A∗ (s) =
{
(2s)
−1
σ2 ∂∂yP−(s, y)
∣∣∣
y=0
σ > 0,
s−1P
{
X−θs = 0
}
max {0, a} σ = 0,
U (s, r) =
∫∞
0
erx
∫ 0
−∞ Π˜ (x− y, 0) dP− (s, y) dx.
Integrating by parts, we get U (s, r) =
∫∞
0
(erx − 1) ∫ 0−∞Π (dx− y) dP− (s, y) . As
was shown in [12], if µ = EX1 = k
′ (0) < 0, then there exist lims→0A∗ (s) = a∗ and
lim
s→0
s−1U (s, r) = −
∫ ∞
0
(erx − 1)
∫ 0
−∞
Π (dx− y) d
(∫ ∞
0
P
{
X−t > y
}
dt
)
=
= −
∫ ∞
0
∫ 0
−∞
(erx − 1) Π (dx− y) dEτ−(y),
where τ−(y) = inf{t > 0 : Xt < y}, y < 0. Denote p−(0, y) = −Eτ−(y). Then we have
the following statement.
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Proposition 2.1. For a Le´vy process Xt, if DX1 <∞,EX+θs <∞, then
EerX
+
θs =
(
1−
(
rA∗ (s) +
∫ ∞
0
(erx − 1)pis (dx)
))−1
, (5)
where pis (dx) =
∫ 0
−∞Π (dx− y) s−1dP− (s, y) , x > 0.
If µ = EX1 < 0 the moment generating function of absolute supremum X
+ can be
represented as the moment generating function of the subordinator X∗ (a Le´vy process
with bounded variation, drift a∗ ≥ 0 and measure Π∗ (dx) =
∫ 0
−∞Π (dx− y) dp− (0, y) is
concentrated on (0,∞)) killed at rate 1:
EerX
+
=
1
1− k∗ (r) = Ee
rX∗θ1 . (6)
This proposition offers the following scheme for finding the m.g.f. for the supremum
of a Le´vy process. First, we should find the distribution of the infimum killed at a rate
s and its convolution with Π˜ (x, 0) =
∫∞
x
Π (dx) . Then, under the condition µ < 0 after
the limit transition as s tends to 0, we can get the Le´vy triplet of X+.
We call formula (6) the unified Pollaczek–Khinchine formula. To justify the name,
we follow the approach from [4].
Assume Π∗ (0,+∞) < ∞ and a∗ > 0. Then, with the use of the notation ρ = 1 −
(1 + Π∗ (0,+∞))−1 , c∗ = (a∗ (1− ρ))−1 , and Πˆ∗ (r) =
∫
(0,∞) e
rxΠ∗ (dx) /Π∗ (0,+∞) ,
relation (6) can be rewritten as
EerX
+
=
1− ρ
1− rc∗ − ρΠˆ∗ (r)
=
c∗
c∗ − r
1− ρ
1− c∗c∗−rρΠˆ∗ (r)
=
= (1− ρ)
∞∑
n=0
(
ρΠˆ∗ (r)
)n( c∗
c∗ − r
)n+1
. (7)
If Xt is a compound Poisson process with drift −1, positive jumps, and EX1 < 0, then
formula (7) can be reduced to EerX
+
= (1− ρ)∑∞n=0 (ρ ∫∞0 erxdF0(x))n with dF0(x) =
(Π∗ (0,+∞))−1 Π∗ (dx) . After the inversion with respect to r, we get the classical PK
formula (1).
3 Matrix-exponential negative jumps
To be more precise, we use some additional conditions on Π (dx) if x < 0. Assume that∫
(−∞,0) Π (dx) = λ− < ∞, and the negative jumps have a distribution with rational
characteristic function (or matrix-exponential distribution). Then, following [11], the
Le´vy measure for negative x has the representation
Π (−∞, x) =
m∑
i=1
ki∑
j=0
∫ x
−∞
a
(i)
j (−y)j ebiydy; x < 0,
where Re[bm] ≥ . . . ≥ Re[b2] ≥ b1 > 0.
We study separately two cases:
(NS) If σ > 0 or σ = 0, a < 0.
(S) If σ = 0, a ≥ 0.
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In [11], it was established that the cumulant equation k (r) = s have N roots −ri (s) in
the half-plane Re [r] < 0, and −r1 (s) is the unique root in [−b1, 0] , where
N =
{ ∑m
i=1 ki +m+ 1, in case (NS),∑m
i=1 ki +m, in case (S).
We assume that the roots are ordered in the ascending order of their real parts
Re [rN (s)] ≥ . . . ≥ Re [r2 (s)] > r1 (s) .
By [11] (see also formula (2.25) [10]),
EerX
−
θs =
∏N
i=1 ri (s)
∏m
i=1 (r + bi)
ki+1∏m
i=1 b
ki+1
i
∏N
i=1 (r + ri (s))
, Re [r] = 0. (8)
Let the cumulant equation have l distinct roots rk (s) with multiplicity nk, k = 1, l.
Then the density of X−θs has the representation
P ′− (s, y) =
∂
∂y
P−(s, y) = D− (s, y) +
∏N
i=1 ri (s)∏m
i=1 b
ki+1
i
l∑
k=1
erk(s)y
nk∑
j=1
Ak,j (s)
(j − 1)!y
j−1, y < 0, (9)
where
Ak,j (s) =
1
(nk − j)! limr→−rk(s)
[
d(nk−j)
dr(nk−j)
(
(r + rk (s))
nk
∏m
i=1 (r + bi)
ki+1∏N
i=1 (r + ri (s))
)]
,
D− (s, x) =
{
0, in case (NS),∏N
i=1 ri(s)∏m
i=1 b
ki+1
i
δ (x) , in case (S),
and δ (x) is the Dirac delta function.
It was shown in [11] that if µ = EX1 < 0, then, as s → 0, s−1r1 (s) → |µ|−1,
ri (s)→ ri,Re [ri] > 0, 2 ≤ i ≤ N. Hence,∏N
i=1 ri (s)∏m
i=1 b
ki+1
i
→
∏N
i=2 ri
|µ|∏mi=1 bki+1i
and
p′− (0, y) =
∂
∂y
p− (0, y) = D− (y)+
∏N
i=2 ri
|µ|∏mi=1 bki+1i
l∑
k=2
erky
nk∑
j=1
Ak,j (0)
(j − 1)!y
j−1, y < 0, (10)
D− (y) =
{
0, in case (NS),
|µ|−1∏Ni=2 ri∏m
i=1 b
ki+1
i
δ (x) , in case (S).
If the multiplicity of a real root rk (s) is 1, then the corresponding addends in P
′
− (s, y) are
simplified to the exponential function Ak (s) e
rk(s)y. If rk (s) = vk (s)+ıwk (s) is a complex
root of multiplicity 1, then the corresponding addend in P ′− (s, y) reduces to the product
of exponential and cosine functions Ak (s) e
vk(s)y cos (wk (s) y + ϕk (s)) , where Ak (s) =
2|res (rk (s)) |, ϕk (s) = arg (res (rk (s))) , res (rk (s)) =
[
(r + rk (s))Ee
rX−θs
]
r→−rk(s)
.
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4 Special cases
Further, we consider several examples, when the negative jumps have the Erlang and
hyperexponential distributions. In both cases in the half-plane Re [r] < 0, the cumulant
equation k (r) = s has N = d + 1 roots in case (NS) and N = d roots in case (S) with
negative real parts.
4.1 Hyperexponentially distributed negative jumps
If a Le´vy process Xt have hyperexponential negative jumps, then all negative roots of
the cumulant equation are distinct and real (see, e.g., [15] or [14],) and the distribution
of the killed infimum X−θs is mixed exponential.
Corollary 4.1. Let a process Xt have hyperexponentially distributed negative jumps. If
µ = EX1 < 0, then the absolute maximum X
+ is distributed as the subordinator with
Le´vy triplet (a∗, 0,Π∗ (dx)) killed rate 1, where, in case (NS),
a∗ =
σ2
2|µ|
(
1−
d+1∑
k=2
∏d
i=1 (1− rk/bi)∏N
i=2,i6=k (1− rk/ri)
)
, (11)
Π∗ (dx) = |µ|−1
(
Π˜ (x, 0)−
d+1∑
k=2
∏d
i=1 (1− rk/bi)∏d+1
i=2,i6=k (1− rk/ri)
Π˜ (x, rk)
)
dx,
and, in case (S),
a∗ = a|b1µ|−1
d∏
i=2
(ri/bi) , (12)
Π∗ (dx) =
1
|µ|
(
1
b1
d∏
i=2
ri
bi
Π (dx) +
(
Π˜ (x, 0)−
d∑
k=2
∏d
i=1 (1− rk/bi)∏d
i=2,i6=k (1− rk/ri)
Π˜ (x, rk)
)
dx
)
.
Proof. As all rk (s) are distinct and real, formula (9) yields
P ′− (s, y) = D− (s, y) +
∏N
i=1 ri (s)∏d
i=1 bi
N∑
k=1
∏d
i=1 (bi − rk (s))∏N
i=1,i6=k (ri (s)− rk (s))
erk(s)y, y < 0, (13)
where
D− (s, x) =
{
0, in case (NS),∏d
i=1 (ri (s) /bi) δ (x) , in case (S).
If µ < 0, then
p′− (0, y) = D− (y) + |µ|−1
(
1−
N∑
k=2
∏d
i=1 (1− rk/bi)∏N
i=2,i6=k (1− rk/ri)
erky
)
, y < 0, (14)
where
D− (x) =
{
0, in case (NS),
|b1µ|−1
∏d
i=2 (ri/bi) δ (x) , in case (S).
Combining formula (14) with Proposition 2.1, we get (11) and (12). Note that Π˜(x, 0) is
just
∫∞
x
Π(dy), x > 0.
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Example 4.1. If d = 2 in Corollary 4.1, then the parameters of X∗ in case (NS) are
a∗ =
σ2
2|µ|
r2r3
b1b2
,
Π∗ (dx) =
1
|µ|
[
Π˜ (x, 0) +
r3 (r2 − b1) (b2 − r2)
b1b2 (r3 − r2) Π˜ (x, r2) +
+
r2 (r3 − b1) (r3 − b2)
b1b2 (r3 − r2) Π˜ (x, r3)
]
dx.
In case (S), we have
a∗ =
ar2
|µ|b1b2 ,
Π∗ (dx) =
r2
|µ|b1b2
[
Π (dx) +
(
b1b2
r2
Π˜ (x, 0) +
(r2 − b1) (b2 − r2)
r2
Π˜ (x, r2)
)
dx
]
.
4.2 Erlang-distributed negative jumps
If the negative jumps have the Erlang distribution, then we will use a matrix represen-
tation alternative to (9) for the inversion of m.g.f. of X−θs (for details, see [2]): if∫ 0
−∞
erxf (x) dx =
∑n
k=1 αkr
k−1∑n
k=1 tkr
n−k + rn
,
then
f (x) = αeTxt, x < 0, (15)
where α = (α1, . . . , αn) , t = (0, . . . , 0, 1)
>
, T =

0 −1 . . . 0
...
...
. . .
...
0 0 . . . −1
tn tn−1 . . . t1
 .
Corollary 4.2. Let the process Xt have Erlang-distributed negative jumps. If µ = EX1 <
0, then the absolute maximum X+ is distributed as the subordinator with Le´vy triplet
(a∗, 0,Π∗ (dx)) killed rate 1, where, in case (NS), we have
a∗ =
σ2
2|µ|
d+1∏
i=2
(ri
b
)
,
Π∗ (dx) = |µ|−1
d+1∏
i=2
(ri
b
)
α
∫ ∞
x
eT(x−y)Π (dy) tdx, (16)
αk =
(
d
k−1
)
bd+1−k, tk =
∑
1≤i1<...<ik≤d+1 ri1 . . . rik ,
(
d
k−1
)
are binomial coefficients,
k = 1, d+ 1.
In case (S),
a∗ = a|bµ|−1
d∏
i=2
(ri/b) ,
Π∗ (dx) = |bµ|−1
d∏
i=2
(ri
b
)(
Π (dx) +α
∫ ∞
x
eT(x−y)Π (dy) tdx
)
, (17)
αk =
(
d
k−1
)
bd+1−k − td+1−k, tk =
∑
1≤i1<...<ik≤d ri1 . . . rik , k = 1, d.
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Proof. Using the inversion formula (15) from (8), we deduce in case (NS) that
P ′− (s, y) = r1 (s)
d+1∏
i=2
ri (s)
b
αeT(s)yt, y < 0. (18)
In case (S),
P ′− (s, y) = r1 (s)
∏d
i=2 ri (s)
bd
(
δ (y) +αeT(s)yt
)
, y < 0. (19)
As s approaches 0, we can get the representation for p′− (0, y) from (18) and (19). From
Proposition 2.1, we deduce (16) and (17).
To expand the matrix exponents in (16) and (17), we should know the values of their
multiplicities and whether the roots ri are real.
Example 4.2. Assume that d = 2 in Corollary 4.2. In case (S) as s approaches 0:
r1 (s)→ 0, r2 (s)→ r2 > 0. Then α =
(
b2, 2b− r2
)
,T =
(
0 −1
0 r2
)
. Hence,
p′− (0, y) =
r2
|µ|b2
(
δ (x) +
b2
r2
− (b− r2)
2
r2
er2y
)
and
a∗ =
ar2
|µ|b2 ,
Π∗ (dx) =
r2
|µ|b2
(
Π (dx) +α
∫ ∞
x
eT(x−y)Π (dy) tdx
)
=
=
r2
|µ|b2
(
Π (dx) +
(
b2
r2
Π˜ (x, 0)− (b− r2)
2
r2
Π˜ (x, r2)
)
dx
)
.
In case (NS) as s approaches 0: r1 (s)→ 0, r2 (s)→ r2, r3 (s)→ r3. Then
a∗ =
σ2
2|µ|
r2r3
b2
,
α =
(
b2, 2b, 1
)
,T =
 0 −1 00 0 −1
0 r2r3 (r2 + r3)
 . In this case, Π∗ (dx) can contain, along
with the integral transform Π˜ (x, u) , also the integral transform
B (x, u) =
∫ ∞
x
(x− z) eu(x−z)Π (dz)
and integral transforms C1 (x, v, w) =
∫∞
x
ev(x−z) cos (w (x− z)) Π (dz) , C2 (x, v, w) =∫∞
x
ev(x−z) sin (w (x− z)) Π (dz) . More precisely, we have 3 possibilities:
1) r2,3 are real and distinct, then
αeTxt =
b2
r2r3
+
er3xr2 (b− r3)2 − er2xr3 (b− r2)2
r2r3 (r3 − r2) ,
so Π∗ (dx) = |µ|−1
(
Π˜ (x, 0)− r3(b−r2)2b2(r3−r2) Π˜ (x, r2) +
r2(b−r3)2
b2(r3−r2) Π˜ (x, r3)
)
dx. Here, we get the
same formula as for the hyperexponential distribution with b1 = b2 = b.
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2) r2,3 are real and equal, then
αeTxt =
b2
r22
(
1 + er2x
(
r22 − b2
b2
+
(b− r2)2 r2
b2
x
))
,
Π∗ (dx) = |µ|−1
(
Π˜ (x, 0)− r22−b2b2 Π˜ (x, r2) + (b−r2)
2
b2 B (x, r2)
)
dx.
3) r2,3 are complex-valued: r2,3 = v ± ıw, then
αeTxt =
b2
v2 + w2
+
+evx
(v2 + w2 − b2)
v2 + w2
cos(wx) +
(
v + b
(
bv
v2+w2 − 2
))
w
sin(wx)
 ,
Π∗ (dx) = |µ|−1
(
Π˜ (x, 0) dx+ |r2|
2−b2
b2 C1 (x, v, w) +
b2v+|r2|2(v−2b)
b2w C2 (x, v, w)
)
dx.
Example 4.3. In conclusion, we consider a numerical example, when a process Xt have
Le´vy triplet (a, σ,Π (dx)) , where
Π (dx) =
{
λ+f+ (x) x > 0,
λ−f− (x) x < 0,
=
λ+
2β
pi
e−
x2β2
pi x > 0,
λ−
(
1 + 14pi2
)
(1− cos (2pix)) ex x < 0,
i.e., the positive jumps are half-normal(β) distributed, and the negative jumps are
matrix-exponential distributed with b1 = 1, b2,3 = 1± 2piı (a special case of the matrix-
exponential distribution, which is not a phase-type distribution [2]). The cumulant of
Xt is
k (r) = ar +
σ2
2
r2 + λ+
(
e
pir2
4β2
(
1 + erf
(√
pir
2β
))
− 1
)
+
+ λ−
 1 + 4pi2
(1 + r)
(
4pi2 + (1 + r)
2
) − 1
 ,
where erf (x) = 2√
pi
∫ z
0
e−t
2
dt.
For a = 0.2, σ = 2, λ+ = 2, β = 1, λ− = 4, m = EX1 = 49+36pi
2
−5−20pi2 < 0, the cumulant
equation k (r) = 0 has the roots −r1 = 0, −r2,3 ≈ 1.023 ± 6.290ı, −r4 ≈ 2.159 in the
half-plane Re [r] ≤ 0 and, by formula (10),
p′− (0, x) ≈ 0.501 + 0.582e2.159x + e1.023x (0.002 cos (6.290x) + 0.008 sin (6.290x)) .
Hence, a∗ = σ
2
2 p
′
− (0, 0) ≈ 2.169 and Π∗ (dx) =
∫∞
x
p′− (0, x− y)λ+f+ (y) dy can be
expressed in terms of erf (x) . Using formula (7), we can represent X+ as the sum of
a geometrically distributed number ν ∼ G (1− ρ) , exponentially distributed random
variables ξ0, . . . , ξn, . . . ∼ Exp (c∗) , and random variables η1, . . . , ηn, . . . ∼ F 0, where
1− ρ ≈ 0.418, c∗ ≈ 1.104, F ′0(x)dx = (Π∗ (0,+∞))−1 Π∗ (dx) (see Fig. 1). That is,
X+ = ξ0 +
ν∑
n=1
(ξn + ηn) .
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Figure 1: Density of ηi
References
[1] S. Asmussen, Applied Probability and Queues, Springer, New York, 2003.
[2] S. Asmussen, Ruin Probabilities, World Scientific, Singapore, 2010.
[3] A. E. Kyprianou, Introductory Lectures on Fluctuations of Levy Processes with Applications,
Springer, New York, 2006.
[4] O. Kella, The class of distributions associated with the generalized Pollaczek–Khinchine
formula, J. of Appl. Prob. 49(3) (2012), 883–887.
[5] M. Huzak et al., Ruin probabilities and decompositions for general perturbed risk processes,
Annals of Appl Prob. 14 (2004), no. 3, 1378–1397.
[6] D. Gusak, On some generalization of the Pollaczek–Khinchine formula, Theory of Stoch.
Process. 16(32) (2010), no. 1, 49–56.
[7] M. Kwasnicki, J. Malecki, and M. Ryznar, Suprema of Levy processes, Ann. of Probab. 41
(2013), no. 3B, 2047–2065.
[8] L. Chaumont, On the law of the supremum of Levy processes, Ann. of Probab. 41 (2013),
no. 3A, 1191–1217.
[9] A. Kuznetsov, A. E. Kyprianou, J. C. Pardo, Meromorphic Levy processes and their fluc-
tuation identities, Ann. of Appl. Prob. 22 (2012), no. 3, 1101–1135.
[10] N. Bratiychuk and D. Husak, Boundary-Values Problems for Processes with Independent
Increments, Naukova Dumka, Kyiv, 1990 (in Russian).
[11] A. L. Lewis and E. Mordecki, Wiener-Hopf factorization for Levy processes having negative
jumps with rational transforms, J. of Appl. Prob. 45 (2008), no. 1, 118–134.
[12] D. Husak, Processes with Independent Increments in Risk Theory, Institute of Mathematics
of the NAS of Ukraine, Kyiv, 2011 (in Ukrainian).
[13] J. Bertoin, Levy Processes, Cambridge Univ. Press, Cambridge, 1996.
[14] E. Mordecki, Ruin probabilities for Levy processes with mixed-exponential negative jumps,
Teor. Veroyatn. Primen., 48 (2003), 188–194.
[15] N. Cai and S. G. Kou, Option pricing under a mixed-exponential jump diffusion model,
Manag. Sci. 57 (2011), no. 11, 2067–2081.
9
