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Abstract
Via Linking theorem and delicate energy estimates, the existence of nontrivial solutions for
a nonlinear PDE with an inverse square potential and critical sobolev exponent is proved. This
result gives a partial (positive) answer to an open problem proposed in Ferrero and Gazzola
(J. Differential Equations 177 (2001) 494).
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1. Introduction
This paper is concerned with the existence of nontrivial solutions for the following
problem:
Du  mjxj2 u ¼ juj
22
u þ lu in O;
uðxÞ ¼ 0 on @O;
(
ðPmÞ
where 0AOCRN ðNX3Þ is a bounded domain with smooth boundary, 2 ¼ 2N
N2 is
the so-called critical Sobolev exponent. 0pmo %m ¼ ðN22 Þ2 and l40 is a parameter.
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The starting point is a recent paper due to Ferrero and Gazzola [6]. They have
proved, among other results, that
* if NX4 and 0pmo %m 1; then ðPmÞ admits a nontrivial solution for all l40 and
lesm (where sm is the spectrum of the operator D mjxj2 with Dirichlet boundary
condition, see Section 2);
* if mX0; %m 1omo %m and there exists lkAsm such that lAðlk  SmjOj
2
N ; lkÞ; then
ðPmÞ admits nk pairs of nontrivial solutions, where nk denotes the multiplicity of
lk:
We also refer the interested reader to [1,3] concerning the results of ðP0Þ in the case of
m ¼ 0; to [7] for the existence result about ðPmÞ in the case of 0omo %m and 0olol1;
l1Asm:
From the results mentioned above, we know nothing about the case of lAsm for
problem ðPmÞ ðm40Þ: This is a more difﬁcult and interesting situation comparing
with m ¼ 0: Since when m ¼ 0; any eigenfunctions of D in H10 ðOÞ belong to LNðOÞ:
However, when m40; one does not expect that eigenfunctions of D mjxj2 with
Dirichlet boundary are bounded even in a neighborhood of zero. The techniques
used in [2] to deal with the case of m ¼ 0 fail. Ferrero and Gazzola [6] overcome this
difﬁculty in a particular situation when O ¼ B (the unit ball in RN ) and l ¼ l1 by
applying the asymptotic analysis of [5]. They have shown that
Proposition 1.1 (Ferrero and Gazzola [6, Theorem 4]). Let O ¼ B: If NX5 and
0pmo %m ðNþ2N Þ2; then for l ¼ l1; problem ðPmÞ admits a nontrivial solution %uAH10 ðOÞ
whose energy belongs to ð0; 1
N
S
N
2
m Þ:
For the general smooth bounded domain 0AOCRN and l40; an open problem is
proposed in [6] which reads as
Open Problem 1.2 (Ferrero and Gazzola [6, Theorem 40; p. 520]). Let 0AO be an
open bounded domain, OCRN ðNX5Þ and assume that 0pmo %m ðNþ2N Þ2; then for any
l40; problem ðPmÞ admits a nontrivial solution %uAH10 ðOÞ with critical level in the
range of ð0; 1
N
S
N
2
m Þ:
The purpose of the present paper is to give a partial (positive) answer to the Open
Problem 1.2. Our main result is
Theorem 1.3. Let 0AOCRN ðNX7Þ be an open bounded domain. If 0pmo %m 4;
then for any l40; problem ðPmÞ possesses a nontrivial solution with critical level in the
range of ð0; 1
N
S
N
2
m Þ:
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The proof of Theorem 1.3 is by critical point theory. However, due to the lack of
compact embedding of H10 ðOÞ+L2
 ðOÞ and H10 ðOÞ+L2ðO; jxj2dxÞ; we cannot use
the standard variational argument directly. The action function does not satisfy
Palais–Smale ((PS) in short) condition. We need to modify a method from [1] such
that the action function corresponding to ðPmÞ satisﬁes (PS) condition in a suitable
range. Then the existence result is obtained via constructing a minimax level within
this range and Linking Theorem due to Rabinowitz [8] (see also [11]). The novelty
here is that how we can do the energy estimation without the boundedness of the
eigenfunctions of D mjxj2 with Dirichlet boundary.
This paper is organized as follows. Section 2 is concerned with some notations and
preliminaries. The proof of Theorem 1.3 is contained in Section 3. In Section 4, we
give an appendix, where some important estimates are proved.
2. Notations and preliminaries
Throughout this paper, C; Ci will denote various positive constants whose exact
values are not important. H10 ðOÞ will be denoted as the standard Sobolev space,
whose norm jj 	 jj is induced by the standard inner product. By j 	 jp we denote the
norm of LpðOÞ: D1;2ðRNÞ is the closure of CN0 ðRNÞ under the norm of
R
RN
jr 	 j2 dx:
Bðx; rÞ is a ball centered at x with radius r: OðetÞ denotes jOðetÞj=etpC and oðetÞ
denotes joðetÞj=et-0 as e-0: All integrals are taken over O unless stated otherwise.
Deﬁne the constant
Sm ¼ inf
Z
RN
jruj2  mjxj2 u
2
 !
dx; uAD1;2ðRNÞ;
Z
RN
juj2 dx ¼ 1
( )
:
It is known that Sm is achieved by a family of functions
UeðxÞ ¼ ½4eð %m mÞN=ðN  2Þ
N2
4
½ejxjg0=
ﬃﬃ
%m
p
þ jxjg=
ﬃﬃ
%m
p
N22
; e40; ð2:1Þ
where g0 ¼ ﬃﬃﬃ%mp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp ; g ¼ ﬃﬃﬃ%mp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp ; %m ¼ ðN22 Þ2; see [10]. Moreover, there
holds
DUe  mjxj2 Ue ¼ jUej
22
Ue in R
N\f0g
and
Z
RN
jrUej2  mjxj2 U
2
e
 !
dx ¼
Z
RN
jUej2

dx ¼ S
N
2
m :
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To continue our discussion, we have, ﬁrst, the following proposition.
Proposition 2.1. If 0pmo %m ¼ ðN22 Þ2; then the eigenvalue problem
Du  mjxj2 u ¼ lu ð2:2Þ
has a sequence of eigenvalues 0ol1ol2p?plk-N as k-N; with finite
multiplicity and the first eigenvalue being simple. Each eigenvalue is repeated according
to its multiplicity. Moreover, if we denote the corresponding eigenfunction as fk; then
fkAL
pðOÞ for po2 	
ﬃﬃ
%m
pﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃ%mmp and H10 ðOÞ can be exhausted by the eigenfunctions
ffkg:
Proof. (1) The ﬁrst part of Proposition 2.1 is essentially known. We give a sketch
argument here just because we cannot ﬁnd a suitable reference. From Hardy
inequality, operator Lm ¼ D mjxj2 on H10 ðOÞ is positive deﬁnite and self-adjoint for
all 0pmo %m ¼ ðN22 Þ2: Lax–Milgram Theorem implies that for any gAH1ðOÞ (dual
space of H10 ðOÞ)
Lmu ¼ g in O; u ¼ 0 on @O
has a unique solution and L1m : H
1ðOÞ-H10 ðOÞ exists and is continuous. The
compact embedding i : H10 ðOÞ-L2ðOÞ and the continuous relations
id : L2ðOÞ-L2ðOÞ and i : L2ðOÞ-H1ðOÞ imply that Km ¼
L1m 3i
3id3i :H10 ðOÞ-H10 ðOÞ is a compact and self-adjoint operator. Using the
symmetric operator theory on Hilbert space H10 ðOÞ; we easily conclude the result.
(2) The second part is a direct consequence of [9, Theorem 2.3]. See also Theorem
A.6 in the appendix. &
Next, to use critical point theory, we deﬁne the action function on H10 ðOÞ;
JðuÞ ¼ 1
2
Z
jruj2  mjxj2 u
2
 !
dx  1
2
Z
juj2 dx  l
2
Z
juj2 dx: ð2:3Þ
It is known that a weak solution uAH10 ðOÞ of ðPmÞ is precisely a critical point of J:
That is,
Z
rurc mjxj2 uc
 !
dx 
Z
juj22uc dx  l
Z
uc dx ¼ 0 ð2:4Þ
holds for any cAH10 ðOÞ: The following deﬁnition has become standard.
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Deﬁnition 2.2. Let cAR; E be a Banach space and IAC1ðE;RÞ: We say that I
satisﬁes ðPSÞc condition, if any sequence fung in E such that IðunÞ-c and
jjI 0ðunÞjjH1ðOÞ-0 has a convergent subsequence. If this holds for every cAR; we say
that I satisﬁes (PS) condition.
Now we will prove that J satisﬁes ðPSÞc conditions for c in some interval of R;
which is contained in the following two lemmas.
Lemma 2.3. If 0pmo %m ¼ ðN22 Þ2; then any sequence fungCH10 ðOÞ satisfying
JðunÞ ¼ 1
2
Z
jrunj2  mjxj2 u
2
n
 !
dx  1
2
Z
junj2

dx  l
2
Z
junj2 dx-c; ð2:5Þ
/J 0ðunÞ;cS ¼
Z
runc mjxj2 unc
 !
dx 
Z
junj2
2
unc dx
 l
Z
unc dx ¼ oð1Þjjcjj ð2:6Þ
is bounded in H10 ðOÞ:
Proof. We argue it by contradiction. Suppose that jrunj2-N as n-N: Denote
wn ¼ unjrunj2; then jrwnj2 ¼ 1: Going if necessary to a subsequence, we may assume
that
wn,w weakly in H
1
0 ðOÞ;
wn-w a:e: in O;
wn-w strongly in L
tðOÞ for 1pto2;
jwnjpKðx; tÞ for some Kð	; tÞALtðOÞ:
Divide (2.6) by jrunj2; we have
Z
rwnc mjxj2 wnc
 !
dx 
Z
junj2
2
wnc dx  l
Z
wnc dx
¼ oð1Þrunj2
jjcjj ¼ oð1Þ: ð2:7Þ
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Since
jwnj2
2
wnc-jwj2
2
wc a:e: in O;
jjwnj2
2
wncjpCjKðxÞjAL1ðOÞ:
Lebesgue dominated convergence theorem implies thatZ
jwnj2
2
wnc dx-
Z
jwj22wc dx as n-N:
By passing to the limit in (2.7), we obtain fromZ
junj2
2
wnc dx ¼ jrunj2
2
2
Z
jwnj2
2
wnc dx and jrunj2-N
that Z
jwj22wc dx ¼ 0:
It follows from the arbitrary of cACN0 ðOÞ that wðxÞ ¼ 0 a.e. in O:
Next, on one hand, we divide (2.5) by jrunj22 and (2.6) by jrunj2 to get
1
2
Z
jrwnj2  mjxj2 w
2
n
 !
dx  1
2
Z
junj2
2
w2n dx 
l
2
Z
jwnj2 dx- cjrunj22
¼ oð1Þ; ð2:8Þ
Z
rwnc mjxj2 wnc
 !
dx 
Z
junj2
2
wnc dx  l
Z
wnc dx ¼ oð1Þjjcjj: ð2:9Þ
On the other hand, by wn,w ¼ 0 weakly in H10 ðOÞ; we haveZ
w2n dx-
Z
w2 dx ¼ 0:
Therefore, passing to the limit in (2.8) yields
1
2
 1
2
lim
n-N
Z
m
jxj2 w
2
n dx ¼
1
2
lim
n-N
Z
junj2
2
w2n dx: ð2:10Þ
Similarly, taking c ¼ wn in (2.9), we get
1 lim
n-N
Z
m
jxj2 w
2
n dx ¼ limn-N
Z
junj2
2
w2n dx: ð2:11Þ
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Multiplying (2.10) by 2 and combining (2.11), we have
2
2
 1
 	
¼ 2

2
 1
 	
lim
n-N
Z
m
jxj2 w
2
n dx: ð2:12Þ
But from Hardy’s inequality, we have
lim
n-N
Z
m
jxj2 w
2
n dxp
m
%m
Z
jrwnj2 dx ¼ m
%m
:
So
2
2
 1
 	
p 2

2
 1
 	
m
%m
:
That is impossible since mo %m: Thus fung is bounded in H10 ðOÞ: &
Lemma 2.4. Under the assumption of Lemma 2.3, if co 1
N
S
N
2
m ; then fung possesses a
convergent subsequence in H10 ðOÞ:
Proof. From Lemma 2.3, fung is bounded in H10 ðOÞ: Going if necessary to a
subsequence, we may assume that
un,u weakly in H
1
0 ðOÞ;
un-u a:e: in O;
un-u strongly in L
2ðOÞ:
Denote vn :¼ un  u; then Brezis–Lieb lemma implies thatZ
jrunj2 dx ¼
Z
jrvnj2 dx þ
Z
jruj2 dx þ oð1Þ;
Z
u2n
jxj2 dx ¼
Z
v2n
jxj2 dx þ
Z
u2
jxj2 dx þ oð1Þ;
Z
junj2

dx ¼
Z
jvnj2

dx þ
Z
juj2 dx þ oð1Þ;
and /J 0ðuÞ;cS ¼ 0 for any cAH10 ðOÞ: That is, u is a solution of ðPmÞ: Moreover, we
have
JðvnÞ-c  JðuÞ; J 0ðvnÞ-0 in H1ðOÞ:
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It follows from J 0ðuÞ ¼ 0 that
/J 0ðuÞ; uS ¼
Z
jruj2  mjxj2 u
2
 !
dx 
Z
juj2 dx  l
Z
u2 dx ¼ 0: ð2:13Þ
So
JðuÞ ¼ 1
2
 1
2
 	Z
juj2 dxX0:
Combining with vn-0 strongly in L
2ðOÞ and
/J 0ðunÞ; unS ¼
Z
jrunj2  mjxj2 u
2
n
 !
dx 
Z
junj2

dx  l
Z
u2n dx ¼ oð1Þ; ð2:14Þ
we have
Z
jrvnj2  mjxj2 v
2
n
 !
dx 
Z
jvnj2

dx
¼
Z
jrunj2  mjxj2 u
2
n
 !
dx 
Z
junj2

dx þ oð1Þ

Z
jruj2  mjxj2 u
2
 !
dx 
Z
juj2 dx þ oð1Þ
¼ oð1Þ: ð2:15Þ
Letting
Z
jrvnj2  mjxj2 v
2
n
 !
dx-b;
Z
jvnj2

dx-b:
From the deﬁnition of Sm; we have
Sm
Z
jvnj2

dx
 	 2
2
p
Z
jrvnj2  mjxj2 v
2
n
 !
dx
¼
Z
jvnj2

dx þ oð1Þ ðby ð2:15ÞÞ:
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Thus Smb
2
2pb: If ba0; we have bXS
N
2
m and
JðunÞ ¼ 1
2
Z
jrunj2  mjxj2 u
2
n
 !
dx  1
2
Z
junj2

dx  l
2
Z
junj2 dx
¼ 1
2
 1
2
 	Z
junj2

dx þ oð1Þ
¼ 1
N
Z
jvnj2

dx þ 1
N
Z
juj2 dx þ oð1Þ
X
1
N
Z
jvnj2

dx þ oð1Þ- 1
N
bX
1
N
S
N
2
m ;
which contradicts to JðunÞ-co 1N S
N
2
m : So that b ¼ 0: Again, by Hardy inequality,Z
jrvnj2  mjxj2 v
2
n
 !
dxX 1 m
%m
 	Z
jrvnj2 dx:
We obtain from mo %m that Z
jrvnj2dx-0 as n-N:
In other words, un-u strongly in H
1
0 ðOÞ: &
3. Proof of Theorem 1.3
In this section, we will prove Theorem 1.3 via the following Linking Theorem from
Rabinowitz [8] (see also [11]).
Theorem 3.1. Let E be a Banach space with E ¼ Y"X ; where dim YoN: Suppose
IAC1ðE;RÞ and satisfies
(i) there exist r; a40 such that I j@Br-XXa;
(ii) there exist eA@B1-X and R4r such that if Q  ðBR-Y Þ"fre; 0oroRg; then
I j@Qp0:
If I satisfies ðPSÞc condition with
c ¼ inf
hAG
max
uAQ
IðhðuÞÞ;
where
G ¼ fhACðQ; EÞ; hj@Q ¼ idj@Qg:
Then c is a critical value of I and cXa:
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Remark 3.2 (Rabinowitz [8, Remark 5.5]). Let us remark that if I jYp0 and there is
an eA@B1-X and T˜4r such that IðuÞp0 for uAY"Spanfeg and jjujjXT˜; then for
any large T ; Q ¼ ðBT-YÞ"fte; 0otoTg satisﬁes I j@Qp0:
To continue our discussion, we may assume there is k such that lkplolkþ1: Let
Y :¼ Yk ¼ Spanff1;f2;y;fkg:
Decompose H10 ðOÞ as H10 ðOÞ ¼ Y"X (where X is the topological complement of Y
in H10 ðOÞ). Since Y is ﬁnite dimensional, a direct consequence of Proposition 2.1 is
that
Z
jryj2  mjxj2 y
2
 !
dxplk
Z
y2dx for any yAY ð3:1Þ
and
Z
jruj2  mjxj2 u
2
 !
dxXlkþ1
Z
u2dx for any uAX : ð3:2Þ
Now we will show that J satisﬁes (i), (ii) in Theorem 3.1 in our situation.
Proposition 3.3. There exist r; a40 such that Jj@Br-XXa:
Proof. For any uAX ; lkplolkþ1; we obtain from (3.2), Hardy inequality and
Sobolev inequality that
JðuÞ ¼ 1
2
Z
jruj2  mjxj2 u
2
 !
dx  l
2
Z
u2 dx  1
2
Z
juj2 dx
X
1
2
1 l
lkþ1
 	Z
jruj2  mjxj2 u
2
 !
dx  1
2
Z
juj2 dx
X
1
2
1 l
lkþ1
 	
1 m
%m
 	
jjujj2  Cjjujj2 :
Then we can choose jjujj ¼ r sufﬁciently small and a40 such that Jj@Br-XXa:
Proposition 3.4. J verifies ðiiÞ of Theorem 3.1.
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Proof. First, for any yAY ; we obtain from (3.1) that
JðyÞ ¼ 1
2
Z
jryj2  mjxj2 y
2
 !
dx 
Z
jyj2 dx  l
2
Z
y2
p 1
2
1 l
lk
 	Z
jryj2  mjxj2 y
2
 !
dx  1
2
jyj22 dx: ð3:3Þ
Thus JðyÞp0 since all norms are equivalent on Y :
Next, taking ue ¼ fðxÞUe from the appendix, we obtain from Lemmas A.1 and
A.2 that
JðueÞ ¼ 1
2
Z
jruej2  mjxj2 u
2
e
 !
dx  1
2
Z
juej2

dx  l
2
Z
u2e
¼ 1
N
S
N
2
m  Oðe
N2
2 Þ  OðeN2 Þ  Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃﬃ
%mmp Þ þ OðeN2 Þ;
for e40 sufﬁciently small. So that JðueÞ40 for e40 small enough. Since for any
yAY ;
Jðy þ tueÞ-N as t-N: ð3:4Þ
It follows from Remark 3.2 that we can let e :¼ ue and take T sufﬁciently large and
deﬁne Q ¼ ðBT-Y Þ"fte; 0otoTg such that Proposition 3.4 holds. &
Proposition 3.5.
apc ¼ inf
hAG
max
uAQ
JðhðuÞÞo 1
N
S
N
2
m ; ð3:5Þ
where Q is as in Proposition 3.4 and G is defined as in Theorem 3.1.
Proof. The proof of cXa is the same as in the proof of [8, Theorem 5.3]. To prove
the second part of (3.5), we only need to do energy estimating for some special hAG:
Indeed, choosing h ¼ id (identity map) on Q; then hAG and we can estimate the
value of maxuAQ JðuÞ: First, since Y is ﬁnite dimensional, Q is a compact set in
Y"Spanfeg: Suppose that maxuAQ JðuÞ ¼ Jðye þ teueÞXa: we can assume from the
deﬁnition of Y that ye ¼
Pk
i¼1 qi;efi; where fi satisﬁes that
Dfi 
m
jxj2 fi ¼ lifi
and
Z
rfirfj 
m
jxj2 fifj
 !
dx ¼ li
Z
fifj dx ¼ 0; iaj:
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Multiplying ue and integrating by parts, we get
Z
rfirue 
m
jxj2 fiue
 !
dx ¼ li
Z
fiue dx: ð3:6Þ
Using the following elementary inequality
ja þ bjpXjajp þ jbjp  Cpðjajp1jbj þ jajjbjp1Þ 8a; bAR:
We obtain that
Jðye þ teueÞ ¼ 1
2
Z
jrðye þ teueÞj2 dx  mjxj2 ðye þ teueÞ
2
 !
dx
 1
2
Z
jye þ teuej2

dx  l
2
Z
ðye þ teueÞ2 dx
p JðyeÞ þ JðteueÞ
þ
Z
ðryerðteueÞ  mjxj2 yeteueÞ dx  l
Z
yeteue dx
 1
2
Z
jye þ teuej2

dx þ 1
2
Z
jyej2

dx þ 1
2
Z
jteuej2

dx
p JðyeÞ þmax
tX0
JðtueÞ  C
Z
jyej2
1jteuej þ
Z
jyejjteuej2
1
 	
þ C1
Xk
i¼1
jl lijjqi;ej
Z
jfijjuej ðby ð3:6ÞÞ: ð3:7Þ
Since JðyeÞp0; we only need to estimate other terms on the right-hand side of last
inequality in (3.7). Before doing these, we claim that for any iAf1; 2; ;y; kg; fjqi;ejg;
fteg are uniformly bounded with respect to e40: Indeed if not, there is en-0 as
n-N such that
jqi;ej-N or te-N as n-N:
Then the ﬁrst equality in (3.7) and ye ¼
Pk
i¼1 qi;efi imply that
Jðyen þ ten uenÞ-N as n-N;
which contradicts the fact that Jðye þ teueÞXa40: Therefore, fyeg is uniformly
bounded in H10 ðOÞ with respect to e40: Thus fyeg is uniformly bounded with respect
to e40 in LpðOÞ for po2 	
ﬃﬃ
%m
pﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃ%mmp :
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Firstly, from
@
@t
JðtueÞ ¼ t
Z
jruej2  mjxj2 u
2
e
 !
dx  l
Z
u2e dx
 !
 t21
Z
juej2

dx ¼ 0:
We have
t0 ¼
Z
jruej2  mjxj2 u
2
e
 !
dx  l
Z
u2e dx
 ! 1
22 Z
juej2

dx
 	 1
22
:
Since JðtueÞ is increasing on ½0; t0 and decreasing on ½t0;þNÞ; we have from
Lemmas A.1, A.2 that
max
tX0
JðtueÞ ¼ 1
N
ðR ðjruej2  mjxj2 u2e Þ dx  l R u2edxÞ 2

22
ðR juej2 dxÞ 222
p 1
N
ðS
N
2
m þ Oðe
N2
2 Þ þ OðeN2 Þ  Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp ÞÞ 2

22
ðS
N
2
m  Oðe
N
2 ÞÞ 222
¼ 1
N
S
N
2
m
ð1þ OðeN22 Þ þ OðeN2 Þ  Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp ÞÞ 2

22
ð1 OðeN2 ÞÞ 222
¼ 1
N
S
N
2
m ð1 Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp Þ  oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃﬃ
%mmp ÞÞð1þ OðeN2 Þ  oðeN2 ÞÞ
o 1
N
S
N
2
m  Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp Þ; ð3:8Þ
for e40 sufﬁciently small.
Secondly, from Lemma A.3, we can choose
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp oso 2
 ﬃﬃﬃ%mpﬃﬃﬃ
%m
p þ 2 ð3:9Þ
such that
Z
jyej2
1juej dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
s
 ﬃﬃ%mp ÞÞ for e40 small enough: ð3:10Þ
Clearly, the choice of s in (3.9) implies thatﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
N
s
 ﬃﬃﬃ%mp 	4 ﬃﬃﬃ%mpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp : ð3:11Þ
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Thirdly, from Lemma A.4, we can choose
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ N2
Nþ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp oqo
2
ﬃﬃﬃ
%m
p
ﬃﬃﬃ
%m
p þ 2ðN2Þ
Nþ2
ð3:12Þ
such that
Z
jyejjuej2
1
dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
q
 ﬃﬃ%mp Þð21ÞÞ for e40 small enough: ð3:13Þ
Clearly, (3.12) implies that
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
N
q
 ﬃﬃﬃ%mp 	ð2  1Þ4 ﬃﬃﬃ%mpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp : ð3:14Þ
Finally, from Lemma A.5, there is b satisfying
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp obo 2

2  1 ¼
2N
N þ 2o2: ð3:15Þ
such that
Z
jfijjuej dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ð
N
b
 ﬃﬃ%mp ÞÞ for e40 small enough: ð3:16Þ
From the choice of b in (3.15), we have
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
N
b
 ﬃﬃﬃ%mp 	4 ﬃﬃﬃ%mpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp : ð3:17Þ
Thus we obtain from (3.7) that
cpmax
uAQ
JðuÞ ¼ Jðye þ tueÞ
o 1
N
S
N
2
m  Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp Þ þ O e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ð
N
s
 ﬃﬃ%mp Þ !
þ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
q
 ﬃﬃ%mp Þð21ÞÞ þ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ð
N
b
 ﬃﬃ%mp ÞÞ
ðby ð3:8Þ; ð3:10Þ; ð3:13Þ; ð3:16Þ and the boundedness of teÞ
o 1
N
S
N
2
m ðby ð3:11Þ; ð3:14Þ and ð3:17ÞÞ
for e40 small enough. The proof is completed. &
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Proof of Theorem 1.3. From Propositions 3.3 and 3.4, we know that J satisﬁes (i)
and (ii) in Theorem 3.1. Proposition 3.5 , Lemmas 2.3 and 2.4 imply that J satisﬁes
ðPSÞc condition for c as in (3.5). Now Theorem 3.1 implies that J has a critical point
%u whose critical value belongs to ð0; 1N S
N
2
m Þ: In all, we end the proof of
Theorem 1.3. &
Remark 3.6. Our restrictions on m and N are used to do the energy estimating for the
linking type critical value c (i.e. (3.5)). If 0olol1; we can use Mountain pass
Theorem [8] instead of Linking Theorem. The restrictions on m and N can be relaxed.
We refer the interested reader to [7] for the Brezis–Nirenberg type result. We also
mention here our recent work [4] on the existence of sign changing solution for
variant ðPmÞ type problem.
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Appendix
In this appendix, we will give some estimates which are used in the proof of
Theorem 1.3. Let d40 be such that Bð0; 2dÞCO: Deﬁne a cut-off function fAC20ðOÞ
satisfying fðxÞ ¼ 1 if jxjpd; fðxÞ ¼ 0 if jxjX2d and jfðxÞjp1; jrfðxÞjpC for some
positive constant C: Denote ueðxÞ ¼ fðxÞUeðxÞ with
UeðxÞ ¼ ½4eð %m mÞN=ðN  2Þ
N2
4
½ejxjg0=
ﬃﬃ
%m
p
þ jxjg=
ﬃﬃ
%m
p
N22
as in Section 2; moreover, we have
DUe  mjxj2 Ue ¼ jUej
22
Ue in R
N \f0g: ðA:1Þ
Lemma A.1. If 0pmo %m 1; then we have
Z
juej2 dx ¼ Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp Þ for e40 small enough: ðA:2Þ
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Proof.
Z
juej2 dx ¼
Z
Bð0;dÞ
U2e dx þ
Z
O\Bð0;dÞ
juej2 dx:
Since
Z
O\Bð0;dÞ
juej2 dx ¼ Oðe
N2
2 Þ;
Z
Bð0;dÞ
U2e dx ¼Ce
ðN2Þ
2
Z d
0
rN1dr
½er
g0ﬃﬃ
%m
p þ r
gﬃﬃ
%m
p ðN2Þ
¼Ce
ðN2Þ
2
Z d
0
rN1dr
eðN2Þr
g0ﬃﬃ
%m
p ðN2Þ½1þ r
2
ﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%m
p
e1ðN2Þ
¼Ce
ðN2Þ
2
Z d	e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp
0
e
N
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp rN1dr
eðN2Þe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp 	
ðN2Þg0ﬃﬃ
%m
p
r
ðN2Þg0ﬃﬃ
%m
p ½1þ r
2
ﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%m
p ðN2Þ
:
From 0pmo %m 1; we have
N
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp  ðN  2Þ 
g0
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ðN  2Þ ¼
ﬃﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ﬃﬃﬃ
%m
p o0;
1þ N  g
0ﬃﬃﬃ
%m
p ðN  2Þ  2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ﬃﬃﬃ
%m
p ðN  2Þ ¼ 1þ 2 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp o 1:
It follows that
Z
Bð0;dÞ
U2e dx ¼ Ce
ðN2Þ
2
þ
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp 
ﬃﬃ
%m
p Z N
1
rN1 dr
r
ðN2Þg0ﬃﬃ
%m
p ½1þ r
2
ﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%l
p
ðN2Þ
:
Thus we get that
Z
juej2 dx ¼ Oðe
N2
2 Þ þ Oðe
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃ
%mmp Þ:
The conclusion easily follows since
ﬃﬃ
%m
pﬃﬃﬃﬃﬃﬃﬃ
%mmp oN22 : &
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Lemma A.2.
Z
jruej2  mjxj2 u
2
e
 !
dx ¼ S
N
2
m þ Oðe
N
2 Þ þ OðeN22 Þ; ðA:3Þ
Z
juej2

dxXS
N
2
m  Oðe
N
2 Þ: ðA:4Þ
Proof. Multiplying (A.1) by f2Ue and integrating by parts, we have
Z
f2U2

e dx ¼
Z
ðDUeÞf2Ue  mjxj2 f
2U2e
 !
dx
¼
Z
rUerðf2UeÞ dx 
Z
m
jxj2 f
2U2e dx
¼
Z
ðf2jrUej2  mjxj2 f
2U2e Þ dx þ
Z
UerUerðf2Þ dx:
Therefore,
Z
jruej2  mjxj2 u
2
e
 !
dx
¼
Z
f2jrUej2  mjxj2 f
2U2e
 !
dx þ
Z
2fUerfrUe dx þ
Z
jrfj2U2e dx
¼
Z
f2U2

e dx þ
Z
jrfj2U2e dx
¼
Z
Bð0;dÞ
U2

e dx þ
Z
O\Bð0;dÞ
f2juej2

dx þ
Z
jrfj2U2e dx
¼ S
N
2
m þ Oðe
N
2 Þ þ OðeN22 Þ:
Z
juej2

dx ¼
Z
Bð0;dÞ
U2

e dx þ
Z
O\Bð0;dÞ
jfuej2

dx
¼S
N
2
m  Oðe
N
2 Þ þ OðeN2 Þ
XS
N
2
m  Oðe
N
2 Þ: &
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Lemma A.3. If yeALpðOÞ for po2 	
ﬃﬃ
%m
pﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃ%mmp and fyeg is uniformly bounded in LpðOÞ
with respect to e40; then there exists 2
 ﬃﬃ%mpﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃﬃ%mmp oso 2 ﬃﬃ%mpﬃﬃ%mp þ2 such that
Z
jyej2
1juej dxpOðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
s
 ﬃﬃ%mp ÞÞ for e40 small enough: ðA:5Þ
Proof. By Ho¨lder’s inequality
Z
jyej2
1juej dxp
Z
jyejr dx
 	ð21Þ
r
Z
juej
r
rð21Þ dx
 	rð21Þ
r
; ðA:6Þ
where
ð2oÞ 2
 ﬃﬃﬃ%mpﬃﬃﬃ
%m
p  2
21
oro 2
 ﬃﬃﬃ%mpﬃﬃﬃ
%m
p  N2
Nþ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp o
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp
 	
;
which is equivalent to
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp os ¼ rr  ð2  1Þo 2
 ﬃﬃﬃ%mpﬃﬃﬃ
%m
p þ 2:
Now we obtain as in the proof of Lemma A.1 that
Z
juejs dx ¼Oðe
ðN2Þs
4 Þ
þ Ce
ðN2Þs
4
Z d	e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp
0
e
N
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp rN1dr
e
ðN2Þs
2 e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp 	
ðN2Þsg0
2
ﬃﬃ
%m
p
r
sðN2Þg0
2
ﬃﬃ
%m
p ½1þ r
2
ﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%m
p 
ðN2Þs
2
:
From the choice of s; we have that
N
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ðN  2Þs
2
 g
0
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 	
ðN  2Þs
2
¼ N
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 	
ðN  2Þs
2
 ðN  2Þs
4
¼ N  2
2
N
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp þ ﬃﬃﬃ%mp Þs
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
 	
o0
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and
1þ N  g
0ﬃﬃﬃ
%m
p ðN  2Þs
2
 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ﬃﬃﬃ
%m
p ðN  2Þs
2
o 1:
We obtain very similar to the proof of Lemma A.1 that
Z
juejs dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
sÞÞ þ Oðe
ðN2Þs
4 Þ:
Again by the choice of s4 2
 ﬃﬃ%mpﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃ%mmp ; we haveﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ðN 
ﬃﬃﬃ
%m
p
sÞoðN  2Þs
4
:
Thus
Z
juejs dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
sÞÞ for e40 small enough:
It follows from
R jyejr dxoN (since yeALrðOÞ) thatZ
jyej2
1juej dxpOðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
s
 ﬃﬃ%mp ÞÞ for e40 small enough: & ðA:7Þ
Lemma A.4. Let ye be as in Lemma A.3. Then there exists
Nﬃﬃﬃ
%m
p þ N2
Nþ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp oqo2

ﬃﬃﬃ
%m
p
ﬃﬃﬃ
%m
p þ 2ðN2Þ
Nþ2
such that
Z
jyejjuej2
1
dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
q
 ﬃﬃ%mp Þð21ÞÞ: ðA:8Þ
Proof. By Ho¨lder’s inequality we have
Z
jyejjuej2
1
dxp
Z
juejq dx
 	ð21Þ
q
Z
jyej
q
qð21Þ dx
 	qð21Þ
q
; ðA:9Þ
where q satisﬁes 2  1oqo2 and
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ N2
Nþ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp oqo2

ﬃﬃﬃ
%m
p
ﬃﬃﬃ
%m
p þ 2ðN2Þ
Nþ2
o2: ðA:10Þ
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Direct computations show that 2
 ﬃﬃ%mpﬃﬃ
%m
p þN2
Nþ2
ﬃﬃﬃﬃﬃﬃ
%mmp
X2  1; and
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p  2o
q
q  ð2  1Þo
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp : ðA:11Þ
While
Z
juejq dx ¼Oðe
ðN2Þq
4 Þ
þ Ce
ðN2Þq
4
Z d	e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp
0
e
N
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%ll
p
rN1dr
e
ðN2Þq
2 e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp 	
ðN2Þqg0
2
ﬃﬃ
%m
p
r
qðN2Þg0
2
ﬃﬃ
%m
p ½1þ r
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%m
p 
ðN2Þq
2
:
From the choice of q in (A.10), we have
N
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ðN  2Þq
2
 g
0
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
ðN  2Þq
2
¼
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ðN  qð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp þ ﬃﬃﬃ%mp ÞÞ
o0;
1þ N  g
0ﬃﬃﬃ
%l
p ðN  2Þq
2
 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%l l
p
ﬃﬃﬃ
%l
p ðN  2Þq
2
o 1:
Thus we get very similar to the proof in Lemma A.3 that
Z
juejq dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
qÞÞ þ Oðe
ðN2Þq
4 Þ:
Again, from the choice of q in (A.10), we have
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ðN 
ﬃﬃﬃ
%m
p
qÞoðN2Þq
4
: Thus
Z
juejq dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
qÞÞ for e40 small enough:
Combining with (A.9), (A.11) and
R jyej qqð21Þ dxoN; we obtain that
Z
jyejjuej2
1
dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
q
 ﬃﬃ%mp Þð21ÞÞ for e40 small enough: & ðA:12Þ
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Lemma A.5. If fiAL
pðOÞ for po2 	
ﬃﬃ
%m
pﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃ%mmp ; iAf1; 2;y; kg; then there exists
2
ﬃﬃ
%m
pﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃ%mmp obo 2NNþ2 such that
Z
jfijjuej dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ð
N
b
 ﬃﬃ%mp ÞÞ for e40 small enough: ðA:13Þ
Proof. By Ho¨lder’s inequality we have
Z
jfijjuej dxp
Z
jfija dx
 	1
a
Z
juej
a
a1 dx
 	a1
a
;
where a satisﬁes
2oao 2
 ﬃﬃﬃ%mp
ð2  1Þ ﬃﬃﬃ%mp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp o 2
 ﬃﬃﬃ%mpﬃﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp :
Denote b ¼ a
a1; then we have
2
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp obo 2

2  1 ¼
2N
N þ 2: ðA:14Þ
Similar to the proof in Lemma A.1 we have
Z
juejb dx ¼Oðe
ðN2Þb
4 Þ
þ Ce
ðN2Þb
4
Z d	e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp
0
e
N
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp rN1dr
e
ðN2Þb
2 e
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp 	
ðN2Þbg0
2
ﬃﬃ
%m
p
r
bðN2Þg0
2
ﬃﬃ
%m
p ½1þ r
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ﬃﬃ
%m
p 
ðN2Þb
2
:
Now from the choice of b; one has that
N
ﬃﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ðN  2Þb
2
 g
0
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
ðN  2Þb
2
¼ N  2
2
N
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp 
ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp þ ﬃﬃﬃ%mp Þb
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp
 	
o0
and
1þ N  g
0ﬃﬃﬃ
%m
p ðN  2Þb
2
 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%m mp ﬃﬃﬃ
%m
p ðN  2Þb
2
o 1:
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We obtain very similar to the proof of Lemma A.1 that
Z
juejb dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
bÞÞ þ Oðe
ðN2Þb
4 Þ:
Again from the choice of b in (A.14), we have
Z
juejb dx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃﬃ
%mmp ðN
ﬃﬃ
%m
p
bÞÞ for e40 small enough:
It follows from
R jfija dxoN (since yALaðOÞ) thatZ
jfijjuejdx ¼ Oðe
ﬃﬃ
%m
p
2
ﬃﬃﬃﬃﬃﬃ
%mmp ð
N
b
 ﬃﬃ%mp ÞÞ for e40 small enough: & ðA:15Þ
Theorem A.6 (Smets [9, Theorem 2.3]). Let O be a bounded neighborhood of zero in
RN ; 0omoðN2Þ
2
4
; VAL
N
2 and hALqðOÞ; qX2: If uAH10 ðOÞ is a weak solution of
Du  mjxj2 u  VðxÞu þ nu ¼ h in O;
where n is such that the linear operator on the left-hand side is positive, then
uA
\
poPlim
LpðOÞ with Plim ¼ 2 min q=2;
ﬃﬃﬃ
%m
pﬃﬃﬃ
%m
p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp
 
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