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1. Introduction. We recall the structure and relevant properties of the continuous 
state process, adopting the notation and terminology of [4]. The stochastic evolution 
of the process is governed by the ''offspring" distribution (of a nonnegative variable), 
F{X), per unit quantity of "parent"; the distribution is required to be infinitely divis­
ible w îth Laplace transform Ф(5) = exp {-/z(s)}, where h{s) will be referred to as 
its "cumulant generating function" (c.g.f.). The fundamental assumption may then 
be expressed in the statement that, for s ^ 0, 
(1.1) £ [ e - ^ ^ " - 1X„,X„„„ . . . ,Xo] = e-^-'^^' = [Ф{8)У^ 
The criticality parameter, m, is given by m = f̂T ^ dF{x), m ^ oo. We shall exclude 
throughout the possibility that F{x) is degenerate at a single point, so that in particular 
m > 0. 
Unless otherwise stated, we shall also assume that the process is initiated by a unit 
quantity of "ancestor" (XQ = 1) in which case it follows from (l . l ) that h„{s), the 
c.g.f. for the random variable X„, is the n-th functional iterate of h{s) so that hj^s) = 
= /i(/z„_i(s)) = /ï„_i(/z(s)). (It is also easy to see that the distributions of X„ are 
themselves infinitely divisible). 
In the course of a recent monograph [ l ] , p. 33, M. JIRINA has raised the following 
question: if the process {X„} is subcritical (m < l), so that in fact X„ -> 0 strongly, 
i.e. with probability one, do there exist positive constants c„ such that the sequence 
{XJc^} approaches a non-degenerate random variable, in some sense? For the familiar 
Galton-Watson process, where the state space consists of the non-negative integers, 
the answer to this question is in the negative, for in this case the subcritical system is 
absorbed at zero, with probability one, after a finite number of steps i.e. X„ = 0, 
and hence XJc„ = 0, for sufficiently large n. A similar result holds in our present 
situation, when the distribution F{x) has some mass at the origin (i.e. absorption is 
possible in a single step). However, if there is no concentration at the origin, Jirina's 
conjecture can have an affirmative answer, and we shall show that in fact the necessary 
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and sufficient condition for the existence of a suitable sequence of constants is that r, 
the first point of increase of F(x), should be greater than zero. (The convergence of 
{XJc„} is in distribution.) 
Using precisely the same technique, we show that for a supercritical process 
(m > 1) there exists a sequence of constants c„ such that {XJc„} converges in distribu-
tion to a proper non-degenerate random variable if and only if m < oo. This extends 
a result recently obtained by one of the authors for the GALTON-WATSON process 
( s e e [ 3 ] ) . 
We conclude the section by noting the following property of the c.g.f. h(s), on 
which the main proposition depends. 
Lemma 1.1. The function h{s)ls is monotonie decreasing in s > 0. Äs 5 -> oo, 
h[s)ls -> r, where r < m, and r is the first point of increase of F{x). 
Proof. Since h{s) is the c.g.f. of a proper distribution it is concave in [0, oo), and 
hence h{s)js is monotonie decreasing in this interval and hence approaches a limit 
q ^0. Since m = lim h{s)js, it follows m "^ q, with m = q if and only if/i(s) = ms, 
s->0 + 
a case which we have excluded. 
Let r be the first point of increase of F(x), ^ > r. Then 
h{s) = ~ log e-^^dF(jc) й - log{e-'^F{^)) = 
0 -
e-'"" dF{x) й - log 
« 
= s ^ - l o g F ( 0 
where F[£,) > 0, and hence — log F(i) < oo, from the assumption ^ > r. Thus 
Um h{s)ls й ^ 
s-*oo 
and so ^ ^ ^. Since (̂  > г is arbitrary, q й r. On the other hand for s > 0, 
h{s)ls = - log j Г е-'"" dF{x)\ Is ^ - log (e-^O/^ = ^ 
whence q ^ r. Hence q = r. 
2. The Subcritical Process. Our main results are contained in the following proposi­
tions concerning the subclass of subcritical processes of the kind described above 
(which we shall refer to as Jirina processes). The superciritical case will be treated 
in § 3. 
Theorem 2.1 The necessary and sufficient condition for the existence of a sequence 
of positive constants {c„} such that {XJc„] converges in law to a proper, nondegene-
rate random variable is that r > 0. 
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When this condition is satisfied, the constants are essentially unique, in that, if 
{c„}, {c'„} are two sequences, then c„ ^Kc'J^ < К < GO) as n -^ oo. The e.g./. y(s) 
of the limit distribution satisfies the Poincaré functional equation 
(2.1) h(y{s)) = y{rs) s ^ 0 
and is, apart from scale factors, the only c.g.f. of a proper, nondegenerate non-
negative random variable to do so {i.e. the only other proper nondegenerate c.g.f. 
solutions are of the form yisjc), where с is a positive constant.) 
Proof. In view of the remarks of § 1, we may assume that F(0) = 0, i.e. there is no 
probabiUty concentration at the origin. 
Now let kn{t) be the inverse function to /i„(s); under the original assumption that 
F{X) is nondegenerate, this certainly exists. Under the further assumption that there 
is no concentration at zero, each /c„(f) is in fact defined for all t e [0, oo). We also 
note that kj^t) is the n-th functional iterate of k{t) = k^{t), and that the inverse 
function to h„(slc„) (the c.g.f. ofXJc„) is c„ k„(t). 
Next we introduce the functions gn{u), n ^ 1, defined by 
(2.2) gXu) = 1//с„(1/н) , u>0 
and note that gn{u) is the n-th functional iterate of ̂ ^(w) = g{u), и > 0. Further since 
lim k(t) = 00, we define ^̂ (O) as 0 by continuity. It is now readily checked, that g[u) 
has the following properties (following from those of h{s), through k{t)) 
(i) g{u) is continuous and strictly increasing in [O, oo), 
(ii) g{0) = 0 and 0 < g(u) < и for и e (O, oo), 
(iii) Um g{u)lu = r, (0 ^ г < l), 
ii-»-0 + 
(iv) g{u)/u is monotone in (0, oo). 
In particular property (iii) follows from Lemma 1.1, since 
h(s) ,. t .. g(u) r = lim -^^ = hm = hm ^^^ . 
S-+00 5 t^ao k{t) u-^0 и 
If r > 0, a direct application of the theorem of KUCZMA [2] yields that for a fixed 
UQ > 0, and all w > 0 
(2.3) Щ-^<и), 
where а(м) is positive and is, up to constant factors, the unique solution, such that 
a{u)lu is monotonie in (O, oo), of the Schröder equation 
(2.4) o({g{u)) = r (x{u) , м > 0 
Putting c„ = g„{uo) = k„{to)~^ {to = I/WQ), we have c„ k^t) -> l/a(l/r) = ß{t) say, 
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for t > 0, with ß{k{t)) = r~^ ß{i). We may now imitate the proof of Theorem 3.1 
of [3] (via preceding results of that paper) to deduce that in fact we may pass to the 
inverse functions, so that 
K{slc:)-^ y{s), s ^ O 
where y(s) is in fact concave, continuous, and strictly monotone increasing in [0, oo). 
Moreover y{s) satisfies 
y{rs) — h(y(s)) , s ^ 0 
as required. Since in particular y(s) is continuous at the origin the continuity theorem 
for Laplace transforms yields the assertion of convergence in distribution to a proper 
random variable with c„ = /c„(̂ o)~^ (so that c„ ^ 0 as n -> oo). However (2.1) cannot 
have a solution of the form y[s) = const. 5, as this would imply a similar form for /i(s), 
and this case has been excluded. Thus the limit distribution is nondegenerate. Uni-
queness follows from Kuczma's uniqueness assertion. Finally, it is not difficult to see, 
letting 5 -^ 00 in (2.1), that /2(7(00)) = 7(00), whence y(oo) = 00, i.e. the limit distribu-
tion has no mass at the origin. 
Let us pass on now to the converse part of the theorem. Suppose a positive sequence 
{c„} is given, and that [XJc„] converges in law to a proper, nondegenerate random 
variable with c.g.f. 7(5), so that h„[slc„) -^ 7(5) for s ^ 0. First note that there can be 
essentially only one such sequence. For suppose {c„} is another such sequence, 7(5) the 
corresponding limit c.g.f. On taking inverse functions (appealing to Lemma 2.1 of 
[3]), we obtain 
c„ Kit) ^ ß{t) > OJ 
where /?(.) and ß{.) are respectively the inverses of 7(.) and 7(.). Hence c„/c„ -> X = 
= ß{t)lß(t), so that the constants, as well as the limit function, are essentially unique. 
We have, further, that 
CnK{k(t))=^lc,,,K^,{t)]\—^-] 
L^n+iJ 
and since c„ k„{t) -> ß{t) it follows, for t > 0, that jii = lim cjc^+i exists, is equal to 
n-»oo 
i^WO]//^(0' ^^^ ^^ satisfies 0 < /г < 00. From c^+iK+\{i) "^ ß{^) '^ «̂ K{t) 
follows c„/c„+i - K+i{t)IK{t), so that 
П-* 00 kJt) 
But since h(s)ls -> r as 5 -» 00 (Lemma l.l), k(t)lt -> r~^ as Г -» 00. Thus r~^ = ц 
(note kn{t) -^ 00 as n -> 00), and so r > 0 from fx < 00. Hence the condition r > 0 
is necessary as well as sufficient. 
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Corollary. If г > О, c„ '^ kjjo) ^ (n -^ oo) for some fixed positive to, and the 
power series ^c„z" has radius of convergence r~^. 
Theorem 2.2. When r > 0, c„ ^ Kr" if and only if 
Ja ^ 
converges (for any fixed a > 0). [in particular (2.5) holds when F(r) > 0 i.e. there 
is a concentration of probability at the first point of increase). 
Proof. In order to prove the first assertion, we need to show that for a fixed tQ e 
e (0, oo), kj(to) '^ K'^r""* when (2.5) holds, and conversely. This may be approached 
along the same lines as the corresponding result in [4]. Writing the quantity kjjo) r" 
n - l 
in the product form {̂ o П ^ K^p{h))IKi^o)} (where /co(s) = s), and noting r k(t)lt < 
p = 0 
< 1, we see that the condition for convergence of the infinite product reduces to that 
for the convergence of ^{r~^ — G(/Cp(fo))} where G{t) = k(t)lt. Now it follows from 
the Corollary to Theorem 1.1 that kjjo) can be bounded below by a sequence of the 
form Äd~^(Ä > 0, 0 < 0 < 1), and since r k{t)jt < 1, from above by the se-
quence r~^. The integral test shows, finally, that the necessary and sufficient condition 
for the convergence of a series of the form YX^"^ "" G{A^"^)] is independent of A 
and 9 in the specified ranges, and reduces to the convergence of the integral 
^ à t , ( f o > 0 ) . (2-6) 
Converting back to the c.g.f. h{s) by putting t — h(s) this becomes 
h(s) — rs /*00 
Jk(b) KKs)) 
, h'is)ds 
and since h'{s) -* r (this may easily be shown), and /г(х)/х -^ r as s ->• со, convergence 
or divergence of (2.6) is equivalent to that of 
Г h{sl (a > 0) 
which proves the first assertion. 
If F{r) = Ö > 0, then 
his) log I Г е-'"" dF{x)\ = sr - log ^ - log 11 e-'"" dF{x)\ . 
The integrand of (2.5) is then ( - log 5)1 s^ + 0(5 ^) as s -> 00, and hence the integral 
converges. 
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In general, there seems to be no way of expressing the integral condition directly 
in terms of the distribution function F(.) . As suggested by the second part of Theorem 
2.2, the convergence of the integral is a requirement to the effect that F(x) should not 
be "too thinly" distributed in the neighbourhood of r. In terms of the representation 
of Lévy-Khinchin type 
/•OO 
h{s) = rs + \ (1 -e-''')Q{dx} 
J 0 + 
(see for example the appendix of [4]), the integral (2.5) reduces to 
The inner integral behaves as log x as x -> 0, and as x~^ as x -> oo. Since Q allots 
finite mass to any complement of a neighbourhood of the origin, the outer integral 
always converges at infinity, and so finally (2.5) converges or diverges with 
(2.7) X log X Q{dx} , (e > 0) . 
Jo + 
(To see that this is reasonable, recall that Q{.} always integrates x at the origin, and 
is totally finite if and only if there is a concentration of mass at r.) (2.7) is reminiscent 
of the result obtained in Theorem 3.2 below, and Theorem 3 of [4], where F(x) 
appears in place of Ö{ . } . 
To conclude this section we remark that the limit distribution described by Theorem 
2.1 is always infinitely divisible, and that the distribution with c.g.f. 0 y{s) can be 
obtained by taking the same sequence of constants and initial mass 0. From this it 
also follows that the condition of Theorem 2.1 is valid even in the case of an arbitrary 
initial distribution; when it is satisfied the c.g.f. of the limit distribution has the form 
Co[y(s)], where CQ(S) is the c.g.f. of the initial mass, and y{s) is the solution character-
ized by Theorem 2.1. 
3. The Supercritical Process. The following theorems parallel those of the preceding 
section, when m > 1. 
•Theorem 3.1. The necessary and sufficient condition for the existence of a se-
quence of positive constants {c„} such that {XJc„] converges in law to a proper 
nondegenerate random variable is that m < oo. 
When this condition is satisfied the constants are essentially unique, in that if 
{c„}, {c'„} are two such sequences, then c„ ^ Kc'^ (O < К < со) as n -^ oo. The 
^'9 J- y{s) of the limit distribution satisfies the Poincaré functional equation 
(3-1) %(s)) - y{ms), s ^ 0 
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and is, apart from scale factors, the unique c.g.f. of a proper, nondegenerate 
distribution of a non-negative random variable to do so. 
Corollary. If m < CO, c^ ^ ^ « ( ^ " ^ (^ -^ oo) for some fixed, positive t^, and the 
00 
radius of convergence of the series ^ c^z^, is m~^. 
и = 0 
Theorem 3.2. When m < oo, c^ ^ Km'^ if and only if 
' h[s) — ms 
''•'' ï : ds 
converges. The convergence or divergence of (3.2) is equivalent to the convergence 
or divergence, respectively, of 
(3.3) X log X dF{x) = E[X^ log Xi ] . 
0 
We give only a bare outline of the proofs, since in main they foliov^ closely the 
proofs for the corresponding Galton-Watson process, given in [3]. 
Again, in the proof of Theorem 3.1, the key is the use of the inverse function 
iterates /c„(.). However, since the point f = 0 is now an attractive fixpoint of k{.), 
Kuczma's result must be applied directly to this function, without the further trans-
formation to g{.). The only new assertion in this theorem as compared to those of 
[3] is that m < 00 is necessary for the existence of the sequence of constants {c„} 
(which turn out to be, as before, asymptotically proportional to the iterates /с„(Го)~Ч 
for some fixed positive ^o)- This assertion, and the remaining assertion of the Corol­
lary, follow very much as in the proof of Theorem 2.1 of the preceding section, while 
the transition to the log moment condition (3.3) may be obtained in precisely the 
same way as in the argument of Theorem 3 of [4]. 
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