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ABSTRACT
In this paper, a modified van der Pol oscillator equation is considered which appears in several heart
action models. We study its global dynamics and verify many interesting bifurcations such as a
Hopf bifurcation, a heteroclinic saddle connection, and a homoclinic saddle connection. Some of
these bifurcations are detected by using Conley index methods. We demonstrate how the study of
connection matrices and transition matrices shows how to select interesting parameter values for
simulations.
Keywords Conley index and connection matrices · Hopf bifurcation · heteroclinic saddle connection · homoclinic
saddle connection · modified van der Pol oscillator · heart action models.
1 Introduction
The conducting system of the human heart contains a sino-atrial node (SA), an atrio-ventricular node (AV), and the
His-Purkinje system [1]. Since these elements exhibit oscillatory behaviour, they can be modeled as nonlinear oscillators
[2]. This approach is not suitable for the investigation of the cardiac conducting system at a cellular level, but it allows
a global analysis of heartbeat dynamics by investigating interactions between the elements of the system.
Several models of the cardiac pacemaker are based on the relaxation van der Pol oscillator [3], given by
d2x
dt2
+ α(x2 − 1)dx
dt
+ ω2x = 0, (1)
where α is the damping constant and ω is the frequency. Since the work of van der Pol and van der Mark [3], other
models have been proposed based on relaxation oscillators [4, 5, 6], and mainly focused on the interaction between AV
and SA nodes. Although they provide many interesting results, these models are not able to reproduce some important
features of real cardiac action potentials. For this reason a modified van der Pol oscillator is proposed in [7] which
focused on the synchronization of oscillators. In this oscillator the harmonic force ω2x has been replaced by a cubic
Duffing term, and is given by
d2x
dt2
+ α(x2 − θ)dx
dt
+
x(x+ d)(x+ 2d)
d2
= 0, d, θ, α > 0, θ < d. (2)
This equation has an unstable focus at x = 0, a saddle at x = −d, and a stable node at x = −2d. Although the system
undergoes a global homoclinic bifurcation for values of θ high enough, the distance between the saddle and the node
cannot be changed.
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In [8] a model has been developed which is more physiologically accurate, and thus can be used as a basis for further
investigation of the dynamics of the heartbeat. This model is based on a modified van der Pol oscillator (2) by
introducing a new parameter e as follows:
d2x
dt2
+ α(x2 − θ)dx
dt
+
x(x+ d)(x+ e)
de
= 0, d, e, θ, α > 0, θ < d. (3)
This modification does not change the qualitative structure of the phase space of the system. The change of parameter e
results in a change of the depolarization period. When the nodal point approaches the saddle, then the trajectory tends
to spend more time in the vicinity of the saddle, and vice versa. When the node is moved away from the saddle, the
intervals between action potentials become shorter. Varying the parameter α slightly impacts the period of oscillations
by a small amount, and varying α over a wide range also changes the shape of the oscillations. We take α = 1 to make
our work with the equilibria easier.
We extend the range of the parameters d, e and θ to get interesting qualitative results, e.g., Hopf bifurcations, and to use
Conley index methods to detect heteroclinic saddle connections and homoclinic saddle connections.
In this paper we consider system (3) with α = 1, θ ∈ R, d, e ∈ R \ {0} where |d| ≤ |e|, and d 6= e as we aim to get
three distinct equilibrium points. Then our new modified van der Pol oscillator equation is
d2x
dt2
+ (x2 − θ)dx
dt
+
x(x+ d)(x+ e)
de
= 0. (4)
Equation (4) can be written as a first order system
dx
dt
= y,
dy
dt
= −(x2 − θ)y − x(x+ d)(x+ e)
de
.
(5)
This paper is organized as follows : In the next section, we study the stability of the equilibria of system (5). In
section 3 we recall the Coley index theory, connection matrices, transition matrices and some related corollaries and
theorems. Section 4 deals with bifurcations of the model through the cases of the condition |d| ≤ |e| with d 6= e.
Numerical examples of the model are provided explaining prospective bifurcations like heteroclinic saddle connections
and homoclinic saddle connections. Then methods using the Conley index are applied to detect the bifurcations.
2 Steady states and their stability
To study the stability of the equilibria of system (5), note that its Jacobian matrix takes the form
J =
[
0 1
−2xy − 1de
(
(x+ d)(x+ e) + x(x+ e) + x(x+ d)
) (
θ − x2)
]
. (6)
The equilibria of system (5) are solutions of the equations
0 = y, (7)
0 = −(x2 − θ)y − x(x+ d)(x+ e)
de
, (8)
and are given by E0 = (0, 0), E1 = (−d, 0), and E2 = (−e, 0).
We first consider the stability E0. We will require the following theorem, which gives a Lyapunov test for a weak sink
or source in a Hopf bifurcation and determines the stability of the system at particular values of θ.
Theorem 2.1 (Theorem 9.2.3, [9]). If X ′ = fα(X) is a one-parameter family of differential equations in the plane
such that for α = α0 the equations can be written
x′ = y + µ2,0x2 + µ1,1xy + µ0,2y2 + µ3,0x3 + µ2,1x2y + µ1,2xy2+
µ0,3y
3 + · · · ,
y′ = −x+ ν2,0x2 + ν1,1xy + ν0,2y2 + ν3,0x3 + ν2,1x2y + ν1,2xy2+
ν0,3y
3 + · · · ,
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define the Lyapunov coefficient
L ≡ 3µ3,0 + µ1,2 + ν2,1 + 3ν0,3 − µ2,0µ1,1 + ν1,1ν0,2
− 2µ0,2ν0,2 − µ0,2µ1,1 + 2µ2,0ν2,0 + ν1,1ν2,0. (9)
The sign of L determines behavior of solutions near the equilibrium at the origin.
1. If L is positive, the origin is a weak source for α = α0, and if L is negative, the origin is a weak sink. If L is
zero, you cannot tell.
2. If L > 0, the differential equation will have an unstable limit cycle for all values of α near α0 for which the
origin is a sink, and if L < 0, it will have a stable limit cycle for all values of α near α0 for which the origin is
a source.
The Jacobian matrix evaluated at the equilibrium point E0 = (0, 0) is
J(E0) =
[
0 1
−1 θ
]
. (10)
We summarize the stability of E0 in the following theorem.
Theorem 2.2. The equilibrium point E0 = (0, 0) is unstable if θ > 0, and stable if θ ≤ 0. Moreover, there is a stable
limit cycle for all values of θ near θ = 0 for which the equilibrium point E0 = (0, 0) is a source.
Proof. From the Jacobian matrix (10), the eigenvalues of J(E0) are
λ1,2 =
θ ±√θ2 − 4
2
. (11)
Notice that the eigenvalues of the equilibrium point E0 = (0, 0) depend only on the parameter θ. When θ < 0, the
real parts of the eigenvalues are negative, so E0 is stable. Similarly, when θ > 0, the real parts of the eigenvalues are
positive, and E0 is unstable.
For θ = 0, we apply theorem 2.1. System (5) can be written as
dx
dt
= y,
dy
dt
= −x− (d+ e)x
2
de
− x
3
de
− x2y.
(12)
and we find the Lyapunov coefficient provided by theorem 2.1 is L = −1 < 0. This tells us that E0 is a weak sink for
θ = 0, so it is stable. Moreover, the system (5) will have a stable limit cycle for all values of θ near θ = 0 for which E0
is a source.
We summarize the stability of E1 = (−d, 0) in the following theorem.
Theorem 2.3. If θ − d2 6= 0, then the equilibrium point E1 = (−d, 0) is a saddle.
Proof. The Jacobian matrix evaluated at E1 = (−d, 0) is
J(E1) =
[
0 1
(e− d)/e θ − d2
]
, (13)
and so the eigenvalues of J(E1) are
λ1,2 =
(θ − d2)±
√
(θ − d2)2 + 4(1− (d/e))
2
. (14)
Since in system (5) we considered |d| ≤ |e| and d 6= e, we get − |d| / |e| ≥ −1, so (1 − d/e) ≥ (1 − |d| / |e|) ≥ 0.
Then the term 4
(
1− (d/e)) > 0, which implies√
(θ − d2)2 + 4(1− (d/e)) > ∣∣θ − d2∣∣ ≥ 0.
So the smaller eigenvalue
λ1 =
(θ − d2)−
√
(θ − d2)2 + 4(1− (d/e))
2
<
(θ − d2)− ∣∣θ − d2∣∣
2
≤ 0. (15)
Since the larger eigenvalue is always positive, the equilibrium point E1 = (−d, 0) is a saddle.
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Finally, We summarize the stability of E2 in the following theorem.
Theorem 2.4. If θ − e2 6= 0, then the equilibrium point E2 = (−e, 0) is
1. a saddle, if d and e have different signs.
2. stable, if d and e have the same sign with θ − e2 < 0.
3. unstable, if d and e have the same sign with θ − e2 > 0.
Proof. The Jacobian matrix evaluated at E2 = (−e, 0) is
J(E2) =
[
0 1
(d− e)/d θ − e2
]
. (16)
Thus the eigenvalues of J(E2) are
λ1,2 =
(θ − e2)±
√
(θ − e2)2 + 4(1− (e/d))
2
. (17)
As |d| ≤ |e| and d 6= e, we have three cases:
First, if d and e have different signs, 4
(
1− (e/d)) > 0. Then the term√
(θ − e2)2 + 4(1− (e/d)) > ∣∣θ − e2∣∣ > 0.
The smaller eigenvalue
λ1 =
(θ − e2)−
√
(θ − e2)2 + 4(1− (e/d))
2
<
(θ − e2)− ∣∣θ − e2∣∣
2
≤ 0. (18)
Since larger eigenvalue is always positive, the equilibrium point E2 = (−e, 0) is a saddle.
When d and e have the same sign the term 4
(
1− (e/d)) < 0 so the other two cases are happened as follows :
For θ − e2 < 0, the real parts of the eigenvalues are negative. Thus, the equilibrium point E2 = (−e, 0) is stable.
If θ − e2 > 0 then the real parts of the eigenvalues are positive. Therefore, the equilibrium point E2 = (−e, 0) is
unstable.
3 Conley index methods
In this section we state basic definitions and theorems that are related to the connection matrices and methods
of Conley index to detect some interesting bifurcations like heteroclinic saddle connection and homoclinic saddle
connection. For a more complete discussion of connection matrices and the Conley index the reader is referred to
[10, 11, 12, 13, 14, 15, 16, 17].
Throughout this paper, S will always denote an isolated invariant set and the homological Conley index of S, CHq(S),
is the relative homology Hq(N,L), where q is a homology index, (N,L) is an index pair of S where L ⊂ N ⊂ Rn,
such that
1. S = Inv(N \ L), and N \ L is an isolating neighborhood of S in X;
2. L is positively invariant in N ; that is, given x ∈ L and ϕ(x, [0, t]) ⊂ N , then ϕ(x, [0, t]) ⊂ L;
3. L is an exit set for N ; that is given x ∈ N and t1 > 0 such that ϕ(x, t1) 6∈ N , then there exists t0 ∈ [0, t1]
such that ϕ(x, [0, t0]) ⊂ N and ϕ(x, t0) ∈ L.
The homotopical Conley index of S, h(S), is defined as the pointed homotopy type of the quotient space N/L. Some
necessary features of the Conley index are listed in the following theorems.
Theorem 3.1 (Theorem 3.13, [18]). Let p be a hyperbolic equilibrium point with an unstable manifold of dimension n.
Then
CHi(p) ∼=
{
Z2, if i = n,
0, otherwise.
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The following result provides a necessary condition for asymptotic stability of an equilibrium point by using the Conley
index.
Theorem 3.2 (Theorem 9, [19]). (Conley Index Condition for Equilibria). Let p be an asymptotically stable then
CHi(p) ∼=
{
Z2, if i = 0,
0, otherwise.
If there exists i ≥ 1 such that CHi(p) ∼= Z2 then p cannot be asymptotically stable. The following corollary can be
used to compute the Conley index of an hyperbolic equilibrium.
Corollary 3.3 (Corollary 10, [19]). Let p be a hyperbolic equilibrium point and let {λj}1≤j≤n be the eigenvalues of
the Jacobian matrix at p such that Re(λq) > 0 for all 1 ≤ q ≤ k ≤ n then
CHi(p) ∼=
{
Z2, if i = k,
0, otherwise.
The Conley index of the periodic orbit is given in the following corollaries.
Corollary 3.4 (Corollary 3.17, [18]). Let S be a hyperbolic invariant set that is diffeomorphic to a circle. Assume that
S has an oriented unstable manifold of dimension n+ 1. Then
CHi(S) ∼=
{
Z2, if i = n, n+ 1,
0, otherwise.
Corollary 3.5. If O is an asymptotically stable periodic orbit then
CHi(O) ∼=
{
Z2, if i = 0, 1,
0, otherwise.
If S1 and S2 are isolated invariant sets, then we define the set of connecting orbits from S2 to S1 as
C(S2, S1;S) := {x ∈ S | ω(x) ⊂ S1 and α(x) ⊂ S2}, (19)
where ω(x) and α(x) denote the omega and alpha limit sets of x, respectively.
A partial order on a set P is a relation < on P that satisfies:
1. pi < pi never holds for pi ∈ P;
2. if pi < pi
′
and pi
′
< pi
′′
then pi < pi
′′
.
A subset I ⊂ P is called an interval if pi < pi′′ < pi′ with pi, pi′ ∈ I implies pi′′ ∈ I . The set of intervals in < is denoted
I(<).
An interval I ∈ I(<) is called an attracting interval if pi ∈ I and pi′ < pi imply pi′ ∈ I . The set of attracting intervals
in < is denoted A(<).
Points pi, pi
′ ∈ P are called adjacent if {pi, pi′} ∈ I(<), i.e., {pi, pi′} or {pi′ , pi} is an interval in P .
Definition 3.6. Let S be a compact invariant set (not necessarily isolated). A (<-ordered) Morse decomposition of S is a
collection M(S) = {M(p) | p ∈ P} of mutually disjoint compact invariant subsets of S such that if x ∈ S \ ⋃
p∈P
M(p),
then there exist q < p (p, q ∈ P) with ω(x) ⊂M(q) and α(x) ⊂M(p), i.e., x ∈ C(M(p),M(q)).
In general, any ordering on P satisfying the above property is called admissible (for the flow). The invariant sets, M(p),
are called Morse sets. Moreover, if S is isolated, then each M(p) is also isolated.
For each I ∈ I(<), let
M(I) =
(⋃
pi∈I
M(pi)
)
∪
( ⋃
pi,pi′∈I
C
(
M(pi
′
),M(pi)
))
.
We call M(I) a Morse set of the admissible ordering < of M . The collection {M(I) | I ∈ I(<)} of Morse sets of
the admissible ordering < is denoted by MS(<). If I ∈ A(<), then M(I) is an attractor in S, and M(P \ I) is its
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dual repeller. Since M(I) is isolated invariant set, h
(
M(I)
)
is defined. Let CHq(I) = CHq
(
h
(
M(I)
)
;Z2
)
be the
singular homology of the pointed space h
(
M(I)
)
. In particular, given p ∈ P , CHq(p) = CHq
(
h
(
M(p)
)
;Z2
)
. If the
collection of invariant sets {M(p) | p ∈ (P, <)} is a Morse decomposition of S with admissible ordering <, then an
associated connection matrix is a linear map
∆ :
⊕
p∈P
CH∗(M(p))→
⊕
p∈P
CH∗(M(p)),
where ∆(p, q) : CH∗(M(q)) → CH∗(M(p)) is the corresponding (p, q)-component of ∆ such that the following
conditions are satisfied:
1. ∆ is strictly upper triangular, so that if ∆(p, q) 6= 0 implies p < q.
2. ∆ is a boundary map if each ∆(p, q) is of degree −1
and ∆2 = 0.
3. For every interval I , CH∗(M(I)) ∼= Ker∆(I)Im∆(I) .
The most important properties of the connection matrices are stated in the following theorems.
Theorem 3.7 (Proposition 5.3, [13]). If {pi, pi′} ∈ I(<) and ∆(pi, pi′) 6= 0, then C(M(pi′),M(pi)) 6= ∅.
The following theorem helps us to determine if the boundary map between the Conley invariants of two Morse sets is
isomorphism or zero.
Theorem 3.8 (Compare theorem 3.4, [20]). Let M(S) = {M(1),M(0) | 1 > 0} be a Morse decomposition consisting
of hyperbolic critical points. Let C(M(1),M(0)) consist of exactly k heteroclinic orbits which arise as the transverse
intersection of the stable and unstable manifolds of M(0) and M(1), respectively. Then ∆(1, 0) = k mod (2).
As we are interested in studying a parametrized family of differential equations, we need to know how connection
matrices at different parameter values are related. This is the purpose of the following theorem.
Theorem 3.9 ([21]). Let S(θ) be isolated invariant sets related by continuation for all parameter values θ. If ∆(θ)
and ∆(θ′) are connection matrices for Morse decompositions of S(θ) and S(θ′) respectively, then there exists a matrix,
T , consisting of degree 0 maps such that
∆(θ)T + T∆(θ′) = 0. (20)
The matrix T is called a transition matrix and its entries give information about the existence of connecting orbits for
the parameter values between θ and θ′.
Because we are interested in heteroclinic and homoclinic saddle connections, the basic results of how we can detect
them may be summarized as follows.
• Heteroclinic Connections : If the transition matrix entry T (M0pi ,M1ρ ) is a non-zero isomorphism, then there
exists θ∗ ∈ (θ, θ′), such that C(Mθ∗ρ ,Mθ
∗
pi ) 6= ∅, where M0pi is the Morse set at θ with a partial order pi ∈ P
and M1pi is the Morse set at θ
′ with a partial order ρ ∈ P ′. That is, there is a connection from Mθ∗ρ to Mθ
∗
pi , see
corollary 5.8, [17] and theorem 3.13,[15].
• Generalized Homoclinic Connections : If there exists homology dimension q such that Tq(M0pi ,M1pi), is not an
isomorphism, then Mθ
∗
pi is not a Morse set for some θ
∗ ∈ (θ, θ′) and, when this occurs, then there exists a
generalized homoclinic orbit to Mθ
∗
pi , see corollary 4.4,[16].
4 Heteroclinic and homoclinic bifurcations and the Conley index
Many bifurcations of the system (5) will be verified in this section by Conley index methods. We use Maple to reveal
these bifurcations by fixing the parameters d and e for different cases depending on the signs of d and e, then playing
with the value of the parameter θ over particular intervals in R. When we see a kind of bifurcation over a specific
interval, we modify this interval to be smaller and smaller, and play with the parameter θ again over the new smaller
interval to get θb, the value of θ before bifurcation, and θa, the value of θ after bifurcation. Then we define θ∗ which is
the value of θ at bifurcation. To construct connection matrices, we need the basic information stated in table 1.
We notice that when the parameters d and e are the same sign, there is a prospective homoclinic saddle connection at
the equilibrium point E1 = (−d, 0), which results in the vanishing of the limit cycle around the origin. For example,
consider system (5) with d = 0.5 and e = 2.
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If p is a sink CHq(p) = Z2 if q = 0.
If p is a saddle in the plane CHq(p) = Z2 if q = 1
If p is a source in the plane CHq(p) = Z2 if q = 2
If O is a stable limit cycle CHq(O) = Z2 if q = 0 or 1
Table 1: Conley index of Morse sets related to the system 5
Example 4.1.
dx
dt
= y,
dy
dt
= −(x2 − θ)y − x(x+ 0.5)(x+ 2).
(21)
Using Maple, we find that when θ moves from θb = 0.02 to θa = 0.04, we can expect a homoclinic saddle connection
at the equilibrium point E1 = (−0.5, 0) that goes around the origin and back to E1, as illustrated in figure 1. The
homoclinic bifurcation happens at θ = θ∗ ∈ (0.02, 0.04). Figure 1 represents the vector fields of the solutions of
example 4.1 before and after the homoclinic saddle connection. In this example, the equilibrium point E0 = (0, 0) is a
Figure 1: Before and after a homoclinic bifurcation of M(2): A cycle disappears
source and there is a stable limit cycle by theorem 2.2, the equilibrium point E1 = (−0.5, 0) is a saddle by theorem 2.3,
and the equilibrium point E2 = (−2, 0) is stable by theorem 2.4.
To prove the existence of certain bifurcations we use the Conley index with Z2 coefficients, connection matrices, and
transition matrices that are mentioned in the previous section. Also, all Z2 vector spaces are either 0 or of dimension 1.
Between two Z2 vector spaces of dimension 1 there are only two linear maps–an isomorphism and zero.
Recall that the connection matrix ∆ consists of degree −1 maps, and the transition matrix T consists of degree 0 maps.
The left graph in figure 1 represents the flow before the homoclinic bifurcation. Let S0 be the compact invariant set in
the graph consisting of the equilibria (−2, 0), (−0.5, 0), and (0, 0), a stable limit cycle around the origin, the connection
from (−0.5, 0) to the limit cycle, the connection from (−0.5, 0) to (−2, 0), and the disc bounded by the cycle. Then, by
definition 3.6, the (<0-ordered) Morse decomposition of S0 is a collection M(S0) = {M(p) | p ∈ P0 = {1, 2, 3, pi}}
such that M(1) = {(−2, 0)} which is stable, M(2) = {(−0.5, 0)} which is a saddle, M(pi) which is the stable limit
cycle, and M(3) = {(0, 0)} which is a source, with flow ordering M(1) <0 M(2), M(pi) <0 M(2), M(pi) <0 M(3).
Let us represent M(1) by 1, M(2) by 2, M(pi) by pi, M(3) by 3, and CHq(−) by Hq(−). Let ∆00 be the connection
matrix before homoclinic bifurcation with admissible ordering <0. Let H0q (k) be the Conley index of the Morse set
M(k) before the bifurcation such that k ∈ {1, 2, 3, pi} represents the Morse set M(k) and the index q ∈ {0, 1, 2} is the
value where Hq(k) equals Z2. Referring to table 1 we have Hq(1) = Z2 if q = 0, Hq(2) = Z2 if q = 1, Hq(pi) = Z2
if q = 0, 1, and Hq(3) = Z2 if q = 2. Denoting a connection orbit between corresponding Morse sets by ∼=, the
connection matrix ∆00 can be represented as follows:
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∆00 =
H00 (1) H
0
0 (pi) H
0
1 (pi) H
0
1 (2) H
0
2 (3)
H00 (1)
H00 (pi)
H01 (pi)
H01 (2)
H02 (3)

0 0 0 ∼= 0
0 0 0 ∼= 0
0 0 0 0 ∼=
0 0 0 0 0
0 0 0 0 0
 .
The right graph in figure 1 represents the flow after the homoclinic bifurcation. Let S1 be the compact invariant
set in the graph consisting of the equilibria (−2, 0), (−0.5, 0), and (0, 0), the two connections from (−0.5, 0) to
(−2, 0), and the connection from the origin to (−0.5, 0). A (<1-ordered) Morse decomposition of S1 is a collection
M(S1) = {M(p) | p ∈ P1 = {1, 2, 3}} such that, M(1) = {(−2, 0)} which is stable, M(2) = {(−0.5, 0)} which
is a saddle, and M(3) = {(0, 0)} which is a source, with flow ordering M(1) <1 M(2), M(2) <1 M(3). As there
are exactly two connection orbits from M(2) to M(1), ∆11(2, 1) = 2 mod (2) = 0 by corollary 3.8, where ∆
1
1 is a
connection matrix after homoclinic bifurcation with admissible ordering <1. Let H1q (k) be the Conley index of the
Morse set M(k) after bifurcation such that k ∈ {1, 2, 3} represents the Morse set M(k) and the index q ∈ {0, 1, 2} is
the value where Hq(k) equals Z2. After the bifurcation, the stable limit cycle has disappeared, so we no longer have
M(pi). The Conley indices of the Morse sets after bifurcation are still the same as before the bifurcation because there
is no change in their stabilities. Then
∆11 =
H10 (1) H
1
1 (2) H
1
2 (3)
H10 (1)
H11 (2)
H12 (3)
(
0 0 0
0 0 ∼=
0 0 0
)
.
Let T0,1 be the transition matrix for the flow in figure 1. Then
T0,1 =
H10 (1) H
1
1 (2) H
1
2 (3)
H00 (1)
H00 (pi)
H01 (pi)
H01 (2)
H02 (3)

∼= 0 0
∗ 0 0
0 ∗ 0
0 T (2, 2) 0
0 0 ∼=
 ,
where ∗ denotes an undetermined entry. By (20) we have ∆00T0,1 + T0,1∆11 = 0, which gives us
0 · ∗ + ∼= ·T (2, 2) + ∼= · 0 = 0⇒ ∼= · T (2, 2) = 0⇒ T (2, 2) = 0.
Then there exists a θ∗ ∈ (0.02, 0.04) such that there is a homoclinic orbit to M(2) when θ = θ∗, by corollary 4.4, [16].
When the signs of the parameters d and e are different, there are two prospective heteroclinic saddle connections
between the equilibrium points E1 = (−d, 0) and E2 = (−e, 0), and a homoclinic saddle connection at the equilibrium
point E1 = (−d, 0) that goes around the origin. For example, consider system (5) with d = −1 and e = 2, then we get
the following
Example 4.2.
dx
dt
= y,
dy
dt
= −(x2 − θ)y + 1
2
x(x− 1)(x+ 2),
(22)
The equilibrium point E1 = (1, 0) is a saddle by theorem 2.3, and the equilibrium point E2 = (−2, 0) is a saddle by
theorem 2.4. Using Maple, we find that as θ moves from θb1 = −0.2 to θa1 = −0.05, we can expect a first heteroclinic
saddle connection between the saddles E1 = (1, 0) and E2 = (−2, 0) with the upper half plane as illustrated in figure
2. The heteroclinic bifurcation happens at θ = θ∗1 ∈ (−0.2,−0.05). Notice that, the equilibrium point E0 = (0, 0) is
stable by theorem 2.2 since θ < 0.
The left graph in figure 2 represents the flow before the first heteroclinic bifurcation. Let S2 be the compact invariant
set in the graph consisting of the equilibria (1, 0), (−2, 0), and (0, 0), the connection from (1, 0) to the origin, and
the connection from (−2, 0) to the origin. A (<2-ordered) Morse decomposition of S2 is a collection M(S2) =
{M(p) | p ∈ P2 = {1, 2, 3}} such that M(1) = {(0, 0)} which is stable, M(2) = {(1, 0)} which is a saddle, and
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Figure 2: Before and after the first heteroclinic
M(3) = {(−2, 0)} which is a saddle, with flow ordering M(1) <2 M(2) and M(1) <2 M(3). Let ∆02 be the
connection matrix before the first heteroclinic bifurcation with admissible ordering <2. Then
∆02 =
H00 (1) H
0
1 (2) H
0
1 (3)
H00 (1)
H01 (2)
H01 (3)
(
0 ∼= ∼=
0 0 0
0 0 0
)
.
The right graph in figure 2 represents the flow after the first heteroclinic bifurcation. Let S3 be the compact invariant
set in the graph consisting of the equilibria (1, 0), (−2, 0), and the origin, and the connection from (1, 0) to the
origin. A (<3-ordered) Morse decomposition of S3 is a collection M(S3) = {M(p) | p ∈ P3 = {1, 2, 3}} such that,
M(1) = {(0, 0)} which is stable, M(2) = {(1, 0)} which is a saddle, and M(3) = {(−2, 0)} which is a saddle, with
flow ordering M(1) <3 M(2).
Let ∆13 be the connection matrix after first heteroclinic bifurcation with admissible ordering <3. The Conley index
of the Morse sets after the bifurcation are still the same as before the bifurcation because there is no change on their
stabilities. Then
∆13 =
H10 (1) H
1
1 (2) H
1
1 (3)
H10 (1)
H11 (2)
H11 (3)
(
0 ∼= 0
0 0 0
0 0 0
)
.
Let T2,3 be the transition matrix for the flow in figure 2. Then
T2,3 =
H10 (1) H
1
1 (2) H
1
1 (3)
H00 (1)
H01 (2)
H01 (3)
( ∼= 0 0
0 ∼= T (2, 3)
0 0 ∼=
)
.
By (20) we have ∆02T2,3 + T2,3∆
1
3 = 0 which gives us
∼= · T (2, 3) + ∼= · ∼= = 0⇒ T (2, 3) = ∼=
Then, by theorem 3.13, [15] we have ∂
(
M(3),M(2)
) 6= 0, which implies to C(M(3),M(2)) 6= ∅. Therefore, the
saddles are connected for some parameter value θ∗1 ∈ (−0.2,−0.05).
The second bifurcation in this example is a homoclinic saddle connection at the equilibrium point E1 = (1, 0)
when θ moves from θb2 = 0.1 to θa2 = 0.2, as is illustrated in figure 3. The homoclinic bifurcation happens at
θ = θ∗2 ∈ (0.1, 0.2). In this case, the equilibrium point E0 = (0, 0) is unstable by theorem 2.2 since θ > 0. The
homoclinic saddle connection happened after breaking the stable limit cycle which we proved the existence of in
theorem 2.2. Also, there is a bifurcation as θ passes from negative to positive where the equilibrium point E0 is changed
from unstable to stable.
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Figure 3: Before and after a homoclinic bifurcation of M(1): A cycle disappears
The left graph in the figure 3 represents the flow before the first heteroclinic bifurcation. Let S4 be the compact
invariant set in the graph consisting of the equilibria (−2, 0), (1, 0), and (0, 0), a stable limit cycle around the origin, the
connection from (1, 0) to the limit cycle, and the disc bounded by the cycle. A (<4-ordered) Morse decomposition of S4
is a collection M(S4) = {M(p) | p ∈ P4 = {1, 2, 3, pi}} such that M(1) = {(1, 0)} is a saddle, M(2) = {(−2, 0)}
is a saddle, M(3) = {(0, 0)} is a source, and M(pi) is stable limit cycle, with flow ordering M(pi) <4 M(1) and
M(pi) <4 M(3).
Let ∆04 be the connection matrix before homoclinic bifurcation with admissible ordering <4, then
∆04 =
H00 (pi) H
0
1 (pi) H
0
1 (1) H
0
1 (2) H
0
2 (3)
H00 (pi)
H01 (pi)
H01 (1)
H01 (2)
H02 (3)

0 0 ∼= 0 0
0 0 0 0 ∼=
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 .
The right graph in figure 3 represents the flow after the first heteroclinic bifurcation. Let S5 be the compact invariant
set in the graph consisting of the equilibria (−2, 0), (1, 0), and (0, 0), as well as the connections from the origin to
(1, 0). A (<5-ordered) Morse decomposition of S5 is a collection M(S5) = {M(p) | p ∈ P5 = {1, 2, 3}} such that
M(1) = {(1, 0)} which is a saddle, M(2) = {(−2, 0)} which is a saddle, and M(3) = {(0, 0)} which is a source,
with flow ordering M(1) <5 M(3).
Let ∆15 be the connection matrix after homoclinic bifurcation with admissible ordering <5, then
∆15 =
H11 (1) H
1
1 (2) H
1
2 (3)
H11 (1)
H11 (2)
H12 (3)
(
0 0 ∼=
0 0 0
0 0 0
)
.
Let T4,5 be the transition matrix for the flow in figure 3. Then
T4,5 =
H11 (1) H
1
1 (2) H
1
2 (3)
H00 (pi)
H01 (pi)
H01 (1)
H01 (2)
H02 (3)

0 0 0
∗ ∗ 0
T (1, 1) ∗ 0
∗ ∼= 0
0 0 ∼=
 .
By (20) we have ∆04T4,5 + T4,5∆
1
5 = 0 which give us
∼= · T (1, 1) = 0⇒ T (1, 1) = 0.
Then there exists θ∗2 ∈ (0.1, 0.2) such that there exists a homoclinic orbit to M(1) when θ = θ∗2, by corollary 4.4
[16].
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Another bifurcation is the second heteroclinic saddle connection when θ moves from θb3 = 1.1 to θa3 = 1.2 between the
saddles E1 = (1, 0) and E2 = (−2, 0) with the lower half plane as illustrated in figure 4. The heteroclinic bifurcation
happens at θ = θ∗3 ∈ (1.1, 1.2). The equilibrium point E0 = (0, 0) is unstable by theorem 2.2 as θ > 0.
z
Figure 4: Before and after the second heteroclinic
The left graph in the figure 4 represents the flow before the first heteroclinic bifurcation. Let S6 be the compact invariant
set in the graph consisting of the equilibria (1, 0), (−2, 0), and (0, 0), as well as the connection from (1, 0) to the
origin. A (<6-ordered) Morse decomposition of S6 is a collection M(S6) = {M(p) | p ∈ P6 = {1, 2, 3}} such that
M(1) = {(−2, 0)} which is a saddle, M(2) = {(1, 0)} which is a saddle, and M(3) = {(0, 0)} which is a source,
with flow ordering M(2) <6 M(3).
Let ∆06 be the connection matrix before the second heteroclinic bifurcation with admissible ordering <6. Then
∆06 =
H01 (1) H
0
1 (2) H
0
2 (3)
H01 (1)
H01 (2)
H02 (3)
(
0 0 0
0 0 ∼=
0 0 0
)
.
The right graph in figure 4 represents the flow after the first heteroclinic bifurcation. Let S7 be the compact invariant set
in the graph consisting of the equilibria (1, 0), (−2, 0), and the origin, the connection from (1, 0) to the origin, and the
connection from (−2, 0) to the origin. A (<7-ordered) Morse decomposition of S7 is a collection M(S7) = {M(p) |
p ∈ P7 = {1, 2, 3}} such that M(1) = {(−2, 0)} is a saddle, M(2) = {(1, 0)} is a saddle, and M(3) = {(0, 0)} is a
source, with flow ordering M(1) <7 M(3) and M(2) <7 M(3).
Let ∆17 be the connection matrix after second heteroclinic bifurcation with admissible ordering <7, then
∆17 =
H11 (1) H
1
1 (2) H
1
2 (3)
H11 (1)
H11 (2)
H12 (3)
(
0 0 ∼=
0 0 ∼=
0 0 0
)
.
Let T6,7 be the transition matrix for the flow in figure 4. Then
T6,7 =
H11 (1) H
1
1 (2) H
1
2 (3)
H01 (1)
H01 (2)
H02 (3)
( ∼= T (1, 2) 0
0 ∼= 0
0 0 ∼=
)
.
By (20) we have ∆06T6,7 + T6,7∆
1
7 = 0 which gives us
∼= · T (1, 2) + ∼= · ∼= = 0,⇒ T (1, 2) = ∼= .
Then by theorem 3.13 [15] we have ∂
(
M(2),M(1)
) 6= 0, which implies to C(M(2),M(1), ) 6= ∅. Therefore, the
saddles are connected for some parameter value θ∗3 ∈ (1.1, 1.2).
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