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13 L1-norm of combinations of products ofindependent random variables
Rafa l Lata la
∗
Abstract
We show that L1-norm of linear combinations (with scalar or vec-
tor coefficients) of products of i.i.d. nonnegative mean one random
variables is comparable to l1-norm of coefficients.
1 Introduction and Main Results
Let X,X1,X2, . . . be i.i.d. nonnegative r.v.’s such that EX = 1 and P(X =
1) < 1. Define
R0 := 1 and Ri :=
i∏
j=1
Xj for i = 1, 2, . . . . (1)
Obviously ERi = 1 and therefore for any a0, a1, . . . , an,
E
∣∣∣∣
n∑
i=0
aiRi
∣∣∣∣ ≤
n∑
i=0
|ai|. (2)
Micha l Wojciechowski (personal communication) asked whether inequal-
ity (2) may be reversed in the case when X = 1 + cos(Y ), where Y has the
uniform distribution on [0, 2pi]. In [3] he showed that for such variables
there exist sequences (ai) such that |ai| ≤ 1, |
∑k
i=0 ai| ≤ C for all k ≤ n
and E|∑ni=0 aiRi| ≥ cn. Resently he posed a more general problem.
Problem. Is it true that for any i.i.d. sequence as above estimate (2) may
be reversed, i.e. there exists a constant c > 0 that depends only on the
distribution of X such that
E
∣∣∣∣
n∑
i=0
aiRi
∣∣∣∣ ≥ c
n∑
i=0
|ai| for any a0, . . . , an?
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The aim of this note is to give an affirmative answer to the Wojciechowski
question even in the more general situation of coefficients in a normed space
(F, ‖ ‖).
First we study a simpler case when X takes with positive probability
values close to zero. We prove a more general result that does not require
the identical distribution assumption. Namely we consider sequences (Xi)
satisfying the following assumptions:
X1,X2, . . . are independent, nonnegative r.v’s with mean one, (3)
E
√
Xi ≤ λ < 1 and E|Xi − 1| ≥ µ > 0 for all i. (4)
Notice that if X is a nondegenerate nonnegative random variable, then
E
√
X <
√
EX and E|X − 1| > 0, hence (4) holds for i.i.d. mean one
nonnegative sequences.
Theorem 1. Let Ri be as in (1), where X1,X2, . . . satisfy assumptions (3)
and (4). Then for any coefficients v0, v1, . . . , vn in a normed space (F, ‖ ‖)
we have
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ c
n∑
i=0
‖vi‖,
where
c =
1
64
min{µ, 1} min
1≤i≤n
P
(
Xi ≤ (1− λ)
2
256
min{µ, 1}
)
.
Theorem 1 immediately yields the following.
Corollary 2. Let X,X1,X2, . . . be an i.i.d. sequence of nonnegative r.v’s
such that EX = 1 and P(X ≤ ε) > 0 for any ε > 0. Then there exists
a constant c that depends only on the distribution of X such that for any
v0, v1, . . . , vn in a normed space (F, ‖ ‖),
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ c
n∑
i=0
‖vi‖.
Example In the case related to Riesz products, when X1,X2, . . . are in-
dependent with the same distribution as 1 + cos(Y ) with Y uniformly dis-
tributed on [0, 2pi] we have
λ = E
√
1 + cos(Y ) =
√
2E
∣∣∣ cos(Y
2
)∣∣∣ = 2
√
2
pi
, µ = E| cos(Y )| = 2
pi
2
and (since cos x ≥ 1− x2/2) for 0 < ε < 1/2,
P(Xi ≤ ε) = P(cos(Y ) ≥ 1− ε) ≥
√
2ε
pi
.
Thus the constant given by Theorem 1 in this case is c ≥ 1256pi−5/2(1− 2
√
2
pi ) ≥
2 · 10−5.
To treat the general case we need one more assumption that basically
states that the most of the mass of Xi’s lies in the interval [0, A].
E|Xi − 1|1{Xi≥A} ≤
1
4
µ for all i. (5)
Theorem 3. Let X1,X2, . . . satisfy assumptions (3), (4) and (5). Then for
any vectors v0, v1, . . . , vn in a normed space (F, ‖ ‖), we have
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ 1512kµ3
n∑
i=0
‖vi‖,
where Ri are as in (1) and k is a positive integer such that
217
(1− λ)2kλ
2k−2A ≤ µ3. (6)
Since in the i.i.d. case all assumptions are clearly satisfied we get the
positive answer to Wojciechowski’s question.
Theorem 4. Let X,X1,X2, . . . be an i.i.d. sequence of nonnegative nonde-
generate r.v’s such that EX = 1. Then there exists a constant c that depends
only on the distribution of X such that for any v0, v1, . . . , vn in a normed
space (F, ‖ ‖),
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ c
n∑
i=0
‖vi‖.
In the symmetric case the similar estimate follows by conditioning.
Corollary 5. Let X,X1,X2, . . . be an i.i.d. sequence of symmetric r.v’s
such that E|X| = 1 and P(|X| = 1) < 1. Then there exists a constant c that
depends only on the distribution of X such that for any v0, v1, . . . , vn in a
normed space (F, ‖ ‖),
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ c
n∑
i=0
‖vi‖.
3
Proof. Let (εi) be a sequence of independent symmetric±1 r.v’s independent
of (Xi). Then by Theorem 4
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ = EεEX
∥∥∥∥v0 +
n∑
i=1
vi
i∏
k=1
εk
i∏
k=1
|Xk|
∥∥∥∥
≥ Eεc
(
‖v0‖+
n∑
i=1
∥∥∥vi
i∏
k=1
εk
∥∥∥) = c
n∑
i=0
‖vi‖.
Example. Assumption P(|X| = 1) < 1 is crucial since
E
∣∣∣
n∑
i=1
i∏
k=1
εk
∣∣∣ = E∣∣∣
n∑
i=1
εi
∣∣∣ ≤ (E∣∣∣
n∑
i=1
εi
∣∣∣2)1/2 = n1/2.
Let (nk)k≥1 be an increasing sequence of positive integers such that
nk+1/nk ≥ 3. Riesz products are defined by
R¯i(t) =
i∏
j=1
(1 + cos(njt)), i = 1, 2, . . . . (7)
It is well known that if nk grow sufficiently fast then ‖
∑n
i=0 aiR¯i‖L1 ∼
E|∑ni=0 aiRi|, where Ri are products of independent random variables dis-
tributed as R¯1. Here is the more quantitative result.
Corollary 6. Suppose that (nk)k≥1 is an increasing sequence of positive in-
tegers such that nk+1/nk ≥ 3 and
∑∞
k=1
nk
nk+1
<∞. Then for any coefficients
a0, a1, . . . , an,
c
n∑
i=0
|ai| ≤ 1
2pi
∫ 2pi
0
∣∣∣
n∑
i=0
aiR¯i(t)
∣∣∣dt ≤
n∑
i=0
|ai|, (8)
where c > 0 is a positive constant that depends only on the sequence (nk).
Proof. We have R¯i ≥ 0, so ‖R¯i‖L1 = 1 and the upper estimate is obvious.
To show the opposite bound let X1,X2, . . . be independent random variables
distributes as 1+cos(Y ), where Y is uniformly distributed on [0, 2pi] and Ri
be as in (1). By the result of Y. Meyer [2], ‖∑ni=0 aiR¯i‖L1 ≥ c′E|∑ni=0 aiRi|
and the lower estimate follows by Corollary 2.
4
The condition
∑∞
k=1
nk
nk+1
<∞ may be weakened to∑∞k=1 n2kn2
k+1
<∞ [1],
we do not however know whether lower estimate holds under more general
assumptions.
Problem. Does the estimate (8) holds for all sequences of integers such
that nk+1/nk ≥ 3?
2 Proof of Theorem 1
In this section (F, ‖ ‖) denotes a normed space. To avoid the measurability
questions we assume that F is finite dimensional, in particular it is separable.
First we show few simple estimates.
Lemma 7. Suppose that X is a nonnegative r.v. and EX = 1. Then for
any u, v ∈ F we have
E‖uX + v‖ ≥ 1
2
E|X − 1|max{‖u‖, ‖v‖}.
Proof. We have E‖uX + v‖ ≥ ‖uEX + v‖ = ‖u+ v‖. Moreover,
E‖uX + v‖ = E‖u(X − 1) + (u+ v)‖ ≥ ‖u‖E|X − 1| − ‖u+ v‖
≥ ‖u‖E|X − 1| − E‖uX + v‖
and
E‖uX + v‖ = E‖v(1−X) + (u+ v)X‖ ≥ ‖v‖E|X − 1| − ‖u+ v‖E|X|
≥ ‖v‖E|X − 1| − E‖uX + v‖.
Lemma 8. Let v ∈ F and Y be a random vector with values in F such that
P(‖Y ‖ > ‖v‖4 ) ≤ 1/4. Then E‖Y + v‖ ≥ E‖Y ‖+ ‖v‖8 .
Proof. We have by the triangle inequality
E‖Y + v‖ ≥ E(‖Y ‖ − ‖v‖)1{‖Y ‖>‖v‖/4} + E
(
‖Y ‖+ ‖v‖
2
)
1{‖Y ‖≤‖v‖/4}
= E‖Y ‖+ ‖v‖
(1
2
P
(
‖Y ‖ ≤ ‖v‖
4
)
− P
(
‖Y ‖ > ‖v‖
4
))
≥ E‖Y ‖+ ‖v‖
8
.
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Lemma 9. Suppose that Xi are independent nonnegative r.v’s such that
E
√
Xi ≤ λ < 1 for all i. Then for any v0, . . . , vn ∈ F ,
E
∥∥∥∥
n∑
k=0
vkRk
∥∥∥∥
1/2
≤
n∑
k=0
λk‖vk‖1/2. (9)
and
P
(∥∥∥∥
n∑
k=0
vkRk
∥∥∥∥ ≥ t1− λ
n∑
k=0
λk‖vk‖
)
≤ 1√
t
for t ≥ 1. (10)
Proof. We have
E
∥∥∥∥
n∑
k=0
vkRk
∥∥∥∥
1/2
≤
n∑
k=0
E‖vkRk‖1/2 ≤
n∑
k=0
λk‖vk‖1/2.
By the Cauchy-Schwarz inequality
( n∑
k=0
λk‖vk‖1/2
)2
≤
n∑
k=0
λk
n∑
k=0
λk‖vk‖ ≤ 1
1− λ
n∑
k=0
λk‖vk‖,
and the estimate (10) follows by (9) and Chebyshev’s inequality.
Now we are ready to formulate a main technical result that will easily
imply Theorem 1.
Proposition 10. Let X1,X2, . . . satisfy assumption (3) and (4) and 0 <
ε < 18 be such that P(Xi ≤ ε) ≥ p > 0 for all i. Then for any vectors
v0, v1, . . . , vn ∈ F we have
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ α‖v0‖+
n∑
k=1
(β − ck)‖vk‖,
where
α :=
1
16
p, β := min
{α
2
,
1
32
µp
}
and ck :=
4pε
1− λ
k−1∑
i=0
λi.
Proof. We will proceed by induction on n. For n = 0 the assertion is obvious,
since α ≤ 1.
Now suppose that the induction assertion holds for n, we will show it for
n+ 1. To this end we consider two cases. To shorten the notation we put
R˜1 := 1 and R˜k :=
k∏
i=2
Xi for k = 2, 3, . . . .
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Case 1. ‖v0‖ ≤ 64ε1−λ
∑n+1
k=1 λ
k−1‖vk‖.
By the induction assumption (applied conditionally on X1) we have
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥ ≥ αE‖v0 + v1X1‖+
n+1∑
k=2
(β − ck−1)E‖X1vk‖
≥ β‖v1‖+
n+1∑
k=2
(β − ck−1)‖vk‖
≥ α‖v0‖ − 4pε
1− λ
n+1∑
k=1
λk−1‖vk‖+ β‖v1‖+
n+1∑
k=2
(β − ck−1)‖vk‖
= α‖v0‖+
n+1∑
k=1
(β − ck)‖vk‖,
where the second inequality follows by Lemma 7.
Case 2. ‖v0‖ ≥ 64ε1−λ
∑n+1
k=1 λ
k−1‖vk‖.
The induction assumption, applied conditionally on X1, yields
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1{X1>ε}
≥ αE‖v0 + v1X1‖1{X1>ε} +
n+1∑
k=2
(β − ck−1)E‖X1vk‖1{X1>ε}. (11)
Let Y has the same distribution as
∑n+1
i=1 viRi = X1
∑n+1
i=1 viR˜i condi-
tioned on the set {X1 ≤ ε}. Then
P
(
‖Y ‖ > 1
4
‖v0‖
)
≤ P
(
ε
∥∥∥∥
n+1∑
i=1
viR˜i
∥∥∥∥ > 14‖v0‖
)
≤ P
(∥∥∥∥
n+1∑
i=1
viR˜i
∥∥∥∥ > 161− λ
n+1∑
k=1
λk−1‖vk‖
)
≤ 1
4
by Lemma 9. Thus we may apply Lemma 8 and get
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1{X1≤ε} = P(X1 ≤ ε)E‖v0 + Y ‖ ≥ P(X1 ≤ ε)
(
E‖Y ‖+ ‖v0‖
8
)
= E
∥∥∥∥
n+1∑
i=1
viRi
∥∥∥∥1{X1≤ε} + ‖v0‖8 P(X1 ≤ ε).
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By the induction assumptions we get
E
∥∥∥∥
n+1∑
i=1
viRi
∥∥∥∥1{X1≤ε} ≥ αE‖v1X1‖1{X1≤ε} +
n+1∑
k=2
(β − ck−1)E‖vkX1‖1{X1≤ε}
≥ αE‖v0 + v1X1‖1{X1≤ε} − α‖v0‖+
n+1∑
k=2
(β − ck−1)E‖vkX1‖1{X1≤ε}
The above inequalities and our choice of α imply
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1{X1≤ε}
≥ αE‖v0 + v1X1‖1{X1≤ε} +
n+1∑
k=2
(β − ck−1)E‖vkX1‖1{X1≤ε} + α‖v0‖.
Together with (11) this gives
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥ ≥ α‖v0‖+ αE‖v0 + v1X1‖+
n+1∑
k=2
(β − ck−1)‖vk‖
≥ α‖v0‖+ β‖v1‖+
n+1∑
k=2
(β − ck−1)‖vk‖
≥ α‖v0‖+
n+1∑
k=1
(β − ck)‖vk‖,
where the second inequality follows by Lemma 7.
Proof of Theorem 1. We apply Proposition 10 with ε := (1−λ)
2
256 min{µ, 1}
and p := mini P(Xi ≤ ε). Notice that then β = 132 min{µ, 1}p ≤ α and we
get
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ α‖v0‖+
n∑
i=0
(β − ci)‖vi‖ ≥
(
β − 4pε
(1− λ)2
) n∑
i=0
‖vi‖
≥ β
2
n∑
i=0
‖ai‖.
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3 Proof of Theorem 3
We start with a few refinements of lemmas from the previous section.
Lemma 11. Suppose that X is nonnegative EX = 1, E|X − 1| ≥ µ and
E|X − 1|1{X>A} ≤ 14µ. Then
E‖uX + v‖1{X≤A} ≥
1
8
µ‖v‖ for any u, v ∈ F.
Proof. Let Y has the same distribution as X conditioned on the set {X ≤
A}. Then p := EY ≤ EX = 1 and
E‖uX + v‖1{X≤A} = P(X ≤ A)E‖uY + v‖ ≥ P(X ≤ A)‖up + v‖.
We have E(X − 1)+ = E(X − 1)− ≥ 12µ, so
P(X ≤ A)E|Y − p| = E|X − p|1{X≤A} ≥ E(X − 1)+1{X≤A} ≥
1
4
µ
and
E‖uY + v‖ = 1
p
E‖v(p− Y ) + (pu+ v)Y ‖ ≥ ‖v‖1
p
E|Y − p| − ‖pu+ v‖1
p
EY
≥ 1
4P(X ≤ A)µ‖v‖ − E‖uY + v‖.
Lemma 12. Let Y and Z be random vectors in F such that
E‖Z‖1{‖Y ‖> 1
8
E‖Z‖} ≤
1
8
E‖Z‖.
Then E‖Y + Z‖ ≥ E‖Y ‖+ 12E‖Z‖.
Proof. We have
E‖Y + Z‖ ≥ E(‖Y ‖+ ‖Z‖ − 2‖Z‖)1{‖Y ‖> 1
8
E‖Z‖}
+ E(‖Y ‖+ ‖Z‖ − 2‖Y ‖)1{‖Y ‖≤ 1
8
E‖Z‖}
= E‖Y ‖+ E‖Z‖ − 2E‖Z‖1{‖Y ‖> 1
8
E‖Z‖} − 2E‖Y ‖1{‖Y ‖≤ 1
8
E‖Z‖}
≥ E‖Y ‖+ E‖Z‖ − 2
8
E‖Z‖ − 2
8
E‖Z‖ = E‖Y ‖+ 1
2
E‖Z‖.
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Lemma 13. Suppose that X1, . . . ,Xn are independent, nonnegative and
E|Xi − 1| ≥ µ. Then for any vectors v0, . . . , vn ∈ F ,
E
∥∥∥
n∑
i=0
viRi
∥∥∥ ≥ 1
4
µ2max{‖v0‖, . . . , ‖vn‖}.
In particular
E
∥∥∥
k∑
i=0
viRi
∥∥∥ ≥ 1
4k
µ2
k∑
i=1
‖vi‖.
Proof. We have for any 0 ≤ j ≤ n, ∑ni=0 viRi = Y +Xj(vjRj−1 +Xj+1Z),
where variables Y and Z are independent of Xj and Xj+1. So Lemma 7
applied conditionally yields
E
∥∥∥
n∑
i=0
viRi
∥∥∥ ≥ 1
2
E|Xj − 1|E‖vjRj−1 +Xj+1Z‖
≥ 1
2
E|Xj − 1|1
2
E|Xj+1 − 1|E‖vjRj−1‖ ≥ 1
4
µ2‖vj‖.
Next statement is a variant of Proposition 10.
Proposition 14. Let X1,X2, . . . satisfy assumption (3)-(5) and k ≥ 1.
Then for any vectors v0, v1, . . . , vn ∈ F and ε > 0 we have
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ α‖v0‖+
n∑
i=1
(β − ci)‖vi‖,
where
α :=
1
64
µ, β :=
1
4k
µ2α, ci := 0 for 1 ≤ i ≤ k − 1
and
ci :=
28A
1− λ
i∑
j=k
λj+k−2, for i = k, k + 1, . . . .
Proof. Observe that µ ≤ 2, hence α ≤ 132 and β ≤ min{ 18kµ2, α2µ}. As
before we will proceed by induction on n. Notice that by Lemmas 7 and 13
we have for n ≤ k,
E
∥∥∥∥
n∑
i=0
viRi
∥∥∥∥ ≥ 14µ‖v0‖+
1
8k
µ2
n∑
i=1
‖vi‖ ≥ α‖v0‖+
n∑
i=1
β‖vi‖.
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Now suppose that the induction assertion holds for n ≥ k, we will show
it for n+ 1. To this end we consider two cases. To shorten the notation we
put
Rk+1,k := 1 and Rk+1,l :=
l∏
i=k+1
Xi for l ≥ k + 1.
Case 1. µ‖v0‖ ≤ 2141−λA
∑n+1
i=k λ
i+k−2‖vi‖.
By the induction assumption (applied conditionally on X1) we have
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥ ≥ αE‖v0 + v1X1‖+
n+1∑
i=2
(β − ci−1)E‖X1vi‖
≥ β‖v1‖+
n+1∑
i=2
(β − ci−1)‖vi‖
≥ α‖v0‖ − 2
8A
1− λ
n+1∑
i=k
λi+k−2‖vi‖+ β‖v1‖+
n+1∑
i=2
(β − ci−1)‖vi‖
= α‖v0‖+
n+1∑
i=1
(β − ci)‖vi‖,
where the second inequality follows by Lemma 7.
Case 2. µ‖v0‖ ≥ 2141−λA
∑n+1
i=k λ
i+k−2‖vi‖.
Define the event Ak ∈ σ(X1, . . . ,Xk) by
Ak := {X1 ≤ A, R2,k ≤ 4λ2k−2}.
By the induction assumption (applied conditionally) we have
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1Ω\Ak ≥ αE
∥∥∥∥
k∑
i=0
viRi
∥∥∥∥1Ω\Ak +
n+1∑
i=k+1
(β − ci−k)E‖viRk‖1Ω\Ak .
(12)
We have
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1Ak = P(Ak)E‖Y + Z‖,
where Y has the same distribution as the random variable
∑n+1
i=k viRi con-
ditioned on the event Ak and Z has the same distribution as the random
11
variable
∑k−1
i=0 viRi conditioned on the event Ak. Lemma 11 applied condi-
tionally implies
E‖Z‖ ≥ 1
P(X1 ≤ A)
1
8
µ‖v0‖ ≥ 1
8
µ‖v0‖.
Notice also that
‖Y ‖ = ‖RkY ′‖ ≤ 4Aλ2k−2‖Y ′‖,
where Y ′ is independent of Z with the same distribution as
∑n+1
i=k viRk+1,i.
Therefore
E‖Z‖1{‖Y ‖≥ 1
8
E‖Z‖} ≤ E‖Z‖1{64‖Y ‖≥µ‖v0‖} ≤ E‖Z‖1{256Aλ2k−2‖Y ′‖≥µ‖v0‖}
= E‖Z‖P(256Aλ2k−2‖Y ′‖ ≥ µ‖v0‖).
We have (by our assumptions on v0)
P(256Aλ2k−2‖Y ′‖ ≥ µ‖v0‖) ≤ P
(
‖Y ′‖ ≥ 2
6
1− λ
n+1∑
i=k
λi−k‖vi‖
)
= P
(∥∥∥
n+1∑
i=k
viRk+1,i
∥∥∥ ≥ 26
1− λ
n+1∑
i=k
λi−k‖vi‖
)
≤ 1
8
,
where the last inequality follows by Lemma 9. Thus E‖Z‖1{‖Y ‖≥ 1
8
E‖Z‖} ≤
1
8E‖Z‖ and by Lemma 12, E‖Z + Y ‖ ≥ E‖Y ‖+ 12E‖Z‖, that is
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1Ak ≥ 12E
∥∥∥∥
k−1∑
i=0
viRi
∥∥∥∥1Ak + E
∥∥∥∥
n+1∑
i=k
viRi
∥∥∥∥1Ak . (13)
By Lemma 11
E
∥∥∥∥
k−1∑
i=0
viRi
∥∥∥∥1Ak ≥ 18µ‖v0‖P(R2,k ≤ 4λ2k−2) ≥
1
16
µ‖v0‖ = 4α‖v0‖,
where the second inequality follows by the bound E
√
R2,k =
∏k
i=2 E
√
Xi ≤
λk−1 and Chebyshev’s inequality. Since α ≤ 14 we get
1
2
E
∥∥∥∥
k−1∑
i=0
viRi
∥∥∥∥1Ak ≥ α‖v0‖+ αE
∥∥∥∥
k−1∑
i=0
viRi
∥∥∥∥1Ak . (14)
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By the induction assumption
E
∥∥∥∥
n+1∑
i=k
viRi
∥∥∥∥1Ak ≥ αE‖vkRk‖1Ak +
n+1∑
i=k+1
(β − ci−k)E‖viRk‖1Ak . (15)
By (13)-(15) we get
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥1Ak ≥ α‖v0‖+αE
∥∥∥∥
k∑
i=0
viRi
∥∥∥∥1Ak +
n+1∑
i=k+1
(β− ci−k)E‖viRk‖1Ak .
Together with (12) this yields
E
∥∥∥∥
n+1∑
i=0
viRi
∥∥∥∥ ≥ α‖v0‖+ αE
∥∥∥∥
k∑
i=0
viRi
∥∥∥∥+
n+1∑
i=k+1
(β − ci−k)E‖viRk‖
≥ α‖a0‖+ β
k∑
i=1
‖vi‖+
n+1∑
i=k+1
(β − ci−k)‖vi‖ ≥ α‖v0‖+
n+1∑
i=1
(β − ci)|vi‖,
where the second inequality follows by Lemma 13 and the definition of β.
Proof of Theorem 3. Let α, β and ci be as in Proposition 14. Observe that
(6) yields
ci ≤ 2
8
(1− λ)2λ
2k−2A ≤ β
2
= 2−9
µ3
k
therefore α, β − ci ≥ 12β = 1512kµ3 for all i and the assertion follows by
Proposition 14.
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