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(Preface 
This dissertation submitted in partial fulfilment of the requirements for the 
degree of Master of Philosophy in Operations Research, is intended to present an 
account of the "Applications of Mathematical Programming in Sample Surveys". 
Due to the want of space and time the discussions in this manuscript are limited to 
some of the applications of mathematical programming techniques in univariate 
and multivariate stratified sample surveys. 
Mathematical programming is concerned with the maximization or 
minimization of a function of several decision variables when these variables are 
subjected to one or more constraints. Most of the optimization problems arising in 
sample surveys can be formulated as a Mathematical Programming Problem 
(MPP) that may be solved by available Mathematical Programming Techniques or 
special purpose algorithms may be developed for solving them. In this manuscript 
Dynamic Programming Technique is used as the main tool to solve the 
optimization problems arising in stratified sample surveys that can be formulated 
as an MPP. 
This dissertation consists of five chapters with a comprehensive list of 
references at the end. 
Chapter 1, gives an introduction to the subject. It deals with the basic ideas 
of Sample Surveys and Mathematical Programming. 
In Chapter 2, the three basic problems arising in stratified sample surveys 
are indicated and the problem of determining the optimum number of strata is 
discussed in some detail. The problem is formulated as an MPP in three different 
situations and a solution procedure is given that uses the Kuhn-Tucker necessary 
conditions. 
Chapter 3 deals with the problem of determining the optimum strata 
boundaries as an MPP. The solution of the problem is obtained when the main 
study variable is used as stratification variable and its distribution is available. 
Chapter 4 pertain to the problem of optimum allocation in stratified 
sampling when integer sample sizes are required. The conventional formula for 
computing the optimum allocation usually fails to provide integer sample sizes. 
The rounded off non integer solution may prove infeasible or the problem of 
oversampling may occur. Such a situation may be handled by formulating the 
problem as an MPP and using an appropriate mathematical programming 
technique to solve it. In this chapter the problem of determining the integer 
optimum allocation is handled in the above stated manner. 
Chapter 5 provides an extension of the problem and its solution discussed 
in Chapter 4 to its multivariate case. 
The problems and solution procedures discussed in Chapters 3, 4 and 5 are 
supported by numerical examples that illustrate the numerical details. 
* * * * * * * * * * * * * * * * * * * < ¥ * * * * 
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1.1 NEED FOR COLLECTING STATISTICAL INFORMATION: 
During the last 100 years tremendous development in the field of science and 
technology have entifely changed the economic and social life of the people 
and the functional system of industry and business, transport and 
communications, educational and medical facilities and other activities of the 
community. In early years of the 20* century, units and groi^ were producing 
goods and services out of their own resources to satisfy their own needs. But 
now the enq^asis is on mass production and utilization of goods and services 
of a given type to get the maximum possible profit Considerable planning is 
required for such large-scale projects and for an objective assessment of their 
effectiveness in various fields based on objective data regarding resources and 
needs. Thus the need to collect and analyse various types of quantitative 
statistical information and to present the results thus obtained in a suitable 
manner to serve as a sound basis for making policy decisions in dififerent fields 
of human activity is essential. 
1.2 SAMPLE SURVEYS: The information about any population can be 
collected either by census or by Sample Surveys. A census or complete 
enumeration is that in which all the elements consisting the population are 
studied and conclusion are drawn there fi-om. On the other hand in a san^le 
survey only a selected portion of the population, called sanqjle, is studied and 
the estimates for population characteristics are constructed on the basis of the 
results obtained from a sample. A sampling method is a scientific and objective 
procedure of selecting units from the population and provides a sample that is 
expected to be a representati\ie of the population as a ^iiole. A sampling 
method makes it possible to estimate the populadcm total, average or proportion 
while the size of survey operations are considerably redwed. 
A sample survey is less costly than a complete census and it takes less time to 
collect and process the data from a sanq)le than that of census. The results ^m 
a carefully planned and well executed sample survey are expected to be more 
accurate than those of cotaplcts census. A complete census ordinarily requires 
a huge and unwieldy organization and therefore many types of errors creep in, 
that cannot be controlled effectively. In a sanple survey the volume of woik is 
reduced cQnsida:abIy and it becomes possible to employ persons of high 
ciliber, train them suitably and si^rvise their work efifectively. hi san^le 
surveys it is also possible to make a valid estimate of the margin of error, and 
hence to achieve the desired accuracy of the results. 
Recent developments in the sample survey methodology have made the 
sampling procedures more reahstic and reliable. The object of the sampling 
procedures is to obtain maximum information about the phenomenon under 
study with the minimum use of money, time and ena^y. 
1.3 RANDOM OR PROBABILITY SAMPLING; A sampling procedure 
that satisfies the following prqjerties is termed as Random or Probability 
Sampling: 
(i) A Set of distinct samples 81,82,83, 8„ arc defined. 
(ii) Each possible san^le S, i& assigned a known probability of selecticm JIJ; 
i=l,2,...,a 
(iii) The sanq>ling procedure is capable of selecting any one of the possible 
samples S; with its assigned probability Jij. 
(iv) The estimate constructed from any specified sanqple is unique. 
A sampling {voccdure, that does not satisfy the above properties, is 
termed as n(»iprobability san^ling. 
For a sampling [n-ocedure having the above prq)eities, we can calculate 
the frequency distribution of the estimates if the procedure is repeatedly 
applied to the same population. A san^ling theory can then be developed for 
such i»x)cedures. 
Nonprobability sampling methods can give also useful results under 
favorable conditions but they are not ametiable to the development of a 
sampling theory. 
In this dissertation otdy random or probability sampling methods are 
discussed. 
1.4 BASIC NATURE OF OPTIMIZATION PROBLEMS IN SAMPLE 
SURVEYS: Usually we have limited budget and time to conduct a san:q>le 
survey and to produce the inferences there from in a suitable manner for the 
purpose of decision making. If we draw a large sample the cost of sampling 
and time to complete the survey will increase. On the other hand, {»-ecision 
suffers if sample is too small. Thus the fiindamental proUem in sample surveys 
is to choose a 8anq>ling design that either maximizes the precision for a fixed 
cost of the survey or minimizes the cost for a fixed level of precision. Thus at 
the root of a sample survey Ues an optimization problem. 
1.5 THE CLASSICAL OPTIMIZATION METHOD; Over 200 years 
ago differential calculus was first used to solve catain optimization problons 
arising in geometry and physics. Lata- on Lagrange developed his famous 
Lagrange Muhiplins method to solve the optimization problems involving 
constrained maxima or minima. Consider the problem of finding maximum or 
minimum of a real valued function/fe) of n variables subject to gi(x)=bi; 
i=l,2,...m,(m<n), under the assumption that the function / and g, are 
differaitiable with continuous first derivatives. In this method a function L(x,D, 
called lagrangian function is defined as: 
L(x.D=f(x)^ ZMbi-gi(x)) (1.5.1) 
Where A=filyA2,, XJ are Lagrange muWpliers. 
If f(x) attains a local minimum or maximum at a point 
XcpF={x\g,(x}=bi;i=I,2,... ..m) then 
K^JJ.= XrXQ 
j2 y x = 0;y = l,2,3,...,« (L5.2) 
and = gi(xQ)=bi;i = \,2,...;m (1.5.3) 
If the required global minimum(or maximum) x* is finite then it will also 
satisfy the necessary condition given in (1.5.2) and (1.5.3). If all solutions to 
this set of equations can be found it is only necessary to evaluate/at each of 
these points and to select x where / attains its minimum or maximum as the 
case may be. Unfortunately to fmd all solutions to the set of equations (1.5.2) 
and (1.5.3) is not practically an easy job. 
It becomes more difficult and great computational efforts are required if 
the variables are restricted to be nonnegative and some of the constraints are in 
the form of inequalities. Hadley (1964) discussed the difficulties involved in 
the process of solving such problems. 
1.6 MATHEMATICAL PROGRAMMING: We have seen that the 
classical optimization methods based on differential calculus are too restrictive 
and either inapplicable to practical problems or involves great computational 
efforts. Attempts have therefore been made during the last five decades to fmd 
other optimization method that have wider applicability and are easy to 
implement. One such technique is Mathematical Programming. The word 
mathematical programming was coined by Robert Dorfman around 1950 and 
now is a generic term encompassing linear programming (LP), Nonlinear 
programming (NLP), Integer programming (IP), Convex programming (CP), 
Quadratic prognunming (QP), Dynamic [m}gRunining(DP), Stochastic 
programmii^ (SP), etc. 
Any problem \ ^ c h seeks to minimize or maximize a function of several 
variables when the variable a related in some way through certain constraints 
may be referred as a mathematical i»-ogranuning problem. Mathematical 
programming problem have attracted wide interest because of its applicability 
to solve problems arising in economics, industry, commerce, management, 
military, statistics etc. 
The mathematical model of a general math»natical programming 
problem may be given as: 
Maximize (orMinimize) f(X},X2,....,xJ (1.6.1) 
subject to gi(x,,X2,....,x^f<j=,>}biJ=l,2,3,-;m (1.6.2) 
and Xj>0;j=l,2,3,...n (1.6.3) 
where one and (mly one sign among <,= and > holds for each i in (1.6.2). 
The function/in (1.6.1) is called the objective function, the inequalities 
and equation in (1.6.2) are called constraints and the restrictions in (1.6.3) are 
called nonnegativity restrictions. 
Mathematical programming problem have received the attention of 
researches in mathematics, economics and operations research fen* over five 
decades. Since the develo^nnent of simplex method by Dantzing and his team, 
(first published in Cowls Commission Monogra[^ No. 13, edited by T.C. 
Koopmans( 1951)), for solving the linear progranrniing method, both the theory 
and methods of mathematical programming have seen unprecedented growth. 
Unfortunately, even today, unlike linear programming the non-linear 
(HOgramming problem does not have an efficient solution procedure that can be 
applied to eveiy non-linear programming problem. However, certain special 
type of non-linear programming problems have been studied completely and 
reasonably efiici^ methods are available to solve them. 
1.7 MATHEMATICAL PROGRAMMING IN SAMPLE SURVEYS; 
The problem of driving statistical information on population characteristics, 
based on sanq)le data, can be formulated as an optimization problem in which 
we wish to minimize the cost of the survey, viiiich is a function of the sample 
size, size of the sampling unit, the sampling scheme, and the scope of the 
survey, subject to the restriction that the loss in precision arising out of making 
decisions on of the basis of the survey results remain within a certain 
prescribed limit Or alternatively, we may minimize the loss in precision, 
subject to the restriction that the cost of the survey is within the given budget 
Thus we are intwested in finding the optimum sample size and the optimal 
sampling scheme which will enable us to obtain estimates of the population 
characteristics with specified properties. Mathematical programming 
techniques can also be applied to woric out to obtain optimum number of strata, 
optimum strata boundaries, optimum allocation in multivariate stratified 
sampling and many more optimization problem in sampling. 
In multivariate survey where more than one characteristics are studied 
on every unit of the population the problem of working out the optimum 
sample 8ize(s) may be formulated and solved as a Multiobjective Mathematical 
Programming ProblenL 
Raj(1956X Delenius(1957), Yates(1960), Kokan(1963X Hartley(1965), 
Folks and Anae(1965X Pfanzagle(1966), Kokan and Khan(1967), 
Chaterjee( 1968,1972), Huddlestone,Claypool and Hockmg(1970), 
Bethel(1985) and Chromy(1987), Jahan, Khan and Ahsan(1994), Khan,Ahsan 
and Jahan(1997),Khan,Khan and Ahsan(2003) etc. discussed the use of 
mathematical programming in relation to the various problems arising in 
sample surveys. 
The subsequent chapters of this dissertation are devoted to the 
"Application of Mathematical programming in sanq)le surveys". For want of 
space these applications are limited to the optimization problems arising in 
wiivariate and multivariate stratified san^ling. 
<yfA(P^^-2 
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2.1 INTRODUCTION; 
In stratified sampling before drawing a sample the sampler must 
have the answers to the following questions: 
(i) How many strata should be there? 
(ii) What should be the stratum boundaries? 
(iii) What should be the sample sizes from various strata? 
In this chapter the problem of determining the optimum number of 
strata is studied under different situations. The problem is formulated as 
a mathematical programming problem and a solution is obtained using 
Kuhn-Tucker (1951) conditions. Three different forms of the objective 
function are discussed. 
2.2. FORMULATION OF THE PROBLEM; 
Khan, Khan & Ahsan(1993) and Khan, Khan & Jahan(1998) 
formulated the problem determining optimum number of strata as a 
mathematical programming problem and proposed their solutions in 
three different situations that are discussed below. 
CASE-1: 
The problem of determining the optimum number of strata was 
first discussed by Dalenius (1950). The main variable y itself is used as 
the stratification variable. Under certain assumptions he postulated that 
11 
in stratified sampling with L strata the variance Viy^) of the stratified 
sample mean y^ is inversely proportional to L^, that is 
where A is the constant of proportionality. The constant A is 
approximately equal to - ^ , where S] is the population variance of y 
n 
and rt is the total sample size. 
Thus 
ny^)=-^ (2.2.1) 
nL 
On the basis of the above result Dalenius (1953) guessed that the 
relationship between the variances y(ya)i and y{ya)L-i of the stratified 
sample means based on L and L-1 strata respectively is of the type 
^(>*a)x= ^(>'i()i-i- Later on Cochran (1961) confirmed that the 
above relationship holds approximately for skewed distributions also and 
apparently the rate of reduction in the covariance is independent of the 
skewness of the population. 
Dalenius (1957) expressed the total cost C as a linear function of w 
and L, that is 
12 
C=cii :+C2« (2.2.2) 
where Ci=cost per stratum and C2=cost per unit within each stratum. 
It can be easily verified that the values of L and n that minimizes 
V(yJ given by (2.2.1) for a fixed cost C=Co given by (2.2.2) are 
l = ?£Landn = ^  (2.2.3) 
If the values L and n given by (2.2.3) are such that n < 2L then 
there will be some strata from which only one unit is to be selected and 
we cannot obtain an unbiased variance estimator. To overcome this 
difficulty Khan, Khan and Ahsan(1993) introduced an additional 
constraint n > 2L. With this added constraint they expressed the problem 
of determining the optimum number of strata as the mathematical 
programming problem (MPP): 
,2 Sy 
Minimize—~-
rd? 
Subject to ciL + C2n<Co 
n^lL 
n^O,L^O 
(MPP-I) 
CASE-II: In case an auxiliary variable x is used as an stratification 
variable Cochran (1963) showed that when the regression of y on A; is 
linear the variance v(y^) of the stratified sample meanj^^^ obeys the 
relation. 
13 
^(?.f)^ 
n 
^Hi-ph (2.2.4) 
where pis the coefficient of correlation between x and y in the stratified 
population. 
Khan, Khan and Ahsan(1993) formulated the problem of 
determining the optimum number of strata in this situation as the 
following mathematical programming problem 
MminttzeV{ygf )-S' ^Hl-P') 
and Subject to ciL + C2« ^ CQ 
n^2L 
(MPP-II) 
CASE-III: Assuming the distribution of y as gamma Sethi (1963) 
showed that V{y^f) may be expressed as 
ny.) = St 
n[aL^ •\-bL+c] 
Where a, b and c are constants to be determined by considering the 
values of the variance ratio /^(Pst) obtained for L =1,2 and 3. He 
also proposed graphical solution to obtain the values of n and L that 
minimize V(y^) for fixed cost. Khan, Khan and Jahan(1998) formulated 
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the problem in this situation as the following mathematical programming 
problem: 
Minimize V(yst)- ^ 
riioL^ +bL + c] 
Subject to ciL + C2n^cQ (MPP-III) 
n^2L 
n>O.L>0 
2.3. THE SOLUTION; 
CASE-I: 
We have to solve the MPP 
Minimize -Ar 
nU-
subject to c\L + C2«<Co 
n'tlL 
n^O,L'^0 
s} 
An inspection of the MPP-I reveals that the objective function —^ will 
be minimum when Z{n,L) = nl} will be maximum. Also the optimal 
solution of MPP-I will always be attained at a boundary point of the 
feasible set F defined as 
F = {in,L)\CiL + c^n<C^;n>2L and n>0,L>0} (2.3.1) 
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To prove this let («*, L*) eF be the optimal solution to problem, 
that is 
Z(n*,L*) ^ Z(n,L) for all (n,L) eF (2.3.2) 
If (n*,L*) is not a boundary point we can always find another point 
(/7*+5«,L*+5I) € Ffor dL> 0, however small. 
Now Zin*+dnJ.*+dL=(n*+dn) (L*+dLf 
= (n*+dnXL*^+dL^+2L*dL) 
= n*L*^+ A positive quantity 
= Z(n*,L*) + A positive quantity 
or Z{n*+dn, L*+dL > Z(n*, L*), which contradicts 2.1.6 that is, (n*.L*) 
is the optimal solution. Hence («*,L*) must be a boundary point of F. 
For solving MPP-I at first instance we consider only the cost 
constraint CiL+Ctn CQ. From the above discussion it is clear that the 
optimal solution will be a boundary point. For obvious reason it cannot 
be a point on the boundary n=0 or L = 0 of F. Clearly it will be a point 
on the boundary of F defined by CiL+C2« = Co in which case the optimal 
solution is same as given by (2.2.3). 
This optimal point will satisfy the constraint n > 21 provided 
16 
Co 
^ ^ 2 
^ 
^2 
4C 
3c, 
>4 
or r ^ (2-3.3) 
Thus if the cost ratio ^ obeys (2.3.3) problem (2.2.4) is 
completely solved by (2.2.3). 
If -i-< 4 the constraint »>2L is violated. As before if we consider 
only the constraint ntlL, ignore CiL+Cj/J^Co, and solve the problem 
2.1.4 the optimal solution will lie on the boundary of F defined by w = 
2L and we will have an unbounded solution, that is, n and L can be made 
arbitrarily large and the constraint C\L+C2n<CQ will be violated as Co can 
not be infinite. Also n cannot go beyond the population size N in which 
N 
case L = —. But this will be a complete enumeration not a sample 
survey. Thus, if - ^ < 4, the optimal point will lie on the boundary of F at 
the intersection of CiL+C2»=Co and n=2L. Which gives 
2C C 
n* = — ! ^ 5 _ and L*= ° (2.3.4) 
Ci+2c2 ^1+2^2 
As the objective function of MPP-I is convex and the constraints 
of the problem are linear, the Kuhn and Tucker (1951) necessary 
conditions to be satisfied by an optimal solution of an MPP will be 
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sufficient also. It can be verified easily that the optimal solutions (2.2.3) 
and (2.3.4) of MPP-I satisfy Kuhn and Tucker (K-T) conditions. 
CASE-II: 
Let us consider first the MPP-II without the restriction n>2L that 
is 
Minimize C(n, L) = 
n 
^ + 0-/'') 
Subject toCQ - c\L-C2n>0 
n,L^O 
(2.3.5) 
As the objective function - s: 
n 
+ (1 -P ' ) is concave and the 
constraint Co-CiL-C2«>0 is linear the Kuhn & Tucker (K-T) necessary 
conditions are sufficient also. The K-T conditions for x* to be an 
optimal solution for the MPP "Maximize fix), subject to gi(x) > 0; 
/=1,2 , m andx > 0" are 
Vje(x*,u*)<0, 
x*'Vxe(i*,u*) = 0, 
x*>0, 
Vue(x',u*)<o, 
u».Vue(x*,u«) = 0, 
u*'>0, 
(2.3.6) 
18 
m 
Where ^(x,u) = / ( x ) + j ; «,g,(x) 
/•=1 
and Vs9(x*,u*) and V«9(x*,u*) are the gradient vectors of the function 
0 with respect to the components of x and u respectively. 
As these conditions are sufficient also, if we are able to find x* 
and «* satisfying (2.3.6) then jc* will solve the MPP (2.3.5). 
The conditions (2.3.6) for MPPP (2.3.5) and 
'^in,L)0 = 
("^LWin,Lf = f 
l} ' ) -UC2 
•?{f''-''') 
+L 
^ 0 
-UC2 
= 
[ih 
v„e=(q o -•ciL-i C2n)^ 0 
«V„ ^ = w(Co - q l - C2«) = 0 
U>0 
(a) 
(c) 
( / ) 
(2.3.7) 
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where 9(ruL,u) ^' 
n 
+a-p') + M(CO-CIL-(?2W) 
Taking equality sign in (2.1.13(a)) we get 
2 r .2 
« = 
Cj^n 
^Hl-P') >0 (2.3.8) 
and 
u = 
2SIP 
>0 (2.3.9) 
Thus M given by (2.3.8) and (2.3.9) satisfies K-T condition 
(2.3.7(f)). As M > 0 by (2.3.7(e)) we get Co - CxL -c^n^Q 
Which gives n = 
C2 
(2.3.10) 
Again from (2.3.8) and (2.3.9) 
CjM T T + d - P ' ) (2.3.11) 
Eq. (2.3.10) and (2.3.11) together on simplification gives 
L^  + 3 ^ -' V J o' \Q L-2 \\-p') \\-p' ^ = 0 
or L^+3aL + 6 = 0 (2.3.12) 
where Q= ' . awe/6 _ 2Cop' 
1-p^ ^i(l-p') 
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Using theory of equations the roots of the cubic equation (2.1.18) 
are given by 
L = p"^+(t'^ (2.3.13) 
where ^ = i[-6+^f, ' + 4a'] and ^ = - [ - 6 - ^ 6 ' + 4a ' ] . 
Substituting the values of p and q in terms of p, C© and C\ in 
(2.3.13) on simplification we get the value of L as 
L* = 
\}-P'\ 
1/3 
[c, 1-p 
s l /3 
/ 
/ 
+ 
V 
a 
N1/3 
?^ 1-p'j (2.3.14) 
Substitution of this value of L in (2.3.10) gives 
n* = 
^2 ^1 
( 2 V 3^ 
P 
l-p' \ 
^ 
J 
11 i 
+ 
/ 
I 
?o_ \^l ^ P^ 
(2.3.15) 
A1/3 
It can be seen that the above values of n and L will satisfy the 
constraint« > 2X, if 
ic, + 2c^)\Ac^-c,)^\-p' 
Clc, (2.3.16) 
Thus the given values of Co,Ci,C2 and p obey (2.3.16) the values 
of L and n given by (2.3.14) and (2.3.15) will solve the MPP-II 
completely. 
21 
otherwise if 
Clc. 
(2.3.17) 
'0 * ' l 
the constraint n-2L>P in MPP-II can not be excluded and have the 
function G in this case as 
n 
jrHl-p') +«i(Co-CiL-C2«)+tt2(w-2L) (2.3.18) 
and the K-T conditions as 
V(«,L)^ = 
o2 
-^-—-uici-2u2 
L rdr 
- U1C2 + «2 
>0 (a) 
(«.^)V(„X)^ = « 
n 
r«i^2+«2 
+L 
2SIP^ 
= 0 (A) 
(^2]^0 (c) (2.3.19) 
V(„i,„2)^ = (Co - qi^ - c^ri) ^  0 (^) 
(wi,M2)V(„j,„2)^ = "l(Co -cii^-C2«) + W2(''-2i^) = 0 (^) 
and U2J ^0 (/) 
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and 
If Ml and U2 * 0, in order to satisfy (2.3.19(e)) we must have 
CQ - C , L - f 7 2 « = 0 
«-2L = 0 
which gives 
and 
L*= ^^ 
Ci+2Cj 
2C„ 
Ci+2(72 
(2.3.20) 
(2.3.21) 
With these values of n and L, taking equality sign in (2.3.19(a)) 
and solving for Wiand «2 we get 
« i 
_3^/-h^^Vfif(l-p^) 
2(2cj+Ci) 
0 (2.3.22) 
where 
and 
,J' 
1 
' 2 
( C i + 2 c j ) ^ ^ 
Co' 
CLD — (2c,+c,) 
It can be seen that ^2 > 0 if and only if 
(c, + 2 c , ) ' ( 4 c , - c ^ ^ l - V 
(2.3.23) 
which is (2.3.17) 
Thus the required optimal solution under condition(2.3.17) is 
given by (2.3.20) and (2.3.21). 
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It can be seen that when -^-^^ ^ V =—T- ^^^ 
expressions (2.3.14). and (2.3.20) give the same value of L. Similarly 
expressions (2.3.15) and (2.3.21) give the same value of w. 
CASE-III: Consider MPP-III as 
Si 
Maximize Z{n,L) = y 
n[aL +bL+c] 
Subject to Co-CiL-C2«>0 
n-2L>0 
and w, L>0 
The objective functions r—^ is concave and the 
r^c£ +bL+c] 
constraints are linear so that the K-T necessary conditions are sufficient 
also. Ignoring the constraint w-2L>0 we have MPP-III as; 
S' 
Maximize Z(n,L) = — 
n[aL^+bL+c] 
subject to Co -CjX -CjW ^ 0 
and n,L>0 
Using K-T conditions stated in (2.3.6) with 
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e{n,L,u) = \ r + «(Co - c^L - c^ri) 
n[aL + QL + c] 
we get 
l± ^ (^0 - fegi) + V(^o - fegj)' + 3agt(6co - cc^) (2 3 24) 
3ac, 
'2 
and 
Co (^0 - ^^1)+ ^ /(oCo -^Jc,)' + 3aci0Co -cc,) 
« * = —^ J! 
Cj 3ac2 
(2.3.25) 
as optimal solution. 
The values of L and n given by (2.3.24) and (2.3.25) will satisfy 
the constraint «-2L>0 if 
C(^i -K) . (2feQc, -bC,c,-ccl -2cc,c,)^^ ^ Q ^2.3.26) 
in which case (2.3.24) and (2.3.25) will solve MPP-III completely. 
In case (2.3.26) is not satisfied, that is 
CQ(q - 4C2) ^ {2bCQC2 - bC^^ - cc} - 2cciC2) ^ ^  ^ ^ (2 3 27) 
Ci+2c2 a 
as discussed in the solution of MPP-II, for the same reasons both the 
constraints will become active, that is, we have MI^O, M^O and 
Co-CiL-C2n=0 
and n-2L=0 
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and the optimal values of L and n will be as given in (2.3.20) and 
(2.3.21). It can be verified that we can find Uu U2>0 which along with 
(2.3.20), (2.3.21) and (2.3.27) satisfy all the K-T conditions for MPP-
III. 
It can also be seen that when equality hold in (2.3.26) the 
expression (2.3,20) and (2.3.24) give the same value of L and expression 
(2.3.21) and (2,3.25) give the same value of «. 
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3.1 INTRODUCTION; 
As discussed in chapter 2 after deciding about the number of 
strata to be constructed the next problem in the application of 
stratified sampling design is to determine the optimum strala 
boundaries. 
When the frequency distribution of the study variable is known 
it can be used for determining the optimum strata boundaries. 
Dalenius and Gurney (1951), Mahalanobis (1952), Hasnsen, Hurwitz 
and Madow (1953), Aoyama (1954), Dalenius and Hodges (1959), 
Durbin (1959), Ekman (1959), Sethi (1963), Murthy (1967) and 
several other authors used the frequency distribution of the main 
study variable X for determining the strata boundaries under various 
allocations of the sample sizes. 
Most of these authors obtained the calculus equations for the 
strata boundaries which are ill adapted to practical computations. 
They obtained only the approximate solutions under certain 
assumptions. 
Khan, Khan & Ahsan(2002) formulated the problem of 
determining optimum strata boundaries using dynamic programming 
technique as a mathematical programming problem and worked out 
exact solutions when the stratification variable follows (i) a uniform 
distribution and (ii) a right triangular distribution. 
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Later on Khan, Najmussehar and Ahsan(2003) discussed the 
same problem for exponential study variable under Neyman 
allocation. 
In this chapter the problem of determining the determination of 
optimum strata boundaries using dynamic programming technique is 
discussed. 
3.2 FORMULATION OF THE PROBLEM; 
Letf(x) denotes the frequency function of a continuous variable 
X, Xo<X<Xi where XQ and Xi are known real numbers and Xo<. JC^  The 
problem of constructing L strata between XQ and Xi can then be 
considered as the problem of determining L-1 stratification points 
Aj X2, jJi.y.such that the sampling variance of the stratified sample 
mean Xst is minimum, where Xst is the usual estimator of the over all 
population mean X. 
To build a mathematical model for the above problem it is 
necessary to express the variance of Xst as a function of the 
stratification points jCA:h=l,2,...L-l. 
Ignoring the finite population correction (fpc) the variance of 
( L \^ 
Xst under Neyman allocation is given as V{xst) = ^^^ — where 
n 
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Wk and a\ are the stratum weight and stratum variance for the h-th 
stratum; h=l,2,...L respectively and n is the preassigned total sample 
size. In order to minimize V(Xst) it is sufficient to minimize 
L 
^Wyj^. By definition we have 
H 
Wh= jnx)dx (3.2.1) 
Xh-l 
4 = ^ ix^f(x)clx-Ml (3.2.2) 
where/^;,=—- {xf{x)dx (3.2.3) 
is the stratum mean of the h-th stratum; h=l,2,...L. 
Using(3.2.1),(3.2.2) and (3.2.3) we can express Wh<^k as a 
function of x^  and x^.j only . Let 
fhi^K^h-\) = ^ h<^h (3.2.4) 
the problem of determining the Optimum Strata 
Boundaries(OSB) can now be expressed as: 
"Find XI,X2,...,XL-I that minimize ^ fhi^h ^h-\) subject to the 
constraints Xo <Xi < XxS .,^XL-I<XL". 
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This problem could further be simplified by defining 
yk=Xk-XH.i,h=l,2,.:L (3.2.5) 
where Vk > 0 denotes the width of the h-th stratum. 
Let Z n = S (•'C/,-^.-i) = ^ - (3.2.6) 
h-l h=l 
The problem defined above can be stated as the following 
Mathematical Programming Problem (MPP): 
L 
Minimize ^ fhiyh'^h-l) 
h=l 
subject to Y^yh-^ (3.2.7) 
and >>/:> 0;/i=l,2,...,L 
When in the objective function Xk is replaced by yk+Xk-i using (3.2.5) 
The Ar-th stratification point x^; k=l,2,..., L-1 can be expressed 
as a function ofyi,y2,---yt as 
xt = xo +yi+y2 +... +>'k 
Which gives 
Ic 
s 
h-l 
h-Xo = i yh^d, 
where dj, is the total width available for division into k strata. 
Since XQ is known, the first term f\{yi+Xo,Xo) in the objective 
function of the MPP(3.2.7) is a function of Vi alone. Once ^i is known 
the next stratification point Xi=xo+yi will be known and the second 
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term in the objective function/JO-Z+JC/JXI) will become a function of >'2 
alone. Due to this special feature of the objective function and the 
separable nature of the constraint function, dynamic programming 
technique may be used to solve the MPP. 
We may write the MPP stating the objective function as a 
function ofyk alone as: 
Minimize j l /ACKJ 
subject to Yjyh^^ (3.2.8) 
and VA > 0; A=1,2,,..,L. 
33 THE SOLUTION: 
The MPP (3.2.8) is a multistage decision problem in \^ich the objective 
function and the constraints are separable in y^  \ ^ c h allow us to use the 
dynamic programming technique. 
Consider the following subproblem of MPP(3.2.8) for k(< L) 
strata that is: 
k 
Minimize J] /^(>'J 
k 
subject to JiyH=d^ (3.3.1) 
and VA >0; h=lX-.,k. 
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where dt<d is the total width available for division into k strata. 
Also 
djt=d for k=L 
dt.i = yi+y2+...+yt-i=dk-yk 
dt.2 = yi+y2+... +yii-.2=dt-i -yt-i 
dz=yi+y2 = d3-y2 
dx =y\=d2-yi. 
Let f{k,dt) denotes the minimum value of the objective function 
in MPP (3.3.1), that is, 
f(k,dic) = min 
' k k 
Zfh(yh)\ tyh^<^k^^"dyh ^0-,h = l2,....k. 
With the above definition of /{kd^) the MPP(3.2.8) is 
equivalent to finding fiL.d) recursively by finding fik.dt) for 
Ar=l,2,...,LandO<i/4.<</Wecan write 
f(k,di^) = nan 
fc-i fc-i 
fk{yk)+Z A(>'fc)lZ yn^i^k-yk^andy,>0;h = ],2,...,k. 
h4 *=1 
For a fixed value of >'i^ ; 0 < yt <dt. 
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fikM = Myk)+rxan 
and y^ >0;h = \,2,...,k-\] 
Using the Bellman's principle of optimality, we get the 
recurrence relation of the dynamic programming as 
f{k,dk)= rem |/Ar(yj^ ) + /(fe-l,rf;t->'Ar)lfe^2. (3.3.2) 
For the first stage, that is for k=l. 
f(Xdx) = AW^yl = d, (3.3.3) 
Where } \ is the opiimma. width of the first stratum. The relations 
(3.3.3) and (3.3,2) are solved recursively for each k=\,2,...,L and 
^^djc<d and/(L,d) is obtained. From/(L,d) the optimum width of Z,-th 
stratum, y[, is obtained; from f(L-l,d-yl) the optimum width of 
(L-1) the stratum, yl_^ is obtained and so on until yl is obtained. 
3.4 PARTICULAR CASES; 
CASE-I: Uniform stratification variable: 
Example I: let ^ follow the Uniform Distribution within the intnval [a,b]. 
Then f(x)=-L-;a<x<b 
b-a 
= 0; otherwise 
Using (3.21), (3.22) and (3.23) it can be verified that 
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h 12 
Using the above values of fTfo fj^ and a^ the MPP(3.28) can be expressed as 
Minimize Y — ~ 
ty 2yl3{b-a) 
I 1 subject to Y^yh-^^ (3.4.1) 
and y^ ^0; A = 1,2,.,.,Z. 
where d=b-a 
CASE-II: Right triangular stratification variable: 
Let X follow the right triangular distribution in the interval [a,b]. 
Then 
(b - af 
= 0; otherwise 
Using (3.2.1), (3.2.2) and (3.23) W^. fj^and Oh^ are obtained as 
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«. = 2 
o- = 
lS(2af,-yhr 
where £7A=1-XA; /r=/,2,... Z. 
Using the above values of Wh, fJh and a^ the MPP(3.2.8) can be e^ qM e^ssed as 
Minimize > r 
h=\ 3^(b-af 
L _ , 
subject to 5]-^'» ~ (3.4.2) 
h=\ 
and yy, >0; h = 'U2X'L 
where d=b-a 
CASE-III: Exponential stratification variables: 
Let AT has the following exponential fiequency function with parameter h>Q\ 
f{x) = \e-'''^ ; 0<x<oo 
= 0, elsewhere. 
In practice the actual population are often finite, so assiuning dte largest 
value of X in population as D, the above frequency function can be 
approximated as 
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m-\e--'y 0<x<D 
= 0, elsewhere. 
=> Xo=0 and Xi=D 
Using (3.11), (3.Z2) and (3.2.3) we obtain 
(3.4.3) 
(3.4.4) 
and 
Mh 
< -
)^(^-e-y^'^^-yle-y^'^ 
(3.4.5) 
(3.4.6) 
Using (3.4.4), (3.4.S) and (3.4.6X the problem of determining optimum strata 
L 
boundary points that minimizes ^^ypi^, when the frequency of the main 
h=\ 
study variable X is given by (3.4.3), is formulated as the following MPP: 
L 
1 
h=l 
Minimizes f;«'"^*"* ^^^Ji^O-e''y''^^)-yle~y>'^^ 
Subjectto ^yh = D 
and yh>Or, h = \,2X.;L 
Where iy=Xi-Xo 
(3,4.7) 
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3.5 NUMERICAL ILLUSTRATION; 
Examidel: Unifmn stratification variables: 
To illustrate the computational procedurs let [a,b]=[l,2] and L=6, which gives 
MPP (3.4.1) as 
Minimize 
Subject to 
t J 2^/3 
andy,>0; h = \2,...,6. 
(3.5.1) 
For the first stage (k=l) 
fiUx)^aty[=d,. (3.5.2) 
For second stage 
/(2,i/j) = _min_ 
OS/jirfj W^*^'-'^'^-'^^ 
• mm 
yl ^d^-y^f 
- + iji 2v^  
Using diffoential calculus for minimization we get 
/(2..,,=-^<„,;4. (3.5.3) 
For third stage (it=3) 
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f(3,d2)= nun 
= mm 
0^y2<d'i 
yl 
yl ,{d^-nf 
2j3 AS 
Using differential calculus for minimization we get 
,,3,.3)-^at,;4 (3.5.4) 
Similariy for the fourth and Mh stages we get 
,(M,)=^.tK4 (3.5.5) 
j 2 J 
and /(5,d.) = - ^ at y. = -^. (3.5.6) 
For the final stage (k=6) 
/ (6 ,d/ j )= min yl_^id,-y,f 
2V3 iov5 
or /(6,1) = min 
' 2 2 
ye , 0 -^6 ) 
2-s^  10>/3 
=>/(6,1) = —!^ = 0.048112522 at yl=- = 0.166667. (3.5.7) 
12v3 6 
From (3.5.7) d^ = d^yl = 1-0.166667= 0.833333. 
Substituting this value of cfj in (3.5.6) 
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y; =9:?^^^ = 0.166666 
Proceeding in this manner vre get 
y4 = 0.16667, >'3 =0.166667, y2 = 0.166667awd yi - 0.166667 
The optimiun strata boundaries are thus obtained as 
jq = jci, + y; = 1+ 0.166667= 1.166667 
x; = Xi + >»; = 1.66667+ 0.16667= 1.333334 
x; = Xj + yl = 1.333334+0.16666= 1.50000 
X4=Xj+yl= 1.500000+ 0.166667= 1.666667 
x] = JC4 + yl = 1.666667+ 0.166666= 1.833333 
vrith the optinmm value of the objective function 
2 fh ^h ) ^ 6,l)=O.048112522. 
fi=l 
Example 2: Right triangular stratification variable: 
To illustrate the computational procedure let [a,b]=[0,l] and L=6, which 
gives MPP (3.4.2) as: 
Minimize ^ 
^ yUyl-^^'hyh'^^ol 
;»=i 
6 
3A/2 
subjectto ^yh-^ 
h=l 
and yf^>0; A = 1,2,3,..6. 
(3.5.8) 
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U&ing the recun«x:e relation (3.3.2) and (3.3.3) for solving MFP(3.5.8) v/e get: 
For first stage (k=l) 
/a^i)= 
and for the stages k>2 
fik,dk)= min 
0<yk<dk 
3V2 
atyi =di (3.5.9) 
3>/2 
/(/:-l,cfjt-yA:) (3.5.10) 
^N\l&Kak-l-Xk.l=l-(xo+yl+y2+ + yk.i)'^l-(yj+y2+ "^ytj 
=1 -dt.j ->ak=l -(djryi)=1 -dt'^yt 
Substituting this value of a^ in (3.5.10) and executing the computer 
program (see Khan, Khan and Ahsan (2002)) developed for the solution 
procedure given in section 3.3, the optimum strata widths are obtained as: 
yl = O.l I264ly^ = 0.12035a 
;^ 3= 0.130930, >'4 =0.146071, 
ys = 0.17360a andyl = 0.316396 
with the optimum value of the objective function 
6 
2/A(>';,)^r6.i;=0.0420973209 
The optimum strata boundaries are thus obtained as: 
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jcr = xo+>{ = 0 + 0.112647=0.112647 
:C2 = XI + >'2 = 0-112647+0.120353= 0.233000 
xt = X2+yi = 0.233000+ 0.130930= 0.363930 
X4 = X3+>'4 = 0.363930+0.146071=0.510001 
X5=X4+>;5 =0.510001+1.736030=0.683604 
Example 3: Exponential stratification variable: 
Using (3.3.3) and (3.3.2) the recurrence relation for MPP(3.4,7) are: 
For first stage (k=l) 
f(X,dx)=yl^^(X-e-^^'^)-d}e-'^^'^ aiy\ = d^ (3.5.11) 
becausejCi^ .y=Xo=ft \^en k=l. 
For the stages k>2 
(3.5.12) 
becauseXi..y=Xo+>'y+>'i+ +>!t-/=4->> 
Executing the computer program (see Khan, Najmussehar and Ahsan(2002) 
the recurrence relation (3.5.11) and (3.5.12) are used to sedc optimum stratum 
* 
widths yj^; (k=l,2,3,...,L) for the exponential study variable with parameter 
A=l. 
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« * The table below gives the optimum values of >'ft,x;,anfi?2]/;,(>'^)for 
;t=i 
L=23,4 and 5. 
1 —xlX Optimum strata boundaries for/(x) = —e and L=a ,^4 and 5 with A=l. 
No. of 
strata 
L 
2 
3 
4 
5 
Strata Width 
* 
>»!= 1.2610 
>;2 =18.7390 
>'r = 0.7678 
^2 =1.2501 
>'3= 17.9821 
j / N 0.5509 
>'o =0.7638 
>'! = 1.2513 
3/4=17.4340 
>{ = 0.4393 
y2 = 0.5610 
>'3= 0.7569 
3-^= 1.2688 
ys = 16.9740 
strata boundaries 
41 4t 4c 
^* = ^0+:J1* = 1-2610 
l^* = ^ + >1 =0.7678 
^2 = ^1+>'2 = 2.0179 
x* = xo+ >/!* = 0.5509 
J^ 2 = ^l,+>'2 =1-3147 
X3=;c2+>'3 =2.5650 
X* = XQ+>'!* = 0.4393 
^2=^1 +>'2 =1.0003 
X3 =X2 + V3= 1.7572 
^ w "i 
X4=X3+>'4 = 2.0260 
Minimum value of tlie 
objective function 
L L 
0.5341 
0.3648 
0.2770 
0.2233 
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The total width available for cutting stratum bouiularies is taken as 20 
units, that is the largest population value Xi =D =20, because the area to the 
rigjit of x= 20 for e^qxmential distribution with A=l is almost zero. 
3.6 DISCUSSION: 
Unnithan (1978) suggested an iteractive solution procedure for finding 
the points of stratification to minimize the variance for neymans allocation 
using Shamio's modified Newton method. He proved that Dalenius and Hodgs 
(1959) iteractive procedure is rare slow even to obtain a local minimum. 
Dalenius and Hodgs iteractive procedure may oscillate and it does not suggest 
and stopping rule. The problem of obtaining optimum strata boundaries for 
f(x) =2(l-x),0<_ x<l is solved by Dalenius and Hodgs procedure in 9 iterations. 
Though the procedure suggested by Unnithan is faster than Dalenius and 
Hodgs but that too is iterative. Both the procedures require initial approximate 
solution obtain by using the cumulative -yjf method. Also there is no 
guarantee that an ito-ative procedure will give the global minimum in the 
absence of a suitable approximate initial solution and the variance function 
have more than one local minimum The advantage of the solution procedure 
using dynamic programming technique is that it provide the global minimum of 
the objective function. 
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OPTIMUM A£L0(yi'n09{msT<l(Jl'T[<FI'E<D 
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4.1 INTRODUCTION: As discussed in Chapter-1 after deciding the number 
of strata and their boundaries the next problem is to determine the sample 
size from various strata. We may select the sample size to minimize the 
variance of the estimator for a fi.xed the cost of the survey or to minimize 
the total cost for a fixed precision. This problem of optimally choosing the 
sample sizes from various strata is termed as tlie problem of optimum 
allocation. 
Let the population of size N be divided into L nonoverlapping and 
L 
exhaustive strata of sizes NI,X2,...,NL ( ^A^/, = A )^ and the population 
h=\ 
mean Y of the characteristic under study >' be of interest. 
Let independent simple random samples of sizes nin2, ..,nL be 
drawn from the first, second, ... and L'*' strata respectively. 
^^yh=-Zyhj (4.1.1) 
_ L _ 
^"^ yst = H^hyh (4.1.2) 
h=i 
here y^j denote the value of the j '* ' selected unit from h^ stratum and 
^h =-rr,h = \,2,-L denote the stratum weiglit. It can be seen that v,, is an 
unbiased estimate of the population mean Y with the sampling variance 
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2 1 ^'^' - 0 
where Sf = T^ ( V/,, - T /»)" is the stratum variance 
and Y h = — X-^^v *^  ^® stratum mean of the /7'* stratum h=l,2,.. .,L. 
The total cost of the survey C may be expressed as 
L 
h=\ 
where Co = overhead cost 
Ch= per unit cost of measurement in the h'*' stratum. 
The problem of determining the optimum allocation can be formulated as 
the following MPP: 
PROBLEM "A": 
L 1 1 
Minimize V(y^^) = X( IT^h^h (4-1-5) 
L 
subject to Y,Chnij=C-CQ (4.1.6) 
h=l 
^nd fih>0,h=\2,...J. (4.1.7) 
47 
PROBLEM ••B": 
L 
Minimize ^Cf,n^ (4.1.8) 
subjectto Z ( — - l ^ ) < 5 2 < v (4.1.9) 
and w/,>o,;,=i,2,...,L (4.1.10) 
Where v is the prefixed tolerance limit for Viygf) according to the required 
precision. 
Using Cauchy-Schwarz inequality, Stuart (1954) has showed that the 
values of n/, fliat solve both the problems "A" and "B" are given by 
„f^=„ ^hShl4^ ;h = l,2,...,L (4.1.11) 
h=\ 
L 
Where n=^nf, denote the total sample size. 
h=l 
For Problem A, that is if cost is fixed n is given by 
L 
n = jJ^ (4.1.12) 
h=\ 
48 
for Problem B if the precision is fixed then 
L 
n = ^ 4.1.13 
L 
v + ^If-AS* 
(see Chochan(1977)) 
Furthermore, if the cost per unit c^ is same in all strata, that is C/,=c ; 
h=l,2,...,L, the optimum allocation for fixed cost (Problem A with Ch=c) will 
reduce to the optimum allocation for fixed sample size n and is given by 
nh=n ^ ^' ;h=l,2,..,L (4.1.14) 
This allocation is also called Neyman (1934) allocation. The minimum variance 
for fixed n is given as: 
Vn^iyst)-^^ ^ ^ ^ (4.1.15) 
(see Cochran (1977)) 
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4.2 OPTIMUM ALLOCATION! THE MATHEMATICAL 
PROGRAMMING APRAOCH: The solution provided by (4.1.11) to the 
problem of determining the optimum allocation has the following 
drawbacks. 
(1) For practical implementation we need integer sample sizes while n/, 
may not be an integer for every h. 
(2) rih may be greater than Nh for some h, that is we may have a case for 
oversampling. 
(3) rif, may be less thanl for some h. 
In section 4.3 of this chapter the problem of determining the optimum 
allocation is reformulated to takes care of the above three eventualities. We 
considered the Problem "A" with Ch= c. Other cases may be dealt in a similar 
vaasmsx. A solution procedure is given in section 4.4 that uses dynamic 
programming technique. This worked is based on Chaddha et al.(1971) 
4.3 REFORMULATION OF THE PROBLEM: With Ch=c the 
Problem "A" can be expressed as the following MPP 
Minimize ViyJ^J^-^^-^-Y,^—- (4.3.1) 
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L 
subject to ^nfj=n (4.3.2) 
h=l 
l<n,<N, (4.3.3) 
nfj;h = \,2,-,L integer (4.3.4) 
The constraints (4.3.3) and (4.3.4) in the above formulation will 
take care of all the three eventualities discussed in section 4.2. 
In the objective function (4.3.1) the terms in "T.——- are 
constant with respect to n^ and could be dropped. 
Letting aj, = W^S^; h = lZ..-L (4.3.5) 
and dropping the terms in 2 ~ T ~ ^ '^'^ "^^  ^^ ® objective function the 
MPP (4.3.1) - (4.3.4) may be expressed as : 
i Q 
Minimize ^ — (4.3.6) 
L 
subject to J^nh=n (4.3.7) 
h=l 
1 /^7, <N, (4.3.8) 
and «/, ; / / = 12..X integer (4.3.9) 
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4.4 SOLUTION USING DYNAMIC PROGRAMMING TECHNIQUE; 
Since the objective function (4,3.6)and the constraints in (4.3.7)-(4.3.9) are 
separable in «/, the MPP (4.3.6)-(4.3.9) can be expressed as an L-stage 
decision problem where at each stage the value of one decision variable is 
to be obtained. Tliis special feature along with the nature of the problem of 
determining tlie optimum allocation allow us to use the dynamic 
programming technique to solve it. 
The k subproblem involving the first k strata where the k 
decision variable nt is to be obtained is given as: 
Minimize T — (4.4.1) 
k 
subjectto '^n^=r (4.4.2) 
l<n,<N, (4.4.3) 
«>, integer/7=l,2,...ic (4.4.4) 
where r denote the total sample size for k strata. 
If f(k,r) denote tlie minimum value of the objective function (4.4.1) for the 
first k strata with total sample size r then 
f(k, r) = min ^ ah ^ Z — i Z " / j =' ' ' 1-"A - ^ ' / j ' w/, integer,/? = 1,2,...,A: 
.;j=l"A /7-1 
(4.4.5) 
or 
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/(A:,r) = min 
— + Z — i Z'^A = ' ' - « i t ' l ^«A ^Nh> /lAinteger,/! = 1,2,...,A:-1 
For a fixed integer value of n*, 1 < w^^  < min [r, A^^ ] /ffe,rj is given by 
f(k,r) = ^ + < mm Z I Z'*/! =f'~nk,\<nh<Nh, w/, integer,/? = 1,2,...,A'-1 
By definition offfk, r) the terms in {} are equal Xof(k-l,r-n0. 
If for a given k,f(k-l,r) is known for all possible values if r = 0J,2,...,n then 
f{k,r)= min 
nt-l,.../ 
a. 
w^  
+ /(/:-l,r-/7,) (4.4.6) 
The relation (4.4.6) is the recurrence relation of dynamic programming for 
the problem under study. 
The problem (4.3.6)-(4.3.9) is then equivalent to the problem of finding 
f(L,n). f(L,n) can be found recursively by finding f(k,r) for k=l,2,..,L and 
r=0,l,2,...,n. 
Initially we set f{k, r) = oo for r<k 
because nf,>_I: h = I,2,...,k, r must be at least equal to k. 
(4.4.7) 
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Also / ( l , r ) = min a -i-lM, =r,l<n, <A^ 
n, 
Thus 
/ ( I , r ) = 00 forr>N\or r<\ 
a\ for\<r<Ni 
(4.4.8) 
The values of f(k,r) and the optimal n^  for each k are then computed. From 
f(L,n), optimal nt can be found ; from f(L-l, n-nO optimal n n can be found; and 
so on, until finally we find ni. 
The following numerical example will illustrate the computational details 
of the procedure. 
4.5 A NUMERICAL EXAMPLE: this example is from Cocharan (1977). For 
a population with three strata the values of Nh, Wh, and Sh are given in the 
table below. 
Table 4.5.1 
h 
1 
2 
3 
N, 
16 
20 
28 
WH 
0.2500 
0.3125 
0.4375 
5/ 
540.0625 
14.6737 
7.2540 
The problem is to determine the optimum allocation for a total sample size n = 24. 
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With the given values of n, W^ and S^ fonnula (4.1.13) gives the optimum 
allocation as. n / = 17.0350 nj* = 3.5100 and nj' = 3.4549 . 
However, since Ni = 16 the above solution violate the constraint ni <_Ni 
and we have the problem of oversampling. 
To apply dynamic programming technique we reformulate the problem as 
given in (4.36) - (4.3.9). Using (4.3.5) and the values of Wh and S^ given in Table 
4.5.1 we gel aj = 33.7539, aa = 1.4330 and a, = 1.3885. 
The MPP (4.3.6) - (4.3.9) can now be expressed as: 
33.7539 1.4330 1.3885 , , , , , 
Minimize + + (4.5.1) 
« ! Wj « 3 
subject to Ml + «2 + "3 = 24 (4.5.2) 
l<n},<Nf, (4.5.3) 
and njj;h = 1.2,3 integer (4.5.4) 
Using relation (4.4.6), (4.4.7) and (4.4.8) we first calculate/f'A r) , then we 
calculate f(2,r)= min 
niJkastble 
«2 
l_«2 
+ f(X,r-n,) and note down the optimal ni for 
each r . Using/c2, r) we compute/^5, r). Table 4.5.2 gives/^, r; for A: = i , 2 and 
the value off (3, 24) ^.^=-'' ,:. -
^ i[>S-H353 ^ 
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TABLE 4.52 
r 
1 
1 ^ 
3 
! 
1 5 
i 6 
1 
r 
Is 
1 
i ^ 
1 10 
1 
• 11 
; 12 
' 13 
i 14 
i 15 
i 
1 16 
: 1" 
| 18 
19 
1 20 
: 21 
. 22 
' 23 
• 24 
i 
«1.4) 
33.7539 
16.8769 
11.2513 
8.4385 
6.7508 
5.6257 
4.8220 
4.2192 
3.0574 
3.3754 
Ol 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3.0685 1 11 
2.8128 
2.5964 
2.4110 
2.2403 
12 
13 
14 
15 
2.1096 1 16 
1 
1 
1 
K2.4) 
35.1869 
18.3099 
12.6843 
9.8715 
8.1838 
7.0587 
6.2550 
5.5385 
4.9357 
4.4669 
4.0919 
3.7850 
3.5229 
3.2905 
3.0741 
2.8887 
2.7280 
2.5873 
2.4679 
2.3962 
2.3484 
2.3143 
2.2887 
th 
2 
0 
X 
2 
2 
2 
2 
3 
3 
3 
3 
3 
4 
5 
6 
1 
8 
f(3,r) 
2.8150 
n3 
4 
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We find na* = 4 and f (3,24) = 2.8150. With r = 24 -4 = 20 and k = 2 we get 
n2* = 4 Finally r = 20 - 4 = 16 and k = 1 give ni * = 16 Thus we get the optimal 
solution to the MPP (4.5.1) - (4.5.4) as ni * = 16 ,n2* = 4 and nj* = 4 with the 
minimum value of the objective function as 2.8150. 
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CXPTrMVM ALLOCAtlO^K m 
S1^i:i<FI'E<DSAM<PLmg: 
Tm MVLiri^A^A'PE CAST: 
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5.1 TNTRODUCTION; 
In the preceding chapter the problem of optimum allocation in 
stratified sampling has been discussed when there is only one 
characteristic under study that is the univariate case. In multivariate 
stratified sampling where more than one characteristics 
are under study an allocation that is optimum for one characteristic will 
not in general be optimum for other characteristics. In such situations 
a compromise criterion is needed to work out an allocation that is 
optimum, in some sense, for all characteristics. 
Cochran (1977) suggested the use of character-wise average of 
individual optimum allocations as a compromise allocation. Several 
authors have used various criteria for obtaining a usable compromise 
allocation. Among them are Neyman (1934), Peter and Bucher 
(Undated). Geary (1949), Dalenius (1957), Gosh (1958), Yates (1960), 
Aoyama (1963), Folks and Antle (1965), Kokan and Khan (1967), 
Chatterjee (1967, 1968), Arvanitis and Afonja (1971), Ahsan and Khan 
(1977, 1982), Jahan, Khan and Ahsan (1994, 2001), Khan, Ahsan and 
Jahan (1997), Khan, Khan and Ahsan (2003) and many others. 
In this chapter the problem determining a compromise allocation 
in multivariate stratified sampling is formulated as an MPP and a 
solution procedure is given using dynamic programming technique 
based on the work of Khan, Khan and Ahsan (2003). 
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5.2 FORMULATION OF THE PROBLEM; 
When the total amount available for a multivariate stratified 
survey is prefixed, a compromise allocation may be that which 
minimizes the weighted sum of the sampling variances of estimates of 
various characteristics with in the available budget. It is assumed that 
the characteristics are mutually independent hence the covariances 
are zero. In a population with L strata and p independent 
characteristics, if the population means of various characteristics are of 
interest, it may be a reasonable criterion for obtaining the compromise 
allocation to minimize the weighted sum 
of the sampling variances Viyj,,); j = 1,2,. . .,p of the stratified sample 
means J^,,,;j = 1,2,. . .p , 
where v ( y , J = 2 : ^ ! ^ - 2 ^ ; j = l,2, p, (5.2.1) 
are the stratum variances of the jth characteristic in various strata and 
^pO; J = 1.2,. , .,p, are weights assigned to various characteristics 
according to some measure of their importance. 
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The authors conjecture that the weights aj; j = 1,2,. . .,p should 
be proportional to the sum of the stratum variances for jth 
characteristics, that is 
Letting YJ^J =^' ^^^ above conjecture gives 
7-1 
aj = -^^^ ;j = l,2, ,p (5.2.2) 
P L SIS?, 
j=lh=l 
The basis of this conjecture is the fact that if the given population is 
more heterogeneous with respect to the jth characteristic then we need 
a larger sample from various strata as compared to the kth 
characteristic, which is relatively less heterogeneous, for constructing 
equally precise estimates for the two characteristics. A heterogeneous 
characteristic is to be studied with more care and therefore, should be 
assigned relatively more weightage. This could be done by using 
L 
weights as defined in (5.2.2) where J^Sj, is used as a measure of 
heterogeneity with respect to the jth characteristic. 
With a linear cost function, the problem of finding the 
compromise allocation for a fixed cost may be stated as the following 
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MPP: 
p, j^w.^si ^ J^Wh's|, 
Minimize i ; a j V ( y j , ) = 2 ; a j £ - ^ - 2 a j S ^ 
L 
subjectto Co+H^hnh^<^ (5.2.3) 
h=l 
and 2 < nh <Nh ; h = 1,2,...,L 
where nn; h = 1,2,...,L are the required compromise allocation and 
P 
cjj = 2]cjh, is the cost of measuring all the p characteristics on a 
j=l 
sampled unit from the hth stratum. 
Note that the above definition of Ch is different from that used in 
Chapter 4. Here in after, in this chapter, by Ch we will mean 
P 
Ch = ^Cjhas defined above. All other notations are same as in 
j=l 
Chapter 4 except for the additional suffix ' j ' which is introduced to 
denote the jth characteristic. The compromise allocation ni, are 
assumed to be continuous over the interval [2,Nh]; h = 1,2,...,L. 
The terms under the second summation in the objective function 
of the MPP (5.2.3) are constants with respect to Uh and therefore may 
be ignored for the purpose of minimization. 
Ignoring the term independent of nh, interchanging the order of 
the two summations and letting 
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Bh=w2XajS|i^;h = l,2, ,L 
in the objective function, the MPP (5.2.3) may be restated as: 
L B 
Minimize Z (n,,n2, ,nO= Z " ^ ' (^•2'*) 
h=l^h 
L 
I 
h=l 
subject to ]£chnh<Co, (5.2.5) 
and 2 <nh <Nh;h=l ,2 , . . . ,L (5.2.6) 
where €„ = C - CQ. 
The restrictions Uh^Nh in (5.2.6) are imposed to avoid over 
sampling and the restrictions 2 < nn in (5.2.6) are imposed to have an 
estimate of the stratum variances Sj^. 
A careful study of the MPP (5.2.4) - (5.2.6) reveals its following 
special features: 
(i) Since Bi, >o; h = 1,2,...,L the objective function Z is strictly 
convex 
(ii) The feasible region 
F = { (ni, n2, ,nL) | X^hnh ^ Co and 2 < nh < Ni,; h = 1,2,...,L } 
h=l 
is a bounded convex region. 
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(iii) The necessary and sufficient conditions for F to be nonempty 
and hence for the existence of an optimal solution is 
L 
2 E c h ^ C o 
h=l 
(iv) The optimal solution to MPP (5.2.4) - (5.2.6), if it exist, will 
be unique and will be a point on the boundary of the feasible 
L 
region F defined by the equation 2 ^ h n h = C o - I" other 
h=l 
words the constraint (5.2.5) will be active at the optimal 
point. 
Ignoring restrictions in (5.2.6) and using Lagrange multipliers 
technique the optimum values of Uh i.e. nh* that minimize (5.2.4) 
subject to (5.2.5) (as an equation), are obtained as: 
nh = ^ ^"l^^^""^ ; h = 1,2,...,L . (5.2.7) 
h=l 
If the above values of nl satisfy (5.2.6) also the MPP (5.2.4) -
(5.2.6) is solved and (5.2.7) will give the required compromise 
allocations. In case some or all of the nl given by (5.2.7) violate 
(5.2.6), the Lagi-ange multipliers technique fails and some other 
constrained optimization technique is to be used. The following section 
presents a procedure to obtain the compromise allocation using the 
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dynamic programming technique in case the Lagrange multipliers 
technique fails to obtain a solution. For problems whose solutions may 
be obtained by using Lagrange multipliers technique, the dynamic 
programming technique provides an identical solution. 
The dynamic programming approach to the problem of optimum 
allocation in multivariate stratified sampling has the added advantage 
that it can be extended to obtain integer sample sizes. 
5.3 SOLUTION USING DYNAMIC PROGRAMMING 
TECHNIQUE; 
The objective function as well as the constraint of the MPP 
(5.2.4) - (5.2.6) are sum of separable functions of UH; 
h = l,2,...,L. 
Thus the NLPP (5.2.4)-(5.2.6) which is an L-stage decision 
problem can be decomposed in L single-stage single variable decision 
problems. 
Let Z* denote the optimal value of the objective function (5.2.4) 
under the constraints (5.2.5) and (5.2.6), then 
7* • f-
Z = mm 
n,,n,, n^  
where the minimization is carried out over the set of feasible solutions 
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h=l "h 
4c\) (say), (5.3.1) 
F = {(ni,n2,...nL) I Y^h^h ^^o and 2 < nh < Nh ; h = 1,2,...,L } 
h=l 
with C L = CO, where C'L denote the available budget at the Lth stage. 
Again let nt be any feasible value of the Lth decision variable. 
Keeping n^ fixed we compute 
mm 
.h=l"h 
—*^ + mm 
nL n„n,....,n,., 
L-1 y B h (5.3.2) 
Then f ( C L ) will be the smallest of all the RHS values given by 
(5.3.2) for all feasible ttL. 
Now f(CL_i)= min 
^'"2 " L - l 
_h=i n^ 
(5.3.3) 
where the minimization is carried out over the set of feasible solutions 
L-l 
{(n,,n2,...,nL-i)| Z ^ h ^ h ^ C Q - C L n L and 2 < nn < Nh ;h = 1,2,...,L-1} 
h=l 
and C'L_I denotes the available budget for (L-l) strata (or at (L-l)th 
stage). Obviously C'L_I = C'L - C L H L • 
Combining (5.3.1), (5.3.2) and (5.3.3) 
f(CL) = min B, + f 
"L 
(cL-,)' (5.3.4) 
where UL satisfies 
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2 < iiL < min ( C L , N J (5.3.5) 
and C'L = maximum possible size of the sample that can be drawn from 
Lth strata within the available budget CL i.e. 
L- l 
CL-2Zch 
C, = h=l (5.3.6) 
To evaluate f (C'L) the RHS of (5.3.4) is to be minimized with respect 
to the single variable UL given by (5.3.5) provided f(C'L_i) is known. 
To compute f (C"L_,) one can proceed just as above and get 
f(CL-i)= mm 
" i . " : nL-2 
B L - 1 
L"L-1 
+f [cU (5.3.7) 
where f ( C L _ 2 ) = 
L - 2 p 
.h=i "h 
(5.3.8) 
and the minimization is carried out over the set of feasible solutions 
L-2 , . 
{ (n,, n2,...,nL.2)|. X i ^ h n h ^ C o - c n +c n and 2<nh < Nh; 
h = l,2,...,L-2} 
This procedure is continued until 
f(c;)= min 
n 
B, 
L"I 
(5.3.9) 
is obtained. 
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In actual practice we first evaluate f(c'i) then f^Cj) and so on 
and finally f(cL) or Z*. 
At the kth stage of solution we have to find nj^  for which 
f (CJ = min 
n. 
(5.3.10) 
f(C*) = minj;5L|2]chnh<C'j,and2<nh<Nh;h = l,2,...,k 
h=l H I , h=l 
(5.3.11) 
1 
for all Ck satisfying 
k , L 
2 X c h ^ C k < C o - 2 2 c h 
h=l h=k+l 
(5.3.12) 
t 
Ck denote the cost available for measuring all the units selected in the 
sample from first k strata. 
The RHS of (5.3.10) is minimized over n^ given by 
2 < nk < min (Cl,N,) (5.3.13) 
where Cj^  = maximum possible size of the sample which could be 
drawn from the kth strata within the available cost c'l^  for first k strata 
I.e., 
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Ck-2i;ch 
p" h=i . (5.3.14) 
Ck 
Initially we set f(Q) = 0. 
Solving NLPP (5.2.4) - (5.2.6) is equivalent to find f(C,). Using 
the formula (5.3.10), {{C[) is found recursively. From f(c;)nL-
is computed; similarly n^., is computed from {{C[_,) ; and so on until 
finally nj is obtained. 
Assuming ni, as continuous variable to obtain f{cl) at the kth 
stage; k = 1,2,...,L; differential calculus may be used to minimize 
-^+f(c..,) 
" k 
, provided the n[ so obtained remains feasible. Otherwise 
some search method may be used. 
5.4 A NUMERICAL EXAMPLE; 
The following numerical example will illustrate the computational 
details of the procedure. 
In a stratified population with three strata and two independent 
characteristics the value of Nh, Wh , s,h , S2h and Ch are as given in the 
Table 5.4.1 
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Table 5.4.1 
Data for 3 strata and 2 characteristics 
h 
1 
2 
3 
Nh 
18 
27 
15 
Wh 
0.30 
0.45 
0.25 
S,k 
2 
4 
20 
S2h 
3 
1 
35 
Ch 
3 
4 
5 
Assuming both the characteristics equally important, that is ai = a2 , 
the problem of finding the compromise allocations for a total fixed 
budget C = 125 units including an overhead cost Co = 25 units, MPP 
(5.2.4)- (5.2.6) may be expressed as: 
. , . . . 7 1.1700 3.4425 101.5625 Mmimize Z = + + — -
ni "2 "3 
(5.4.9) 
subject to 3n, + 4n2 + 5n3 < 100 (5.4.10) 
and 2 < n , < 18 
2 < n 2 < 27 (5.4.11) 
2 < n 3 < 15 
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The rounded off solution given by (5.2.7) is Uj = 2, n2 = 3, n3 = 16. 
This solution is not feasible because it violates the restriction 2 
< 03 ^15 in (5.4.11) , hence as an alternative method of solution , the 
dynamic programming technique is used. 
We have C^ ; k = 1, 2, 3 and their limits as: 
C3 =3ni +4n2 + 5n3= 100 
C2 = C3 - 5n3;14<C2^90, 
and c l = C\ - 4n2;6 < c\ < 54, 
For the first stage of solution 
f(C;)= min. 
2sn|Smin(C|,\|) 
1.17 
n, 
+ f(Co) 
mm m 
1.17 
n. 
, because f(Co) = 0 
mm 
2<n.< 
1.17 
cL" i 
(Using the limits of c\ it can be seen that min 
= ^ ) . Thus 
3 
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f(C ') = h^ at n ; = 0.3333c; (5.4.12) 
For the second stage of solution 
f(C2)= min 3.4425 3.512 + — — 
"2 Ci 
mm 
2 . n < ^ ^ 
3.4425 3.51 
+ • n2 C 2 - 4 n 2 
Thus 
^^^._^^^3U843 ^^  nl =0.1661 C, (5.4.13) 
For the third and the final stage of solution 
f(C3)= min 
2<njSinin(Cj,Ar3) 
101.5625 31.1843 
+ • — 
n2 C2 
mm 
2<n,<min 
C -14 ' 
^^^—!-,15 
I 5 
101.5625 31.1843 
"3 C 3 - n 3 
mm 
101.5625 31.1843 
+ 
2 < „ , < „ i n ( l ° ^ , I 5 ) L "3 lOO-nj 
mm 
101.5625 31.1843 
+ • 
2<n<15L "3 1 0 0 - n 3 j Thus 
f(C3) = 8.0182 at n;=15 (5.4.14) 
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Now C2=C3-C3n3 =100-5x15 = 25 
By (5.4.13)112=0.661x25 = 4.1525 
Again c\ = C2 - €2112 = 25 - 4 x 4.1525 = 8.39 
By (5.4.12) nt =0.3333x8.39 = 2.7966 
Rounding off to the nearest integer values the optimum compromise 
allocations are given as: 
n '=3, n*=4, and n'=15 with Z'=8.0215. 
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