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layer is based on framelike data structures that capture the uncertainty information used in 
the inference layer and the uncertainty meta-information used in the control ayer. The 
inference layer provides a selection of five T-norm-based uncertainty calculi with which 
to perform the intersection, detachment, union, and pooling of information. The control 
layer uses the meta-information to select he appropriate calculus for each context and to 
resolve eventual ignorance or conflict in the information. This layer also provides a 
context mechanism that allows the system to focus on the relevant portion of the 
knowledge base, and an uncertain-belief r vision system that incrementally updates the 
certainty values of well-formed formulas (wff's) in an acyclic directed eduction graph. 
RUM has been tested and validated in a sequence of experiments in both naval and 
aerial situation assessment (SA), consisting of correlating reports and tracks, locating and 
classifying platforms, and identifying intents and threats. An example of naval situation 
assessment is illustrated. The testbed environment for developing these experiments has 
been provided by LOTTA, a symbolic simulator implemented in Zetalisp Flavors. This 
simulator maintains time-varying situations in a multi-player antagonistic game where 
players must make decisions in light of uncertain and incomplete data. RUM has been 
used to assist one of the LOTTA players to perform the SA task. 
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The authors' previous work on classifying complex ship images has evolved into an effort 
to develop software tools for building and solving generic classification problems. 
Managing the uncertainty associated with feature data and other evidence is an important 
issue in this endeavor. Pearl has developed a Bayesian framework for managing 
uncertainty hat has proven to be applicable to several of the belief maintenance functions 
that are necessary for classification problem solving. One such function is to determine a 
belief commitment that designates in categorical terms the most probable instantiation f
all hypothesis variables given the evidence available. Before these belief commitments 
can be computed, the straightforward implementation f Pearl's procedure involves 
finding an analytical solution to some often very difficult optimization problems. An 
implementation f this procedure is described that uses tensor products to solve these 
problems enumeratively and avoid the need for case-by-case analysis. The procedure is
thereby made more practical to use in the general case. 
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This paper describes a representation a d a set of inference methods that combine logic 
programming techniques with probabilistic network representations for uncertainty 
(influence diagrams). The techniques emphasize the dynamic onstruction and solution of 
probabilistic and decision-theoretic models for complex and uncertain domains. Geven a 
query, a logical proof is produced if possible; if not, an influence diagram based on the 
query and the knowledge of the decision domain is produced and subsequently solved. A 
uniform declarative, first-order knowledge representation is combined with a set of 
integrated inference procedures for logical, probabilistic, and decision-theoretic reason- 
ing. 
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Decision tree induction systems are being used for knowledge acquisition. Yet they have 
been developed without proper regard for the subjective Bayesian theory of inductive 
inference. This paper examines the problem tackled by these systems from the Bayesian 
view in order to interpret the systems and the heuristic methods they use. It is shown that 
decision tree systems depart from the usual Bayesian methods by implicitly incorporating 
prior belief that the simpler of two hypotheses will be preferred, all else being equal. 
They perform a greedy search of the space of rules to find one in which there is strong 
posterior belief. 
The Automatic Training of Rule Bases that Use Numerical 
Uncertainty Representations 
Richard  A.  Caruana 
Philips Laboratories, North American Philips Corporation, 345 
Scarborough Road, Briarcliff Manor, New York 10510 
The use of numerical uncertainty representations allows better modeling of some aspects 
of human evidential reasoning. It also makes knowledge acquisition and system 
development, test, and modification more difficult. 
It is proposed that where possible the assignment and/or refinement of rule weights 
should be performed automatically. The authors present one approach to performing this 
