The classical functional linear regression model (FLM) and its extensions, which are based on the assumption that all individuals are mutually independent, have been well studied and are used by many researchers. This independence assumption is sometimes violated in practice, especially when data with a network structure are collected in scientific disciplines including marketing, sociology and spatial economics. spatial autoregressive (SAR) model in capturing network dependencies. We develop an estimation method based on functional principal component analysis (FPCA) and maximum likelihood estimation. Simulation studies show that our method performs as well as the FPCA-based method used with FLM when no network structure is present, and outperforms the latter when network structure is present. A real weather data is also employed to demonstrate the utility of the SFLM.
INTRODUCTION
With the rapid development of electronic technology, huge amounts of data can be collected and stored cheaply. In particular, some types of data that are recorded at high frequencies can be regarded as almost continuously observed. Examples include trajectory data, weather data and stock data. These types of data are called functional data, which are inherently infinite-dimensional and are rich in information. Hence, functional data analysis (FDA) has been applied in many subject areas, such as biology, the medical sciences, meteorology, econometrics, finance, chemometrics and geophysics.
For examples, see Ramsay and Silverman (2002) and Horváth and Kokoszka (2012) .
Functional regression is one of the most important tools in FDA. Classical functional linear regression model (FLM) represents the simplest form of functional regression (an overview is given in Paganoni and Sangalli (2017) ), and receives much attention in FDA. Studies related to FLM include Cai and Hall (2006) ; Hall and Horowitz (2007) ; Ferraty et al. (2013) ; Zhou et al. (2013) ; Brockhaus et al. (2015) , and reference therein.
FLM has become increasingly popular because they can be applied to problems that are difficult to address in the framework of scalar and vector observations. Generally, let Y be a scalar response variable, and let X(t) be a second-order stochastic process on a compact interval Γ. Moreover, we assume that X(t) is square integrable with zero mean and E( Γ X 2 (t)dt) < ∞. Formally, a FLM can be written as
where α is the intercept, β(t) is the unknown slope function, and is the random error term. This term is independent of X(t) and has zero mean and finite variance.
During the past few years, extensions of the FLM (1.1) have been studied to address specific problems. For example, James (2002) proposed functional logistic regression and functional censored regression to address cases in which the responses of FLM is binary and right censoring, respectively. Subsequently, Escabias et al. (2004) presented some alternative methods for estimating the parameter function in functional logistic regression model based on principal components. Aneiros-Pérez and Vieu (2006) constructed a semi-functional partial linear model that combines the advantages of semilinear model and nonparametric statistics for functional data. Ferraty et al. (2013) generalized the FLM to functional projection pursuit regression, which allows for more interpretability. Liu et al. (2017) presented a functional linear mixed model to investigate the scalar and functional covariate effects of both individuals and population.
All of the methods mentioned above assume that all the individuals are mutually independent. However, given the rapid advances in information technology, relation information among individuals can easily be collected. Network-structured data, which represent one common form of relation information, are becoming increasingly available. In such data, the realizations of the dependent variable are correlated with each other. If we use FLM or its aforementioned variations of FLM to model this kind of data, the information contained in the data may not be fully exploited; moreover, the inferences obtained when network effects are ignored may be misleading. These observations motivate us to develop a novel statistical model for application to functional data with network structures.
To better illustrate our motivation for carrying out this study and its significance, we show a motivating example. We collected weather data from the China Meteorological Yearbook covering the period between 2005 and 2007. These data record monthly temperatures and precipitation in 34 major cities in China. Our aim is to investigate the effect of temperature on precipitation over these three years. The scalar response is the logarithm of the mean annual precipitation, and the functional covariate is the mean monthly temperature. In a preliminary analysis, we employ the Moran's I statistic to test whether spatial autocorrelation exists among the responses. Unfortunately, the value of the Moran's I statistic is 0.7, and the P value is smaller than 0.001, which
indicates that there is a significant correlation among these responses. After we apply the FLM directly to the weather data, the spatial dependence among the residuals of the FLM persists; the Moran I statistic is 0.5, and its P value is smaller than 0.001.
We also display the Moran's I scatterplot of the response Y and the residuals of the Fortunately, when the predictor is scalar, instead of functional, spatial autoregressive (SAR) model is frequently used model to accommodate the dependencies introduced by network structures. SAR model has been applied to social interactions, strategic interactions and geostatistics. Studies that apply SAR model include Case (1991 ), Topa (2001 ), and Olubusoye et al. (2016 , among others. Moreover, estimation methods for SAR model are described in Ord (1975) , Lee (2004) , Kelejian and Prucha (1999) , Lee (2007) and Lesage and Pace (2009) . In a SAR model, a spatial weight matrix is employed to denote adjacent relations among the observations, and an unknown spatial autoregressive parameter is used to reflect the strength of neighbouring effects. By borrowing concepts from SAR model, it is straightforward to incorporate the network structures into FLM model using a spatial autocorrelation parameter and a weight matrix. The proposed model is here named the spatial functional linear model (SFLM).
The new SFLM displays powerful capabilities in addressing the functional covariate in the model, together with the spatial dependencies between the outcomes of adjacent units. To obtain estimates of the unknown parameters, we develop an easily implemented estimation method that employs the FPCA method to handle functional data; moreover, maximum likelihood estimator for SAR model (Ord (1975) , Lee (2004) ) is used to handle the spatial parameters. The simulation results show that our estimation method performs well. In particular, the new method behaves as well as the FPCAbased method used with FLM when the spatial autocorrelation parameter equals zero, in which case the SFLM degenerates into an FLM; moreover, the new method displays better performance than the latter when network dependencies are present. A real dataset is employed to illustrate the practical utility of the proposed model.
We also note that Pinedaros and Giraldo (2016) proposed a model that combines a spatial error model (SEM) with an FLM to accommodate network structure in functional data. The most important difference between our model and his is that the spatial dependencies in our model are contained in the response, whereas they are contained in the disturbances in the existing model. Pinedar also used maximum likelihood estimation method to estimate the parameters of his model; however, he did not provide a practical implementation method. Moreover, our methods, which were developed for use with SFLM, can be easily extended to his functional SAR model and other spatial regression models. Note that our model handles scalar responses. This feature differs strongly from those of Aguilera-Morillo et al. (2016) and Ramn et al. (2017) , which consider functional responses in spatial functional data.
We organise this article as follows. In Section 2, we formulate the new model. The proposed estimation method is constructed based on FPCA and the MLE in Section 3. The finite-sample performance of the proposed estimators is evaluated through simulation studies and is compared with the finite-sample performance of the FLM in Section 4. Finally, in Section 5, we use real data to document the usefulness of this methodology. We conclude the article with a discussion in Section 6.
MODEL SPECIFICATION
Following Qu and Lee (2015), we consider the spatial processes located on an unevenly
Here, x i (t) represents independent and identically distributed (i.i.d.) samples from X(t), where X(t) is a square integrable second-order stochastic process defined on a compact set Γ with E(X(t)) = 0 and E( Γ X 2 (t)dt) < ∞. Without loss of generality, we presume Γ is the unit, i.e. t ∈ [0, 1].
We denote x(t) = x 1 (t), x 2 (t), · · · , x n (t) and y = (y 1 , y 2 , · · · , y n ) . We then formulate the SFLM as
where ατ n is the intercept. Here τ n represents an n-dimensional vector of ones; α denotes a scalar parameter; ρ is the unknown spatial autocorrelation parameter that takes values within the range of [0, 1); W = (w ii ) n×n is a pre-specified spatial weight matrix, in which w ii represents the weight between units i and i ; β(t) is a square integrable coefficient function defined on [0, 1]; and is the noise term, which is independent of x(t). We assume that follows a multivariate normal distribution with zero mean and a constant diagonal covariance matrix σmatrix.
In the model presented in (2.1), the spatial weight matrix W is exogenous. This matrix is constructed according to the distances between the units on D in different contexts.
For the case of geographic locations, W is formed based on adjacency relations or the nearest k neighbours, as measured in terms of the Euclidean distance or another appropriate metric. In social networks, W is established on the basis of friend relationships among individuals. In other practical settings, such as economics, W can also be built using economic factors such as GDP. In general, the spatial matrix W is standardized to be a row-normalized matrix; in this matrix, the summation of the row elements is unity, and the entries on the diagonal are zeros.
In addition, ρ is a scale parameter that reflects the impact of the neighbours. Greater values of ρ indicate that y i is more strongly affected by its neighbours. The SFLM clearly reduces to the classical FLM when ρ = 0 and the SAR model when
is a constant covariate that does not depend on t. Thus, the proposed SFLM is a more flexible model, given its incorporation of both functional covariates and network structures.
To provide better insight into the new model, we divide right-hand side of equation (2) into two parts. The first part is ρW y, which represents the neighbour effects. In real cases, such effects may arise due to competition, spillover or shared sources. The second part, 1 0
x(t)β(t)dt, indicates the effects of exogenous functional variables. The outcome of unit i is affected by the outcomes of its neighbours' i (i = i) as well as its individual-specific covariate x i (t).
Morover, we can reformulate equation (2.1) as the following equivalent expression,
which shows how y is generated. y i is clearly influenced by its neighbours' covariates x i (t)s, as is i = i. The error terms in equation (2.2) are no longer independent. Given that this dependency violates the Gauss-Markov assumption, the ordinary least-squares (OLS) estimator is not adequate to estimate the parameters in (2.1).
ESTIMATION METHOD
We estimate the intercept α, the spatial autocorrelation parameter ρ, the slope function β(t), and the variance of the error term σ 2 in the SFLM (2.1) using the maximum likelihood approach combined with a basis expansion in terms of the FPCA, as shown follows.
Basis expansion based on FPCA
Note that, before estimating the parameters of our model, data representation methods, such as smoothing and interpolation, should be used to convert discretely recorded data
By Mercer's theorem, the spectral decomposition of K(s, t) is then
, where k 1 > k 2 > · · · > 0 are eigenvalues and {ϕ j (t)} ∞ j=1 are the corresponding orthogonal eigenfunctions. According to the Karhunen-Loève expansion, X(t) can be expanded as
where the a j s are uncorrelated random variables with mean zero and variance E(a
wherek j andφ j (t) are the estimators of ϕ j (t) and k j , respectively. For the ith observation x i (t), the estimator of a ij is thenâ ij = 1 0
, and x i (t) can be written
Similarly, based on the estimated orthonormal functional basis {φ j (t)} ∞ j=1 , β(t) has the expression β(t) = 
In reality, the first few principal components (PCs), as ranked by their eigenvalues, often provide an adequate approximation of x i (t). Here, we choose the first m PCs and ignore the truncation error. The truncated SFLM of (3.1) takes the form of
Maximum Likelihood Estimation for the Truncated SFLM
Here we focus on (3.2) and adopt the popular MLE approach to estimate the unknown parameters.
write the truncated equation (5) as
Based on the assumption that the error term in (2.1) follows a multivariate normal distribution, the log-likelihood function for y is (3.4) where e = y − ρW y − Zδ. Given ρ, the maximum likelihood estimate of δ and σ 2 iŝ
Substitutingδ(ρ) andσ 2 (ρ) into (3.4) and dropping the constant term yields the fol-
The optimization of the maximum log-likelihood function (3.7) then reduces to a univariate optimization problem. That is, the estimator of ρ can be obtained via the maximization of (3.7), i.e.ρ = arg max
Replacing ρ withρ in (3.5) and (3.6) yields the estimators of δ and σ 2 , respectively.
The estimatorβ(t) for β(t) can be reconstructed bŷ
whereb j is obtained fromδ in (3.5).
In summary, the estimatorsρ, α and σ 2 of SFLM are obtained from the MLE of the truncated SFLM; on the other hand, the estimatorβ(t) of the SFLM is constructed using the functional principal component basis presented in Section 3.1 and the coefficient estimator given in Section 3.2. For convenience, we here summarize the main steps of the estimation procedure in Algorithm 1.
Algorithm 1 Main steps of the estimation procedure 1: Represent the functional predictor and slope function using the functional principal component basis. The estimation procedure is then simplified, as the remaining process is similar to the problem of estimating a SAR model. In this step, after an appropriate truncation parameter is given, the SFLM approximates a SAR model whose covariates are the principal component scores of x i (t)s, as shown in (3.3). 2: Determine the estimators of the unknown parameters of the truncated SFLM obtained in Step 1. The maximum likelihood estimation method is used to obtain the spatial autocorrelation parameter ρ in (3.8), the estimators of the coefficients b, the intercept α and the variance of the error term σ 2 , as shown in (3.5)-(3.6). 3: Determine the estimator of β(t) in the SFLM. The slope function is constructed using the FPC basis mentioned in Step 1 and the coefficients estimated in
Step 2, as shown in (3.9). The other estimators are obtained directly from Step 2.
Choosing the truncation parameter for the SFLM
There are two ways to determine the truncation parameter. The first method is the percentage of variance explained (PVE) for predictors, which uses eigenvalues to choose the number of PCs. The second method is derived from a Markov chain Monte Carlo model composition methodology labeled MC 3 .
To compare the new SFLM with the FLM in numerical experiments, we use the first method to determine the values of this parameter. In this case, if we choose the PVE to be 80%, the truncation parameter m is subject to min
The second method specifies the covariates in (3.3) according to the posterior model probability. We adopt this technique to handle the weather data in Section 5. In this Bayesian methodology, prior distributions are assigned to the parameters in the truncated SFLM. Specifically, σ 2 follows an inverse gamma distribution, π(σ
We set a = 0, b = 0, g = 
SIMULATION STUDY
We conduct several simulation studies to evaluate the finite-sample performance of the proposed estimators of ρ and β(t). All of the computations were carried out in the R environment, and we use existing functions in the R packages 'spdep', 'fda' and 'fda.usc' to implement the proposed procedure.
Because spatial networks are of interest in this study, we compare the proposed SFLM with the existing FLM in terms of the behaviour of the estimators of β(t). In particular, the SFLM is estimated using the proposed method, whereas the FLM employs an FPCA-based estimation approach. To make these two estimation methods comparable, we set the truncation parameter of FPCA to be identical to the PVE, which equals 70%. Different degrees of spatial effects are considered; the spatial parameter ρ is set to 0, 0.5, and 0.8. Note that, when ρ = 0, the SFLM reduces to the FLM.
As for the spatial scenario, we adopt the rook matrix by randomly apportioning n For the functional part of equation (2), we emply the same form as the functions in the FLM by Hall and Horowitz (2007) . Specifically, we generate the simulation data y = (y 1 , y 2 , · · · , y n ) using
where the spatial parameter ρ is assigned values of 0, 0.5, and 0.8, respectively. The functional predictor x(t) = (x 1 (t), x 2 (t), · · · , x n (t)) is produced with values of x i (t) that are independently generated as
where a j = (−1) j+1 j −γ/2 with γ = 1.1 and 2, respectively;
ϕ j (t) = √ 2 cos(jπt). Similarly, the coefficient function β(t) is generated according to
where
Note that the eigenvalues of the covariance functionK(u, v) play a vital role in determining the estimation accuracy of β(t). We consider two cases. In case 1, γ = 1.1; thus the eigenvalues are well spaced and the slope function can be accurately estimated. In case 2, γ = 2, and the closely spaced eigenvalues can cause the estimatorβ(t) to display poor performance.
The experiment is repeated 500 times in each setting. We assess the performance of the estimatorρ in terms of the mean bias and standard derivation; on the other hand, we evaluate the performance of the estimator of β(t) in terms of the mean square error (MSE) evaluated at 100 equispaced points on [0, 1], {t i } 100 i=1 ; i.e., MSE = 1 100
whereβ(t i ) is the estimator of β(t i ) evaluated at t i , which is obtained via the SFLM or the FLM. We summarize these results in Table 1 .
Examination of Table 1 leads to the following conclusions.
1) When ρ = 0, ρ is very small (almost zero), the estimators of β(t) based on the proposed method and the FPCA-based method for FLM perform equally well. This result is consistent with our expectations, as the SFLM reduces to the classical FLM when ρ = 0.
2) When ρ = 0, our proposed method produces better results than the FPCAbased method, also consistent with our expectations. The MSE of the SFLM is always smaller than the MSE of the FLM when the other settings are identical; moreover, as ρ increases, the difference in the MSE between the SFLM and the FLM also increases.
3) Regardless of the value of ρ, the MSE of β(t) obtained using the SFLM decreases as the sample size increases. The standard deviation ofρ also displays a decreasing pattern. Moreover, the bias ofρ is small in all cases. Similar to the numerical results presented in Lee (2004) , the bias of ρ is negative at all settings. 4) As the case in Hall and Horowitz (2007) , β(t) is more accurately estimated given γ = 1.1 than γ = 2 when the other simulation parameters are held equal.
The performance of the estimatorρ is also influenced by α. In the case in which γ = 1.1, the standard deviation ofρ is smaller than that of γ = 2.
Figure 2: Estimators of β(t) vs the true β(t) when the sample size n = 300, 500, 900 and ρ = 0, 0.5, 0.8, respectively. Moreover, to illustrate the performance of the estimator of β(t) intuitively, we randomly select one result from 500 repetitions, and display the estimatorβ(t) vs. the true value of β(t) in Figure 2 for both the SFLM and the FLM. Here, the sample size n = 300, 500, 900 and ρ = 0, 0.5, 0.8, respectively, with γ = 1.1. From Figure 2 , we can obtain similar conclusions for β(t) as those derived from Table 1. In summary, our proposed model and estimators perform as well as the classical FLM when no spatial autocorrelation is present; on the other hand, our proposed methods outperforms the classical methods when spatial autocorrelation is present, and the difference increases with the degree of spatial autocorrelation becoming stronger. Given these results, our proposed model and estimation procedure provide a competitive alternative for the existing methods in FDA.
REAL DATA ANALYSIS
In this section, we revisit the weather data presented in Section 1 to assess the application of the SFLM. Specifically, we add a record that corresponds to the weather data for 2008 derived from the China Meteorological Yearbook. Let the response y i and the predictor x i (t) be the logarithm of the mean annual precipitation and the mean monthly temperature curve for the ith city between 2005 and 2007. We build the SFLM model as
where w ii is the weight between city i and i . We also build the FLM as
to enable comparison with the SFLM.
During preprocessing, we smooth the mean monthly temperatures over 3 years using the Epanechnikov Kernel. Note that the spatial correlation between temperature curves is beyond the scope of our article. Thus, we simply presume that these functional data are independent. Moreover, the spatial weight matrix is formed using the nearest k neighbours; each neighbour's weight is equal to the reciprocal of the Euclidean distance {2, 3, 4, 5, 6, 7, 8, 9} to enable the selection of the most appropriate number. Moreover, we assume that, if the distance between two cities exceeds 15, then these two cities are not neighbours of each other; i.e. w ii = 0. Figure 3 presents the locations of 34 major cities in China. Because Urumchi is located far from the other cities, we remove its record from the weather data. The matrix is row-normalized after construction. is relatively small, we compute their posterior model probabilities directly, instead of using a strategic stochastic Markov chain process to search for an appropriate model.
The log-likelihood function values and Bayesian model probability ratios of each model are displayed in Table 2 .
The results presented in Table 2 can be summarized as follows. The matrix with 5 nearest neighbours is the most appropriate for our model, and when m = 2, the SFLM yields a greater posterior probability than when m = 1. We display the fitting results of the SFLM and the FLM with m = 2, k = 5 in Table 3 and Figure 4 . To assess the predictive ability of the SFLM, we apply the fitting result to the temperature Table 2 : The values of the log-likelihood function and the Bayesian model probability ratios of the 16 candidates of the truncated SFLM, denoted L and B, respectively. Specifically, the Bayesian model probability ratio is obtained by dividing the posterior probability of the current model by the posterior probability of the model for which m and k are 1 and 2. observations made in 2008 to determine the annual precipitation in the same year.
The fitting results and prediction errors are displayed in Table 3 Figure 4 suggests that a majority of the spatial autocorrelation in responses has been removed.
We can also conclude from Figure 4 that the SFLM has reduced the fitting error substantially when compared to the FLM.
As for the estimated parameters,ρ is 0.58, and the corresponding P value is smaller than 0.001; the slope functions of the two models are provided in Figure 4 (to the right).
The two curves of the estimated β(t) have similar shapes, and theβ(t) of the SFLM is smoother than that of the FLM. We conclude that precipitation is much more strongly 
CONCLUSION AND DISCUSSION
The FLM is popular in studies of links between a scalar response and functional predictors. However, the existing FLM cannot address the dependencies that arise due to the presence of a network structure. We propose a powerful spatial functional linear model that integrates the advantages of FLM in handling high-dimensional data and SAR model in coping with spatial dependencies. A simple estimation method is developed to obtain the estimators of the spatial autoregressive parameter and the slope function. Our simulation study demonstrates the consistency of the proposed estimators. In particular, the new estimators perform as well as the FPCA-based estimator of the FLM when the spatial autoregressive parameter equals zero; on the other hand, the new methods outperform the existing ones when spatial autocorrelation is present.
An examination of a real dataset demonstrates the superiority of the SFLM over the FLM. From this perspective, our proposed model and estimation procedure represent competitive alternatives to the FLM.
Note that network structure is indeed what is considered in the SFLM, and the concept of network-structured data is more general than the spatially correlated data considered in this article. For example, social network data display network structure, but they are not spatially correlated. In fact, the weather data studied here are spatially dependent in terms of their network structure, which provides a new perspective on spatial functional data. Moreover, we discuss the SFLM under the assumption that only one functional predictor is involved. However, the SFLM with multiple functional predictors also deserve attention. Based on the estimation method introduced in Section 3, the methods presented here can easily be generalized to the SFLM with multiple functional predictors. Functional variable selection can then be conducted.
These steps are beyond the scope of the current paper and will be investigated further in subsequent work.
