S1. ASAXS Model calculations
Here we demonstrate the feasibility of ASAXS for our Pro-SNA Rb + case. Determination of the structure of the counterion cloud relies on the measurement of subtle changes in the scattered intensity from a DNA nanoparticle-counterion system which arise due to sharp modulations in the effective scattering strength f (q,E) of the counterion in the vicinity of a coreelectron binding energy:
Here f0 (q) is the energy independent form factor for the ion. In the small angle limit, f0 (q) ~ Z, the number of electrons in the ion. f' (E) and f'' (E) are the energy dependent real and imaginary parts of the dispersion correction. For the case of Rb + , the expected variation of f' (E) and f'' (E) with energy in the vicinity of a K absorption edge 1 (15.200 keV) is shown in Fig. S1 (A). In order to avoid strong fluorescence above an X-ray absorption edge, ASAXS measurements are typically performed at photon energies below the absorption edge of the targeted ion. [2] [3] At energies below the Rb K absorption edge the imaginary part of anomalous dispersion correction f'' (E) is practically zero (Fig. S1 (A) ). Thus, the ASAXS effect is primarily dictated by f' (E) . We have performed model calculations 5 eV below the edge where f' (E) = -7.58. 1 Following Dingenouts et. al., 2 the energy dependent scattered intensity from a Pro-SNA-Rb + system above scattering from the salt solution can be written as:
Here I(q,E) and IRbCl (q,E) represent the scattered intensities from the 50 mM RbCl solution with and without the Pro-SNA conjugate respectively. is the concentration of the Pro-SNA. The first term of the above equation is independent of energy and is equal to the scattered intensity from the Pro-SNA-Rb + system at energies far below the Rb K edge. This term is modeled using a coreshell form factor 4 as follows:
The bare protein is modelled as a sphere with a radius = 4.5 nm and a uniform electron density 
Here ( ) is the number density of Rb + as a function of radial distance from the center of the conjugate and is the number density in the bulk solution far away from the conjugate. For 50 mM RbCl, = 0.03 ions/nm 3 . In order to compute ( ), a simplified geometric model is used for the excess Rb + density as follows:
The Rb + density is set to zero (nRb (r) = 0) in the region occupied by the protein core. analysis. This approximation is further supported by a simple argument and analysis of experimental SAXS data as described below.
We argue that when the scattered intensity changes by 10% due to the x-ray energy dependent ASAXS effect, the quadratic term only contributes 0.2% to the change. Consider the equation for the scattered intensities from the Pro-SNA/Rb + system just below and far below the Rb + edge in
Eq. S6 and Eq. S7, respectively.
Therefore, the ratio of the intensities measured on and off the absorption edge can be obtained by dividing Eq.S6 and Eq. S7:
For small values of q (q < 0.3 nm -1 ), v(q) is expected to be positive. Looking at the inset in 3 moves toward unity, the relative contribution of the linear term to the quadratic term to the ASAXS effect increases.
SAXS profiles from the Pro-SNA/counterion system show that the difference between the scattered intensities at 5 eV and 398 eV below the Rb + K edge (Fig. 3A , inset) is less than 10%
(maximum difference = 9.1%). Therefore, the above argument that the quadratic term can be ignored in the analysis is valid for our case.
S2. Determination of Rb K absorption edge and f' (E)
In order to calibrate the position of the Rb K-absorption edge and experimentally determine the value of the anomalous dispersion correction f' (E) as a function of incident photon energy in the vicinity of the edge, the transmitted intensity from a 1 M RbCl solution was measured over a 100 eV energy range around the expected Rb K edge (15.200 keV). A plot of the transmitted intensity as a function of incident photon energy is shown in Fig. S2 (A) . The position of the Rb K edge was experimentally determined to be at 15.202 keV. The slight deviation in the measured value of the K-edge from its expected value is due to the slightly erroneous calibration of the monochromator. The real [f' (E)] and imaginary [f'' (E)] parts of the anomalous dispersion correction were determined using CHOOCH 8 , a program that produces f' (E) and f''(E) curves using a user supplied transmission or fluorescence energy scan. Briefly, the program evaluates f'' (E) using the optical theorem 9 :
Here μa is the absorption coefficient of the targeted atom and the physical constants have their usual meaning. CHOOCH determines f' (E) by numerically integrating the Kramers-Kronig transformation:
E0 is the absorption edge of the targeted element which in our case is Rb with a K-edge Ek = 15.200 keV. Using these expressions CHOOCH determines the value of f' (E) and f'' (E) directly from knowledge of the absorption coefficient as a function of energy. The determined f' (E) and f'' (E) are shown in Fig. S2 (B) in red and black respectively.
S3. ASAXS of bare protein and charge on protein
The isoelectric point (pI) of the native Catalase enzyme is 5. the protein core does not have an appreciable influence on the excess Rb + ion distribution surrounding the Pro-SNA.
S4. Extraction of resonant and non-resonant terms: Linear fit procedure
In order to extract the first and second terms of Eq.S2, a linear fit to the ( , ′( ))
vs. ′ ( ) data is carried out for each 'q' in the range 0.05 -1. SAXS profiles from a 1 μM Pro-SNA-Rb + system at 4 incident photon energies below the Rb K edge (15.2 keV) are shown in Fig. S4 (A) . Intensity data on a linear scale at low q (Fig. S4 (B), inset) exhibits the expected trend, with the scattered intensity lowest for E -EEdge = -5.1 and (Fig. S4 (D) ), the slope becomes negative -this represents the position of the first minima in the resonant term ( Fig. S4 (F) , red curve). 
S5. Bare Protein: SAXS Profile fitting
In order to extract the radius of the protein core (Rp) for subsequent fitting, the SAXS profile for an unmodified protein was fit with a model which employs the form factor of a homogenous sphere with a uniform electron density 4 :
The used to convert the intensity to an absolute scale. The model is fit to the data using the protein concentration and radius as parameters. The best fit of the spherical form factor model to the SAXS profile of a bare protein is depicted in Fig.S5 (A) . The best-fit value obtained for the protein radius ( ) is 4.5 nm. The SAXS profile evaluated by CRYSOL 5 using the atomic coordinates from the protein data bank entry (PDB 4B7F) for Catalase 6 is also depicted in Fig. S5 (A) . Given the experimental range (q < 1.2 nm -1 ) where the scattered intensity is measurable above the background, the close shape agreement between the SAXS profiles generated using the spherical form factor model (Eq. S8) and CRYSOL demonstrates the validity of modeling the protein as a spherical core. Further, this corresponds to a radius of gyration Rg = (3/5)  Rp = 3.5 nm which is close to the value predicted by CRYSOL (Rg = 3.7 nm). Additionally, Guinier analysis was performed for the bare protein SAXS profile to estimate Rg in a model independent manner. Briefly, in the Guinier region of the data (qRg <~ 1), the scattered intensity can be approximated by the Guinier equation 4 :
A linear fit to the ( ) vs 2 data described by Eq. S9 yields the radius of gyration Rg as the slope. Fig. S5 (B) depicts a Guinier plot for the unmodified protein along with the corresponding linear fit. The radius of gyration determined through this approach is 3.77 nm which is in close agreement with that predicted by CRYSOL.
S6. Core-Shell model for Non-resonant term and fitting
Following the linear fit procedure outlined in section S4, the first two intensity contributions to Eq. S2 were extracted: the non-resonant ( | 0 ( )| 2 ) and resonant ( |2 0 ( ) ( )|) intensity profiles [Figs. 3(C) and (D)]. The non-resonant intensity is equivalent to the scattering from the Pro-SNA, ions and water at X-ray energies away from the Rb K-edge and is modeled using a spherical core-shell model. The protein is modeled as a sphere having a fixed radius of Rp = 4.5 nm (section S5) and a uniform electron density of 403 e/nm 3 . The oligonucleotide shell is composed of linker segments and single stranded DNA, which are modeled as cylindrical rods with a radius of 0.5 nm. 12 The number of electrons in the linker and DNA segments is fixed based (S13)
The non-resonant intensity profile ( | 0 ( )| 2 ) was thereafter fit to a spherical core shell model function 4 given by:
Here, is the particle concentration dependent scale factor described by Eq. S10. and refer to the volume of the protein core and the DNA functionalized protein respectively, calculated using a radius of = 4.5 nm for the protein and a radius of = + + for the functionalized protein. The electron densities of the solvent, protein core, linker and DNA segments are given by , , and respectively. The experimentally extracted non-resonant intensity profile is then fit to the core-shell model described by Eq. S11 using non-linear least squares curve fitting with constraints placed on the fitting parameters. The best fit of this model to the experimentally extracted non-resonant intensity profile is shown in Fig.4 for the two protein concentrations studied. The optimized values of c, D and L are listed in Table 1 .
S7. DFT derived Rb + distribution profile to fit cross-term
Density functional theory was used to compute ion density profiles surrounding the Pro- To quantify the agreement with the ASAXS experiments, the resonant intensities were calculated from the predicted cation densities. For each resonant intensity I (q), the residual r (q) was calculated by:
where σ(q) is the standard deviation of the measured intensity at q. The individual residuals were then combined using a Huber loss function with tuning constant=1.345. The Huber loss function is more robust to outliers than the standard least squares measure. It reflects an assumption that points with high z-scores are indicative of data that is not normally distributed, and therefore assigns these points a higher probability than they would from a normal distribution. This prevents shifting the entire curve to fit a few outliers. An effective Huber χeach set of parameters (Linker and DNA lengths) by dividing the Huber loss function by the number of data points in the experimental curve. A lower limit of 8 nm was placed on the total length of the DNA shell based on the value obtained from a uniform core-shell model fit to the non-resonant ( | 0 ( )| 2 ) profile. The DNA shell length determined through a uniform core shell model (Eq. S3) is effectively a lower limit for the possible length of the DNA shell because the model assigns a uniform electron density to the DNA shell and does account for the 1/r 2 drop off in the DNA and linker electron density due to their arrangement on a roughly spherical protein core. A contour plot of Huber χ 2 as a function of DNA and linker length is shown in Fig.S6 (A) .
The lowest value of Huber χ 2 (2. profile are depicted by the pink and black markers in Fig. S6 (A) . Fig. S6 (B) demonstrates that the experimentally extracted cross term profile (blue) is described equally well by both parameter sets.
