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GRAPH INVARIANTS FROM THE TOPOLOGY OF RIGID ISOTOPY
CLASSES
MARA BELOTTI, ANTONIO LERARIO, AND ANDREW NEWMAN
Abstract. We define a new family of graph invariants, studying the topology of the moduli
space of their geometric realizations in Euclidean spaces, using a limiting procedure reminis-
cent of Floer homology.
Given a labeled graph G on n vertices and d ≥ 1, WG,d ⊆ R
d×n denotes the space of
nondegenerate realizations of G in Rd. For example if G is the empty graph then WG,d is
homotopy equivalent to the configuration space of n points in Rd. Questions about when a
certain graph G exists as a geometric in Rd have been considered in the literature and in
our notation have to do with deciding when WG,d is nonempty. However WG,d need not be
connected, even when it is nonempty, and we refer to the connected components of WG,d
as rigid isotopy classes of G in Rd. We study the topology of these rigid isotopy classes.
First, regarding the connectivity of WG,d, we generalize a result of Maehara that WG,d is
nonempty for d ≥ n to show that WG,d is k-connected for d ≥ n + k + 1, and so WG,∞ is
always contractible.
While πk(WG,d) = 0 for G, k fixed and d large enough, we also prove that, in spite of this,
when d ! ∞ the structure of the nonvanishing homology of WG,d exhibits a stabilization
phenomenon. The nonzero part of its homology is concentrated in at most (n − 1)-many
equally spaced clusters in degrees between d − n and (n − 1)(d − 1), and whose structure
does not depend on d, for d large enough. This leads to the definition of a family of graph
invariants, capturing the asymptotic structure of the homology of the rigid isotopy class. For
instance, the sum of the Betti numbers of WG,d does not depend on d, for d large enough; we
call this number the Floer number of the graph G. This terminology comes by analogy with
Floer theory, because of the shifting phenomenon in the degrees of positive Betti numbers of
WG,d as d tends to infinity.
Finally, we give asymptotic estimates on the number of rigid isotopy classes of Rd–
geometric graphs on n vertices for d fixed and n tending to infinity. When d = 1 we show
that asymptotically as n !∞ each isomorphism class corresponds to a constant number of
rigid isotopy classes, on average. For d > 1 we prove a similar statement at the logarithmic
scale.
1. Introduction
Let P = (p1, . . . , pn) be a point in R
d×n. The geometric graph associated to P is the labeled
graph1 G(P ) whose vertices and edges are, respectively:
V (G(P )) = {(1, p1), . . . , (n, pn)} and E(G(P )) = {((i, pi), (j, pj)) | i < j, ‖pi − pj‖2 < 1}.
If a graph G on n vertices is isomorphic to a geometric graph G(P ), as a labeled graph,
for some P ∈ Rd×n we say it is realizable as an Rd–geometric graph on n vertices. It was
proved by Maehara in [Mae84] that when d ≥ n every graph on n vertices is realizable as an
Rd-geometric graph. In particular, if we denote by #d,n the number of isomorphims classes of
A.N. was supported by Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
Graduiertenkolleg 2434 "Facets of Complexity".
1From now on, unless differently specified, the word “graph” stands for “labeled graph”.
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labeled Rd–geometric graphs on n vertices, then for d ≥ n we have
(1.1) #d,n = 2
(n2).
This statement can be rephrased using the theory of discriminants from real algebraic
geometry. To explain this idea let us first introduce the notion of nondegenerate geometric
graph: the Rd–geometric graph G(P ) is called nondegenerate if there is no pair of indices
1 ≤ i < j ≤ n such that ‖pi − pj‖2 = 1. Studying nondegenerate graphs is not an actual
restriction, since the set of isomorphism classes of labeled nondegenerate Rd–geometric graphs
coincides with the set of all possible isomorphism classes of labeled Rd–geometric graphs (see
Lemma 15 below). Moreover, nondegenerate geometric graphs are simpler to study, because
of their stability under small perturbations of the defining points.
In this setting the discriminant consists of the set of degenerate Rd–geometric graphs:
∆d,n = {P ∈ Rd×n | there exist 1 ≤ i < j ≤ n such that ‖pi − pj‖2 = 1} ⊂ Rd×n.
This discriminant partitions Rd×n \ ∆d,n into many disjoint, connected open sets, which we
will call chambers. If two points P0 and P1 belong to the same chamber in R
d×n \∆d,n then
clearly G(P0) and G(P1) are isomorphic, but the reverse implication does not hold in general,
leading to the following definition.
Definition 1. If two points P0, P1 ∈ Rd×n\∆d,n belong to the same chamber, that is if there
is a continuous curve P : [0, 1]! Rd×n\∆d,n with P (0) = P0 and P (1) = P1, we will say that
the geometric graphs G(P0) and G(P1) are rigidly isotopic.
As an example of Rd-geometric graphs which are isomorphic but not rigidly isotopic, con-
sider P0 = (−2, 0) and P1 = (0,−2): the R–geometric graphs G(P0) and G(P1) are isomorphic;
they are both the graph on 2 vertices with no edges, but they are not rigid isotopic since any
curve P (t) ∈ R1×2 with P (0) = P0 and P (1) = P1 must intersect the discriminant. Another
example is depicted in Figure 1.
For n and d the number of rigid isotopy classes of geometric graphs on n vertices in Rd is
exactly given by b0(R
d×n \∆d,n), and we always clearly have
b0(R
d×n \∆d,n) ≥ #d,n.
One natural question therefore is for what values of n and d do the two notions coincide.
Moreover, one could consider higher-dimensional notions of connectivity of Rd×n \ ∆d,n and
study the higher homology and the homotopy groups of the space of its connected components.
As we will see, this study will lead us to a definition of a new graph invariant, which reminds
of Floer homology, as well as precise asymptotics for the enumeration of rigid isotopy and
isomorphism classes of geometric graphs.
1.1. The case d!∞. As we will prove in Corollary 45 below, for d ≥ n+ 1, the two notions
of isomorphic and rigidly isotopic coincide and b0(R
d×n\∆d,n) = #d,n. Therefore, adopting
this language we can reformulate2 the identity in (1) as:
b0(R
d×n\∆d,n) = 2(
n
2),
which is true for d ≥ n+ 1. The realizability result of Maehara [Mae84] and the fact that
for large d “rigid isotopy” and “isomorphism” are the same notion, seem to settle all relevant
2Here and below, for a topological space X we will denote by bk(X) = dimZ2(H
k(X;Z2)) its k–th Betti
number and by b(X) =
∑
∞
k=0 bk(X), its total Betti number, whenever these numbers are defined. This will
happen for all the spaces that we will consider in this paper: they will all be homotopy equivalent to finite
CW–complexes.
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p1
p′1
Figure 1. Here we are drawing points in R2 together with the circles cen-
tered at those points and with radius 1√
2
. Now, let us define P and P ′ points
in R2×25 in such a way that p1 is the point inside the big circle and p′1 is
the point outside the big circle while pi = p
′
i for i > 1 and they are the
points on the big circle. Then, the two geometric graphs G(P ) and G(P ′)
are isomorphic but not rigidly isotopic.
questions related to the study of the asymptotics for the number of chambers of b0(R
d×n\∆d,n)
for fixed n and large d. However, as we will see, the topology of the chambers of the complement
of the discriminant is extremely rich and some unexpected structure emerges as d!∞.
In order to explain this phenomenon, let us label the chambers of Rd×n\∆d,n with the
corresponding isomorphism class of labeled geometric graphs: given a graph G on n vertices
we define
WG,d = {P ∈ Rd×n\∆d,n |G(P ) ∼= G} ⊂ Rd×n.
In other words, WG,d consists of all the points P ∈ Rd×n not on the discriminant whose
associated geometric graph is isomorphic to G. For small d this set could be a union of several
chambers, but for large d it is an actual chamber, that is a connected open set. This can be
rephrased by saying that for every graph G on n vertices and for large enough d, the homotopy
group π0(WG,d) consists of a single element. In fact, as we will show, the same statement is
true for all the homotopy groups, once the group is fixed and d becomes large enough.
Theorem 2. For every k ≥ 0 and for d ≥ k + n+ 1 we have πk(WG,d) = 0.
Theorem 2 in fact generalizes the result of Maehara [Mae84]. Taking the standard conven-
tion that a topological space is said to be (−1)-connected provided it is nonempty, Theorem
2 for k = −1 is Maehara’s result that every graph on n vertices can be realized as a geometric
graph in Rd, for d ≥ n.
Notice that there is a natural sequence of inclusions:
(1.2) · · · −֒! WG,d −֒!WG,d+1 −֒! · · ·
obtained by simply including Rd×n into R(d+1)×n by appending a list of zeroes to the coor-
dinates of P . The proof of the Theorem 2 goes through two intermediate steps, which are of
independent interest: we first prove that for every k ≥ 0 and for d ≥ k + n+ 1 the inclusion
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WG,d −֒! WG,d+1 induces an injection on the homotopy classes of maps, and then we prove
that the inclusion WG,d −֒!WG,d+n is homotopic to a constant map.
Example 3 (Homotopy groups of the configuration space of n points in Rd). Let us consider
the graph G consisting of n vertices and no edges. It is easy to see that the corresponding
chamber WG,d is homotopy equivalent
3 to the configuration space of n distinct points in Rd:
WG,d ∼ Confn(Rd).
In this case one can compute exactly the homotopy groups of WG,d: for every k ≥ 0 and for
d ≥ 3 we have (see [FH01, Chapter 2, Theorem 1.1])
πk(WG,d) ≃ πk(Confn(Rd)) ≃
n−1⊕
j=1
πk
(
Sd−1 ∨ · · · ∨ Sd−1︸ ︷︷ ︸
bouquet of j spheres
)
.
Since πk(S
d−1 ∨ · · · ∨ Sd−1) = 0 for d ≥ k + 2, in this case we immediately see that also
πk(WG,d) = 0 for d ≥ k + 2.
It is natural at this point to put the sequence of inclusions (1.1) into the infinite dimensional
space R∞×n of n–tuples of sequences (p1, . . . , pn) such that for every j = 1, . . . , n all but finitely
many elements in the sequence pj are zero:
R∞×n = lim
−!
Rd×n.
The definition of geometric graph and discriminant also makes sense in this infinite dimensional
space, see Section 4.1. The chambers, are now defined as follows: for a given graph G on n
vertices, we set
WG,∞ =
{
P = (p1, . . . , pn) ∈ R∞×n\∆∞,n
∣∣G(P ) ∼= G} .
From Theorem 2 we deduce the following.
Theorem 4. For every graph G, the set WG,∞ = lim−!WG,d is contractible.
1.2. Floer homology of a graph. Summarizing the picture so far: as d ! ∞ each WG,d
becomes eventually k–connected and its direct limit WG,∞ has no homotopy. Moreover, by
Hurewicz Theorem, each fixed reduced Betti number of WG,d vanishes for d large enough:
more precisely, for every k > 0 there exists d(k) > 0 such that
bk(WG,d) = 0 ∀d ≥ d(k).
But this is not the whole story. Before we continue let us discuss one more, likely familiar,
example.
Example 5 (The infinite dimensional sphere). Let G be the graph consisting of two disjoint
points. Then WG,d ≃ Rd×Sd−1 ∼ Sd−1 and WG,∞ ≃ S∞×Rd×(n−1) ∼ S∞. In this case (1.1)
become:
· · · −֒! Sd−1 −֒! Sd −֒! · · · !֒ S∞ = lim
−!
Sd.
If now we look at the Betti numbers of Sd we see that there is a hole in dimension d that moves
to infinity as d!∞ and it disappears when d =∞. The sphere S∞ has no cohomology except
in dimension zero, but still it has cohomology every time we cut it with a finite–dimensional
space.
3Here and below, for two topological spaces X and Y we use the symbol X ≃ Y to denote that they are
homeomorphic and X ∼ Y to denote that they are homotopy equivalent.
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0 i · d (n− 1) · d
d!∞ d!∞bk(WG,d)
k
Figure 2. A plot of the Betti numbers of WG,d. The width of each non zero
cluster of holes is
(
n
2
)
+1, which is a constant. Each of these clusters is placed
at a multiple of d and as d!∞ they shift to infinity. The total Betti number
of WG,d, i.e. the blue area, becomes constant for d large enough.
The phenomenon described in Example 5 can be interpreted using some extraordinary
cohomology theory, in the context of the Leray–Schauder degree and, more generally, of Floer
homology theories (see [Szu92, GG73, Abb97]). This behaviour has also been observed for
non–holonomic loop spaces in Carnot groups, see [AGL15]. In all these examples we are
dealing with a sequence of spaces Xd whose direct limit X∞ is contractible, but for every d
large enough each space carries the same amount of cohomology, just shifted in its dimension.
A more general family of examples where this occurs is the iterated suspension.
Example 6 (The iterated suspension). Let X0 be a CW-complex and define Xd = SXd−1,
where SX is the suspension of X:
SX = (X × I)/ ∼,
and the equivalence relation “∼” is given by: (x1, 0) ∼ (x2, 0) and (x1, 1) ∼ (x2, 1) for all
x1, x2 ∈ X. We have a natural sequence of inclusions
(1.3) · · · −֒! Xd −֒! Xd+1 −֒! · · ·
given by mapping Xd ! SXd homeomorphically to Xd×{12}. We denote by X∞ = lim−!Xd the
direct limit of the sequence of inclusions (6). If X0 = {x1, x2}, then Xd = Sd and X∞ = S∞.
For every k the space Xd becomes eventually k–connected when d is large enough, and X∞
is contractible. If one looks at the homology of Xd, this is made by a cluster of holes that
shifts to infinity as d ! ∞. This can be expressed, for example, by looking at the Poincaré
polynomial of Xd:
PXd(t) = 1 + t
d(PX0(t)− 1).
These holes are not present when d =∞, but the sum of the Betti numbers of Xd is constant:
b(Xd) = PXd(1) ≡ PX0(1) = b(X0).
We will prove that a similar phenomenon happens, for all the spaces WG,d: their reduced
cohomology is made of “clusters of holes” that “shift” to infinity as d ! ∞, see Figure 2. In
fact we show also that for G on n vertices there are at most n−1 such clusters. More precisely,
we have the following result.
Theorem 7. For every graph G on n vertices there exist polynomials4 QG,1, . . . , QG,n−1 each
of degree at most
(
n
2
)
+ 1 such that for d ≥ (n2)+ 2 the Poincaré polynomial of WG,d is
PWG,d(t) = 1 + t
d−(n2)−1QG,1(t) + · · ·+ tmd−(
n
2)−1QG,m(t) + · · · + t(n−1)d−(
n
2)−1QG,n−1(t).
4These polynomials only depend on G and not on d.
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In particular, there exists β(G) > 0 such that
b(WG,d) = PWG,d(1) ≡ 1 +
n−1∑
ℓ=1
QG,ℓ(1) = β(G)
for d large enough (i.e. the sum of the Betti numbers of WG,d becomes a constant, which
depends on G only).
Each polynomial QG,m corresponds to one of the clusters above and keeps track of the Betti
numbers bk(WG,d) with 0 ≤ dm − k ≤
(
n
2
)
, i.e. with index k located “near” dm (remember
that
(n
2
)
is a constant in this asymptotic regime). These clusters are the “Floer homologies”
of the graph.
The proof of Theorem 7 uses a spectral sequence argument: each WG,d can be described as
a system of quadratic inequalities and one can use the technique developed in [Agr88a, AL12]
for the study of its Betti numbers. In this case, as d ! ∞, the spectral sequence that we
need to consider converges at the second step (i.e. E2 = E∞). One can prove that both E2
and the second differential d2 have an asymptotic stable shape: as d!∞ the nonzero part of
the spectral sequence looks like a skinny table where there is no room for higher differentials
and the nonzero elements of this table are located near the rows which are labeled by indices
which are multiples of d (see Figure 3 below).
An interesting question arising from Theorem 7 is, for a given graph G on n vertices, to
compute the number
β(G) = lim
d!∞
b(WG,d).
We call this number the Floer number of the graph G. This number is a graph invariant, as
well as the polynomials from Theorem 7. Table 1 shows the value of this number for all the
possible graphs on 4 vertices, but the general case is still mysterious. There is more discussion
about some of the details of Table 1 in Example 65.
We can make some observations in a few cases that suggest conjectures about β(G) for
general graphs. In the case of graphs on four or fewer vertices, we see that the Poincaré
polynomial of WG,d has a general form with exponents given in terms of d. Once d is large
enough that G has a realization as a geometric graph in Rd we see that the Poincaré polynomial
is determined by the general form. From this we conjecture that for every graph G there is
a general form of the Poincaré polynomial of WG,d with exponents given in terms of d that
is valid as long as d is large enough that WG,d is nonempty. This would imply that as soon
as G can be realized as a geometric graph in Rd, b(WG,d) = β(G). In the case of graphs
realizable in R, we would have that β(G) counts the number of chambers of WG,1. To see this
recall that in the d = 1 case R1×n \∆1,n is a disjoint union of polyhedra so every chamber is
contractible; therefore homology can only exists in degree zero. A first step toward the proof
of this conjecture would be to prove that all the differentials of the spectral sequence that we
use in the proof of Theorem 7 are zero for all d ≥ n.
Example 8 (Betti numbers of the configuration space of n points in Rd). The Poincaré
polynomial of Confn(R
d) for d ≥ 1 is given by (see [FH01, Chapter V, Corollary 1.4])
PConfn(Rd)(t) =
n−1∏
j=1
(1 + jtd−1).
Consequently b(Confn(R
d)) = PConfn(Rd)(t)(1) ≡ n!. In other words, for the graph G consisting
of n disjoint points we have β(G) = n!.
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Graph Poincaré polynomial β(G) Labeled copies
1 + 6td−1 + 11t2d−2 + 6t3d−3 24 1
1 + 3td−1 + 2t2d−2 6 6
1 + td−1 2 3
1 + 2td−1 + t2d−2 4 12
1 + td−1 2 12
1 + td−2 + td−1 + t2d−3 4 4
1 + td−1 2 4
1 + td−1 2 12
1 + td−2 + td−1 + t2d−3 4 3
1 + td−1 2 6
1 1 1
Table 1. Poincaré polynomials and Floer numbers for WG,d for G on 4 ver-
tices. For every graph “labeled copies” refers to the number of isomorphism
classes of labeled graphs with the same unlabeled graph.
1.3. The case n ! ∞. Concerning the other asymptotic regime, the first case of interest is
when d = 1: here ∆1,n is a hyperplane arrangement, since each quadric {|pi−pj|2 = 1} ⊂ R1×n
is the union of the two hyperplanes {pi − pj = 1} and {pi − pj = −1}. It turns out that the
number of chambers of the complement of such a hyperplane arrangement, that is the number
of rigid isotopy classes of R–geometric graphs on n vertices, equals the number of labeled
semiorders of [n]. Using techniques from analytic combinatorics, we will prove the following
theorem.
Theorem 9. The number of rigid isotopy classes of R–geometric graphs on n vertices equals:
b0
(
R1×n\∆1,n
)
=
1
n
·
√
6 log
4
3
·
(
n
e log43
)n (
1 +O(n−
1
2 )
)
.
It is in fact possible also to compute the asymptotics of #1,n as n ! ∞, we do this in
Theorem 50. It is remarkable that the two numbers b0(R
1×n\∆1,n) and #1,n have the same
asymptotic, up to a multiplicative constant5:
(1.4) b0(R
1×n\∆1,n) = 8
e
1
12
·#1,n
(
1 +O(n−
1
2 )
)
.
The case when d ≥ 2 is more delicate to handle. This is in large part because the dis-
criminant in higher dimensions is an arrangement of quadrics rather than an arrangment of
hyperplanes. For this general case we will prove the following upper and lower bounds for the
number of rigid isotopy classes and isomorphism classes.
Theorem 10. For d ≥ 2 fixed and for n ≥ 4d+ 1 one has the following bounds:
5The constant 8
e
1
12
is approximatively 7.36.
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(
1
(d+ 1)e2
)dn
ndn ≤ #d,n ≤ b0
(
Rd×n\∆d,n
)
≤ 2dn
(
3e
2d
)dn
ndn
Note that these bounds imply that #d,n and b0
(
Rd×n\∆d,n
)
become equivalent at the
logarithmic scale, giving the following analogue of (1.3):
log b0(R
d×n\∆d,n) = (log#d,n) (1 + o(1)) as n!∞.
For the proof of the upper bound we will use the fact that ∆d,n is a real algebraic set: using
Alexander–Pontryagin duality, we bound the topology of the complement of the discriminant
Rd×n \∆d,n by studying the topology the one-point compactification of ∆d,n which we denote
by ∆ˆd,n. This one-point compactification can also be described in an algebraic way and studied
using [Mil64].
For the lower bound, our proof is an higher dimensional version of [MM14], where the
authors prove that in the case d = 2 there exists a constant α > 0 such that #2,n ≥ αnn2n.
Finally we observe that one of our central questions here has been to establish bounds on
the number of connected components of Rd×n \∆d,n and more generally on bk(Rd×n \∆d,n)
for values of k that are fixed but not necessarily zero. Moving from these low-degree Betti
numbers, it is also interesting to look at the Betti numbers of Rd×n \∆d,n in degrees close to
nd. Because of Alexander duality to determine the (dn − k)–th Betti number of Rd×n \∆d,n
it suffices to determine the (k − 1)st Betti number of ∆ˆd,n. The next result gives information
on some of the top Betti numbers; this result holds in general with no restriction that d and
n be sufficiently large.
Theorem 11. For every d, n, ∆ˆd,n is (n + d − 3)-connected, but not (n + d − 2)-connected.
By Alexander–Pontryagin duality this implies that Hnd−n−d+1(Rd×n \∆d,n) 6= 0, but all higher
cohomology groups of Rd×n \∆d,n vanish.
The description of ∆d,n as a union of quadrics allows us to use a Mayer-Vietoris type
argument, and the theorem follows by an application of a generalized nerve lemma.
2. Preliminaries
2.1. Geometric graphs. There are several different notions of geometric graphs in the lit-
erature. The type of geometric graph we consider here are also sometimes called intersection
graphs or space graphs. Formally the definition for geometric graph we use here is the follow-
ing.
Definition 12 (Geometric graph). Given a point P ∈ Rd×n we denote by G(P ) the labeled
graph whose vertices and edges are, respectively:
V (G(P )) = {(1, p1), . . . , (n, pn)} and E(G(P )) = {((i, pi), (j, pj)) | i < j, ‖pi − pj‖2 < 1}.
We say that G(P ) is an Rd–geometric graph. If a labeled graph G is isomorphic to G(P ) for
some P ∈ Rd×n, we say that G is realizable as an Rd–geometric graph.
We say that the geometric graph G(P ) is nondegenerate if P /∈ ∆d,n, where
∆d,n = {P ∈ Rd×n | there exist 1 ≤ i < j ≤ n such that ‖pi − pj‖2 = 1} ⊂ Rd×n.
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Remark 13. The reason for considering in our definition the list of pairs {(1, p1), . . . , (n, pn)}
as the set of vertices of G(P ), instead of the list {p1, . . . , pn}, is just formal. In other settings
it may be more natural to take p1, ..., pn to be distinct points in R
d and then to define a
graph with vertex set {p1, ..., pn} and edges (pi, pj) provided that ‖pi − pj‖2 < 1. This is
the approach taken by Maehara [Mae84] who studies the sphericity of graphs, the minimum
dimension d in which a graph may be realized as a geometric graph in Rd with vertices given by
distinct points. For us it makes sense to associate graphs on n vertices in Rd to points of Rd×n
therefore the actual points in Rd may not all be unique from one another. The two-coordinate
approach to describe the vertices allows for such repetition and naturally associates each point
in Rd \∆d,n to unique labeled graph.
We will consider the following notions of equivalence of geometric graphs.
Definition 14. Let G(P0), G(P1) be two R
d–geometric graphs on n vertices, with P0, P1 ∈
Rd×n. We will say that they are isomorphic if they are isomorphic as labeled geometric graphs.
Moreover, if they are both nondegenerate, we will say that they are rigidly isotopic if there
exists a continuous curve P : [0, 1]! Rd×n\∆d,n such that P (0) = P0 and P (1) = P1.
Notice that, since ∆d,n is an algebraic set, its complement is a semialgebraic set and its
path-components are the same as its connected components. Therefore two nondegenerate
geometric graphs G(P0), G(P1) are rigidly isotopic if and only if P0 and P1 belong to the same
connected component of Rd×n\∆d,n.
Let us introduce the following notation:
(2.1) #d,n := #{isomorphism classes of geometric graphs on n vertices in Rd}.
Notice that in the definition of #d,n we did not assume the nondegeneracy of the graphs.
However, the following lemma proves that isomorphism classes of nondegenerate graphs are
the same as all isomorphism classes as in (2.1) (see also [ALL20, Lemma 2.2] for an analogous
statement in the more general context of geometric complexes).
Lemma 15. For every P ∈ ∆d,n there exists P˜ ∈ Rd×n\∆d,n such that G(P ) and G(P˜ ) are
isomorphic as labeled graphs.
Proof. Take P = (p1, . . . , pn) ∈ ∆d,n and for ǫ > 0 small enough consider:
P˜ := (1 + ǫ)P.
Then for ǫ small enough we have:
((i, pi), (j, pj)) ∈ E(G(P )) ⇐⇒ ((i, (1 + ǫ)pi), (j, (1 + ǫ)pj)) ∈ E(G(P˜ )),
which proves that G(P ) and G(P˜ ) are isomorphic as labeled graphs. Moreover, again for ǫ
small enough, we have that P˜ /∈ ∆d,n. 
By definition, for nondegenerate graphs we have
rigidly isotopic =⇒ isomorphic,
this means that isomorphism classes are union of rigid isotopy classes. The number of rigid
isotopy classes of geometric graphs on n vertices in Rd is given b0(R
d×n \∆d,n) and Lemma 15
implies we can compare the number of rigid isotopy classes with the number of isomorphism
classes:
#d,n ≤ b0(Rd×n \∆d,n).
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Below we will prove, as Corollary 45, that for d ≥ n+1, two Rd–geometric graphs on n vertices
are isomorphic if and only if they are rigid isotopic, i.e. that
#d,n = b0(R
d×n \∆d,n) for d ≥ n+ 1.
We will deal with the asymptotic of #d,n and b0(R
d×n\∆d,n) in the case d fixed and n ! ∞
in Section 5.
2.2. Alexander duality and the discriminant. As we are interested in the topology of
Rd×n \∆d,n, the topology of ∆d,n should play an important role as well and in some case it
will be easier to study. The key tool to connect the topology of the two is Alexander duality.
Given a compact, locally contractible, nonempty and proper subspace X of the N -dimensional
sphere SN , Alexander duality [Hat02, Corollary 3.45] provides a way to study the topology
of X from the topology of SN \X. Namely for every k we have the following isomorphisms
between the homology of X and the cohomology of SN \X
H˜k(X) ∼= H˜N−k−1(SN \X).
Remark 16. If we are working with Z2 coefficients, as we will throughout, and with a space
X ⊂ SN with finitely generated homology, we can relate the Betti numbers of X with those
of its complement in the sphere (i.e. we can freely identify homology and cohomology). When
working with compact semialgebraic sets in the sphere, this last requirement will be satisfied
thanks to [BCR98, Theorem 9.4.1].
In order to use this duality in the present setting we work in the one-point compactification
of ∆d,n ⊂ Rd×n which we will denote by ∆ˆd,n ⊂ Sd×n. Now ∆ˆd,n contains the point at infinity
so Sd×n \ ∆ˆd,n = Rd×n \∆d,n.
The discriminant itself is a union of quadratic hypersurfaces of the form
(2.2) ∆i,jd,n = {(x1, ..., xn) ∈ Rd×n | ‖xi − xj‖2 = 1}.
Each of these quadrics is topologically Sd−1 × Rd×(n−1) and establishing bounds on the top
Betti number of ∆ˆd,n establishes bounds on the number of rigid isotopy classes of R
d-geometric
graphs on n vertices. We take such an approach in Section 5.3.
The discriminant itself is also interesting from the perspective of graph theory. One defines
the unit-distance graph on Rd to be the graph whose vertex set is all of Rd and two vertices
x and y are connected by an edge if and only if ‖x− y‖ = 1. As a remark, the unit distance
graph on Rd, especially in the case d = 2, is studied in the case of the well known Hadwiger–
Nelson problem to establish the chromatic number of the plane; that is the chromatic number
of the unit distance graph on R2.
In our situation ∆d,n is connected to homomorphisms from graphs on n vertices to the unit
distance graph on Rd. Indeed each quadric ∆i,jd,n is the space of images of homomorphisms
from the graph on [n] with an edge between vertex i and vertex j. More generally, we denote
an intersection of quadrics by ∆Gd,n for a graph G = ([n], E) by
(2.3) ∆Gd,n :=
⋂
(i,j)∈E
∆
(i,j)
d,n .
Then ∆Gd,n is the space of images of homomorphisms from the graph G to the unit distance
graph on Rd. Putting all of this together we have that ∆d,n itself is the set of all points in
Rd×n that are the image of a graph homomorphism for a nonempty graph on n vertices.
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2.3. Semialgebraic triviality. A most useful technical tool that we will use in the paper is
Theorem 18, which relates the structure of semialgebraic families and their homotopy.
Definition 17. Let S, T and T ′ be semialgebraic sets, T ′ ⊂ T , and let f : S ! T be a
continuous semialgebraic mapping. A semialgebraic trivialization of f over T ′, with fibre F ,
is a semi-algebraic homeomorphism θ : T ′ × F ! f−1(T ′), such that f ◦ θ is the projection
mapping π : T ′×F ! T ′. We say that the semialgebraic trivialization θ is compatible with a
subset S′ of S if there is a subset F ′ of F such that θ(T ′ × F ′) = S′ ∩ f−1(T ′).
Theorem 18 (Semialgebraic triviality). Let S and T be two semialgebraic sets, f : S ! T a
semialgebraic mapping, (Sj)j=1,...,q a finite family of semialgebraic subsets of S. There exist
a finite partition of T into semialgebraic sets T =
⋃r
l=1 Tl and, for each l, a semialgebraic
trivialization θl : Tl × Fl ! f−1(Tl) of f over Tl compatible with Sj , for j = 1, . . . , q, i.e,
there exists F jl ⊂ Fl such that θl(Tl × F jl ) = Sj ∩ f−1(Tl).
Proof. This is [BCR98, Theorem 9.3.2]. 
Corollary 19. Let S be a semialgebraic set and f : S ! R be a continuous semialgebraic
function. Then for ǫ > 0 small enough the inclusion
{f ≥ ǫ} −֒! {f > 0}
is an homotopy equivalence.
Proof. Thanks to semialgebraic triviality, we know that for ǫ sufficiently small there exists Tl
such that (0, ǫ] ⊂ Tl. Then, we define a map
H : {f > 0} × [0, 1]! {f > 0}
H(x, t) =
{
x if f(x) 6∈ (0, ǫ)
θl((1− t) · (π1 ◦ θ−1l ) + tǫ, π2 ◦ θ−1l ) if f(x) ∈ (0, ǫ]
and this is a continuous function because the two expressions agree on f−1(ǫ)× [0, 1] and both
of them are continuous on closed subsets. The map H is therefore a deformation retraction of
{f > 0} onto f ≥ ǫ. 
2.4. Systems of quadratic inequalities. In this section we recall a general construction
from [Agr88a, AL12] for computing the Betti numbers of the set of solutions of a system of
quadratic inequalities.
To start with, let h : RN+1 ! Rk+1 be a quadratic map, i.e. a map whose components
h = (h0, . . . , hk) are homogeneous quadratic forms. Let also K ⊆ Rk+1 be a closed convex
polyhedral cone (centered at the origin). We are interested in the Betti numbers of
(2.4) V = h−1(K) ∩ SN ⊂ RN+1
Such a set V can be seen as the set of solutions of a system of homogeneous quadratic inequal-
ities on the sphere SN : in fact, since K is polyhedral, we have
K = {η1 ≤ 0, . . . , ηℓ ≤ 0}
for some linear forms η1, . . . , ηℓ ∈ (Rk+1)∗ and
V = {η1h ≤ 0, . . . , ηℓh ≤ 0} ∩ SN ,
which is a system of quadratic inequalities. (Here given a linear form η ∈ (Rk+1)∗ and a
quadratic map h : RN+1 ! Rk+1 we simply denote by ηh the composition of the two). Every
homogeneous system can be written in this way.
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We denote by K◦ the polar of K, i.e. K◦ = {η ∈ (Rk+1)∗ | η(y) ≤ 0 ∀y ∈ K}, and we set:
Ω = K◦ ∩ Sk,
where Sk denotes the unit sphere in (Rk+1)∗, with respect to a fixed scalar product. The scalar
product on Rk+1 plays no role, but we will also use a scalar product on RN+1, by choosing
a positive definite quadratic form g on RN+1. This scalar product will play a role, and we
denote it by 〈·, ·〉g ; it is defined by 〈x, x〉g = g(x) for all x ∈ RN+1; for practical purposes we
will omit the “g” subscripts when not needed.
Once the scalar product on RN+1 has been fixed, we can associate to a quadratic form
q : RN+1 ! R a real symmetric matrix, via the equation:
(2.5) q(x) = 〈x,Qx〉g ∀x ∈ RN+1.
We will often use small letters for the quadratic form and capital letters for the associated
matrices.
Accordingly we can define the eigenvalues of q (with respect to g) as those of Q:
λ1(q) ≥ · · · ≥ λN+1(q).
The eigenvalues (and the eigenvectors) of q depend therefore on the chosen scalar product,
but again we will omit this dependence in the notation if not needed.
2.4.1. The index function. Using the above notation, we will denote by ind+(q) = ind+(Q)
the positive inertia index, i.e. the number of positive eigenvalues of the symmetric matrix Q.
Note that the index of a quadratic form does not depend on the chosen scalar product.
When we are in the situation as above, i.e. when we are given a homogeneous quadratic
map h : RN+1 ! Rk+1, for every covector η ∈ (Rk+1)∗ we can consider the composition ηh,
which is a quadratic form. For every natural number j ≥ 0 we define the sets:
Ωj = {ω ∈ Ω | ind+(ωh) ≥ j}.
These sets are open and semialgebraic, as it is easily verified. Moreover, these sets do not
depend on the choice of the scalar product g.
Observe now that over each set Ωj\Ωj+1 the function ind+ ≡ j is constant, i.e. the number
of positive eigenvalues of the corresponding matrices is j and there exists a natural vector
bundle P j ⊆ Ωj\Ωj+1 × RN+1
Rj P j
Ωj\Ωj+1
whose fiber over a point ω is the positive eigenspace of ωH = ω0H0 + · · ·+ ωkHk. In fact this
bundle is the restriction of a more general bundle over the set
Dj = {ω |λj(ωH) 6= λj+1(ωH)}
i.e. the set where the j-th eigenvalue of ωH is distinct from the (j + 1)-th. We still denote
this bundle by Pj ⊂ Dj × RN+1:
(2.6)
Rj P j
Dj
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Here the fiber over a point ω ∈ Dj consists of the eigenspace of ωH associated to the first j
eigenvalues (this is well defined); however note that the bundle over Dj depends on the choice
of the scalar product (since Dj itself depends on this choice).
We denote by
νj ∈ H1(Dj)
the first Stiefel-Whitney class of this bundle. The following Lemma will be useful for us:
Lemma 20. The cup-product with the class νj defines a map:
(2.7) (·) ` νj : H∗(Ωj ,Ωj+1)! H∗+1(Ωj,Ωj+1).
Proof. To see that the previous cup product is well defined observe that we can write:
Ωj = A ∪B, A = Ωj+1, B = Ωj ∩Dj .
In fact, if a point ω belongs to Ωj then, either ω ∈ Ωj+1 or ind+(ωH) = j and consequently
ω ∈ Ωj ∩Dj . Since both A and B are open, by excision we get:
H∗(Ωj ,Ωj+1) ≃ H∗(Ωj ∩Dj ,Ωj+1 ∩Dj).
In particular, in order to see that (20) is well defined, it is enough to see that
(·) ` νj : H∗(Ωj ∩Dj,Ωj+1 ∩Dj)! H∗+1(Ωj ∩Dj ,Ωj+1 ∩Dj)
is well defined. Let ψ ∈ Ck(Ωj) a singular cochain representing a cohomology class in Hk(Ωj∩
Dj,Ω
j+1 ∩Dj) and φj ∈ C1(Dj) a cochain representing νj. The cup product of ψ and φj is
defined on a singular chain σ : [v0, . . . , vk+1]! Ω
j ∩Dj in the usual way:
(ψ ` φj)(σ) = ψ(σ|[v0,...,vk])φj(σ|[vk ,vk+1]),
from which we see that ψ ` φj vanishes on Ck+1(Ω
j+1 ∩ Dj) and defines an element of
Hk+1(Ωj ∩Dj ,Ωj+1 ∩Dj). 
Since we have inclusions Ωj ⊇ Ωj+1 ⊇ Ωj+2, we also consider the connecting homomophisms
∂ : H∗(Ωj+1,Ωj+2)! H∗+1(Ωj,Ωj+1)
of the long exact sequence for the triple (Ωj ,Ωj+1,Ωj+2).
We summarize the directions of these homomorphism in the following non-commutative
diagram of maps:
H i(Ωj+1,Ωj+2) H i+1(Ωj ,Ωj+1)
H i+1(Ωj+1,Ωj+2) H i+2(Ωj ,Ωj+1)
∂
(·)`νj+1 (·)`νj
∂
Remark 21. Let ∂ : H i(X,Y )! H i+1(Z,X) be the boundary operator in the exact sequence
of the triple (Z,X, Y ), where all spaces are open. Following [Hat02, pag. 201], thanks to
the fact that we are working with Z2 coefficients, we have that ∂([φ]) = [φ ◦ π ◦ δ] where
δ : Ci+1(Z,X)! Ci(X) is the boundary operator and π : Ci(X)! Ci(X,Y ) is the projection
operator. Let us also consider X˜ ⊂ A both open and such that (X ∩ X˜) ∪ Y is open. If we
take the relative cup product
H i(X,Y )×H1(X˜)! H1(X,Y )
14 MARA BELOTTI, ANTONIO LERARIO, AND ANDREW NEWMAN
as defined in Lemma 20, then this coincides with the cup product
H i(X,Y )×H1(A)! H1(X,Y )
as defined in Lemma 20, meaning that given a ∈ H i(X,Y ) and b ∈ H1(A) then a ` b = a `
r∗(b) where r∗ is just the restriction. In the same way, if we suppose that Z˜ ⊂ A, we can
repeat a similar reasoning for the cup product H i(Z,X)×H1(Z˜)! H i+1(Z,X). Now, given
[γ] ∈ H1(A), we claim that
(2.8) ∂([a] ` [γ]) = ∂[a] ` [γ].
At the level of cochains if we take ci+1 ∈ Ci+1(Z,X) a singular chain we have ∂(a ` γ)(ci+1) =
(a ` γ)(π ◦ δci+1). Reasoning as in the proof of Lemma 3.6 in [Hat02, pag. 206], we see that
(a ` γ)(π ◦ δci+1) = ∂a ` γ + (−1)ia ` δ∗(γ) and (21) follows from δ∗(γ) = 0.
2.4.2. The spectral sequence. For the computation of the Betti numbers of V , defined in (4)
we will need the following result, which is an adaptation from [Agr88a, AL12]. Clearly the
computation of the cohomology of V is equivalent to that of SN\V , by Alexander duality, and
in [Agr88a, AL12] it is introduced a spectral sequence for computing the latter.
The delicate part here is that in [Agr88a] the spectral sequence is defined for nondegenerate
systems of quadrics, i.e. for systems such that the map h is transversal to the cone K, in the
sense of [AL12]; in [Ler11] the spectral sequence is defined also for degenerate systems, but the
second differential is not computed explicitly, and in [AL12] it is defined also for degenerate
systems, and the second differential is explicitly computed, but the solutions are studied in the
projective space rather than the sphere. Since in our case the system of quadratic inequalities
might be degenerate, we will need to prove the existence of such a spectral sequence and to
compute its second differential.
Theorem 22. Let V = h−1(K) ∩ SN be defined by a system of quadratic inequalities, as
above. There exists a cohomology spectral sequence (Er, dr)r≥1 converging to H∗(SN\V ;Z2)
such that:
(1) the second page of the spectral sequence is given, for j > 0, by
Ei,j2 = H
i(Ωj+1,Ωj+2;Z2).
For j = 0, the elements of the second page of the spectral sequence fit into a long exact
sequence:
(2.9) · · ·! H i(Ω1;Z2)! Ei,02 ! H i(Ω1,Ω2;Z2)
(·)⌣ν1
−! H i+1(Ω1;Z2)! · · · .
(2) for j ≥ 1 the second differential di,j2 : H i(Ωj+1,Ωj+2)! H i+2(Ωj ,Ωj+1) is given by
di,j2 ξ = ∂(ξ ` νj+1) + ∂ξ ` νj .
Proof. The proof proceeds similar to [AL12, Theorem 25 and Theorem 28], using a regular-
ization process and taking the limit over the regularizing parameter. More precisely, let q0 be
a positive definite quadratic form, chosen as in [AL12, Lemma 13], and for t > 0 consider the
set:
B(t) = {(ω, x) ∈ Ω× SN |ωh(x) − tq0(x) ≥ 0}.
The choice of q0 as in [AL12, Lemma 13] makes the map ω 7! ωh − tq0 nondegenerate with
respect to K and will allow to compute the second differential of our spectral sequence. By
semialgebraic trivilality, for t > 0 small enough the set B(t) is homotopy equivalent to
B = {(ω, x) ∈ Ω× SN |ωh(x) > 0}.
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Moreover the projection on the second factor (i.e. p2 : Ω×Sn ! SN ) restricts to a homotopy
equivalence B ∼ p2(B) = SN\V , see [Ler11, Section 3.2]. Therefore, for t > 0 small enough
H∗(SN\V ) ≃ H∗(B(t)).
We consider now the Leray spectral sequence (Er[t], dr[t])r≥0 of the map
pt := p1|B(t) : B(t)! Ω.
This spectral sequence converges to the cohomology of B(t),
For the first part of the statement, the structure of Ei,j2 in the case j > 0 is proved in
[Ler11, Section 3.2], as follows. If t1 < t2 then B(t2) −֒! B(t1) is an homotopy equivalence and
pt1 |B(t2) = pt2 . For 0 < t1 < t2 < δ the inclusion defines a morphism of filtered differential
graded modules
φ0(t1, t2) : (E0[t1], d0[t1])! (E0[t2], d0[t2])
turning {E0[t]}t into an inverse system and thus {(Er[t], dr[t])}t into an inverse system of
spectral sequences. Then, we can define a new spectral sequence
(Er, dr) := lim −
t
{(Er[t], dr[t])}.
The proof shows that for j > 0 we have Ei,j2 [t] = H
i(Ωn−j[t],Ωn−j−1[t];Z2) where the sets
Ωk[t] are defined by:
Ωk[t] := {w ∈ Ω | i−(w · h− tg) ≤ k}.
Moreover we also have that for j > 0 the isomorphism φ2(t1, t2) is just the homomorphism
induced in cohomology by the inclusion Ωj[t2] ⊆ Ωj[t1] and that
Ei,j2 = lim −
t
Ei,j2 [t] = H
i(Ωj ,Ωj+1;Z2).
Thanks to this, by semialgebraic triviality φ2(t1, t2) is an isomorphism for 0 < t1 < t2 < δ with
δ sufficiently small and therefore also φ∞(t1, t2) is an isomorphism, assuring the convergence
of (Er, dr) to B(t) (see also the proof of [AL12, Theorem 25] for more details on this point).
Let us call
e∗t : H
∗(Ωj,Ωj+1;Z2)! H∗(Ωn−j(t),Ωn−j−1(t);Z2)
the isomorphism induced by the inclusion. From now on we choose our scalar product on
RN+1 to be g = q0, in such a way that the matrix associated to q0 through the polarization
identity (2.4) is the identity matrix.
For the case j = 0 we know thanks to [Agr88b] that there exist a long exact sequence
· · ·! H i(Ωn−1[t];Z2)! Ei,02 [t]!
! H i(Ωn−1[t],Ωn−2[t];Z2)
(·)⌣ν1
−! H i+1(Ωn−1[t];Z2)! · · · .
We can pass to the inverse limit of these long exact sequences respect to t in the obvious way
obtaining a long exact sequence6
· · ·! H i(Ω1;Z2)! Ei,02 ! H i(Ω1,Ω2;Z2)
(·)⌣ν1
−! H i+1(Ω1;Z2)! · · · ,
where we have used the fact that (e∗)−1 ◦ ((·) ` νj) ◦ e∗ = (·) ` νj (we will get back to this
point later).
6In this long exact sequence we are still using ν1 because we chose our scalar product to be g0. Same for
the definition of d2(t), where we used νj .
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This proves point (1) of the statement. For what concerns the differential, thanks to [Agr88b,
Theorem 3] we know that the second differential d2[t] of the spectral sequence (Er[t], dr[t])
with
di,j2 [t] : H
i(Ωn−j−1[t],Ωn−j−2[t];Z2)! H i+2(Ωn−j [t],Ωn−j−1[t];Z2)
has the form
di,j2 [t]ξ = ∂t(i
∗
t )
−1(i∗t ξ ` νj+1) + (i
∗
t )
−1(i∗t ∂tξ ` νj),
where
∂t : H
i(Ωn−j−1[t],Ωn−j−2[t];Z2)! H i+1(Ωn−j[t],Ωn−j−1[t];Z2)
is the connecting homomorphism in the exact sequence of the triple (Ωn−j [t],Ωn−j−1[t], Ωn−j−2[t])
and the map
i∗t : H
i(Ωn−j[t],Ωn−j−1[t];Z2)! H i(Ωn−j [t] ∩ Dj ,Ωn−j−1(t) ∩ Dj;Z2)
is the map induced by the inclusion; this map is an isomorphism by excision.
The second differential for j > 1 of our new spectral sequence (Ei,jr , dr) is given by d
i,j
2 :=
(e∗t )−1 ◦ di,j2 (t) ◦ e∗t . More explicitly,
di,j2 = ∂(i
∗
t ◦ e∗t )−1((i∗t ◦ e∗t )ξ ` νj+1) + (i∗t ◦ e∗t )−1((i∗t ◦ e∗t )∂ξ ` νj)
thanks to the naturality of the connecting homomorphism.
Let us now consider the following diagram where all the maps are inclusions:
(Ωj ,Ωj+1)
(Ωn−j−1[t] ∩Dj ,Ωn−j−2[t] ∩ Dj) (Ωj ∩Dj ,Ωj+1 ∩ Dj)jt
et◦it i
and all the induced homomorphisms in cohomology are isomorphisms. We can write
di,j2 =∂(j
∗
t ◦ i∗)−1((j∗t ◦ i∗)ξ ` νj+1) + (j∗t ◦ i∗)−1((j∗t ◦ i∗)∂ξ ` νj) =
=∂(i∗)−1(j∗)−1(j∗t (i
∗ξ) ` j∗t ◦ νj+1) + (i∗)−1(j∗t )−1(j∗t (i∗∂ξ) ` j∗t ◦ νj) =
=∂(i∗)−1(i∗ξ ` νj+1) + (i∗)−1(i∗∂ξ ` νj)
where the pull-back property of the pullback in the third equality holds true because in that
case it is just the standard cup-product. Because of how we defined the cup product in Lemma
20, we have the claim. 
2.5. Analytic Combinatorics. In order to study the asymptotic of the number of isotopy
classes of geometric graphs on the real line we will need some tools from analytic combinatorics.
For a full introduction to the topic see [FS09]. Given a generating function G(x) =
∑∞
n=0 anx
n
of a sequence an we want to study the asymptotic of such a sequence. There are various
techniques to do this.
Definition 23. We say that a sequence {an} is of exponential order Kn which we abbreviate
as an ⊲⊳ K
n if and only if lim sup |an| 1n = K.
If we have an ⊲⊳ K
n then an = K
nθ(n) with lim sup |θ(n)| 1n = 1. The term θ(n) is called
subexponential factor. In order to study the subexponential factor θ(n) we should look at the
singularities of the generating function.
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Definition 24. Given two numbers φ, R with R > 1 and 0 < φ < π2 , the open domain
D(φ,R) is defined as
D(φ,R) := {z | |z| < R, z 6= 1, |arg(z − 1)| > φ}.
A domain of this type is called D−domain.
Denoting by S the set of all meromorphic functions of the form
S := {(1 − z)−α | α ∈ R},
we recall the next result [FS09, Theorem VI.4], which we will need in the sequel.
Theorem 25. Let G(z) be an analytic function at 0 with a singularity at ζ, such that G(z)
can be continued to a domain of the form ζ · D0, for a D−domain D0, where ζ · D0 is the
image of D0 by the mapping z ! ζz. Assume there exists two functions σ, τ, where σ is a
finite linear combination of elements in S and τ ∈ S such that
G(z) = σ
(
z
ζ
)
+O(τ
(
z
ζ
)
) as z ! ζ in ζ ·D0.
Then the coefficients of G(z) satisfy the asymptotic estimate
an = ζ
−nσn +O(ζ−nτ∗n)
where σ(z) =
∑∞
n=0 σnz
n and τ∗n = nα−1, if τ(z) = (1− z)−α.
Remark 26. For a later use, we record the following. The Newton Binomial Series is defined
by
(1− z)−α =
∞∑
n=0
bnz
n where bn =
(
n+ α− 1
n
)
.
Using (
n+ α− 1
n
)
=
Γ(n+ α)
Γ(α)Γ(n + 1)
,
we get the following asymptotic for its coefficients:
bn =
nα−1
Γ(α)
(
1 +O
(
1
n
))
.
3. Homology of the chambers and the Floer number
3.1. Graphs and sign conditions. Recall that given a graph G on n vertices we have defined
WG,d = {P ∈ Rd×n\∆d,n |G(P ) ∼= G} ⊂ Rd×n.
In other words, WG,d consists of all the points P ∈ Rd×n not on the discriminant whose
corresponding graph is isomorphic to G. For small d this set could be a union of several
chambers, but for large d it is an actual chamber (a connected open set).
Now we introduce an alternative notation for labelling the sets WG,d. For every 1 ≤ i <
j ≤ n let us denote by qij : Rd×n ! R the quadratic polynomial:
(3.1) qij(x1, . . . , xn) = ‖xi − xj‖2 − 1, (x1, . . . xn) ∈ Rd×n.
Notice that the discriminant ∆d,n is given by:
∆d,n =
{
(x1, . . . , xn) ∈ Rd×n
∣∣∣∣ ∏
i<j
qij(x1, . . . , xn) = 0
}
(3.2)
=
⋃
i<j
∆
(i,j)
d,n ,
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where the sets ∆
(i,j)
d,n are defined in (2.2). We denote by
([n]
2
)
the set of all possible pairs
1 ≤ i < j ≤ n and by 2([n]2 ) the set of all possible choices of signs σij ∈ {±} for elements in([n]
2
)
.
Definition 27 (Sign condition). For every σ ∈ 2{n2} we denote by Wσ,d ∈ Rd×n the open set:
Wσ,d =
{
x = (x1, . . . , xn) ∈ Rd×n
∣∣ sign(qij(x)) = σij } .
At this point what is clear from (3.1) is that Rd×n\∆d,n can be written as the union of all
the possible sign conditions. The following lemma will be useful. It tells that we can label
the chambers of Rd×n\∆d,n either with a graph or with a sign condition – however at this
point we only prove that the sets {WG,d} and {Wσ,d} coincide; the fact that the chambers of
Rd×n\∆d,n are exactly the sign conditions will follow from Corollary 45.
Lemma 28. For every G graph on n vertices there exists a sign condition σ = σ(G) such that
WG,d = Wσ,d. Viceversa, for every σ there exists G(σ) such that Wσ,d = WG,σ. In other words,
the signs of the family of quadrics {qij}1≤i<j≤n on a point P determine the isomorphism class
of G(P ) uniquely as a labeled graph.
Proof. Given P ∈ Rd×n \∆d,n is clear from the definition of geometric graph that G(P ) ∼= G
iff qi,j < 0 when (i, j) ∈ G and qi,j > 0 when (i, j) /∈ G. From this it follows that WG,d = Wσ,d
where σi,j = 1 if (i, j) ∈ G and σi,j = −1 if (i, j) /∈ G. 
3.2. Betti numbers of the chambers. In this section we study the asymptotic distribution
of the Betti numbers of the chambers. Before giving the main result, we will need some
intermediate steps.
3.2.1. Some preliminary reductions. Using Lemma 28 we can immediately switch from the
graph labelling to the sign condition one and given G there exists σ such that WG,d = Wσ,d.
In this way we describe the chamber we are interested in with a system of quadratic inequalities,
and we will take advantage of this description.
Our first step is to replace Wσ,d with another set which has the same homology and which is
compact. To start with, we have Wσ,d = {sign(qij) = σi,j,∀1 ≤ i < j ≤ n}, with the quadrics
qij : R
d×n ! R defined above. Since σ is fixed, it will be convenient for us to define the new
quadrics:
sij = σijqij and hij(x, z) = σij(‖xi − xj‖2 − z2).
We set N = nd and k =
(n
2
)
and for every ǫ > 0 consider the set:
Wσ,d(ǫ) = {[x] ∈ RPN |hij(x, z) ≥ ǫz2 ∀1 ≤ i < j ≤ n, ‖x‖2 ≤ ǫ−1z2} ⊆ RPN .
Notice that Wσ,d(ǫ) ∩ {z = 0} = ∅, because if z = 0 then the last inequality defining Wσ,d(ǫ)
forces x = 0. Therefore, in the affine chart {z = 1} the set Wσ,d(ǫ) can be described as
Wσ,d(ǫ) = {sij(x) ≥ ǫ ∀1 ≤ i < j ≤ n, ‖x‖2 ≤ ǫ−1}
and can be identified with a subset of Wσ,d.
Proposition 29. For every d > 0 there exists ǫ(d) such that for all ǫ < ǫ(d) the inclusion
Wσ,d(ǫ) −֒!Wσ,d
induces an isomorphism on the homology groups.
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Proof. Observe that {Wσ,d(ǫ)}ǫ>0 is an increasing family of compact sets such that:⋃
ǫ>0
Wσ,d(ǫ) = Wσ,d.
Therefore:
(3.3) H∗(Wσ,d) = lim−!{H∗(Wσ,d(ǫ))}.
On the other hand, consider the semialgebraic set
S = {(x, ǫ) ∈ Rd×n × R | sij(x) ≥ ǫ ∀1 ≤ i < j ≤ n, ǫ‖x‖2 ≤ 1}
together with the semialgebraic map f : S ! R given by (x, ǫ) 7! ǫ. For ǫ > 0 we have
that Wσ,d(ǫ) = f
−1(ǫ) and, by Semialgebraic Triviality, there exists ǫ(d) > 0 such that for all
ǫ1 < ǫ2 < ǫ(d) the inclusion Wσ,d(ǫ1) −֒! Wσ,d(ǫ2) is a homotopy equivalence and the direct
limit (3.2.1) stabilizes. This proves the statement. 
The set Wσ,d(ǫ) is now compact and for ǫ < ǫ(d) has the same homology of Wσ,d. For
technical reasons, this is not yet the set we will work with. Instead we will work with its
double cover Vσ,d(ǫ) ⊂ SN :
Vσ,d(ǫ) = {x ∈ SN |hij(x, z) ≥ ǫz2 ∀1 ≤ i < j ≤ n, ‖x‖2 ≤ ǫ−1z2} ⊂ SN .
This will not be an obstacle for computing the Betti numbers of Wσ,d(ǫ), because of next
lemma.
Lemma 30. For every ǫ > 0 the set Vd,ǫ(ǫ) ⊂ SN consists of two disjoint copies of Wσ,d(ǫ).
In particular for all k ≥ 0
bk(Wσ,d(ǫ)) =
1
2
bk(Vσ,d(ǫ)).
Proof. Let {z = 0} ≃ SN−1 be the equator in SN and observe that {z = 0}∩Vσ,d(ǫ) = ∅. This
implies that
Vσ,d(ǫ) = (Vσ,d(ǫ) ∩ {z > 0}) ⊔ (Vσ,d(ǫ) ∩ {z < 0}) .
The involution (x, z) 7! (−x − z) on the sphere SN restricts to a homeomorphism between
Vσ,d(ǫ) ∩ {z > 0} and Vσ,d(ǫ) ∩ {z < 0}. Each of these sets is homeomoprhic to its projection
to the projective space RPN , which is the set Wσ,d(ǫ). This concludes the proof. 
3.2.2. Systems of quadratic inequalities. The set Vσ,d(ǫ) defined above is the set of solutions
of a system of quadratic inequalities, and we will now use the spectral sequence from Section
2.4 for computing its Betti numbers with Z2 coefficients.
In order to reduce to the framework of Section 2.4, let us introduce the homogeneous
quadrics hij,ǫ, h0,ǫ : R
N+1 ! Rk+1 defined for all 1 ≤ i < j ≤ n by:
hij,ǫ(x, z) = σij‖xi − xj‖2 − σijz2 − ǫz2 and h0,ǫ(x, z) = ‖x‖2 − ǫ−1z2.
These quadrics can be put as the components of a quadratic map defined by
hǫ = (h0,ǫ, h1,ǫ, h2,ǫ, . . . , hk,ǫ) : R
N+1 ! Rk+1,
where we are using the identification of sets of indices {1, 2, . . . , k} = {(1, 2), (1, 3), . . . , (n −
1, n)}. Inside the space Rk+1 we can consider the closed convex cone
K = {y0 ≤ 0, y1 ≥ 0, . . . , yk ≥ 0},
so that our original set can be written as
Vσ,d(ǫ) = h
−1
ǫ (K).
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In this case the set Ω ⊂ Sk is the set
Ω = {(ω0, . . . , ωk) ∈ Sk |ω0 ≥ 0, ω1 ≤ 0, . . . , ωk ≤ 0}.
For every point ω = (ω0, . . . , ωk) we can consider the quadratic form ωhǫ defined by:
ωhǫ = ω0h0,ǫ + · · ·+ ωkhk,ǫ.
Using this notation, for every j ≥ 0 we define the sets:
Ωj(ǫ) = {(ω0, . . . , ωk) ∈ Ω | ind+(ωHǫ) ≥ j}.
These are just the sets Ωj defined in Section 2.4, in the case of the quadratic map hǫ.
For every 1 ≤ i < j ≤ n let us also denote by Uij ∈ Sym(n,R) the symmetric matrix
representing the quadratic form uij : R
n ! R defined by:
uij(t1, . . . , tn) = σij(ti − tj)2.
Then, if Hij ∈ Sym(dn,R) is the matrix representing the quadratic form x 7! σij‖xi − xj‖2,
we have:
Hij = Uij ⊗ 1d
Lemma 31. The index function ind+ : Ω! N for our family of quadrics can be written as:
ind+(ωHǫ) = d · ind+1 (ω) + ind+0,ǫ(ω),
where
ind+1 (ω) = ind
+
ω01n +∑
i<j
ωijUij

and
ind+0,ǫ(ω) = ind
+
−ω0
ǫ
−
∑
i<j
ωij(σij + ǫ)
 .
Before giving the proof, observe that none of the functions ind+1 , ind
+
0,ǫ : Ω! N depends on
d and that ind+1 does not even depend on ǫ.
Proof. Observe that, for ω = (ω0, ωij) ∈ Ω, the matrix ωHǫ is a block matrix:
ωHǫ =

−ω0ǫ −
∑
i<j ωij(σij + ǫ) 0 · · · 0
0
... ω01dn +
∑
i<j ωijHij
0

and in particular:
ind+(ωHǫ) = ind
+
−ω0
ǫ
−
∑
i<j
ωij(σij + ǫ)
+ ind+
ω01dn +∑
i<j
ωijHij
 .
The matrix ω01dn +
∑
i<j ωijHij is a tensor product of matrices:
ω01dn +
∑
i<j
ωijHij =
ω01d +∑
i<j
ωijUij
⊗ 1n.
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If a matrix Q ∈ Sym(n,R) has eigenvalues λ1(Q) ≥ · · · ≥ λn(Q) (possibly with repetitions),
the matrix Q⊗ 1d has eigenvalues:
λi,j(Q⊗ 1d) = λi(Q) i = 1, . . . , n, j = 1, . . . , d.
In particular
ind+(Q⊗ 1d) = d · ind+(Q),
and the result now follows. 
Corollary 32. For d ≥ n+ 1 the set Ωnd(ǫ) is contractible and Ωnd+1(ǫ) is empty.
Proof. Let us first show that Ωnd+1(ǫ) = ∅. To this end consider the set:
B(ǫ) = {(ω, [x]) ∈ Ω× RPN |ωhǫ(x) ≥ 0}.
By [AL12, Lemma 24] the projection π = p2|B(ǫ) on the second factor gives a homotopy
equivalence between B(ǫ) and its image
π(B(ǫ)) = RPN\Wσ,d(ǫ).
Since Wσ,d(ǫ) is nonempty, we know that
(3.4) π(B(ǫ)) 6= RPN .
If now there was ω ∈ Ω such that ind+(ω) = N + 1, then ωhǫ > 0 and {ω} × RPN ⊂ B(ǫ).
This would imply π(B(ǫ)) = RPN , which contradicts (4.1).
Let us now prove that Ωnd(ǫ) is contractible. For d ≥ n + 1, since Ωnd+1(ǫ) = ∅, then the
set Ωnd(ǫ) can be described as:
Ωnd(ǫ) = {ind+ = nd}
= {d · ind+1 + ind0,ǫ ≥ nd}
= {ind+1 = n} ∩ {ind0,ǫ = 0}.
Observe that the point ω = (1, 0, . . . , 0) ∈ Ω belongs to both the sets {ind+1 = n} and
{ind0,ǫ = 0}, and their intersection is nonempty.
Now, {ind+1 = n} and {ind0,ǫ = 0} are obtained by intersecting a convex set in Rk+1 with
Ω ∩ Sk, as they coincide with the set of the points where the linear families of symmetric
matrices ω01n +
∑
i<j ωijUij and −ω0ǫ −
∑
i<j ωij(σij + ǫ) are positive definite (respectively
negative semidefinite). In other words, {ind+1 = n} is the preimage of the positive definite
cone under the linear map ω 7! ω01d +
∑
i<j ωijUij and {ind0,ǫ = 0} is the preimage of the
negative semidefinite cone under the linear map ω 7! −ω0ǫ −
∑
i<j ωij(σij + ǫ).
Therefore Ωnd(ǫ) is the intersection in Sk ∩Ω of convex sets, and being Ω itself also convex
this intersection is contractible. 
Recalling the notation of Section 2.4, but making it dependent on ǫ, we have the vector
bundle P j(ǫ) ⊆ Ωj(ǫ)\Ωj+1(ǫ)× RN+1
Rj P j(ǫ)
Ωj(ǫ)\Ωj+1(ǫ)
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whose fiber over a point ω is the positive eigenspace of ωHǫ. As above, this bundle is the
restriction of a bundle over the set
Dj(ǫ) = {ω |λj(ωHǫ) 6= λj+1(ωHǫ)}
(i.e. the set where the jth eigenvalue of ωHǫ is distinct from the (j + 1)st). We still denote
this bundle by Pj(ǫ) ⊂ Dj(ǫ)× RN+1:
(3.5)
Rj P j(ǫ)
Dj(ǫ)
Here the fiber over a point ω ∈ Dj(ǫ) consists of the eigenspace of ωHǫ associated to the first
j eigenvalues. We denote by
νj(ǫ) ∈ H1(Dj(ǫ))
the first Stiefel-Whitney class of this bundle.
Restating Theorem 22 in this setting, we get the following.
Theorem 33. There exists a cohomology spectral sequence (Er(ǫ), dr(ǫ)r≥1) converging to
H∗(SN\Vσ,d(ǫ);Z2) such that:
(1) the second page of the spectral sequence is given, for j > 0, by
Ei,j2 (ǫ) = H
i(Ωj+1(ǫ),Ωj+2(ǫ);Z2).
For j = 0, the elements of the second page of the spectral sequence fit into a long exact
sequence:
(3.6) · · ·! H i(Ω1(ǫ);Z2)! Ei,02 (ǫ)! H i(Ω1(ǫ),Ω2(ǫ);Z2)
(·)⌣ν1(ǫ)
−! H i+1(Ω1(ǫ);Z2)! · · · .
(2) for j ≥ 1 the second differential di,j2 (ǫ) : H i(Ωj+1(ǫ),Ωj+2(ǫ))! H i+2(Ωj(ǫ),Ωj+1(ǫ))
is given by
di,j2 (ǫ)ξ = ∂(ξ ` νj+1(ǫ)) + ∂ξ ` νj(ǫ).
Remark 34. As explained in [AL12, Introduction], the second differential only depends on the
restriction of νj(ǫ) to the set Ω
j(ǫ)\Ωj+1(ǫ).
Remark 35. In the previous spectral sequence the coefficient group for the various cohomologies
is the field Z2. There is an analogous spectral sequence for coefficients in Z, but the description
of its differentials is less clear.
3.2.3. The analysis of the spectral sequence and its asymptotic structure. We will start by
proving the following proposition, which deals with the stabilization of entries of the second
page of the spectral sequence of Theorem 33.
Proposition 36. There exist semialgebraic topological spaces
Ω = A0 ⊇ B0 ⊇ A1 ⊇ B1 ⊇ · · · ⊇ An ⊇ Bn = ∅,
vector spaces N0,0, . . . , Nk,0 and ǫ1 > 0 such that for all ǫ ≤ ǫ1 the second page of the spectral
sequence of Theorem 33 has the following structure
(3.7) Ei,j2 (ǫ) ≃

H i(Bℓ, Aℓ+1) if j = ℓd
H i(Aℓ, Bℓ) if j = ℓd− 1
N i,0 if j = 0
0 otherwise
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Proof. Observe first that the second page of the spectral sequence is zero in the region
{(i, j) | i ≥ k + 1, j > 0}, because all the sets Ωj(ǫ) are semialgebraic and of dimension at
most k (since they are contained in Ω ⊂ Sk). The j = 0 row of the spectral sequence is also
zero for i ≥ k + 2, since for the same reason all the groups in the exact sequence in (1) are
zero.
Observe now that Lemma 31 implies that the only possible values of the function ind+ :
Ω! N are 0, 1, d, d + 1, . . . , nd, nd+ 1 and in particular:
Ω = Ω0(ǫ) ⊇ Ω1(ǫ) ⊇ Ω2(ǫ) = Ω3(ǫ) = · · · =Ωd(ǫ) ⊇ Ωd+1(ǫ) ⊇ Ωd+2(ǫ) = Ωd+3(ǫ) = · · ·
· · · = Ωnd−1(ǫ) =Ωnd(ǫ) ⊇ Ωnd+1(ǫ) ⊇ ∅. (3.8)
In particular, for every ℓ = 0, . . . , n, we deduce the vanishing of the homology of all the relative
pairs:
H∗(Ωdℓ+2(ǫ),Ωdℓ+3(ǫ)) = · · · = H∗(Ω(ℓ+1)d−1(ǫ),Ω(ℓ+1)d(ǫ)) = 0.
This proves the “otherwise” part of the claim in (36).
We now defined the sets Aℓ(ǫ) = {ind+ ≥ dℓ} and Bℓ(ǫ) = {ind+ ≥ dℓ + 1} and observe
that:
Aℓ(ǫ) = {ind+1 ≥ ℓ}
Bℓ(ǫ) =
(
{ind+1 ≥ ℓ} ∩ {ind+0,ǫ = 1}
)
∪ {ind+1 ≥ ℓ+ 1},
where the index functions ind+0,ǫ, ind
+
1 : Ω! N are defined in Lemma 31. Since ind
+
1 does not
depend on d nor on ǫ and ind0,ǫ does not depend on d, by semialgebraic triviality it follows
that there exists ǫ1 > 0 such that the homotopy of the sequence of inclusions
Ω = A0(ǫ) ⊇ B0(ǫ) ⊇ A1(ǫ) ⊇ B1(ǫ) ⊇ · · · ⊇ An(ǫ) ⊇ Bn(ǫ) = ∅
stabilizes for ǫ ≤ ǫ1.
We define Aℓ = Aℓ(ǫ1) and Bℓ = Bℓ(ǫ1). With this notation we have that the sequence of
inclusions (3.2.3) for ǫ ≤ ǫ0 becomes (up to natural homotopy equivalences):
Ω = A0 ⊇ B0 ⊇ A1 = A1 = · · · =A1 ⊇ B1 ⊇ A2 = A2 = · · ·
· · · = An =An ⊇ Bn ⊇ ∅.
This proves the statement for the term Ei,j2 (ǫ) of the spectral sequence with j = ℓd− 1, ℓd.
In the case j = 0, we observe that the dimension of Ei,02 (ǫ) is determined by the exact
sequence:
0! ker! H i−1(Ω1(ǫ),Ω2(ǫ))!H i(Ω1(ǫ))! Ei,02 (ǫ)!
! H i(Ω1(ǫ),Ω2(ǫ))! H i+1(Ω1(ǫ))! coker ! 0,
where ker and coker refer to the map x 7! x ⌣ ν1(ǫ). The homotopy of the first, the third and
the fourth element of the above sequence stabilizes for ǫ ≤ ǫ1; moreover (possibly choosing a
smaller ǫ1) also the homotopy of the bundle P
1(ǫ) ! D1(ǫ) from (3.2.2) stabilizes for ǫ ≤ ǫ1
and therefore the map x 7! x ⌣ ν1(ǫ)) stabilizes as well, and consequently the ranks of ker
and coker stabilize. This gives the stabilization of dimZ2(E
i,0
2 (ǫ)) to a finite number for ǫ ≤ ǫ1.
We set:
N i,0 := Z
dimZ2 (E
i,0
2 (ǫ))
2 ∀ǫ ≤ ǫ1.
This concludes the proof. 
Next we deal with the stabilization of the second differential.
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Proposition 37. The second differential of the spectral sequence (36) is zero.
Proof. Observe that the only possible nonzero differential of the spectral sequence is (for d ≥ 2)
d∗,ℓd2 (ǫ) : E
∗,ℓd
2 (ǫ)! E
∗+2,ℓd−1
2 (ǫ).
Let us recall that we have defined ωHǫ = ωq1 + ωq2 where ωq1 = (ω01dn +
∑
i<j ωijHij) and
ωq2 =
(
−ω0ǫ −
∑
i<j ωij(σij + ǫ)
)
z2. We introduce the vector bundles
Rd×l Nℓd
D1ℓd
R E(ǫ)
Ω
where D1ℓd := {ω ∈ Ω | λℓd(ωq1) 6= λld+1(ωq1)} is given by Nℓd ⊂ D1ℓd × Rdn is the bundle of
the eigenspace of the first ℓd eigenvalues of the upper-left block of ωHǫ and the bundle E(ǫ)
associates to every point of Ω the unique eigenvector of ωq2.
Observe that Dℓd(ǫ) ⊂ D1ℓd and also Dℓd+1(ǫ) ⊂ D1ℓd.
The vector bundle Pℓd(ǫ) from (3.2.2) for j = ℓd has the property that
Pℓd(ǫ) = Nℓd|Dℓd(ǫ)
when Nℓd is thought as a sub-bundle of D1ℓd ×Rnd+1. When j = ℓd+ 1 we have
Pℓd+1(ǫ) = Nℓd|Dℓd+1(ǫ) ⊕ E(ǫ)|Dℓd+1(ǫ)
because the quadratic form ωq has two diagonal blocks. In particular, denoting by γℓd and by
η(ǫ) the first Stiefel–Whitney classe of Nℓd and E(ǫ) respectively, by naturality of characteristic
classes we have the following identities:
νℓd = γℓd|Dℓd(ǫ) and νℓd+1 = γℓd|Dℓd+1(ǫ) + η(ǫ)|Dℓd+1(ǫ).
Notice that both νℓd and νℓd+1 contain the restriction of the same class γℓd as a summand.
Thanks to Theorem 33, the second differential d∗,ℓd2 (ǫ) can be written as
d∗,ℓd2 (ǫ)ξ = ∂(ξ ` νℓd+1) + ∂ξ ` νℓd
= ∂
(
ξ `
(
γℓd|Dℓd+1(ǫ) + η(ǫ)|Dℓd+1(ǫ)
))
+ ∂ξ ` γℓd|Dℓd(ǫ)
= ∂
(
ξ ` η(ǫ)|Dℓd+1(ǫ)
)
= ∂ (ξ ` η(ǫ)) ,
where we have used Remark 21 (taking (Z,X, Y ) = (Ωℓd(ǫ),Ωℓd+1(ǫ),Ωℓd+2(ǫ)) and (X˜, Z˜, A) =
(Dℓd+1(ǫ),Dℓd(ǫ),D1ℓd)) and the fact that we are working with Z2–coefficients.
On the other hand the bundle E(ǫ) is trivial, because the space Ω is contractible and the
class η(ǫ) is zero. Therefore the differential is zero and this concludes the proof. 
Remark 38. It is actually possible to prove the stabilization of the second differential, up to
subsequences, in a simpler way. In fact {d2(ǫ)∗,ℓd : H∗(Aℓ, Bℓ) ! H∗+2(Bℓ, Aℓ+1)}d≥0 is a
sequence of maps between finite dimensional Z2-vector spaces, i.e.
d2(ǫ)
∗,ℓd ∈ Hom(Za2,Zb2),
where a = dimZ2(H
∗(Aℓ, Bℓ)) and b = dimZ2(H∗+2(Bℓ, Aℓ+1)). Since Hom(Za2,Z
b
2) ≃ Za×b2 is
a finite set, then up to subsequences d2(ǫ)
∗,ℓd is eventually constant.
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n · d− 1
2 · d− 1
3 · d− 1
d− 1
0
H0(B3, A4;Z2)
H2(A3, B3;Z2)
d2
0
(
n
2
)
+ 1
d3
Figure 3. This is a schematic image of the E2(ǫ) term of the spectral sequence
we are describing. The coloured parts correspond to the elements Ei,j2 (ǫ) of the
spectral sequence which are possibly non-zero.
3.2.4. The asymptotic for the Betti numbers of the chamber. We are now in the position of
proving the main theorem of this section, namely Theorem 7.
Proof of Theorem 7. The proof of this theorem is based on the analysis of the structure of the
spectral sequence and its last page. First observe that by Proposition 29, for all k ≥ 0 and for
all ǫ < ǫ(d) we have:
bk(Wσ,d) = bk(Wσ,d(ǫ)).
For the rest of the proof we will take ǫ ≤ min{ǫ(d), ǫ2}, where ǫ2 ≤ ǫ1 is given by Proposition
37. Lemma 30 implies now that:
bk(Wσ,d) =
1
2
bk(Vσ,d(ǫ)).
On the other hand, since the involved spaces are semialgebraic sets (hence triangulable), the
Betti numbers of Vσ,d(ǫ) are related to those of S
N\Vσ,d(ǫ) through Alexander duality:
b˜k(Vσ,d(ǫ)) = b˜N−k−1(SN\Vσ,d(ǫ)).
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Finally, denoting by ei,j∞(ǫ) the dimension of Ei,j∞ (ǫ), where E∞(ǫ) is the last page of the
spectral sequence from Theorem 33, we have:
b˜N−k−1(SN\Vσ,d(ǫ)) =
∑
i+j=N−k−1
ei,j∞(ǫ).
Collecting all this together, for ǫ ≤ min{ǫ(d), ǫ2}, we have:
bk(Wσ,d) =
1
2

1 +
∑
i+j=N−1
ei,j∞(ǫ) if k = 0∑
i+j=N−k−1
ei,j∞(ǫ) if 0 < k < N − 1
−1 + e0,0∞ (ǫ) if k = N − 1
Observe now that Proposition 36 implies that in the second page of the spectral sequence
only the first
(n
2
)
+ 1 columns are nonzero (i.e. those with 0 ≤ i ≤ (n2)); moreover in the
second page only the rows with j = ℓd and j = ℓd− 1 are potentially nonzero. Therefore, for
d ≥ (n2)+ 2 all the higher differentials are zero and:
E∞(ǫ) = E3(ǫ).
On the other hand Proposition 37 implies that E2(ǫ) = E3(ǫ) = E∞(ǫ), with the last equality
for d ≥ (n2)+ 2.
Looking now at the top two rows of E∞, by Corollary 32 we know that:
Ei,dn2 (ǫ) = 0 ∀i ≥ 0, E0,dn−12 (ǫ) ≃ Z2 and Ei,dn−12 (ǫ) = 0 ∀i ≥ 1.
Thus, for d ≥ (n2)+ 2,
ei,dn∞ (ǫ) = 0 ∀i ≥ 0, e0,dn−1∞ (ǫ) = 1 and ei,dn−1∞ (ǫ) = 0 ∀i ≥ 1.
From this we immediately see that, for d ≥ (n2)+ 2 we have:
b0(Vσ,d(ǫ)) = 1 and bk(Vσ,d(ǫ)) = 0 ∀1 ≤ k ≤
(
n
2
)
.
This already proves:
(3.9) b0(Wσ,d) = 1 and bk(Wσ,d) = 0 ∀1 ≤ k ≤
(
n
2
)
.
Observe now that the fact that the rows with j = ℓd and j = ℓd− 1 in E2 = E∞ are the only
possibly non-zero rows for ℓ = 0, . . . , n, influences the Betti numbers bk(Wσ,d) with
(3.10) k = md, . . . ,md−
(
n
2
)
− 1,
where m = n− ℓ. We define now, for m = 1, . . . , n− 1:
QG,m(t) =
1
2
·
e0,(n−m)d−1∞ t(n2)+1 + (
n
2)∑
i=1
(
e
(n2)−i,(n−m)d∞ + e
(n2)−i+1,(n−m)d−1∞
)
ti + e
(n2),(n−m)d∞
 .
The i–th coefficient of the polynomial QG,m is bmd−(n2)+i−1
(WG,d). In principle we would have
to consider also the case m = n, but Theorem 11 (which we prove below) guarantees that
there is no homology in dimension greater than (n− 1)d−n+1. By (3.2.4), the conclusion of
the theorem follows.

GRAPH INVARIANTS FROM THE TOPOLOGY OF RIGID ISOTOPY CLASSES 27
Remark 39. As we noticed in the introduction, since the polynomials QG,1, . . . , QG,n−1 do not
depend on d, but only on the graph, and since these polynomials are the same for isomorphic
graphs, they define a graph invariant. Similarly the same is true for the Floer number β(G),
which is just the sum of their coefficients. Of course the polynomials are finer invariants,
however we do not have a clear interpretation of these quantities.
Remark 40. From (3.2.4) it immediately follows that for d ≥ (n2) + 2 each sign condition is
connected. In particular, if d ≥ (n2)+2, two Rd–geometric graphs on n vertices are isomorphic
if and only if they are rigid isotopic. We will actually sharpen this in Corollary 45 below.
4. Homotopy groups of the chambers
We turn our attention now to proving Theorem 2, and we start by introducing some notation.
For every 0 ≤ r ≤ max{n, d} let us denote by (Rd×n)r the set of matrices of rank r:
(Rd×n)r =
{
P ∈ Rd×n ∣∣ rk(P ) = r} ⊆ Rd×n.
When r = n we have that (Rd×n)n deformation retracts the Stiefel manifold of orthonormal
n–frames in Rn (the retraction is given by the Gram-Schmidt procedure; in the case d = n this
is simply the deformation retraction of GL(n,R) onto O(n)). We recall that for k ≤ d−n− 1
this Stiefel manifold is k–connected, see [Hat02, Example 4.53]:
(4.1) πk((R
d×n)n) = 0 if k ≤ d− n− 1.
We will need the next elementary lemma.
Lemma 41. The complement of (Rd×n)n can be written as a finite union of smooth subman-
ifolds of codimension at least d− n+ 1.
Proof. Recall that for every 0 ≤ r ≤ max{n, d} the codimension of (Rd×n)r in Rd×n equals
(n− r)(d− r) (see [Hir94, Chapter 3, Section 2, Exercise 4]) and, in particular if r ≤ n− 1:
codimRd×n(R
d×n)r ≥ d− n+ 1.
Now, the complement of (Rd×n)n in Rd×n is a semialgebraic set that can be written as:
Rd×n\(Rd×n)n =
n−1∐
r=0
(Rd×n)r
and it is therefore a semialgebraic set of codimension at least d− n+ 1. 
We will now prove a sequence of results on the homotopy groups of the chambers. These
results will imply Theorem 2. Since WG,d might not be connected if d ≤
(
n
2
)
+1, part of these
results are formulated using the set [Sk,WG,d] of homotopy classes of continuous maps from
Sk to WG,d, instead of the homotopy group πk(WG,d). As soon as WG,d becomes connected
and simply connected, we can endow [Sk,WG,d] with a group structure. To stress this subtlety
we will keep both notations.
Proposition 42. If d ≥ k + n+ 1 the inclusion
i : WG,d ∩ (Rd×n)n −֒!WG,d
induces a bijection between [Sk,WG,d ∩ (Rd×n)n] and [Sk,WG,d].
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Proof. We need to prove that the map i∗ : [Sk,WG,d ∩ (Rd×n)n]! [Sk,WG,d] induced by the
inclusion is a bijection if k ≤ d− n− 1.
We first prove the surjectivity of i∗. Let f0 : Sk !WG,d be a map representing an element
of [Sk,WG,d]. Since WG,d is open, up to homotopies, we can assume that the map f0 is
smooth. Moreover, by [Hir94, Chapter 3, Theorem 2.5], the map f0 is homotopic to a map
f1 : S
k ! WG,d which is transversal to all the strata of the complement of (R
d×n)n. If now
k < d−n+1, the transversality condition and Lemma 41 imply that the image of f1 does not
intersect these strata; therefore f1 : S
k ! WG,d ∩ (Rd×n)n and i∗ is surjective. (Notice that
for the surjectivity we only need d ≥ k + n.)
For the injectivity we argue similarly. Let f0, f1 : S
k ! WG,d ∩ (Rd×n)n be two maps such
that i◦f0 : Sk !WG,d is homotopic to i◦f1 : Sk !WG,d. This means that there exists a map
F : Sk × I ! WG,d such that F (·, 0) = i ◦ f0 and F (·, 1) = i ◦ f1. Now, we can approximate F
with a new map F˜ : Sk×I which is smooth, homotopic to F and C0 arbitrarily close to it, and
transversal to all the strata of the complement of (Rd×n)n. By Lemma 41, if k+1 < d−n+1
this implies that the image of F˜ does not intersect the complement of (Rd×n)n. In particular
we have a homotopy between F˜ (·, 0) and F˜ (·, 1) all contained in WG,d ∩ (Rd×n)n. On the
other hand, since both F (·, 0) and F (·, 1) miss the complement of (Rd×n)n, which is closed,
by compactness of Sk, any two maps C0 sufficiently close to these maps will be homotopic
to them and will also miss this complement. In particular, if F˜ is sufficiently close to F ,
F (·, 0) is homotopic to F˜ (·, 0), F (·, 1) is homotopic to F˜ (·, 1) and these homotopies miss the
complement of (Rd×n)n. In this way we have build a homotopy between f0 and f1 already in
WG,d ∩ (Rd×n)n, i.e. i∗ is injective. 
4.0.1. Some useful maps. We introduce now some useful maps. First recall the “Gram-
Schmidt” map σ : Rd×n ! Rd×n which orthonormalizes the columns of a matrix P ∈ Rd×n
and is defined by:
σ(P ) = P (P TP )−1/2.
Since the columns of σ(P ) are orthonormal, it follows that
(4.2) σ(P )Tσ(P ) = 1n.
Moreover σ(P )σ(P )T is the orthogonal projection on the span of the columns of P .
Let now G be a geometric graph on n vertices and d ≥ n. Our first useful map is:
(4.3)
WG,n × (Rd×n)n WG,d
(Q,P ) (σ(P )Q)
α
.
This map essentially takes a n–tuple of points in Rn and a linear space of dimension n in Rd and
puts these points isometrically on this linear space. We need to verify that the isomorphism
class of the labeled graph is not changed, i.e. that G(σ(P )Q) ≃ G(Q) ≃ G. This is true
because all the relative distances of the points in σ(P )Q are the same as the distances of the
points in Q. More precisely, denote by Q = (q1, . . . , qn) and by σ(P )Q = (p
′
1, . . . , p
′
n), where
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p′i = σ(P )qi. Then, using (4.0.1), we have:
‖p′i − p′j‖2 = ‖σ(P )(qi − qj)‖2
= (qi − qj)Tσ(P )Tσ(P )(qi − qj)
= (qi − qj)T (qi − qj)
= ‖qi − qj‖2.
Since the relative distances between the points are the same, and d ≥ n it follows by Lemma
28 that G(σ(P )Q) ≃ G(Q).
A second useful map is:
WG,d ∩ (Rd×n)n WG,n × (Rd×n)n
P (σ(P )TP,P )
β
.
This map “decouples” the geometric graph into its part in the span of its vertices and the
span of the vertices. Also for this map we need to check that its first component has target in
WG,n. Again this follows from the fact that the mutual distances of the corresponding points
are preserved. Denoting by P = (p1, . . . , pn), we have:
‖σ(P )T pi − σ(P )T pj‖2 = (pi − pj)Tσ(P )σ(P )T (pi − pj)
= (pi − pj)T (pi − pj)
= ‖pi − pj‖2,
where we have used the fact that σ(P )σ(P )T is the orthogonal projection onto the span of the
columns of P . The claim follows again from Lemma 28.
Observe that it follows immediately from the definition of the maps α and β that:
α ◦ β = i :WG,d ∩ (Rd×n)n −֒! WG,d.
4.0.2. Stabilization.
Proposition 43. If d ≥ k + n + 1 the map j∗ : [Sk,WG,d] −! [Sk,WG,d+1] induced by the
inclusion is injective.
Proof. Let g0, g1 : S
k ! WG,d be two continuous maps such that j ◦ g0 : Sk ! WG,d+1 and
j ◦ g1 : Sk ! WG,d+1 are homotopic. Thanks to Proposition 42 we can assume g0 and g1 to
be elements of [Sk,WG,d ∩ (Rd×n)n]. We want to prove that g0 and g1 are homotopic. For a
map f : Sk ! WG,d, we consider the following commutative diagram of maps:
(WG,n ∩ (Rn2)n)× (Rdn)n (WG,n ∩ (Rn2)n)× (R(d+1)n)n
Sk WG,d ∩ (Rdn)n WG,d+1 ∩ (R(d+1)n)n
α1
u
α2
f
β1◦f=(f1,f2)
j
β1 β2
Here the maps α1 and α2 are the restriction of the maps defined in (4.0.1) to the set of pairs
(Q,P ) with rk(Q) = n; the values of these maps are in the set of matrices of rank n.
Since α1 ◦ β1 = id, we can write the map f = as:
f = α1 ◦ (β1 ◦ f) = α1 ◦ (f1, f2),
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where (f1, f2) are the components of β1 ◦ f . We apply now the diagram to the map f = g0
and f = g1, writing them as:
gi = α1 ◦ (β1 ◦ gi) = α1 ◦ (gi,1, gi,2), i = 0, 1.
We will prove that both components are homotopic g0,1 ∼ g1,1 and g0,2 ∼ g1,2, which implies
that g0 is homotopic to g1.
Since the map j ◦ g0 is homotopic to j ◦ g1, then also the first component of β2 ◦ j ◦ g0 is
homotopic to the first component of β2 ◦j ◦g1. But the first component of β2 ◦j ◦g0 equals g0,1,
the first component of β1 ◦ g0, and similarly for the first component of β2 ◦ j ◦ g1. Therefore
g0,1 ∼ g1,1.
On the other hand the second components of β1 ◦ g0, β1 ◦ g1 : Sk ! (Rd×n)n are homotopic
simply because πk((R
d×n)n) = 0 for k ≤ d− n− 1. This concludes the proof. 
Proposition 44. For every d ≥ n the inclusion WG,d !֒ WG,d+n is homotopic to a constant
map.
Before we give the proof, let us observe that, since we do not know ifWG,d is path-connected,
then there are several constant maps up to homotopy, one for each component; this Proposition
tells us that all the maps [Sk,WG,d] are mapped to the same constant map in WG,d+n. This
also tells us that WG,d is contained in just one connected component of WG,d+n.
Proof. Since for d ≥ n every graph is realizable as a geometric graph, pick R = (r1, . . . , rn) ∈
WG,n by the previously-cited result of Maehara [Mae84].
Consider the homotopy ft : WG,d ! R
(d+n)×n, defined for t ∈ [0, 1] by
ft(P ) =
(√
1− tP√
tR
)
.
With this choice:
f0 = i : WG,d −֒!WG,d+n ⊂ R(d+n)×n and f1 ≡
(
0
R
)
∈WG,d+n.
We only need to prove that ft(WG,d) ⊆WG,d+n for all t ∈ [0, 1]. To this end let us write
ft(P ) = (p1(t), . . . , pn(t)) =
(√
1− tp1 · · ·
√
1− tpn√
tr1 · · ·
√
trn
)
.
Because of Lemma 28, in order to show that G(ft(P )) ≡ G it is enough to show that the signs
of the family quadrics {‖pi − pj‖2 − 1 : R(d+n)×n ! R} evaluated on ft(P ) are constants. We
have
‖pi(t)− pj(t)‖2 = (1− t)‖pi − pj‖2 + t‖ri − rj‖2
and therefore as
sign
(‖pi − pj‖2 − 1) = sign (‖ri − rj‖2 − 1) ,
it must be the case that
sign
(‖pi(t)− pj(t)‖2 − 1) = sign (‖pi − pj‖2 − 1) = sign (‖ri − rj‖2 − 1) .
This concludes the proof. 
We are now ready to prove Theorem 2.
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Proof of Theorem 2. We first prove that for d ≥ n + 1 the set WG,d is path connected. By
Proposition 44 the map i∗ : [S0,WG,d]! [S0,WG,d+n] is the map that sends everything to the
class of a constant map. On the other hand this map factors through the sequence of maps
induced by the inclusions WG,d −֒!WG,d+1
[S0,WG,d]! [S
0,WG,d+1]! · · ·! [S0,WG,d+n].
Each map in the previous sequence is an injection for d ≥ n + 1 by Proposition 43, therefore
also i∗ : [S0,WG,d]! [S0,WG,d+n] is an injection, and [S0,WG,d] consists of only one element.
Therefore WG,d is path connected.
We prove now that, for d ≥ n+2,WG,d is also simply connected. By Proposition 44 the map
i∗ : [S1,WG,d]! [S1,WG,d+n] is the map that sends everything to the class of a constant map.
On the other hand this map factors through the sequence of maps induced by the inclusions
WG,d −֒! WG,d+1
[S1,WG,d]! [S
1,WG,d+1]! · · ·! [S1,WG,d+n−1]! [S1,WG,d+n].
Each map in the previous sequence is an injection for d ≥ n + 2 by Proposition 43, therefore
also i∗ : [S1,WG,d]! [S1,WG,d+n] is an injection, and [S1,WG,d] consists of only one element.
Recall now that [S1,WG,d] consists of the set of conjugacy classes in π1(WG,d) (we can omit the
base point because WG,d is path-connected): the fact that [S
1,WG,d] consists of one element
implies that there is only one conjugacy class in π1(WG,d), which means that WG,d is simply
connected.
Let now k ≥ 2 and d ≥ k + n+ 1. Since π1(WG,d) = 0 for d ≥ n+ 2, it follows that
[Sk,WG,d] = πk(WG,d)/π1(WG,d) = πk(WG,d),
by [Hat02, Proposition 4A.2]. By Proposition 44 the map i∗ : πk(WG,d)! πk(WG,d+n) is the
zero map. On the other hand this map factors through the sequence of maps induced by the
inclusions WG,d −֒!WG,d+1
πk(WG,d)! πk(WG,d+1)! · · ·! πk(WG,d+n−1)! πk(WG,d+n).
Each map in the previous sequence is an injection for d ≥ k+n+1 by Proposition 43, therefore
also i∗ : πk(WG,d)! πk(WG,d+n) is an injection, and πk(WG,d) = 0. 
Notice that thanks to this theorem we have the following corollary.
Corollary 45. For d ≥ n+ 1, for each labeled graph G on [n] the isomorphism class WG,d is
connected.
4.1. The infinite–dimensional case. The space R∞×n is a pre-Hilbert space (since it is
not complete) with respect to the natural scalar product7. The notion of geometric graph
and discriminant also makes sense in this infinite dimensional space. More precisely, given
an element P = (p1, . . . , pn) ∈ R∞×n, we build the graph G(P ) whose vertices and edges are
defined as in Definition 12. The discriminant ∆∞,n consists of points P = (p1, . . . , pn) ∈ R∞×n
such that there exists a pair 1 ≤ i < j ≤ n with ‖pi−pj‖2 = 1. The chambers are now defined
as follows: for a given graph G on n vertices, we set
WG,∞ =
{
P = (p1, . . . , pn) ∈ R∞×n\∆∞,n
∣∣G(P ) ≃ G} .
It is easy to see that WG,∞ is the direct limit of the sequence of inclusions in (1.1). In
particular, from Theorem 2 we deduce the following.
Theorem 46. For every graph G, the set WG,∞ = lim−!WG,d is contractible.
7The completion of R∞×n is (ℓ2(N))n =
{
p = (x1, x2, . . .)
∣∣∣∣ ∑∞k=1 x2k <∞
}
.
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Proof. We first observe that, by Lemma 28, for d ≥ n each WG,d is described by a list of
quadratic inequalities and therefore it is semialgebraic and it has the homotopy type of a
CW–complex. Since WG,∞ = lim−!WG,d, it follows by [Mil63, Corollary on pag. 253] that also
WG,∞ has the homotopy type of a CW–complex. By Whitehead’s Theorem ([Hat02, Theorem
4.5]), in order to prove that WG,∞ is contractible it is enough to prove that all its homotopy
groups are zero.
To this end, let f : Sk !WG,∞. We need to prove that f is homotopic to a constant map,
which implies πk(WG,∞) = 0. We will prove that f is homotopic to a map g : Sk ! WG,d
for some large enough d. Then we can use Theorem 2 to conclude that g is homotopic to a
constant map, and so is f .
We first observe that, since Sk is compact and WG,∞ is open, there exists ǫ > 0 such that
(4.4)
⋃
θ∈Sk
B(f(θ), ǫ) ⊂WG,∞.
In fact, for every θ ∈ Sk there exists ǫ(θ) > 0 such that B(f(θ), ǫ(θ)) ⊂WG,∞ (because WG,∞
is open), and the existence of a uniform ǫ > 0 follows by compactness of f(Sk).
The inclusion (4.1) implies that if g : Sk ! R∞×n is a continuous map with
(4.5) sup
θ∈Sk
‖f(θ)− g(θ)‖ ≤ ǫ,
then ft = (1− t)f + tg is a homotopy between f and g with ft(Sk) ⊂ WG,∞. Our scope is to
build a map g : Sk !WG,∞ satisfying (4.1) and such that g(Sk) ⊂WG,d with d ≥ k + n+ 1.
Given a point P = (p1, . . . , pn) ∈ R∞×n let us denote by P≤d the point given by the same
n–tuple of sequences as in P , but where we have set to zero all the terms of the sequences past
the d–th one. In other words P≤d is the inclusion in R∞×n of the projection of P to Rd×n.
The definition of R∞×n implies that for every P there exists d ≥ 1 such that P = P≤d. This
means that for every θ ∈ Sk there exists d(θ) such that f(θ) = f(θ)≤d(θ).
We claim now that there exists df ≥ 1 such that for all θ ∈ Sk we have
(4.6) ‖f(θ)− f(θ)≤df ‖ ≤ ǫ.
If this was false, then there would be a sequence {θn}n≥1 ⊂ Sk such that for all n ≥ 1 the
following inequality would be satisfied:
‖f(θn)− f(θn)≤n‖ > ǫ.
Up to subsequences, we may assume that θn ! θ and f(θn) ! f(θ). Let d(θ) > 0 be such
that f(θ) = f(θ)≤d(θ) and pick θn with n ≥ d(θ) and such that ‖f(θ)− f(θn)‖ ≤ ǫ/2. Then
ǫ < ‖f(θn)− f(θn)≤n‖
≤ (‖f(θn)− f(θn)≤n‖2 + ‖f(θ)≤n − f(θn)≤n‖2)1/2
= ‖f(θ)− f(θn)‖ ≤ ǫ/2. (4.7)
The last line follows from the fact that both f(θ) and f(θn) can be written as f(θ) = (f(θ)
≤n)+
(f(θ)−f(θ)≤n) and f(θn) = (f(θn)≤n)+(f(θn)−f(θn)≤n) with the two summands belonging
in both cases to the same orthogonal subspaces; this tells that
(4.8) f(θ)− f(θn) =
[
f(θ)≤n − f(θn)≤n
]
+
[
(f(θ)− f(θ)≤n)− (f(θn)− f(θn)≤n))
]
,
with the two summands in the square brackets belonging to orthogonal subspaces. Moreover,
since f(θ) = f(θ)≤n by construction, the summand in the second square brackets of (4.1)
GRAPH INVARIANTS FROM THE TOPOLOGY OF RIGID ISOTOPY CLASSES 33
simply equals f(θn)− f(θn)≤n and this gives (4.1). Equation (4.1) gives a contradiction, and
therefore such a df ≥ 1 exists. Define now d = max{df , k + n+ 1} and set:
g(θ) = f(θ)≤d.
The condition (4.1) gives now (4.1), which is what we wanted. 
5. Increasing the number of points
5.1. Geometric graphs on the real line. We now want to study the number of possible
isotopy classes of geometric graphs on the real line when the number of points is large: this is
precisely the case d = 1, n large. If we look at the discriminant ∆1,n, this is an arrangement
of hyperplanes, namely
∆1,n = {(x1, . . . , xn) ∈ R1×n | ∃ i, j |xi − xj| = 1}.
Remark 47. There is a way to compute explicitly the number b0(R
1×n \ ∆1,n) using a gen-
eralized version of the Mayer-Vietoris spectral sequence for semialgebraic sets. This gives 19
for n = 3, 183 for n = 4 and 2371 for n = 5. The computations becomes tricky for larger n,
however this numbers are the beginning of a known integer sequence, which is the sequence of
labeled semiorders on [n].
The remark leads us to an obvious observation. An interval order for intervals {Ii}ni=1 of unit
length (=semiorder for [n]) is the partial order corresponding to their left-to-right precedence
relation, i.e. one interval Ii being considered less than another Ij iff Ii is completely to the left
of Ij. In the case d = 1 the number of components of the complement of ∆1,n is exactly the
number of possible semiorders for [n]. This because, once we defined the intervals [pi − 1, pi]
for all i, each component of R1×n \ ∆1,n is uniquely determined by whether pi < pj − 1 or
pi ≮ pj − 1 (see [S+04, pag. 73]).
Remark 48. The type of semiorders introduced are usually addressed as semiorders on n labeled
items. The number of distinct semiorders on n unlabeled items is given by the Catalan numbers
{Cn}n.
Let us define f(n) := number of labeled semiorders of [n]. There is an explicit generating
function for this sequence (see [S+04, pag.78, Corollary 5.12]). We have
G(x) :=
∑
n≥0
f(n)
xn
n!
= C(1− e−x)
where C is the generating function of the known sequence of Catalan numbers {Cn}. More
explicitly we have: ∑
n≥0
Cnx
n = C(x) =
1−√1− 4x
2x
.
Theorem 49. The number of rigid isotopy classes of R–geometric graphs on n vertices equals:
b0
(
R1×n\∆1,n
)
=
1
n
·
√
6 log
4
3
·
(
n
e log43
)n (
1 +O(n−
1
2 )
)
.
Proof. First of all let us notice that the Theorem 25 can be applied to G(x) since we have only
one singularity in log 43 and we can extend the function to a log
4
3D-domain, and actually to
the whole C \ [log 43 ,+∞). The function C(x) has a unique singularity at x = 14 . It is easy to
see
C(x) = 2− 2√1− 4x+O(1− 4x).
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By composition we get
G(x) = 2− 2
√
4e−x − 3 +O(4e−x − 3)
and from this
G(x) = 2− 2
√
3log
4
3
·
√
1− x
log43
+O
(
1− x
log 43
)
= F
(
x
log 43
)
+O
(
1− x
log43
)
.
We can now apply Theorem 25. We get
f(n)
n!
=
(
log
4
3
)−n
· σn +O
((
log
4
3
)−n 1
n2
)
where F (x) =
∑∞
n=0 σnz
n. Using Remark 26 and Γ
(−12) = −2√π we get
f(n)
n!
=
(
log
4
3
)−n
· 1√
πn3
·
√
3log
4
3
+O
((
log
4
3
)−n 1
n2
)
and by Stirling approximation
f(n) =
(
n
e log43
)n
· 1
n
·
√
6log
4
3
+O
((
n
e log43
)n
n−
3
2
)

With these computations we know asymptotically the number of isotopy classes of geo-
metric graphs on the real line. However, as we discussed before, different isotopy classes can
correspond to the same isomorphism class. It is therefore natural to ask for the number #1,n
of isomorphism classes of R–geometric graphs, for n large. In [Han82], Hanlon computes the
exponential generating function for this sequence (the author calls the corresponding graphs
labeled unit interval graphs).
The exponential generating function for {#1,n}n is
Λ(x) = exp(Γ(x)) − 1
where Γ(x) is the generating function for the sequence {bn}n of isomorphism classes of con-
nected R–geometric graphs on n vertices. More explicitly, we have
Γ(x) =
1
4
(1− 2z) − 1
4
√
1− 3z
1 + z
where z = ex − 1.
Reasoning as before, we prove the following theorem.
Theorem 50. The number of isomorphism classes of R–geometric graphs on n vertices equals:
#1,n =
e
1
12
8
· 1
n
·
√
6 log
4
3
·
(
n
e log43
)n (
1 +O(n−
1
2 )
)
.
Proof. First of all let us notice that the Theorem 25 can be applied to Λ(x) since we have
only one singularity at log 43 and we can extend the function to a log
4
3D-domain, actually to
C \ [log 43 ,+∞). We start with
1 + Λ(x) = exp
(
1
4
· (3− 2ex)
)
· exp
(
−1
4
√
4e−x − 3
)
Then,
1 + Λ(x) =
(
e
1
12 +O
(
1− x
log 43
))
·
(
−1
4
√
4e−x − 3 + 1 +O(4e−x − 3)
)
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1 + Λ(x) = e
1
12 − e
1
12
4
√
3 log
4
3
√
1− x
log 43
+O
(
1− x
log 43
)
.
Finally,
#1,n
n!
=
e
1
12
8
·
(
log
4
3
)−n
· 1√
πn3
·
√
3log
4
3
+O
((
log
4
3
)−n 1
n2
)
#1,n =
e
1
12
8
·
(
n
e log43
)n
· 1
n
·
√
6log
4
3
+O
((
n
e log 43
)n
n−
3
2
)
.

Even though in the general case we still do not have a clear understanding of the relation
between b0
(
R1×n \∆1,n
)
and #1,n, in the case d = 1 we have the following corollary.
Corollary 51. We have
b0(R
1×n\∆1,n) = 8
e
1
12
·#1,n
(
1 +O(n−
1
2 )
)
where 8/ 12
√
e = 7.3603....
The number 8/ 12
√
e can be roughly interpreted as the average number of rigid isotopy classes
realizing a particular R-geometric graph isomorphism type.
5.2. Asymptotic enumeration in higher dimensions. While the situation for isotopy
classes of geometric graphs on the real line is given by the number of semiorders on [n], such
a closed form description apparently does not exist for larger values of d. Nonetheless we
are able to obtain reasonable bounds on the asymptotics following methods of McDiarmid
and Müller from [MM14] who study asymptotic enumeration of labeled disk graphs in R2. A
disk graph in R2 is a graph given by an arrangement of open disks in R2 where the vertices
are the disks and there is an edge between a pair of them if and only if the corresponding
disks intersect one another. In the case that all the disks have the same radius this is exactly
the setting of our geometric graphs in the case that d = 2. McDiarmid and Müller show
that the number of labeled graphs on n vertices which are unit disk graphs in R2, in our
notation#2,n, is order exp(2n log(n)+Θ(n)), and adapting their method we prove the following
theorem. In particular we prove that the right asymptotic rate of growth both for #d,n and
for b0
(
Rd×n\∆d,n
)
is exp(dn log(n) + Θ(n)). We will prove the following theorem, which is a
consequence of Theorem 54 and Theorem 56.
Theorem 52. For d ≥ 2 fixed and n ≥ 4d+ 1 one has the following bounds:(
1
(d+ 1)e2
)dn
ndn ≤ #d,n ≤ b0
(
Rd×n\∆d,n
)
≤ 2dn
(
3e
2d
)dn
ndn
5.3. General case: the upper bound. While McDiarmid and Müller are primarily inter-
ested in enumerating labeled geometric graphs in the plane, in our notation #2,n, their upper
bound holds for general d, as they point out in [MM14]. The key lemma in their proof of their
upper bound is the following result of Warren [War68].
Theorem 53 ([War68]). If P1, ..., Pm are polynomials of degree at most t in real variables
z1, ..., zk then the number of distinct sign patterns (sign(P1(z), ..., sign(Pm(z)) ∈ {−1, 1}m that
occur in Rk \ ∪mi=1{z : Pi(z) = 0} is at most(
4etm
k
)k
.
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Now given n, d we take the
(n
2
)
polynomials in variables (x1, ..., xn) ∈ Rdn given by qi,j(x) =
‖xi−xj‖2−1, defined in (3.1). Then each sign pattern of these
(
n
2
)
degree 2 polynomials in dn
variable corresponds to a unique isomorphism class of labeled geometric graphs on n vertices
in Rd. Therefore we have the following bound:
#d,n ≤
(
4e
d
)nd
nnd.
However, a single sign pattern could be a disjoint union of several rigid isotopy classes, so we
need a different argument to bound b0(R
d×n \∆d,n). We prove the following theorem.
Theorem 54 (Upper bound). For fixed d and for n ≥ 4d+ 1, we have the bound:
b0(R
d×n \∆d,n) ≤ 2dn
(
3e
2d
)dn
ndn
Remark 55. Let us denote with ∆ˆGd,n the one point compactification of the set ∆
G
d,n defined
in (2.2) where G is any graph on [n]. This is an algebraic set X of Rnd+1 = (x1, . . . , xn, z)
defined by k + 1 equations which are
‖xi − xj‖2 = (1− z)2
with (i, j) edge of G and the equation of the sphere ‖x1‖2 + · · · + ‖xn‖2 + z2 = 1. In fact, if
we look at the explicit expression of the stereographic projection we get an homeomorphism
between ∆Gd,n and X \ ({(0, 1)}) and from this the claim.
Proof. By Alexander duality (see Section 2.2) b0(R
d×n \∆d,n) = bdn−1(∆ˆd,n) + 1, where ∆ˆd,n
is the one-point compactification of the discriminant. Therefore, it is sufficient to bound
bdn−1(∆ˆd,n). Let us consider the Mayer–Vietoris spectral sequence for simplicial complexes
(see [Bas03, Section 3.2] for a complete construction). Thanks to the previous remark ∆ˆd,n is
an algebraic set and we can use the mentioned spectral sequence with respect to the algebraic
covering {∆ˆGd,n}G where G varies over nonempty labeled graphs on [n]. The E1 page of the
spectral sequence has
Ei,j1 =
⊕
G a graph on [n] with exactly i+ 1 edges
Hj(∆ˆGd,n),
and
bdn−1(∆ˆd,n) ≤
dn−1∑
i=0
dimZ2(E
i,(dn−1−i)
1 ).
Using Theorem 2 of [Mil64] and the fact that for any labeled graph G on [n] the topological
space ∆ˆGd,n is an algebraic set defined by equations of degree 2 in R
dn, we get that its total
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Betti number is at most 2(3)dn−1. Using this, we have:
bdn−1(∆ˆd,n) ≤
dn∑
k=1
((n
2
)
k
)
2(3)dn
≤ 2(3)dn
dn∑
k=1
((n
2
)
k
)
≤ 2(3)dndn
((n
2
)
dn
)
≤ 2(3)dndn
(
n2e
2dn
)dn
,
where in the third inequality we used n ≥ 4d+ 1. 
5.4. General case: the lower bound. For the lower bound on the number of labeled disk
graphs, McDiarmid and Müller give a procedure for inductively generating many distinct
labeled disk graphs. Here we generalize this procedure to higher dimensions.
For each k ≥ d + 1 we construct a family of non-isomorphic labeled geometric graphs on
k vertices in Rd, Uk,d. If we let uk,d denote the number of graphs in Uk,d, we show that for
k ≥ d+ 1,
uk+1,d ≥
(⌊
k
d+ 1
⌋)d
uk,d.
This recursion implies the following which we prove in Section 5.4.1.
Theorem 56 (Lower bound). We have for n > d+ 1 that(
n
(d+ 1)e2
)dn
≤ #d,n
For the base of the recursion, we start with the regular d-simplex in Rd with edges of length
1 and vertices given by P1, P2, ..., Pd+1. The 1-skeleton of the d-simplex is a geometric graph
in Rd this will be the singleton element of Ud+1,d. Though this graph is degenerate it will
still contribute to #d,n which is always a lower bound for b0(R
d×n \∆d,n) by the discussion
following Lemma 15.
To construct the families Uk,d for d + 1 < k ≤ n we need the following technical lemma
which generalizes Lemma 4.1 of [MM14].
Lemma 57. There exist constants ǫ0 > 0 and C > 0 such that for all 0 < ǫ < ǫ0 and all
pi ∈ B(Pi, ǫ) for all i ∈ [d] there exists a unique point
q(p1, . . . , pd) ∈ B(Pd+1, Cǫ)
with ‖q − pi‖ = 1 for all i ∈ {1, ..., d}.
In other words for ǫ small enough, this lemma tells us that there is a well-defined Lipschitz
continuous function, with Lipschitz constant C, q on B(P1, ǫ)×B(P2, ǫ)×· · ·×B(Pd, ǫ)mapping
(x1, ..., xd) to the unique point of the intersection of sphere S(x1, 1) ∩ S(x2, 1) ∩ · · · ∩ S(xd, 1)
closest to Pd+1. The d = 2 case is Lemma 4.1 of [MM14] and is essentially proved directly via
a closed form for q in terms of p1, p2 ∈ B(P1, ǫ) × B(P2, ǫ) that is well-defined and Lipschitz
continuous for ǫ small enough. For larger values of d writing down the closed form of q would
be much more complicated. Therefore, we instead describe algorihmically how one would
compute q given p1, ..., pd sufficiently close respectively to P1, P2, ..., Pd and show that q will
ultimately be a combination of Lipschitz continuous functions.
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Proof of Lemma 57. We show that for ǫ small enough, the intersection S(p1, 1)∩ · · · ∩S(pd, 1)
with pi ∈ B(Pi, ǫ) for all i is two points q+(p1, ..., pd) and q−(p1, ..., pd) with q+(p1, ..., pd) the
closer of the two to Pd+1, and that q
+ : B(P1, ǫ)×· · ·×B(Pd, ǫ)! Rd is Lipschitz continuous.
We will prove that q+ is well-defined and Lipschitz continuous close to P1, P2, ..., Pd by
describing the algorithm one would use to compute q+ and show that each step of the algorithm
is given by composition or addition of Lipschitz continuous functions. Given a tuple of points
(p1, p2, ..., pd) ∈ B(P1, ǫ)×B(P2, ǫ)×· · ·×B(Pd, ǫ), with ǫ sufficiently small one could compute
q+ via the following recursive procedure.
First find the (d− 2)-dimensional sphere given by the intersection of S(p1, 1) and S(p2, 1).
Now for any 0 ≤ k ≤ (d− 1) a k-dimensional sphere in Rd may be described completely by its
center, its radius, and the affine subspace of dimension k+1 in which it is contained. In other
words a k-dimensional sphere in Rd is described by a point in Rd, a positive real number, and
an element of the Grassmannian Gr(k + 1, d). Given p1 and p2 in R
d with the distance from
p1 to p2 smaller than 2 the intersection S(p1, 1) ∩ S(p2, 1) is a (d − 2)-dimensional sphere. It
follows that taking ǫ small enough so that for any p1, p2 ∈ B(P1, ǫ)×B(P2, ǫ), ||p1− p2||2 < 4
we have a continuous function (C,R,G) : B(P1, ǫ)×B(P2, ǫ)! Rd×R+×Gr(d− 1, d). This
map sends (p1, p2) to the (d− 2)-dimensional sphere S(p1, 1) ∩ S(p2, 1) with center C(p1, p2)
radius R(p1, p2) living in the affine hyperplane C(p1, p2) +G(p1, p2).
Now given (p1, ..., pd) ∈ B(P1, ǫ) × · · · × B(Pd, ǫ) with ǫ small enough we have that the
intersection of C(p1, p2) + G(p1, p2) with S(p1, 1) ∪ S(p2, 1) ∪ · · · ∪ S(pd, 1) ⊆ Rd gives an
arrangement of (d− 1) many (d− 2)-dimensional spheres in the affine hyperplane C(p1, p2) +
G(p1, p2). The center and radii of these spheres will be determined by how C(p1, p2)+G(p1, p2)
intersects each S(pi, 1). By induction we find the two points of intersection of these (d − 2)-
dimensional spheres in the (d− 1)-dimensional Euclidean space given by the affine hyperplane
C(p1, p2) +G(p1, p2). Once these two points of intersection have been found we pick the one
that is closest to Pd+1 to be q
+(p1, ..., pd).
It can be verified routinely that (C,R,G) as defined above is Lipschitz continuous in
each coordinate. Moreover the arrangement given by intersecting C(p1, p2) + G(p1, p2) with
S(p1, 1)∪S(p2, 1)∪· · ·∪S(pd, 1) ⊆ Rd when pi is sufficiently close to Pi for all i, can be described
by a 2(d−1) tuple of points (c2, r2, ..., cd, rd) where each ci belongs to C(p1, p2)+G(p1, p2) and
ri ∈ (0, 1]. Here ci and ri are respectively the center and the radius of the (d− 2)-dimensional
sphere given by S(pi, 1) ∩ (C(p1, p2) + G(p1, p2)) for i ≥ 3 with c2 and r2 respectively the
center and radius of the (d−2)-dimensional sphere given by the intersection S(p1, 1)∩S(p2, 1)
i.e. c2 and r2 are C(p1, p2) and R(p1, p2) .
By continuity C(p1, p2) can be made arbitarily close to C(P1, P2), G(p1, p2) can be made
arbitrarily close to G(P1, P2), and R(p1, p2) can be made arbitrarily close to R(P1, P2). From
here it may be verified that for ǫ small enough there is a Lipschitz continuous function from φ :
BGr(d−1,d)(G(P1, P2), ǫ)×BRd(C(P1, P2), ǫ)×BR(R(P1, P2), ǫ)×BRd(P3, ǫ)×· · ·×BRd(Pd, ǫ)!
(Rd−1×R)d−1 mapping an element of the domain to the arrangement of (d− 1) many (d− 2)-
dimensional spheres in the affine hyperplane as described above. By induction we have that
the S0 at the intersection of the arrangement is Lipschitz continuous on the image of φ, and
finally picking the closest of the two points to the fixed point Pd+1 is Lipschitz continuous too.
Note that the base case for the induction can simply be the d = 1 case; given two points in R
picking the one closest to a fixed point is always Lipschitz continuous when the center of the
two points lives in some small enough interval around a second fixed point. 
Let us take the sequence 0 < ǫ1 < · · · < ǫn defined by ǫi = ǫ0/Cn−i, where ǫ0 and C as in the
previous Lemma and we are assuming C > 1. To construct elements of Uk,d recursively from
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Uk−1,d we will also use as an inductive hypothesis that all the elements P = (p1, . . . , pk) ∈ Uk,d
satisfy the following two properties:
P1 ‖pi − Pj‖ < ǫi with i ≡ j mod d+ 1
P2 S(pi1 , 1) ∩ · · · ∩ S(pid+1 , 1) = ∅ for all distinct {i1, . . . , id+1}
These two conditions hold for Ud+1,d whose vertices are P1, ..., Pd+1.
Condition P1 above naturally partitions the vertices of G ∈ Uk,d into d+ 1 distinct classes
given by the clustering of the vertices of G around the points P1, ..., Pd, Pd+1. The proof
of the claimed recursive lower bound on uk,d will be that if G ∈ Uk−1,d and, without loss of
generality, k ≡ 0 mod (d + 1) then picking a transversal σ = {pi1 , pi2 , · · · , pid} of vertices of
G where il ≡ l mod (d + 1) for every i, we give a procedure to choose a position for a new
vertex pk to be added to G so that the neighborhood of pk is unique for each choice of σ and
so that P1 and P2 are satisfied still satisfied after adding pk. As pk will depend on σ and
each choice of σ gives a distinct neighborhood for pk we have that there are at least as many
combinatorially distinct ways to extend G as there are choices for σ.
If we denote by P(G) for G ∈ Uk−1,d the set of all such transversals, that is the number of
d-tuples (i1, . . . , id) with 1 ≤ ij < k such that ij ≡ j mod d+ 1, we have
|P| ≥ ⌊(k − 1)/(d + 1)⌋d.
Now, let Mπ be defined as the intersection of the open balls,
Mπ := B(pi1 , 1) ∩ · · · ∩B(pid , 1).
We have the following lemma, which in the 2-dimensional case is Claim 4.3 of [MM14]. The
proof, which we omit, is exactly analogous to the 2-dimensional case and relies on the fact
that for each π = (i1, ..., id) ∈ P, S(pi1 , 1) ∩ · · · ∩ S(pid , 1) ∩B(Pd+1, ǫk) is a single point due
to Lemma 57 and that single point is unique for each choice of π by condition P2.
Lemma 58. There exists nonempty open sets Oπ ⊂Mπ, such that for all π 6= σ ∈ P we have
either Oπ ∩Mσ = ∅ or Oσ ∩Mπ = ∅.
Now, for each π ∈ P let us pick an arbitrary
qπ = Oπ \
k−1⋃
i=1
S(pi, 1),
and we have that the Rd-geometric graph obtained by adding the vertex qπ to G, which we
will denote (G, qπ), satisfies conditions P1 and P2. Moreover for every choice of π we obtain
a unique way to extend G by the following lemma.
Lemma 59. If π 6= σ ∈ P(G) for G ∈ Uk−1,d the geometric graphs (G, qπ) and (G, qσ) are
not isomorphic.
This holds because we have that qπ and qσ will have different sets of neighbors, generalizing
Claim 4.4 of [MM14].
Lemma 60. If π 6= σ ∈ P(G) for G ∈ Uk−1,d, N(qπ) 6= N(qσ) where N(v) denotes the
neighbors of a point v in Rd in the geometric graph (G, v), that is the vertices of G at distance
less than 1 from v.
Proof. For π 6= σ we have that σ ⊆ N(qπ) if and only if qπ ∈ Mσ. Clearly σ ⊆ N(qσ) and
π ⊆ N(qπ) but by Lemma 58 it cannot be the case that both σ ⊆ N(qπ) and π ⊆ N(qσ). 
40 MARA BELOTTI, ANTONIO LERARIO, AND ANDREW NEWMAN
Now, for each G ∈ Uk−1,d and π ∈ P(G) we construct a geometric graph (P, qπ) which
satisfies conditions P1 and P2 and which satisfies Lemma 59. Then,
uk,d ≥ |P| · uk−1,d ≥ ⌊(k − 1)/(d + 1)⌋d · uk−1,d.
5.4.1. Proof of Theorem 56. We have
#n,d ≥ un,d ≥
(
n−1∏
i=d+1
⌊
i
d+ 1
⌋)d
≥
(
n−1∏
i=d+1
i− d
d+ 1
)d
≥
(
(n− d− 1)!
(d+ 1)n−d−1
)d
.
Using the estimate k! ≥ (ke)k we get
#n,d ≥
(
n− d− 1
(d+ 1)e
)d(n−d−1)
≥
(
n
(d+ 1)e
)dn( n
d+ 1
)−d(d+1)
,
where for the last inequality we used
(
1− d+1n
)d(n−d−1) ≥ e−d(d+1), which derives from (1 +
d+1
n−d−1)
d(n−d−1) ≤ ed(d+1). We then use
(
n
d+1
)d(d+1)
≤ (ed)n to obtain the lower bound.
5.5. The top Betti numbers. The goal of this section will be to prove Theorem 11 regarding
the low degree Betti numbers of the one point compactification of the discriminant.
We will prove this using the generalized Nerve Lemma of Björner.
Theorem 61 (Special case of Theorem 6 of [Bjo03]). Let X be a regular CW complex and
(Xi)i∈I a family of subcomplexes such that X =
⋃
i∈I Xi. Suppose that every non-empty finite
intersection Xi1 ∩ · · · ∩Xit is (k − t + 1)-connected then X is k-connected if and only if the
nerve N (Xi) is k-connected.
Recall that given a CW-complex X and a covering by subcomplexes (Xi)i∈I the nerve of
the covering N (Xi) is the simplicial complex on the vertex set I where σ = [i1, ..., it] is a face
of the nerve if and only if Xi1 ∩ · · · ∩Xit is nonempty.
The covering that we will use for ∆ˆd,n will be given by (∆ˆ
i,j
d,n)1≤i<j≤n where ∆ˆ
i,j
d,n denotes
the compactification in Rd×n of the space ∆i,jd,n = {(x1, ..., xn) ∈ Rd×n | ‖xi − xj‖2 = 1}.
Now each intersection of a set of ∆i,jd,n’s is naturally associated to a graph G and a space
∆Gd,n described in (2.2).
To be able to apply the generalized Nerve Lemma, a key step will be to establish the
following about the topology of ∆ˆGd,n.
Lemma 62. For any graph G with β0(G) connected components ∆
G
d,n is a direct product of a
compact set K := K(G) of dimension at most (d − 1)(n − β0) and Rd×β0 . Therefore ∆ˆGd,n is
dβ0 − 1 connected.
Toward proving this result it will be helpful to observe that ∆Gd,n is the space of graph
homomorphisms from G into the unit distance graph on Rd. The unit distance graph on Rd is
the graph whose vertices are the points in Rd with an edge between two points if and only if
the two points are at distance 1 from each other.
Proof of Lemma 62. Let H be a component of G and let T be a spanning tree of H. Clearly
∆Hd,|V (H)| ⊆ ∆Td,|V (H)| as any homomorphism from H to the unit distance graph on Rd induces
a homomorphism from T to the unit distance graph on Rd. Moreover, we have that ∆Td,|V (H)| ∼
Rd× (Sd−1)|E(T )|. Indeed we may regard T as being a rooted tree and we can map the root of
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T to any point of Rd and from there every vertex may live anywhere on the sphere of radius
1 centered at the image of its parent vertex. Now taking ∆Hd,|V (H)| and modding out by the
Rd factor coming from the choice of image for the root in T we have a closed subset of the
compact set (Sd−1)|E(T )| = (Sd−1)|V (H)|−1. Thus, without fixing the image of the root, we
have that ∆Hd,|V (H)| is the direct product of R
d and the compact space K(H) given by the
closed subset of (Sd−1)|V (H)|−1. It is clear that we may describe any homomorphism from G
to the unit distance graph on Rd as a product of graph homomorphisms on the connected
components. We have that
∆Gd,n
∼= K(G)× Rdβ0
where K(G) is the direct product of K(H) over all connected components H. Thus K(G) is
contained in some n−β0 fold product of (d−1)-dimensional sphere so it is at most (d−1)(n−β0)
dimensional.
We now turn our attention to the compactification of ∆Gd,n. By the description of ∆
G
d,n,
we have that ∆Gd,n is a dβ0-ranked vector bundle over a compact CW complex (since we are
working with semialgebraic sets), so its compactification is the Thom space of this vector
bundle which is dβ0 − 1 connected by Lemma 18.1 of [MS74]. 
Proof of Theorem 11. We apply Lemma 61 to prove that ∆ˆd,n is n + d − 3 connected. We
consider the cover of ∆ˆd,n by (∆ˆ
i,j
d,n)1≤i<j≤n as discussed above so that for any t, the t-fold
intersection of complexes in the cover is ∆ˆGd,n for some graph G on t edges. Moreover we
observe that the nerve of this covering is just the simplex on
(n
2
)
vertices, as any intersection
of the spaces in the cover at least contains the point at infinity so in particular the nerve is
(n+ d− 3)-connected. Thus it suffices to check that ∆ˆGd,n is n+ d− 3− t+ 1 = n− t+ d− 2
connected for any graph G on n vertices with t edges. By Lemma 62, it suffices to verify that
for such a graph n − t + d − 2 ≤ dβ0(G) − 1. This always holds for d ≥ 1 because β0 ≥ 1,
β1 ≥ 0 and n− t = β0 − β1.
To show that ∆ˆn,d is not (n+d−2)-connected we use duality and verify that Rd×n\∆d,n has
at least one dn−1−(n+d−2) = (n−1)(d−1) reduced homology class. The path components
of Rd×n \∆d,n are the rigid isotopy classes of graph on n vertices in Rd. We consider the rigid
isotopy classes of the empty graph on n vertices. The rigid isotopy classes of the empty graph
on n vertices gives all the configurations of n points in Rd so that the distance between any
pair of them is larger than 1. This is homotopy equivalent to Confn(R
d), see Examples 3 and
8, which has its top positive reduced Betti number in dimension (n− 1)(d − 1). 
6. Examples
Here we work out a few examples for computing the Betti numbers of Rd×n \∆d,n for small
values of d and n. We start with the case that d = 1. In the case that d = 1, computing the
topology of ∆ˆG1,n across all graphs G on n vertices is sufficient to compute b0(R
1×n \ ∆1,n).
While we have shown the the number of rigid isotopy classes of R-geometric graphs on n vertices
is given by the number of labeled semiorders on n elements, we work out a computation for
n = 3 here primarily to show how spectral sequences and Alexander–Pontryagin duality can
be used to compute the exact number of rigid isotopy classes of R-geometric graphs.
Example 63 (n = 3, d = 1). By Alexander–Pontryagin duality, it suffices to compute the
Betti numbers of ∆ˆ1,3. This is a union of three compactified quadrics given by the solutions
in R to |xi − xj|2 = 1 for 1 ≤ i < j ≤ 3. Each of these is simply the disjoint union of two
hyperplanes in R1×3. Thus ∆ˆ1,3
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11 that this complex is 1-connected so only the 2nd Betti number is interesting. This is not
surprising as the dual in S3 of ∆ˆ1,3 is R
3 \∆1,3 which is a disjoint union of finite intersections
of halfspaces, so only its zeroth Betti number is interesting.
Now by computing the E1 page of the Mayer–Vietoris spectral sequence given by the cov-
ering of ∆ˆ1,3 by
(
∆ˆi,j1,3
)
1≤i<j≤n
we have that the Euler characteristic of ∆ˆ1,3 will be given
by
χ(∆ˆ1,3) =
∑
0≤i≤2,0≤j≤2
(−1)i+j dim(Ei,j1 ).
On the other hand χ(∆ˆ1,3) = 1 + b2(∆ˆ1,3), so computing the first page is enough.
Now
Ei,j1 =
⊕
G a graph on {1, 2, 3} with exactly i+ 1 edges
Hj(∆ˆG1,3),
So we can compute dim(Ei,j1 ) for every value of i and j. If i = 0 we are looking at ∆ˆ
G
1,3 for
G a graph with three vertices and one edge. Suppose the edge is between vertex 1 and vertex
2, then we may place vertex 1 anywhere on R then vertex 2 at either point of the S0 centered
at the location of vertex 1. Next vertex 3 may be mapped into R arbitrarily. So ∆G1,3 is given
by S0×R×R which compactifies in R3 to S2 ∨S2, and there are three graphs with exactly 1
edge. Next we look at graphs with two edges. If G is such a graph then it is easy to see that
∆G1,3 is R× S0 × S0 which compactifies to S1 ∨ S1 ∨ S1 ∨ S1; there are three such choices for
G. Finally if G is the triangle then there is no way to map G into the unit distance graph on
R so ∆G1,3 = ∅ which compactifies to the point at infinity. Therefore the following table stores
the values of dim(Ei,j1 )
2 6 0 0
1 0 12 0
0 3 3 1
j ", i! 0 1 2
From this table we compute the Euler characteristic to be 19, so b2(∆ˆ1,3) = 18, from which it
follows by duality that b0(R
3\∆1,3) = 18+1 = 19, recovering the number of labeled semiorders
on {1, 2, 3}.
We could take the same approach to compute b0(R
1×n \∆1,n) for any n. For any graph G,
∆G1,n is always a product of a finite set X := X(G), which is possibly empty, and R
β0(G) so
∆ˆG1,n is a wedge of |X| spheres of dimension β0(G) or the point at infinity if X = ∅. Moreover
X(G) will be empty if and only if there is no way to map G into the unit distance graph on
the real line, but this means that X(G) is empty if and only if G is not bipartite.
On the other hand if G is bipartite we can compute |X(G)| exactly, meaning that this
approach could be used to compute the first page of the spectral sequence for d = 1 and any
value of n. However, we should not expect to be able to do so in a reasonable amount of time
for large n, assuming P 6= NP as we explain below.
We have discussed ∆Gd,n as the space of graph homomorphisms from G into the unit distance
graph on Rd. but it turns out that given two graphs G and H, it is in general NP-complete
to decide if there are any graph homomorphisms from G to H by a result of Hell and Nešetřil
[HN90]. Indeed, [HN90] show that for any nonbipartite graph H it is NP-complete to decide
whether a graph G admits any homomorphism into H. For us this means that we should not
be able to even decide in general if ∆Gd,n is empty or not if d ≥ 2 as the unit distance graph
on Rd for d ≥ 2 is not bipartite. Now for d = 1, ∆Gd,n will be computable, but a result Dyer
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and Greenhill [DG00] shows that the problem of enumerating graph homomorphism into a
fixed bipartite graph H is #P-complete unless H is a special type of bipartite graph, which
does not include the unit distance graph on R. Given these results, we should look for other
ways to exactly count the number of isotopy classes given d and n than computing the full
Mayer–Vietoris spectral sequence. To have at least some explicit examples for larger d we
work out the Betti numbers for n = 3, 4 and any d ≥ 2, though the methods we use are rather
ad hoc and doesn’t generalize to higher values of n.
Example 64 (n = 3, d ≥ 2). Here we explicitly compute the topology of each rigid isotopy
class on 3 vertices. The space WG,d for G the complete graph on 3 vertices is contractible, in
fact it is easy to see that it is convex.
For G on two edges we observe that WG,d has the topology of S
d−1. To see this we consider
G as a path on 3 vertices, the first vertex on the path can go anywhere, the second vertex can go
anywhere in the punctured ball of radius 1 around the first vertex; it must be punctured since
only vertices with identical closed neighborhoods can map to the same point. After mapping
the first two vertices the final vertex can be moved freely in some contractible subspace of Rd
determined by the position of the first two vertices.
Now for G on 1 edge we observe have that WG,d has the topology of the configuration space
of two points in Rd, which is just Sd−1. Finally if G is the empty graph thenWG,d is homotopy
equivalent to the configuration space of 3 points in Rd which is known to have b0 = 1, bd−1 = 3
and b2(d−1) = 2.
Putting this all together, we have that the empty graph contributes 1 to b0, 3 to bd−1 and 2
to b2(d−1), the three graphs on one edge each contribute 1 to b0 and 1 to bd−1, the three graphs
on two edges also each contribute 1 to b0 and 1 to bd−1 and the complete graph contributes 1
to b0. So we have 8 + 9x
d−1 + 2x2d−2 as the Poincaré polynomial for Rd×3 \∆d,3.
Example 65 (n = 4, d ≥ 2). The case n = 4 is more interesting but again the computation is
rather ad hoc. We examine each graph G on 4 vertices and compute the Poincaré polynomial
for WG,d summarized in Table 1. These Poincaré polynomials are essentially computed by
inspection; we don’t give the full details for the computations. For example the graph given
by a path on 3 vertices and an isolated vertex is has the homotopy type of Sd−1×Sd−1. With
one vertex of the path fixed, the next vertex is free to go anywhere in the punctured ball
around the first vertex. Next the final vertex of the path may be place freely inside some
contractible set. So the path contributes a factor of Sd−1 Finally after the path is placed in
Rd the union of the balls around its vertices gives a contractible space in Rd and the isolated
vertex may be place anywhere outside of this contractible space so this contributes the other
Sd−1 factor. From Table 1 we can determine β(G) for any graph on 4 vertices, and determine
that the Poincare Polynomial of Rd×4 \∆d,4 is
64 + 7xd−2 + 92xd−1 + 7x2d−3 + 35x2d−2 + 6x3d−3
In particular in the case of the plane there are 71 rigid isotopy class of graphs on 4 vertices,
while there are 64 labeled graphs on 4 vertices all of which can be realized as geometric graphs
in the plane. We can also recover the number of rigid isotopy classes for 4 points on the
real line with the observation that the 4-cycle and the star cannot be realized as geometric
graphs in R. Therefore in the case that d = 1 the 211 coming from evaluating the Poincare
polynomial at x = 1 overcounts by the contribution of 4 for each 4-cycle and for each star, so
the overcount is 28, bring the total number of chambers to 211 - 28 = 183.
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