














クランド大学に所属していたRoss IhakaとRobert Gentlemanの2人によって, 1993年に開発され
た（Ihaka, 1998）。Statlibというオンラインのデータベ スーから配布された初期のRには, 世界中
の研究者から多くのフィー ドバックが寄せられ, 2人はそれを受けてさらに開発を進めた。1995年
に, RはGNU general licenseの元で一般に公開された。また, 支援の広がりを受けて, Rの開発
者・支援者をメンバーとするメーリングリストが組織された。これを母体として, 1997年にはRの
中心的な開発者たちによって「コアグル プー（core group）」が組織された。Rの正式バージョン
である, R version 1.0.0は2000年に開発された。2002年にはRの開発・公開を公的にサポ トーす
るための国際非営利組織R Foundationが, Ross Ihaka, Robert Gentlemanの2人を理事長とし
て発足した。その定款には, 組織の目的として






という3点がうたわれている（R Foundation for Statistical Computing, 2002）。
こうして開発体制の整ったRは普及期に入り, 研究者の間で広く実践的に利用されるようになって
いった。Rの登場以前は, 統計ソフトウェアとはそれを専門とする会社の開発する商品であるのが
一般的で, およそ高額なものと相場がきまっていた。フリー でオープンソースなRの登場と普及は, こ
の常識を大きく転換した。2004年には初のメジャーアップデ トーとなるR 2.0.0がリリー スされ, 多く
の新機能が搭載された。同年には, Rを専門的に扱う初の国際会議であるuseR! 2004 – The R 
















同社は早期から「use R!」といったR関連のシリー ズ本を企画し出版しており, R関連の書籍を担う
筆頭となっていることがわかる。なお, 残念ながらこの公式サイトの文献リストには含まれていないが, 
わが国においても共立出版が「Rで学ぶデ ターサイエンス」という全20巻のシリー ズ本を2009年か
ら出版しており, 現在も配本中である。また, Springer社のR関連書籍も多数が翻訳され, シュプリ













このように, Rはわずか2人の研究者が開発した小さなソフトウェアから, 世界的にユーザ をー獲得
し国際的な会議や関連書籍を多数抱える世界的プロジェクトへと発展してきている。ソースコ ドー




（Why R is named R?）」という質問が含まれている4。これによれば, ひとつにはRの作者である




















ルであるJournal of American Statistical Association誌に掲載されたMetropolisとUlamの論
































とする。また, CRANに登録されているパッケージを用いると, さらに多変量分布など, 様 な々分
布からの乱数発生ができる。これらを用いて効率的にモンテカルロ研究を行うことができる。
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表1  Rのコア機能として用意されている分布（Robert & Casella, 2010のTable 1.1を改変）
分布   関数名（コア部分） パラメー タ  デフォルト値
ベータ分布  beta   shape1, shape2 
二項分布  binom   size, prob 
コーシー分布  cauchy   location, scale  0,1
カイ二乗分布  chisq   df 
指数分布  exp   1/mean   1
F分布   f   df1, df2 
ガンマ分布  gamma   shape, 1/scale  NA, 1
幾何分布  geom   prob 
超幾何分布  hyper   m, n, k 
対数正規分布  lnorm   mean, sd  0, 1
ロジスティック分布 logis   location, scale  0,1
正規分布  norm   mean, sd  0, 1
ポアソン分布  pois   lambda 
t分布   t   df 
一様分布  unif   min, max  0, 1
ワイブル分布  weibull   shape 
　たとえばいま, 
  　　　 　　　　　　　　　　　　　　　　（1）
という関数の, 区間[0,1]における積分値を求めたいとしよう（ここでの例はRobert & Casella, 
2004, 2010を参考にしている）。この関数をプロットするには, Rで


















> f <- function(x){(cos(50*x)+sin(30*x))^2}
> x = f(runif(10^4))
> estint <- cumsum(x)/(1:10^4)
> esterr <- sqrt(cumsum((x-estint)^2))/(1:10^4)
この結果は次のようにプロットできる。
図3  ƒ(x) = [cos (50x) + sin(30x)]のグラフ
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この出力が図4である。横軸が繰り返しの回数（1 ～ 10,000）, 縦軸が面積の推定値であり, 濃い
黒が点推定値・上限の灰色の線が95%信頼区間の上限と下限をそれぞれ表している。図4からわ
かるとおり, 繰り返し数が数百程度までの初期においては, 推定値は大きくぶれており, モンテカル





と, 0.997であった。なお, さらに10万回, 100万回と繰り替え指数を大きくすると, 推定値は
> x <- f(runif(10^5))
> estint <- cumsum(x)/(1:10^5)
> estint[10^5]
[1] 0.9813334
> x <- f(runif(10^6))





と, それぞれ0.981, 0,985になった。一方, Rには適応型求積法によって高精度に積分値を求める
ための関数integrate()が用意されており, これを用いると
> integrate(f,0,1)



















（2）ル プーを用いて, xのそれぞれについて1要素ずつlog（x）の値を計算し, それをyに格納して
いく








for (i in 1:1000000){




















































していった。しかし, 上記の（1）, （2）などにみられるとおり, このような操作はRでは時間がかかる
処理である。一方, Rの多くの関数はベクトル演算に対応しており, ベクトルのままの変数を引数とし






> ptm <- proc.time()
> x <- 1:1000000
> y <- log(x)




> proc.time() - ptm
 ユーザシステム経過  
  　0.15    0.03 　  0.19 























































ただし,  SSAは要因Aの平方和,  SSTは全体の平方和, dfAは要因Aの自由度, MSAは要因Aの平均
平方,  MSEは誤差の平均平方である。これらはいずれも,  母集団における全分散に占める要因
で説明できる分散の割合として定義される, 真の効果量η2の推定量と考えることができる。
　大久保・岡田 （2012）では, この3種類標本効果量の実際のデ ター分析における挙動をみるた
めに, 1要因被験者間の分散分析モデルを用いてモンテカルロシミュレーションを行った結果を紹介
している。図6は, 効果量の真値をή2＝.012とし, 標本サイズを10から100まで10おきに操作して, 乱
数により生成したデータから標本効果量を計算することを各条件につき10,000回繰り返したとき
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