Parabolic maximal functions associated with a distribution  by Calderón, A.P & Torchinsky, A
ADVANCES IN MATHEMATICS 16, l-64 (1975) 
Parabolic Maximal Functions Associated with a Distribution 
A. P. CALDER~N* AND A. TORCHINSKY+ 
Department0 de Matematicas, Universidad de Buenos Aires, 
Buenos Aires, Argentina, 
Department of Mathematics, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 02139, and 
Department of Mathematics, Cornell University, Ithaca, New York 14850 
In this paper we extend some interesting recent results of Burkholder, 
Gundy and Silverstein [2], and Fefferman and Stein [6] concerning the 
classes HP of analytic functions in a halfplane or harmonic functions in a 
halfspace. 
We study convolutions of the form F(x, t) = (f * q.~J(x), where f is a 
tempered distribution in Rn and vl is an approximate identity of the 
form 
q+(x) = (det W1d41x), t > 0, 
q being a function in the class 9’ of infinitely differentiable, rapidly 
decreasing functions in Rn and A, a multiplicative group of linear dila- 
tions of R”. The justification for the study of these functions lies in the 
fact that they are closely related to the study of the so-called singular 
integrals with mixed homogeneity and of related differential operators, 
such as the diffusion operator. With such functions F(x, t) we associate 
maximal functions and analogues of the Lusin and the Littlewood- 
Paley functions, study the relations among these for a given f and various 
choices of q~, and extend to this case the theory of Fefferman and Stein. 
The results are the same and although, for the sake of simplicity, we have 
restricted the functions CJJ to the class 9 the reader will have no difficulty 
in extending our results to larger classes. Methodologically, however, 
the present situation is different. The theory of harmonic functions is not 
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available as a tool, and while with a special choice of v there is a substitute 
for Laplace’s equation (see 1.3), its solutions do not have many of the 
important properties of harmonic functions which are used in the study 
of the HP spaces in the harmonic case. Yet some of the new ideas and 
techniques developed in [2] and [6] can still be exploited in the present 
situation. 
We do not consider weighted norms, but N. Aguilera and C. Segovia 
have shown recently that many of our results are also valid for such 
norms. 
In a paper to follow this one we will introduce the analogues the spaces 
HP and study their duals, multipliers and fractional integration. 
Notation. We shall introduce our notation as we go along. Here we 
only call the attention to the fact that we will be using the letter c to 
denote a constant which need not be the same in different occurrences. 
1 
1.1. The Groups A, and A,* 
We let At, t > 0, A, = A,A, be a continuous group of affine trans- 
formations of Rn leaving the origin fixed. The infinitesimal generator 
of A, will be denoted with P so that 
t;A,=PA,. 
We shall assume that if x E R”, and 1 x 1 denotes its norm, then 
From this it follows that 
tslYl G I&I Gt”lyI, t < 1, (2) 
by merely setting A,x = y, x = A,/, y in the preceding inequality. 
The transposed of A, with respect to the ordinary inner product (x, y) 
in Rn will be denoted with A,*. They also form a multiplicative group and 
satisfy the inequalities (1) and (2). As is well known 
det At = det A,* = tY y = trace P. (3) 
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With Tt and rf, we will denote the operators defined by 
They have the following readily verified properties: 
(9 wk) = (Ttfuk)* 
(ii) the transpose of T, is t-‘T;l, that is 
(iii) if (T,f)” denotes the Fourier transform of T,f, then (T,f)^ = 
t-rf,lf. 
(iv) ql(a/&) T, is a differential operator with constant coefficients 
for each t and its transpose is (- l)lOIT,l( a/&v) T, . 
LEMMA 1.2. If P is the inJinitesimal generator of the grotsp At, there 
exists a strictly positive self-adjoint B such that PB + BP* = I, where I 
is the identity transformation of Rn. 
Proof. First we observe that since 
by differentiating and setting t = 1, it follows that 
and 
(Px, x) + (x, Px) 2 24% 4 
(Px, x) Z a@, x) 2 (x, 4. (1) 
Thus for a complex vector z = x1 + ix, , and the hermitian inner 
product we have 
so that, for the real part Re(Pz, z) of (Pz, z) we have 
Re(Pz, z) > (z, z). 
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Consequently, if A is an eigenvalue of P and z is a corresponding eigen- 
vector, then 
Re(Px, x) = Re h(z, z) > (x, z). 
Now assume that the equation PX + XP* = I has no solution. Then 
there exists X, X # 0 such that PX + XP* = 0, and if this is the case 
then also 
P’“X + (- l)“+lx(P*)k = 0, k = 0, 1, 2 ,... . (2) 
This is seen by induction. In fact, multiplying on the right by P and on 
the left by P* and subtracting we obtain 
* P”+lx + (- l)“+“X( P ) k+l - p[(-l)kX(p*)k-1 + p”lx] P* = 0 
and by the inductive hypothesis the last term vanishes. Thus, if p 
denotes the characteristic polynomial of P, multiplying (2) by the 
coefficients of P and adding we find that 
p(P)X - Xp(-P*) = 0. 
But p(P) = 0, and since the eigenvalues of P, that is the roots of p, 
have positive real part and the eigenvalues of -P* have negative real 
parts, it follows that p( - P*) is nonsingular and we must have X = 0, a 
contradiction. Thus the equation PX + XP* = I has a unique solution 
B. To see that B is self-adjoint we take adjoints in PB + BP* = I 
obtaining PB* + B*P* = I, whence from the uniqueness of the solu- 
tion, it follows that B = B*. 
Finally, to see that B is strictly positive we observe that 
d 
t z (BAt*x, A,*x) = ([BP* + PB] A, *x, A,*x) = (At*%, A,*x) > 0, x # 0, 
and since (BAt*x, At*x) tends to zero as t tends to zero, we conclude 
that 
(BA,*x, A,*%) > 0 
and setting t = 1, the desired conclusion follows. 
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1.3. The Functions qua 
Given a function q~ of the class Y of rapidly decreasing infinitely 
differentiable functions of L. Schwartz in R”, we define 
I&) = t-Y&4;1x) = t-‘T;+p. 
Then, by 1.1, (4) we have 
T;’ $ 
( ) 
u T,yt = t-“T;l [ (;)“y] = [ ($p] . 
t 
(1) 
A special role will be played by the qf with 
$@) = pw P(Y) 4 = exp[-4=-2(Bx, 41, (2) 
where B is as in Lemma 1.2. This function satisfies a differential equation, 
namely 
t&t = T?ATtpt, (3) 
where d is the Laplacian. This is readily seen by taking Fourier trans- 
forms. In fact 
and 
(t-YT,-l$(x) = cj+4, *x) 
t $&4,*x) = t 4 exp[--4n2(BAt*x, A,*x)] 
+ -4&$(&*x) ; (BA,“x, A,*x) 
= -4772t(A,*x, l&*x) &4,*x) 
= --L747r2 1 x l”&‘$(A,*x) = (T,l AT,y,)*(x). 
Furthermore, if f is a tempered distribution and F(x, t) = f *tpt(x), where 
f.+pt stands for the convolution off and F~, then F satisfies the same 
equation 
t ;F = T,-‘AT,F. (4 
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1.4. The Metrics Associated with A, and A,* 
Let us consider the function (Ap, A,x). Differentiating with respect 
to t we have 
t 1 (A& A$) = p* + PI Ax, &). 
But as we saw in the proof of Lemma 1.2 ([P + P*] x, x) >, 2(x, x) 
and therefore (Ap, Ap) is a strictly increasing function of t. Further- 
more, according to 1 .l, (1) and (2), this function tends to zero as t ---t 0 
and to + co as t + 00. Thus, given x in Rn there is a unique t such that 
1 A;% 1 = 1 and we define p(x) to be this value of t. Now let us show 
that p defines a translation invariant distance p(x - y). For this we 
merely have to show that 
In fact, if t, = p(xr) and t, = p(xJ and pi = AS;lx, , g2 = A<$, 
then 1 %i 1 = I 5s 1 = 1 and 
Moreover we have 
since ti/(tl + tz) < 1, i = 1, 2, and 01 > 1 (see 1.1, (1)). Thus t, + 1, >, 
p(xr + xa), which is the desired inequality. 
The following properties of p(x) are an immediate consequence of its 
definition and of 1 .l, (1) and (2). 
f&w = Qw (1) 
p(x) < 1 ifandonlyif 1x1 < 1. (2) 
pi < 1x1 <p(+ifIxIorp(x) < 1. 
p(x)“<Ixl <p(~)6ifIxIorp(4Z 1. 
(3) 
In a similar fashion we define p*(x) with At*, and (l), (2), and (3) hold 
for p*. 
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LEMMA 1.5. The function p(x) is an in.nitely d$kwntiable function of 
x for x # 0. Furthermore if (a/axp is a monomial dzjferential operator with 
respect to the coordinates of x and 1 CT 1 is its order we have 
l(sc~ I 
p(x) < C,p(Xy+I if /+>>A 
if p(x)<l. 
The same inequalities hold for p*(x). 
Proof. First let us observe that the matrix representing A, in terms 
of the coordinates of Rn has analytic functions of t as entries. Further- 
more, since p(x) is defined through the equations 
(At%&) = 1, 
and, as we saw in 1.4, 
tp(x) = 1, 
p(x) is an infinitely differentiable, indeed, analytic function of x. 
Next we observe that from 1 .I, (1) and (2), it follows that the entries of 
A, are dominated by P for t > 1 and by ta for t < 1. 
Now, the derivatives (a/a~)~p = p,, are bounded on 1 x [ = 1. Thus, 
differentiating we have 
where p7 runs over all derivatives of order ( u 1 of p and the a, are mono- 
mials of degree I (T 1 in the entries of A, . Thus if p(x) > 1 setting t = 
p(x)-’ we have I A,x 1 = 1 and substituting above we obtain 
and in a similar fashion one obtains the inequality for p(x) < 1. 
1.6. The Maximal Theorem for the Metric p 
LEMMA 1.6. Let E be a subset of R”, and suppose that to each x in E 
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there corresponds a ball {y [ p(x - y) < Y(X)} = B,(,)(x) with center 
at x. Suppose that the radii r(x) are bounded, say Y(X) < M. Then there 
exists a disjoint countable family B,(,j)(xi) of these balls such that 
E c u &r(zj)(%)’ 
Proof. For each integer k, k = 1, 2,..., we construct inductively a 
family of balls with the following properties: 
(i) 2-kM < r(xjk) < 2-“+lM, 
(ii) the Brb,,)(xih) are disjoint for h < k, 
(iii) for each k the family is maximal with respect to (i) and (ii). 
Evidently, such a family exists. Furthermore, it has the property stated 
in our lemma. In fact, suppose that x E E and that Y(X) is the radius of the 
ball corresponding to x, then 2-kM < r(x) < 2-k+1M. Then B,b)(x) 
intersects one of the B7(+)(xjh), h < k, for otherwise our inductive 
construction would violate (iii) at the kth step. Since I(X) < 2~(x&for 
h < k we conclude that 
THEOREM 1.7. Let 1 q(x)] < ~jj~(x)], where T(t) is continuous, strictly 
decreasing in 0 < t < co and 
I d&l1 dx = 1. 
Let qua = t-‘(p(&lx) andF(x, t) = f * yl(x). 
Let 
and if f E L1 and \{M, > s}j denotes the measure of the set of points where 
M,(x) > s, 
where c is the value oft for which v(t) = 4 ~(0). 
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Proof. Our assertion is obvious if f E Lw. So we need only consider 
the casefELl. Let I = 23(O) if 29(O) > q(t) > 2-940). Then, 
evidently, r(t) < I < 27(t) and 
Furthermore, if x(t) denotes the characteristic function of [0, l] and 
tk is the value of t for which v(t) = 2-540), we have 
7&) d Lgo Wk) - rl(~k+l)lX (k) = do) f 2-kx (+) 
k=l 
and 
s q&(x)] dx = ~(0)t.u f 2-“t,Y < 2, k=l 
where w  denotes the measure of the unit ball. Let now E be the set 
where M,(X) > s. If x E E, then there exists y with p(x - y) < at 
such that 
= T(o) kgl 2-“t,Y j If(z)] (ttk)--YX [ p(A’l’t; - +] dz. 
But 
so that for some K > 1 we have 
j  1 f@>l @k)-‘x [ ‘(q; z’ ] dz > 9(o) ; 2-jtjY 3 F > 
that is, the integral of If( x )I over the ball with center y and radius ttk is 
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larger than (ttk)Y(~w/2). But this sphere is contained in the ball with 
center at x and radius tt, + at = t(& + a). Thus 
and we see that for each x E E there exists a ball Br(x) with center at x 
such that 
Now according to the preceding lemma we can select a disjoint family 
B,.((x,) of such balls so that 
E C U &~(~i)~ 
i 
whence it follows that 
I E I G C I 4&J = 3? 2 I B&4 
i e 
as we wished to show. 
COROLLARY 1.8. If in Theorem 1.7, f is in D, 1 < p < CO, then 
M,EP and 
where cl is a constant and c as in Theorem 1.7. 
This follows in the well known fashion from Theorem 1.7 and the 
Marcinkiewicz interpolation theorem. 
COROLLARY 1.9. The assertion of Theorem 1.7 holds for any v(x) such 
that 1 cp(x)J < c(1 + 1 x I)-” for suficiently large M. 
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In fact 
1 p(x)] ,< 3%(3 + 1 x I)+’ < 3%(2 + p(x)“)-” < 3%(1 + 1 x l”l/fi)-Y 
COROLLARY 1 .lO. Gmen a measurable subset E of Rn we dejne the 
maximal average density 6(x, E) of E at x as 
6(x, E) = S;P I B,(x) n E I I @$I-‘, 
where B,(x) is the ball with center at x and radius t. This is precisely the 
function M,,(x) of Theorem 1.7 with f the characteristic function of the set E 
and ‘p the characteristic function of B,(O). Thus we have 
[{8(x, E) > s}I < 9 I E I. 
2. THE MAXIMAL FUNCTIONS 
DEFINITION 2.1. Given a complex valued function F(x, t), x E R”, 
t > 0, we define the maximal function associated with F(x, t)’ 
where x is the characteristic function of [0, 11, and 
N,(x, F) = sup ) F(y, t)l (1 + p(X ; y, )“, 
l!,t 
x 3 0. 
Sometimes, when there is no ambiguity about the functionF(x, t) under 
consideration, we will denote these functions simply by M,(x) and 
Nh(x) respectively. 
LEMMA 2.2. Let a, b > 0. Then for each s > 0 we have 
IW&,~) > 41 6 2 ’ 3’ (1 + ;)y I{~&,q > 4. 
Proof. Let E, = {MJx, F) > s}, and let x E E, . Then there exists 
(y, t) with p(x - y) < at such that I F( y, t)l > s. But then, if 
p(z - y) < bt we have Mb(z, F) > s, that is, the ball with center at y 
1 il&(x, F) will be assumed measurable. This is the case if, for example, Fe’s continuous. 
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and radius bt is contained in the set Eb = {M*(x, F) > S} and therefore, 
as is readily seen S(x, Eb) >, (b/a + b)Y (see Corollary 1.10). Thus we 
have 
and therefore according to Corollary 1.10 we have 
which is the desired inequality. 
THEOREM 2.3. Suppose that M,(x, F) G Lp, b > 0, and 0 < p < co. 
Then Ma(x, F) E LP, a 3 b, and 
Proof. Denoting by I(Ma > s}1 the measure of the set where 
MJx, F) > s from the preceding lemma we obtain 
THEOREM 2.4. Suppose that Ma(s, F) E Lp, 0 < p < 00, b > 0. 
Then N,,(x, F) E LP for X > y/p and 
where c depends on A, p and a. 
Proof. As is readily verified, we have 
(1 + SF” < il 2-I”x (&), 
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where x is the characteristic function of the interval [0, 11. Thus we 
have 
Nh(X) = s,“p I qy, t>l (1 + p(x ; y, )-” 
= g 2-94*/&). 
Now, if 0 < p < 1, from this we obtain 
NAP(X) < f 2-kDq&) 
k=l 
and integrating and using Theorem 2.3 we obtain 
II N, IIS < f 2-““2 * 3v(l + 2”‘V)’ II Mb II;, 
k=l 
and the series on the right converges if h > y/p. If p > 1, we have 
11 Nh II9 < g 2-k21/p3”/p (1 + F)V’P II Mb /ID , 
k=l 
and, again, the series converges if h > y/p. 
THEOREM 2.5. Let F(x, t) be continuously diferentiable with respect 
to the x variables in t > 0. Let 
and suppose that M,(x, F) and A&(x, G), a, b > 0, are inLp, 0 < p < co. 
Then there is a constant c depending on a, b andp such that 
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and 
otherwise. 
Proof. On account of Theorem 2.3 it suffices to prove our assertion 
for any two particular values of a and b. Thus we shall set a = 1, b = 2, 
and denote the corresponding functions simply by MO , Ml and M, , 
respectively, 
Consider the set {Ml > s} A {M2 < r-l&} where r is a number 
between 0 and 1. We shall show that 
I{Ml > S} n {AZ, < r+h}I < c~-yIpa j{M, > s/2}/, (1) 
where 01 is as in 1.1, (l), and c is a constant independent of Y, s and p. 
Assuming this for the moment, it implies that 
j{Ml > s}l < CY--YIPOI I{M, > S/2)1 + I(Ms > r-lh}‘s)l. 
Thus, multiplying by psp-l and integrating we obtain 
< 2%P+pp Irn /{MO > s}I P---l ds + rp jam [{ill, > s>l P-l ds 
0 
= ~‘cY-“~” II MO 11; + Y (1 M, 11; . 
Since Y < 1 and 01 > 1, we may replace 01 by 1 in the last expression 
If II MO lip G II M2 Ilp we set 
y = IlMoll P2/2/(Y+d 11 M, j,;P2/(V+P) 
and the desired inequality follows. If 1) MO Ijp > 11 M, &, , we simply set 
Y = 1 and replace 11 M, I&, by II MO lip . 
Thus, there remains to prove (1). Suppose that x E {M, > s}. Then 
there exists ( y, t) such that I F( y, t)l > s and p(x - y) < t. If in 
addition x belongs to {M2 < r-l/ps}, then 
for p(z - x) < 2t. 
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Now let us set F,(x) = (T,F)(x, t) = &4,x, t), and x = A$, y = 
A,y, etc., then 
the last inequality being valid for p(Ar(z - z)) < 2t, that is for 
p(a - Z) < 2. But, according to 1.4, (3), this holds if 1 f - f 1 < 2, 
and consequently, since j p - 2 [ < 1 we have 
1 F,(.q > 1 F,(Y)/ - r-w 15 - f j > s - s/2 > s/2 
for 1 p - 2 1 < Q G/p. Thus we have 
(2) 
for 17 - $7 1 = 1 Ayl( y - z)I < & rl/P. 
But if p( y - z) < r11np2-W, then, according to 1.4, (3), we have 
and consequently (2) holds for p( y - z) < #p2--llat. Thus M,,(x) > s/2 
in the ball with center at y and radius r+p2-W, or, in other words, this 
sphere is contained in the set E = {M,, > s/2}. Thus, since p(x - y) < t, 
% E) 3 b l/wp(~ + pD2-lla)-l]v, 
and (MI > S) A {M2 < r-l/%) is contained in the set where this ine- 
quality holds, and by Corollary 1.10, 
since Y < 1, as we wished to show. 
THEOREM 2.6 (Hardy-Littlewood’s inequality). Suppose that 
Then 
W&, F) ED’, a > 0, o<p<m 
I F(x, t)l < c II Ma /In t-+““, 
607/16/1-z 
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where c depends on a and p, and if q > p 
where c depends on a, p and q. 
Proof. Suppose that p(x - y) < at. Then 
JC~Y) 3 IF& 01. 
Thus, raising this inequality to the power p and integrating with respect 
toy over p(x, y) < at we obtain 
whence the first inequality follows. 
Letnowb =cllM,&, where c is the constant in the first inequality 
of the theorem, so that 
1 F(x, t)l < bt-“/“. 
Now, for fixed t, let us consider the set {I F 1 > s>. Evidently, this set 
is empty ifs > &-YIP. Thus 
j- I F(x, t)]” dx = q s,Obt-y’D I{1 F I > s}l sq-l ds, 
but, since IF(x, t)] < A&(x) we have 
I{1 F I > 41 B IWL > 41, 
and substituting above we obtain 
j 1 F(x, t)j” dx < q jObt-y”l{Mm > s}l s ‘-‘ds 
and multiplying by t v(@--l), integrating and inverting the order of 
integration on the right it follows that 
s 
1 F(x, t)[‘t’(““-‘) dx $ < q jm I{n/r > s}l 8-l j 
(b/s)‘lv 
t~(Q/~-l) dt 
0 0 
t ds 
= y(q*T p) b*-” Jam #VI, > s}l P-l ds 
as we wished to show. 
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3.1. The Lusin and Littlewood-Paley Functions 
Given a function F(x, t), x E R n, t > 0, we define the Lusin function 
S,Jx, F), or briefly S,(X) as 
g(x) = $ / jF(y, t)12 x [ P’“, y) ] (at)-’ dy + 
1 =- 
w  s I F(Y, t)l” @>-’ dy f , 
a > 0, 
.0(x-?JKat 
where w  is, as usual, the measure of the unit sphere, and x is the charac- 
teristic function of the interval [O, I]. The Littlewood-Paley function 
is defined as 
GA2(x,F) = GAB(x) 
=--- ’ j. 1 F(y, t)12 [I + ‘@ ; ‘) I-” t-y dy q, h > 0. w  
LEMMA 3.2. Let E be a closed set. Then fey a, b > 0, there exists a 
closed set E1 , E1 C E, such that 
j- 1 F(x, t)j2 x [c-j dx f < 2 J; Sb2(x) dx, 
where p”(x) denotes the distance to E1 , and if 0 and 0, denote the comple- 
ments of E and E1 respectively, then 
I% I d 4 * 3”(l + u/b)” I@ I, 
where 10 I and 1 0,I denote the mea.rures of 0 and 0, respectively. 
Proof. Consider the function 
H(y, t) = ; s, x [ p(xb; ‘) ] (at)-” dx, 
and let Ma be the maximal function MJx, H) associated with H. Let 6JI 
be the set of points where M,(X) > l/2, and E1 its complement. Then if 
x E E1 and p( y - .a) < at we have H( y, t) < l/2 and therefore 
p(xb; ‘) ] (tb)-v dx = 1 - H(y, t) > G$, 
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that is, this integral is not less than l/2 on the support of x[‘( r)/at]. Thus 
multiplying by 1 F( y, t)12 and integrating we obtain 
; / I F(Y, O12x [%] 4 f 
< ; j- 1 F( y, t)j2 j-, x [+fi] (bt)-’ dx dy f 
= s h2(x) d ,E 
and the estimate for the measure of 0, follows from Theorem 1.7, by 
observing that x[p(x)/bt] = x[p(A,lx)/b]. 
LEMMA 3.3. Let f and g be two nonnegative functions in Rn. For s > 0 
let (f > s} denote the set where f > s and I(f > s}I its measure. Suppose 
thatgELP,O<p<2,andthatifE,={f>s} 
IV > 4 G ~1 &y E,d42dx + ~2 Kg > 41, s 
for all r, s > 0. 
Then f E Lp and 
Ilf II: < cf’2c--1)‘2 s II g II”, * 
Proof. The inequality in the lemma can be rewritten as 
IV > 41 G 5 & s o8 118 > t>l t dt + ~2 l{g > 41. 
Multiplying by p&*-l and integrating we obtain 
Jj(x)p dx = p 6 I(f > rs}l (rs)p-l d(n) 
l{g > t}l t dt + c2rP 
I 
g(x)” dx. 
Inverting the order of integration, the first integral in the last term 
becomes 
I’ Joa lk > t)l t Itm sp-’ ds = & lorn Ihi > t>l t”-’ dt = &II g 11;. 
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Thus we have 
IlfllF? G (* *‘p-2 + c2y”) II g 11; > 
and setting r2 = cl/c2 the desired inequality follows. 
THEOREM 3.4. If a, b > 0 and S, and S, are the Lusin functions 
associated with F(x, t) and S, E LP, 0 < p < 2, then S, ED. Furthermore 
11 s, 11,” < 4 * 3v 3s (1 + ;)y(1-p’2) /I s, 11; , P < 2, 
II & 112 = II Sb II2 * 
Proof. By setting x = A,,y we have 
; f x [+$I (at)-’ dx = ; j x[p(y)] dy = 1. 
Thus 
1 Sa2(x) dx = d 1 dx 11 F(y, t)l” x [ ‘(x, ‘) ] (at)-’ dy 9 
= I% t)12dy$ s 
and similarly for S, . Thus if S, E L2, then S, E L2 and 11 S, [I2 = 11 S, iI2 . 
Referring now to Lemma 3.2 let E = E, be the (closed) set where 
S, < s, s > 0, and let El be related to E as in the lemma. Then 
s, Sa2(x)dx = ; 1 IF(Y, t>12 [s,x [ p(5aty)] GW’dx] dy+. 
But the inner integral is less than or equal to 1 and vanishes if p”(y), the 
distance of y to El , exceeds at. Thus this integral is less than or equal to 
xp(y)/at], and Lemma 3.2 gives 
lEl S,(X)~ dx < j- I F(Y) t>12 x [$-I 4 f < 2 j, S,(X>~ dx, 
so that if 0, is the complement of El and Y, s > 0, we have 
I{& > 41 < & ES&>z dx + IfA I, s 
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and since the complement 0 of E is the set where S, > s and 
applying Lemma 3.3, we obtain the desired result. 
THEOREM 3.5. Let S, and GA be a L&n function and the Littlewood- 
Paley function associated with F(x, t). Then if S, E Lp, 0 < p < 2, G,, 
also belongs to L@ provided that h > y/p, and 
where c depends on a, h and p. 
Proof. As was observed in the proof of Theorem 2.4 we have 
(1 + ,)-2A < f 2--kx(s/29, 
k=l 
where x is the characteristic function of [0, 11. Thus we have 
= g 2-k2~k’yk,*~(X). 
In the case p = 2, we integrate with respect to x and using Theorem 
3.4 we find that 
11 GA 11; < f 2k(y/2h-1) 11 S, II;, 
k-l 
and if y/2X < 1, that is A > y/2, the series converges and we obtain the 
desired result. 
In the case-p < 2, we raise the inequality above to the power p/2 and 
obtain 
G,(x)” < i 2k’v’2h-1)el~S~~,~(x), 
k=l 
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and integrating and using Theorem 3.4 we find that 
k=l 
Now, as is readily verified, the series converges if X > y/p, and the 
desired result follows. 
4. MAXIMAL FUNCTIONS ASSOCIATED WITH 
TEMPERED DISTRIBUTIONS 
Let f be a tempered distribution in Rn and q~ a function in 9’. We let 
qt be defined as in 1.3 by 
qQ(X) = t--Y&l;lx), 
and form the function 
In what follows we shall study the relations between the maximal 
functions and the Lusin and Littlewood-Paley functions associated with 
F for various choices of y. This section will be devoted to the maximal 
functions. 
We start with some preliminary material. 
LEMMA 4.1. Let @j(x), j = I,..., 
that CL1 1 $+&*x)/~ d 
m be functions in 9 with the property 
oes not vanish identically in t for x # 0. Then there 
exist functions +&(x) E C,,a, j = 1, 2,..., m, oanishing near the origin, 
such that ‘Ij&x) q+(x) is real, nonnegative and that for each compact set C not 
containing there exists a 6, 6 > 0 with the property that 
l/s m 
s 1 E j=l rjj(A,*x) tjTj(A,*X) f = 1 
for x E C, and E < 6. 
Proof. Let t&(t) > 0, 0 < t < co be an increasing sequence of 
functions in Coca vanishing near the origin and tending to 1 in 
O<t<co. 
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Then if 1 f 1 = 1 we will have 
p(3) = Srn ek[p*(At*K)] f I$&4t*5)[2 $ > 0, 
0 j=l 
for a sufficiently large K and all 2, 1 x 1 = 1. If we define 
and 
v(x) = p[A&,)x]--1 
we obtain the functions f,(x) with the desired properties, as is readily 
verified. 
LEMMA 4.2. Let F(X) and r](x) be functions in 9 such that ~(0) = 0 
and q(x) has compact support and vanishes near the origin. Let xs,t = 
qs * yt . Then for any given h > 0, and p(w) < t we have 
j- I xs,& + @I2 (1 + +)” dx < t2(t/s) s-“, 
where E(t) < c,t( 1 + t)-” for all m > 0, and 
Iom 1 I xs.t(x + w)I (1 + +,” dx f < c < co, 
jaw j I xs,t(x + w)l” (1 + +)” SY dx $ < c < oz. 
Proof. As is readily seen, the last two inequalities follow from the 
first two by integration, and the first is a consequence of the second. 
In fact we have 
[I I xs.4~ +41 (1 + +)” dx]’ 
< [j- 1 x& + @I2 (1 ++)2A+udx][J [l ++]-“dx], 
and according to 1.4, (3), the last integral is convergent if p is large 
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enough, and equals CSY, as is readily seen by changing variables and 
setting x = A,y. Thus we only have to prove the second inequality. 
We replace x8, L by its expression as a convolution and obtain 
j- 1 j- (ts)-’ rlK1y) qW1(x + w - r)l dr 1’ (1 + +,” dx, 
and, replacing all variables x by As, this integral becomes 
s-y 
JIS w)Y T(Y) d&(x + w - Y)I dy 1’ (1 + dOdx, 
where p(w) < t/s. Now according to 1.4, (3), we have 
(1 + p(x)>” < c[l + (h2 I x 12p12, 
where m is an integer such that 4m > Xa. Thus, replacing above and 
using Plancherel’s theorem, we see that the last integral is majorized by 
CS-” 
s 
I( 1 - A”) q(x) @(A,*,& e-2rr~(df~~s’w1) I2 dx, 
where w, = Asltw and therefore p(wi) < 1 and / wr 1 < 1. In order to 
estimate this integral we observe that the entries of A, are dominated 
by s” for s < 1 and 8 for s 3 1; that since @(O) = 0 and @ E 9, $5(x) is 
dominated by ck 1 x I(1 + 1 x I)mk and each of its derivatives by 
c,k(l + I x Ipk f or each K, K > 0, with ck depending on k. From this 
and the fact that 9 has compact support and vanishes near the origin it is 
easy to see that the integral is dominated by 
for each k, k > 0, with ck depending on k, and the desired result follows. 
THEOREM 4.3. Let f be a tempered distribution and y E Y have a non- 
vanishing integral. Let F(x, t) = (f J vr)(x) and suppose that MJx, F) E LP, 
1 < p < co. Then f is a function in L* and 
I fMl( j- P(Y) dr ( d W&). 
Proof. Without loss of generality we may assume that v has integral 1. 
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Since 1 F(x, t)[ < M,(x) ELF, th ere is a sequence t, tending to zero and 
a function g(x) in Lp such that 
for each v in COW and j g(x)1 < M,(x). Let +5(x) = v(--x). Then 
j-F@, t> 44 dx = j” (f * ~$4 44 dx = (h $5 * 4. 
Thus, setting t = t, , letting k tend to infinity, and observing that 
$jl, * 7 converges to 7 in 9, we find that 
(f, 4 = 1 g(x) $4 dx, 
hencef = g(x). 
THEOREM 4.4. Let f be a tempered distribution and q(j) E 9, j = l,..., m 
such that 
does not vanish identically as a function of t for x # 0. Let 
F,(x , t) = (f * p)(x) t 9 
and suppose that MJx, Fi) is in Lp, 0 < p < 2, a > 0. Then p coincides 
in x # 0 with a locally integrable function h(x), that is f” - h(x) is a 
dzktribution supported at x = 0. Furthermore if p < q/(q - 1) < 2, then 
s 1 h(x))* p (x)--y(~I~-g+l) dx < c [f II W(x, F,)ll,]*, 1 (1) 
where c depends on the functions y(j), a, p and q; and if p < 1 then h(x) 
is continuous and 
I +)I < q*(W1’e-u f II M&, Fj>ll, . (2) 
1 
If the set of functions q+j) consists of a single function q~ with nonvanishing 
integral, then 4 = h(x) and (1) holds for p < q/q - 1 < 2 and (2) for 
P < 1. 
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Proof. Suppose first that we have a single function y with non- 
vanishing integral. Then, if 1 < p < 2, according to the preceding 
theorem, f is a function in L p. Thus if p > 1, and p = q/q - 1, (2) 
reduces to the HausdorE-Young theorem. If p = 1, /’ is a continuous 
function and satisfies (2). 
Next let us prove (1) in the remaining cases. Let f?(x) be a continuous 
function such that B(A,*x) does not vanish identically as a function of t 
for x # 0, and consider the integral 
s Oc 1 &4,*(x)] P(dt/t). 0 
We can interpret this as a function of x with values in the extended real 
number system, and as such, it is lower semicontinuous and strictly 
positive. Therefore this function has a positive lower bound c in 1 y 1 = 1, 
and setting p*(x)t = s, x = Aj$(,.z, we have ( K 1 = 1 and therefore 
According to Theorem 2.6 we have 
s 1 Fj(x, t)l’- tYG’P(g-l)-l) dx $ < c 1) A&(x, Fj)ll;‘*-l, (4) 
which implies that 
s 1 Fi(x, t)lq/*-l dx < co, 
for almost all t > 0. Thus, by the theorem of Hausdorff-Young, it 
follows that the Fourier transform j$Jj)(A,*x) of Fj(x, t) coincides with a 
function in Lq for almost all t. But according to our assumptions on the 
functions q(i) given x a , x0 # 0, there existj, 1 <j < m, and t, > 0, such 
that @j)(At*x) does not vanish for x near x,, and t near to , and conse- 
quently 3 coincides with a function h(x) in a neighborhood of x,, , and a 
fortiori in x # 0. If, on the other hand, we have a single function v with 
nonvanishing integral, then q?(O) # 0 and 3 coincides with a function 
in ZQ in a vicinity of the origin also. Thus, in this case 3 = h(x), where 
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1 Iz(x is locally integrable. Now, from the HausdorB-Young theorem it 
follows that 
[J- 1 h(X)14 1 p)(A,*x)]* dx]l’q-l < J 1 Fj(X, t)l*l@-1 dx, 
and if g(x) > 0 is a function in P’, then 
s 1 h(x) cjP(At*x)I”/“‘g(x) dx 
< [/ 1 F&T, t)lUQ-1 dx] . [I g(x)(‘-/(q--2) dx](“-2,/cP-1). 
Multiplying by @ql(p(q--l))--l), integrating and summing over j, the above 
inequality, combined with (4) gives 
I 1 h(x)l'/wl f 1 $(i)(A,*x)la/+lg(x) ~v(u/(~bl)b-l) dx $ 5=1 
G c f II J,&(x, ~~)llt’a-l II g l/b--1)/b-2) * 
j=l 
From (3) with e(x) = C 1 $(f)(x)l*/*-1 and X = y(~/( ~(4 - 1)) - 1) we 
obtain 
s 
1 h(X)I~/~-l p*(x)-~(~/(~(~-l))-l) g(x) dx 
9 c f II N&, ~~w-l II g h*-1)/h-2) * 
j=l 
Since this holds for any g, g > 0, g E Cow, it follows that 
U 
1 h(x)]* p*(x)-Y(‘JI*--P+l) dx 1 lkl < c 2 11 k&(x, FJpl, 3-l 
whence (1) is shown. 
There remains to prove (2) in the case p < 1. Using again Theorem 
2.6 we have 
s 1 F~(x, t)l t~(~+~) dx(df/t) < c II N&G Fdl, 9 
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and therefore Fj(x, t) is an integrable function of x for almost all t, and 
this in turn implies that 3 coincides with a continuous function h(x) in 
x # 0, or in all of R” in the case where we have a single function 9 with 
nonvanishing integral. Furthermore, since 
multiplying by t WZ+J) and integrating we obtain 
and (3) with B(x) = C 1 @J(x)] and h = r(l/p - 1) gives the desired 
result. 
THEOREM 4.5. Let f, $5) and Fi(x, t) be as in Theorem 4.4 and suppose 
that 
s J F&c, t)l tA dx(dt/t) < co, 
--co<x<co. 
Then 3 coincides with a continuous function h(x) in x # 0 and 
Furthermore, if the #i) reduce to a single function CJI with nonvanishing 
integral, then h(x) is continuous at the origin and3 = h(x). 
The proof is identical to that of (2) in Theorem 4.4. 
THEOREM 4.6. Let f be a tempered distribution and #j) E Y, j = 1,. . ., m 
be such that 
c I 9’%%*4I 
does not vanish identically as a function of t for x # 0. Let 
Fj(x, t> = (f * ~7%) 
and suppose that for sz@cientZy large K, 3(x)( 1 + 1 x Iz)-k coincides with 
an integrable function. Let y% E Y with J(O) = 0 and 
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Then 
k&(x, H) d cc NA(“? *A A > 0, 
where c depends on a, X and the functions v(j) and 4. 
If the functions r$j) reduce to a single function ‘p with nonvanishing 
integral, then the preceding result holds for all 4 in 9. 
Furthermore, our theorem is also valid if f coincides with a function in 
LP, 1 <p < co. 
Proof. Let us begin with the first part of our theorem. In view of our 
assumptions, 3 coincides with a locally integrable function h(x), and 
h(x) $(A,*x) is integrable for all t, t > 0. Consequently 
H(x, t) = (f * #J(x) = )” e-zni(z*g)h(y) &A,*y) dy, 
where the integral on the right is absolutely convergent. Let now qi 
be as in Lemma 4.1. Then 
H(x, t) = hi g 1 Jl” e-2ni(“*g)h(y) $(A,*y) +j)(AS*y) $(~$48*y)(ds/s) dy. 
i-1 E 
Since these integrals are absolutely convergent, we may integrate first 
with respect to y and then with respect to s. Furthermore, if we replace 
+i)(A,*y) y?(A,*y) by a!$(~), where ~2; = ql(g3’) * I/~, we obtain 
whence 
I ff(x + w, t)l < f j- IF& - y, s)l I x% + w)I dy(d.+). j-1 
Now, this inequality also holds if f ED, 1 < p < co. For if we set 
f(k)(x) =f(x) if 1 x 1 < K, f tk)(x) = 0, otherwise, and denote by 
Wk)(x, t) and F,!“‘(x, t) the corresponding functions, then Wk)(x, t) + 
H(x, t) and Fjk’(x, t) -+ F(x, t) pointwise as K + cc. Moreover, sincef’“) 
is an integrable function, its Fourier transform is a bounded function and 
(1) holds for Hk(x, t) and Fjk)(x, t). Thus (1) will also hoId for H(x, t) 
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and Fi(x, t) if we can pass to the limit under the integral sign. In fact, 
we have 
and 
But according to the first inequality of Lemma 4.2, the right-hand side 
of the inequality above is integrable with respect to the measure dr A/s. 
Thus passage to the limit is justified. 
Now from (1) we obtain 
I fe + WY t)l d f sup [I Fj(X - y, s)I (1 + +y] 1 I xyt(y + w)I j=l Y,S 
and Lemma 4.2 gives 
To obtain the same result for values of a other than 1 we observe that 
if J(x) = UYI,/J(A~X) and Z’?(x, t) = (f * $J(x), then R(x, t) = H(x, t/a) 
and therefore AC&(X, H) = Mr(x, I?). 
If the set of functions v(j) reduces to a single function with 
nonvanishing integral, then, our assertion certainly holds for 
u4 = &O) SY ?J(x) - VW* 
and consequently also for #(x). This concludes the proof. 
THEOREM 4.7. Let f be a tempered distribution and q~ E 9’ have non- 
vanishing integral. Let F(x, t) = (f * cpJ(x) and H(x, t) = (f * #J(x), 
$ E Y. Then if MJx, F) E LP, 0 < p < CO, a > 0, then MJx, H) E Lp 
and 
Proof. For 0 < p < 2 the first inequality is a consequence of the 
preceding theorem and Theorem 2.4. If p > 2, then according to 
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Theorem 4.3, f E Lp and then our assertion follows from Theorem 1.7 
and Corollary 1.8. 
The second inequality is obvious if p = co and follows from Theorems 
1.7 and 4.3 if 1 < p. Finally if p < 1, then, according to 1.3 we have 
( T,-l a --P) (x, t> =f * [T?+n] W =f * [+]j+ axi 
Thus, if 
G = f 1 T+ TtF 1, 
i-l 
then 
II J&(x, G>ll, G c II Mdx, F)ll, , 
and the desired inequality follows from Theorem 2.5. 
THEOREM 4.8. Let f be a tempered distribution and q~ E 9 have a non- 
vanishing integral. Let F(x, t) = (f t q~J(x) and H(x, t) = (f I #J(x), 
where 16 is any function in Y. Then 
j 1 H(x, t)l t” dx(dt/t) < c j 1 F(x, t)l tA dx(dt/t), x > -1. 
Proof. The proof of this theorem is similar to that of Theorem 4.6. 
According to Theorem 4.5,3 is a continuous function, and as in the proof 
of 4.6 we have 
I f% t>l G 1 I F(x - Y, 41 I xs.t(r)l ~YWS), 
where xS,t = #r * rls , where Sj E Cc,* and vanishes near the origin. Thus, 
multiplying by t” and integrating we obtain 
But if d(O) = 0, according to Lemma 4.2 
where m can be taken arbitrarily large. 
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provided that h > -1 and m > h + 1. Substituting above, the desired 
conclusion follows in the case when J(O) = 0. In the general case our 
result certainly holds for 
#13: = Qm 9(O>F1 9-w - 4(x), 
and consequently it also holds for #(x). 
THEOREM 4.9. Let f be a tempered distribution and y(j) E Y be such 
that 
does not vanish identically in t for x # 0. Let # E Y and Fi = f * vii), 
H =f *t,hl. Then 
provided that 3 coincides with a (continuous) function near the origin (see 
Theorem 4.5). 
Proof. Let y(j)(x) be as in Lemma 4.1, and suppose that 1,8 has support 
inIx/ <l.Thenfors>Owehave 
[f Fj(X, t) * T)lj) * &]^  = fi(A,*x) f qF)(&*x) p@l,*x> 
61 j=l 
and integrating between E and l/e we obtain 
[i’” cFi(x, t) * $’ * #,(dt/t)]^ =&4,*x) j-E1” 1 $+)(At*x) @‘(A,*x)(dt/t). 
(1) 
Since the 7j(j)(Ar*x) have support in p*(At*x) > 6 and &A,*x) has 
607/16/I-3 
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support in P*(/&*x) < 1, the preceding integrals coincide with the 
integrals extended over the interval (~8, l/c). Now we have 
< (sty C la, j I Fj(x, t)l tA dx(dtlt) < ~0, 
88 
so that the integral on the right of (1) converges in Ll(R”) as E -+ 0, thus 
on account of Lemma 4.1 we have 
whence multiplying by sA integrating and inverting the order of 
integrating on the right we obtain the desired result if I$ has compact 
support in 1 x j < 1, and from Theorem 4.8 the same result follows 
for general I/I. 
5. THE LUSIN AND LITTLEWOOD-PALEY FUNCTIONS ASSOCIATED 
WITH A TEMPERED DISTRIBUTION 
THEOREM 5.1. Let f be a tempered distribution and y(j) E 9, 
j = I,..., m, be such that $$I = 0 and that 
does not vanish identically as a function of t for x # 0. Let Fi(x, t) = 
(f * dw>. 
Then if $ E Cm and vanishes near the origin and H(x, t) = (f * #J(x), 
we have 
jK+, H) < c : 6(x, Fj), 
j=l 
where c depends on a, X and the functions yP) and $. 
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Proof. Let q(j) be as in Lemma 4.1, and let 6, 6 > 0, be such that 
on the support of J(x). Then 
&At*x) = s,:” c p’(A,*x) cjq4s*x) &4t*x)(ds/s) 
or 
W) = s,l c (2) * 2’ * $t&)(Ws). 
From this it follows that 
(f * #t>(4 = J c (f * P)% - Y)(rl? * MY) ~YW4. (1) 
This is clear at least when f is a function with polynomial growth, for 
then the right-hand side is given as a sum of integrals involving f, 
$2, q’8j’ and I,!.J~ which are absolutely convergent and where, therefore, 
the order of integration can be changed freely. Furthermore, if the 
preceding identity holds for a distribution f, then it also holds for all 
derivatives off. This is seen by observing that 
ww”f * A> = (f * @/a@ 9%) 
t/s = I c (f * tp) * (qlj’ * (a/&)~ g,)(ds/s) s ts 
tJs = s c ((apxpf *y(j)) * (p P s * $4)(w4. ts 
Thus, since every tempered distribution is a finite sum of derivatives of 
functions with polynomial growth, we see that (1) holds in general. 
Now from (l), setting ~2: = qbj’ * x,+, we obtain 
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or 
and according to Lemma 4.2, if p(w) < t, then the last integrals remain 
less than a constant. Thus we find that 
To obtain the same result for values of a other than 1, we argue as in the 
proof of Theorem 4.6 by observing that if $ = a~$(&) and B(x, t) = 
(f * $t)(x), then J&(x, ff) = Wx, a). 
COROLLARY 5.2. If Sa(x, Fi) ELP, 0 -=c p < 2, a > 0, then 
l&(x, H) E Lp and 
II JR&, Wll, G c 1 II S&9 ~,)ll, * 
Furthermore if 0 < p < 2 and p < q/q - 1 < 2, then f coincides in x # 0 
with a function h(x) such that 
s 1 h(x)Iq p *(ix)-v(q/-+l) dx < 00 
and if p < 1, then h(x) is continuous and h(x) p*(x)~(llP-~) is bounded. 
Finally, ifp = 2 thenf coincides with a square integrable function in x # 0. 
All this, except for the last statement, follows from the preceding 
theorem and Theorems 3.5 and 4.4. If p = 2, then, as was shown in the 
proof of Theorem 3.4, we have 
and taking Fourier transforms we find that f$W(A,*x) coincides with a 
square integrable function for almost all t. Since for each x0 , x0 # 0, 
there exist j, 1 < j < m, and t,, such that $+ir(A,*x) does not vanish 
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near (x,, , t,,), we see that3 coincides in x # 0 with a function h(x) which 
is square integrable on compact sets not containing the origin, and by 
Plancherel’s theorem we have 
j- 1 h(x)12 C ( c$‘j’(At*x)l” dx = j c I Fj(x, t)12 dx. 
Multiplying by t-l, integrating with respect to t and using (3) in the 
proof of Theorem 4.4 we obtain the desired result. 
THEOREM 5.3. Let f be a tempered distribution whose Fourier transform 
is a function h(x) such that 1 h(x)12(1 + 1 x I)--’ is integrable for suficiently 
large 1. Let y, 7 E 9, Q(O) = 0, $ = fi. Let h(x) be a bounded function 
such that the inverse Fourier transform g(x, t) of q(x) K(A,*x) has the 
property that g(x, t)[l + p(x)]” E L2 f or each t and its norm is bounded by 
c. Let&x) = h(x) 44, F(x, 0 = (f * 4(x), Wx, t) = (fi * tW9. Then 
I fqx + w, t>12 < c (1 + +)“” t-7 [ 1 1 F(x - y, t)j2 (1 + +)-” dy] , 
where c is the same as above, and if ,u - h > y/2, 
G&J, H) < cG,(x, F) f-j- (1 + P(Y))~‘“-~’ dy]1’2~ 
where c is the same as above. 
Suppose, on the other hand, that f E L*, 1 < p < co, and that 
A > y/2. Let gtt) be the inverse Fourier transform of $(A,*x) h(x). Then g(t) 
is integrable, H(x, t) = (f * g(“))( x is well de$ned and coincides with the ) 
function H(x, t) above if f satskjes in addition the preceding assumptions. 
Furthermore H(x, t) also satisfies the preceding inequalities. 
Proof. Suppose first that 3 = h(x). Then, since h(x) $(A,*x) and 
k(x) +j(A,*x) are square-integrable functions for each t, t > 0, and the 
Fourier transform of H(x, t) coincides with h(x) $(A,*x) h(x) ij(A,*x), 
we have 
f+, t) = $ F(x - Y, t) g,(y, 4 dy, (1) 
where gr(x, t) is the inverse Fourier transform of k(x) $At*x). Now 
suppose that f E L *, 1 < p < co, and that h > r/2. If A > r/2, then, 
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since g(x, t)[l + p(x)]” is square integrable, g(x, t) is integrable and so 
are t-‘g(Ay%, t-l) and t-yg(Aylx, t-l) J vt which coincides with g(f), as 
ze;n;$ly seen by taking Fourier transforms. Thus (f *gtt))(x) is well 
Now’let &(x) =f(x) if 1 x 1 < j and fj(x) = 0 otherwise. Then, if 
fqx, t> = (fj *‘p)(x) and Fj(x, t) = (fi * vi)(x) we have that for 
fixed t, Fj(x, t) -+F(x, t) boundedly as j -+ co, and 2$(x, t) + H(x, t) 
almost everywhere in X, at least if J’ += CD through an appropriate 
sequence. Furthermore, since fi is integrable its Fourier transform is 
bounded and we have 
But, as is readily verified, g,(x, t) = t-vg(A,lx, t-l). Consequently 
g,(x, t) is integrable and we may pass to the limit under the integral sign 
obtaining (1) for f ELp, 1 < p < CQ, and h > r/2. 
Now from (1) follows that 
a + w, t>12 < [I 1 F(x - y, t)12 (1 + q,-“” dy] 
x 
IS I g,(y + w, t)l2 (1 + +),A dy]. (2) 
Setting y = A#, w  = A,@ the last integral becomes 
But the Fourier transform of g,(A,y, t) P’ is precisely k(AT-lx) q(x). 
Thus, according to our assumptions the last integral is majorized by 
CP, and substituting in (1) the first inequality of our theorem follows, 
Further, multiplying that inequality by (1 + p(~)/t)-~u t-7 and 
integrating we obtain 
1 1 H(x + w, t)12 (1 + +)-“” t-y dw $ 
< c j- 1 F(x - y, t)l2 (1 + +,,’ (1 + +)2’A-u’ t--2? dy dw -$ , 
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and since for 2(h - p) < -y the integral 
f (1 + ,+)/tp”’ dw = P j- (1 + ,(uJ))~+~) dw 
is finite, integrating above first with respect to w, the desired result 
follows. 
LEMMA 5.4. Let f be a tempered distribution whose Fourier transform is 
a locally square summable function h(x) such that 1 h(x)12(1 + 1 x I)--” is 
integrable for suficiently large 1. Let #j) E 9, j = l,..., m, be such that 
p)(O) = 0, and 
does not vanish identically as a function of t for x # 0. Let F*(x, t) = 
(f * #)(x) and suppose that $ E 9 h as a zero of su@iently high order 
at x = 0. Let H(x, t) = (f * #J(x). Then if p - X > y 
The same conclusion holds if f E Lp, 1 < p < co and h > y/2. 
Proof. Let q(x) = &I*(X)], h w  ere t(t) is infinitely differentiable, 
has support in l/2 < t < 1 and is positive in l/2 < t < 1. We will 
start showing that if K(x, t) = (f * vJ(x) and v is such that v  - h > r/2, 
p - v > y/2, then 
G(x, K) < c f 6(x, Fj). (1) 
j=l 
As is readily seen, on account of our assumptions on the T(j) there exist 
positive numbers aji and functions djk in COW such that 
q(X) = 1 Jji(X) $‘3’(Aa*iX). (2) 
Setting @iTi) = $.Yj)(A&x) we have 
Fj,&, t) = (f * &“‘)(x) = Fj(X, Qj$) 
and 
Ga(x, FL,) < c&(x, Fj), 
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and (1) follows from (2) and Theorem 5.3 with k(x) = 1. Let now 
c(t) > 0 be infinitely differentiable in 0 < t < co and such that 
c(t) = ts for t > 2, where 6 is a positive number, S > 2v > y. If 13(x) is 
defined by 
then @)[l + P(X)]” is square integrable if the order k of the zero of 
J(x) at x = 0 is sufficiently large as compared with S and v. To prove 
this, since p(x) < 1 x I1jo: for p(x) > 1, it suffices to show that 13(x) and 
e(x)/ x IV/~ are square integrable, or that e(x) and all its derivatives up to 
an order larger than or equal to V/LX are square integrable. Now, a simple 
calculation shows that the integral on the right of (3) which represents a 
positive infinitely differentiable function of x in x # 0, coincides with 
Cafe for p*(x) < l/2 and with c~*(x)-~ for p*(x) > 2. Thus, on 
account of 1.5, it follows that e( x coincides with a function in 9 outside ) 
any neighborhood of the origin. Furthermore, since on account of 1.5 
we have 
and by our assumptions 
we find that 
@j&q 4(x) p*(x)-” J < C*p*(X)--y p*(x) < 1 
and this is square integrable near the origin, i.e. (a/&x)’ e(x) is square 
integrable as long as ka - 6 - p I u I > --y/2, which proves our 
assertion. Now, under the assumption that f = h(x), with 
I WI2 (1 + I * I)-” 
integrable for sufficiently large Z, from (3) we obtain 
(4) 
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Taking inverse Fourier transforms we may interchange orders of inte- 
gration on the right because of the absolute convergence of the resulting 
double integral. Furthermore since @Ar*x) and h(x) 4(&*x) are square 
integrable, the inverse Fourier transform of d(A,*x) h(x) $(A,*x) is 
J K(x - y, s) B,(y) dy. Thus (4) implies that 
H(x + w, t) = Srn [j K(x - Y, 4 4(Y + 4 dr] &/w+>- (5) 
0 
This identity also holds if we assume thatf ELP, 1 < p < co. In fact 
if this is the case, and we set f$(x) =f(x) if 1 x 1 <<j and f&x) = 0 
otherwise and denote by Hi and Kj the corresponding functions, then 
lim,,, Hi(x, t) = H(x, t) and lim+, Ki(x, t) = K(x, t). Furthermore, 
since& is integrable, its Fourier transform is bounded and (5) holds for 
Hj and Kj , and our assertion will be proved if we show that we can pass 
to the limit under the integral sign. Now 
where Q = p/p - 1, but 11 Q & = H-YIP, so that we have 
I Kj(X - y, 4 b(Y + w) S(G)l < KY'P I qy + w)l 5(t/s). (6) 
Since 0(x)(1 + p( x )” is square integrable and v > r/2, it follows that e(x) 
is integrable and thus the right-hand side of the preceding inequality is 
integrable with respect to u’y(&/ s since 6 > y/2. Consequently, passage ) 
to the limit under the integral sign is justified and we see that (5) holds 
forfELP, 1 <p < 00. 
Now, from (5) we obtain 
I fJ@ + w, t)12 G [jrn j J K(x - y, 4 b(y + 4 dy I2 5(t/s) $1 [Srn S(t/s) $1 
0 0 
dc Jorn [I I K(x - y, @I” (1 + *)-“’ dy] 
X [I I b(Y + w)l” (1 + +qZVdY] &/s) f . 
Multiplying both sides of this inequality by (1 + p(~)/t)-~u t* and inte- 
grating we find that 
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G&v, II)2 = + j- 1 H(x + w, t)12 (1 + +)-2Yt-y dw $ 
\c < lam 1 [j- I K(x - Y, s)12 (1 + y)-” s- dy] [j- I 84~ + 4” 
x (1 + +)‘” (1 + +)-‘” <(t/s)(+)-’ dy dw +] 1 f 
Setting y = A, 7, w  = A,@ and substituting into I,(s) we see that 
la(s) = J‘ I e(y + @)I2 (1 + W))2y (1 + p(W2” Hi(t) 4 d+W), 
which shows that this integral is independent of s. Furthermore, replacing 
7 by f - w  above and observing that 
(1 + qJ(jq)“” < 41 + t2”(p(,q2” + P(~)““)l 
and that ~1 - v > y/2, we readily see that the last integral is finite. 
Thus, (6) becomes 
G,h, Hj2 d cG&, Kj2, 
which combined with (1) gives the desired result. 
THEOREM 5.5. Letf and y (i) be as in Lemma 5.4, and let 4 E 9 with 
t&O) = 0. Then th e same conclusions of Lemma 5.4 hold. 
Proof. Let y E Y be such that +j E Cow and q(x) = 1 in a neighborhood 
of the origin. Let 3(j) = +4(x), &(x, t) = (f * qy’)(x) and 
v - h > y/2, p - v > y/2. 
We shall prove that 
G(x, G> < c c Gb, Fd, (1) 
where F,(x, t) = (f c q~f’)(x). 0 rice this is established, our assertion 
follows from 5.3 and 5.4. In fact, given I/J E Y with b(O) = 0, we set 
t) = a,W + yY2) where $ (l) has support in the set where 4(x) = 1 and 
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coincides with z,6 in a neighborhood of the origin and $(“) has support 
disjoint from the origin. Since @J(O) = 0 there exist functions dj E C,,a 
such that 
and from Theorem 5.3 we conclude that if Hr(x, t) = (f * #I”) then 
G,(x, 4) < c C GA Ki>. 
Since 4’“) vanishes in a neighborhood of the origin, 5.4 asserts that if 
H2(x, t) = (f t $i2’)(x), then 
combining these results with (l), the desired conclusion follows. 
To prove (1) let t!?(x) = (a/at) ?j(A,*~)]~=r , and &J)(x) = X@(X). 
Set Lj(x, t) = (f JF 0?))(x) and let P be as in 1.1, that is t(d/dt) A f = PA t . 
Denote by K, L, 3 and 0 the vector valued functions of components 
Kj , Li , q(j) and 8(j) respectively. We then have the following identities 
which the reader can verify by taking Fourier transforms 
t&t = 4, ( 
t + - p*) ijt = 8, , 
( 
a 
tat-P* K=L, 
1 
the last identity being an immediate consequence of the second. Since 
Ki(x, t) = (f * vlj’)(x) and q(i)(x) h as compact support, and according 
to our assumptions either f E L P, 1 < 9 < 00, or 3 is locally integrable 
Ki(x, t) remains bounded as t ---t co. Thus 
Kc% t> = - ltrn 4Lq~, w44, (3) 
as is readily verified by replacing L by its expression in terms of K, 
integrating by parts and using the fact that 1 A,* 1 -+ 0 as t --t 0. 
Denoting by 1 K 1 the norm of the vector K, (3) implies that 
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whence we obtain 
Multiplying both sides of this inequality by (1 + p(~)/t)-~~ t-v and 
integrating 
1 1 qx, q/2 (1 + q)-,” t-Y dx -+- 
<’ 
a S( 
1 + Yp,-” t-Y [s,” (t/Q ] qx, s)12 $1 dx -$ ) 
and inverting the order of integration on the right we have 
WA I K I)” < ’ - fin 1 1 qx, s)]” lo8 (t/s)“-’ (1 + *)-“‘-$ s-y dx $- . 
Mu 0 
Setting p(x)/t = u the inner integral becomes 
since 2~ > y this integral converges and the preceding expression is 
majorized by 
Thus we have 
G,(O, 1 K I)2 < c j- 1 L(x, s)12 (1 + +)-2v-a+’ (+)a-‘s’ dx -$ . (4) 
Now let us consider one of the functions Li(x, t) = (f * @‘j)(x). Since 
&j)(x) has compact support disjoint from the origin there exist functions 
e’i*r) and positive constants a,r such that 
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Setting 
and 
F&x, t) = (f * qp’)(x) = Fi(X, a,& 
and applying Theorem 5.3 we obtain 
and multiplying both sides by 
integrating and observing that 
is finite and independent of t, we find that 
< cc j 1 F,(y, aizq2 (1 + Jg”” t-y dy $ 
i,Z 
which combined with (4) g ives (l), for x = 0. Now, evidently, the same 
conclusion holds for any other x and the proof of our theorem is complete. 
6. THE EQUIVALENCE OF THE MAXIMAL, LUSIN AND LITTLEWOOD- 
PALEY FUNCTIONS ASSOCIATED WITH A TEMPERED DISTRIBUTION 
In this section we will show that if f is a tempered distribution and y 
and $ are functions in 9 such that 4(O) # 0 and &O) = 0, andF(x, t) = 
(f * y&x), H(x, t) = (f * 9J(x>, then WJx, F) eLp, 0 < P < ~0, 
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implies that GA(x, H) E Lp. The converse, under some additional 
hypothesis, is also valid as will be shown in Theorems 6.7 and 6.9. 
LEMMA 6.1. Let 0 be an open subset of R”, 0 # R”, and let p”(x) 
denote the distance of x to the complement of 0. Consider the following 
functions 
Q(x, 9 = 1; if t 3 p”(x), otherwise, 
I 1 if t 3 p”(x), l&(x, t) = 2tp”(x)-1 - 1 if @p”(x) < t < p”(x), 0 otherwise, 
where b(x) E C”, has support in p(x) < 4, 8(x) 3 0 and J 0 dx = 1. 
Then 
(i) J (a/at) sZ,(x, t) dt = 1 if x E 0; 0 otherwise, 
(ii) Q(x, 2t) - Q(x, t) < t(aQ,/at)(x, t) < 2[sZ(x, 2t) - 9(x, t)], 
(iii) 1 52,(x, t) - 52,(x, t)l < 2t(a/at) @(x, t) and simiZarZy for 
/ 52 - Q2, 1 and ) I2 - Q,j 
(iv) I( T,l(a/ax)o T@J(x, t)l < c,t(a/at) QR,(x, t); where T, is as 
in 1.1 and c, is a constant depending on 0(x) but not on 0. 
Proof. Parts (i) and (ii) are immediate. As for (iii), it follows readily 
after observing that L&(x, t) = 1 if t > g(x) and 9,(x, t) = 0 if t < &p(x). 
Thus we only have to prove (iv). According to 1.3, (1) we have 
so that 
Since on the other hand, as was observed above, .Q, = 1 if t > p(x) 
and QR, = 0 if t < + p”(x), ~l(a/ax$ T&& has support in 4 p”(x) < t < 
g(x) and on this set t(a/at) Qr > 1, the desired conclusion follows. 
LEMMA 6.2. Let f be a real tempered distribution, v be as in 1.3, i.e., 
g(x) = exp[-4rr2(Bx, x)] with B as in Lemma 1.2. Let #(i)(x) = 
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(a/ax,) 9-w SW = 4(x)9 F(% 4 = (f * %)(X), qx> t) = (f * #ii’)@>, 
K(x, t) = (f * #J(x). Suppose that 0 is a nonempty open subset of R?t and 
let E be its complement. Let Q(x, t), 12,(x, t) and 52,(x, t) be related to 0 
as in the preceding lemma, and assume that either E is bounded or else 
Pw + I x 12FZ is square integrable for su$%iently large 1. Let 71 < r2 
be two positive numbers and a > 0, and set 
h2(x) = /TyF2(x, t) & f&(x, at) dt + F2(x, TV) l&(x, a7J. 
Then there is a constant c depending only on the metric such that 
l/2 1 h2(x) dx - 1 dx ST” [4K(x, t)2 + c i &(x, t)2] & Q,(x, at> dt 
‘1 j=l 
< 1’” j (f K&Y, t)2) Q(x, at) dx $ + 1 F(x, 72)2 Q&c, m2) dx 
‘1 j=l 
G 3/2 1 h(X)’ dX f j dx IT: [4~(x, Q2 + c j$l IQx, t)2] g fi$(X, &) + . 
Proof. Integrating (a/at)F(x, t)2 Q,(x, at) between TV and TV we obtain 
j hi dx = /F(x, ~~~~ Q,(x, aT,) dx 
- 2 / IT2F(x, t) -&F(x, t) Ql(x, at) dx dt. 
71 
(1) 
Now, as was pointed out in 1.3, (4) we have 
t(a/at)F = T;lAT,F. (2) 
Furthermore, as is readily verified using Fourier transforms (see 1.1) 
Ki = zyl(a/axi) TtF, K = T,-lAT,F. 
If E is bounded then the domain of integration of 
J-s 
72 
F(a/at) FQ, dx dt is bounded. 
71 
If E is not bounded, then sincef((x)(l + 1 x I”)-! is square integrable and 
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consequently F and all its derivatives, and in particular Kj and K, are 
square integrable with respect to x, uniformly in every closed interval of 
values of t contained in t > 0. Thus in all cases the preceding integral 
is absolutely convergent and all integrations by parts below are justified. 
Using (2) we obtain 
$1 
TeF(@t) FQl(x, at) dx dt = s” j F( T;‘d T,F) SzJx, at) dx(dt/t) 
71 71 
” 
=-s I 
FK[Q,(x, at) - Ql(x, at)] dx(dt/t) 
71 
+[Yi 
Fl&(x, at) dx(dt/t), 
and integrating by parts, the last integral becomes 
- jr; jF gl JG(~~l(Wx~) T&z) dW/t , 
and using the inequality 2 1 FK 1 < l/bF2 + bK2 and the inequalities 
in (iii) and (iv) in Lemma 6.1 we find that 
2 
1 
j j7)pptj FQ~ dx dt + j” j (1 K2) WG 4 dx(W) ) 
71 
< l/2 j j”F(x, t)2 (a/at) &2,(x, at) dx(dt/t) 
71 
+ j j’” (4P + c 1 Kjz) (a/at) Q(x, at) dx dt, 
71 
which combined with (1) gives the desired result. 
LEMMA 6.3. Suppose that in the preceding lemma f is merely a tempered 
distribution and B a closed ball in R”. Let R be a compact subset of 
{(x, t)l t > 0) and 
%h) = WJ) j- I,,, c2) 
a 
[$ I WY, W] (at>-’ d.(W), 
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where I’,(x) = ((y, t)] p(x - y) < ut}. Let 
N(x) = M2&, max[lF I, I K I, I Kl I,..., I K, II). 
Suppose that 0 < p < co, s > 0, and that there exists x,, E B such that 
S&x,) < s. Then there exists a positive number E depending only on p and 
the metric p such that 
I{&, > 2s) n {N < ES} n B I < 3-“2-p-l 1 B I. 
Proof. We begin by observing that if r is the radius of the ball B, 
then for x E B 
r,(x) C r&b) U 0, t) I 0 < at - 2 < P(X - Y) d 4 
U (r,(x) n {(y, t) I at < 2rII). 
In fact, if (y, t) E I’,(x) but does not belong to one of the two last sets on 
the right above, then at > 2r and at - 2r > p(x - y) and therefore 
and therefore (y, t) E F,(x,). Thus if T < inf{t j(y, t) E R), we have 
T,(X) n R C (P,(x,) n R) u {(y, t) I 0 d at - 2r G p(x - y) G at: 
u (r,(x) n {(Y, t> I 7 < t < W+>. 
Now E = {S,,, > 2.~) n {N < ES> is closed and if x E E, then 
for p(x - y) < at, so that integrating over the sets above we find that 
where x is the characteristic function of the interval [0, I]. But, as is 
readily verified, the first integral on the right above is a constant 
607/16/l-4 
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depending only on y and since S&x,) < s, we find that for x E E we 
have 
Now, integrating with respect to x over E and observing that 
P(Y - 4 
at 1 (at)-’ dx 
is less than or equal to 1 and vanishes if the distance of y from E exceeds 
at, and therefore, this integral is majorized by the function Q(y, at) 
associated with the complement of E as in Lemma 6.1, we obtain 
I E &.R(x)~ dx d I E I (1 + 
cm”) s2 + 12+ j (c K;) Q(x, at) dx(dt/t). 
7 
Now S,,,(x) > 2s on E so that the left-hand side of the preceding 
inequality is not less than 4s2 1 E I. On the other hand we can estimate the 
integral on the right by using the preceding lemma. From the definition 
of N(x) and E we see that 1 F I, 1 K [ and 1 Ki 1 do not exceed ES on the 
support of Q,(x, at), so that substituting in the second inequality of 
Lemma 6.2 we obtain 
d QE2S2 S[ Qn,(x, 4 + j-“‘= (a/i%) QR,(x, at) dt] dx 7 
+ (4 + cn) 252 f [j-2’ia (a/at) &(x, at) dt] dx; 
7 
and since Q,(x, at) vanishes if t < 2rlu and the distance between x and 
B is larger than 2r, the last expression does not exceed c,e2s2 1 B I, 
where cr depends only on the metric p. Combining these results we obtain 
or 
4s2 1 E / < (1 + cm”) s2 1 E I + c&2 I B I 
(3-ccnc2)IEl <c~E~IBI, 
whence the desired result follows by taking E sufficiently small. 
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LEMMA 6.4. Let f, S,,,(x) and N(x) be as in Lemma 6.3. Then with the 
same E as in that lemma we have 
Proof. For each x E (S,,, > s} let B(x) be the largest ball with center 
at x whose interior is contained in (S,,, > s}. According to Lemma 1.6. 
there exists a countable disjoint family B(xJ of such balls such that if & 
denotes the ball with center at xi and radius equal to three times the 
radius of II( then u Bi 3{S,,, > s}. Since the B(xJ are disjoint and 
their interiors are contained in IS,,, > s> we have 
The balls & can be taken to be closed, and each one of them contains 
a point where S,,, , < s. Therefore by the preceding lemma we have 
I{&‘,,, > 2~) n {IV < ES) n Bi 1 < 3-~2-P-~ 1 Bi I. 
Since 
summing over i we obtain 
1 {S,,, > S} n {N < ES}] < 3-‘2-Pm1C 1 Bi 1 < 2-P-l I{S,,, > s}[ 
as we wished to show. 
THEOREM 6.5. Let f be a tempered distribution, 9) E Y, Q(O) # 0, 
@j)(x) = 2rixj exp[--4G(Bx, x)] where B is as in Lemma 1.2, F(x, t) = 
(f * go), Ki(x, t) = (f * #y’)(x). Suppose that Ml(x, F) E Lp, 
0 < p < co. Then SJx, Ki) E Lp and 
II W, Kdl, < 41 + W1’p-1’2) II J~(x, F)ll, , 
$0 < p < 2, where c is independent of p and a, and 
if p > 2, where E is an arbitrary positive number and c depends on E and p, 
but not on a. Furthermore, if 0 < p < 2 and h > y/p then G,(x, Kj) ELP 
and II G(x, Kdlp < c II %(x3 F>ll, and the same result holds for p > 2 
provided that X > y/2. 
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Proof. Let S,,,(X) and N(X) be as in Lemma 6.3. Then according to 
Lemma 6.4 we have 
I&R > 24 n P < 4 G 2-p-l I&R > $4, 
which implies that 
and multiplying by psp-l and integrating with respect to s between 0 and 
co we obtain 
Now, according to the definition of S,,, , since R is compact and con- 
tained in t > 0, S,,, is continuous and has compact support and con- 
sequently It %R lip is finite. Thus from the last inequality we find that 
11 8z.R Iti < 2 ($)"!I Nil:q 
Now letting R increase and exhaust {(x, t)l t > 0}, passing to the limit 
we obtain 
11 &dX, &)ll", < 11 lim &.RiI~ d 2(2/d" I/ NII~. 
Now, on account of 2.3 and 4.6 we have 
where c is independent of p and a. 
Thus from the preceding result we obtain 
II S&, K,)II; < 24w (1 + w II W(& mi . (1) 
If p < 2 we can improve the dependence of the right-hand side on a 
by using Theorem 3.4 which gives 
11 s&c, q; < 4.3’ g$ (1 + ayh-D’a) II 4(x, &II:: 
< 2v+S3y 3 - P 2 ’ 
2--pT ( ) 
(1 + a)vh--p’2) II i&(x, F)ll”, . (2) 
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In order to treat the case p > 2 and to improve the dependence on p 
of the factor (1 + a) v(~--zJP) above we observe first that E can be taken to 
be larger than a positive number on any finite interval of values of p. 
Furthermore, again according to 3.4, we have 
II $2(x, KG = II a% 4122 < c II ~1Wll~ * (3) 
Now if 1 < p < co and M,(x, F) E Lp we have f E Lp and (see 4.3) 
Ilf 11; G c II W(4 m,“, where c is an absolute contant. Conversely if 
f E Lp according to 1.8, Ml(x, F) E LP and 
Let us consider the operation taking f into S,Jx, Kj). It is well-defined 
for f E Lp, 1 < p < ~6, sublinear and of type (p, p) (see [5]). Thus if 
l/p = s/2 + (1 - s)/q, 0 < s < 1 and 
II WG &)ll, G 4 Ilfll, , 
then from (3) and using the theorem on interpolation of sublinear 
operations we obtain 
II &dx, WI, < Ai-’ Ilfll, . 
If p > 2, from (1) we obtain 
and taking q sufficiently large we find that 
and 
Ai-’ = c(1 + a) 
The factor of (1 + a) r(i*12) on the right-hand side of (2) remains 
bounded in 0 < p < 8. To see that it can be replaced by a constant 
independent of p in 0 < p < 2 it suffices to show that it can be replaced 
by one which is bounded in Q < p < 2. Now from (2) we obtain 
A,,, = c(1 + a)““. 
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Thus if $! < p < 2 and l/p = s/2 + (1 - s)2/3 we obtain 
and 
p;,s = &S(l + aph-Sh) < (c + I)(1 + 41/9-l/2) 
II S&, Kj>ll, < (1 + c)(l + @(1’+1’2) Ilfll, < 4 + a)y’1”-1’2) II w(%m~ * 
In order to prove our assertion about G,+(x, Ki) we use the inequality 
in the proof of 3.5. If p < 2, raising this inequality 
we obtain 
(4) 
to the power p/2 
G&x, K,)P < f 2k((v/2h-l)p)2-‘S~L,~~(~, K,), 
k-1 
and integrating and using our previous results 
II W> WI; B c II W(x,FX 2 2 k(y 2h)-lh2-'(1 ’ + 2k/2A)v(l-p/2), 
k=l 
and the series on the right converges if X > y/p. If on the other hand we 
have p >, 2, taking norms in (4) and using again our previous results 
we obtain 
11 G&x, Kj)ll, < c I/ Ml(x,F)l19 ‘f 2k(“/2h-1)(l + 2k/2hp, 
k=l 
and the series on the right converges if h > y/2 and E is sufficiently 
small. This concludes the proof of our theorem. 
THEOREM 6.6. Let f be a tempered distribution, v, 4 E Y, q?(O) # 0, 
J(O) = 0, Q, t) = (f * d(4, H(x, t) = (f * M4. suppose that 
Ml(x, F) EL”, 0 < p < co. Then G,(x, H) E LP and 
provided that h > y/p if 0 < p < 2 or h > 3~12 if p > 2. 
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Remark. If p > 2 this result also holds if h > y(# - 2/p). This can 
be obtained by interpolation from the result for h > 3y/2 if p > 2 and 
h > y/2 if p = 2. Its proof however will be omitted. 
Proof. If Kj(x, t) are as in Theorem 6.5 then we have 
II GA Kdlln, < c II J&(x, JY, 
if h > y/2 and p > 2. But the Kj satisfy the conditions of Theorem 
5.5 and therefore if p - h > y we have 
Similarly, if p < 2 we have G,,(x, H) E LP and 
for ~1 > y/p + y. But since evidently Sr(x, H) < 2pGJx, H) we have 
II 4(% WII, < c II W(x, ml 9 
and Theorem 3.5 yields the desired result. 
THEOREM 6.7. Let $(j) E 9, j = l,..., m be such that I,@)(O) = 0 
and that cj”-l 1 @+4,*x)] d oes not vanish identically in t for x $ 0. 
Let f EP, 1 < p < co, then $Fi(x, t) = (f * &j’)(x) we have 
where c depends on p and a. 
Proof. Let r/* be as in Lemma 4.1, and $(j) = jj . Suppose that f and 
h are bounded functions vanishing outside a set of finite measure. Let 
Fj(x, t) = (f * #‘)(x), Hi(x, t) = (f * #)(x) and 
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According to Theorem 6.6 both these functions are square integrable and 
But according to the preceding theorem 
II Sr, Ilq < c f II &4x, WI, d c f II GA@, WI, < c II h IL, , 
1 1 
which combined with the preceding inequality gives 
and 11 f &, < c 11 S, lip for every bounded f vanishing outside a set of 
finite measure. Now let f ELM and f,, a sequence of bounded functions 
vanishing outside sets of finite measure and converging to f in D. 
Thus, since clearly 
I Sf, - s, I < +r, 
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and according to the preceding theorem 11 Sr,+ JIP < c 11 fn -f $, , we 
find that 
which implies that II St* II9 converges to 11 S, IjP . Thus passing to the 
limit in IIf, IID < c [I St, jjP the desired result follows. 
THEOREM 6.8. Let f E L*, 1 < p < co, and I,W and Fj as in Theorem 
6.7. Let 
(these are analogues of the Littlewood-Paley function g). Then we have 
II SO(X9FdlD G c llfll, 
$0 <p <2,and 
Ilfll, G c c II ~o(%~dl, 
if 2 < p < co, where c depends on p. 
If the #jj are as in Theorem 6.5 these inequalities hold for 1 < p < CCL 
Proof. Since Fj(x, t) is continuous for t > 0 we have 
Thus, 
So(x, Fd2 = I 
O” 1 Fj(X, t)l2 4 
~L!~~o I m l 
- 
w  
jFj(X + y, t)l2 x (C) (at)-’ dy $- 
= lii S,(x, Fj)2. 
Now if 0 < p < 2, according to Theorems 6.6 and 1.7 we have 
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and according to Theorem 3.4 
II &&~~dlP G c II &(X,~dlD 
with c independent of a for a < 1. Thus letting a + 0 we obtain 
II &I(% Fdl, G ljz II Kz(‘%Fdl, G c Ml, * 
If on the other hand the functions I,W are as in Theorem 6.5 we have 
II Sa(~,~,)lle G c llfll, 9 l<p<co 
with c depending onp but not on a for a < 1, and letting a tend to zero 
we find that 
II W7~dllD d c Ilfll, ? l<p<co 
with c depending on p. 
To obtain the reverse inequality we argue as in the proof of Theorem 
6.7. If q(i) are as in that proof and we set Hi(x, t) = (f J q(t5))(x) and 
using the same argument as there we find that 
Ilfll, G c II s, 112, 
ifp >,2,orforl <p < coif 
II Srl(X> Wle G c II h II7 9 9 =PlP- 1, 
for 1 < 4 < co, which is the case if the z,W are as in Theorem 6.5. 
THEOREM 6.9. Let f be a tempered distribution such that 
p<1 + 1 x I”)-$ EL2 
for suficiently large 1. Let #(j) E Y be such that @j)(O) = 0 and 
does not vanish identically as a function of t for x # 0. Let 9 E 9 and 
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F(x, t) = (f * &(x), Kj(x, t) = (f * #lj’)(x). Then ;f S,(x, I$) s L*, 
j = l,..., m, 0 < p < 2, we have Ml(x, F) E LP and 
where c depends on p and the functions rp and t,W. 
Remark. This statement is also valid for p = 2. Its proof in this case, 
however, will be left to the reader. 
Proof. In view of Theorems 3.5, 4.6 and 5.5, we may assume that v 
and I+P) are as in Lemma 6.2. Since the Fourier transform of F(x, t) is 
j(x) @(A f*x), from our assumption on 3 it follows that 
s I F(x, Wdx 
tends to zero as t --+ co. Thus setting r1 = T and letting cs + co, the 
first inequality in Lemma 6.2 yields (with a = 1, and assuming f to be 
real, which we may) 
SW j- F(x, t)’ (a/at) Ql(x, t) dx dt + j- F2(x, T) Ql(x, T) dx 
5 
< 2 j-= j- [i K;] S-2, dx(dt/t) + 2 j-‘O 1 [4K2 + c i Kf2] (a/at) Ql dx dt. 
I 1 7 I 
(1) 
Let now 
. I 
N2(x) = max jM2(x, JQ2, M2 (x, C Kj2), S, (x, [x Kj2]1’2)2j. 
Then, since K(x, t) = (f * #J(x), Ki(x, t) = (f * #y’)(x) and g(O) = 
@j)(O) = 0, from Theorems 2.4, 3.5, 4.6 and 5.1 there follows that 
M,(x, K) and Mz(x, Kj) belong to L* and 
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Therefore N(x) E Lp and 
Let now r be a positive number, E the set where N(x) < r. Then since 
IV(x) is lower semicontinuous E is closed. Let El be related to E as in 
Lemma 3.2 with a = b = 1, and let 0 and 9, be the complements of E 
and El respectively. Let Q, fin, , QR, be the functions related to El as in 
Lemma 6.1. Let 
Then, since (a/at) Q, > 0, 0 < Q, < 1 and JT (a/at) QR, dt < 1, we 
have 
h2(X) < 2 /3(x, t)2 (apt) i&(x, t) dt + 2F(x, T)” Ql(X, T). 
T 
Furthermore, for (x, t) on the support of (a/at) Q, we have I K(x, t)l < r, 
2,” I q% a2 G r2 ; so that from (1) we obtain 
j- Am dx < 4 j* 1 [f Kf2 j Q dx dt + cr2 j lTrn $ Q, dt dx. 
I 1 
Now, according to Lemma 6.1 (i), the last integral on the right is 
majorized by I 0, I, and according to Lemma 3.2 we have 10, I < c I 0 I 
and 
where p(x) is the distance to El, so that 
J‘ h(x)2 dx G c [( I{N > 4 s ds + r2 IV > r)l], 
where c is a constant depending only on the metric. 
(3) 
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Now let e(x) E 9, f(x) >, 0 b e supported in p(x) < 2~ and consider 
the function H(x, t) = (f * tt * cpr)(x) = JF(y, t) 6,(x - y) dy. We wish 
to estimate this function for p(x) < t/2. Since [,(x - y) vanishes for 
p(x - y) < t/2, for p”(x) < t/2 the support of el(x - y) as a function ofy 
is entirely contained in the support of Q,(y, t), and therefore 
Now, assuming t > T we have 
Now, as we shall see below, 
/ j-T* j- (WY J’(Y, 4 5tb - Y> J%Y, 4 4 ds 1 G cy, (4) 
where c is a constant depending only on the metric. Thus setting H, = H 
if t >, 7 and H, = 0 otherwise, the identity above gives 
I f&(x, 41 < cy + / &(x - Y> h(Y) dY* 
Now let us consider the set 
On account of the last inequality which holds for j?(x) < t/2, and setting 
H*(x, t) = (h * fJ(x), we have 
and since on account of 1.8 
IWdx> ff*) > y>l G WY”) j- W2 dx 
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where cr depends only on t, and j 0, / < c / {N > r}I, combining these 
inequalities with (3) we obtain 
Thus from Lemma 3.3 we obtain MI/2(x, I&) ED and II MI/2(x, I&)1/, < 
c II N Ilp 9 where c does not depend on 7. Thus letting r tend to zero we 
obtain 
but since g(O) # 0, if &(O) # 0, th en according to Theorem 4.6 we have 
II 4(~>mD < c II J41,2(34 ml 
and the desired conclusion follows. 
Thus there only remains to prove (4). Since F satisfies the differential 
equation (2) in the proof of Lemma 6.2, namely 
t&?/at) F = T;l AT, F = K, 
substituting in the integral in (4) we obtain 
t IS K(Y, $1 S& - Y) Qd!,(y, 4 4W) 7 
t = ss T 
K(y, s) 5,(x -Y) Q,(Y, 4 dy(dsls) + j-' j- K&G'1 - Q2> WW. 
I 
Because of the square integrability of the functions involved, and since 
K(x, s) = f T,-l(+,) T& , 
1 
we may integrate by parts the first integral on the right above, which 
becomes 
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and using the fact that 1 K 1 < r and 1 Ki 1 < r on the supports of 
52, and (a/as) QR, , from the estimates of Lemma 6.1 we deduce that the 
left-hand side of (4) is majorized by 
Now the integral in the second term above is clearly majorized by 
a constant, and so is the integral in the first term. In fact 
and since (alay,) T,,,t is a linear combination of derivatives of t evaluated 
at T,l,y with entries of T811 as coefficients, which according to 1 .l, (2) 
are majorized by (s/t)a, we deduce that 
and substituting above we obtain 
But the inner integral on the right equals c(t/~)Y, where c is a constant 
depending on 5. Thus we see that (5) is majorized by CT, whence (4) 
follows, and the proof of the theorem is complete. 
THEOREM 6.10. Let f be a tempered distribution and b(j) E 9, j = 
1, 2,..., m be such that $(i)(O) = 0 and that 
$ I P@t*x)l 
does not vanish identically as a function of t for x # 0. Let Ki(x, t) = 
(f * $‘fi’)(x) and suppose that Sa(x, Ki) E Lp, 0 < p < co, a > 0. Then 
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there exists a polynomial P such that if h = f - P, q~ E 9, F(x, t) = 
(h*~t)b) then 
where c depends on the #j , q~, a and p. 
Proof. Let v(j) = #j) * 7, where q(x) E COW is even, depends only 
on 1 x 1 and has support in 1 p(x) 1 < a/2. Then q(x) is real analytic and 
depends only on 1 x 1 and therefore, as is readily seen, 
c 1 P(A,*x)l = c 1 lp’(A,*x) +&4,*X)I 
does not vanish identically as a function of t for x # 0. Furthermore 
since qr(x) has support in p(x) < ta/2, setting &x, t) = (f * vsj’)(x), 
we will have 
whence it follows that 
&,2(x, 0 < c&(x, &I. (1) 
Now suppose that 0 < p < 2. Then according to 3.5 we have 
G,(x, I$) E Lp if h > y/p. But then according to 5.1, if 8 E Coa and 
vanishes near the origin, and if H(x, t) = (f *e,)(x) then MI(x, H) ED 
so that from Theorem 4.4 it follows that there exists a function h(x) with 
s 1 h(x)12 p*(x)-y”2/“-1) fix < co, 
such that3 - 21 is a distribution supported at the origin. Thus, if h is the 
inverse Fourier transform of f;, we will have h = f - P, where P is a 
polynomial. Now we choose 7 so that 4 has a zero at the origin of order 
larger than the degree of P. Then we will have (P*TJ = 0 and 
(h * vf’)(x) = (h * ?jt * &‘)(x) 
= (f * 77t * d%) = (f * .tG”)(X) = Rj(X, t), 
and from 3.4, 6.9 and (1) the desired inequality follows. 
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Now suppose that 2 < p < CO. Let g E C’s*) and vanish near the origin 
and let q(j) be as in lemma 4.1, i.e., such that 
J6”’ f $W(A,*x) .p(A,*x) + = 1 
1 
on the support of g for E sufficiently small. Then if ( j, g) denotes the 
distribution3 evaluated on the testing function g we have 
(3, g) = 5 S1” (3@$4,*4, gp)(A,*x)) $ 
1' 
= ; s:i' (f * I@, $ * ?f> $ , 
and setting Hj(x, t) = (2 JF my’) we obtain 
and from this 
where q PIP 
so that 
- 1. But according to 6.5 and 4.3 we have 
II 84x7 4)llQ G c II 2 Il.2 
Thus (f, g) is a linear functional on g which is bounded with respect 
to the norm of L*. Thus, there exists h(x) E Lp such that 
607/16/1-5 
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and {f, f) = (h,&. Thus 
o=(f-h,i?)=+-K,g) 
for allg E C,,a which vanish near the origin. But this implies thatj - h is 
supported at the origin and that f - h is a polynomial. Thus combining 
this with 1.8 the desired result follows. 
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