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Integrable models provide an exact description for a wide variety of physical phenomena. For
example nested integrable systems contain different species of interacting particles with a rich phe-
nomenology in their collective behavior, which is the origin of the unconventional phenomenon of
spin-charge separation. So far, however, most of the theoretical work in the study of non-equilibrium
dynamics of integrable systems has been focusing on models with an elementary (i.e. not nested)
Bethe ansatz. In this work we explicitly investigate quantum quenches in nested integrable systems,
by generalizing the application of the Quench Action approach. Specifically, we consider the spin-1
Lai-Sutherland model, described, in the thermodynamic limit, by the theory of two different species
of Bethe-ansatz particles, each one forming an infinite number of bound states. We focus on the sit-
uation where the quench dynamics starts from a simple matrix product state for which the overlaps
with the eigenstates of the Hamiltonian are known. We fully characterize the post-quench steady
state and perform several consistency checks for the validity of our results. Finally, we provide
predictions for the propagation of entanglement and mutual information after the quench, which
can be used as signature of the quasi-particle content of the model.
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2I. INTRODUCTION
Integrable models provide a simplified conceptual framework where the overwhelmingly complex collective behavior
of many-body quantum systems can be investigated. Although special by definition, they provide an exact char-
acterization for a wide variety of phenomena. During the last decade, the interest in integrable models has been
reinvigorated by the experimental possibility of engineering quantum many-body systems with ultracold atoms [1–4]
with the unique feature of experimental control over interaction parameters, dimensionality, and isolation. These
experiments opened the way to the realization of several one-dimensional systems which are described, to a very good
approximation, by integrable models [5–11]. At the same time, on the theoretical side, the study of integrable models
out of equilibrium [4, 12, 13] has brought, among other results, to a better understanding of relaxation mechanisms
[13–15], of transport dynamics [16–19] and of entanglement propagation [20–24]. Concerning the long time dynam-
ics instead, while generic systems locally relax to thermal states [25–28], integrable systems admit a larger class of
possible stationary states, described by the generalized Gibbs ensemble (GGE) [14, 15, 29]. A non-trivial transition
between these two ensembles has been observed in the late-time dynamics of weakly non-integrable models [30–51]:
this phenomenon has been named prethermalization [52].
One of the most important conceptual and technical advances for the description of the many-body dynamics of
interacting integrable models has been the introduction of the Quench Action approach [53, 54]. Its main idea is that
at long times the local properties of the system can be captured, in the thermodynamic limit, by a representative
eigenstate of the Hamiltonian. In this formalism, the time evolution of local observables is written as a sum of
contributions coming from excitations over the representative eigenstate. While the ideas upon which the method is
built are simple, its technical implementation to get quantitative predictions might be very hard depending both on
the initial state and the model under investigation.
The introduction of the Quench Action approach comes as the result of a long and intense theoretical research
activity in the field of non-equilibrium dynamics. At an early age of the field, analytical calculations were mostly
performed in free theories [55–66], where the technical obstacles are less severe. While some results on interacting
models are known by other means [67–77], it is only with the Quench Action that they could be systematically
obtained in many integrable models [78, 79], with a great amount of work focusing on the prototypical examples
of the XXZ Heisenberg chain [80–84] and the Lieb-Liniger Bose gas [85–90]. These models represent the simplest
interacting integrable systems that can be solved by Bethe ansatz. They display richer physics than free models: it
was only thanks to the quench action solutions of the XXZ spin-chain [81, 82] that it has been possible to discover
that the GGE built with known (ultra)local charges [91–93] is not describing correctly [94, 95] the steady state and
that new families of quasi-local conservation laws should be included in the GGE [96–99]. In turn, finding a complete
set of charges became a parallel research field [100–114] also because when this is known, the stationary state can be
built circumventing the quench action solution, as e.g. done in [115, 116].
As we are now entering in a more mature age of the field, it is natural to wonder whether it is actually possible to
extend the analytical techniques developed so far to investigate more complex systems and in particular those which
can be solved by nested Bethe ansatz. In contrast to the XXZ chain or the Lieb-Liniger gas, these models contain
multiple species of interacting particles. The class of nested systems includes the celebrated Hubbard model [117] and
multi-species point-wise interacting Fermi and Bose gases [118]. The latter are of particular relevance for cold-atomic
experimental realizations [119] and allow us to study spectacular effects such as, e.g., spin-charge separation.
In this paper we study quantum quenches to a prototypical nested model and explicitly provide non-trivial predic-
tions for entanglement propagation after the quench. We consider the spin-1 Lai-Sutherland model [120, 121], whose
Bethe ansatz solution displays two distinct species of particles, each one forming an infinite family of bound states.
We focus on a simple initial matrix product state which allows us to generalize the application of the Quench Action
approach to nested models and deal with the corresponding technical difficulties. The overlaps between this matrix
product state and the Bethe eigenstates have been reported in [122], but in a completely different context. We fully
characterize the post-quench steady state and perform several checks for the validity of our results. As a numerically
measurable prediction, we provide explicit results for the time evolution of entanglement entropy and for the mutual
information exploiting a conjecture for entanglement dynamics [22] which so far has been carefully tested only for the
XXZ spin chains. The entanglement dynamics turn out to provide a signature of different species of particles and can
be used for quench spectroscopy similarly to what proposed in [123, 124].
The organization of this paper is as follows. In Section II we introduce the Lai-Sutherland model and review
its nested Bethe ansatz solution. The initial state is presented in Section III, together with a brief introduction to
the Quench Action approach, while Section IV is devoted to the analysis and solution of the equations character-
izing the post-quench steady state. In Section V we investigate the propagation of entanglement entropy after the
quench. Finally, our conclusions are reported in Section VI. Five appendices contain the most technical aspects of
our calculations.
3II. THE MODEL AND THE BETHE ANSATZ SOLUTION
A. The Hamiltonian
We consider the spin-1 Lai-Sutherland model [120, 121], described by the Hamiltonian
HL =
L∑
j=1
[
sj · sj+1 + (sj · sj+1)2
]
− 2L , (1)
which acts on the Hilbert space HL = h1⊗ . . .⊗hL. Here hj ' C3 is the local (physical) Hilbert space associated with
site j. The spin-1 operators saj are given by the standard three-dimensional representation of the SU(2) generators,
explicitly
sx =
1√
2
 0 1 01 0 1
0 1 0
 , sy = 1√
2
 0 −i 0i 0 −i
0 i 0
 , sz =
 1 0 00 0 0
0 0 −1
 . (2)
In the following, we also define the local spin-1 basis as
|⇑〉 =
 10
0
 , |0〉 =
 01
0
 , |⇓〉 =
 00
1
 , (3)
and will use the labeling
|e1〉 = |⇑〉 , |e2〉 = |0〉 , |e3〉 = |⇓〉 , (4)
and
|eα1eα2 . . . eαL〉 = |eα1〉 ⊗ |eα2〉 ⊗ . . .⊗ |eαL〉 . (5)
The Hamiltonian (1) is expressed in terms of the SU(2) spin-1 operators (2) and is manifestly invariant under
action of SU(2). In fact, it is invariant under the action of the larger group SU(3) as it is apparent by considering its
algebraic Bethe ansatz construction [125], as briefly discussed in Appendix A.
The Lai-Sutherland model should not be confused with the different spin-1 integrable chain
HBL =
L∑
j=1
[
sj · sj+1 − (sj · sj+1)2
]
, (6)
which is the Hamiltonian of the SU(2)-invariant Babujian-Takhtajan model [126, 127]. This model can be analyzed
by means of the so called fusion procedure [128], starting from the Bethe ansatz solution of the spin-1/2 Heisenberg
chain; quantum quenches in the model defined by (6) have been considered in [115]. To clarify the difference between
the two Hamiltonians, it is useful to introduce the operators
N1 ≡
L∑
j=1
[
(E22)j + (E
3
3)j
]
, (7)
N2 ≡
L∑
j=1
[
(E33)j
]
, (8)
where we defined
Eij ≡ |ej〉〈ei| . (9)
When applied to a state, the operator N1 counts the number of spins which are either |0〉 or |⇓〉 while N2 counts the
number of spins |⇓〉. It is straightforward to see that these operators are mutually commuting and moreover commute
with the Hamiltonian (1), which follows directly from the SU(3) invariance of HL. On the other hand, these operators
do not separately commute with the Hamiltonian HBL (cf. (6)): only their sum does.
This seemingly innocent difference has drastic consequences on the physics of the two models. While the quasi-
particle content and the structure of elementary excitations of the theory defined by (6) are analogous to that of
the spin-1/2 case, the one of the theory described by (1) is completely different: two different species of elementary
excitations emerge.
4B. The nested Bethe anstatz solution
The Hamiltonian (1) is diagonalized by nested Bethe ansatz. Here we briefly sketch the main aspects relevant to
our work while we refer to the specialized literature for a systematic treatment [117, 125, 129, 130].
The starting point is to construct a Bethe-state on the chain of length L. In the model at hand, this state is
parametrized by two sets of complex parameters called rapidities, kN = {kj}Nj=1 and λM = {λj}Mj=1, as follows:
|kN ,λN 〉 =
∑
1≤n1<...<nN≤L
∑
1≤m1<...<mM≤N
∑
P∈SN
 ∏
1≤r<l≤N
kP(l) − kP(r) − i
kP(l) − kP(r)

× 〈m|kP ,λ〉
N∏
r=1
(
kP(r) + i/2
kP(r) − i/2
)nr M∏
r=1
(E23)nmr
N∏
s=1
(E12)ns |Ω〉 . (10)
Here we defined the reference state
|Ω〉 = | ⇑⇑ . . . ⇑〉 , (11)
together with the functions
〈m|kP ,λ〉 =
∑
R∈SM
A(λR)
M∏
`=1
FkP (λR(`);m`) , (12)
Fk(λ, s) =
−i
λ− ks − i/2
s−1∏
n=1
λ− kn + i/2
λ− kn − i/2 , (13)
A(λ) =
∏
1≤r<l≤M
λl − λr − i
λl − λr . (14)
The numbers of the two kinds of rapidities, N and M , must satisfy
L ≥ N , N ≥ 2M , (15)
where L is the size of the chain.
In complete analogy with the well-known Bethe ansatz solution of the spin-1/2 Heisenberg chain [131], one can
show that the state (10) is an eigenstate of the Hamiltonian (1) provided that the rapidities satisfy a set of non-linear
quantization conditions, known as nested Bethe equations, which read(
kj + i/2
kj − i/2
)L
=
N∏
p=1
p 6=j
kj − kp + i
kj − kp − i
M∏
`=1
λ` − kj + i/2
λ` − kj − i/2 j = 1, . . . , N , (16)
1 =
N∏
j=1
kj − λ` − i/2
kj − λ` + i/2
M∏
m=1
m6=`
λ` − λm − i
λ` − λm + i , ` = 1, . . . ,M . (17)
The energy and the momentum of the eigenstate |kN ,λM 〉 are given by
E = −
N∑
j=1
1
k2j + 1/4
, P =
 N∑
j=1
i ln
[
kj + i/2
kj − i/2
]mod 2pi . (18)
Note that since the Hamiltonian (1) is integrable there exist infinitely many local conserved operators (or charges)
beyond energy and momentum, which can be constructed by standard techniques [131]. In analogy with (18), the
expectation value of higher conserved charges on a Bethe state are immediately obtained once the sets of rapidities
characterising the state are known. This is discussed in more detail in Appendix A.
The Bethe states |kN ,λM 〉 are common eigenstates of the Hamiltonian and of the operators N1 and N2 introduced
in (7), (8). In particular, one has
N1|kN ,λM 〉 = N |kN ,λM 〉 , (19)
N2|kN ,λM 〉 = M |kN ,λM 〉 . (20)
5The physical interpretation for the state (10) is straightforward in the case where all the rapidities kN ,λM are real.
In this case kN and λM can be thought as the rapidities of two different species of quasi-particles created on a vacuum
represented by the reference state (11); we will call these two species of quasi-particles “bare quasi-particles”. The
state (10) is then nothing but a scattering state of bare quasi-particles [132]. Bare quasi-particles of the first species
contribute to the energy and momentum of the state, while those of the second species do not (cf. Eqs. (18)). Note
that the two species of bare quasi-particles do not directly correspond to the two spin-flips |0〉 and |⇓〉. Pictorially
one could imagine that |0〉 is a bare quasi-particle of the first species and |⇓〉 splits into a bare quasi-particle of the
first and one of the second species.
C. String hypothesis and thermodynamic description
The thermodynamics of integrable models is naturally described within the well-known thermodynamic Bethe
ansatz formalism [133]. Within this framework, the quasi-particle content of the model emerges in analogy with the
case of non-interacting spin chains.
The thermodynamic Bethe ansatz for the nested system of interest in this work has been widely studied in the
literature, see, e.g., Refs. [129, 130, 134–137]. Here we review the aspects which are relevant for our work. As usual,
the starting point is provided by the so called string hypothesis, according to which, for large L, both sets of rapidities
arrange themselves in the complex plane forming patterns called strings. In the present case the parametrization of
the strings reads
kn,`α = k
n
α + i
(
n+ 1
2
− `
)
, ` = 1, . . . n , α = 1, . . . ,M (1)n , (21)
λn,`α = λ
n
α + i
(
n+ 1
2
− `
)
, ` = 1, . . . n , α = 1, . . . ,M (2)n . (22)
Here the numbers n = 1, 2, . . . ,+∞ are labeling the string types, the real numbers knα, λnα are the string centers and
{M (1)n ,M (2)n } are respectively the number of strings of the first and of the second species. Note that the strings here
do not couple the two different species of rapidities and for each species the strings have the the well-known structure
encountered in the case of XXX spin-1/2 chain [133]. Physically, the different strings are interpreted as bound states
of the bare quasi-particles (see e.g. Chapter IV in Ref. [117]).
Under the string hypothesis, the Bethe equations (17) can be turned into equations for the string centers; it is
convenient to consider the logarithmic form of these equations which reads as [130]
z(1)n (k
n
α) =
2pi
L
Inα , z
(2)
n (λ
n
α) =
2pi
L
Jnα . (23)
Here {Inα}, {Jnα} are integers or semi-integers depending on {M (1)n ,M (2)n } and we introduced the counting functions
z(1)n (λ) = pn(λ)−
1
L
+∞∑
m=1
M(1)m∑
β=1
Ξnm(λ− kmβ ) +
1
L
+∞∑
m=1
M(2)m∑
β=1
Θnm(λ− λmβ ) , (24)
z(2)n (λ) =
1
L
+∞∑
m=1
M(1)m∑
β=1
Θnm(λ− kmβ )−
1
L
+∞∑
m=1
M(2)m∑
β=1
Ξnm(λ− λmβ ) . (25)
Here
pn(λ) = 2 arctan
(
2λ
n
)
, (26)
Ξn,m(λ) = (1− δnm)p|n−m|(λ) + 2p|n−m|+2(λ) + . . .+ 2pn+m−2(λ) + pn+m(λ) , (27)
Θn,m(λ) = p|n−m|+1(λ) + p|n−m|+3(λ) + . . .+ pn+m−1(λ) . (28)
The counting functions (24) and (25) are assumed to be monotonic for any solution of the equations (23). The range
of {Inα , Jmβ } can be obtained taking the λ→∞ limit of the counting functions (and imposing {Inα , Jmβ } to be integers
6or semi-integers according to the values of {M (1)n ,M (2)n }). The result reads as [137]
|Inα | ≤
1
4
(
2L− 2 +M (2)n − 2
+∞∑
m=1
tnmM
(1)
m +
+∞∑
m=1
tnmM
(2)
m
)
, (29)
|Jnα | ≤
1
4
(
M (1)n − 2 +
+∞∑
m=1
tnmM
(1)
m − 2
+∞∑
m=1
tnmM
(2)
m
)
, (30)
where tnm ≡ 2 min(n,m)− δn,m. The energy and the momentum of a state described by the string centers {knα}, {λnα}
are given by
E =
+∞∑
m=1
M(1)m∑
β=1
εm(k
m
β ) , P =
+∞∑
m=1
M(1)m∑
β=1
(
pm(k
m
β )− pi
) mod 2pi , (31)
where we introduced the bare energies [129]
εn(k) = − n
k2 + n2/4
. (32)
Finally, the eigenvalues of N1 and N2 read as
N1 =
+∞∑
n=1
nM (1)n , N2 =
+∞∑
n=1
nM (2)n . (33)
In the thermodynamic limit the string centers become continuous variables on the real line. Accordingly, we introduce
the rapidity distribution functions ρ
(1)
n (k) and ρ
(2)
n (k) which generalize the momentum distribution functions for free
systems. Analogously, we also introduce the hole distribution functions ρ
(1)
h,n(k) and ρ
(2)
h,n(k), which corresponds to the
distribution of holes (i.e. values of the rapidity for which there is no particle) in free Fermi gases at finite temperature.
As customary, we define
ρ
(r)
t,n(k) = ρ
(r)
n (k) + ρ
(r)
h,n(k) , r = 1, 2 , n = 1, . . . ,+∞ , (34)
as well as the functions
ϑ(r)n =
ρ
(r)
n (x)
ρ
(r)
t,n(x)
, r = 1, 2 , n = 1, 2, . . . ,+∞ , (35)
η(r)n (x) =
ρ
(r)
h,n(x)
ρ
(r)
n (x)
, r = 1, 2 , n = 1, 2, . . . ,+∞ . (36)
Particle and hole distribution functions of the two species can not be chosen arbitrarily, but are constrained by a
set of linear integral equations which are nothing but the thermodynamic version of the Bethe equations (17). They
are usually called Bethe-Takahashi equations and are derived in complete analogy with the XXX spin-1/2 case [133].
They read [136]
ρ
(1)
t,n(λ) = an(λ)−
∞∑
m=1
(
an,m ∗ ρ(1)m
)
(λ) +
∞∑
m=1
(
bn,m ∗ ρ(2)m
)
(λ) , (37)
ρ
(2)
t,n(λ) = −
∞∑
m=1
(
an,m ∗ ρ(2)m
)
(λ) +
∞∑
m=1
(
bn,m ∗ ρ(1)m
)
(λ) . (38)
Here we defined the convolution between two functions as
(f ∗ g) (λ) =
∫ ∞
−∞
dµf(λ− µ)g(µ) , (39)
and
an,m(λ) = (1− δnm)a|n−m|(λ) + 2a|n−m|+2(λ) + . . .+ 2an+m−2(λ) + an+m(λ) , (40)
bn,m(λ) = a|n−m|+1(λ) + a|n−m|+3(λ) + . . .+ an+m−1(λ) , (41)
7where
an(λ) =
1
2pi
n
λ2 + n2/4
. (42)
Following [133], the Bethe-Takahashi equations (37), (38) can also be cast in partially decoupled form which is more
convenient for numerical analysis. We refer to Appendix B for the derivation, while here we only report the final
result
ρ
(1)
t,n(λ) = δn,1s(λ) + s ∗
(
ρ
(1)
h,n−1 + ρ
(1)
h,n+1
)
(λ) + s ∗ ρ(2)n (λ) , (43)
ρ
(2)
t,n(λ) = s ∗
(
ρ
(2)
h,n−1 + ρ
(2)
h,n+1
)
(λ) + s ∗ ρ(1)n (λ) , (44)
which uses the conventions
ρ
(r)
h,0(λ) ≡ 0 , r = 1, 2 , (45)
and the function
s(λ) =
1
2cosh (piλ)
. (46)
The set of rapidity distribution functions completely characterizes the thermodynamic properties of a given macrostate.
In particular, the density of the quasi-particles of the species (1) and (2) can be computed as
D(1) =
N1
L
=
+∞∑
n=1
n
∫ +∞
−∞
dk ρ(1)n (k) , (47)
D(2) =
N2
L
=
+∞∑
n=1
n
∫ +∞
−∞
dλ ρ(2)n (λ) . (48)
For later convenience, it is also useful to introduce the density of particles forming bound states as
D(r)n = n
∫ +∞
−∞
dk ρ(r)n (k) . (49)
Analogously, by means of the string hypothesis, one can obtain the density of energy from (31) as
E
L
=
+∞∑
n=1
∫ +∞
−∞
dk ρ(1)n (k)εn(k) . (50)
III. THE QUENCH PROTOCOL
We are now interested in the standard quench dynamics where the system is prepared in an initial state |Ψ0〉, which
is not an eigenstate of the Hamiltonian, and then it is let evolve for t > 0 with the Lai-Sutherland Hamiltonian (1).
The main goal of our analysis is not to reconstruct the entire time evolution, which is currently out of reach, but just
to have an exact characterization of the stationary state.
As we have mentioned in the introduction, to tackle this problem, we have two possible strategies. Either we rely
on the knowledge of the expectation value of a complete set of quasi-local charges or we construct the stationary
state from the Quench Action. Concerning the former approach, while we expect that quasi-local charges might be
successfully employed also in the study of quenches to the SU(3) chain (1), a systematic analysis of this problem (i.e.
a systematic characterization and classification of the quasi-local charges) in the case of nested systems has not yet
been carried out. As a consequence, we can only rely on the Quench Action approach [54], which can be implemented
quite generally for any Bethe ansatz integrable model, but is limited to those quenches for which the overlap between
the initial state and the Bethe eigenstates are known exactly. The computation of the overlaps has in fact turned out
to be a very hard technical problem, and no general scheme to solve it has yet been developed [138–142, 145–147]. In
the following we then restrict ourselves to consider a special initial state for which these overlaps are known. Indeed,
an exact formula has been conjectured and tested in [122] in the context of the AdS/CFT correspondence. While the
special initial state that we consider is admittedly artificial, we will see that it has a very simple structure. This, in
turn, makes it possible to test our theoretical predictions by means of efficient numerical methods.
Before presenting the specific initial state considered and analysing the corresponding overlap formula, let us briefly
sketch the main aspects of the Quench Action method which are relevant for our purposes.
8A. The Quench Action approach
Despite its introduction being still quite recent [54], the Quench Action approach has already been employed for
many models and quench settings. It is not our intention here to provide a detailed review of the method, so we
simply sketch the key formulas in order to set the notations. A pedagogical introduction can be found in [53].
In the equilibrium case, at finite temperature, a well-established result of the thermodynamic Bethe ansatz is
that the thermodynamic properties of an integrable system are encoded in the rapidity distribution functions of a
representative eigenstate. The latter are determined as the solution of a set of non-linear integral equations which are
derived by minimizing the thermal free energy functional [133]. Remarkably, Ref. [54] showed that the same idea can
be applied to study the stationary state describing local observables after a quantum quench. In this case, the thermal
free energy is replaced by another functional called Quench Action. In complete analogy to the thermal case, the
saddle-point rapidity distributions fully characterize the thermodynamic properties of the post-quench steady state.
Relevant examples of such properties are the local correlations and the velocities of the quasi-particle excitations.
The Quench Action functional explicitly depends on the initial state |Ψ0〉 and on some symmetry properties of the
latter. In the case considered in this work it reads
SQA[ρ] = 2SΨ0 [ρ]−
1
2
SYY[ρ] , (51)
where we have indicated with compact notation ρ the sets {ρ(1)n }∞n=1, {ρ(2)n }∞n=1. Here SYY[ρ] is the so called Yang-
Yang entropy [129]
SYY [ρ] =
2∑
r=1
+∞∑
n=1
∫ +∞
−∞
dx
{(
ρ(r)n (x) + ρ
(r)
h,n
)
ln
(
ρ(r)n (x) + ρ
(r)
h,n
)
− ρ(r)n ln ρ(r)n − ρ(r)h,n ln ρ(r)h,n
}
, (52)
while we will comment in the next subsection on the factor 1/2 in front of SYY[ρ] appearing in (51). The first term
in (51) is defined in terms of the thermodynamically leading part of the overlap between the initial state |Ψ0〉 and the
Bethe state corresponding to |ρ〉 as follows
S[ρ] = − lim
th
1
L
Re [ln〈Ψ0|ρ〉] . (53)
This expression has to be interpreted as the thermodynamic limit of the logarithm of the overlap between |Ψ0〉 and
a Bethe state which corresponds to the functions {ρ(1)n }∞n=1 and {ρ(2)n }∞n=1. The post-quench steady state is then
described by the distributions ρ¯
(r)
n (λ) which are the saddle-point of the Quench Action (51), namely the solution of
the system of equations
∂SQA[ρ]
∂ρ
(r)
n (λ)
∣∣∣∣∣
ρ=ρ¯
= 0, r = 1, 2 , n ≥ 1. (54)
In the next subsection, we will explicitly write the Quench Action for the initial state studied in this work, and derive
the corresponding saddle-point equations.
B. The initial state and the saddle-point equations
We consider the following initial state for our quench problem
|Ψ0〉 = 1√N tr0
 L∏
j=1
(
σ1 |⇑〉j + σ2 |0〉j + σ3 |⇓〉j
) = 1√N ∑{αj} tr0 [σα1σα2 . . . σαL ] |eα1eα2 . . . eαL〉 . (55)
Here we used the notations (4) and (5), while σα are the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (56)
so that the trace in (55) is over the auxiliary space h0 ' C2. Finally, the normalization N = 3L + 3(−1)L is chosen
such that 〈Ψ0|Ψ0〉 = 1.
9The initial state (55) is a matrix product state with local dimension 2 which satisfies cluster decomposition. The
simple structure of |Ψ0〉 allows for the investigation of its time evolution by means of efficient numerical methods such
as DMRG and iTEBD simulations [148–150]. Consider a chain of length L and a Bethe state characterized by the
rapidities {kj}Nj=1, {µj}Mj=1 such that L, N and M are even numbers and
{kj}Nj=1 = {−kj}Nj=1 , (57)
{µj}Mj=1 = {−µj}Mj=1 . (58)
Then, its overlap with the initial state (55) is given by [122]
〈Ψ0|{kj}Nj=1, {µj}Mj=1〉 =
2√N
√√√√√
N/2∏
m=1
k2m + 1/4
k2m
M/2∏
m=1
λ2m + 1/4
λ2m
 detG+
detG−
. (59)
Here G± are Gaudin-like matrices defined by
G± =
(
A± B±
Bt± C±
)
, (60)
where
(A±)r,s = δrs
LK1(kr)− N/2∑
l=1
K+2 (kr, kl) +
M/2∑
l=1
K+1 (kr, λl)
+K±2 (kr, ks) , (61)
(B±)r,s = −K±1 (kr, λs) , (62)
(C±)r,s = δrs
−M/2∑
l=1
K+2 (λr, λl) +
M/2∑
l=1
K+1 (λr, kl)
+K±2 (λr, λs) , (63)
with the additional definitions
K1(u) = 1
u2 + 1/4
, (64)
K2(u) = 2
u2 + 1
, (65)
K±s (u,w) = Ks(u− w)±Ks(u+ w) , s = 1, 2 . (66)
An analogous formula exists for the case where N is even, while L and M are odd, and the sets of rapidity distributions
still satisfy (57), (58). Conversely, for Bethe states not satisfying (57), (58) the overlap is zero [122]. Formula (59)
was conjectured in [122] based on an analogy with the case of the XXX spin-1/2 chain, where a similar state can be
constructed and the corresponding overlaps computed [143–145].
It is not simple to extract from (59) the thermodynamically leading part of the overlap. In fact, due to divergences
arising in the matrices G±, one should take into account finite-size deviations from perfect strings (21), (22). Note
however that the situation is completely analogous to the one encountered in other models displaying bound states.
This is, for instance, the case for quenches from the Ne´el state to the XXZ spin-1/2 chain [81, 82] or from non-
interacting to attractive one-dimensional Bose gases [87]. Following these works, it can be argued that the ratio of
the determinants in (59) only gives a sub-leading contribution in the thermodynamic limit and can thus be neglected.
Given the similarity of the argument, we do not report it here, and refer to [81, 82, 87] for more details.
Dropping the ratio of the determinants, it is straightforward to take the thermodynamic limit of (59). Since the
calculations are analogous to the ones performed in [81, 87], here we only report the final result, which reads
SΨ0
[
{ρ(r)n }∞n=1
]
≡ − ln
(
〈Ψ0|{ρ(r)n }∞n=1〉
)
=
1
2
ln 3 +
1
4
∞∑
n=1
∫ ∞
−∞
dkρ(1)n (k)gn(k) +
1
4
∞∑
n=1
∫ ∞
−∞
dλρ(2)n (λ)gn(λ) , (67)
where we defined
gn(λ) =
n−1∑
l=0
[
fn−1−2l(λ)− fn−2l(λ)
]
, (68)
fn(λ) = ln
(
λ2 + n2/4
)
. (69)
10
From (51), we see that we have now all the elements necessary to explicitly write down the saddle-point equations
(54). Note that the factor 1/2 in front of the Yang-Yang entropy (52) comes from the fact that the initial state |Ψ0〉 has
non-vanishing overlaps only with parity-symmetric Bethe states [85]. Putting all together, we can explicitly perform
the functional derivative in (54) and obtain the desired saddle-point equations. By exploiting the Bethe-Takahashi
equations (37) and (38) we finally obtain
ln η(1)n (λ) = gn(λ) +
+∞∑
m=1
[
an,m ∗ ln
(
1 +
[
η(1)m
]−1)]
(λ)−
+∞∑
m=1
[
bn,m ∗ ln
(
1 +
[
η(2)m
]−1)]
(λ) , (70)
ln η(2)n (λ) = gn(λ) +
+∞∑
m=1
[
an,m ∗ ln
(
1 +
[
η(2)m
]−1)]
(λ)−
+∞∑
m=1
[
bn,m ∗ ln
(
1 +
[
η(1)m
]−1)]
(λ) , (71)
where the functions an,m and bn,m are defined in (40) and (41) respectively.
Once again, Eqs. (70) and (71) can be cast in a partially decoupled form which is more suitable for numerical
evaluation, i.e.,
ln η(1)n (λ) = dn(λ) + s ∗
(
ln[1 + η
(1)
n−1] + ln[1 + η
(1)
n+1]
)
(λ)− s ∗ ln
[
1 +
(
η(2)n
)−1]
(λ) , (72)
ln η(2)n (λ) = dn(λ) + s ∗
(
ln[1 + η
(2)
n−1] + ln[1 + η
(2)
n+1]
)
(λ)− s ∗ ln
[
1 +
(
η(1)n
)−1]
(λ) , (73)
where s(λ) is defined in (46), and we introduced
dn(λ) = (−1)n+1 ln
[
tanh2
(
piλ
2
)]
, (74)
with the convention
ηr0(λ) ≡ 0 . (75)
Interestingly, Eqs. (70) and (71) can be cast in yet another form, which is still partially decoupled. We report it in
Appendix C, together with the derivation of (72) and (73).
One can immediately see that (70) are (71) are symmetric under exchanging the particle species (1) ↔ (2). This
observation allows us to simplify the saddle-point equations as follows. Suppose we find a solution η
(1)
n (λ) = Θn(λ),
η
(2)
n (λ) = Ξn(λ). If Θn(λ) 6= Ξn(λ), then we find another solution η(1)n (λ) = Ξn(λ), η(2)n (λ) = Θn(λ). We rule out this
possibility by assuming uniqueness of the solution of (70) and (71). Hence, we conclude that the two sets of functions
coincide, namely
η(1)n (λ) = η
(2)
n (λ) ≡ ηn(λ) . (76)
As a consequence, one can write a unique set of non-linear integral equations for ηn(λ). From (43) and (44) it follows
ln ηn(λ) = dn(λ) + s ∗ (ln[1 + ηn−1] + ln[1 + ηn+1]) (λ)− s ∗ ln
[
1 + η−1n
]
(λ) . (77)
The corresponding root densities ρ
(1)
n (λ) and ρ
(2)
n (λ) are found by solving the Bethe-Takahashi equations (37) – (38).
Note that, even if η
(1)
n (λ) = η
(2)
n (λ), the root densities will generically be different due to the asymmetric form of
(37) – (38).
The single set of decoupled equations (77) easily allows us to understand the asymptotic behavior of ηn(λ) for large
λ and n. Defining
ηn,∞ = lim|λ|→∞
ηn(λ) , (78)
and taking the limit |λ| → ∞ in (77), one obtains the set of algebraic equations
ηn,∞(1 + ηn,∞) = (1 + ηn−1,∞)(1 + ηn+1,∞), (79)
with η0,∞ = 0. It is straightforward to verify that the following ansatz satisfy (79)
ηn,∞ =
(n+ 1)(n+ 2)
2
− 1 . (80)
As we discuss in the following, Eq. (80) is recovered by our numerical solution of (77).
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FIG. 1. Rapidity distribution functions of the post-quench steady state. Left and right panels show the rescaled root densities
ρ˜
(r)
n (λ) of the first four string types n = 1, 2, 3, 4 for the two species of rapidities r = 1, 2 describing the eigenstates of our
system. Rescaled root densities are defined as ρ˜
(r)
n (λ) = n
2ρ¯
(r)
n for odd n and ρ˜
(r)
n = 10n
2ρ¯
(r)
n (λ) for even n. The rescaling is
performed to show all the root densities on the same plot.
IV. THE POST-QUENCH STEADY STATE
Our strategy to numerically determine the saddle-point root densities is straightforward. First, we solve Eq. (77)
for η
(r)
n (λ) and then we find ρ
(r)
n (λ), ρ
(r)
h,n(λ) by solving the partially decoupled Bethe equations (44) – (45). For the
sake of presentation, details on our numerical solution of (77) and (44) – (45) are postponed to Sec. IV B, while here
we present and discuss the final result.
The rapidity distribution functions ρ
(1)
n (λ), ρ
(2)
n (λ) characterizing the post-quench steady state are displayed in
Fig. 1. Note that we have rescaled the rapidity distributions corresponding to bound particles, as they are significantly
smaller than those of unbound particles. The knowledge of these rapidity distributions in principle allows us to compute
the long-time limit of any local observable after the quench.
The bound-state content of the post-quench steady state is displayed in Fig. 2. The density of unbound particles
is the prominent one, even though finite densities of n-particle bound-states are non-negligible for small n. Also note
that the sequence of densities is not monotonic in n, but displays an even/odd effect.
The post-quench steady state lies in the same magnetization sector of the ground-state of the model: they both
have D(1) = 2/3 and D(2) = 1/3 [129]. The ground-state, however, displays absence of bound-states so that
ρ
(1)
n (λ) ≡ ρ(2)n (λ) ≡ 0 for n ≥ 2. A comparison between the rapidity distributions ρ(1)1 (λ), ρ(2)1 (λ) of the ground-
state and the steady state is displayed in Fig. 3. We see that even though higher bound-states have small densities in
the steady state they significantly influence the rapidity distribution ρ
(2)
1 (λ) of the second species of particles.
In the next subsection, we discuss on the computation of the local conserved operators both on the initial and
the post-quench steady state. This will be crucial in order to test the validity of Eq. (77) and the accuracy of our
numerical solution. Next, we provide further details on the numerical scheme employed to solve the saddle-point
integral equations.
A. The local conserved charges
Since our system is integrable there exists an infinite number of local and quasi-local conserved operators, or charges,
commuting with the Hamiltonian. Let us focus only on the local charges and indicate them as {Qn}n, where Q2 = H
by convention. Since these operators are conserved, their expectation values on the initial state and on the long-time
stationary state have to be equal. This fact provides the basis for the main test of the validity of our results.
In Appendix A we derive the following expression for the expectation value of a given charge on a Bethe state
lim
L→∞
1
L
〈|{ρ(r)n }|Qm|{ρ(r)n }〉 =
∞∑
n=1
∫ +∞
−∞
dλ
(
ρ(1)n (λ)c
(1)
m,n(λ) + ρ
(2)
n (λ)c
(2)
m,n(λ)
)
, (81)
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(1)
1 (λ), ρ
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where
c
(1)
m+1,n(k) = (−1)mi
∂m
∂λm
log
[
k + in/2
k − in/2
]
, m ≥ 1 , (82)
c
(2)
m+1,n(λ) ≡ 0 , m ≥ 1 . (83)
We indicated with |{ρ(r)n }〉 a Bethe state which corresponds to the rapidity distributions {ρ(r)n } in the thermodynamic
limit. Note that the second species of particles does not contribute to the value of any of the local conserved charges.
Equations (81), (82) and (83) immediately allow us to numerically compute, after integration, the value of the charges
on the post-quench steady state.
In order to compute the expectation value of the local charges on the initial state, we exploit the method outlined
in [92] for the case of the XXZ spin-1/2 chain. As discussed in Appendix D, we find that the same method can
straightforwardly be applied also in our case. First, we define the generating function ΩΨ0(λ) such that
∂n
∂λn
ΩΨ0(λ)
∣∣∣
λ=0
= lim
L→∞
1
L
〈Ψ0|Qn+2|Ψ0〉 . (84)
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Then, we show (cf. Appendix D) that the generating function has the following simple expression
ΩΨ0(λ) = −
4(3 + 2λ2)
3(3 + 7λ2 + 4λ4)
. (85)
From (85) we immediately obtain
lim
L→∞
1
L
〈Ψ0|Q2k+1|Ψ0〉 = 0 , k = 1, 2, . . .∞ , (86)
together with the explicit expression of the even charges. As an example we report the first few charges, i.e.,
lim
L→∞
1
L
〈Ψ0|Q2|Ψ0〉 = −4
3
, (87)
lim
L→∞
1
L
〈Ψ0|Q4|Ψ0〉 = 40
9
, (88)
lim
L→∞
1
L
〈Ψ0|Q6|Ψ0〉 = −736
9
. (89)
We can also readily write down two additional local conserved charges which are independent from the operators Qn.
These are N1 and N2 defined in (7) and (8). The expression for their expectation value on Bethe states is given in
(47) and (48). In addition, by exploiting the simple matrix product form of the initial state, it is easy to compute
that
lim
L→∞
1
L
〈Ψ0|N1|Ψ0〉 = 2
3
, (90)
lim
L→∞
1
L
〈Ψ0|N2|Ψ0〉 = 1
3
. (91)
As we will discuss in the next subsection, all these values are correctly recovered by our numerical solution for the
steady state rapidity distributions (77).
B. The numerical solution
The partially decoupled version of TBA integral equations is in general more convenient from the numerical point
of view. Nevertheless, as a general rule we have always solved both the coupled and partially decoupled versions for
all the integral equations that we have considered. The agreement between the two results gives us a useful check for
our numerical methods.
All the systems considered in this work feature an infinite number of equations, therefore, to provide a numerical
solution one needs to “truncate” them retaining only a finite number Neq of equations. The solution to the truncated
system, indicated by Xn(λ), is then an approximation to the exact result and becomes exact in the limit Neq → ∞.
The partially decoupled version of the integral equations allows us to consider larger Neq and usually allows to reach
better accuracy. The agreement between the numerical solution of the coupled and partially decoupled equations is
almost perfect for the functions Xn(λ) with n < Neq and n not too close to Neq, while small discrepancies arise for
Xn(λ) with n . Neq due to the effect of truncation. In the following we briefly comment on our numerical solution
of the partially decoupled equations, which yielded our most accurate results.
First, we solved the saddle point equations (77) for η
(r)
n (λ) using successive iterations. The truncation procedure
followed here is analogous to that of Refs. [81, 82]. Since the driving terms dn(λ) in (77) are all equal for n of a
given parity, it is natural to expect the same even/odd effect to be present for the solutions ηn(λ). In particular, one
expects that for large n it holds ηn/ηn+2 ∼ 1. More precisely, based on the asymptotic behavior (80), we truncated
the equations (77) using the condition
ηNEq+1(λ)
ηNEq−1(λ)
=
ηNEq+1,∞
ηNEq−1,∞
= 1 +
4
Neq
+O
(
1
N2eq
)
. (92)
We checked that for fixed n and λ the value ηn(λ) converges to a well defined number increasing Neq. In addition,
the solution obtained using (92) is consistent with the one of the coupled version of the integral equations (77).
The second step of the numerical solution is to apply the same iterative technique to the partially decoupled
Bethe-Takahashi equations (43)-(44) determining ρ
(r)
n (λ). The truncation in this case is performed in the standard
fashion
ρt,NEq+1(λ) = ρt,NEq(λ) . (93)
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Note that, while the functions η
(r)
n (λ) and ρ
(r)
n (λ) live on the real line, their numerical realization is taken on an evenly
distributed mesh of Npoints points on a finite interval [−Λ,Λ]. Extrapolation of η(r)n (λ) and ρ(r)n (λ) in Npoints → ∞
is necessary to obtain an accurate solution, while the other two parameters Λ and Neq are fixed to reasonably large
values. The results shown in the figures are computed using Λ = 50 and Neq = 40.
We tested our numerical solution by comparing the theoretical expectation values of the conserved charges (87)-
(89) to the corresponding numerical results obtained via (81). After the extrapolation of ρ
(r)
n (λ) to Npoints → ∞,
the numerical values of the charges have less than 1% error. The expectation values of N1 and N2 are slightly less
accurate as they receive significant contributions from higher strings whose densities are affected by the truncation
in the number of equations. Choosing the parameters as specified above, the errors in the expectation values of the
particle numbers are 3.6% for the first species and 6.2% for the second. As an additional test of the numerical solution,
we checked that the quench action (51) evaluated at the saddle point is indeed zero, i.e., the two terms appearing
in the difference (51) are equal. After the extrapolation of the densities to Npoints → ∞ we find that the difference
between the overlap and the entropy term in (51) is less than 1% of each term.
V. ENTANGLEMENT DYNAMICS AND ELEMENTARY EXCITATIONS
In this section we exploit the knowledge of the post-quench stationary state, determined in the above section,
to investigate the finite-time dynamics of the system after the quench. We focus on the time evolution of the
entanglement entropy after the quench. The amount of entanglement between a subsystem A and the rest of the
system A¯, is measured by the the entanglement entropy SA(t) defined as
SA(t) = −tr[ρA(t) log ρA(t)] , (94)
where ρA(t) is the time evolving density matrix of the system reduced to the subsystem A, i.e. ρA ≡ TrA¯|Ψ(t)〉〈Ψ(t)|.
This entanglement entropy is known to give very important information about the system, both in and out of
equilibrium, see, e.g., the reviews [151–154].
A convenient way to describe the evolution of entanglement is by means of the quasi-particle picture originally
proposed in Ref. [20, 67]. In essence, one postulates that the quench creates pairs of correlated quasi-particles
in any spacial point of the system. Only pairs created at the same point are correlated and carry entanglement
through the system. For t > 0, the quasi-particles move ballistically in opposite directions and, as a consequence of
momentum conservation, the two correlated quasi-particles have opposite velocities ±v(λ), where λ is the rapidity
parametrising the dispersion relation. When moving through the system, the quasi-particles correlate regions which
were initially uncorrelated as pictorially shown in Fig. 4. The entanglement entropy SA is then a weighted (by a
function s(λ)) measure of the number of pairs with one quasi-particle in A and the other in A¯. It has been shown
in many non-interacting models [155–159], that the predictions of the this quasi-particle picture become exact in the
space-time scaling limit of large times and subsystem sizes. Furthermore the qualitative picture for the entanglement
entropy evolution has been shown to be correct even in numerical simulations of many interacting integrable and
non-integrable models, as e.g. in Refs. [160–164]. The same picture also provides the entanglement dynamics in local
quenches [165–168] and in inhomogeneous situations [169, 170].
In Ref. [22] it has been shown that the quasi-particle picture gives, in the space-time scaling limit, exact predictions
even for interacting integrable models, provided that an appropriate choice for the functions v(λ) and s(λ) is made.
One has to introduce multiple species of quasi-particles moving at the velocities vn(λ), which are the group velocities
of elementary excitations over the stationary state described by {ρ¯n(λ)}. In interacting models the velocities vn(λ)
are generically state-dependent and non-trivially encode the effects of the interactions – they fulfil a set of integral
equations depending on {ρ¯n(λ)}. In the non-interacting limit they reduce to the bare velocities v0n(λ) = ε′n(λ)/p′n(λ),
where εn(λ) and pn(λ) are respectively the bare energy and momentum. The choice of the quasi-particles’ velocities
is in agreement with the one found in transport problems [18, 19, 171] and it is ultimately related to the fundamental
observation [172] that the group velocities of the elementary excitations are the relevant velocities for the propagation
of information in interacting integrable models. The natural choice for the weighting functions sn(λ) is to set them
equal to the Yang-Yang entropy density per rapidity and species. This choice guarantees that the extensive parts
of entanglement entropy and thermodynamic entropy coincide at infinite times, in agreement with some general
expectations [173, 174] as well as analytical findings in non-interacting models [155, 175, 176].
In our case, using the quasi-particle interpretation, we can write the entanglement entropy between a subsystem of
contiguous spins of length ` and the rest of the system as
S`(t) =
∑
r=1,2
∞∑
n=1
∫
dλ s(r)n (λ)
{
2t|v(r)n (λ)| θH(`− 2|v(r)n (λ)|t) + ` θH(2|v(r)n (λ)|t− `)
}
. (95)
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FIG. 4. Pictorial representation of the quasi-particle interpretation of the entanglement dynamics in two different configurations.
Blue solid lines represent pairs of quasi-particles moving at the maximal velocity, while slower pairs of quasi-particles are
represented by a light blue halo. The top panel depicts the evolution of entanglement entropy between a subsystem of length
` and the rest of the infinite system, detailed in Sec. V B. The entanglement entropy is computed by counting all the pairs of
quasi-particles with one quasi-particle in the subsystem and the other in the rest. The bottom panel shows the configuration
considered in Sec. V C. Here we deal with two subsystems A and B of length ` separated by a distance d, and compute the
mutual information IA:B(t) by counting all the pairs of quasi-particles with one quasi-particle in A and the other in B.
Here we used that the indices labeling quasi-particles are n = 1, 2, . . . and r = 1, 2. The Yang-Yang entropy density
s
(r)
n (λ) appearing in (95) is given by
s(r)n (λ) =
(
ρ(r)n (x) + ρ
(r)
h,n
)
ln
(
ρ(r)n (x) + ρ
(r)
h,n
)
− ρ(r)n ln ρ(r)n − ρ(r)h,n ln ρ(r)h,n , (96)
and velocities v
(1)
n (λ) and v
(2)
n (λ) fulfil the integral equations
ρ
(2)
t,n(λ)v
(2)
n (λ) =
∑
k
(
bn,k ∗ v(1)k ρ(1)k
)
(λ)−
∑
k
(
an,k ∗ v(2)k ρ(2)k
)
(λ) (97)
ρ
(1)
t,n(λ)v
(1)
n (λ) =
1
2pi
ε′n(λ)−
∑
k
(
an,k ∗ v(1)k ρ(1)k
)
(λ) +
∑
k
(
bn,k ∗ v(2)k ρ(2)k
)
(λ) . (98)
Before discussing the predictions of (95) for the entaglement dynamics we briefly sketch the derivation of Equations
(97) – (98), and refer the reader to Appendix E for the detailed calculation.
A. Velocities of the Excitations
Elementary excitations over the stationary state {ρ¯(r)n (λ)} are constructed by considering a microscopic representa-
tion of the stationary state, described by a configuration of integers {Inα , Jmβ } (cf. (23)), and adding or removing one
integer. The operation of adding such an integer to those in the sector labelled by n and r, which we call excitation
of string type n and species r, can be interpreted as the addition of a quasi-particle with rapidity λ, energy ε
d (r)
n (λ)
and momentum p
d (r)
n (λ). The latter quantities are given by
εd (a)n (x) = εn(x)δa,1 +
∑
k
∫
dz ε′k(z)ϑ
(1)
k (z)F
1a
kn(z|x) , a = 1, 2 , (99)
pd (a)n (x) = pn(x)δa,1 +
∑
k
∫
dz p′k(z)ϑ
(1)
k (z)F
1a
kn(z|x) , a = 1, 2 . (100)
The shift functions F 11kn(z|x) and F 12kn(z|x) appearing here are found by solving a system of integral equations, reported
in Equations (E3) – (E6) of Appendix E. The quantities ε
d (r)
n (λ) and p
d (r)
n (λ) are called dressed energy and momentum.
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FIG. 5. Velocities of the elementary excitations over the stationary state {ρ¯(r)n (λ)} (cf. Eq. (54)). Left and right panels show
the velocities of elementary excitations of string type n = 1, 2, 3, 4, respectively of the first and second species (r = 1, 2).
They differ from the bare ones ε
(r)
n (λ) and p
(r)
n (λ) because of the effects of the interaction encoded in {F 1akn(z|x)}a=1,2.
All this has a very simple physical interpretation – adding a new quasi-particle to the system has a feedback on all
the others because of the interaction, so its effective dispersion relation changes.
Given the dispersion relation of an excitation, i.e. its dressed energy and momentum, we can find its group velocity
from the formula
v(r)n (λ) ≡
dε
d (r)
n (λ)
dp
d (r)
n (λ)
=
ε
d (r) ′
n (λ)
p
d (r) ′
n (λ)
. (101)
Taking the derivative of (99) and (100) and using (E3) – (E6) we find that
pd (r) ′n (λ) = 2piρ
(r)
t,n(λ) , (102)
and that {εd (r) ′n (λ)}r=1,2 fulfil the following system of integral equations
εd (2) ′n (λ) =
∑
k
(
bn,k ∗ εd (1) ′k
)
(λ)−
∑
k
(
an,k ∗ εd (2) ′k
)
(λ) , (103)
εd (1) ′n (λ) = ε
′
n(λ)−
∑
k
(
an,k ∗ εd (1) ′k
)
(λ) +
∑
k
(
bn,k ∗ εd (2) ′k
)
(λ) . (104)
Substituting the definition (101) readily gives the system (97) – (98).
For the the purpose of the numerical solution, it is convenient to follow the steps illustrated in Appendix B and
write the system (97) – (98) in a partially decoupled form
ρ
(1)
t,n(λ)v
(1)
n (λ) = −s′(λ)δn,1 + s ∗
(
ρ
(1)
h,n−1v
(1)
n−1 + ρ
(1)
h,n+1v
(1)
n+1
)
(λ) + s ∗ ρ(2)n v(2)n (λ) , (105)
ρ
(2)
t,n(λ)v
(2)
n (λ) = s ∗
(
ρ
(2)
h,n−1v
(2)
n−1 + ρ
(2)
h,n+1v
(2)
n+1
)
(λ) + s ∗ ρ(1)n v(1)n (λ) . (106)
These integral equations can be readily solved numerically. In Fig. 5 we report the velocities of the two species of
elementary excitations with the first four string types, constructed over the stationary state {ρ¯(r)n (λ)} (cf. Eq. (54)).
From the plot we see that the velocities are odd functions of λ with a minimum and a maximum reached for finite
values of λ. The maximal velocity for the propagation of information is given by that of excitations of the first
species and string type 1, vmax = maxλ v
(1)
1 (λ). The maximal velocity for excitations of the second species is given
by v
(2)
max = maxλ v
(2)
1 (λ) with v
(2)
max ≈ 0.5 vmax.
B. Entanglement Dynamics
Let us now consider the entanglement dynamics predicted by Eq. (95). In Fig. 6a, we report the time evolution of
the entanglement entropy after a quench from the initial state (55). As is customary, we plot S`(t)/` as a function of
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FIG. 6. Entanglement evolution after a quench from the initial state (55). The left panel shows the time evolution of the
entanglement entropy as a function of 2vmaxt/` (magenta solid line), it also shows the separate contributions carried by
quasi-particles of the first (red dashed line) and second species (blue dashed line). The central and right panels show the
string-type resolved (n = 1, 2, 3, 4) contributions to the entanglement dynamics, respectively for the first and the second species
of excitations.
the scaling variable 2vmaxt/`. The plot clearly shows the standard spreading of entanglement entropy [20]: there is a
linear increase of the entanglement entropy for t < `/2vmax governed by the fastest quasi-particles, followed by a slow
saturation dictated by all the other slower quasi-particles. For the initial state considered, the largest contribution
to the entanglement is coming from the fastest quasi-particles: those of species r = 1 and string type n = 1 (cf. Fig.
2). This observation is confirmed by the species resolved lines in Fig. 6a, which show that the particles of the first
species bring almost twice as much entanglement as those of the second species. A further confirmation comes from
the string-type resolved plots in Figs 6b and 6c, which demonstrate that the contribution of bound states is strongly
suppressed. A final observation is that the asymptotic value of the entanglement entropy is approximately 0.7 which
is smaller than log 3 ≈ 1.1, the maximal density of entropy per site in the spin-1 chain (indeed log 3 corresponds to
the density of thermodynamic entropy in the infinite temperature state).
C. Mutual Information
The entanglement entropy is not the ideal quantity to highlight the contribution of all the different quasi-particles:
the contribution of the quasi-particles bringing more entanglement covers all the others. The contribution of different
quasi-particles can be resolved more effectively considering two disjoint intervals. Let us take two spin blocks A and
B of length `, separated by a distance d, as depicted in Fig. 4, and focus on the mutual information
IA:B = SA + SB − SA∪B (107)
between the two subsystems A and B. The mutual information after a quench is also believed to signal the non-
integrability and chaotic behavior of a system via the breakdown of the quasi-particle picture [177, 178].
In the quasi-particle picture, the mutual information counts all the pairs of quasi-particles with one quasi-particle
in A and the other in B, as pictorially shown in Fig. 4. Its time evolution is then simply written down generalizing
the result of [22] to two species of excitations
IA:B(t) =
∑
r=1,2
∞∑
n=1
∫
dλ
[(
2|v(r)n (λ)|t− d
)
χ[d,d+`](2|v(r)n (λ)|t)
+
(
d+ 2`− 2|v(r)n (λ)|t
)
χ[d+`,d+2`](2|v(r)n (λ)|t)
]
s(r)n (λ) , (108)
where χ[a,b](x) is the characteristic function of [a, b], i.e. it is equal to 1 if x ∈ [a, b] and equal to 0 otherwise.
The time evolution of the mutual information is reported in Fig. 7, where we plot IA:B(t)/` as a function of 2vmaxt/`
for three different values of the ratio d/`. We see that the contributions of different quasi-particles are easily detected
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FIG. 7. Time evolution of the mutual information starting from the initial state (55). The three panels correspond to increasing
values of the ratio d/`, respectively 2.5, 10, 30. The plots show the total mutual information (magenta solid line) together with
the separate contributions carried by quasi-particles of the first (red dashed line) and second species (blue dashed line).
as they give rise to peaks in IA:B(t) – the peak due to the quasi-particles of species r and string type n is appearing
at approximately
t(r)n =
d+ `
2v
(r)
max,n
=
vmax
v
(r)
max,n
t
(1)
1 , (109)
where we introduced v
(r)
max,n = maxλ v
(r)
n (λ). Once again, the most prominent peak corresponds to the fastest quasi-
particles, as they carry the largest amount of correlations. As shown in Figs. 7a – 7c, increasing the ratio d/`
we can increase 2vmaxt
(1)
1 /` and separate the peaks, in this way it is easier to discern the contribution of different
quasi-particles.
VI. CONCLUSIONS
In this paper we studied a quantum quench in a nested Bethe-ansatz solvable model, the spin-1 Lai-Sutherland
chain. The thermodynamic description of the latter is in terms of two different species of quasi-particles, each one
forming an infinite number of bound states. We considered a simple initial matrix product state for which the overlaps
with Bethe states are known [122] and determined the corresponding post-quench steady state by means of the Quench
Action approach. We tested the validity of our result by checking that the expectation value of all the local conserved
charges on the initial and long-time steady state are equal. Finally, we investigated the post-quench entanglement
dynamics using a recently proposed conjecture for interacting integrable models [22]. Importantly, due to the simple
structure of our initial state, all our predictions for the entanglement dynamics can in principle be tested against
efficient numerical methods such as tDMRG or iTEBD, on the same lines of what done in Ref. [22].
Our work raises a number of compelling questions. From the physical point of view, it is natural to wonder how
the two different species of excitations affect the dynamics of local correlations after the quench. It is clear from our
results that each species carries a non-vanishing contribution on entanglement dynamics. As a consequence, it is not
possible to individually probe the dynamics of the single species by computation of entanglement entropy or mutual
information. An interesting question then is whether some appropriate local correlators can be found, such that their
dynamics is entirely determined by one and only one of the two species. This would result in a mechanism of effective
separation in the spreading of correlations after the quench.
From the technical point of view, an interesting question stems from the structure of the overlap formula of our
initial state. Since the seminal works [85, 138, 140], determinant expressions of the form (59) have appeared in several
cases in the past few years for a variety of models. It is even more surprising to encounter a formula of this kind in the
nested spin chain studied in this work, possibly signalling the presence of an hidden structure common to all Bethe
ansatz integrable models. Characterising the states for which such a formula exists is an important open problem,
with far reaching consequences, both from the purely theoretical and practical point of view.
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Our work also calls for a systematic analysis of the quasi-local charges in the spin-1 Lai-Sutherland chain. This is
a necessary step towards the explicit construction of the complete GGE in this model. Such a construction would
in turn lead to the possibility of considering a wider set of initial states, overcoming the technical difficulty of the
computation of the overlaps required by the Quench Action approach. The explicit calculations presented in this
work for the initial state (55), provide a strict test for any future construction of the complete GGE.
Finally, it would be highly desirable to find explicit formulae for calculating expectation values of local operators on
the stationary state in the spin-1 Lai Sutherland chain. Such formulae are currently known only for few non-nested
Bethe ansatz integrable models, namely the Lieb-Liniger model [179, 180], the XXZ spin-1/2 chain [181, 182], and
the sinh-Gordon field theory [79, 183]. A promising route is to first consider expectation values at finite temperature
and then generalize them to arbitrary excited eigenstates. This approach has been found fruitful in the case of the
XXZ spin-1/2 chain and of the sinh-Gordon field theory.
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Appendix A: The algebraic Bethe ansatz
In this section we briefly sketch the algebraic Bethe ansatz analysis of the Hamiltonian (1), which also allows for a
systematic derivation of higher local conservation laws.
The fundamental object of the algebraic Bethe ansatz is the so called R-matrix, which in our case reads
R12(λ) =
λ
λ+ i
+
i
λ+ i
P12, (A1)
where P12 is the permutation matrix exchanging the local spaces h1, h2. The R-matrix (A1) is invariant under SU(3)
and it is a simple exercise to show that it satisfies
R12(0) = P12 (A2)
R12(u)R21(−u) = id , (A3)
where id is the identity operator on h1 ⊗ h2. Next, introducing the Lax operator
L0j(λ) = R0j(λ) , (A4)
one can define the family of transfer matrices
τ(λ) = tr {L0N (λ) . . . L01(λ)} , (A5)
which depend on the spectral parameter λ. Crucially, different transfer matrices commute
[τ(µ), τ(λ)] = 0 , (A6)
and as a consequence one can define a sequence of commuting operators as
Qn+1 = i
∂n
∂λn
ln τ(λ)
∣∣∣
λ=0
, n = 1, . . . ,∞ . (A7)
These are usually called charges and can be written down explicitly by exploiting the properties of the R-matrix, as
nicely explained in [184]. However, the actual expression becomes increasingly unwieldy for many practical purposes
as n increases.
The importance of this algebraic construction lies in the fact that the first charge is equal to the Hamiltonian (1),
namely
Q2 = H . (A8)
Hence, the transfer matrix (A5) can be thought of as the generator of the local conservation laws of the model.
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As we have mentioned in Section II B, the knowledge of the rapidities corresponding to a given eigenstate also
allows for a direct calculation of expectation values of local charges. Indeed, the analytic expression of the eigenvalue
of the transfer matrix (A5) on a Bethe state with rapidities {kj}, {λj} is known [125], and one can explicitly write
τ(λ) |{kj}, {λj}〉 = ν({kj}, {λj}, λ) |{kj}, {λj}〉 , (A9)
where
ν ({kj}, {λj}, λ) = [a(λ)]L
N∏
j=1
1
a(λ− kj + i/2)ν1 ({kj}, {λj}, λ) +
N∏
j=1
1
a(kj − i/2− λ) , (A10)
and
ν1({kj}, {λj}, λ) =
N∏
j=1
a(λ− kj + i/2)
M∏
r=1
1
a(λ− λr + i/2) +
M∏
r=1
1
a(λr − i/2− λ) , (A11)
with
a(λ) =
λ
λ+ i
. (A12)
Then, it is straightforward to compute the action of a charge Qn on the state |{kj}, {λj}〉: from the definition (A7),
the calculation is reduced to taking derivatives of the expression (A10). This calculation is completely analogous to
the corresponding one in the spin-1/2 XXX chain and reads as
〈{kj}, {λj}|Qm|{kj}, {λj}〉 =
N∑
j=1
(−1)mi ∂
m
∂λm
log
[
λ+ i/2
λ− i/2
] ∣∣∣∣
λ=kj
. (A13)
In particular, note that one can neglect the first term in (A10) since
∂m
∂µm
[a(µ)]
L
∣∣∣
µ=0
= 0 , m < L . (A14)
It is also possible to take the thermodynamic limit and evaluate the expectation value of conserved charges on Bethe
states corresponding to the distributions ρrn(λ), r = 1, 2. Starting from the expression at finite size, making use of
the string hypothesis and taking the thermodynamic limit, one finally obtains
lim
L→∞
1
L
〈{ρ(r)n }|Qm|{ρ(r)n }〉 =
∞∑
n=1
∫ +∞
−∞
dλ
(
ρ(1)n (λ)c
(1)
m,n(λ) + ρ
(2)
n (λ)c
(2)
m,n(λ)
)
, (A15)
where
c
(1)
m+1,n(λ) = (−1)mi
∂m
∂λm
log
[
λ+ in/2
λ− in/2
]
, m ≥ 1 (A16)
c
(2)
m+1,n(λ) ≡ 0 , m ≥ 1 , (A17)
while we indicated with |{ρ(r)n }〉 a Bethe state which corresponds to the rapidity distributions {ρ(r)n } in the thermody-
namic limit. Remarkably, we see from (A13) and (A17) that the second species of quasi-particles does not contribute
to any of the higher local conserved charges.
Appendix B: Bethe equations in the thermodynamic limit
In this appendix we derive the partially decoupled form of the Bethe-Takahashi equations (43), (44) following the
standard Bethe ansatz literature [133]. We also introduce a series of identities which are used throughout this work.
We start by explicitly writing down the Fourier transforms
F [an(x)] (k) =
∫ ∞
−∞
dx
2pi
neikx
x2 + n2/4
= e−
n|k|
2 , (B1)
F [s(x)] (k) =
∫ ∞
−∞
dx
eikx
2 cosh(pix)
=
1
2 cosh (k/2)
, (B2)
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where s(λ) and an(λ) are defined in (46) and (42) respectively. These allow us to show, by the convolution theorem,
the identity
s ∗ (aj−1 + aj+1) (λ) = aj(λ) , (B3)
where ∗ denotes the convolution as in (39). Eq. (B3) is valid for j ≥ 1 provided that one defines a0(x) = δ(x), with
δ(x) being the Dirac delta function. Defining now
An,m(λ) = δnmδ(λ) + (1− δnm)a|n−m|(λ) + 2a|n−m|+2(λ) + . . .+ 2an+m−2(λ) + an+m(λ) , (B4)
one can also easily show
s ∗Anm(λ) = bnm(λ) , (B5)
where bnm is defined in (41). The above identities allow us to rewrite the Bethe-Takahahshi equations (37) – (38) in
compact notation as
ρ
(r)
h,n(λ) +
+∞∑
m=1
2∑
s=1
An,m ∗ Cr,s ∗ ρ(s)m (λ) = an(λ)δr,1 . (B6)
Here Cr,s, is defined by the components of the 2× 2 matrix
C(λ) =
(
δ(λ) −s(λ)
−s(λ) δ(λ)
)
. (B7)
Define now
Ar,sn,m(λ) = An,m ∗ Cr,s(λ) = δr,sAn,m(λ)− δr¯,sbn,m(λ) , (B8)
where
r¯ = 2δr,1 + δr,2 , (B9)
while An,m and bn,m are defined in (B4) and (41) respectively. One can straightforwardly verify the following identities
Ar,sn,m(λ)− s ∗
(Ar,sn−1,m +Ar,sn+1,m) (λ) = δn,mδr,sδ(λ)− δn,mδr,s¯s(λ) , n ≥ 2 , (B10)
Ar,s1,m(λ)− s ∗ Ar,s2,m(λ) = δ1,mδr,sδ(λ)− δ1,mδr,s¯s(λ) . (B11)
Plugging (B10) into (B6) for n ≥ 2, we obtain
ρ
(r)
h,n(λ) + s ∗
∑
m,s
(Ar,sn−1,m +Ar,sn+1,m) ∗ ρ(s)m (λ) + ρ(r)n (λ)− s ∗ ρ(r¯)n (λ) = an(λ)δr,1 . (B12)
Using again (B6) to remove the infinite sum, we readily obtain
ρ
(r)
t,n(λ) = s ∗
[
ρ
(r)
h,n−1 + ρ
(r)
h,n+1
]
(λ) + s ∗ ρ(r¯)n (λ) , (B13)
where we used (B3). This is precisely (43). Analogously, using identity (B11) for n = 1, one has
ρ
(r)
h,1(λ) + s ∗
∑
m,s
Ar,s2,m ∗ ρ(s)m (λ) + ρ(r)1 (λ)− s ∗ ρ(r¯)1 (λ) = a1(λ)δr,1 , (B14)
which, removing the infinite sum using (B6) and using (B2), is cast into
ρ
(r)
t,1 (λ) = s(λ) + s ∗ ρ(r)h,2(λ) + s ∗ ρ(r¯)1 (λ) , (B15)
which coincides with (44).
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Appendix C: Partially decoupled form of the saddle-point equations
In this appendix we derive the partially decoupled form of the saddle-point equations (70) – (71).
Using the identities (B10) – (B11), one can immediately derive from (70) – (71)
ln η
(r)
1 (λ) = d1(λ) + s ∗ ln[1 + η(r)2 ](λ)− s ∗ ln
[
1 +
(
η
(r¯)
1
)−1]
(λ) , (C1)
ln η(r)n (λ) = dn(λ) + s ∗
(
ln[1 + η
(r)
n−1] + ln[1 + η
(r)
n+1]
)
(λ)− s ∗ ln
[
1 +
(
η(r¯)n
)−1]
(λ) , (C2)
where we used the definition (B9), while
dn(λ) = gn(λ)− s ∗ gn+1(λ)− s ∗ gn−1(λ) , (C3)
where gn is given by (68) and g0 ≡ 0. The kernels (C3) can be simplified by systematic use of the convolution theorem.
Using some known results on the Fourier transform of generalized functions [185], we find the following identity
F
[
ln
(
x2 +
a2
4
)]
(k) =
2pi
(
1− e− 12 |ak|
)
|k| − 2piP
1
|k| − 4piγδ(k) . (C4)
Here γ is the Euler constant γ ' 0.577 and P[1/|x|] is such that∫
dx f(x) P
[
1
|x|
]
≡
∫
|x|<1
dx
f(x)− f(0)
|x| +
∫
|x|>1
dx
f(x)
|x| , (C5)
with f(x) smooth.
The identity (C4) allows us to establish
[s ∗ (fn + fn+2)] (λ) = fn+1(λ) , n ≥ 0 , (C6)
where fn(λ) is defined in (69). Then, in the case of n odd, we find
gn(λ)− s ∗ (gn−1 + gn+1) (λ) = f0(λ)− 2s ∗ f1(λ) . (C7)
Analogously, if n is even we have
gn(λ)− s ∗ (gn−1 + gn+1) (λ) = −f0(λ) + 2s ∗ f1(λ) . (C8)
Finally, using again (C4) we obtain
f0(λ)− 2s ∗ f1(λ) = −
∫ ∞
−∞
dk e−iλk
tanh(k/2)
k
= ln
[
tanh2
(
piλ
2
)]
. (C9)
This proves (74).
For completeness, we now show how to cast (C1) – (C2) in yet another form which is similar to the integral equations
derived in the finite temperature case [135]. The derivation closely follows Ref. [134]. First, we define
Q(r)n (λ) = ln
[
1 +
(
η(r)n
)−1]
(λ) , (C10)
h(r)n (λ) = s
−1 [dn] (λ)− s−1
[
ln
(
1 + η(r)n
)]
(λ) + ln(1 + η
(r)
n+1)(λ) + ln(1 + η
(r)
n−1)(λ) , (C11)
where s−1[G](λ) is formally defined as
s−1[G](x) = 1
2pi
∫ ∞
−∞
dx 2 cosh(k/2)Gˆ(k)e−ikx , (C12)
namely it is the inversion of the integral functional with kernel s defined in (46). In (C11) we used the convention
η
(r)
0 (λ) ≡ 0 . (C13)
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Equations (C1) – (C2) can then be rewritten as
s−1
[
Q(r)n
]
(λ) = Q(r¯)n (λ)− h(r)n (λ) , (C14)
where r¯ is defined in (B9). A formal solution of (C14) can be obtained in Fourier transform. It is given by
F
[
Q(1)n (λ)
]
(k) = −F
[
h(1)n (λ)
]
(k)
sinh(k)
sinh(3k/2)
−F
[
h(2)n (λ)
]
(k)
sinh(k/2)
sinh(3k/2)
, (C15)
F
[
Q(2)n (λ)
]
(k) = −F
[
h(1)n (λ)
]
(k)
sinh(k/2)
sinh(3k/2)
−F
[
h(2)n (λ)
]
(k)
sinh(k)
sinh(3k/2)
. (C16)
Using the expression for the inverse Fourier transform [186]
F−1
[
sinh(αk)
sinh(βk)
]
(x) =
1
2β
sin(piα/β)
[cosh(pix/β) + cos(piα/β)]
, (C17)
one can directly take the inverse Fourier transform of (C15) – (C16). Defining
G1(x) ≡ F−1
[
sinh(k/2)
sinh(3k/2)
]
(x) =
1√
3
1
(2 cosh(2pix/3) + 1)
, (C18)
G2(x) ≡ F−1
[
sinh(k)
sinh(3k/2)
]
(x) =
1√
3
1
(2 cosh(2pix/3)− 1) , (C19)
and using
2 cosh(k/2) sinh(k)
sinh(3k/2)
=
sinh(k/2)
sinh(3k/2)
+ 1 , (C20)
2 cosh(k/2) sinh(k/2)
sinh(3k/2)
=
sinh(k)
sinh(3k/2)
, (C21)
we obtain
ln η(1)n (λ) = wn(λ) + G2 ∗ ln

(
1 + η
(1)
n+1
)(
1 + η
(1)
n−1
)
(
1 + η
(2)
n
)
 (λ) + G1 ∗ ln

(
1 + η
(2)
n+1
)(
1 + η
(2)
n−1
)
(
1 + η
(1)
n
)
 (λ) , (C22)
ln η(2)n (λ) = wn(λ) + G2 ∗ ln

(
1 + η
(2)
n+1
)(
1 + η
(2)
n−1
)
(
1 + η
(1)
n
)
 (λ) + G1 ∗ ln

(
1 + η
(1)
n+1
)(
1 + η
(1)
n−1
)
(
1 + η
(2)
n
)
 (λ) , (C23)
with the convention (C13) and where the driving terms are given by
wn(λ) =
1
2pi
∫ ∞
−∞
dk dˆn(k)
2 cosh(k/2)
2 cosh(k/2)− 1e
−ikλ = (−1)n
∫ ∞
−∞
dk
k
sinh(k/2)
(cosh(k/2)− 1/2)e
−ikλ . (C24)
This integral can be performed explicitly. We use [186]
F
[
cosh(ax)
sinh(bx)
]
(k) = ipi
sinh(pik/b)
b (cosh(pik/b) + cos(pia/b))
, |a| < |b| . (C25)
Choosing b = 2pi, a = 4pi/3, and exploiting the properties of the Fourier transform, one arrives at
− 1
2pi
∫ ∞
−∞
dk
k
sinh(k/2)
cosh(k/2)− 1/2e
ikx =
1
2pi
ln
[−1 + 2 cosh(2pix/3)
1 + 2 cosh(2pix/3)
tanh2(pix/3)
]
. (C26)
Note that (C22) – (C23) are exactly of the same form of the decoupled thermal equations reported in [135]. As
expected from the experience with previous applications of the Quench Action, the only difference is in the driving
terms wn(λ).
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Appendix D: Higher local conserved charges
In this appendix we discuss the computation of the initial-state expectation values of local conserved charges. More
specifically, we detail the derivation of formula (85) for the corresponding generating function.
As we anticipated in the main text, we exploit the method used in [92] for the case of the XXZ spin-1/2 chain. The
starting point of our derivation is provided by the formal expansion of the transfer matrix (A5) in terms of the local
charges (A7), namely
τ(λ) = exp
(
−i
∞∑
k=1
Qk+1
λk
k!
)
. (D1)
Since the the operators Qk are self-adjoint, Eq. (D1) suggests that for large L one can write
τ−1(λ) = τ †(λ) , (D2)
in the sense that the power series expansions in λ of the two sides of (D2) coincide for λ ∈ R. Next, from (84) we
observe that the generating function ΩΨ0(λ) can be defined as
−iΩΨ0(λ) = lim
L→∞
1
L
〈Ψ0| ∂
∂µ
log(τ(µ))|Ψ0〉
∣∣∣
µ=λ
= lim
L→∞
1
L
〈Ψ0|τ−1(λ) ∂
∂µ
τ(µ)|Ψ0〉
∣∣∣
µ=λ
. (D3)
Using (D2) we then obtain
ΩΨ0(λ) = i lim
L→∞
1
L
〈Ψ0|τ †(λ) ∂
∂µ
τ(µ)|Ψ0〉
∣∣∣
µ=λ
. (D4)
The computation is then reduced to evaluating the expectation value of the product of two transfer matrices. This
can be performed analytically, due to the simple structure of our initial state and exploiting the representation of
transfer matrix (A5) as a matrix product operator. In fact, the steps involved for the explicit evaluation of the r.h.s.
of (D4) are completely analogous to those explained in [93] for the case of the spin-1/2 chain and will not be reported
here. Note in particular that the derivative in (D4) can be efficiently performed by means of the Jacobi formula [93],
which makes it possible to reach a closed form analytical result. The intermediate analytical calculations can be easily
carried out with the program Mathematica, so that one finally derives Eq. (85).
Appendix E: Elementary excitations over a stationary state
Here we consider excitations on a stationary state described by a set of root densities {ρ(1)n (k), ρ(2)n (λ)}. We consider
in a large, finite volume L and take the system in the stationary state described by the set of integers {Inα , Jmβ },
corresponding to a set of string centers {knα, λmβ } through Eqs. (23). Using the counting functions (24) – (25) we
can establish a one to one correspondence between the integers {Inα , Jmβ } and the rapidities {knα, λmβ }. The integers
{Inα , Jmβ } are chosen such that the distribution of string centers describing the state in the thermodynamic limit are
{ρ(1)n (k), ρ(2)n (λ)}.
Excitations on the state are constructed by changing the value of a finite number of integers in {Inα , Jmβ }. The
corresponding modified set of rapidities can be described as follows. The rapidities corresponding to the unchanged
integers {k˜nα, λ˜mβ }; the ones of particle excitations {kpn, λpm}, corresponding to the added integers; those of hole excita-
tions {khn, λhm}, corresponding to the removed integers. The latter set is composed by fictitious rapidities, cancelling
the contribution of those corresponding to the removed integers. The rapidities {k˜nα, λ˜mβ } in the state with n(r)p,m
particle excitations and n
(r)
h,m hole excitations for every species r = 1, 2 and string type m = 1, . . . are related to
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{knα, λmβ } as
k˜nα − knα =
∑
m
n(1)p,m∑
β=1
F 11nm(k
n
α|kpmβ )
Lρ
(1)
t,n(k
n
α)
−
∑
m
n
(1)
h,m∑
β=1
F 11nm(k
n
α|khmβ )
Lρ
(1)
t,n(k
n
α)
+
∑
m
n(2)p,m∑
β=1
F 12nm(k
n
α|λpmβ )
Lρ
(1)
t,n(k
n
α)
−
∑
m
n
(2)
h,m∑
β=1
F 12nm(k
n
α|λhmβ )
Lρ
(1)
t,n(k
n
α)
, (E1)
λ˜nα − λnα =
∑
m
n(1)p,m∑
β=1
F 21nm(λ
n
α|kpmβ )
Lρ
(2)
t,n(λ
n
α)
−
∑
m
n
(1)
h,m∑
β=1
F 21nm(λ
n
α|khmβ )
Lρ
(2)
t,n(λ
n
α)
+
∑
m
n(2)p,m∑
β=1
F 22nm(λ
n
α|λpmβ )
Lρ
(2)
t,n(λ
n
α)
−
∑
m
n
(2)
h,m∑
β=1
F 22nm(λ
n
α|λhmβ )
Lρ
(2)
t,n(λ
n
α)
, (E2)
where we introduced the shift functions F 11nm(x|y), F 12nm(x|y), F 21nm(x|y), F 22nm(x|y) and assumed the total number of
excitations to be even. The shift functions are defined through the following integral equations
F 11nm(x|y) =
1
2pi
Ξn,m(x− y)−
∑
k
∫
dz an,k(x− z)ϑ(1)k (z)F 11km(z|y)
+
∑
k
∫
dz bn,k(x− z)ϑ(2)k (z)F 21km(z|y) , (E3)
F 12nm(x|y) = −
1
2pi
Θn,m(x− y)−
∑
k
∫
dz an,k(x− z)ϑ(1)k (z)F 12km(z|y)
+
∑
k
∫
dz bn,k(x− z)ϑ(2)k (z)F 22km(z|y) , (E4)
F 21nm(x|y) = −
1
2pi
Θn,m(x− y)−
∑
k
∫
dz an,k(x− z)ϑ(2)k (z)F 21km(z|y)
+
∑
k
∫
dz bn,k(x− z)ϑ(1)k (z)F 11km(z|y) , (E5)
F 22nm(x|y) =
1
2pi
Ξn,m(x− y)−
∑
k
∫
dz an,k(x− z)ϑ(2)k (z)F 22km(z|y)
+
∑
k
∫
dz bn,k(x− z)ϑ(1)k (z)F 12km(z|y) , (E6)
where the terms Ξn,m and Θn,m are defined in (27) and (28), while the kernels an,m and bn,m are given in (40) and
(41). These equations are derived following the same procedure employed in the study of excitations on thermal states
[131]. Using the Bethe equations for the state described by {Inα , Jmβ } and those for the state with the excitations one
finds
z(1)ex (k˜
n
α)− z(1)(knα) = 0 z(2)ex (λ˜nα)− z(2)(λnα) = 0 . (E7)
Here z(a)(x) are the counting functions of the state, while z
(a)
ex (x) are those of the state with the excitations. Taking
the thermodynamic limit of (E7) and using the definition (E1), (E2) one readily finds that the shift functions satisfy
Eqs. (E3) – (E6).
One can easily compute the expectation value on excited states of the local conserved charges discussed in ap-
pendix D. Using (A13), one can introduce for a given local conserved operator Q the corresponding bare charge
densities qn(λ) by
〈{Inα , Jmβ }|Q|{Inα , Jmβ }〉 =
∞∑
n=1
M(1)n∑
α=1
qn(k
n
α) . (E8)
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Then, the difference in the expectation value of the excited state and the one without excitations is given by
∆Q =
∞∑
n=1
M(1)n∑
α=1
(
qn(k˜
n
α)− qn(knα)
)
+
∞∑
n=1
n(1)p,n∑
β=1
qn(k
p n
β )−
∞∑
n=1
n
(1)
h,n∑
β=1
qn(k
hn
β )
=
∞∑
n=1
n(1)p,n∑
β=1
qd (1)n (k
p n
β )−
∞∑
n=1
n
(1)
h,n∑
β=1
qd (1)n (k
hn
β ) +
∞∑
n=1
n(2)p,n∑
β=1
qd (2)n (λ
p n
β )−
∞∑
n=1
n
(2)
h,n∑
β=1
qd (2)n (λ
hn
β ) . (E9)
Here we introduced the dressed charges
qd (1)n (x) = qn(x) +
∑
k
∫
dz q′k(z)ϑ
(1)
k (z)F
11
kn(z|x) , (E10)
qd (2)n (x) =
∑
k
∫
dz q′k(z)ϑ
(1)
k (z)F
12
kn(z|x) , (E11)
where q′k(z) = (d/dz)qk(z). In particular, dressed energy and momentum are given by
εd (a)n (x) = εn(x)δa,1 +
∑
k
∫
dz ε′k(z)ϑ
(1)
k (z)F
1a
kn(z|x) , a = 1, 2 , (E12)
pd (a)n (x) = pn(x)δa,1 +
∑
k
∫
dz p′k(z)ϑ
(1)
k (z)F
1a
kn(z|x) , a = 1, 2 , (E13)
where pn(λ) and εn(λ) are given in (26) and (32) respectively. We are now in a position to formally solve the equations
(E3)–(E6), finding a closed expression for the dressed charges. In doing so, it is convenient to introduce the following
compact notations [19]. We represent functions wj(λ) by a vector ~w, such that
[~w]j(λ) = wj(λ) . (E14)
Kernels Ajk(λ, µ) which are functions of two rapidities with two string indices are instead represented by an operator
Aˆ acting as follows
[Aˆ~w]j(λ) =
∑
k
∫
dµAjk(λ, µ)wk(µ) . (E15)
The inverse of Aˆ is the operator Aˆ−1 satisfying∑
k
∫
dν [A−1]ik(λ, ν)Akj(ν, µ) = δ(λ− µ)δij . (E16)
In this way, the distribution δ(λ−µ)δij corresponds to the identity 1ˆ. It is also convenient to define diagonal operators
wˆ associated with a function of a single rapidity
[wˆ]ij(λ, µ) = δ(λ− µ)δijwi(λ) . (E17)
Rewriting (E3)–(E6) in compact notations we have
Fˆ 11 =
1
2pi
Ξˆ− aˆϑˆ(1)Fˆ 11 + bˆϑˆ(2)Fˆ 21 , (E18)
Fˆ 12 = − 1
2pi
Θˆ− aˆϑˆ(1)Fˆ 12 + bˆϑˆ(2)Fˆ 22 , (E19)
Fˆ 21 = − 1
2pi
Θˆ− aˆϑˆ(2)Fˆ 21 + bˆϑˆ(1)Fˆ 11 , (E20)
Fˆ 22 =
1
2pi
Ξˆ− aˆϑˆ(2)Fˆ 22 + bˆϑˆ(1)Fˆ 12 , (E21)
where ϑˆ(r) are diagonal operators
[ϑˆ(c)]ij(λ, µ) = δ(λ− µ)δijϑ(c)(λ) , c = 1, 2 , (E22)
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while aˆ, bˆ and Fˆ rs are non diagonal
[aˆ]ij(λ, µ) = ai,j(λ− µ) , [bˆ]ij(λ, µ) = bi,j(λ− µ) , [Fˆ rs]ij(λ, µ) = F rsij (λ|µ) , r, s = 1, 2 . (E23)
Equations (E18) - (E21) are coupled in pairs. Let us consider the first pair composed by (E18) and (E20), from the
latter we find
Fˆ 21 = − 1
2pi
(1ˆ + aˆϑˆ(2))−1Θˆ + (1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)Fˆ 11 . (E24)
Plugging into (E18) we have(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)
Fˆ 11 =
1
2pi
Ξˆ− 1
2pi
(
bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1
)
Θˆ , (E25)
so that
Fˆ 11 =
1
2pi
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1 (
Ξˆ−
(
bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1
)
Θˆ
)
. (E26)
Analogously, considering (E19) and (E21) we have
Fˆ 12 =
1
2pi
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1 ((
bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1
)
Ξˆ− Θˆ
)
. (E27)
In compact notation, the equations for the dressed charges read as
~q d (a) = ~q δa,1 + (Fˆ
1a)tϑˆ(1)~q ′ a = 1, 2 , (E28)
where t is the transposition operation. For a given kernel A, acting as in (E15), the transposition is defined by[
At ~w
]
j
(λ) =
∑
k
∫
dµAkj(µ, λ)wk(µ) . (E29)
Let us consider a = 1 and plug (E26) into (E28)
~q d (1) = ~q − 1
2pi
(
Ξˆ− Θˆ
(
(1ˆ + ϑˆ(2)aˆ)−1ϑˆ(2)bˆ
))(
1ˆ + ϑˆ(1)aˆ− ϑˆ(1)bˆ(1ˆ + ϑˆ(2)aˆ)−1ϑˆ(2)bˆ
)−1
ϑˆ(1)~q ′
= ~q − 1
2pi
(
Ξˆϑˆ(1) − Θˆ
(
ϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
))(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
~q ′ , (E30)
where in the first step we used that Θˆ and Ξˆ are antisymmetric, aˆ and bˆ are symmetric and ϑˆ(r) diagonal. Let us
now consider the equation “in components” [·]j(λ) and take the derivative with respect to λ. Re-expressing then
everything in compact notations we have
~q d (1) ′ =
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
~q ′ , (E31)
where we used
1
2pi
∂λΞm,n(λ, µ) = an,m(λ, µ) , (E32)
1
2pi
∂λΘm,n(λ, µ) = bn,m(λ, µ) . (E33)
Analogously we find
~q d (2) ′ =
(
bˆϑˆ(1) − aˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
~q ′
= (1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
~q ′ . (E34)
Applying our general results to the case of dressed momenta we have
~p d (1) ′ =
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
2pi~a = 2pi~ρ
(1)
t , (E35)
~p d (2) ′ = (1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
2pi~a = 2pi~ρ
(2)
t (E36)
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where the second equality follows by inverting Eqs. (37) – (38). We can finally write an integral equation for the
group velocities of the quasi-particle excitations. These are defined as [19, 172]
v(r)n (λ) ≡
dε
d (r)
n (λ)
dp
d (r)
n (λ)
=
ε
d (r) ′
n (λ)
p
d (r) ′
n (λ)
=
ε
d (r) ′
n (λ)
2piρ
(r)
t,n(λ)
. (E37)
In compact notations we then have
vˆ(1)~ρ
(1)
t =
1
2pi
~ε d (1) ′ =
1
2pi
(
1ˆ + aˆϑˆ(1) − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1bˆϑˆ(1)
)−1
~ε ′ (E38)
vˆ(2)~ρ
(2)
t =
1
2pi
~ε d (2) ′ =
1
2pi
(1ˆ + aˆϑˆ(2))−1
(
(ϑˆ(1))−1bˆ−1 + aˆbˆ−1 − bˆϑˆ(2)(1ˆ + aˆϑˆ(2))−1
)−1
~ε ′ . (E39)
Note now that these equations have the exact same form of those obtained by inverting Eqs. (37) – (38), the driving
term a being replaced by ε′/(2pi). Then, it is straightforward to bring these equations to the following final explicit
form
ρ
(2)
t,n(λ)v
(2)
n (λ) =
∑
k
(
bn,k ∗ v(1)k ρ(1)k
)
(λ)−
∑
k
(
an,k ∗ v(2)k ρ(2)k
)
(λ) , (E40)
ρ
(1)
t,n(λ)v
(1)
n (λ) =
1
2pi
ε′n(λ)−
∑
k
(
an,k ∗ ρ(1)k v(1)k
)
(λ) +
∑
k
(
bn,k ∗ ρ(2)k v(2)k
)
(λ) . (E41)
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