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Abstract
To evaluate vibronic spectra beyond the Condon approximation, we extend the on-
the-fly ab initio thawed Gaussian approximation by considering the Herzberg-Teller
contribution due to the dependence of the electronic transition dipole moment on nu-
clear coordinates. The extended thawed Gaussian approximation is tested on electronic
absorption spectra of phenyl radical and benzene: Calculated spectra reproduce exper-
imental data and are much more accurate than standard global harmonic approaches,
confirming the significance of anharmonicity. Moreover, the extended method provides
a tool to quantify the Herzberg-Teller contribution: we show that in phenyl radical,
anharmonicity outweighs the Herzberg-Teller contribution, whereas in benzene, the
Herzberg-Teller contribution is essential, since the transition is electronically forbid-
den and Condon approximation yields a zero spectrum. Surprisingly, both adiabatic
harmonic spectra outperform those of the vertical harmonic model, which describes
the Franck-Condon region better. Finally, we provide a simple recipe for orientation-
ally averaging spectra, valid beyond Condon approximation, and a relation among the
transition dipole, its gradient, and nonadiabatic coupling vectors.
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Vibrationally resolved electronic spectroscopy provides a valuable insight into the struc-
ture and dynamics of polyatomic molecules.1 Indeed, light-induced molecular dynamics is
recognized as one of the key areas of research in physical chemistry, not only for fundamental
understanding of Nature, but also for various applications, from solar cells to photodynamic
therapy.2 The development of theoretical methods for simulating and understanding optical
spectra is, therefore, of great importance.
The time-dependent approach to spectroscopy3 evaluates the vibronic spectrum as the
Fourier transform of the nuclear wavepacket autocorrelation function, and, in contrast to the
commonly used time-independent Franck-Condon approach,4,5 can easily account for effects
beyond the Born-Oppenheimer and global harmonic approximations. In the time-dependent
approach, one must first perform exact or approximate molecular quantum dynamics. While
the exact quantum dynamics typically requires a global potential energy surface6,7 and thus
scales exponentially with dimensions, semiclassical methods, such as the initial value repre-
sentation,8 thawed Gaussian approximation (TGA),9 frozen Gaussian approximation,10 and
Herman-Kluk propagator11,12 require only local information and are suitable for on-the-fly
implementation. The idea of using multiple frozen Gaussians as a basis for describing the full
wavepacket has inspired a number of quantum13–15 and semiclassical16–21 “first-principles”
approaches, which allow a combination with an on-the-fly ab initio (OTF-AI) evaluation of
the electronic structure. Apart from a few examples,22 thawed Gaussians have been largely
marginalized since they can neither describe wavepacket splitting nor very anharmonic dy-
namics. Yet, vibrationally resolved electronic spectra are mostly determined by short-time
dynamics, during which both wavepacket splitting and anharmonic effects are less important.
Indeed, a recent implementation of an on-the-fly ab initio thawed Gaussian approximation
(OTF-AI-TGA) reproduced successfully vibrational structure of electronic absorption, emis-
sion, and photoelectron spectra, even in rather anharmonic and floppy systems such as
ammonia.23,24
Here, an extension of the OTF-AI-TGA beyond the Condon approximation is presented
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by employing the Herzberg-Teller (HT) approximation,25 which, in contrast to the Condon
approximation,4 includes a linear dependence of the transition dipole moment on nuclear
coordinates. We employ the OTF-AI implementation of the extended thawed Gaussian
approximation (ETGA)26 to evaluate the absorption spectra of phenyl radical, an anhar-
monic system allegedly exhibiting a significant Herzberg-Teller contribution,27 and benzene,
a textbook example of a symmetry-forbidden (i.e., electronically forbidden) transition.28
At zero temperature, within the electric-dipole approximation, first-order time-dependent
perturbation theory, and rotating-wave approximation, the absorption cross section of a
molecule with two electronic states that are not nonadiabatically coupled can be expressed
as the Fourier transform
σµµ(ω) =
2piω
~c
∫ ∞
−∞
Cµµ(t)e
iωtdt (1)
of the dipole time autocorrelation function
Cµµ(t) = 〈1, g|eiHˆ1t/~µˆe−iHˆ2t/~µˆ|1, g〉 = 〈φ(0)|φ(t)〉 e−iE1,gt/~ , (2)
where Hˆ1 and Hˆ2 are nuclear Hamiltonian operators of the ground and excited electronic
states, µˆ is the matrix element ~ˆµ (= ~ˆµ21)
1 of the electric transition dipole moment operator
projected along the polarization unit vector ~, i.e., µˆ := ~ˆµ ·~, and |1, g〉 is the ground vibra-
tional state of the ground electronic state with zero-point energy E1,g. Thus, the vibronic
spectrum can be evaluated by propagating the initial wavepacket |φ(0)〉 = µˆ|1, g〉 on the
excited state potential energy surface.
To compare with an experiment in gas phase, where the molecules are isotropically dis-
tributed, one must average the computed spectrum over all molecular orientations. Yet, due
to the isotropy of space, a brute-force numerical averaging is avoided; averaging is required
only over three orientations of the molecule.29 To show this, consider the spectrum and au-
tocorrelation function as 3 × 3 tensors σ~µ~µ(ω) and C~µ~µ(t), the latter related to Cµµ(t) by
1The subscript 21 is removed for simplicity since we will almost exclusively consider this matrix element.
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Cµµ(t) = ~
> · C~µ~µ(t) · ~ . A simple analytical calculation30 shows that the average over all
orientations of the polarization vector ~ is Cµµ(t) = (1/3)Tr [C~µ~µ(t)] and the corresponding
absorption cross section is
σ(ω) =
1
3
Tr[σ~µ~µ(ω)] =
1
3
(
σµxµx + σµyµy + σµzµz
)
. (3)
Thus, the average is easily evaluated, e.g., by averaging over only three arbitrary orthogonal
molecular orientations with respect to the fixed polarization vector ~ or by fixing the molec-
ular orientation and averaging over only three arbitrary orthogonal polarization vectors.
While the result (3) holds for arbitrary coordinate dependence of the transition dipole
~µ(q), two approximations are frequently used. Within the most common Condon approxi-
mation, the transition dipole is considered constant: ~µ(q) ≈ ~µ(q0) and the general result (3)
reduces to the textbook recipe for the averaged Franck-Condon (FC) spectrum:
σFC(ω) =
1
3
σ|~µ||~µ|(ω). (4)
(“Divide by 3 the spectrum for the molecular dipole aligned with the field.”) In the more accu-
rate Herzberg-Teller approximation, the transition dipole moment becomes a linear function
of nuclear coordinates:
~µ(q) ≈ ~µ(q0) + gradq~µ|>q0 · (q − q0) (5)
By explicitly differentiating the matrix element ~µαβ of the molecular dipole between elec-
tronic states α and β (for a moment we reintroduce the subscripts), one can show30 that
∂
∂qi
~µαβ =
∑
γ
(~µαγFi,γβ − Fi,αγ~µγβ) +
(
e
N∑
j=1
Zj
∂ ~Rj
∂qi
)
δαβ, (6)
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or, in a more compact matrix notation:
∂
∂qi
~µ = [~µ,Fi] +
(
e
N∑
j=1
Zj
∂ ~Rj
∂qi
)
1, (7)
where N is the number of atoms, Zj the atomic number and ~Rj the coordinates of the jth
atom, and Fi,αβ := 〈α|(∂β/∂qi)〉 is the ith component of the nonadiabatic coupling vector
between states α and β. For the transition dipole moment, α 6= β and the term proportional
to δαβ in Eq. (6) [to 1 in Eq. (7)] vanishes, which shows that the Herzberg-Teller dependence
originates from a combination of nonzero nonadiabatic and dipole couplings of states α and β
to an intermediate state γ. Moreover, since one may usually neglect nonadiabatic couplings
between the ground and excited electronic states at the ground state optimized geometry,
only the second term of the commutator survives:
∂
∂qj
~µ21 ≈ −
∑
γ
Fi,2γ~µγ1 , (8)
showing that a nonvanishing gradient of the transition dipole between the ground state 1
and excited state 2 requires an intermediate, “bright” (~µγ1 6= 0) excited state γ that is
vibronically coupled (Fi,2γ 6= 0) to the excited state 2 . Such interpretation reveals the
deep connection between the Herzberg-Teller approximation and the concepts of “vibronic
coupling” and “intensity-borrowing.”31 Finally, although Eq. (7) suggests a way to evaluate
∂q~µαβ from ~µ and Fi, it is usually easier to evaluate the gradient by finite difference.
To find the autocorrelation function Cµµ(t), one must propagate the wavepacket. Heller’s
TGA3,9,26 relies on the fact that a Gaussian wavepacket evolved in at most quadratic potential
remains a Gaussian. Within this approximation, the anharmonicity of the potential is taken
into account partially by propagating the Gaussian wavepacket
ψt(q) = N0 exp
{
−(q − qt)> · At · (q − qt) + i~
[
p>t · (q − qt) + γt
]}
(9)
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in the time-dependent effective potential given by the local harmonic approximation of the
full potential
Veff(q, t) = V |qt + (gradqV |qt)> · (q − qt) +
1
2
(q − qt)> · HessqV |qt · (q − qt) , (10)
where V |qt , gradqV |qt , and HessqV |qt denote the potential energy, gradient, and Hessian
evaluated at the center of the Gaussian, N0 is the initial normalization constant, (qt, pt) are
the phase-space coordinates of the center of the Gaussian wavepacket at time t, At is the
complex symmetric width matrix, and γt is a complex number; its real part gives an overall
phase factor and its imaginary part ensures the normalization of the Gaussian wavepacket
at all times. Parameters of the Gaussian follow Heller’s equations of motion3,9,26
q˙t = m
−1 · pt (11)
p˙t = −gradq V |qt (12)
A˙t = −2i~At ·m−1 · At + i
2~
HessqV |qt (13)
γ˙t = Lt − ~2Tr
(
m−1 · At
)
, (14)
where m is the diagonal mass matrix and Lt the Lagrangian.
The extended TGA used in this work considers a more general form of the initial
wavepacket, namely a Gaussian wavepacket (9) multiplied by a polynomial P (q − q0) in
nuclear coordinates, which, at time zero, can be written as a polynomial in the derivatives
with respect to p0:
φ0(q) = P (q − q0)ψ0(q) = P
(
~
i
∂
∂p0
)
ψ0(q) . (15)
This observation leads to a simple recipe for propagating the extended TGA wavepacket
within the local harmonic approximation;26 namely, the wavepacket retains this form at all
times:
φt(q) = P
(
~
i
∂
∂p0
)
ψt(q), (16)
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where ψt(q) is the original TGA wavepacket (9). As for the initial Herzberg-Teller wavepacket,
P (q − q0) = µ(q0) + b>0 · (q − q0), where b0 =gradqµ|q0 , and the semiclassical propagation
yields
φt(q) =
[
µ(q0) + b
>
t · (q − qt)
]
ψt(q). (17)
The four parameters of the Gaussian ψt(q) are propagated with the usual TGA equations
(11)-(14) and only one additional parameter, bt, must be evaluated:
bt = (−2i~At ·Mqp,t +Mpp,t) · b0 , (18)
where Mqp,t = ∂qt/∂p0 and Mpp,t = ∂pt/∂p0 are the elements of the stability matrix, which is
already needed for propagating At and γt, implying that the additional evaluation of bt comes
at almost no additional cost. Remarkably, the orientational averaging of ETGA spectra is
even simpler than what could be expected from the general simplification we mentioned in
the beginning: within ETGA, the averaging requires only a single trajectory (instead of
three) because the transition dipole moment does not affect the propagation of qt, pt, At, γt.
As a consequence of this property, the ETGA can be combined with an on-the-fly ab initio
scheme at the same cost as the original TGA for spectra within Condon approximation.23,24
The ab initio calculations are typically performed in Cartesian coordinates, and therefore
the ab initio gradients and Hessians needed in Eq. (10) must be transformed23,24 to the
coordinate system q that fits into our framework—the vibrational normal modes.
As the extended TGA is exact in a globally harmonic potential, it is useful to compare
the on-the-fly approach with two common approximations of the excited-state potential
energy surface: the vertical harmonic (VH) and adiabatic harmonic (AH) approximations,32
in which the excited-state potential is expanded to the second order about the ground and
excited state optimized geometries, respectively (see Refs. 23 and 24 for details). We
use density functional theory for the ground and time-dependent density functional theory
for the excited state ab initio calculations; B3LYP/SNSD for phenyl radical and B3LYP/6-
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31+G(d,p) for benzene (see Supporting Information for details and validation by comparison
with a higher level ab initio method).
According to Barone and coworkers,27,33 the calculation of the absorption spectrum cor-
responding to A˜
2
B1 ← X˜2A1 electronic transition of phenyl radical depends on the dimen-
sionality of the simulation model and on the inclusion of the Herzberg-Teller contribution,
anharmonicity effects, and mode-mixing (Duschinsky effect).34 Our model includes all these
effects and provides the means to evaluate their importance.
To assess the influence of anharmonicity, the experimental spectrum is compared with
the spectra simulated using the global harmonic approaches (Fig. 1, top). While the vertical
harmonic approach only captures the overall envelope of the experimental spectrum, but
fails to capture any details, the adiabatic harmonic model reproduces all main features of
the spectrum. This is in contrast with the common expectation that the vertical harmonic
approach should be more accurate,32,35 as it describes better the Franck-Condon region of
the excited state potential. Indeed, the emission spectra of oligothiophenes23 and both
absorption and photoelectron spectra of ammonia24 are much better described with the
VH than the AH approach. In phenyl radical, the failure of the VH approach lies in the
incorrect frequencies and displacements of the two most displaced modes 18 and 24 (Fig. S4
of Supporting Information), resulting in the missing mode effect:36,37 when the spectrum is
not well resolved, it may contain a single progression whose spacing does not correspond to
any of the vibrational frequencies of the system. Unlike the global harmonic approaches,
the on-the-fly method overcomes the problem of guessing which excited state Hessian should
be used (i.e., vertical or adiabatic) and reproduces the experimental spectrum rather well;
moreover, with minimum human input.
To assess the validity of the Condon approximation, the FC and Franck-Condon Herzberg-
Teller (FCHT) spectra of phenyl radical are compared at the bottom of Fig. 1. The FC and
FCHT spectra are very similar since the absorption spectrum of phenyl radical is mostly
determined by the symmetry-allowed Franck-Condon transition, while the Herzberg-Teller
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Figure 1: Calculated absorption spectra of phenyl radical A˜
2
B1 ← X˜2A1 electronic transition
compared to the experimental33,38 spectrum measured in Ar matrix at 6 K. Top: Comparison
of the on-the-fly ab initio extended TGA (OTF-AI-ETGA), adiabatic harmonic (AH), and
vertical harmonic (VH) models (all using the FCHT approximation). Bottom: Comparison of
the Franck-Condon (FC) and Franck-Condon Herzberg-Teller (FCHT) approximations (both
evaluated with OTF-AI-ETGA). All spectra are horizontally shifted and rescaled according
to the highest peak (see Table S7 of Supporting Information).
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contribution only broadens the peaks slightly. We find that, in phenyl radical, including
anharmonicity effects with the OTF-AI scheme is more important than including the HT
contribution with the extension of the TGA.
Both the ground and excited state geometries of benzene belong to the D6h point group.
Group theory predicts that the A˜
1
B2u ← X˜1A1g electronic transition is symmetry-forbidden.
Yet it is vibronically allowed, since the nonzero elements of the gradient of the transition
dipole moment give rise to the vibronic spectrum.28 The gradient of the transition dipole
moment originates mostly from nonadiabatic couplings between the B2u state and the bright
E1u state.
39 The spectrum contains one strong progression, assigned to one of the totally
symmetric modes, as well as a number of hot bands. At present we do not attempt to
simulate the hot bands, which require a finite-temperature treatment;40 our goal is comput-
ing the correct absorption cross sections of the main progression. In addition, we do not
treat the spectral features arising from the second order vibronic coupling, i.e., a number
of small intensity peaks which cannot be described within the first-order Herzberg-Teller
approximation.41
Interestingly, the adiabatic harmonic approach again reproduces the experimental spec-
trum at least qualitatively, unlike the vertical harmonic approach which results in a number
of peaks not observed in the experiment (Fig. 2, top). In the VH model, modes 25, 29 and
30 are more distorted since their frequencies are significantly lower than the corresponding
frequencies in the AH model (see Table S6 and Fig. S5 of Supporting Information). Again,
due to a partial treatment of anharmonicity, the OTF-AI-ETGA spectrum shows signifi-
cant improvement over both global harmonic methods: While the relative intensities of AH
peaks have errors of 20 to 50% and the VH model fails completely, the relative intensities of
the OTF-AI-ETGA peaks lie within 5% of experiment. Influence of anharmonicity on the
spectrum is investigated using the autocorrelation functions in Supporting Information (see
Figs. S6–S8). To further explore whether it is the error in the phase or magnitude of the
autocorrelation function that affects the spectra more, we construct two hybrid, nonphysical
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Figure 2: Calculated absorption spectra of benzene A˜
1
B2u ← X˜1A1g electronic transition
compared to the experimental42,43 spectrum measured at 293 K. See the caption of Fig. 1 for
details. To clarify the difference between the adiabatic harmonic (AH, red) and on-the-fly
(blue) spectra, we show the scaled intensities of the experimental, AH, and on-the-fly peaks.
autocorrelation functions. The first, denoted |AH| exp(iOTF), combines the magnitude of
the adiabatic harmonic autocorrelation function with the phase from the on-the-fly correla-
tion function, while the second, denoted |OTF| exp(iAH), combines the magnitude of the
on-the-fly autocorrelation function with the phase from the adiabatic harmonic autocorrela-
tion function. The spectra in Fig. 3 simulated using these two hybrid autocorrelations show
clearly that it is the error in the phase of the AH model that most corrupts the intensities of
the peaks. The difference between the two phases is closely related to the propagation of the
stability matrix, and, consequently, to the Hessians of the excited electronic state potential.
In contrast to almost perfect description of the intensities by the OTF-AI-ETGA, neither
the AH nor the OTF-AI-ETGA reproduces correctly the experimental spacing of the peaks
in the main progression. This error, however, can be assigned to the electronic structure
method, implying that the use of other density functional or wavefunction-based methods
could give more accurate curvature of the potential, and hence a better spacing.
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Figure 3: Spectra calculated from the hybrid autocorrelation functions: the |AH| exp(iOTF)
spectrum is almost the same as the very accurate OTF-AI-ETGA spectrum (top), while the
|OTF| exp(iAH) spectrum overlaps with the less accurate adiabatic harmonic spectrum
(bottom), confirming that the error in the phase of the autocorrelation function is more
important than the error in its magnitude (see Table S7 of Supporting Information). Scaled
peak intensities are shown as in Fig. 2.
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Our main result is contained in the bottom panel of Fig. 2, which compares the Franck-
Condon spectrum (based on the Condon approximation), which can be evaluated with the
original TGA, and the FCHT spectrum (based on the Herzberg-Teller approximation), which
requires the extended TGA. While the FCHT agrees very well with experiment, the Franck-
Condon spectrum is zero, since the transition dipole moment at the ground-state equilibrium
is zero, which is the precise meaning of an electronically forbidden transition.
Incidentally, one can imagine simulating the FC spectrum by the commonly adopted
procedure in which the transition dipole moment is set to unity and the spectrum is rescaled
at the end. Although reasonable for electronically allowed transitions, here this “blind”
procedure makes no sense since µFC = 0. This “FC” approach is compared to the FCHT
result (see Fig. S9 of Supporting Information), and, somewhat surprisingly, the spectra are
very similar, the main difference being a constant shift corresponding exactly to the excited
state frequency of the degenerate inducing modes 27 and 28 (see Tables S5–S6 of Supporting
Information). However, such similarity between the “FC” and the FCHT approach is not
general. In addition, the “FC” approach is not capable of reproducing the absolute magni-
tudes of absorption cross sections, while the full FCHT approach provides a good estimate
of the absolute absorption cross sections, as shown in Fig. S10 of Supporting Information.
To conclude, we presented an extension to the on-the-fly ab initio TGA and employed it
to evaluate absorption spectra of phenyl radical and benzene within the Herzberg-Teller ap-
proximation. Considerable improvement compared to the usual global harmonic approaches
was achieved and a further insight into the origins of the spectral features was given. The
results obtained for the absorption spectrum of phenyl radical imply that including the an-
harmonicity effects is more important than the Herzberg-Teller contribution to the spectrum.
Although thawed Gaussian approximation is often described in the context of calculating
low-resolution spectra, here we reported the evaluation of a rather high-resolution absorption
spectrum of benzene with high accuracy. The improvement was especially pronounced in the
intensities of the peaks, due to a partial inclusion of the anharmonicity of the excited state
14
potential. Thus, the OTF-AI-ETGA can be used not only to reproduce spectra, but more
importantly, to evaluate the importance of different effects by going beyond the commonly
used Condon and global harmonic approximations.
Supporting Information Available
The following files are available free of charge. Computational details, ground and excited
state optimized geometries, transition dipole moments, frequencies, and displacements, vali-
dation of the Born-Oppenheimer approximation and of the choice of the electronic structure
method, conservation of the phase space volume and symplectic structure, details of spectra
calculations, models describing the failure of the vertical harmonic method for absorption
spectra, discussion of anharmonicity effects in benzene, “Franck-Condon” (“FC”) spectrum,
and absolute absorption cross sections of benzene.
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Computational details
All ab initio calculations were performed using GAUSSIAN09S1 electronic structure package.
Density functional theory and time-dependent density functional theory have been used with
the B3LYP functional for ground and excited states, respectively. 6-31+G(d,p) basis set was
used for benzene, while for the phenyl radical we used the SNSD basis set—same basis set
was used with B3LYP functional in a previous study.S2 An in-house code for running OTF-AI
classical dynamics was used in combination with GAUSSIAN09 to compute the trajectories
for both the phenyl radical and benzene with a time step of 8 a.u. (≈ 0.2 fs). Hessians
were then computed at every fourth step of the trajectory (and interpolated in between).S3
The OTF-AI trajectories were run for T ≈ 580 fs (3000 steps) in the case of the phenyl
radical and T ≈ 2 ps (104 steps) for benzene. Due to numerical computation of the excited-
state Hessians, the computational cost should be roughly 6N times larger than the cost of
the trajectory calculation (each Hessian calculation consists of 6N gradient evaluations),
where N is the number of atoms. However, this is relaxed in two ways: the Hessians are
not computed at each step of the trajectory and they can be computed in parallel (Hessian
information is not needed for the trajectory propagation). As a result, for both the phenyl
radical and benzene, the Hessian calculations took approximately as much real time as the
ab initio trajectory calculation.
The wavepacket propagation was performed in the ground-state mass-scaled normal mode
coordinates; the Hessians, forces, and the gradient of the transition dipole moment were
transformed from Cartesian to mass-scaled normal mode coordinates by following the pre-
scription explained in detail in Refs. S3 and S4. The initial Gaussian wavepacket was chosen
to be the ground vibrational state of the harmonic fit to the ground potential energy surface.
Since only a single set of coordinates is used to represent all quantities, there is no need for
additional corrections to account for mode-mixing (Duschinsky effect)—mode-mixing is re-
flected in the non-diagonal elements of the excited-state Hessian matrix represented in the
ground-state normal modes.
S2
The gradient of the transition dipole moment was computed using the first-order finite
differences scheme with a step of 10−2 A˚ for the phenyl radical and 10−4 A˚ for benzene. For
the phenyl radical, larger step was used; at smaller steps the gradient depends significantly on
the step size, whereas at larger step sizes, these values vary only very slowly. The dependence
is likely to arise from inaccuracy of the transition dipole moments.
Orientational averaging was performed by computing the autocorrelation functions for
three orthogonal orientations of the electric field (i.e. by considering three orthogonal ele-
ments of the transition dipole moment µx, µy, and µz) and then taking their average. Since
it is only the polynomial part of the wavepacket that changes with the transition dipole
moment, the Gaussian parameters of the wavepacket—its position, momentum, width, and
phase—are not affected when switching the polarization of the electric field; the on-the-fly
ab initio extended TGA still requires only one classical trajectory. For the phenyl radical, all
three elements of the transition dipole moment are non-zero, whereas for benzene, it is only
x and y polarizations which give rise to the observed spectra—both the transition dipole
moment and its gradient are zero for z polarization. Thus, for benzene, only two correlation
functions have to be evaluated for orientational averaging.
The autocorrelation functions were evaluated for positive times and the spectra were
computed numerically using the fast Fourier transform. The broadening of the spectra was
introduced by damping the autocorrelation functions: for the phenyl radical a Gaussian decay
corresponding to a Gaussian broadening of the spectrum with half-width at half-maximum of
100 cm−1 was used, while for the well-resolved benzene spectrum, Γ(t) = cos2( pit
2T
) damping
function was used.
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Ground- and excited-state optimized geometries, tran-
sition dipole moments, frequencies, and displacements
Phenyl radical
Table S1: Optimized geometries (in A˚) of ground (X˜
2
A1) and first excited (A˜
2
B1) electronic
states of the phenyl radical.
X˜
2
A1 A˜
2
B1
X Y Z X Y Z
C 0.000 1.227 0.772 0.000 1.213 0.734
C 0.000 1.214 -0.632 0.000 1.228 -0.644
C 0.000 0.000 -1.324 0.000 0.000 -1.343
C 0.000 -1.214 -0.632 0.000 -1.228 -0.644
C 0.000 -1.227 0.772 0.000 -1.213 0.734
C 0.000 0.000 1.398 0.000 0.000 1.549
H 0.000 2.163 1.324 0.000 2.169 1.258
H 0.000 -2.154 -1.178 0.000 -2.160 -1.204
H 0.000 -2.163 1.324 0.000 -2.169 1.258
H 0.000 2.154 -1.178 0.000 2.160 -1.204
H 0.000 0.000 -2.410 0.000 0.000 -2.430
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Table S2: Derivatives of the transition dipole moment (in atomic units) of the phenyl radical
A˜
2
B1 ← X˜2A1 electronic transition with respect to the mass-scaled normal mode coordinates
of the ground electronic state. The transition dipole moment elements evaluated at the
ground-state optimized geometry are: µx = 0.1354 a.u. = 0.344 D, µy = µz = 0.
Mode Symmetry ∂µx/∂q ∂µy/∂q ∂µz/∂q
1 a2 0 0.00131 0
2 b1 0 0 0.00207
3 b2 0 0 0
4 a1 -0.00021 0 0
5 b1 0 0 -0.00404
6 b1 0 0 0.00231
7 a2 0 -0.00026 0
8 b1 0 0 -0.00068
9 a2 0 0.00124 0
10 a1 0.00057 0 0
11 b1 0 0 0.00201
12 a1 0.00001 0 0
13 a1 -0.00017 0 0
14 b2 0 0 0
15 b2 0 0 0
16 a1 0.00000 0 0
17 b2 0 0 0
18 b2 0 0 0
19 b2 0 0 0
20 a1 -0.00071 0 0
21 a1 0.00050 0 0
22 b2 0 0 0
23 a1 0.00024 0 0
24 b2 0 0 0
25 a1 0.00041 0 0
26 b2 0 0 0
27 a1 0.00028 0 0
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Table S3: Normal modes of the phenyl radical ground electronic state with corresponding fre-
quencies (in cm−1). The excited-state frequencies ω computed at the optimized ground-state
geometry [vertical harmonic (VH) model] and optimized excited-state geometry [adiabatic
harmonic (AH) model] are given in cm−1. The displacements δ between the minima of the
ground and excited state global harmonic potentials using mass-scaled normal mode co-
ordinates are given in atomic units (1 a.u. ' 0.0123943√amu A˚). Relative displacements
∆ = A
1/2
0 · δ, where A0 is the width matrix of the initial wavepacket, are dimensionless
and more appropriate measures of excitation since they take into account the fact that a
displacement δ of low frequency mode has a smaller effect on the resulting spectrum than
the same displacement δ of the high-frequency mode. Normal modes are ordered from the
highest to the lowest ground-state frequency.
Mode Symmetry Ground state Excited state AH Excited state VH
ω ω δ ∆ ω δ ∆
cm−1 cm−1 a.u. cm−1 a.u.
1 a1 3193 3187 -0.06 -0.0054 3195 0.01 0.0007
2 b2 3184 3168 0 0 3166 0 0
3 a1 3181 3162 -0.14 -0.0122 3167 -0.04 -0.0032
4 b2 3168 3140 0 0 3155 0 0
5 a1 3161 3139 0.03 0.0025 3150 -0.02 -0.0017
6 b2 1631 1522 0 0 1548 0 0
7 a1 1573 1633 12.92 0.7732 1571 13.96 0.8357
8 a1 1468 1443 -9.41 -0.5442 1447 -10.39 -0.6007
9 b2 1460 1395 0 0 1494 0 0
10 b2 1336 1351 0 0 1364 0 0
11 b2 1303 1243 0 0 1273 0 0
12 a1 1172 1214 -3.39 -0.1749 1192 -3.36 -0.1890
13 b2 1171 1119 0 0 1090 0 0
14 b2 1069 1049 0 0 1037 0 0
15 a1 1047 1018 -11.51 -0.5623 1071 -9.87 -0.4820
16 a1 1015 1000 7.79 0.3745 1023 4.65 0.2237
17 b1 997 1027 0 0 1014 0 0
18 a1 981 924 30.81 1.4563 950 33.80 1.5977
19 a2 970 998 0 0 971 0 0
20 b1 895 968 0 0 934 0 0
21 a2 815 788 0 0 800 0 0
22 b1 721 768 0 0 696 0 0
23 a1 671 685 0 0 673 0 0
24 a1 614 590 -28.08 -1.0498 541 -39.27 -1.4682
25 b2 593 528 0 0 419 0 0
26 b1 425 355 0 0 223 0 0
27 a2 401 301 0 0 212 0 0
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Benzene
Table S4: Bond lengths (in A˚) at optimized geometries for ground (X˜
1
A1g) and first excited
(A˜
1
B2u) states of benzene.
X˜
1
A1g A˜
1
B2u
RC-C 1.398 1.430
RC-H 1.086 1.085
Table S5: Derivatives of the transition dipole moment (in atomic units) of the benzene
A˜
1
B2u ← X˜1A1g electronic transition with respect to the normal mode coordinates associ-
ated with doubly-degenerate normal modes that transform as e2g irreducible representation.
These modes are called the inducing modes, as they are responsible for the observation of
the formally symmetry-forbidden electronic transition in benzene. The strongest transitions
are induced by the low-frequency modes 27 and 28, which exhibit the largest derivatives of
the transition dipole moment. The molecule is oriented according to Mulliken’s convention
(standard orientation): the axis of greatest symmetry is aligned with the z-axis, molecule
lies in the xy plane, and the y-axis passes through two hydrogen and two carbon atoms. All
elements of the transition dipole moment and its gradient that are not listed below are zero.
Mode ∂µx/∂q ∂µy/∂q ∂µz/∂q
4 0.00055 -0.00265 0
5 -0.00207 -0.00071 0
7 -0.00002 -0.00242 0
8 0.00006 -0.00064 0
13 -0.00036 0.00067 0
14 0.00133 0.00018 0
27 0.00784 0.00235 0
28 0.00208 -0.00883 0
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Table S6: Normal modes of benzene ground state with corresponding frequencies (in cm−1),
excited-state frequencies ω computed at the optimized ground-state geometry [vertical har-
monic (VH) model] and optimized excited-state geometry [adiabatic harmonic (AH) model]
(in cm−1), displacements δ between the minima of the ground state and excited-state global
harmonic potentials (in atomic units), and dimensionless relative displacements ∆ = A
1/2
0 ·δ.
See the caption of Table S3 for details.
Mode Symmetry Ground state Excited state AH Excited state VH
ω ω δ ∆ ω δ ∆
cm−1 cm−1 a.u. cm−1 a.u.
1 a1g 3207 3232 0.90 0.077 3212 0.87 0.074
2 e1u 3197 3221 0 0 3199 0 0
3 e1u 3197 3221 0 0 3199 0 0
4 e2g 3182 3207 0 0 3183 0 0
5 e2g 3182 3207 0 0 3183 0 0
6 b1u 3172 3201 0 0 3177 0 0
7 e2g 1642 1571 0 0 1678 0 0
8 e2g 1642 1571 0 0 1678 0 0
9 e1u 1515 1449 0 0 1497 0 0
10 e1u 1515 1449 0 0 1497 0 0
11 a2g 1378 1361 0 0 1385 0 0
12 b2u 1353 1474 0 0 1620 0 0
13 e2g 1198 1179 0 0 1215 0 0
14 e2g 1198 1179 0 0 1215 0 0
15 b2u 1176 1175 0 0 1201 0 0
16 e1u 1061 970 0 0 1029 0 0
17 e1u 1061 970 0 0 1029 0 0
18 b1u 1017 999 0 0 1006 0 0
19 b2g 1013 782 0 0 791 0 0
20 a1g 1013 957 -21.28 -1.022 1035 -19.69 -0.946
21 e2u 983 746 0 0 755 0 0
22 e2u 983 746 0 0 755 0 0
23 e1g 863 594 0 0 603 0 0
24 e1g 863 594 0 0 603 0 0
25 b2g 712 332 0 0 231 0 0
26 a2u 689 555 0 0 577 0 0
27 e2g 619 529 0 0 526 0 0
28 e2g 619 529 0 0 526 0 0
29 e2u 412 236 0 0 94 0 0
30 e2u 412 236 0 0 94 0 0
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Validation of the Born-Oppenheimer approximation
To justify the use of Born-Oppenheimer molecular dynamics, we consider the energy sepa-
ration between the excited and ground electronic states as an indicator of crossings between
the two surfaces. Figure S1 shows that the energy gap between the two electronic states is
rather large during the propagation, implying the validity of the Born-Oppenheimer approx-
imation. We note, however, that nonadiabatic couplings to the higher excited states could
cause the breakdown of the Born-Oppenheimer approximation, especially in the case of the
phenyl radical, where even the on-the-fly approach cannot reproduce the experimental spec-
trum perfectly. Finally, let us mention that the energy gap is only one of several criteria for
determining the importance of nonadiabatic couplings. A more rigorous criterion monitors
the population transfer and the most rigorous criterion monitors directly the adiabaticity,
i.e., the fidelity between the Born-Oppenheimer and nonadiabatic wavefunctions.S5–S8
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Figure S1: The energy gap between the excited and the ground electronic state for the phenyl
radical (left) and benzene (right) evaluated along the ab initio trajectory.
Validation of the electronic structure method
To verify that the chosen electronic structure methods are reliable for benzene and the phenyl
radical, we show the energies computed using the equation-of-motion coupled cluster (EOM-
CCSD) method along the TDDFT trajectory (Fig. S2). Same basis sets were used as in the
S9
TDDFT calculations: SNSD for the phenyl radical and 6-31+G(d,p) for benzene. The single
point energy calculations were performed every 32 steps of the trajectory for the initial 200 fs.
Although there is a shift in energy between the two methods, both give similar curvature of
the potential energy surface. Our findings are in accord with the literature; indeed, B3LYP
functional and the two basis sets have already been validated for spectra calculations of the
phenyl radical and benzene by comparison with high-level electronic structure methods.S2,S9
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Figure S2: As in Fig. S1, but shown on a shorter time scale and compared to the energies
computed using EOM-CCSD method (red).
Conservation of the phase space volume and symplectic
structure
Classical dynamics preserves phase space volume. This statement, known as the Liouville
theorem, is only one ofD corollaries of the conservation of the symplectic structure, expressed
by the equation
M>t · J ·Mt = J , (1)
where Mt is the 2D × 2D stability matrix evaluated at time t,
J =
 0 I
−I 0
 (2)
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is the standard symplectic matrix, I denotes the D-dimensional identity matrix, and D the
number of degrees of freedom. The conservation of phase space volume, expressed by the
condition
detMt = 1, (3)
follows from Eq. (1). The fact that detMt = ±1 follows immediately by taking the determi-
nant of both sides. Of the two options only detMt = +1 is possible since detM0 = det I2D =
+1, since the determinant of a matrix is a continuous function, and since the stability matrix
is a continuous function of time.
While our semiclassical propagation uses symplectic algorithms, the numerical implemen-
tation is performed at a finite precision; as a result, the conservation of symplectic structure
and phase space volume are not guaranteed. However, monitoring their conservation pro-
vides a useful check of the semiclassical dynamics. Since the propagation of the thawed
Gaussian wavepacket requires propagating the stability matrix, verifying the conservation
laws is straightforward.
To check the symplectic condition (1), we monitor the Frobenius norm || · ||F of the
difference M>t ·J ·Mt−J ; recall that the Frobenius norm of a general matrix A is defined as
||A||F :=
√
Tr(A> · A) . (4)
To check the conservation of phase space volume, we monitor detMt and det(M
>
t ·Mt) both of
which should be equal to 1.S10 The time dependence of all three quantities is shown in Fig. S3,
which confirms that our semiclassical dynamics conserves both phase space volume and
symplectic structure within machine precision during the time that determines the spectra of
benzene and the phenyl radical. Note, however, that even when the symplectic structure and
phase space volume are not satisfied so accurately, it is possible to extend the semiclassical
propagation time by regularizing the stability matrix.S11
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Figure S3: The errors in the determinant of the stability matrix (top panels), the determinant
of M> ·M (middle panels), and the symplectic condition (bottom panels) for the phenyl
radical (left) and benzene (right).
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Horizontal shifts introduced into the calculated phenyl
radical and benzene spectra
Table S7: Overall frequency shifts (in cm−1) introduced into the calculated spectra of the
phenyl radical and benzene. Same shifts were used for Franck-Condon, Franck-Condon
Herzberg-Teller, and “Franck-Condon” spectra (see main text for definition).
Phenyl radical Benzene
OTF-AI -437 3010
AH -297 3020
VH -267 3300
S13
Models describing the failure of the vertical harmonic
method for computing absorption spectra
Phenyl radical
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Figure S4: Autocorrelation functions (left panels) for a model system comprising two modes
(mode 18 and mode 24) of the phenyl radical, and the corresponding spectra (right panels).
The frequencies used correspond to the vertical harmonic model of the excited-state potential.
When the modes are not coupled, the product of their autocorrelation functions represents
the total autocorrelation function of the system, i.e., the autocorrelation function that would
be obtained if a two-dimensional simulation were performed. It can be easily seen that
the first small recurrence in the total autocorrelation function appears at a time that is
different from any of the recurrences in the two one-dimensional cases. This is reflected in
the corresponding spectra, each of which is showing a single progression. While the spacings
in the first two progressions are equal to the corresponding excited-state frequencies of the two
modes, the overall spectrum contains only a single progression with a spacing of 490 cm−1,
resembling the situation observed in the vertical harmonic spectrum of the phenyl radical.
This value corresponds to neither of the two frequencies of the system and is called the
missing mode effect frequency.
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Benzene
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Figure S5: A four-dimensional model with three undisplaced highly distorted low-frequency
modes, which correspond to benzene excited-state normal modes 25, 29 and 30, and one dis-
placed mode, corresponding to the mode 20, is used to explain the observations in the vertical
harmonic spectrum of benzene. The autocorrelation functions for the single displaced mode
and the three distorted modes are given on the left, with the resulting spectra on the right.
The total autocorrelation function (bottom, left) is the product of the two autocorrelation
functions, and the corresponding spectrum is therefore a convolution of the two spectra in the
frequency domain (bottom, right). The resulting spectrum for this four-dimensional model
is indeed similar to the observed VH spectrum and proves that overestimated distortions,
i.e., incorrect low frequencies of the modes 25, 29 and 30, result in having more peaks than
observed in the experimental spectrum.
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Anharmonicity effects in benzene
The VH model results in a qualitatively wrong absorption spectrum of benzene. In contrast,
the static adiabatic harmonic picture is useful to describe the spectrum qualitatively, but
does not provide correct intensities. A more dynamical picture is obtained by representing
the vibrational motion in phase space. Significant dynamics is present only in the normal
mode 20, whereas the other modes exhibit almost no classical dynamics. It is important
to recall here that the positions and momenta in the OTF approach result only from an on-
the-fly ab initio classical dynamics on the excited state surface and do not depend on the
accuracy of the excited-state Hessian calculations, while the dynamics in the global harmonic
methods depends solely on the Hessian and the displacement of the excited-state potential.
This results in the differences observed in the phase space (see Fig. S6, top left).
The differences in the dynamics of the phase space center of the wavepacket can have
strong effect on the resulting spectra, both in terms of the positions and the intensities
of the peaks. In benzene, the phase-space dynamics in Fig. S6 reveals that the on-the-fly
and adiabatic harmonic approaches are induced by different excited-state displacements of
the normal mode 20. If the wrong displacement of the AH potential were the cause of poor
spectral intensities, changing it to the value of the displacement of the OTF calculation would
improve the spectrum. To test this hypothesis, a “modified” adiabatic harmonic potential is
constructed by setting the displacement in the normal mode 20 to the displacement observed
in the on-the-fly classical dynamics. However, this modified adiabatic potential yields a
spectrum similar to the original one (see Fig. S6, bottom), even though the classical motion
in the modified AH and OTF potentials energy surfaces are almost the same (Fig. S6, top
right). Thus, the difference in the classical dynamics is not the reason for the observed
differences in the calculated spectra, leaving the possibility that the differences in the spectra
can only be explained by considering the width matrix and the phase of the wavepacket.
Although the classical dynamics is not affected by the anharmonicity of the excited-state
potential, resulting in equally spaced peaks in the spectra, the intensities of the peaks are
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Figure S6: Phase-space representation of the dynamics in the normal mode 20 of ben-
zene (top panels) and the spectrum (bottom panel) obtained using a modified adiabatic
harmonic potential (AH-modified). Position and momentum are given in the mass-scaled
normal mode coordinates in atomic units (1 a.u. ' 0.0123943√amu A˚ for position and
1 a.u. ' 0.512396√amu A˚/fs for momentum). The top left panel shows trajectories corre-
sponding to three different methods—the on-the-fly, adiabatic harmonic, and vertical har-
monic propagations, while the top right panel compares the on-the-fly classical dynamics
with the dynamics in the modified adiabatic harmonic potential, i.e., the potential obtained
by setting the displacement of the adiabatic harmonic potential in the normal mode coordi-
nate 20 to the displacement observed in the OTF-AI dynamics. The AH-modified spectrum
is compared to the original AH and experimental spectra in the bottom panel. Despite the
similarity between the on-the-fly dynamics and the dynamics in the AH-modified potential
(top right panel), the modified adiabatic harmonic spectrum shows no significant improve-
ment over the original AH spectrum.
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influenced by the changes in the autocorrelation function (Fig. S7). Such pattern in the
relative intensities cannot be described by a simple global harmonic approach, but requires
a method that can treat anharmonicity. The agreement with the experimental spectrum
proves that running an on-the-fly trajectory with Hessians evaluated along the trajectory
gives a reliable wavepacket propagation and accounts for fine details in the autocorrelation
function.
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Figure S7: Autocorrelation functions calculated using the on-the-fly and adiabatic harmonic
approaches are compared: the absolute values are shown in the top panel, while the difference
of the phases on a shorter timescale is given in the bottom panel. Only slight differences in
the shapes of the recurrences are observed in the magnitudes of the autocorrelation functions,
while the difference of the phases is significant.
To further investigate the differences between the adiabatic harmonic approximation and
the OTF-AI-ETGA, we explore the dynamics in the most active totally symmetric normal
mode 20. Vertical and adiabatic harmonic Hessians yield different frequencies of this mode
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and both approaches (see Table S6) propagate the wavepacket using only one value for
the frequency of the mode (by definition, since they both use global harmonic potentials).
However, the true potential is not perfectly harmonic. The stiffness of the mode 20 changes
along the trajectory, with the vertical Hessian representing the maximum and the adiabatic
Hessian giving a value roughly equal to the mean frequency (see Fig. S8), explaining the
better agreement of the AH with the OTF approach.
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Figure S8: Frequency of the normal mode 20 of benzene in the excited electronic state as a
function of time. Comparison of the on-the-fly, adiabatic harmonic, and vertical harmonic
approaches.
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“Franck-Condon” (“FC”) spectrum and absolute ab-
sorption cross sections of benzene
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Figure S9: “FC” and FCHT spectra of benzene evaluated using the adiabatic harmonic (AH),
vertical harmonic (VH), and on-the-fly ab initio extended TGA (OTF-AI-ETGA) approaches
are compared with the experimental spectrum. All spectra were horizontally shifted and
scaled according to the highest peak of the FCHT calculated spectra (see Table S7). The
same horizontal shift for both “FC” and FCHT spectra was used as to show that the constant
horizontal shift between them corresponds to the excited-state frequency of the inducing
modes 27 and 28: ω = 529 cm−1 for the AH, ω = 526 cm−1 for the VH model.
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Figure S10: Absolute absorption cross sections, evaluated with the on-the-fly and global har-
monic approaches, are compared to the experimental spectrum. The calculated spectra were
horizontally shifted as in Fig. S9, but the magnitudes were not scaled. While the FC spectra
are zero, because the transition dipole moment is zero, the spectra computed within the
Herzberg-Teller approximation (FCHT) are in fair agreement with the experiment, although
significantly overestimating the experimental values by a roughly constant systematic factor
of ≈ 3.
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