The poly-Bernoulli numbers and its relative are defined by the generating series using the polylogarithm series, and we call them type B and C, respectively. As a generalization of these poly-Bernoulli numbers, we introduce Schur type poly-Bernoulli numbers and investigate their properties. First, we define a generalization of Arakawa-Kaneko multiple zeta functions and obtain their expression in terms of Schur type Bernoulli numbers. Next, under the restriction to the hook type, we define a generalization of Kaneko-Tsumura multiple zeta functions and obtain similar expression in terms of Schur type Bernoulli numbers. Lastly, we study more properties such as a recurrence formula, a relation formula between Bernoulli numbers and a description in terms of the Stirling numbers.
Introduction
The poly-Bernoulli numbers B (k) n for n ≥ 0, k ∈ Z, which are a natural generalization of the classical Bernoulli numbers, were first introduced by Kaneko ([5] ). These numbers and the related numbers C (k) n are defined by the generating series using the polylogarithm series Li k (t) as follows:
where the polylogarithm series Li k (t) is the formal power series ∞ n=1 t n n k for any integer k. For t = 1, the polylogarithm series reduces to the special value of the Riemann zeta function, that is, Li k (1) = ζ(k). Arakawa and Kaneko [3] introduced the multi-logarithmic function Li k 1 ,k 2 ,···kr (z) defined below (2) , and for the purpose of establishing a connection between the multiple zeta values and the poly-Bernoulli numbers, they gave an integral representation and the analytic continuation of singlevariable multiple zeta functions, and investigated the properties of B (k) n , such as the closed formulas in terms of the Stirling numbers of the second kind and the relation between B (k) n and C (k) n in [3] . They further introduced a new kind of multiple zeta functions and a generalization for multiple indices called Arakawa-Kaneko multiple zeta functions:
where k and k 1 , · · · , k r ≥ 1 are integers and 
They showed that ξ k (s) and ξ k 1 ,··· ,kr (s) can be analytically continued to entire functions of s ∈ C, and the values at nonpositive integers interpolate C (k)
n . Kaneko and Tsumura ( [6] ) defined and studied a twin sibling of the Arakawa-Kaneko multiple zeta functions:
This function also can be analytically continued to an entire functions on the whole complex plane and the values at nonpositive integers interpolate B (k)
n . These functions have since been studied by many authors (e.g., [4] , [8] ).
Nakasuji, Phuksuwan and Yamasaki [7] defined the Schur multiple zeta functions ζ λ (s), which are a generalization of the Euler-Zagier type multiple zeta and zeta-star functions. These functions are defined as sums over combinatorial objects called semi-standard Young tableaux of shape λ (see Definition 1) . In the present article, we introduce Schur type polylogarithm series Li
, which reduce to the Schur multiple zeta values when z → 1:
where k ∈ T (λ, N) and
For an explanation of the notation SSY T (λ), D(λ), T (λ, N) and C(λ), refer to the next section. And we define Schur type Bernoulli numbers using Li λ k (z) as an analogue of [3] as follows :
where
Furthermore, we define a generalization of the Arakawa-Kaneko multiple zeta functions to Schur type functions and will obtain the expression the generalizations using Schur type Bernoulli numbers (Theorem 2). If we restrict them to the hook type λ = (h, 1 ℓ−1 ), then we can define a generalization of Kaneko-Tsumura multiple zeta functions to Schur type functions and will obtain the expression in terms of Schur type Bernoulli numbers (Theorem 3). Further we will obtain a generalization of the known results for the properties of Bernoulli numbers such as a recurrence formula, a relation formula between Bernoulli numbers B and C, and a description in terms of the Stirling numbers (Section 4).
Schur multiple zeta functions
A partition λ = (λ 1 , . . . , λ r ) of a positive integer n is a non-increasing sequence of positive integers such that
We call |λ| the weight of λ and l(λ) = r the length of λ, and write λ ⊢ n. And we sometimes express it as λ = (n
, where m i (λ) is the multiplicity of i in λ. We arrange the λ i boxes left-aligned in the ith row from top to bottom. For example, for λ = (3, 1),
. We identify λ ⊢ n with
is a corner, and define C(λ) ∈ D(λ) as the set of all corners of λ. For example, for λ = (4, 3, 3, 1), (3, 3) , (4, 1)}. Let X be a set. For a partition λ, T = (t ij ) which is a D(λ) putting t ij ∈ X into a box of D(λ) is a Young tableau of shape λ over X. Let T (λ, X) be the set of all Young tableaux of shape λ over X. We identify T (λ, X) with X |λ| . We call T = (t ij ) a semi-standard Young tableau, where we put positive integers t ij into the boxes such that they are weakly increasing in each row from left to right and are strictly increasing in each column from top to bottom. We denote the set of all semi-standard Young tableaux of shape λ by SSYT(λ) . Using this notation, Nakasuji, Phuksuwan and Yamasaki [7] introduced Schur multiple zeta functions as follows.
We call ζ λ (s) a Schur multiple zeta function.
Lemma 1 ( [7, Lemma 2.1] ) We define
Then, (7) converges absolutely for s ∈ W λ .
Recall that Schur multiple zeta functions can be written as a linear combination of multiple zeta functions or multiple zeta-star functions.
Definition 2 For λ, F is the set of all bijections
f : D(λ) → {1, 2, · · · , n} that satisfying the following two conditions : ( i ) for all i, f ((i, j)) < f ((i, j ′ )) if and only if j < j ′ , (ii) for all j, f ((i, j)) < f ((i ′ , j)) if and only if i < i ′ . For T = (t ij ) ∈ T (λ, X), we define V (T ) = {(t f −1 (1) , t f −1 (2) , · · · , t f −1 (n) )}.
Definition 3 When X has an addition +, we write
Then we have
Here, ζ(t) and ζ ⋆ (t) are original multiple zeta and multiple zeta-star functions, respectively:
And,
where λ ′ is the conjugate of λ. The multiple zeta functions have an integral expression, as shown in the following proposition:
A similar calculation gives the following proposition.
Schur multiple zeta functions for λ = (h, 1 ℓ−1 ) also have an integral expression.
, and further
Proof The first assertion is obtained from (9) and Proposition 1. For the second assertion, we can write
Using Proposition 1, this equals
e x 1h − 1
Applying the same argument repeatedly, we obtain
From the definition of the Γ-function, we have
This implies (14).
Bernoulli numbers
As in Introduction, Schur type Bernoulli numbers are defined by (5) and (6) 
Theorem 1 The following relations hold:
, (5) and (6) give
By changing the order of the last two summations, the right-hand side becomes
Changing the order of summation in the right-hand side repeatedly gives
By comparing the coefficients of the two sides, we have (15). Equation (16) can also be obtained similarly.
Next we investigate a certain multiple zeta function which interpolates Schur type poly-Bernoulli numbers. This function, whose definition follows, can be regarded as a generalization of (1).
Definition 4 Let
The integral converge absolutely in Re(s i ) > 0 because
The special values of ξ λ (k; 
for m i ≥ 1 being integers (i = 1, 2, · · · , c).
We can prove Theorem 2 in various ways, but here we borrow the argument in [6] . Proof We use the contour integral. Let C ′ be the standard contour, which consists of a path from infinity to (sufficiently small) ǫ, a circle C ǫ around the origin of radius ǫ, and a path from ǫ to infinity. Let
Then the right-hand side equals 
which can be analytically continued to C n and is entire, and ξ λ is holomorphic for
Note that we can also prove Theorems 2 by the method in [3] , which divides the integral in ξ λ into two parts,
Hook-type Bernoulli numbers
In this section, we restrict λ to the hook type, that is, λ = (h, 1 ℓ−1 ). In what follows in this section, we use z h = z 1h and z ℓ = z ℓ1 for brevity, and we use n and m instead of m 1h and m ℓ1 for the sake of clarity. We write k = k 11 k 12 · · · k 1h k 21 . . .
, from bottom to top and left to right, which means
Proof For (18), a direct calculation leads to
We can obtain (19) and (20) similarly.
We can define a generalization of the η-functions (3) in the same way as in Definition 4. For λ = (h, 1 ℓ−1 ), the integral in η λ (k; s h , s ℓ ) converges absolutely in Re(s h ) > 0 and Re(s ℓ ) > 1−ℓ , as is seen from the following lemma which is extension of Lemma 2.2 in [6] . 
Definition 5 Let
η λ (k; s 1 , · · · , s c ) = 1 Γ(s 1 ) · · · Γ(s c ) ∞ 0 · · · ∞
