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Abstract
In recent years, the multiple-stage strategy has become
a popular trend for visual tracking. This strategy first uti-
lizes a base tracker to coarsely locate the target and then
exploits a refinement module to obtain more accurate re-
sults. However, existing refinement modules suffer from the
limited transferability and precision. In this work, we pro-
pose a novel, flexible and accurate refinement module called
Alpha-Refine, which exploits a precise pixel-wise corre-
lation layer together with a spatial-aware non-local layer
to fuse features and can predict three complementary out-
puts: bounding box, corners and mask. To wisely choose
the most adequate output, we also design a light-weight
branch selector module. We apply the proposed Alpha-
Refine module to five famous and state-of-the-art base
trackers: DiMP, ATOM, SiamRPN++, RTMDNet and ECO.
The comprehensive experiments on TrackingNet, LaSOT
and VOT2018 benchmarks demonstrate that our approach
significantly improves the tracking performance in compar-
ison with other existing refinement methods. The source
codes will be available at https://github.com/MasterBin-
IIAU/AlphaRefine.
1. Introduction
Precise scale estimation is extremely essential to a suc-
cessful tracker. Early trackers usually solve this problem by
multi-scale search [2, 6, 39, 4] or sampling-then-regression
strategy [42, 32], which is inaccurate and has greatly lim-
ited the precision of trackers. In recent years, many high-
performance scale estimation methods have been devel-
oped and have significantly improved trackers’ performance
[23, 47, 7, 3]. For obtaining more robust and precise
tracking results than before, many state-of-the-art track-
ers [45, 10, 7, 3] adopt a multiple-stage tracking strategy.
These trackers first locate the target coarsely and then refine
∗Corresponding Author: Dr. Dong Wang, wdice@dlut.edu.cn
their results using a refinement module. However, existing
refinement modules suffer from limited transferability and
precision.
In this work, we propose a novel, general and accurate
refinement module. This module is trained separately and
can be directly applied to any existing trackers, elevating
the quality of their predicted bounding boxes. The pro-
posed module utilizes an accurate pixel-wise correlation
layer and a spatial-aware non-local layer for high-quality
scale estimation. Moreover, our module predicts bounding
box, corners and mask simultaneously. Thus, this module
can quickly adapt to complex scenarios. We also develop a
novel branch selector module to choose the most adequate
output wisely.
We choose five famous base trackers: DiMP [3],
ATOM [7], SiamRPN++ [23], RTMDNet [17] and ECO [6],
to perform comprehensive experiments on three tracking
benchmarks, namely, LaSOT [9], TrackingNet [31] and
VOT2018 [20]. Experimental results show that our pro-
posed refinement module improves base trackers’ perfor-
mances significantly, and its performance surpasses those
of its competitors (i.e., IoU-Net [7, 3] and SiamMask [47])
by a large margin.
2. Related Work
Early Scale Estimation. Before the thrive of deep learn-
ing, early scale estimation methods can be summarized as
two categories: multiple-scale search and sampling-then-
regression strategies. Most correlation-filter-based track-
ers [14, 6, 39] and SiamFC [2] adopt the former strategy.
Specifically, these trackers construct search regions with
different sizes, then compute correlation with the template,
and finally determine the size of the target as the size-level
where the highest response locates. Multiple-scale search is
coarse and time-consuming due to its fixed-aspect-ratio pre-
diction and heavy image pyramid operation. Another type
of method first generates a large number of bounding box
samples, then uses some methods to choose the best one,
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and finally applies regression on it to obtain more accurate
results. SINT [42], MDNet [32] and RTMDNet [17] are
three representative trackers that exploit this approach.
Modern Scale Estimation. As deep learning techniques
become mature, several high-performance scale estima-
tion approaches are developed and can be categorized into
the following classes, namely, RPN-based [24, 58, 23],
Mask-based [47, 28], IoU-based [7, 3] and Anchor-free-
based [52]. RPN-based methods learn a region proposal
network [35], which determines whether the current anchor
contains the target and makes refinement to it simultane-
ously. SiameseRPN-series trackers [24, 58, 23] utilize it as
the core component, and thus achieve great success in re-
cent years. Mask representation is more accurate, and the
ability to predict mask is quite beneficial to precise scale
estimation. SiamMask [47] and D3S [28] belong to this
class, and obtain higher precision than Siamese trackers
that can only predict boxes. IoU-based approaches learn
a network to predict overlap between candidate boxes and
groundtruth. During the inference phase, this strategy op-
timizes candidate boxes by gradient-ascent, and therefore
obtains more precise results. ATOM [7] and DiMP [3] fully
exploit this method, and thus surpass traditional correlation-
filter trackers by a large margin. In the past year, anchor-
free philosophy has become quite popular in the object
detection field [22, 56, 19, 43]. It eliminates anchors to
change the label-assignment rules and the learning tar-
gets. SiamFC++ [52] introduces this structure into object
tracking field, and therefore achieves state-of-the-art per-
formance.
Refinement Modules. Many state-of-the-art trackers [45,
10, 7, 3, 21] apply multiple-stage tracking strategy to ob-
tain accurate and robust results. This approach first locates
the target coarsely and then utilizes a refinement module
to refine results from the previous stage. SPM [45] and
Siamese Cascaded RPN [10] adopt a light-weight relation
network [41] and stacked RPNs [35], respectively, as the re-
finement module to further increase trackers’ discriminative
power and precision. However, the two refinement mod-
ules have to be trained together with their previous Siamese
tracker in an end-to-end manner; this procedure limits their
flexibility of combining with other base trackers. ATOM [7]
and DiMP [3] first use an online classification module to lo-
cate the target, then draw some random samples around it,
and finally deploy a modified IoU-Net [16] to maximize the
overlap between these samples and groundtruth for obtain-
ing more precise bounding boxes. This modified IoU-Net
can be trained separately from the base tracker. Thus, it has
good transferability, but its precision still has large space
to improve. Notably, the champions of VOT2019 [21], the
main and long-term challenges utilize SiamMask [47] as
a refinement module [21]. Similar to IoU-Net [16] men-
tioned before, SiamMask [47] can be combined with any
base tracker. However, SiamMask is designed as a tracker
rather than a refinement module. Therefore, it is still not
perfect. Considering previous refinement modules’ weak
transferability and limited accuracy, a new, general and pre-
cise refinement method called Alpha-Refine is developed.
3. Alpha-Refine
Single object tracking task can be decomposed as target
localization and scale estimation. In this work, base trackers
are responsible for localizing the target, and Alpha-Refine
is designed specifically for precise scale estimation. To be
specific, after the base tracker gets a coarse tracking result,
a small search region whose size is double the size of the
tracking result is cropped and sent to Alpha-Refine. Then
Alpha-Refine outputs a more precise bounding box as the
final tracking result. For the next frame, the base tracker
crops search region based on the refined result from the last
frame.
3.1. Network Architecture
Alpha-Refine has two input branches, namely, the refer-
ence branch and the test branch. These two branches take
the small search region from the 1st and the current frame
respectively as the input. The two branches use a parameter-
shared ResNet-50 [13] network as the backbone. After sym-
metric feature extraction, a PrRoI Pooling layer [16] is used
to obtain target features of the reference frame. Different
from existing trackers that fuse features by naive correlation
or depth-wise correlation, Alpha-Refine innovatively intro-
duces an accurate pixel-wise correlation layer and a spatial-
aware non-local layer for feature aggregation, to obtain fine
reference-guided target features. Moreover, we deploy three
complementary prediction heads to output the bounding
box, corners, and mask, respectively. Three branches pro-
vide stronger supervision and more diverse results during
training and testing phases. To wisely choose the most ade-
quate one as the final result, a novel and efficient branch se-
lector is proposed. The overall architecture of Alpha-Refine
is shown in Figure 1.
3.2. Fine Feature Aggregation
Accurate Pixel-wise Correlation. In recent years, Siamese
architecture has been widely used in the tracking field, lead-
ing to a large number of successful trackers. However, most
of these methods aggregate features of the template and the
search region using coarse naive correlation [2, 24, 58] or
depth-wise correlation [23, 47]. Both of these methods take
the whole target as the kernel to produce degraded corre-
lation maps, which cannot accurately reflect the size of the
target in the current search region.
In this work, we replace these methods with pixel-wise
correlation [49] for high-quality feature representation. We
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Figure 1. The overall architecture of Alpha-Refine. Better viewed in color with zoom-in.
denote K ∈ RC×H0×W0 and S ∈ RC×H×W as features of
the template and the search region. Pixel-wise correlation
first decomposesK intoH0W0 sub-kernelsKj ∈ RC×1×1,
and then uses them to compute correlation with S separately
for obtaining correlation maps C ∈ RH0W0×H×W . The
process can be described as
C = {Cj |Cj = Kj ∗ S}j∈{1,...,H0×W0}, (1)
where ∗ denotes naive correlation.
Unlike naive or depth-wise correlation, pixel-wise corre-
lation takes each part of the target as a kernel to ensure that
each correlation map encodes information of a local region
on the target. With smaller kernel size and more diverse
target representation, the correlation feature maps better re-
tain the target’s boundary and scale information, which is
beneficial to subsequent prediction. Figure 2(a) shows the
computation process of three correlation methods. Due to
the inaccuracy of rectangle annotations, some sub-kernels
encode less discriminative background pixels. So we also
add a channel-wise attention operation after the pixel-wise
correlation layer to enhance features of the most discrimi-
native regions for scale estimation.
Spatial-aware Non-local Fusion. To precisely determine
the boundary of the target, it is important to utilize global
contextual information. Non-local module [48] is a good
choice for this goal, due to its ability to capture long-range
dependencies. The non-local operation can be described as
yi =
1
C(x)
∑
∀j
f(xi,xj)g(xj), (2)
x denotes the input feature maps and y denotes the output
feature maps. f(., .) computes the relationship between dif-
ferent locations on the feature maps to return a scalar. C(x)
represents a normalization factor, which is
∑
∀j f(xi,xj).
We take f(xi,xj) as an embedded gaussian form:
f(xi,xj) = e
θ(xi)
Tφ(xj), (3)
where θ(xi) = Wθxi and φ(xj) = Wφxj . Non-local op-
eration in this form can be easily implemented by softmax
function, namely, y = softmax(xTWTθ Wφx). The non-
local module in the embedded gaussian form is shown in
Figure 2(b).
In this work, we plug in one non-local block after the
channel-attention operation to guarantee that the features
not only encode local information but also sense global
cues.
3.3. Complementary Prediction Branches
Alpha-Refine has three output branches that predict one
bounding box, two corners1 and one mask, respectively. Af-
ter some post-processing, corners and the mask can also be
transformed into bounding boxes to produce diverse candi-
dates. All prediction heads take the non-local features as in-
put. Detailed descriptions are shown in the following parts.
Bounding Box Head. This module learns a coordinate
transformation relative to the predefined anchor boxes. The
base trackers usually have already coarsely located the tar-
get. Thus, a piece of useful prior information for the refine-
ment module is that the target locates near the center of the
search region. With such prior information, we can greatly
reduce the number and complexity of anchors. In this work,
only single anchor box is used, and its normalized coordi-
nate in (x1, y1, x2, y2) format is
(
1
4 ,
1
4 ,
3
4 ,
3
4
)
. The bound-
ing box head contains two stacked Conv-BN-ReLU layers,
1The top-left corner and the bottom-right corner
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+
(a) Visualization of various correlations. (b) The non-local module.
Figure 2. Comparison among different correlation methods and the illustration of the non-local module. (a) From left to right, naive,
depth-wise and pixel-wise correlations are demonstrated, respectively. The black-edged cubes or squares represent sliding kernels. The
red-edged ones represent corresponding correlation maps. (b) ⊗ represents matrix multiplication. ⊕ represents the element-wise sum.
Better viewed in color with zoom-in.
followed by a global average pooling layer and a fully-
connected layer, which predicts four coordinate transfor-
mation factors. During the training stage, GIoU Loss [36]
is exploited to maximize the overlap between the predicted
boxes and the groundtruth.
LGIoU = 1−GIoU (4)
GIoU = IoU − A
C − U
AC
(5)
AC and U denote the area of the smallest enclosing box
and union, respectively, between the predicted box and the
groundtruth.
Corner Head. Recently, keypoints detection techniques
have become popular in the object detection field, and
this situation has introduced a large number of state-of-
the-art methods [22, 56, 8, 57]. Some works, such as
SATIN [12], has introduced corner detection into the track-
ing field. However, their performances are still limited. In
this work, we attempt to bridge this performance gap by un-
veiling the power of corner detection in the tracking field.
Different from SATIN [12] that predicts low-resolution
heatmaps for corners and learns offsets to refine coordi-
nates, our corner head progressively increases the feature
resolution by repeated Conv-BN-ReLU-Bilinear2 modules
through predicting high-resolution heatmaps with the same
size as the search region. After obtaining heatmaps of two
corners, we apply soft-argmax function [30] to them for de-
riving the expected value of corners’ coordinates. During
the training phase, mean squared error loss is used to opti-
mize the parameters. Compared with SATIN [12], our ap-
proach has two advantages: (1) The resolution of predicted
heatmaps is high, which results in no quantization error. (2)
Our regression method does not suffer from the imbalance
problem that using gaussian labels faces.
2Bilinear means bilinear upsampling
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Figure 3. Qualitative results from three prediction branches. Re-
sults from the bounding box, corner, and mask heads are shown in
red, green, and blue, respectively. In addition, the groundtruth is
shown in yellow. From top to bottom, three rows show the cases in
which the bounding box, corner and mask heads perform the best.
Better viewed in color with zoom-in.
Mask Head. As demonstrated by previous works [47, 28],
the ability to predict precise mask is quite beneficial to
improving the tracking performance, especially on bench-
marks (e.g., VOT [20, 21]) that adopt rotated bounding
box labels. We also aggregate low-level features from
the backbone network by FPN [26] structure for recover-
ing details to generate high-quality masks. Different from
SiamMask [47] that restricts the predicted mask in a region
as large as the template, our mask branch predicts mask
that has the same size as the search region for a higher-
quality mask output. The mask branch is trained with the
binary cross-entropy loss. During the tracking stage, the
predicted mask is first binarized and then transformed into
a bounding box. We use the same transformation method as
SiamMask [47] for fair comparison.
3.4. Farsighted and Efficient Branch Selector
As shown in Figure 3 three prediction heads provide di-
verse bounding box results. A novel and efficient branch se-
Table 1. Detailed architecture of the branch selector.
Layer name conv1 conv2 max pool flatten fc1 fc2
Output size 32x16x16 16x16x16 16x8x8 1024 512 3
Structure
3x3, 32 3x3, 16
2x2, stride=2
512
3BatchNorm BatchNorm BatchNorm
ReLU ReLU ReLU
lector module is designed to wisely choose the most suitable
result as the output. This module takes non-local features as
the input and predicts three scores for evaluating the quality
of outputs from three branches. We exploit a few Conv-
BN-ReLU layers and a Max-Pooling layer to decrease the
number of channels and spatial resolution. We also use two
fully-connected layers to predict scores for three branches.
The detailed architecture of the branch selector is presented
in Table 1. The branch selector module can forecast which
branch produces the most accurate result in the current sit-
uation before any branch is run. Thus, we only need to run
a single branch in one refinement, and this minimal require-
ment makes our refinement module efficient and accurate.
3.5. Training
Training Set Construction. We use the training splits
of LaSOT [9] and GOT-10K [15], VID, DET [37],
COCO [27], Youtube-VOS [50] and some saliency
datasets [53, 46, 38] to train the complete Alpha-Refine. We
also develop two lite versions that use fewer datasets for fair
comparison with IoU-Net [7, 3] and SiamMask [47]. Given
a video sequence, two stochastic frames Fref and Ftest with
an interval of less than 50 frames are first selected. Then,
their groundtruths are processed by random translation and
scaling to generate the reference and test boxes.
[h,w] = [hGT , wGT ]× eNfs (6)
Omax =
√
hw × fc (7)
[cx, cy] = [c
GT
x , c
GT
y ] + (U− 0.5)×Omax (8)
fs and fc are two scalar factors corresponding to scale
and center, respectively. N and U represent 2D standard
normal distribution and 2D uniform distribution, respec-
tively. [frefs , f
ref
c ] = [0, 0] for the reference frame, and
[f tests , f
test
c ] = [0.25, 0.25] for the test frame. After obtain-
ing these boxes, we crop search regions, with areas of 22
times bounding boxes’ areas. Finally, we resize them into
256× 256 as the inputs of Alpha-Refine.
Training Approach. The whole training stage is divided
into two phases. In the first phase, we train Alpha-Refine
without introducing the branch selector because the predic-
tion quality of three branches in this phase is changing dy-
namically. This condition cannot provide solid labels for
the branch selector. The losses of the bounding box, corner,
and mask heads are denoted as Lbox, Lcorner, and Lmask,
respectively. The total loss L is the weighted sum of these
three losses.
L = λ1Lbox + λ2Lcorner + λ3Lmask, (9)
where λ1 = 1000, λ2 = 1 and λ3 = 1000. In this phase, we
train Alpha-Refine for 40 epochs, each of which consists of
4000 iterations with a batch size of 32. Given the abundance
of the training data, we do not freeze any parameters from
the backbone.
After the backbone and three prediction heads have been
adequately trained, the second phase begins. In this phase,
we only train the branch selector and leave all other param-
eters frozen. As in the first phase, reference and test im-
ages are passed through the Alpha-Refine to obtain three
different bounding box predictions. The IoUs between pre-
dictions Pb, Pc, Pm and the groundtruth GT are computed,
and the argmax function is used to obtain the label for the
branch selector.
label = argmax([IoU(Pb, GT ), IoU(Pc, GT ), IoU(Pm, GT )])
(10)
We train the branch selector using the cross-entropy loss
for 40 epochs, each of which contains 200 iterations with
a batch size of 128. In both training phases, the Adam op-
timizer [18] is applied and the learning rate halves every
8 epochs. The complete models and source codes will be
released.
4. Experiments
In this work, we implement our algorithm with Py-
torch [33] deep learning library. The hardware platform is
a PC machine with an intel-i9 CPU (64GB memory) and
two NVIDIA RTX-2080Ti GPUs (11GB memory). We
first perform comprehensive experiments on three popu-
lar tracking benchmarks: TrackingNet [31], LaSOT [9]
and VOT2018 [20], together with five state-of-the-art base
trackers: DiMP50 [3], ATOM [7], SiamRPN++ [23],
RTMDNet [17] and ECO [6] to demonstrate Alpha-
Refine’s ability to boost trackers’ performance. We de-
note SiamRPN++ as SiamRPNpp for concise descriptions
in the experiment section. Then, we compare Alpha-Refine
with other existing refinement modules: IoU-Net [7, 3] and
SiamMask [47]. Finally, ablation study is made to verify
the effectiveness of the pixel-wise correlation, the non-local
layer and the branch selector.
4.1. Comparison with the state-of-the-art
TrackingNet. TrackingNet [31] is a popular large-scale
short-term tracking benchmark. We evaluate various meth-
ods on its test-set, which contains 511 sequences. For the
test-set, only groundtruth from the first frame is given and
participants need to submit their tracking results to the eval-
uation server. The quantitative results are shown in Table 2.
As experimental results show, all the “Base Tracker+AR”
outperforms base trackers by a large margin. Especially
for ECO and RTMDNet that lack precise scale estimation,
Alpha-Refine improves their AUC by more than 10%. In
addition, “DiMP50+AR” achieves AUC 77.5%, creating
the new state-of-the-art record.
LaSOT. LaSOT [9] is a large-scale long-term tracking
benchmark, which consists of 1400 videos and divides 280
videos as the test-set. LaSOT ranks trackers using Success
and Norm Precision. The qualitative results are shown in
Figure 4. It can be seen that Alpha-Refine significantly
elevates all base trackers’ performance. Specifically, the
success curve of “Base Tracker+AR” is significantly higher
than that of the base tracker when the overlap threshold is
higher than 0.5. For RTMDNet, the improvement of AUC
is up to 15%. Also, DiMP50+AR achieves AUC 58.9%,
breaking the previous state-of-the-art record.
VOT2018. VOT2018 benchmark [20] includes 60 challeng-
ing videos, whose annotations are rotated bounding boxes.
VOT2018 has three performance measures: accuracy, ro-
bustness and EAO. Accuracy denotes mean overlap of suc-
cessfully tracked frames. Robustness represents the failure
rates. The final ranking measure is EAO (Expected Aver-
age Overlap), which simultaneously considers trackers’ ac-
curacy and robustness. The results on the VOT2018 bench-
mark are shown in Table 3. It can be seen that most of “Base
Tracker+AR” outperform base trackers in terms of EAO
significantly. When combined with DiMP50, DiMP50+AR
improves its EAO to 0.476, achieving the new state-of-
the-art performance. Although SiamRPNpp+AR’s EAO is
slightly lower than SiamRPNpp, SiamRPNpp+AR achieves
obviously higher accuracy than SiamRPNpp, which im-
plies that Alpha-Refine does produce more precise bound-
ing boxes. A potential reason for EAO drop is that hyperpa-
rameters of SiamRPNpp on the VOT benchmark have been
carefully tuned. If we tune SiamRPNpp+AR in the same
way, the performance can be further improved.
4.2. Comparison with IoU-Net and SiamMask
Due to their precise scale estimation and good transfer-
ability, IoU-Net [7, 3] and SiamMask [47] have been suc-
cessfully used as the refinement module [21]. In our ex-
periments, they are used as our competitors and for fair
comparison, we utilize the same backbone and train our
model using the same (or less) datasets as them. Alpha-
Refine takes ResNet-50 as the backbone, which is the
same as IoU-Net3 and SiamMask. Moreover, since IoU-
Net and SiamMask are not trained with the same datasets,
we additionally develop two lite versions of Alpha-Refine,
3In our experiments, IoU-Net denotes the scale estimation module of
DiMP50 [3].
AR(IoU) and AR(Mask) for short, to make fair compari-
son. To be specific, IoU-Net [3] is trained on the training
splits of the TrackingNet [31], LaSOT [9], GOT10K [15]
and COCO [27]. Correspondingly, AR(IoU) utilizes only
these datasets except for TrackingNet. Due to the lack of
mask-level labels, AR(IoU) does not have a mask head.
SiamMask is trained using Youtube-BBox [34], Youtube-
VOS [50], VID, DET [37] and COCO [27]. Accordingly,
AR(mask) exploits only these datasets except for Youtube-
BBox. The detailed experimental results are shown in Ta-
ble 4. The experimental results illustrate that all “Base
Tracker+AR(IoU)” achieve better performance than “Base
Tracker+IoU” and all “Base Tracker+AR(Mask)” outper-
form “Base Tracker+Mask”, even though our methods use
less training data.
4.3. Ablation Study.
In the ablation study, the effectiveness of the pixel-wise
correlation, the non-local module and the branch selector
are explored respectively.
Pixel-wise correlation vs Naive and Depth-wise correla-
tion. To demonstrate the superiority of pixel-wise correla-
tion to other kinds of correlation methods, we also imple-
ment two variants: AR(Naive) and AR(Depth), which fuse
features by naive correlation and depth-wise correlation re-
spectively. As shown in Table 5, pixel-wise correlation
brings better performance than naive correlation and depth-
wise correlation, thus proving the superiority of pixel-wise
correlation in fine feature fusion.
The Non-local Module. To show the effectiveness
of the non-local layer, we implement a variant without
the non-local operation and its results are denoted as
“Tracker+AR(woNL)”. As Table 5 shows, compared with
“Tracker+AR”, “Tracker+AR(woNL)” get worse perfor-
mance, which verifies the effectiveness of the non-local
module.
The branch selector. To validate the advantage of the pro-
posed branch selector, we implement the following variants:
AR(BBox), AR(Corner), AR(Mask), and AR(Average).
The first three represent that the refinement module always
uses the output of the bounding box branch, or the cor-
ner branch, or the mask branch as the final result. The
“Tracker+AR(Average)” denotes that the refinement mod-
ule first gets predictions from all three branches, then takes
the average of them as the final result. As shown in Ta-
ble 5, the refinement with our branch selector(Tracker+AR)
obtains the best results.
4.4. Further Analysis.
Speed. Alpha-Refine not only boosts the tracking per-
formance of base trackers but also runs at a remarkable
Table 2. State-of-the-art comparison on the TrackingNet test set. “Base Tracker+AR” represents base tracker + Alpha-Refine. The best
three results are marked in red, green and blue bold fonts respectively. Better viewed in color with zoom-in.
Staple CSRDCF SiamFC CFNet MDNet UPDT Dsiam Dsiam-Update GFS-DCF C-RPN
[1] [29] [2] [44] [32] [4] [58] [54] [51] [10]
P(%) 47.0 48.0 53.3 53.3 56.5 55.7 59.1 62.5 56.6 61.9
Pnorm(%) 60.3 62.2 66.6 65.4 70.5 70.2 73.3 75.2 71.8 74.6
AUC(%) 52.8 53.4 57.1 57.8 60.6 61.1 63.8 67.7 60.9 66.9
ECO ECO+AR RTMDNet RTMDNet+AR SiamRPNpp SiamRPNpp+AR ATOM ATOM+AR DiMP50 DiMP50+AR
P(%) 55.9 69.2 53.3 69.4 69.4 73.3 64.8 72.5 68.7 74.4
Pnorm(%) 71.0 78.4 69.4 78.7 80.0 81.5 77.1 80.9 80.1 82.5
AUC(%) 61.2 73.2 58.4 73.1 73.3 76.2 70.3 75.9 74.0 77.5
Figure 4. Evaluation results on the LaSOT benchmark. The best three results are marked in red, green and blue bold fonts respectively.
Better viewed in color with zoom-in.
Table 3. State-of-the-art comparison on the VOT2018 benchmark. The best three results are marked in red, green and blue bold fonts
respectively.
SiamDW GCT ASRCF C-RPN SPM RPCF DSiam-Update GradNet GFS-DCF SiamMask
[55] [11] [5] [10] [45] [40] [54] [25] [51] [47]
EAO(↑) 0.301 0.274 0.328 0.289 0.338 0.316 0.393 0.247 0.397 0.347
Accuracy(↑) 0.520 - 0.494 - 0.580 0.500 - 0.507 0.511 0.602
Robustness(↓) 0.410 - 0.234 - 0.300 0.234 - 0.375 0.143 0.288
ECO ECO+AR RTMDNet RTMDNet+AR SiamRPNpp SiamRPNpp+AR ATOM ATOM+AR DiMP50 DiMP50+AR
EAO(↑) 0.350 0.393 0.253 0.286 0.414 0.400 0.401 0.421 0.44 0.476
Accuracy(↑) 0.554 0.602 0.540 0.596 0.600 0.624 0.590 0.611 0.597 0.633
Robustness(↓) 0.243 0.234 0.407 0.393 0.234 0.272 0.204 0.197 0.153 0.136
speed. The speed is tested on NVIDIA RTX-2080Ti. When
only a single branch4 is used, AR(BBox), AR(Corner) and
AR(Mask) run in 150 FPS, 130 FPS and 75 FPS respec-
tively. When combined with base trackers, the speeds are
summarized in Table 6. It can be seen that after combined
with our refinement module, these base trackers can still run
in real time.
Multiple branches. In this part, the behavior of the three
branches is further discussed. The IoU curves between mul-
tiple predictions and groundtruths on the training set are
shown in Figure 5. It can be also observed that the result
from the mask head is poor at the start of training, but it
grows quickly and surpasses the bounding box head at the
end of the first epoch. After abundant training, the cor-
4Backbone + Feature Aggregation + one branch
ner head and the mask head produce higher-quality results
(IoU>0.8) than the bounding box head (IoU=0.7). This also
indicates that the corner head has the more powerful abil-
ity to produce precise results than the bounding box head,
even though the bounding box branch is given larger weight
(λ1 = 1000, λ2 = 1) and directly optimized with IoU. In
addition, in Figure 3, more qualitative results are provided.
Although the mean IoU of the box branch is lower than an-
other two branches, the box branch can also produce the
most accurate results in some cases as shown in the first
row of Figure 3. So with the help of the branch selector,
all three branches can make their unique and irreplaceable
contribution.
Table 4. Comparison with other refinement modules on the test-set
of TrackingNet. “Base Tracker+IoU” and “Base Tracker+Mask”
represent the base tracker + IoU-Net and the base tracker +
SiamMask respectively. The results of base trackers and “Base
Tracker+AR” are annotated with blue and red respectively.
Tracker Precision(%) Norm Precision(%) Success(%)
DiMP50+AR 74.4 82.5 77.5
DiMP50+AR(IoU) 73.0 81.9 77.1
DiMP50+IoU 68.2 79.0 73.5
DiMP50+AR(Mask) 73.7 82.2 77.0
DiMP50+Mask 69.5 79.8 75.1
DiMP50 68.7 80.1 74.0
ATOM+AR 72.5 80.9 75.9
ATOM+AR(IoU) 70.8 80.2 75.4
ATOM+IoU 66.8 77.9 72.3
ATOM+AR(Mask) 71.3 80.1 74.9
ATOM+Mask 68.7 79.4 74.3
ATOM 64.8 77.1 70.3
SiamRPNpp+AR 73.3 81.5 76.2
SiamRPNpp+AR(IoU) 72.3 81.3 76.3
SiamRPNpp+IoU 68.0 78.6 73.2
SiamRPNpp+AR(Mask) 72.1 80.6 75.2
SiamRPNpp+Mask 66.7 76.9 72.7
SiamRPNpp 69.4 80.0 73.3
RTMDNet+AR 69.4 78.7 73.1
RTMDNet+AR(IoU) 67.5 78.1 72.7
RTMDNet+IoU 65.3 77.0 70.5
RTMDNet+AR(Mask) 68.8 78.5 72.7
RTMDNet+Mask 67.5 78.4 72.5
RTMDNet 53.3 69.4 58.4
ECO+AR 69.2 78.4 73.2
ECO+AR(IoU) 66.3 76.7 71.8
ECO+IoU 62.1 74.5 68.0
ECO+AR(Mask) 68.0 77.7 72.4
ECO+Mask 67.4 78.2 73.1
ECO 55.9 71.0 61.2
Table 5. Ablation study on the VOT2018 benchmark. The results
of base trackers and “Base Tracker+AR”are annotated with blue
and red respectively.
Tracker EAO(↑) Accuracy(↑) Robustness(↓)
DiMP50+AR 0.476 0.633 0.136
DiMP50+AR(woNL) 0.458 0.622 0.150
DiMP50+AR(Naive) 0.439 0.628 0.169
DiMP50+AR(Depth) 0.435 0.624 0.159
DiMP50+AR(Average) 0.438 0.629 0.155
DiMP50+AR(BBox) 0.375 0.570 0.187
DiMP50+AR(Corner) 0.441 0.624 0.145
DiMP50+AR(Mask) 0.446 0.642 0.192
DiMP50 0.440 0.597 0.153
Table 6. Speeds of various trackers. The first row represents the
original speeds of base trackers. The second row represents the
speeds of “Base Tracker + Alpha-Refine”.
DiMP50 ATOM SiamRPNpp RTMDNet ECO
Speed(FPS) 49 51 70 40 37
Speed(AR)(FPS) 35 39 46 32 31
5. Conclusion.
In this work, we propose a novel and precise refinement
module called Alpha-Refine. Our contributions can be sum-
marized as follows. First, this work is the first one to de-
sign a universal refinement module. Specifically, Alpha-
Refine can be seamlessly combined with all existing track-
ers without the need for joint training or fine-tuning. Sec-
ond, this work proposes a few effective principles to de-
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Figure 5. Illustration of mean IoUs between multiple predictions
and groundtruth on the training set. The red, green and blue curves
represent the bounding box branch, the corner branch and the mask
branch respectively. To observe the growth of the red curve, it is
additionally shown in subfigure (b). Better viewed in color with
zoom-in.
sign high-performance refinement module, including (1) it
brings better results to finely aggregate features and to cap-
ture global information (2) multiple prediction heads pro-
duce more diverse and reliable results (3) the branch se-
lector is helpful to choose the optimal result. Third, we
apply the Alpha-Refine model to five well-known and top-
performed trackers and conduct numerous evaluations on
three popular benchmarks. The experimental results show
that our Alpha-Refine could consistently improve the track-
ing performance with few computational loads.
Appendices
A. Qualitative Results
Alpha-Refine has three parallel prediction heads, which
predict the bounding box, the corners and the mask respec-
tively. In this section, a large number of qualitative results
are shown to illustrate Alpha-Refine’s ability to produce
precise results.
A.1. Quality of the predicted corners
Figure 6 demonstrates the corners (and the correspond-
ing boxes) predicted by Alpha-Refine. It can be seen
that Alpha-Refine still produces quite reliable corners, even
though motion blur, distractors and occlusion occur. This il-
lustrates that the corner branch has great robustness to chal-
lenging factors in the tracking process.
A.2. Quality of the predicted masks
Figure 7 shows the comparison between the masks pre-
dicted by Alpha-Refine and SiamMask. After zooming in
upon Figure 7, it can be seen that our masks are sharper
and more robust to the cluttered background than those of
SiamMask. For example, in video bird1 and shaking, masks
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Figure 6. Predicted corners of Alpha-Refine. From top to bottom,
three rows correspond to three challenging situations, motion blur,
distractors and occlusion. Each small picture is a search region,
with two corner heatmaps on it. The green bounding boxes are
transformed from predicted corners. Better viewed in color with
zoom-in.
from SiamMask are rough and broken respectively. How-
ever, Alpha-Refine accurately segments the targets’ con-
tours and predicts complete masks. Besides, in video bolt1
and dinosaur, SiamMask can not distinguish the target from
the background, leading to inferior mask predictions. But
Alpha-Refine can still produce high-quality masks, which
only contains the tracked targets.
A.3. Video Demos
To further illustrate the influence of Alpha-Refine on the
tracking results, we provide some video demos in the videos
folder. Figure 8 is a typical example. It can be seen from the
videos that Alpha-Refine provides more accurate bounding
boxes than DiMP50, boosting its tracking performance sig-
nificantly.
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