Recognizing the link between a healthy high-performance computing industry and a region's economic competitiveness, Japan created in 1981 the Superspeed project, which is due to culminate in 1990. This project involves a focused, cooperative effort between Japanese government and industry to build the infrastructure and develop the base technology necessary for preeminence in high-speed computing. In a comparable time frame, Europe initiated the ESPRIT project. During the past year there has been considerable debate within the U.S. government
concerning the establishment of a high-performance computing program. Several proposals have been advanced by both the executive and legislative branches of the government, and although budgets are constrained, it appears likely that there will be some level of initiative in this area.
Important questions remain open. If there is a high-performance computing initiative by the U.S. federal government, which agencies will administer it? Specifically, in which agencies is there the expertise to develop and foster this program with sufficient vision and a comprehensive understanding of the issues? Will the focus be on those components of computational science that will permit measurable advances? Will the technology put in place now be robust enough to carry the program well into the 1990s? All of these questions will continue to be asked as the program develops. Furthermore, because of the political framework surrounding the initiative, many of the answers will have political overtones. Within the scientific community, we should address the questions from a technical perspective. Soon programs. There are those who will say that a program that forces the agencies involved to redistribute their already tight budget allocations is not really a new program. However, we will consider that to be a political issue rather than a technical one and will proceed on the premise that there is benefit in the magnitude of attention and discussion that is being focused on the requirements of a program in high-performance computing.
In the area of networking, which is central to all three of the U.S. proposals, there are some subtle distinctions concerning who should be the primary beneficiaries of the new technology. Bromley has advocated network access primarily for the domestic research and education communities, Senator Gore has expressed interest in a broader spectrum of users, and the House Subcommittee made it clear that it advocates a similar, more widespread network. Congressman Markey (D-Massachusetts), in his opening remarks, voiced concern that what was proposed might be only a short-term solution for a much larger problem.
He wants to see the taxpayers' dollars spent on a superhighway system that would benefit all, not just the elite at universities and large corporations.
Moreover, Markey would like the high-speed network to include the nation's telecommunications infrastructure and make way for networks of the future.
I must say that the same points worry me. We must plan for future needs and aim in the direction of accommodating future requirements and capabilities. We are currently thinking too small and will eventually need to redo initial networks we set up. Similar concerns were expressed by many of those invited to the House hearings. The point is not that we should wait until we can defme the future more fully, for that is an impossible task; however, we can acknowledge that requirements will change and expand with time and build in sufficient flexibility to allow for the necessary expansion as well as the in-sertion of new technology as it becomes available.
Looking beyond the networking issues, architecture questions include the degree to which parallel processing is necessary to high-performance computing and the level of parallelism that is needed to satisfy existing and developing application requirements. &dquo;Su-percomputer&dquo; has become a household word. It is being applied to microprocessors, miniprocessors, and to the newly appearing parallel processors.
Some clarification is needed. Often, machines are designated as supercomputers based solely on a theoretical peak rate of performance rather than on the rate of computation that is achievable by end users. Supercomputing requires an appropriate blending of hardware and software to address large problems with sustained performance.
The Japanese have not yet been severely bitten by the parallel processing bug. There have been parallel processors in Japan for a long time, but they have not been looked at as serious contenders for the title of supercomputer. Part of the reason for the difference in attitude toward massive parallelism in the United States can be traced to decisions made by DARPA, which has funded a number of parallel hardware projects. Sometime during the last decade, DARPA decided that in the future, computer systems were to be parallel processors-that the standby silicon components could not be made to go much faster. Apparently without much consultation with the user community, DARPA commissioned the construction of several parallel systems. The development of software for these systems was not pushed very hard.
One of the DARPA-funded systems is the Connection Machine, which comprises some 64,000 single bit processors. We are now in the process of experimenting with it to learn which applications might best exploit it. As a matter of fact, many laboratories have undertaken such studies for most of the DARPA-inspired machines. For some problems, these systems could be ideal; for the general problem, probably not so. Each machine depends on having more or less unique software to ensure effective program execution.
Each may require a different algorithm for any given problem in order to map the problem onto the architecture.
In my mind, DARPA has unilaterally made most decisions about the construction of hardware. DOE and NASA should have had equal say in these matters. One hopes this will be the case when new monies are allocated. Both of these agencies have had much more experience in the use of supercomputers. Their problems are so demanding that they must use the largest and fastest computers available.
The foundation for any federal initiative in high-performance computing needs to be firmly laid in organizations that have a substantial base of computational scientists. It is their needs for resources that will drive the development of future systems.
A second point to be made in this regard is that software funds are being assigned to the wrong people. Computational scientists are better suited than computer scientists to carry out this work. It is to the physicists, chemists, etc., engaged in research projects in DOE, NASA, and the many universities that one should turn for solutions to the optimization problems for vector and parallel processors. It would be crippling to a national program to proceed without significant input from the user community.
It is a well-known problem that software research, being less tactile in some senses, often lags behind hardware development. The high-performance computing program has not, thus far, set itself apart from this problem. Though much less is being said about the need for software re-search than about the hardware, it remains the most difficult part of the program to carry out. Computer manufacturers have almost always neglected software, often considering it to be the user's responsibility. In some instances, the lack of good software helped kill the hardware. The recent demise of the ETA subsidiary of CDC could in part be ascribed to the incomplete status of the software system when the hardware was ready to go.
One may never know how useful the machine would have been if the software had been ready. Another company, CONVEX, saw to it that the software for its initial entry into the minisupercomputer market was complete and optimized. It immediately became and remains a huge success.
Despite the lessons that should be obvious from examining past instances of hardware and software development and the imbalances therein, we appear to be heading toward a much more difficult challenge and with little more forethought. We must learn to use parallel processors efficiently. If we wish to have a parallel processor outperform our latest supercomputers, we must be able to subdivide problems into many parts, each of which can be performed on a processor in approximately the same amount of time. In some specific cases, this may be easily possible; in most, rather difficult. Imagine having as many as 1,000 processors brought to bear on the same job! Perhaps what is often done today -executing a different job on each processor-is the best way to utilize such a system. In this case, do we have the equivalent of a supercomputer?
It has been demonstrated that in the case of four processors, the scientist can do a creditable job without using gimmicks. This may even be true for eight processors. However, as we add processors, it becomes clear that we must develop optimization techniques to help us. Furthermore, the structure of the equations must be altered to allow for a large number of equivalent parallel paths. Research is required into algorithmic development for parallel processing, and this research will be complicated by the lack of generality possible. Because of architecturespecific features, algorithms will have to be modified or even rewritten for various parallel systems.
It is for reasons such as these that I believe the software problems to be more formidable than any others in the advanced computing initiative. Careful attention must be paid to the manner in which funds are granted for software and algorithmic development, as this component could make or break the program.
We must find or create groups of sophisticated software developers to get the job done. The administration of this effort is very important as well. We must have a single organization responsible for the oversight of such an important program.
In the United States, as in Japan and Europe, it is a positive sign that political leaders have begun to understand the importance of high-performance computing and are discussing what components are needed to develop a beneficial program. As plans evolve, it will be critical for the scientific community to consider some of the issues involving network development, user input into future hardware design, and the urgency of advanced research in all software areas if the results of this initiative are to have a significant impact on the future of high-performance computing.
