In this paper, we present the soft global constraints Σ-gcc and Σ-regular which are the soft versions with preferences of well-known global constraints Gcc and Regular. For each of them, we introduce a new violation based semantic which takes into account preferences and propose algorithms to enforce hyperarc consistency in polynomial time, making use of flow theory.
INTRODUCTION
Many real-life problems are over-constrained since there exists no solution satisfying all the constraints. In this situation, it is natural to allow certain constraints, the soft ones, to be violated.
Soft versions of some well-known global constraints, such AllDifferent, Gcc and Regular have been recently introduced [8, 9] . But these soft global constraints do not take into account preferences.
When expressing preferences, each constraint has a weight reflecting its importance (amount of violation or "cost to pay" if the constraint is not satisfied). For an instantiation, the amount of violation is the sum of the weights of all unsatisfied constraints. A first softening of a global constraint with preferences has been proposed for AllDifferent in [3] .
In this paper, we present the soft global constraints Σ-gcc and Σ-regular which are the soft versions, with preferences, of the global constraints Gcc and Regular. For each of these two constraints, we introduce a new violation based semantic which takes into account preferences between violations and propose algorithms to enforce hyperarc consistency in polynomial time, making use of flow theory.
In Section 2, we introduce our decomposition based semantic of violation for Σ-gcc and show how hyperarc consistency can be enforced in polynomial time. In Section 3, we present our value based semantic of violation for Σ-regular, and show how hyperarc consistency can be enforced in polynomial time thanks to path computations in directed graph. Finally, we conclude and draw some future works.
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SOFT GLOBAL CONSTRAINT Σ-GCC

The Global Cardinality Constraint
JC. Régin has introduced in [5] the Global Cardinality Constraint (Gcc). This constraint defined on a set of n variables specifies, for each value in the union of theirs domains (Doms), bounds on the maximal (uj) and minimal (lj) number of times values vj can occur in a solution. [5] ) Let X be a set of n variables and Di be the domain of the variable Xi, let Doms=∪i∈X Di. Let lj,uj ∈ N with lj uj for all vj∈Doms.
. Gcc(X , l, u) is hyperarc consistent iff there exits a feasible s-t flow of value n (where n=| X |) in the network N ={V, A} with: V = X ∪ Doms ∪ {s, t} A = As ∪ AX ∪ At As = {(s, Xi) | i ∈ {1, . . . , n}}, AX = {(Xi, vj) | vj ∈ Di, i ∈ {1, . . . , n}}, At = {(vj, t) | vj ∈ Doms}, demand and capacity functions: ∀a ∈ As, d(a) = 1 and c(a) = 1 ∀a ∈ AX , d(a) = 0 and c(a) = 1 ∀a ∈ At, d(a) = lj and c(a) = uj Consistency-check can be performed in O(n × m) (where m =| A |). To maintain hyperarc consistency, all arcs (and then values) which do not belong to any feasible flow are removed thanks to computation of strongly connected components in O(n+m) (see [7] for more details). Example 1. Consider the following CSP:
The network associated to this Gcc constraint is described in Figure 1. (1, 2, 1, 2, 3) and (2, 1, 1, 2, 3) are the two solutions of this CSP.
Decomposition Based Semantic for Σ-GCC
Gcc as a meta-constraint
Gcc can be considered as a meta-constraint and decomposed into a set of atleast constraints enforcing the lower bound for each vj∈Doms, and a set of atmost constraints enforcing the upper bound for each vj∈Doms. 
Definition 2 ([2]
). Let vj ∈ Doms, let lj and uj their lower and upper bounds,
Then, Gcc can be defined as follows:
Decomposition Based Semantic
To each value vj∈Doms, we associate a shortage function (s(X , vj)) measuring the number of missing assignments of vj to satisfy atleast(X , vj, lj), and an excess function (e(X , vj)) measuring the number of assignments of vj in excess to satisfy atmost(X , vj, uj) [9] :
To express preferences on the minimal/maximal requirements on each value vj, we associate to each lj (resp. uj) a weight ϕ atleast j (resp. ϕ atmost j ) denoting the amount of violation to pay if the requirement is not satisfied. We can define the violation cost of the constraint atleast(X , vj, lj) as follows:
And respectively for the constraint atmost(X , vj, uj):
Let C dec be the decomposition of a Gcc constraint into a set of atleast and atmost constraints. The decomposition based semantic µ dec computes the weighted sum of atleast(X , vj, lj) and atmost(X , vj, uj) constraints in C dec that are violated. 
Example
Consider the following planning problem that consists in building timetables for a group of six employees over a period of a week (more precisely from Monday to Thursday). There are three basic shifts in a day, namely Morning (M), Afternoon (A) and Night (N).
Each shift requires a minimal number of employees to be operational, and a maximal number of employees to be profitable (see Table 2 ). Each employee provides the set of its availabilities (see Table 1 ).
This problem can be easily modeled as a CSP: to each employee i, we associate a variable Xi whose domain Di contains the shift requests of employee i; bounds on shift requirements can be expressed using a Gcc constraint.
But, shift requests of employees are frequently too restrictive in order to get a solution. The violation of the minimal/maximal requirements for a shift may not have the same importance w.r.t. to the profits. In fact, for a Morning shift, it is more important to respect its lower bound (li) rather than its upper bound (ui), since any violation of li may have a great impact on the other shifts (i.e., the production may be delayed). In contrast, for a Night shift, one prefers to respect its upper bound (ui) rather than its lower bound because having one more worker could be considered as too expensive. Table 2 summarizes, for each shift, the values of li and ui and their violation costs.
This over-constrained problem can be now expressed as a CSP with preferences (on shift requirements) using a Σ-gcc constraint.
The solution (M ,M ,A,A,M ,N ), whose violation cost is equal to 1×ϕ
=2+4=6, satisfies the Σ-gcc as its cost is less or equal to max(Dz) = 6. Figure 2 shows the network associated to this example.
Network Representation for Σ-GCC
As for Gcc, Σ-gcc can be modeled by a network. From the initial network N associated to Gcc (see Section 2.1), WJ. van Hoeve and al. have defined the network N sof t associated to soft-gcc [9] . Violation arcs are added in order to model shortage and excess functions: each excess violation arc a = (vj, t), its demand d(a)=0, its capacity c(a) = ∞, and its weight w(a) = 1. Now, we can define the network NΣ associated to a Σ-gcc constraint. For the decomposition based semantic introduced in Section 2.2.2, the cost associated to the violation of a lower bound (li) is not necessarily the same to the one associated to the violation of an upper bound (ui):
• Let vj ∈ Doms, and ϕ 
Consistency-Check
Let z be a cost variable that represents the allowed amount of violation of a Σ-gcc constraint. To check the consistency of a Σ-gcc constraint we use the following corollary: Corollary 1. The constraint Σ-gcc(X , l, u, z, µ dec ) is hyperarc consistent if and only if there exists an integer s-t flow f of value n in NΣ with weight(f ) max(Dz).
Proof. To an integer s-t flow f of value n in NΣ we associate the assignment Xi = vj for all arcs a = (Xi, vj) ∈ AX with f (a) = 1. By construction, the cost function measures the decomposition based violation cost.
Consistency-Check can be performed thanks to a Ford & Fulkerson algorithm in O(max(n, P v j ∈Doms lj) × (m + n× log(n))) [1].
Maintaining hyperarc consistency
To maintain hyperarc consistency, we use the following corollary:
Corollary 2. The constraint Σ-gcc is hyperarc consistent if and only if for every arc a ∈ AX there exists an integer s-t flow f of value max(n, P v j ∈Doms lj) in NΣ with f (a) = 1 and weight(f ) max(Dz).
Algorithm 1: Filtering algorithm for Σ-GCC.
Compute f a minimal weight flow of value max(n, The Σ-gcc of Example 2 can be made hyperarc consistent by removing value M from D3 and D4 and value A from D6.
We can use the same technique as cost-gcc [6] to compute the weight of a flow using a specific arc.
For each arc (Xi, vj), we compute the weight of rerouting the flow in order to use this arc thanks to the search of the minimal weighted cycle (vj→t→s→Xi→vj). Then, we add this weight to the initial flow. If this sum is greater than max(Dz), we have to remove the value vj from Di (see Algorithm 1) .
Complexity of the filtering is O((n + d) × (m + n×log(n))).
A SOFT REGULAR: Σ-REGULAR
The Regular Constraint
Definition and Example
Let M = (Q, Σ, δ, q0, F ) be a deterministic finite automaton (DFA) where Q a finite set of states, Σ an alphabet, δ a transition function defined on Q×Σ → Q, q0 the initial state and F ⊆ Q the set of final states. Given an input word, the automaton starts in the initial state q0 and processes the word one symbol at a time, applying the transition function δ at each step. The word is accepted if and only if the last state reached belongs to F . All words accepted by a DFA belong to the language recognized by the DFA noted L(M).
For the automaton described in Figure 3 , words AAM A and N N N belong to L(M) but it is not the case for N N AN .
The Regular constraint states that a word, represented by a sequence of n variables X1, X2, . . . , Xn, has to be accepted by a given DFA.
Definition 5. (Regular [4] ) Let M = (Q, Σ, δ, q0, F ) be a DFA and X = X1, X2, . . . , Xn be a sequence of n variables with respective domains D1, D2, . . . , Dn ⊂ Σ. Then
Graph associated to a Regular constraint
Regular can be modeled with a directed graph. 
Consistency-Check
The Consistency-Check can be efficiently performed by computing an s-t path thanks to a breadth-first search in O(m), where m is the number of arcs in G (with m n×| Q |×| Σ |).
Filtering
Filtering can be performed in two steps [4] 
Distance Based Semantic for Σ-REGULAR
In this section, we introduce a new value based semantic taking into account the distance between expected and unexpected values for a transition.
Definition 6. (Expected value) Value vj ∈ Σ is said to be expected for a couple of states (q k , q l ) if and only if there exists a transition from state q k to state q l using symbol vj. EV (q k , q l ) = {v ∈ Σ | δ(q k , v) = q l } will denote the set of expected values for (q k , q l ) . Definition 7. (Distance) Let (q k , q l ) be a couple of states, value vj ∈ EV (q k , q l ) and value vi ∈ Σ.
• distance(vj, vi) = 0 if vi ∈ EV (q k , q l )
where each ϕi,j corresponds to the cost for having performed a transition from q k to q l using an unexpected value vi instead of expected value vj.
Between two words, the value based distance, V (Wa, W b ), is the sum of the distances between their corresponding symbols. The value based distance between a word and a language is the minimal value based distance between the word and any word of the language. 
(Consistency of Σ-regular) Let z be a cost variable with domain Dz, Σ-regular(X , M, z, µ val ) is consistent iff there exists a complete instiation A such that µ val (A) max(Dz).
Graph Representation for Σ-regular
A Σ-regular constraint can be modeled as a graph GΣ. Let G be the valued graph associated to a Regular constraint (see 3.1.2). For each layer i, and each couple of states (q k , q l ) linked by at least one transition, Proof. To an s-t path in GΣ, we associate, to each variable Xi a value vj for all arc (q Consider Figure 4 where M is the DFA depicted in Figure  3 , X = {X1, X2, X3, X4}, D1 = {A, N }, D2 = {M, A, N }, D3 = {M, A}, D4 = {M, N }. Violation arcs are added in dashed, dotted and mixed.
A timetabling example
Consider again the previous timetabling problem. The consecutive shifts of an employee have to respect the following rules:
• Rule 1: If an N shift is assigned to an employee for a particular day, this shift must be assigned to this employee for all the week. Figure 4 with the filtered domains D1 = {A}, D2 = D3 = {A, M } and D4 = {M }.
• Rule 2: An employee having an A shift on Monday must have at least an M shift over the week. Moreover, an A shift must be assigned to this employee on Thursday.
These planning rules can be modeled as a DFA (see Figure  3 ) and can be expressed using a Regular constraint. The language recognized by the DFA is N N for Rule 1 and AA M M AA for Rule 2.
As shift requests make the problem over-constrained, we have to soften the Regular constraint with preferences (i.e. Σ-regular) in order to get an acceptable solution. For an employee and a particular day, moving from one shift to another one will be allowed, but it will introduce a cost/weight relative to the non-respect of the two planning rules. For instance, moving an employee from M to N has a high cost compared to moving an employee from A to N. Moving an employee from M to A induces a low cost. Table 3 summarizes the cost of each move.
Σ-regular enables to express and quantify the violation of planning rules. Figure 4 shows its associated network.
Maintaining Hyperarc consistency
Filtering can be performed in three steps (see Figure 5 ):
• For each vertex with no outgoing arc, all incoming arcs are removed. For each vertex with no incoming arc, all outgoing arcs are removed.
• For each remaining arc a in the network, if there does not exist an s-t path using a with a weight lower or equal to max(Dz), then arc a is removed.
• As for the second step of Regular's filtering algorithm, for all k and l if a value vj does not appear in at least one arc between q i k and q i+1 l , then vj can be removed from domain Di.
For an acyclic graph, computing a shortest path having a particular arc can be performed in O(m). If we use the same path computation as cost-gcc [6] , filtering can be performed in O(m). 
CONCLUSIONS
In this paper we have presented the soft global constraints Σ-gcc and Σ-regular which are the soft versions with preferences of the global constraints Gcc and Regular. For each of these two constraints, we have introduced a new violation semantic and proposed algorithms to enforce hyper-arc consistency in polynomial time, thanks to a network modelisation and flow algorithms.
In future works we want to improved Σ-gcc by using the matching based modeling proposed by A. Zanarini and al. in [11] . Many problems involve several global constraints which share a subset of variables. In this case, we want to study whether these interactions between global constraints can be used to compute better lower bounds.
