Abstract-Metagenomics involves the analysis of genomes of microorganisms sampled directly from their environment. Next Generation Sequencing allows a high-throughput sampling of small segments from genomes in the metagenome to generate reads. To study the properties and relationships of the microorganisms present, clustering can be performed based on the inherent composition of the sampled reads for unknown species. We propose a two-dimensional lattice based probabilistic model for clustering metagenomic datasets. The occurrence of a species in the metagenome is estimated using a lattice of probabilistic distributions over small sized genomic sequences. The two dimensions denote distributions for different sizes and groups of words, respectively. The lattice structure allows for additional support for a node from its neighbors when the probabilistic support for the species using the parameters of the current node is deemed insufficient. We also show convergence for our algorithm. We test our algorithm on simulated metagenomic data containing bacterial species and observe more than 85 percent precision. We also evaluate our algorithm on an in vitro-simulated bacterial metagenome and on human patient data, and show a better clustering than other algorithms even for short reads and varied abundance. The software and datasets can be downloaded from https:// github.com/lattclus/lattice-metage.
ETAGENOMICS is the study of genetic material obtained from microorganisms sampled directly from their environment. With the advent of Next Generation Sequencing (NGS) technologies, it is possible to sequence a large number of short segments (or reads) from the genomes of microorganisms present in an environmental sample. Metagenomic sequencing allows us to study and obtain genomic sequences from a wide variety of living organisms that cannot be cultured in the lab [1] . Examples of metagenomic studies include the Sargasso Sea Project [2] , the human gut microbiome [3] , acid mine drainage [4] and drinking water networks [5] .
One of the goals of metagenomics is to characterize the environmental sample in terms of the different organisms present, their relative abundances, and the phylogenetic relationships among them [6] . This task involves determining the species of origin for each of the millions of reads in the metagenomic sample. The reads from the same organisms can be grouped together to determine the relative abundances and the phylogeny of organisms in the sample. Apart from the sheer number of reads, determining the species of origin is challenging as reads sample only a short segment from the genomes, and multiple organisms share conserved segments across their genomes. Thus, metagenomic samples are characterized at various taxonomic levels such as species, genera, family, and so on.
Metagenomic samples have been characterized by two broad types of methods: similarity-based methods and composition-based methods. The similarity-based methods group reads using reference genomic sequences of known organisms. The reads are queried against the reference databases (protein databases or genome databases) using BLAST [7] and assigned to taxonomic groups based on the query results [8] , [9] , [10] , [11] . However, as similarity-based methods rely on existing databases for grouping the reads, they are inherently limited when the metagenomic samples contain reads from unknown organisms, which is typically the case [2] .
Composition-based methods on the other hand, cluster the data using the intrinsic features of the reads, such as oligonucleotide frequencies [12] , [13] , [14] , [15] , GC content [16] , codon usage [17] and properties of the nucleotides. Supervised composition-based methods utilize the similarity in the features of the reads to the features of known reference datasets. These features in the reference datasets, also known as the "genomic signature" have been used for clustering of metagenomic samples [18] , [19] . Alternatively, the reads are classified using models that are trained on existing sequencing databases [12] . However, as the classification is performed against sequences of known reference genomes, these supervised methods also have limited scope for identifying unknown species.
Semi-supervised algorithms combine the information from known databases and the intrinsic features of the metagenomic dataset using classifiers [12] , read compositions [20] , and binning of reads [21] . However, choice of the clustering model used for semi-supervised algorithm is an important factor for accurate clustering of the metagenome.
Unsupervised composition-based methods have also been used for characterizing metagenomic samples. These methods propose a generative model for obtaining sequences from a metagenomic sample and estimate the parameters of the model from the reads. Probabilistic generative models for clustering such as naive Bayes classifier [22] , a maximum likelihood clustering formulation [14] , two-way clustering Markov models [23] , and interpolated Markov Models [24] have been explored. Such methods have an advantage for datasets containing novel species and have been shown to be useful in discovering them [24] .
However, the unsupervised composition-based methods typically focus on a single feature of the read for metagenomic clustering, such as frequency of occurrences of fixed sized short oligonucleotides. A method that aggregates the information over variable sized oligonucleotides can lead to a more complete model of the constituent species, as each oligonucleotide size provides different information [24] . However, this would present greater computational challenges as the number of parameters increase. Moreover, the method does not guarantee a mathematical convergence of the parameters of the model.
We propose a generalized lattice model for metagenomic clustering partially described earlier in [25] , which is in principle multi-dimensional, though limited here to two dimensions for illustration. Our model is an unsupervised composition-based algorithm which considers the frequencies of a number of different sized oligonucleotides as features of the reads. Our framework encompasses other known methods and guarantees convergence to local optima for the parameters of the model. We utilize a lattice structure [26] to model species in a metagenome based on word of different sizes and use groupings of words for reducing the number of parameters, achieving flexibility and economy.
We model the metagenome as a mixture of a fixed number of species, wherein small genetic segments that constitute the species are modeled as a mixture of multinomial distributions. We use simulated metagenomic samples, as well as real metagenome data to test our method, and compare the algorithm to other available algorithms.
In summary, the significant contributions of the paper are in the following aspects:
We propose a generalized lattice model for metagenomic clustering, which can incorporate information from multiple models. Our model can use different word lengths as well as similarities between words for parameter estimation. Parameter space reduction by word-grouping allows reduction in complexity, while capturing the similarity between words. We prove that our algorithm achieves convergence, which is beneficial for clustering unknown samples, where no ground truth is available. The paper is organized as follows. In section 2 we formulate our generative model and the algorithm for estimating parameters of the model, and sketch the proof for its convergence. We describe and discuss our results in Section 3, concluding in Section 4.
SYSTEMS AND METHODS

Definitions
For an alphabet set A ¼ ðA; C; T; GÞ, a read x ¼ ðc 1 c 2 . . . c n Þ consists of n bases c t 2 A, with t ¼ 1; 2; . . . ; n. The metagenomic dataset sampled from the environment consist of N reads X ¼ fx 1 ; x 2 ; . . . ; x N g. Each read is sampled from one of M species, and the species label of a read x i is y i 2 f1; 2; . . . ; Mg. We denote a sub-sequence of bases c t ; c tþ1 ; . . . ; c tþkÀ1 in a read x as a word (or k-mer) w j of length k; there exist p ¼ 4 k possible words w j 2 A k . We assume that each word w j in a species m belongs to one of L groups g lm determined by Cðm; lÞ, with l 2 f1; . . . ; Lg. In other words, there exists a mapping A k ! fg 1m ; . . . ; g Lm g. We can map each such group g lm to a group of groups (or super-group) G l 0 m , with l 0 2 f1; 2; . . . ; L 0 g. We denote n i ðc t jw j Þ as the frequency of occurrence of a base c t preceded by word w j in read x i ; and the frequency of occurrence of the base c t in read x i and species m, given that the preceding word belongs to a group g lm is denoted by n im ðc t jlÞ. For shorter length k 0 -mers, the groups are represented by g l 0 m , and the corresponding word frequencies by n im ðc t jl 0 Þ.
Lattice Model
We use the term lattice model to denote a multi-dimensional orderly arrangement wherein each dimension in the lattice structure represents the variation in a separate aspect of a particular phenomenon; each lattice point represents a unique probabilistic model to describe it. The lattice is a sequential and directional structure, where each lattice point utilizes information from a subset of its neighbors, when there does not exist enough information at the present node to determine the parameters. Thus the lattice as a whole captures more information about the phenomenon than any single node of the lattice. Lattice models find applications in the field of language modeling [26] . We propose a novel lattice model for metagenome clustering. Each species in a metagenome presents characteristic patterns in its DNA, all of which may not be captured by any single model. Hence, a lattice combining multiple models is a more comprehensive approach.
Consider a lattice of N dimensions. Each of the N dimensions of the lattice represents a separate aspect of the model, such as the variable length or resolution of history considered, correlation between bases or the GC content. Each node in the lattice is associated with a probabilistic model for a particular word length, group size and other parameters.
Back-off: We use the concept of back-off to incorporate different levels of information from different features into a single model. A low information word or group will "backoff" to a weighted sum of N nodes.
If the k-mer w j has a similar distribution to a k-mer w j 0 in species m, we could consider them to belong to the same group g lm , and use the common distribution of the group for both words. The grouping reduces the complexity of the model by reducing the parameter space, and increases the amount of information available for estimation of the corresponding parameter. Similarly, smaller groups of words could be grouped into larger word groups G l 0 m containing them, and the increasing group sizes would then correspond to one dimension of the lattice structure.
Also, if we have the models along one dimension of the lattice correspond to decreasing word sizes, then the model for a k-mer ðc i c iþ1 Á Á Á c iþkÀ1 Þ can be expressed in terms of the model for the corresponding ðk À 1Þ-mer ðc iþ1 c iþ2 Á Á Á c iþkÀ1 Þ, and so on. These (k À 1)-mers too can be clustered to form groups g l 0 m for reduction in model complexity.
In the two-dimensional lattice as shown in Fig. 1 , (a) represents decrementing the size of history considered and (b) represents the grouping of similar words. Finally, in Fig. 1c , both aspects are incorporated into a single lattice. We combine the two distributions from the lower length ðk À 1Þ-mer and the group g lm to obtain a new estimate for the distribution. Thus, when a node in the lattice does not have enough information for parameter estimation, it backs-off by using a new estimate for the parameters obtained from the two lower-order nodes.
The lattice model is a general formulation, which simplifies to a number of algorithms as special cases. Thus, the restriction of the lattice model to a single node would lead to the popular n-gram model [14] . Limiting the lattice to only one dimension representing word length would lead to an interpolated Markov model (IMM). An earlier work on metagenome clustering [14] utilizes a single dimension of the lattice model using word groups.
In this paper, we use a two-dimensional lattice model for unsupervised clustering of DNA reads from a metagenome without the use of a reference genome. We use a multinomial mixture model which backs-off to a linear combination of two lower-order models, one of which corresponds to groups of smaller word lengths, while the other considers larger groups of similar words.
Mathematical Model
Representation of Reads
The probability of observing a read in a metagenome can be simply represented as
For a Bayesian model of order k, the probability of occurrence of a base at a given position depends only on the k-mer immediately preceding it, and the probability of a read x becomes
We group together words with similar distributions, choosing the best group assignment within the algorithm itself, so that each word w j in a species m belongs to one of L groups. The probability of a base c t is constrained to depend only on a group g lm to which the preceding word w j belongs. Correspondingly, the frequency of words used in the exponential would be replaced by the group frequency n im ðc k jlÞ, for a read i belonging to species m. This assumption helps in parameter reduction as well as allowing for a better estimation of the parameters. The probability of a read x i from a species m can then be written as
where u m;c t jl ¼ P ðc t jy i ¼ m; w j 2 g lm Þ , the probability associated with a word size k and group g lm corresponds to one node of the lattice structure and is utilized when sufficient information is available. Clearly, P c t u m;c t jl ¼ 1. If the current parameters are denoted by Q, we define the posterior probability q im ¼ P ðy i ¼ mjx i ; QÞ.
We note that we do not assign a read to a single species; instead we deal with probabilistic assignments of reads to species. Therefore, the group frequency in a read and across a species is determined using the posterior probability. Using this principle, the frequency of occurrence of a word group g lm in a species fðc t jl; mÞ ¼ P N i¼1 q im n im ðc t jlÞ.
Back-off
If fðc t jl; mÞ is less than a threshold value t, the model based on the current word size and grouping is not adequate to estimate the model parameters. The fraction of word groups that should back-off is given as an input, and the actual value of t can be determined at every iteration. Thus, (a) shows number of groups being constant while smaller length words are used for back-off; while (b) shows word length is fixed while back-off is performed to larger groups. Finally, in (c), we combine the two aspects to create a two dimensional lattice.
knowing the percentage of back-off and the range of values obtained for fðc t jl; mÞ at an iteration, the algorithm calculates the actual value of back-off t for that iteration. Then, the word groups with a count fðc t jl; mÞ lower than the threshold are chosen for back-off. For such word groups, we back-off to Overall, the probability of occurrence of a base in a species for a given history can be defined as 
where I is an indicator function used to indicate whether back off to lower models is needed or not.
& Since a read belonging to a species m can be represented by
we can combine equations (1) and (2) to represent all reads present in the metagenome, knowing that
Expectation Maximization (EM) Framework
The lattice parameters are inferred using the EM algorithm [27] . a m is the relative abundance of species m in the dataset, subject to the constraint P M m¼1 a m ¼ 1. The E-step uses the current parameter estimate Q ðtÀ1Þ to find the posterior probability q im of a read x i being labeled y i ¼ m, using
At the E-step, the expectation of the complete-data log likelihood is determined using the current estimate of the parameters Q ðtÀ1Þ , given by QðQ; Q ðiÀ1Þ Þ ¼ E pðYjX;QÞ log pðX; YjQÞ
Including all constraints on the parameters, the log likelihood function is further written as The maximization step uses this log likelihood function by taking partial derivatives and solving for all parameters Q, we get the closed form expressions
Backing-off to smaller words, which are further assigned to their own word groups. Here, 4-mers grouped into three groups are mapped to their corresponding 3-mers, which are grouped independently into three groups. Fig. 3 . Backing-off to super-groups, containing a number of smaller word groups. Here, three groups of 4-mers back-off to two super-groups, such that all 4-mers belonging to a super-group are constrained to have the same probabilities associated with them. The weight 2;m;l;j is derived similarly, and the weights for each species and group are normalized to sum up to one. Finally, the group assignment for each word is found by choosing the best group assignment for each word.
Thus, words are assigned to a group based on similar distributions. The new group assignment and parameters from the M-step are used in the next E-step, and the cycle is repeated until convergence. The computations required at every stage are shown in Algorithm 2.3.3. We initialize the algorithm by randomly assigning species labels to each read, as well as assigning each word to a random group. The M-step is then performed to get estimates on all parameters, and the EM algorithm is run until convergence. The k-mer lengths, group sizes, number of clusters and the percentage of back-off are the free parameters.
Algorithm 1. Nested EM for Metagenomic Clustering
The optimal number of word groups L to be used for a given k-mer length however, can be determined empirically using the Bayesian information criterion (BIC) [28] , valid when the number of observations is sufficiently large. Since BIC is inclined to favor excessively simpler models, a number of alternate approaches have been proposed [29] , [30] . Since a rough estimate is sufficient, we can use a simple likelihood of the reads represented by 5-mers, rather than the full likelihood function containing nested loops used for clustering to quickly determine the value of L used, without using the nested loops. In order to achieve a quick approximate value for the number of word groups in our case, we simply choose a weight of 10 3 for the likelihood term to obtain a curve for BIC shown in Fig. 4 .
Our model backs off to a combination of two models, with the weights for each model being computed within the EM framework itself. These two lower order and lower resolution models form two separate nodes in the lattice, and feed their weighted estimates to the current model. The back-off threshold can be decided by fixing the fraction of words that should back-off in a species.
The speed of the lattice model depends on the number of nested EMs used. The run time of the algorithm depends on the number of groups used; the k-mer size needs to be considered only when allocating words to a group, or if backoff to smaller words is considered. Other input parameters which affect the run time are the input size, the percentage of back-off and the number of species assumed.
Proof of Convergence
The algorithm for metagenomic clustering proposed above uses two "nested" EMs within the main EM algorithm. We now prove that our algorithm enjoys the properties of local convergence. With a suitable model for the metagenome, convergence allows selection of parameters close to the true parameters.
While the parameters of the model are obtained using the complete data likelihood, the proof of convergence given below uses the incomplete data likelihood for simplicity. This is an equivalent case, because the EM using the incomplete data likelihood is equivalent to the complete data likelihood form of the EM [31] . Therefore, we can state that proving convergence for one is equivalent to proving convergence for the other.
We base our arguments for the proof on an earlier work [32] , which discussed a nested EM in the continuous domain. Our model however, works in the discrete domain and consists of two separate nested EMs. Back-off to a combinations of two lower order nodes is performed, and a decision regarding back-off is made afresh for each word group at every iteration, using the probabilistic frequency estimation of the word group in a species.
The portion of each read which requires back-off at a given iteration is taken as input for the back-off models, and used to estimate the parameters for the lower order models. A simple iteration of EM is used to determine the parameters for portions of reads which do not require back-off, which is guaranteed to improve the likelihood function. In other words, at any nested iteration, the reads as well as the complete log likelihood function can be broken down into two parts, ones which require back-off and ones which do not. We need to consider only the back-off portion of the likelihood at any nested step, since the parameters for the other portion are not disturbed. for the total lattice model for the parameter set Q t at iteration t,
Proof. We first define five arrays as follows. X
by Cðm; lÞ, the assignment of groups in species m to form L 0 super-groups. Next, we note that the above definitions lead to the following relationships between the five arrays.
The first three mappings are many-to-one mappings from the augmented data, containing the observed data and the assignment of words to word groups and from word groups to super-groups to the observed data containing word counts in reads. The fourth mapping represents a one-to-one relationship between a k-mer and its corresponding k 0 -mer. Many-to-one mappings allow us to ensure that the marginal distribution of observed data remains unchanged when the model is represented in terms of the augmented data instead of observed data [33] , and thus express the likelihood functions in terms of the augmented data. The main EM step will now iteratively work to optimize the likelihood function at the tth iteration defined by
If no back-off is required, the likelihood function improves at every iteration of the main EM by construction. However, when sufficient information is not available at the current node, we back-off by combining the outputs of two nodes, each of which optimizes its own likelihood function. Q 1 is the likelihood function considered for the super-group of words, while Q 2 has to be optimized when smaller length words are considered. The two nested EMs optimize the following likelihood functions K times at the tth iteration of the main EM:
with k ¼ 1; 2; . . . ; K: Every iteration of the nested EM corresponds to a change in parameters for the back-off models, while the likelihood function for the original node remains constant.
Since the non back-off case is convergent by definition, it is sufficient to prove that an improved value of the likelihood function is achieved at every iteration of the nested EMs. The algorithm backs off to a combination of two back-off models, and the weights of each back-off are dynamically calculated within the algorithm by maximizing the likelihood function. Thus, if every nested iteration results in an improvement in both of the nested EMs, the combined back-off parameters are also an improvement on the original model. We note that:
Since the value of Q 1 is improved at every iteration by a nested EM, Q too improves at every iteration. The same can be shown in relation to Q 2 too. Thus, the lattice model guarantees convergence, while backing off to a combination of multiple models for low information words. t u
EMPIRICAL EVALUATION
Datasets
In order to evaluate the performance of our algorithm, we first generated synthetic data from known reference sequences of ten archaeal and bacterial genomes. The reads were generated using the simulation software Metasim [34] . The exact model mode in Metasim was used, and each read generated was 508 bps long with no erroneous bases. The reads were split into two separate datasets, each containing five species. The first dataset, denoted as D1, consisted of 10;000 reads each from Bacillus subtilis subsp. spizizenii str. W23, Methanocaldococcus jannaschii DSM 2661, Mycobacterium leprae Br4923, Pseudomonas putida F1 and Sulfolobus acidocaldarius DSM 639, while the second dataset (denoted by D2) consisted of 10;000 reads each from Agrobacterium tumefaciens str. C58, Bordetella pertussis Tohama I, Campylobacter jejuni RM1221, Escherichia coli 536 and Haemophilus influenzae 86-028NP.
In addition, to evaluate and compare the performance of our algorithm on more realistic datasets, we used sequences from an in vitro microbial community containing ten species [35] . The ten microbes were all present in varied abundance and contained short reads of average length 181 bps (for sequencing details see [35] ). Species from archaeal and eukaryotic domains, three bacterial species, two Lactobacillus strains and two Lactococcus strains were included. We used local BLAST [7] to map each read to one of the ten species. Next, we extracted two types of datasets, one containing six most abundant species (Lactobacillus brevis, Lactobacillus casei, Lactococcus lactis, Myxococcus xanthus, Shewanella amazonensis, and Acidothermus cellulolyticus) (denoted by R1) and the other containing reads from all species (denoted by R2), with four species present in low abundance.
A real metagenomic dataset taken from the environment however, often consists of a large number of errors, affecting the performance of clustering algorithms. We deal with one such example, nasal swab samples from a human patient infected with the 2009 pandemic influenza H1N1 [36] consisting of more than a million short 65-bp reads. To reduce the number of reads as well as to obtain longer DNA segments for analysis, we assemble the reads into contigs using Velvet [37] with a k-mer size of length 15. We obtain 5;077 contigs of total length 222;818, with N50 ¼ 48, L50 ¼ 1814. The contigs obtained are used as inputs for all the algorithms compared. For labeling the contigs, BLAST tool is utilized; however, it fails to classify more than three quarters of the contigs.
Evaluation Measures
Our algorithm bins each read into one of M clusters. If the true labels of the reads are known, the species label corresponding to each cluster are determined by a majority voting criterion. We thus obtain a confusion matrix for each clustering, where each column represents the instances in a predicted class, while each row represents the instances present in the true species class. Thus an element c ij of the confusion matrix represents the number of reads from species i assigned a label j. Performance of the algorithm is judged on basis of three parameters: accuracy, recall and precision. Recall and precision are further combined into the F-measure for a concise performance comparison.
The number of read labels which agree with the labels generated by majority voting are considered correct predictions, while all others are considered erroneous. The accuracy is then the percentage of correct predictions in the dataset. We define the recall as the total number of correct predictions present in a single cluster as a percentage of the total number of reads belonging to the species corresponding to the label prediction for that cluster, averaged over all species. Thus, the simulated datasets will have an identical value of the recall and accuracy for clustering, since all species are represented by the same number of reads. Precision is defined as the ratio of the number of reads corresponding to the species present in largest number in cluster j to the total number of reads predicted to be present in the cluster, averaged over all the clusters. Some algorithms do not cluster all reads; this would reduce the accuracy, but the precision and recall would remain unaffected, as they consider only the reads belonging to a cluster.
Clearly, precision and recall measure different aspects of clustering, both of which are equally important but whose values vary widely among different algorithms, therefore making it difficult to deduce the quality of the algorithm's performance. This motivates us to focus on the F-measure, the harmonic mean of precision and recall.
The measures defined above describe the performance of the clustering algorithm with respect to the true labels supplied, but do not give a measure of how well the clustering algorithm is able to identify features of the reads. For example, reads belonging to different species but sampled from a similar location in the genome might have similar frequency characteristics, which if captured by the algorithm will lead to clustering the two into a single species. Moreover, if true labels are unknown, these measures cannot be used. We therefore include two internal measures to evaluate the performance of the algorithm, which are described next.
We can represent each read by a vector x i containing the frequencies of words present in the read. The consensus vector C k of a cluster k is then the mean of all reads present in the cluster.
The distance d kl between two clusters k and l, is represented by the distance between the consensus vectors of the two clusters.
The radius R k of a cluster k is defined as the average distance of reads in the cluster to its consensus vector.
Then, the Dunn index [38] of a clustering is defined as:
A larger value of Dunn index signifies that the clusters formed are well separated, with reads belonging to a cluster having high similarity among them, and low similarity with reads from other clusters. Since the Dunn index only uses the ratio of minimum inter-cluster distance and maximum intra-cluster distance for the computation, it focuses only on the worst partition by the clustering algorithm.
The Davies-Bouldin (DB) index [39] is used to focus on the average partitions of reads by the clusters. It is defined by:
where CloseðkÞ is defined as:
A lower value of the DB index implies that on an average, the clusters defined by the consensus vector are well separated from each other. Finally, for reasons similar to those for the external measures, we can combine the two indices into a single value, the I index by using as the harmonic mean of the Dunn index and the inverse of the DB index (similar to V-measure [40] ).
EM Initialization and Comparison
We performed ten independent runs of the lattice model with different parameter settings for each simulated dataset. The number of species is assumed to be an input, which can be determined empirically based on Likelihood information criterion. The results from LikelyBin [14] were used to initialize the nested EM algorithm for all the datasets. However, a random initialization does not make an appreciable difference to the quality of clustering, and initialization by LikelyBin is used to provide a similar initialization point for all runs, so that the average results can be presented. We compare the performance of our algorithm with two versions of MetaCluster [41] , [42] , MaxBin [43] and AbundanceBin [44] . While MetaCluster 2.0 [41] and AbundanceBin [44] accept the number of clusters as input, MetaCluster 3.0 [42] and MaxBin [43] inherently chooses that parameter.
Results for Simulated Datasets
The results obtained for F-measure have been averaged over ten independent runs of the algorithm. The final value of the likelihood function is similar across different runs. The lattice algorithm is able to accurately assign more than 80 percent of the reads into correct bins. Each species is represented by a mixture of multinomials, with each group of words represented by a single mutinomial distribution. Table 1 gives the accuracy and precision obtained for the two simulated datasets D1 and D2 with different values of model parameters. We back-off from model for w 1 and group size L 1 to smaller word size w 2 and group size L 2 . The value of recall is same as the accuracy, since all species have equal number of reads. Most of the values for both measures fall between 80 and 94 percent. The high values show that the lattice model correctly bins a large proportion of reads into separate bins for each species.
For a given set of word and group sizes, changing the back-off parameter t within a range of 0:00 to 0:04 does not affect the performance of the algorithm by an appreciable amount as seen in Fig. 5 ; however, higher amounts of back-off tend to decrease the accuracy. This is reasonable, as choosing lower order models for a higher proportion of words decreases accuracy, since we then ignore the information available in larger length histories in favor of shorter words. We observe similar trends for all the word and group sizes combinations explored in the simulated datasets.
The use of word groups serves two purposes: it reduces the complexity of the model and groups together similar words, the intuition being that every k-mer does not have its own distinct distribution, but resembles other k-mer distributions. At every iteration, a word is allocated to a group whose distribution best fits it, and so the number of words contained in a group varies widely over all groups (Fig. 6) . It is important to determine a new threshold for back-off at every iteration, and use back-off for the groups falling below it. We therefore provide only the percentage of cut-off to the algorithm, which is combined with the range of group sizes to determine the actual value of cut-off t. Tables 2 and 3 compare the results from our algorithm with those obtained from others. For dataset D1 the lattice model combines a high accuracy with high precision, which is evident when the F-measure is considered. The algorithm that comes closest in this regard is MetaCluster 2.0. All others have much lower values of one or both measures. AbundanceBin bins most of the reads into a single cluster, leading to a high value for accuracy, but a low one for precision. In case of dataset D2, again only lattice model and MetaCluster 2.0 give high values of both accuracy and precision. While MetaCluster 2.0 has the higher F-measure due to high precision, around 4 percent of the reads are not clustered by it as seen in Table 3 . The lattice model, on the other hand, clusters all the reads and has a higher accuracy than MetaCluster 2.0. Table 3 gives the values of the internal clustering measures for both datasets. Corresponding values for other models are also given for comparison. The lattice model is able to ensure that clusters have large inter-cluster distance, but the diameter of the cluster is high, leading to a low value of the Dunn index, which however is higher than for other algorithms.
Examination of the true classification of the reads in the dataset reveals that the Dunn index would still be low for a perfect clustering, which implies that the variation between reads obtained from a species is high. Overall, we conclude that the lattice model, MetaCluster 2.0 and MetaCluster 3.0 give the best values for internal clustering measures. However, the last column of Table 3 shows that MetaCluster is unable to classify around 4 percent of the reads to any cluster, which are ignored while computing all measures except accuracy. For D2, MetaCluster 3.0 forms only 4 clusters, leading to a low value for precision.
Additionally, we observe that the reads from the forward and reverse strands of a genome of a species are binned together in a single cluster, well separated from forward and reverse reads belonging to other species. Thus, the algorithm can work on an input containing a mixture of reads and their reverse complements.
Analysis of the true labels of reads clustered together for different combinations of parameters and datasets shows that while a large proportion of the reads are classified correctly, but there occurs some confusion between certain species, with a small fraction of reads from these species being wrongly classified under the label of the other species. It is seen that species that show such behavior either tend to be similar to each other, with a smaller sequence distance between them, or have larger variation within an individual species. An appreciable portion of errors present for D2 are due to the cluster denoting Bordetella containing reads from Haemophilus, and vice versa. Similarly in D1, some reads from Mycobacterium get wrongly clustered with reads from Pseudomonas. Table 4 gives the values of accuracy, precision, recall and F-measure given by the lattice model for real datasets R1 and R2, with corresponding values for other models given for comparison. Our model backs off from a word size of 5 and 100 groups to a node with words of length 3 and a node with 10 groups, assuming six species while keeping the back-off parameters t at 0:01 percent. The lattice model gives high accuracy and recall values, while the precision is around 51 percent. As expected, the accuracy is not high as for simulated data, and lower values of precision indicate that reads from some similar species are clustered together. High values of recall indicate that reads from the same species are contained in a single bin.
Results for in-vitro Datasets
The accuracy for our model is far better than any other model, due in part due to large number of unclustered reads. Recall is second only to MetaCluster 3.0, and precision to MetaCluster 2.0. However by definition, both recall and precision ignore the reads unclustered by MetaCluster.
MetaCluster 3.0 formed only one cluster containing around half the reads from each species for both R1 and R2, giving a 100 percent value for recall. Allowing a larger number of clusters to be formed by adjusting the threshold value above the default setting did not result in any improvement, since it could form only an extremely large number of small clusters. AbundanceBin could not estimate the parameters for any of the clusters, and so was unable to separate the reads in either of the real datasets, and returned empty bins. As expected, for both these algorithms, the F-measure is low, signifying low quality of clustering. MetaCluster 2.0 on the other hand, benefited from using the number of bins as an input, and gave better results. Table 5 gives the internal clustering index values for the different models. For the lattice model, Dunn index is higher than any other for R1, and second only to MetaCluster 3.0 for R2. The DB index for the lattice model is comparable to MetaCluster 2.0 for R1, and lower than all except MetaCluster 3.0 for R2. Likewise, the lattice model, MetaCluster 2.0 and MetaCluster 3.0 show the highest value of I index. However, these results can be properly understood only in conjunction with the last column in Table 5 which shows the unclassified reads in each case. More than half of the reads remain unclassified for MetaCluster 2.0 and 3.0, which allows better values of the clustering measures, but would result in the loss of a large number of reads required for characterizing the metagenome.
Analysis of dataset R1 reveals that the lattice algorithm can cluster more than half of the reads correctly, but bins reads from some particular species together. Specifically, around 65 percent of reads from Lactobacillus brevis, 54 percent of reads from casei, 26 percent of reads from Shewanella and 85 percent of reads from Lactococcus were clustered into one cluster in one representative case. This is to be expected as the algorithm is unable to distinguish between closely related genomes. For a representative run of the algorithm for R1, the algorithm is correctly able to bin a majority of reads from Shewanella ð85 percentÞ into a separate bin. Similarly, it is able to distinguish between Myxococcus and Acidothermus and creates separate bins for both. While one reason for the errors could be the high similarity between species, the smaller length of reads in the real dataset as compared to the synthetic dataset could be another factor influencing performance.
MetaCluster 2.0 put reads from Myxococcus and Acidothermus into separate bins, while reads from Myxococcus were split into two bins. A single cluster contained most reads from low abundance species. This cluster also included a large number of reads from the two Lactobacillus and the Lactococcus.
We have listed the performance of MetaCluster 2.0 and 3.0 obtained by ignoring all the unclustered reads. If the two versions of MetaCluster had binned all reads to separate clusters, we would expect larger cluster diameters and smaller inter-cluster distances, which would have caused the Dunn index to fall. One method of taking all reads into account is by re-computing the internal measures considering each unclustered read to form single member cluster. Then, the Dunn index falls to 0, while the DB-index becomes infinite, and the I-index falls to 0 showing poor clustering. Considering both the external and internal clustering measures, we can conclude that the clustering for the lattice model is of a higher quality.
Nasal Swab Data
Next, we analyze the results obtained from the contigs of the metagenome from patients infected by Influenza A virus. The aim of clustering here is to identify Influenza A samples, and separate them from other identifiable reads as well as those which could not be identified by BLAST. Therefore, we separate the reads into two clusters, and present the results for precision and recall with respect to identifiable Influenza reads. The recall is calculated using the cluster containing the highest proportion of Influenza reads present, while precision is the average proportion of Influenza reads in each cluster. The F-measure, too is calculated accordingly. Using a word size of 5 and 100 groups, backing off to a combination of words of length 3 and 10 groups, with t at 0:01 percent, we obtain external and internal measures for our algorithm and compare the results to other algorithms, documented in Tables 6 and 7 , respectively. The lattice model performs best among all algorithms, with highest values of recall, precison and F-measure. It however, creates noisy clusters, which contain other nonviral reads along with the desired Influenza reads in the clusters obtained. Also, all viral reads do not get binned together into a single cluster.
MetaCluster 3.0 and AbundanceBin cluster all the reads into a single bin, and are therefore ineffective. When all reads are returned together in a single cluster, the precision is zero, even though the recall is high, and this is reflected in the value for F-measure for these algorithms. These values underline the need to focus on the F-measure for performance evaluation. MaxBin is unable to provide any results due to the limited data available. The recall and precision obtained for the lattice model is higher than LikelyBin, while the higher value of F-measure shows that the lattice model still performs a better clustering.
The internal clustering measures (Table 7) show that the reads clustered together by the lattice model are closer to each other. On average, the clusters obtained lie farther away from each other as compared to clusters from LikelyBin, as seen from the low value of the DB index. Comparison of the values from Dunn index show that the worst partitioning for the lattice model is better than the corresponding clustering for LikelyBin. Finally, the higher value of the I index evidences that the clusters are well-defined and separated from each other.
To sum up, the lattice model successfully clusters metagenomic data, both simulated and real, as shown by both external and internal measures. Comparison with other models shows that the lattice model gives the best overall results, doing well on all the measures. While the other methods do show slightly higher precision and accuracy, a significant percentage of the reads may not be clustered by them.
CONCLUSION
We proposed a two-dimensional lattice model for clustering metagenomic datasets. The metagenomic population is modeled as a mixture of multinomial distributions over words of different sizes, wherein each multinomial distribution corresponds to one species. The algorithm backs-off to a combination of multiple lower order models for parameter estimation in case of low information, while guaranteeing convergence. The parameters of the multinomial mixture model are reduced by a grouping algorithm, where parameters are determined in a nested EM framework. The flexibility achieved by using information from different length word histories in one model itself allows us to capture relationships of different species in terms of words of different sizes. Our model is a generalized framework encompassing a number of existing models, while guaranteeing convergence.
The algorithm has been evaluated for simulated as well as real datasets, and for both short and large reads with varied abundance ratios. It shows comparable or better accuracy and precision values for the simulated data. For real data, the algorithm compares favorably with other methods. It assigns every read to a cluster, while other methods are unable to cluster more than half the reads. Values of the internal clustering indexes are comparable to, or better than other models.
Our algorithm is able to bin reads accurately for difficult datasets, and shows better performance than existing state of the art algorithms, while guaranteeing convergence. Moreover, it is a generalized framework which can be applicable to other fields involving clustering of large discrete datasets such as document clustering and purchase histories of online goods.The software and datasets can be downloaded from https://github.com/lattclus/lattice-metage. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
