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Abstract
We consider associative algebras with involution over a field of characteristic
zero. In this case, we prove that for any finitely generated associative algebra
with involution there exists a finite dimensional algebra with involution which
satisfies the same identities with involution. This is an analogue and an exten-
sion of the theorem of A.Kemer for ordinary identities [8]. The similar results
were proved earlier by the author for identities graded by a finite abelian group
[15], and by E.Aljadeff, and A.Kanel-Belov [1] for identities graded by any finite
group.
MSC: Primary 16R50; Secondary 16W50, 16R10
Keywords: Associative algebra, algebras with involution, identities with
involution.
Introduction
The theory of polynomial identities of algebras is an important area of the modern
algebra. In the last years various generalizations of polynomial identities become
popular. The purpose of the present paper is to study identities with involution.
We prove that finitely generated algebras with involution are equivalent to finite
dimensional algebras in terms of ∗-identities, the field being of characteristic zero.
Note that almost all notions mentioned here can be applied not only for associa-
tive algebras but for other classes of algebras. Nevertheless throughout the paper
we consider only associative algebras over a field of characteristic zero. Further they
will simply be called algebras.
Let F be a field of characteristic zero. We consider associative algebras over
F . An anti-automorphism ∗ of the second order of an F -algebra A is called an
involution. If we fix an involution ∗ of an associative F -algebra A then the pair (A, ∗)
∗Supported by CNPq, DPP/UnB and by CNPq-FAPDF PRONEX grant 2009/00091-0
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is called an associative algebra with involution (or associative ∗-algebra). Note that
an algebra with involution can be considered as an algebra with the supplementary
unary operation ∗ satisfying identities
(αa+ βb)∗ = αa∗ + βb∗,
(a · b)∗ = b∗ · a∗, (a∗)∗ = a
for any a, b ∈ A, and α, β ∈ F.
Observe that any ∗-algebra can be decomposed into the sum of symmetric and
skew-symmetric parts. An element a ∈ A is called symmetric if a∗ = a, and skew-
symmetric if a∗ = −a. So, a+a∗ is symmetric and a−a∗ skew-symmetric for any a ∈
A. Thus, we have A = A+⊕A−, where A+ is the subspace formed by all symmetric
elements (symmetric part), and A+ is the subspace of all skew-symmetric elements
of A (skew-symmetric part). We call symmetric and skew-symmetric elements of a
∗-algebra ∗-homogeneous elements.
We use standard notations a ◦ b = ab+ ba, and [a, b] = ab− ba. It is well known
that the symmetric part A+ of a ∗-algebra A with the operation ◦ is a Jordan
algebra, and the skew-symmetric part A− with the operation [, ] is a Lie algebra.
A homomorphism of algebras with involution is a ∗-homomorphism if it com-
mutes with the involution. An ideal I✂A of a ∗-algebra A is ∗-ideal if it is invariant
under the involution. For algebras with involution we consider only ∗-ideals, and
∗-homomorphisms. In this case the quotient algebra A/I is also an algebra with
involution.
We denote by A1 × · · · × Aρ the direct product of algebras A1, . . . , Aρ, and by
A1 ⊕ · · · ⊕ Aρ ⊆ A the direct sum of subspaces Ai of an algebra A. It is clear
that a direct product of algebras with involution is also an algebra with involution.
Throughout the paper we denote by J(A) the Jacobson radical of A. By default, all
bases and dimensions of spaces and algebras are considered over the base field F.
We consider the lexicographical order on n-tuples of numbers.
The notion of identity with involution (a ∗-identity) is a formal extension of the
notion of ordinary polynomial identity. We refer the reader to the textbooks [6], [7],
[11], and to [5], [8] concerning basic definitions, facts and properties of polynomial
identities.
A brief introduction to identities with involution will be given in Section 1 (see
also [11]). Section 2 contains an information about basic properties of the main
objects and constructions. Here we also introduce the parameters par∗(A) of a finite
dimensional algebra A, and the Kemer index ind∗(Γ) of an ideal Γ of identities with
involution of a finitely generated algebra with involution. Section 3 is devoted to
finite dimensional ∗-algebras, namely, to connection between their structural param-
eters par∗, and the indices of their ideals of ∗-identities ind∗. Section 4 is devoted to
representable algebras, and to the technique of approximation of finitely generated
algebras with involution by finite dimensional ∗-algebras. The concept of form iden-
tities with involution is also considered in this section. Section 5 contains the proof
of the following main result.
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Theorem 1 Let F be a field of zero characteristic. Then a non-zero ∗T -ideal of
∗-identities of a finitely generated associative F -algebra with involution coincides
with the ∗T -ideal of ∗-identities of some finite dimensional associative F -algebra
with involution.
The methods and techniques are an adaptation of the methods used by the author
in the proof of the corresponding result for graded identities of finitely generated
algebras graded by a finite abelian group [15], see also [1] for a more general result. In
both cases the origin of methods is the techniques developed by Alexander Kemer to
obtain the classification of varieties of non-graded and Z2-graded associative algebras
and the positive solution of the Specht problem ([8]). The useful interpretation of
his methods can be found in [5].
In general, we follow the structure of the proof [15] with necessary modifications
for the case of involution. Note that for several technical statements the proof is the
literal repetition of the corresponding proof for the graded identities. In such cases
we refer the reader to [15]. The origin of the principal notations and definitions is [5]
(see also [1]). More details concerning the basic constructions and definitions also
can be found there.
1 Free algebra with involution.
Consider a countable set of lettersX = {xi|i ∈ N}, and denoteX∗ = {xi, x∗i |xi ∈ X}.
We define ∗-action on monomials in X∗ by
(ai1 · · · ain)
∗ = a∗in · · · a
∗
i1 , aj ∈ X
∗, where (x∗j )
∗ = xj for all xj ∈ X.
This action is naturally extended to the involution on the free associative algebra
F = F 〈X∗〉 generated by the set X∗. The algebra F with this involution is called
the free associative algebra with involution. Then an element of the free algebra
with involution has a form f(x1, . . . , xn) =
∑
(i),(θ) α(i),(θ)x
θ1
i1
· · · xθmim , where xi ∈ X,
α(i),(θ) ∈ F, θi ∈ {0, 1}, and x
θ
i = xi if θ = 0, x
θ
i = x
∗
i if θ = 1.
Taking into account the decomposition of ∗-algebras into symmetric and skew-
symmetric parts we can consider another construction of the free associative algebra
with involution. Consider two countable sets Y = {yi|i ∈ N}, Z = {zi|i ∈ N}. The
action ∗ is defined on monomials in Y ∪ Z by equalities
w∗ = (ai1 · · · ain)
∗ = a∗in · · · a
∗
i1 = (−1)
δ(w)ain · · · ai1 , where
y∗j = yj, z
∗
j = −zj , aj ∈ Y ∪ Z.
Here the sign is determined by the parity of the number δ(w) of variables from the
set Z in the monomial w. The linear extension of this action is an involution on the
free associative algebra F 〈Y,Z〉 generated by the set Y ∪ Z. The equalities
yi =
xi + x
∗
i
2
, zi =
xi − x
∗
i
2
;
xi = yi + zi, x
∗
i = yi − zi (1)
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induce an isomorphism of algebras with involution F 〈X∗〉 and F 〈Y,Z〉. We use
both notations for the free associative algebra with involution F. We call a set of
variables S ⊆ Y or S ⊆ Z (namely, if S does not contain variables from Y and Z
simultaneously) ∗-homogeneous.
Note that degrees of polynomials in the first case are defined by conditions
degxi xi = degxi x
∗
i = 1 (i ∈ N).
Let f = f(x1, . . . , xn) ∈ F 〈X
∗〉 be a non-trivial ∗-polynomial. We say that a
∗-algebra A satisfies the identity with involution (or ∗-identity) f(x1, . . . xn) = 0
if f(a1, . . . an) = 0 for any ai ∈ A. If a polynomial f = f(y1, . . . , yn, z1, . . . , zm) ∈
F 〈Y,Z〉 is written in terms of the symmetric and skew-symmetric variables then
f = 0 is ∗-identity of A iff f(a1, . . . , an, b1, . . . , bm) = 0 for all ai ∈ A
+, and bi ∈ A
−.
Let Id∗(A) ✂ F 〈X∗〉 be the ideal of all identities with involution of A. Sim-
ilar to the case of ordinary identities any ideal of identities with involution is a
two-sided ∗-ideal of the free algebra with involution F 〈X∗〉 invariant under its
∗-endomorphisms. We call such ideals ∗T-ideals. Conversely, any ∗T-ideal of F 〈X∗〉
is the ideal of identities with involution of some F -algebra with involution.
Given a monomial w = a1a2 · · · an in X
∗ (in case ai ∈ X
∗) or in Y ∪ Z (if
ai ∈ Y ∪ Z) let us denote by w˜ = an · · · a2a1 the monomial rewritten in the reverse
order. Given a polynomial f =
∑
w αww, we denote f˜ =
∑
w αww˜ (where w-s
are monomials, αw ∈ F ). Note that this operation is also an involution of F. It
is clear that for any f ∈ F we have f(x1, . . . , xn)
∗ = f˜(x∗1, . . . , x
∗
n). In particular,
polynomials f , and f˜ always belong to the same ∗T-ideal.
For a set S ⊆ F 〈X∗〉 of ∗-polynomials denote by ∗T [S] ✂ F 〈X∗〉 the ∗T-ideal
generated by S. Then ∗T [S] contains exactly all identities with involution which
follow from polynomials of the set S. We say that two algebras with involution A
and B are ∗PI-equivalent A ∼∗ B if Id
∗(A) = Id∗(B). We also write f = g (mod Γ)
for a ∗T-ideal Γ and ∗-polynomials f, g ∈ F 〈X∗〉 if f − g ∈ Γ.
It is clear that the ordinary free associative algebra F 〈X〉 (without involution)
can be considered as a subalgebra of F 〈X∗〉. Particularly, an ordinary polynomial
identity (without involution) can be considered as an identity with involution. So, let
A be a ∗-algebra, Id∗(A) ideal of ∗-identities, and Id(A) ideal of ordinary identities of
A, then we have Id(A) ⊆ Id∗(A). Moreover, by Amitsur’s theorem ([2], [3], see also
[11]) any ∗-algebra satisfying a non-trivial ∗-identity also has a non-trivial ordinary
identity.
Note that a finitely generated algebra with involution also has a finite generat-
ing set consisting of symmetric and skew-symmetric elements. Such set is called a
∗-homogeneous generating set.
Given a finitely generated ∗-algebra A, we denote by rk(A) the least possible
number of generators. Denote by rkhs(S) the greater of the numbers of symmet-
ric and skew-symmetric elements of a ∗-homogeneous generating set S of A. Then
rkh(A) is the least possible rkhs(S) for the algebra A.
Let X∗ν = {xi, x
∗
i |1 ≤ i ≤ ν} be a finite set and F 〈X
∗
ν 〉 the free associative
algebra with involution of rank ν, ν ∈ N. It is isomorphic to the algebra F 〈Yν , Zν〉
in symmetric Yν = {y1, . . . , yν}, and skew-symmetric variables Zν = {z1, . . . , zν}.
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Let A be a finitely generated algebra with involution, then for any ν ≥ rk(A) the
algebra with involution Uν = F 〈X
∗
ν 〉/(Id
∗(A) ∩F 〈X∗ν 〉) is the relatively free algebra
with involution of the rank ν, and Id∗(A) = Id∗(Uν).
Given a ∗T-ideal Γ1 ⊆ F 〈X
∗〉 and a ∗-algebra B, denote by
Γ1(B) = {f(b1, . . . , bn)|f ∈ Γ1, bi ∈ B}✂B
the verbal ideal of B corresponding to Γ1.
Similarly to the case of ordinary [8], and graded identities [15], we have
Remark 1 1. Let Γ be a ∗T-ideal. A ∗-polynomial f(x1, . . . , xn) is an identity
with involution of the relatively free algebra F 〈X∗ν 〉/(Γ ∩F 〈X
∗
ν 〉) if and only if
f(h1, . . . , hn) ∈ Γ for any ∗-polynomials h1, . . . , hn ∈ F 〈X
∗
ν 〉.
2. Let Γ2 = Id
∗(A) be the ideal of identities with involution of a finitely generated
∗-algebra A. Then the condition Γ1(F 〈X
∗
ν 〉) ⊆ Γ2 implies Γ1 ⊆ Γ2 for any
ν ≥ rk(A), and the condition Γ1(F 〈Yν , Zν〉) ⊆ Γ2 implies Γ1 ⊆ Γ2 for any
ν ≥ rkh(A).
Note that this remark is true for algebras of any signature.
The notion of degree of a ∗-identity is similar to the case of ordinary identities
(see [6, 8, 11]). In particular, we can consider multilinear identities.
Let P ∗n = SpanF {x
θ1
σ(1) · · · x
θn
σ(n)|σ ∈ Sn, θi ∈ {0, 1}} be a vector space of all mul-
tilinear ∗-polynomials of degree n. A multilinear ∗-polynomial of degree n has the
form f(x1, . . . , xn) =
∑
σ∈Sn, (θ)∈Zn2
ασ,(θ)x
θ1
σ(1) · · · x
θn
σ(n) ∈ P
∗
n . Note that in terms of
symmetric and skew-symmetric variables the space of multilinear polynomials with
involution of degree n has the form Pn = SpanF {xσ(1) · · · xσ(n)|σ ∈ Sn, xi ∈ Y ∪Z}.
It is clear that Pn is the direct sum of subspaces of multihomogeneous and multilin-
ear polynomials depending on the same symmetric and skew-symmetric variables.
So, a multilinear polynomial of degree n has the form f(y1, . . . , yk, z1, . . . , zn−k) =∑
σ∈Sn
ασxσ(1) · · · xσ(n) ∈ Pk,n−k, where xi = yi for i = 1, . . . , k, and xi = zi−k if
i = k + 1, . . . , n (0 ≤ k ≤ n).
Then for an algebra with involution A and for the ∗T-ideal of its ∗-identities Γ we
have that Γk,n−k = Pk,n−k∩Γ and Pk,n−k(Γ) = Pk,n−k(A) = Pk,n−k/(Pk,n−k∩Γ) are
(FSk ⊗ FSn−k)-modules. Here Sk and Sn−k act on symmetric and skew-symmetric
variables independently (see, e.g., [10]). Moreover, we can assume that the elements
of Γk,n−k and Pk,n−k(Γ) depend on variables {y1, . . . , yk}, and {z1, . . . , zn−k}. Then
the subspaces of multilinear ∗-identities of A Γn = Pn ∩ Γ, and of multilinear parts
of relatively free algebra Pn(Γ) = Pn(A) = Pn/(Pn ∩ Γ) are the direct sums of
(n
k
)
copies of Γk,n−k, and Pk,n−k(Γ) respectively.
It is well known that in the case of zero characteristic any system of identities
(ordinary or with involution) is equivalent to a system of multilinear identities. Thus,
in the case of zero characteristic it is enough to consider only multilinear identities.
Then we obtain the next lemma.
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Lemma 1 The ideal of ∗-identities of any finitely generated associative algebra with
involution contains the ideal of ∗-identities of some finite dimensional algebra with
involution.
Proof. Let A be a finitely generated associative algebra with involution, and
Γ = Id∗(A) 6= 0 the ideal of its ∗-identities. From [2], [3] we have that A is
PI-algebra, thus the ideal of its ordinary identities is non-trivial Id(A) 6= 0. Then
from [8] it follows that there exists a finite dimensional algebra C that has the
same ideal of ordinary identities Id(A) = Id(C). Let us consider the direct prod-
uct B = C × Cop, where Cop is the opposite algebra. The algebra B has the
natural exchange involution defined by (a, b)∗ = (b, a), a, b ∈ C. Since we con-
sider the case of characteristic zero, the ideal of identities with involution of B is
generated by ordinary identities of C, and it lies in Γ. Indeed, take a multilinear
polynomial f(y1, . . . , yk, z1, . . . , zn−k) ∈ F 〈Y,Z〉 and consider a ∗-homogeneous sub-
stitution y1 = (a1, a1), . . . , yk = (ak, ak), z1 = (ak+1,−ak+1), . . . , zn−k = (an,−an).
We obtain
f((a1, a1), . . . , (ak, ak), (ak+1,−ak+1), . . . , (an,−an))
= (f(a1, . . . , ak, ak+1, . . . , an), (−1)
n−k f˜(a1, . . . , ak, ak+1, . . . , an)),
where a1, . . . , ak, ak+1, . . . , an ∈ C are arbitrary. Note that f = 0 is a polynomial
identity of an algebra with involution iff f˜ = 0 is an identity of the same algebra.
Hence, f(y1, . . . , yk, z1, . . . , zn−k) = 0 is a ∗-identity of B if and only if f(x1, . . . , xn),
f˜(x1, . . . , xn) ∈ Id(C) = Id(A). Thus Id
∗(B) ⊆ Id∗(A). ✷
2 The Kemer index of ∗-identity.
Let us consider a finite dimensional F -algebra A with involution. It is well known
(see, e.g., Theorems 3.4.3, 3.4.4 in [11]) that an analogue of the Wedderburn-Malcev
decomposition holds for algebras with involution.
Lemma 2 ([11]) Let F be a field of zero characteristic. Then any finite dimen-
sional F -algebra with involution A is isomorphic as ∗-algebra to an F -algebra with
involution of the form
A′ = C1 × · · · ×Cp ⊕ J. (2)
Where the Jacobson radical J = J(A′) is a ∗-ideal, B′ = C1×· · ·×Cp is a maximal
semisimple ∗-invariant subalgebra of A′, Cl are ∗-simple algebras (p ≥ 0).
We can construct an algebra with involution which has the Jacobson radical
free in some sense. For a ∗-algebra B (not necessarily without unit) denote by
B# = B⊕F · 1F the ∗-algebra with adjoint unit 1F ((b+α1F )
∗ = b∗+α1F for all
b ∈ B, α ∈ F ).
Given a finite dimensional ∗-algebra A = B⊕J(A) with a maximal ∗-semisimple
subalgebra B and the Jacobson radical J(A) consider a ∗-invariant subalgebra
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B˜ ⊆ B. Take the free product B˜# ∗F F 〈X
∗
q 〉
#, where F 〈X∗q 〉
# is the free uni-
tary ∗-algebra of a rank q. It is the ∗-algebra with involution naturally defined by
equalities (u1 · · · us)
∗ = (us)
∗ · · · (u1)
∗, where ui ∈ B˜
#
⋃
F 〈X∗q 〉
#.
Let us consider the subalgebra B˜(X∗q ) of B˜
#∗F F 〈X
∗
q 〉
# generated by B˜∪F 〈X∗q 〉.
It is ∗-invariant. Denote by (X∗q ) the two-sided ∗-ideal of B˜(X
∗
q ) generated by the
set of variables X∗q . Then B˜(X
∗
q ) = B˜ ⊕ (X
∗
q ).
Given a ∗T-ideal Γ and a positive integer s, we can consider the quotient algebra
Rq,s(B˜,Γ) = B˜(X
∗
q )/(Γ(B˜(X
∗
q )) + (X
∗
q )
s). (3)
Denote also Rq,s(A) = Rq,s(B, Id
∗(A)), where Γ = Id∗(A), B˜ = B.
Lemma 3 For any q, s ∈ N and a ∗T-ideal Γ ⊆ Id∗(A) the algebra Rq,s(B˜,Γ) = B⊕
J(Rq,s(B˜,Γ)) is a finite dimensional algebra with involution. Here B ∼= B˜ is a max-
imal semisimple ∗-subalgebra of Rq,s(B˜,Γ). The Jacobson radical J(Rq,s(B˜,Γ)) =
(X∗q )/(Γ(B˜(X
∗
q )) + (X
∗
q )
s) is nilpotent of class at most s. Id∗(Rq,s(B˜,Γ)) ⊇ Γ.
If q ≥ rk(J(A)), and s is greater than the class of nilpotency nd(A) of J(A) then
Id∗(Rq,s(A)) = Id
∗(A).
Proof. The ideal I = Γ(B˜(X∗q )) + (X
∗
q )
s is ∗-invariant. It is clear that I ⊆ (X∗q ).
Then for the canonical ∗-homomorphism ψ : B˜(X∗q ) → Rq,s(B˜,Γ) we obtain B =
ψ(B˜) ∼= B˜, and ψ((X∗q )) = (X
∗
q )/I is the maximal nilpotent ideal of the algebra
Rq,s(B˜,Γ) of class at most s. It is clear that (X
∗
q )/I is ∗-invariant and finite dimen-
sional. Hence, Rq,s(B˜,Γ) = B ⊕ ψ((X
∗
q )) is also a finite dimensional ∗-algebra with
the Jacobson radical J(Rq,s(B˜,Γ)) = ψ((X
∗
q )). Also, Γ ⊆ Id
∗(Rq,s(B˜,Γ)) for any
q, s ∈ N.
Let us take Γ = Id∗(A), B˜ = B. Consider a generating set {r1, . . . , rν} of the
Jacobson radical J(A). If q ≥ ν, and s ≥ nd(A) then the map ϕ : xi = xi + I 7→
ri (xi ∈ X for i = 1, . . . , ν) can be extended to a surjective ∗-homomorphism
ϕ : Rq,s(A) → A assuming ϕ(b + I) = b for all b ∈ B. Therefore, Γ = Id
∗(A) ⊇
Id∗(Rq,s(A)). ✷
Observe that the construction of Rq,s(B˜,Γ) can also be made in terms of sym-
metric and skew-symmetric variables exchanging the set of variables X∗q by the set
Yq ∪ Zq = {y1, . . . , yq, z1, . . . , zq}.
Over an algebraically closed field the Wedderburn-Malcev decomposition (2) of
a finite dimensional ∗-algebra can be described in more details.
Lemma 4 Let F be an algebraically closed field. Any finite dimensional F -algebra
with involution A is isomorphic as a ∗-algebra to an F -algebra with involution A′ =
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C1 × · · · × Cp ⊕ J, where Cl-s are ∗-simple algebras of the following types:
1. (Mkl(F ), t) − the full matrix algebra with the transpose involution ∗ = t,
2. (Mkl(F ), s)− the full matrix algebra with the symplectic involution ∗ = s,
(kl ∈ 2Z),
3. (Mkl(F )×Mkl(F )
op, ∗¯)− the direct product of the full matrix algebra
and its opposite algebra with the exchange involution ∗¯ (see [11]). (4)
Moreover, A′ can be generated as a vector space by sets of its symmetric elements
D0, U0 ⊆ A
′, and skew-symmetric elements D1, U1 ⊆ A
′ of the next form
D0 = {d
(0)
liljl
= εld
(0)
liljl
εl | (il, jl) ∈ Il; 1 ≤ l ≤ p},
D1 = {d
(1)
liljl
= εld
(1)
liljl
εl | (il, jl) ∈ Jl; 1 ≤ l ≤ p}, (5)
U0 = {(εl′rεl′′ + εl′′r
∗εl′)/2| 1 ≤ l
′ ≤ l′′ ≤ p+ 1; r ∈ J}
U1 = {(εl′rεl′′ − εl′′r
∗εl′)/2| 1 ≤ l
′ ≤ l′′ ≤ p+ 1; r ∈ J}. (6)
Where in case Cl = (Mkl(F ), t) we set
d
(0)
liljl
= Eliljl + Eljlil , 1 ≤ il ≤ jl ≤ kl,
d
(1)
liljl
= Eliljl − Eljlil , 1 ≤ il < jl ≤ kl; (7)
in case Cl = (Mkl(F ), s) we set
d
(0)
liljl
= Eliljl + El kl
2
+jl
kl
2
+il
, 1 ≤ il, jl ≤
kl
2
,
d
(1)
liljl
= Eliljl − El kl
2
+jl
kl
2
+il
, 1 ≤ il, jl ≤
kl
2
,
d
(0)
lil
kl
2
+jl
= E
lil
kl
2
+jl
− E
ljl
kl
2
+il
, 1 ≤ il < jl ≤
kl
2
,
d
(1)
lil
kl
2
+jl
= E
lil
kl
2
+jl
+ E
ljl
kl
2
+il
1 ≤ il ≤ jl ≤
kl
2
,
d
(0)
l
kl
2
+iljl
= E
l
kl
2
+iljl
− E
l
kl
2
+jlil
, 1 ≤ il < jl ≤
kl
2
,
d
(1)
l
kl
2
+iljl
= E
l
kl
2
+iljl
+ E
l
kl
2
+jlil
, 1 ≤ il ≤ jl ≤
kl
2
; (8)
in case Cl = (Mkl(F )×Mkl(F )
op, ∗¯) we set
d
(0)
liljl
= (Eliljl , Eliljl), 1 ≤ il, jl ≤ kl,
d
(1)
liljl
= (Eliljl ,−Eliljl), 1 ≤ il, jl ≤ kl. (9)
Here εl is the orthogonal central idempotent of B
′ = C1 × · · · × Cp, corresponding
to the unit element of the l-th ∗-simple component Cl of the algebra A
′ (for any
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l = 1, . . . , p), Eliljl are the matrix units. Elements r run on a set of elements of the
Jacobson radical J = J(A) = ⊕p+1l′,l′′=1εl′Jεl′′ , where εp+1 is the adjoint idempotent.
All idempotents εl (l = 1, . . . , p + 1) are symmetric with respect to involution. The
sets of pairs of indices Il, Jl are defined by conditions (7), (8), (9).
Proof. It is well known (see, e.g., Theorems 3.4.4 and 3.6.8 [11]) that any ∗-simple
algebra is isomorphic to one of the algebras of the list (4). All units εl of ∗-simple
components Cl of B
′ are symmetric with respect to involution. Elements d
(0)
liljl
, d
(1)
liljl
defined by (7), (8), (9) form a ∗-homogeneous basis of the corresponding ∗-simple
component Cl (d
(0)
liljl
are symmetric, and d
(1)
liljl
are skew-symmetric).
Any element r ∈ J can be uniquely represented as a sum of elements from the
subspaces εl′Jεl′′ (l
′, l′′ = 1, . . . , p + 1) (the Peirce decomposition). All elements of
εl′Jεl′′ are sums of elements of U0 and U1 for 1 ≤ l
′ ≤ l′′ ≤ p + 1, and differences
of elements of U0 and U1 if l
′ > l′′ (for r = v∗, v ∈ J). Here elements of U0 are
symmetric, and the elements of U1 are skew-symmetric. ✷
Observe that the condition for the base field F to be algebraically closed is
necessary only for the description of the semi-simple part of A ((4), (5), (7), (8), (9)).
The statements concerning the Jacobson radical (for example, (6)) is evidently true
for any finite dimensional algebra with involution. Moreover, considering ∗-identities
we always can extend statement of Lemma 4 to the case of arbitrary field F of zero
characteristic.
Definition 1 An F -algebra A is called representable if A can be embedded into some
algebra C that is finite dimensional over an extension F˜ ⊇ F of the base field F.
Lemma 5 Let F be a field of zero characteristic. Any representable F -algebra with
involution A is ∗PI-equivalent to some F -finite dimensional algebra with involution
A′ that satisfies the claims of Lemma 4.
Proof. We always can assume that the extension F˜ ⊇ F is algebraically closed.
Suppose that A is isomorphic to an F -subalgebra B of a finite dimensional F˜ -algebra
B˜. The equality (ϕ(a))∗ = ϕ(a∗) for any a ∈ A (ϕ : A → B is the isomorphism of
F -algebras) defines involution on B. Let U˜ be an F˜ -subalgebra of ∗-algebra B˜ × B˜op
with the exchange involution ∗¯ generated by {(b, b∗)|b ∈ B} (here ∗ is the involution
on B induced from A). Then U˜ = {
∑s
i=1 αi(bi, b
∗
i )|αi ∈ F˜ , bi ∈ B} is an F˜ -finite
dimensional ∗¯-invariant subalgebra of B˜× B˜op. For algebras and identities over F we
have Id∗(U˜) = Id∗(B) = Id∗(A).
Using Lemma 4, over F˜ we conclude that the ∗-algebra U˜ has the decomposition
(2), where C˜ls are isomorphic to (Mkl(F˜ ), t), (Mkl(F˜ ), s), or (Mkl(F˜ )×Mkl(F˜ )
op, ∗¯).
It is clear from (7), (8), and (9) that C˜l = F˜Cl, where Cl is one of the algebras
(Mkl(F ), t), (Mkl(F ), s), or (Mkl(F ) ×Mkl(F )
op, ∗¯) (l = 1, . . . , p), respectively. Let
us take B = C1 × · · · × Cp, Γ = Id
∗(A), q = dimF˜ J(U˜ ), s = nd(U˜). Then the
F -algebra A′ = Rq,s(B,Γ) defined by (3) is a finite dimensional F -algebra with
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involution. By Lemma 3 the algebra A′ satisfies the claims of Lemma 4, and
Id∗(A′) = Γ = Id∗(U˜ ). ✷
In particular, any finite dimensional F -algebra with involution A can be naturally
embedded to the ∗-algebra A ⊗F F˜ , which is finite dimensional over the algebraic
closure F˜ ⊇ F. By this argument our study of identities with involution can be
reduced to finite dimensional algebras specified in Lemma 4.
We will assume without lost of generality that a finite dimensional ∗-algebra A
over a field F always satisfies the claims of Lemma 4. It means that a basis of
A can be always chosen in the set D0 ∪ D1 ∪ U0 ∪ U1. Notice that D0 ∪ D1 is a
∗-homogeneous basis of the semisimple part B = C1×· · ·×Cp of A. Particularly, for
multilinear ∗-polynomials it is enough to consider only substitutions of D0 ∪ U0 for
the symmetric variables, and D1 ∪ U1 for the skew-symmetric ones. A substitution
of basic elements from D0 ∪D1 ∪ U0 ∪ U1 (5), (6) for a multilinear ∗-polynomial is
called elementary. Elements of D0 ∪D1 are called semisimple, whereas elements of
U0 ∪ U1 are called radical elements.
Definition 2 Let A = B ⊕ J be a finite dimensional algebra with involution over a
field F, B = B+⊕B− a maximal semisimple ∗-invariant subalgebra of A, and J(A) =
J the Jacobson radical of A. Denote by dims∗A = (dimB
+,dimB−) dimensions of
the symmetric and skew-symmetric parts of the semisimple subalgebra B, denote by
nd(A) the nilpotency class of the radical J. Define the parameter of A as par∗(A) =
(dims∗A; nd(A)).
The 4-ple cpar∗(A) = (par∗(A); dim J(A)) we call the complex parameter of A.
Recall that n-tuples of numbers are ordered lexicographically. It is clear that for
any nonzero two-sided ∗-ideal I ✂A of A we have that cpar∗(A/I) < cpar∗(A).
Let us define principle numeric parameters of the ideal of identities with involu-
tion of a finitely generated ∗-algebra.
Let f = f(s1, . . . , sk, x1, . . . , xn) ∈ F 〈X
∗〉 be a polynomial linear in all vari-
ables S = {s1, . . . , sk} (S ⊆ Y or S ⊆ Z). We say that f is alternating in S, if
f(sσ(1), . . . , sσ(k), x1, . . . , xn) = (−1)
σf(s1, . . . , sk, x1, . . . , xn) holds for any permu-
tation σ ∈ Sk.
For any polynomial with involution g(s1, . . . , sk, x1, . . . , xn) that is linear in S =
{s1, . . . , sk} we construct a polynomial alternating in S by setting
f(s1, . . . , sk, x1, . . . , xn) = AS(g) =
∑
σ∈Sk
(−1)σg(sσ(1), . . . , sσ(k), x1, . . . , xn).
The corresponding mapping AS is a linear transformation. We call it the alternator.
Any polynomial f alternating in S can be decomposed as f =
∑m
i=1 αiAS(ui),
where the ui’s are monomials, αi ∈ F. Properties of alternating polynomials with
involution are similar to that of ordinary polynomials (see, e.g., [6], [8], [11]). Note
also that a ∗-polynomial f is alternating in S iff its involution image f∗ is alternating
in S. Particularly, any alternator commutes with involution.
10
Given a pair t = (t+, t−) ∈ N20 we say that a ∗-polynomial f ∈ F 〈X
∗〉 has t-
alternating variables (f is t-alternating) if f(Y0, Z0,X) is linear in Y0 ∪ Z0 and f is
alternating in Y0 = {yi1 , . . . , yit+} ⊆ Y, and Z0 = {zj1 , . . . , zjt−} ⊆ Z independently.
Definition 3 Fix t = (t+, t−) ∈ N20. Suppose that τ1, . . . , τm ∈ N
2
0 are some (possibly
different) pairs satisfying the conditions τj = (τ
+
j , τ
−
j ) > t for j = 1, . . . ,m. Let
f ∈ F 〈Y,Z〉 be a multihomogeneous ∗-polynomial in some symmetric and skew-
symmetric variables. Suppose that f = f(S1, . . . , Sm+µ;X) has m collections of
τj-alternating variables Sj = Yj ∪ Zj (j = 1, . . . ,m), and µ sets of t-alternating
variables Sj = Yj ∪ Zj (j = m+ 1, . . . ,m + µ). We assume that all these sets are
disjoint. Then we say that f is of the type (t;m;µ) = (t+, t−;m;µ). Here Yj ⊆ Y
are symmetric, and Zj ⊆ Z skew-symmetric variables, and |Yj| = τ
+
j , |Zj | = τ
−
j
for any j = 1, . . . ,m, or |Yj | = t
+, |Zj | = t
− for all j = m + 1, . . . ,m + µ (f is
alternating in each Yj , Zj , j + 1, . . . ,m+ µ).
Observe that a multihomogeneous polynomial f of a type (t;m;µ) is also of the
type (t;m′;µ′) for all m′ ≤ m, and µ′ ≤ µ. Particularly, any nontrivial multilinear
∗-polynomial in Y ∪ Z of degree m has the type (0, 0;m;µ) for any µ ∈ N0. Note
also that multihomogeneous polynomials f and f∗ have always the same type.
Definition 4 Given a ∗T-ideal Γ ✂ F 〈Y,Z〉 the parameter β(Γ) = (t+, t−) is the
greatest lexicographic pair t = (t+, t−) ∈ N20 such that for any s ∈ N there exists a
∗-polynomial f /∈ Γ of the type (t; 0; s).
Any finitely generated PI-algebra A satisfies the ordinary Capelli identity of some
order d ([8], [11]). Hence any polynomial f ∈ F 〈Y,Z〉 of the type (t1, t2; 0; s) with
t1 ≥ d or t2 ≥ d (s ∈ N) belongs to Id∗(A). It means that the parameter β(Γ) is well
defined for any proper ∗T-ideal Γ✂F 〈Y,Z〉 of identities with involution of a finitely
generated ∗-algebra. The next parameter is also well defined.
Definition 5 Given a nonnegative integer µ let γ(Γ;µ) = s ∈ N be the smallest
integer s > 0 such that any ∗-polynomial of type (β(Γ); s;µ) belongs to Γ.
γ(Γ;µ) is a positive non-increasing function of µ. Let us denote the limit of this
function γ(Γ) = lim
µ→∞
γ(Γ;µ) ∈ N.
Then ω(Γ) is the smallest number µ̂ such that γ(Γ;µ) = γ(Γ) for any µ ≥ µ̂.
Definition 6 We call by the Kemer index of a ∗T-ideal Γ the lexicographically or-
dered collection ind∗(Γ) = (β(Γ); γ(Γ)).
Let us denote ω(A) = ω(Id∗(A)), γ(A;µ) = γ(Id∗(A);µ), ind∗(A) = ind∗(Id
∗(A)),
where A is a finitely generated PI-algebra with involution.
It is clear that A is nilpotent of class s algebra with involution if and only if
ind∗(A) = par∗(A) = (0, 0; s) (ω(A) = 0).
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Definition 7 Given a nonnegative integer µ a nontrivial multihomogeneous poly-
nomial f ∈ F 〈Y,Z〉 is called µ-boundary polynomial for a ∗T-ideal Γ if f /∈ Γ, and
f has the type (β(Γ); γ(Γ) − 1;µ).
Let us denote by Sµ(Γ) the set of all µ-boundary polynomials for Γ. Denote also
Sµ(A) = Sµ(Id
∗(A)), Kµ(Γ) = ∗T [Sµ(Γ)], Kµ,A = Kµ(Id
∗(A)) = ∗T [Sµ(A)].
Any ideal of ∗-identities Γ 6= F 〈Y,Z〉 of a finitely generated algebra has multi-
linear boundary polynomials for all µ ∈ N0. Moreover, a polynomial f belongs to
Sµ(Γ) along with its full multilinearization f˜ , and its involution image f
∗.
Note that the definitions of the Kemer index and boundary polynomials for
∗T-ideals are adaptations of the corresponding definitions for graded identities [15].
Thus, the literal repetition of the proofs of their properties for graded identities [15]
also proves the same properties for identities with involution.
Lemma 6 Given ∗T-ideals Γ1, Γ2 ⊆ F 〈Y,Z〉 admitting the Kemer indices, we have
the next properties:
1. If Γ1 ⊆ Γ2 then ind∗(Γ1) ≥ ind∗(Γ2).
2. ind∗(Γ1 ∩ Γ2) = max
i=1,2
ind∗(Γi).
3. ind∗(A) ≤ par∗(A) for any finite dimensional ∗-algebra A.
Lemma 7 For any ∗T-ideals Γ1, Γ2 ⊆ F 〈Y,Z〉 satisfying Γ1 ⊆ Γ2 one of the fol-
lowing alternatives takes place:
1. ind∗(Γ1) = ind∗(Γ2), and Sµ(Γ1) ⊇ Sµ(Γ2) ∀µ ∈ N0;
2. ind∗(Γ1) > ind∗(Γ2), and Sµˆ(Γ1) ⊆ Γ2 for some µˆ ∈ N0.
Moreover, in case Γ1 ⊆ Γ2 the conditions ind∗(Γ1) > ind∗(Γ2) and Sµ(Γ1) ⊆
Γ2 (correspondingly the conditions ind∗(Γ1) = ind∗(Γ2) and Sµ(Γ1) ⊇ Sµ(Γ2)) are
equivalent for some µ ∈ N0.
Lemma 8 Given ∗T-ideals Γ, Γ1, . . . , Γρ of ∗-identities of finitely generated PI-
algebras with involution we have:
1. If ind∗(Γi) < ind∗(Γ) for all i = 1, . . . , ρ then there exists µ̂ ∈ N0 such that
Sµ(Γ) ⊆
ρ⋂
i=1
Γi for any µ ≥ µ̂.
2. If ind∗(Γi) = κ for any i = 1, . . . , ρ then for any µ ∈ N0 holds
Sµ(
ρ⋂
i=1
Γi) =
ρ⋃
i=1
Sµ(Γi), Kµ(
ρ⋂
i=1
Γi) =
ρ∑
i=1
Kµ(Γi).
3. ind∗(Γ) > ind∗(Γ +Kµ(Γ)) for any µ ∈ N0.
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3 ∗PI-reduced algebras.
Let us consider finite dimensional ∗-algebras which have the smallest parameters for
the same ∗-identities.
Definition 8 We say that a finite dimensional algebra A with involution is
∗PI-reduced if there do not exist finite dimensional ∗-algebras A1, . . . , A̺ (̺ ∈ N)
such that
⋂̺
i=1
Id∗(Ai) = Id
∗(A), and cpar∗(Ai) < cpar∗(A) for all i = 1, . . . , ̺.
Similarly to the case of ordinary identities ([5], [8]) and graded identities ([1],
[15]) the next natural facts are also take place for algebras with involution.
Lemma 9 Given a ∗PI-reduced algebra A with the Wedderburn-Malcev decomposi-
tion (2) A = (C1 × · · · × Cp) ⊕ J, we have Cσ(1)JCσ(2)J · · · JCσ(p) 6= 0 for some
σ ∈ Sp. A ∗PI-reduced algebra A has no two proper two-sided ∗-ideals I1, I2 ✁ A
satisfying I1 ∩ I2 = 0.
Particularly, nd(A) ≥ p always holds for a ∗PI-reduced algebra A.
Lemma 10 Any finite dimensional algebra with involution is ∗PI-equivalent to a
finite direct product of finite dimensional ∗PI-reduced algebras.
Lemma 10 along with Lemmas 7, 8 immediately implies the following.
Lemma 11 A finite dimensional ∗-algebra A is ∗PI-equivalent to a direct product
O(A) × Y(A) of finite dimensional ∗-algebras O(A), Y(A) satisfying ind∗(A) =
ind∗(O(A)) > ind∗(Y(A)). Moreover O(A) = A1 × · · · × Aρ, where Ai are ∗PI-
reduced, and ind∗(Ai) = ind∗(O(A)) for all i = 1, . . . , ρ. There exists µ̂ ∈ N0 such
that Sµ(A) = Sµ(O(A)) =
⋃ρ
i=1 Sµ(Ai) ⊆ Id
∗(Y(A)) holds for any µ ≥ µ̂.
Definition 9 O(A) is called the senior part of A, Y(A) is called the junior part of
A. The algebras Ai (i = 1, . . . , ρ) are called the senior components of A. µ̂(A) is the
minimal µ̂ ∈ N0 satisfying the conditions of Lemma 11.
We have the next relations between the Kemer index and the parameters of
∗PI-reduced algebras.
Lemma 12 Given a ∗PI-reduced algebra A we have β(A) = dims∗A. Any ∗-simple
finite dimensional algebra C is ∗PI-reduced, and ind∗(C) = par∗(C) = (t1, t2; 1).
Proof. For a nilpotent algebra A the assertion of lemma is trivial. Assume that
A is a non-nilpotent ∗PI-reduced algebra with dims∗A = (t1, t2). From Lemma 6
it follows that β(A) ≤ dims∗A. Thus it is enough to construct for any sˆ ∈ N a
∗-polynomial of the type (t1, t2; 0; sˆ) which is not an identity with involution of A.
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We can assume that A has decomposition (2) specified by Lemmas 2, 4. Consider
any ∗-simple component Cl (l = 1, . . . , p), and take sˆ sets of distinct symmetric
variables Yl,m = {yl,m,(iljl) ∈ Y |(il, jl) ∈ Il} corresponding to the symmetric basic
elements d
(0)
liljl
, and sˆ sets of distinct skew-symmetric variables Zl,m = {zl,m,(iljl) ∈
Z|(il, jl) ∈ Jl} corresponding to the skew-symmetric basic elements d
(1)
liljl
(see (5)),
where m = 1, . . . , sˆ. Consider also the set of ordinary variables (neither symmetric
nor skew-symmetric) Xl = {xl,(iljl,i′lj′l)|1 ≤ il, jl, i
′
l, j
′
l ≤ kl} ⊆ X. We say that the
variable xl,(j1i2,j2i1) connects the variables yl,m,(i1j1) and yl,m,(i2j2) (or the variables
zl,m,(i1j1) and zl,m,(i2j2)).
Let l, m be fixed, we consider the ∗-monomial wl,m(Yl,m, Zl,m,Xl) that is the
product of all variables yl,m,(iljl), and all variables zl,m,(iljl) connected by the vari-
ables xl,(ij,i′j′), correspondingly (l = 1, . . . , p, m = 1, . . . , sˆ). For example, if
Cl = (M3(F ), t) then we obtain
wl,m = yl,m,(11)xl,(11,21)yl,m,(12)xl,(21,31)yl,m,(13)xl,(32,21)yl,m,(22)xl,(22,32)yl,m,(23)
xl,(33,32)yl,m,(33)xl,(31,23)zl,m,(12)xl,(21,31)zl,m,(13)xl,(32,31)zl,m,(23).
The unit element of Cl can be decomposed as εl =
∑kl
sl=1
Elslsl in cases (7), (8), and
εl =
∑kl
sl=1
(Elslsl , Elslsl) in case (9). Let us denote also e
(l)
(iljl,i
′
l
j′
l
)
= Eliljl for all i
′
l, j
′
l
for algebras Cl of the types (7), (8), or e
(l)
(iljl,i
′
l
j′
l
)
= (Eliljl , Eli′lj
′
l
) for the algebra Cl
of the form (9). Thus by Lemma 9, we can assume that A contains an element
e(1)s1s1r1e
(2)
s2s2 · · · e
(p−1)
sp−1sp−1rp−1e
(p)
spsp 6= 0, (10)
where rl ∈ J are some radical elements, and e
(l)
iljl
= e
(l)
(iljl,iljl)
.
Consider the ∗-monomial Wl = xl,(sltl,t′lsl) ·
(∏sˆ
m=1(xl,(tl1,1t′l) · wl,m)
)
· x′l,(tlsl,slt′l)
,
where sl are given by (10), and tl, t
′
l are chosen to connect the word wl,m with wl,m+1.
Let us denote Y(m) =
⋃p
l=1 Yl,m, and Z(m) =
⋃p
l=1 Zl,m. It is clear that |Y(m)| = t1,
|Z(m)| = t2 for any m = 1, . . . , sˆ. Then the polynomial
f =
( sˆ∏
m=1
AY(m)AZ(m)
)
(W1x˜1W2x˜2 · · · x˜p−1Wp) (11)
is alternating in Ym ⊆ Y and Zm ⊆ Z for all m = 1, . . . , sˆ. Here the variables Xl ⊆
X, X ′l = {x
′
l,(iljl,i
′
l
j′
l
)|1 ≤ il, jl, i
′
l, j
′
l ≤ kl} ⊆ X and x˜l ∈ X are not ∗-homogeneous
(l = 1, . . . , p). Consider the substitution for f as follows
yl,m,(iljl) = d
(0)
liljl
, ((il, jl) ∈ Il); zl,m,(iljl) = d
(1)
liljl
, ((il, jl) ∈ Jl);
xl,(iljl,i′lj
′
l
) = e
(l)
(iljl,i
′
l
j′
l
), (1 ≤ il, jl ≤ kl); x˜q = εqrqεq+1;
x′l,(iljl,i′lj
′
l
) = (Eliljl , (−1)
klEli′
l
j′
l
) if Cl = (Mkl(F )×Mkl(F )
op, ∗¯) ( see (9)),
x′l,(iljl,i′lj
′
l
) = e
(l)
iljl
otherwise, (1 ≤ il, jl, i
′
l, j
′
l ≤ kl);
l = 1, . . . , p; q = 1, . . . , p− 1; m = 1, . . . , sˆ. (12)
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The elements from the simple component Cl cannot be substituted for the variables
of Wq, l 6= q, with a nonzero result. Therefore, the result of the substitution
(12) applied to f coincides with the result of the same substitution applied to the
polynomial
f ′ =
(
(
sˆ∏
m=1
AY1,mAZ1,m)W1
)
x˜1 · · · x˜p−1
(
(
sˆ∏
m=1
AYp,mAZp,m)Wp
)
.
For any m the set Yl,m contains at most one variable yl,m,(iljl) for the same pair
(il, jl) ∈ Il (correspondingly, the set Zm contains at most one variable zl,m,(iljl) for
the same pair (il, jl) ∈ Jl). Since we fix positions for (il, jl) in the direct (and in the
opposite if necessary) component of Cl uniquely by xl,(i′
l
j′
l
,i′′
l
j′′
l
) = e
(l)
(i′
l
j′
l
,i′′
l
j′′
l
)
then the
substitution (12) applied to the polynomial f (l) = (
∏sˆ
m=1AYl,mAZl,m)Wl gives the
result 2ξle
(l)
slsl , ξl ∈ N0. Hence the result of the substitution (12) to the polynomial
f gives the nonzero element (10) of A. Therefore, we obtain f /∈ Id∗(A).
Consider the exchange (1) of variables
⋃p
l=1
(
Xl ∪ X
′
l ∪ {x˜l}
)
by the sums of
corresponding symmetric and skew-symmetric variables. Then at least one multiho-
mogeneous component f˜ ∈ F 〈Y,Z〉 of f is also not a ∗-identity of A. Recall that f˜
is alternating in Y(m), and Z(m) (m = 1, . . . , sˆ). Thus f˜ is the required polynomial.
Notice that the condition of ∗PI-reducibility of A is used in the proof only to
find a non-zero element (10) in A. Thus in the case of a ∗-simple algebra A (p = 1)
this condition is not necessary. In this case we can take e
(1)
11 instead of (10), and
we also obtain β(A) = dims∗A. A finite dimensional ∗-simple algebra is semisimple,
nd(A) = 1, and cpar∗(A) = (dims∗A; 1; 0). Taking into account that ind∗(A) ≤
par∗(A) = (β(A); 1) (Lemma 6), and γ(A) > 0 we obtain ind∗(A) = par∗(A) for a
∗-simple algebra. By Lemma 6 the conditions dim J(A) = 0, and ind∗(A) = par∗(A)
imply also that A is ∗PI-reduced. ✷
Definition 10 Assume that a finite dimensional algebra with involution A satisfies
the claims of Lemma 4. An elementary substitution (a1, . . . , an) of ∗-homogeneous
elements of A (namely, ai ∈ D0 ∪D1 ∪U0 ∪U1 ⊆ A (5), (6)) is called incomplete if
there exists j ∈ {1, . . . , p} such that
{a1, . . . , an} ∩
(
Cj ⊕
p+1
l=1 (εjJεl + εlJεj)
)
= ∅.
Otherwise, the substitution (a1, . . . , an) is called complete.
Definition 11 An elementary substitution (a1, . . . , an) ∈ A
n is called thin if it con-
tains less than nd(A)− 1 radical elements (not necessarily distinct).
Definition 12 We say that a multilinear ∗-polynomial f(y1, . . . , yn1 , z1, . . . , zn2) ∈
F 〈Y,Z〉 is exact for a finite dimensional ∗-algebra A if f(a1, . . . , an) = 0 holds in A
for any thin or incomplete substitution (a1, . . . , an) ∈ A
n (n = n1 + n2).
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Lemma 13 If A is a ∗PI-reduced algebra then any multilinear polynomial of the
type (dims∗A; nd(A) − 1; 0) is exact for A.
Proof. It is clear that a ∗PI-reduced algebra is either not semisimple or ∗-simple.
For a ∗-simple finite dimensional algebra any multilinear ∗-polynomial can be as-
sumed exact. A multilinear polynomial of type (0, 0; nd(A)−1; 0) has the full degree
greater or equal to (nd(A)−1). Hence it is assumed to be exact for a nilpotent algebra
A.
Suppose that A is neither nilpotent nor semisimple, and f ∈ F 〈Y,Z〉 is a mul-
tilinear ∗-polynomial of the type (dims∗A; nd(A) − 1; 0). Under a thin substitution
at least one of s˜ = nd(A) − 1 collections of τj-alternating variables of f will be
completely replaced by semisimple elements. Since τj > dims∗A for any j = 1, . . . , s˜
then the result of the substitution will be zero.
By Lemma 4, it is clear that dimF C
+
l > 0 for any l = 1, . . . , p. Therefore, an
incomplete substitution cannot contain all semisimple symmetric elements from D0
(5). Taking into account the conditions τj > dims∗A, j = 1, . . . , s˜, we obtain that
at least two variables of every collection of τj-alternating variables of f must be
replaced by radical elements, otherwise the result of the substitution will be zero.
Thus, the result of an incomplete substitution to the polynomial f is zero. ✷
Lemma 14 Any nonzero ∗PI-reduced algebra A has an exact polynomial, that is
not a ∗-identity of A.
Proof. For a nilpotent algebra A the assertion follows from Lemma 13. Suppose
that A is a non-nilpotent algebra satisfying the claims of Lemma 4. Consider its
subalgebras Ai = (
∏
1≤j≤p
j 6=i
Cj) ⊕ J(A) for all i = 1, . . . , p. Take q = dimF J(A),
s = nd(A)−1. Then by Lemma 3 A˜ = A1×· · ·×Ap×Rq,s(A) is a finite dimensional
∗-algebra satisfying Id∗(A) ⊆ Id∗(A˜). Let {r1, . . . , rq} ⊆ U0∪U1 be a ∗-homogeneous
basis of J(A) of the form (6). Consider the map ϕ defined by ϕ(yj) = rj if rj is
symmetric, ϕ(zj) = rj if rj is skew-symmetric (for all i = 1, . . . , q), and ϕ(b) = b for
any b ∈ B. Then ϕ can be extended to a surjective ∗-homomorphism ϕ : B(Yq, Zq)→
A. It follows that any multilinear polynomial f ∈ Id∗(Rq,s(A)) is turned into zero
under any thin substitution. It is also clear that any incomplete substitution in a
multilinear ∗-polynomial f ∈ Id∗(×pi=1Ai) yields zero. Therefore, any multilinear
polynomial f ∈ Id∗(A˜) is exact for A. Remark that cpar∗(Ai) < cpar∗(A) (1 ≤ i ≤
p), and cpar∗(Rq,s(A)) < cpar∗(A). Since A is a ∗PI-reduced algebra then Id
∗(A) $
Id∗(A˜). Any multilinear polynomial f such that f ∈ Id∗(A˜), and f /∈ Id∗(A) satisfies
the assertion of the lemma. ✷
Lemma 15 Let A be a finite dimensional ∗-algebra, h an exact ∗-polynomial for A,
and a¯ ∈ An a complete substitution in h containing exactly s˜ = nd(A) − 1 radical
elements. Then for any µ ∈ N0 there exist a ∗-polynomial hµ ∈ ∗T [h], and an
elementary substitution u¯ from the algebra A into hµ such that:
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1. hµ(Z1, . . . ,Zs˜+µ,X ) is τj-alternating in any set Zj with τj > β = dims∗A for
all j = 1, . . . , s˜, and is β-alternating in any Zj for j = s˜+1, . . . , s˜+µ (all the
sets Zj , X ⊆ (Y ∪ Z) are disjoint),
2. hµ(u¯) = αh(a¯) for some α ∈ F, α 6= 0,
3. all variables from X are replaced by semisimple elements.
Proof. If h(a¯) = 0 then the assertion of lemma is trivial. It is sufficient to take
any consequence hµ(Z1, . . . ,Zs˜+µ) ∈ ∗T [h] that is alternating in Zj as required (we
assume here that X = ∅), and replace the variables of the alternating set Zj by equal
elements. Particularly, from conditions nd(A) = 1, p ≥ 2 it follows that h(a¯) = 0.
Assume that h(a¯) 6= 0. Let us consider the case nd(A) > 1, p ≥ 2 in de-
composition (2) of the algebra A. We can suppose for simplicity that the sub-
stitution a¯ has the form a¯ = (r1,(l′1,l′′1 ), . . . , rs˜,(l′s˜,l′′s˜ ), b1, . . . , bn−s˜), where 1 ≤
l′s, l
′′
s ≤ p + 1, {1, . . . , p} ⊆ {l
′
s, l
′′
s |1 ≤ s ≤ q} for some q ≤ s˜, l
′
s 6= l
′′
s for any
s = 1, . . . , q. Here we have elements b1, . . . , bn−s˜ ∈ D0 ∪ D1 (5), and rs,(l′s,l′′s ) ∈
U0 ∪ U1 (6), where rs,(l′s,l′′s ) = (εl′srsεl′′s + εl′′s r
∗
sεl′s)/2 if rs,(l′s,l′′s ) is a symmetric
element of A, or rs,(l′s,l′′s ) = (εl′srsεl′′s − εl′′s r
∗
sεl′s)/2 if rs,(l′s,l′′s ) is skew-symmetric
(s = 1, . . . , s˜). Particularly, without lost of generality we can consider the substitu-
tion a¯ = (r1,(1,2), r2,(3,l′′2 ), . . . , rq,(l′q ,p), . . . , b1, . . . , bn−s˜).
Let us take for any l = 1, . . . , p the monomials wl,m(Yl,m, Zl,m,Xl) specified
in Lemma 12, where m = 1, . . . , s˜ + µ. Construct the ∗-polynomial f˜l(Yl, Zl, X˜l) =∑kl
sl=1
(
xl,(sltl,t′lsl) ·
(∏s˜+µ
m=1(xl,(tl1,1t′l) ·wl,m)
)
·x′l,(tlsl,slt′l)
)
, where tl, t
′
l connect the words
wl,m and wl,m+1 like in Lemma 12, and Yl =
⋃s˜+µ
m=1 Yl,m, Zl =
⋃s˜+µ
m=1 Zl,m. Make the
replacement xl,(iljl,i′lj
′
l
) = (δ1 y˜l,(iljl)+δ2 z˜l,(iljl)+δ3 y˜l,(i′lj
′
l
)+δ4 z˜l,(i′
l
j′
l
))/2, x
′
l,(iljl,i
′
l
j′
l
) =
(δ5 y˜
′
l,(iljl)
+δ6 z˜
′
l,(iljl)
+δ7 y˜
′
l,(i′
l
j′
l
)+δ8 z˜
′
l,(i′
l
j′
l
))/2 of the variables xl,(iljl,i′lj
′
l
), x
′
l,(iljl,i
′
l
j′
l
) ∈
X˜l by the combination of corresponding symmetric and skew-symmetric variables
Y˜l = {y˜l,(iljl), y˜
′
l,(iljl)
|1 ≤ il, jl ≤ kl}, Z˜l = {z˜l,(iljl), z˜
′
l,(iljl)
|1 ≤ il, jl ≤ kl} pairwise
different and disjoint with Yl ∪ Zl, δc ∈ {0, 1,−1} (c = 1, . . . , 8). Let us denote by
fl(Yl, Zl, Y˜l, Z˜l) = (f˜l + f˜
∗
l )/2 ∈ F 〈Y,Z〉 the symmetric part of the ∗-polynomial f˜l
after this replacement. Consider the polynomials
h′(Z1, . . . ,Zs˜+µ,X ) = h
(
f1 ◦ f2 ◦ ζ1, f3 ◦ ζ2, . . . , fp ◦ ζq, ζq+1, . . . , ζs˜, x˜1, . . . , x˜n−s˜
)
;
and hµ(Z1, . . . ,Zs˜+µ,X ) =
( s˜+µ∏
m=1
(A
Z
(0)
m
· A
Z
(1)
m
)
)
h′(Z1, . . . ,Zs˜+µ,X ).
Here Zm =
⋃p
l=1(Yl,m ∪ Zl,m) ∪ {ζm} if m = 1, . . . , s˜, and Zm =
⋃p
l=1(Yl,m ∪ Zl,m)
for m = s˜+1, . . . , s˜+µ, X =
⋃p
l=1(Y˜l ∪ Z˜l)∪{x˜1, . . . , x˜n−s˜}. Here the variable ζs is
symmetric if the element rs,(l′s,l′′s ) of the substitution a¯ is symmetric, and ζs is skew-
symmetric when rs,(l′s,l′′s ) is skew-symmetric. Similarly, a variable x˜i is symmetric or
skew-symmetric according to the respective element bi of the substitution a¯. Notice
that Z
(0)
m is a subset of all symmetric variables of Zm, and Z
(1)
m is a subset of all
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skew-symmetric variables of Zm. Particularly, Z
(0)
m =
⋃p
l=1 Yl,m, Z
(1)
m =
⋃p
l=1 Zl,m
for any m = s˜ + 1, . . . , s˜ + µ. Since any polynomial fl is a symmetric element of
the free algebra with involution then fl ◦ ζs is also symmetric (skew-symmetric) as
soon as ζs is symmetric (skew-symmetric). Thus, the polynomial hµ ∈ ∗T [h] is well
defined.
It is clear that the polynomial hµ is τj-alternating in Zj with τj > β = dims∗A
for all j = 1, . . . , s˜, and is β-alternating in Zj for j = s˜+ 1, . . . , s˜+ µ.
Consider the next substitution of the polynomial hµ
yl,m,(iljl) = d
(0)
liljl
, ((il, jl) ∈ Il); zl,m,(iljl) = d
(1)
liljl
, ((il, jl) ∈ Jl);
ζs = as = rs,(l′s,l′′s ); x˜n′ = an′+s˜ = bn′ ; (13)
l = 1, . . . , p; m = 1, . . . , s˜+ µ; 1 ≤ s ≤ s˜; 1 ≤ n′ ≤ n− s˜.
The elementary substitution of the variables of the sets Y˜l, Z˜l, and the coefficients
δc ∈ {0, 1,−1} are chosen to guarantee xl,(iljl,i′lj
′
l
) = e
(l)
(iljl,i
′
l
j′
l
)
(1 ≤ il, jl, i
′
l, j
′
l ≤ kl,
1 ≤ l ≤ p); and x′l,(iljl,i′lj′l)
= e
(l)
iljl
(1 ≤ il, jl, i
′
l, j
′
l ≤ kl) if Cl = (Mkl(F ), ∗) with
∗ ∈ {t, s} (7), (8), or x′l,(iljl,i′lj′l)
= (Eliljl , (−1)
klEli′
l
j′
l
) if Cl = (Mkl(F )×Mkl(F )
op, ∗¯)
(9).
Due to the substitution of the variables of Y˜l ∪ Z˜l, the polynomial fl can contain
only elements of the simple component Cl or elements rs,(l′s,l′′s ) with l
′
s = l
′′
s = l,
otherwise, we get zero. The second case will give us a thin substitution to the
polynomial h, thus, such summands are also zero. Therefore, the substitution (13)
to the polynomial hµ will give the same result as this substitution to the polynomial
h
(
f ′1 ◦ f
′
2 ◦ ζ1, f
′
3 ◦ ζ2, . . . , f
′
p ◦ ζq, ζq+1, . . . , ζs˜, x˜1, . . . , x˜n−s˜
)
,
where f ′l = (
∏s˜+µ
m=1AYl,mAZl,m)fl. Similarly to arguments of Lemma 12, we can see
that the result of our substitution to the polynomial f˜ ′l = (
∏s˜+µ
m=1AYl,mAZl,m)f˜l is
equal to 2ξlεl. Since εl is symmetric, and f
′
l is the symmetric part of f˜
′
l then for
f ′l our substitution also yields 2
ξlεl, and for the polynomial hµ it gives the result
αh(ε1 ◦ ε2 ◦ r1,(1,2), ε3 ◦ r2,(3,l′′2 ), . . . , εp ◦ rq,(l′q,p), . . . , b1, . . . , bn−s˜) = αh(a1, . . . , an)
for α = 2ξ, ξ =
∑p
l=1 ξl. Therefore, hµ is the desired polynomial. The substitution
u¯ is given by (13).
The case p = 1 is analogous to and simpler than the previous one. If in the case
p = 1 we have (ε1/2) ◦ h(a1, . . . , an) = h(a1, . . . , an) then we need to consider the
substitution (13) to the polynomial
hµ =
( s˜+µ∏
m=1
(A
Z
(0)
m
· A
Z
(1)
m
)
)
f1 ◦ h
(
ζ1, . . . , ζs˜, x˜1, . . . , x˜n−s˜
)
.
Otherwise the substitution a¯ contains an element rs,(1,2), and the construction is
similar to the previous case. In case p = 0 the algebra A is nilpotent, and we can
assume that hµ = h, and u¯ = a¯. ✷
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Lemma 16 Let A be a ∗PI-reduced algebra then ind∗(A) = par∗(A). If f is an
exact polynomial for A, and f /∈ Id∗(A) then ∗T [f ] ∩ Sµ(A) 6= ∅ for any µ ∈ N0.
Proof. By Lemma 14, A has an exact polynomial f˜ which is not a ∗-identity
of A. Next, f˜ can be nonzero only for a complete substitution containing exactly
(nd(A)−1) radical elements. Lemma 15 implies that f˜ has a nontrivial consequence
g˜ /∈ Id∗(A) of type (dims∗A; nd(A) − 1;µ) for any µ ∈ N0. Since by Lemma 12 we
have β(A) = dims∗A then Definition 5 implies that γ(A) > nd(A) − 1. Taking into
account ind∗(A) ≤ par∗(A) we obtain γ(A) = nd(A).
Moreover, by Lemma 15 any exact for A polynomial f that is not a ∗-identity of
A for any µ ∈ N0 has a nontrivial consequence gµ ∈ ∗T [f ], where gµ is µ-boundary
polynomial for A. ✷
Lemma 16 together with Lemma 13 immediately implies
Lemma 17 Any multilinear µ-boundary polynomial for a ∗PI-reduced algebra A is
exact for A.
Lemma 18 Given a ∗PI-reduced algebra A, and a nonnegative integer µ, let SA,µ be
any set of ∗-polynomials of type (β(A); γ(A)−1;µ). Then any multilinear ∗-polynomial
f ∈ ∗T [SA,µ] + Id
∗(A) is exact for A.
Lemma 19 Let Γ be a proper ∗T-ideal, and A a ∗PI-reduced algebra such that
ind∗(Γ) = ind∗(A). Suppose that a ∗-polynomial f satisfies the conditions f /∈ Id
∗(A),
and f ∈ Kµˆ(Γ) + Id
∗(A) for some µˆ ∈ N0. Then for any µ ∈ N0 we have that
∗T [f ] ∩ Sµ(A) 6= ∅.
Proof. The full linearization f˜ ∈ F 〈Y,Z〉 of a some multihomogeneous component
of f also satisfies f˜ ∈ Kµˆ(Γ) + Id
∗(A), f˜ /∈ Id∗(A). Then by Lemma 18, f˜ is exact
for A. Now by Lemma 16 we obtain that ∅ 6= ∗T [f˜ ]∩Sµ(A) ⊆ ∗T [f ]∩Sµ(A) for any
µ ∈ N0. ✷
4 Representable algebras.
Let R be a commutative associative F -algebra with unit. Suppose that an F -algebra
A with involution has a structure of R-algebra, and the involution of A is R-linear,
i.e. ra = ar, (ra)∗ = ra∗ for all r ∈ R, a ∈ A. Particularly, this happens if R = F
or if R ⊆ Z(A) ∩A+, where Z(A) is the center of A, and A+ is its symmetric part.
Definition 13 Any R-multilinear mapping f : An → R is called n-linear form on
an R-algebra A with involution.
We construct an analogue of the free algebra with forms for algebras with involution
(see also [9], [13], [16]).
Let us fix a bilinear form f2, and a linear form f1. Denote by S the free associative
commutative algebra with unit generated by all symbols f2(u1, u2), f1(u3), where
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u1, u2, u3 ∈ F 〈X
∗〉 are nonempty associative noncommutative ∗-monomials inX∗ (or
u1, u2, u3 ∈ F 〈Y,Z〉). We say that FS〈X
∗〉 = F 〈X∗〉⊗F S (FS〈Y,Z〉 = F 〈Y,Z〉⊗F
S) is the free ∗-algebra with forms (the free algebra with forms and involution). We
assume that (f ⊗ s1)s2 = s2(f ⊗ s1) = f ⊗ (s1s2) for all f ∈ F 〈X
∗〉, s1, s2 ∈ S. The
involution on FS〈X∗〉 is induced from F 〈X∗〉 by (f ⊗ s1)
∗ = f∗ ⊗ s1. The elements
of FS〈X∗〉 are called ∗-polynomials with forms. The elements of S are called pure
form ∗-polynomials.
Next, F 〈X∗〉 ⊗F 1 will be identified with F 〈X
∗〉. The symbol ⊗ will be usu-
ally omitted for ∗-polynomials with forms. The degrees (homogeneity, multilin-
earity, alternating etc., respectively) of ∗-polynomials with forms or pure form
∗-polynomials are defined similarly to the case of ordinary ∗-polynomials assum-
ing that degx f2(u1, u2) = degx u1 + degx u2, degx f1(u1) = degx u1 for any x ∈ X
(x ∈ Y ∪ Z).
The S-bilinear form f2 : FS〈X
∗〉2 → S is defined on the S-algebra FS〈X∗〉
by f2(
∑
i uisi,
∑
j u
′
js
′
j) =
∑
i,j f2(ui, u
′
j)sis
′
j , where ui, u
′
j ∈ F 〈X
∗〉 are monomials
in X∗, si, s
′
j ∈ S. The S-linear form f1 : FS〈X
∗〉 → S is defined on FS〈X∗〉 by
f1(
∑
i uisi) =
∑
i f1(ui)si, where ui ∈ F 〈X
∗〉 are monomials in X∗, si ∈ S.
Let A be an R-algebra with involution and forms, f(x1, . . . , xn) ∈ FS〈X
∗〉 a
∗-polynomial with forms. Then A satisfies the ∗-identity with forms f = 0 if
f(a1, . . . , an) = 0 for any a1, . . . , an ∈ A. The ideal of ∗-identities with forms
SId∗(A) = {f ∈ FS〈X∗〉| A satisfies f = 0} is an S-ideal of FS〈X∗〉 invari-
ant with respect to involution and closed under all ∗-endomorphisms of the al-
gebra FS〈X∗〉 which preserve the forms. Observe that SId∗(A) has the prop-
erty that g1 · f2(f, g2), g1 · f2(g2, f), g1 · f1(f) ∈ SId
∗(A) for any g1, g2 ∈ FS〈X
∗〉,
f ∈ SId∗(A). Ideals of FS〈X∗〉 with all mentioned properties are called ∗TS-ideals.
Given a ∗TS-ideal Γ˜, and given polynomials with forms f, g ∈ FS〈X∗〉 the notation
f = g (mod Γ˜) means that f − g ∈ Γ˜. Denote by ∗TS[V] the ∗TS-ideal generated
by a set V ⊆ FS〈X∗〉.
Let Γ˜ ✂ FS〈X∗〉 be a ∗TS-ideal of FS〈X∗〉. Denote by I = SpanF {f2(f, u)v,
f2(u, f)v, f1(f)v|f ∈ Γ˜, u ∈ F 〈X
∗〉, v ∈ S} ✂ S the ideal of S generated by all
elements of the forms f2(f, u), f2(u, f), f1(f), f ∈ Γ˜, u ∈ F 〈X
∗〉. Let S¯ = S/I be
the quotient algebra. The quotient algebra with involution FS〈X∗〉 = FS〈X∗〉/Γ˜
(FS〈Y,Z〉 = FS〈Y,Z〉/Γ˜ ) has the structure of a S¯-algebra. The S¯-bilinear function
f2 : (FS〈X
∗〉/Γ˜)2 → S¯ is naturally defined by f2(a1 + Γ˜, a2 + Γ˜) = f2(a1, a2) + I,
and the S¯-linear function f1 : (FS〈X
∗〉/Γ˜)→ S¯ is defined by f1(a1+Γ˜) = f1(a1)+ I,
a1, a2 ∈ FS〈X
∗〉.
The ideal of ∗-identities with forms of FS〈X∗〉 coincides with Γ˜. Moreover,
FS〈X∗〉/Γ˜ is the relatively free ∗-algebra with forms for the ∗TS-ideal Γ˜.
We also can consider the free associative ∗-algebra with forms FS〈X∗ν 〉 and the
relatively free ∗-algebra with forms FS〈X∗ν 〉/(Γ˜ ∩ FS〈X
∗
ν 〉) of a finite rank ν ∈ N.
Let us take a finite dimensional F -algebra with involution A = B ⊕ J with the
Jacobson radical J = J(A), and the semisimple part B. Consider for any element
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b ∈ B the linear operator Tb : B → B on the ∗-subalgebra B defined by
Tb(c) = b ◦ c, c ∈ B. (14)
It is clear that Tα1b1+α2b2 = α1Tb1 +α2Tb2 for all αi ∈ F, bi ∈ B. If b is a symmetric
element with respect to involution then the subspaces B+, B− are stable under Tb.
If b is skew-symmetric then Tb(B
+) ⊆ B−, and Tb(B
−) ⊆ B+. Particularly, the
trace of the operator Tb is zero for any skew-symmetric element b ∈ B
−.
Then the bilinear form f2 : A
2 → F, and the linear form f1 : A→ F are naturally
defined on A by the rules
f2(a1, a2) = f2(b1, b2) = Tr(Tb1 · Tb2),
f1(a1) = f1(b1) = Tr(Tb1), ai = bi + ri ∈ A, bi ∈ B, r ∈ J, (15)
where T1 · T2 is the product of linear operators, and Tr is the usual trace. It is
clear that f2 is symmetric form satisfying f2(r, a) = 0 for any r ∈ J, a ∈ A, and
f2(a1, a2) = 0 for any a1 ∈ A
−, a2 ∈ A
+. The linear form f1 also satisfies f1(r) = 0
for any r ∈ J, f1(a) = 0 for any a ∈ A
−. Particularly, the next lemma holds.
Lemma 20 A finite dimensional ∗-algebra A with the forms (15) over a field F
satisfies ∗-identities with forms
f2(y˜, z˜) · f = 0, f2(z˜, y˜) · f = 0, f1(z˜) · f = 0,
where f ∈ FS〈Y,Z〉 is any form ∗-polynomial, y˜ ∈ Y, z˜ ∈ Z.
Lemma 21 Given a finite dimensional ∗-algebra A with the forms (15) over a field
F, and a ∗-polynomial f ∈ F 〈Y,Z〉 of type (dims∗A,nd(A) − 1, 1) suppose that
{y1, . . . , yt1} ⊆ Y is the symmetric part, and {z1, . . . , zt2} ⊆ Z the skew-symmetric
part of the set in which f is (dims∗A)-alternating (t1 = dimB
+, t2 = dimB
−).
Then A satisfies the ∗-identities with forms
f2(y˜1, y˜2)f =
∑t1
i=1 f |yi:=y˜1◦(y˜2◦yi) +
∑t2
i=1 f |zi:=y˜1◦(y˜2◦zi), y˜1, y˜2 ∈ Y,
f2(z˜1, z˜2)f =
∑t1
i=1 f |yi:=z˜1◦(z˜2◦yi) +
∑t2
i=1 f |zi:=z˜1◦(z˜2◦zi), z˜1, z˜2 ∈ Z,
f1(y˜1)f =
∑t1
i=1 f |yi:=y˜1◦yi +
∑t2
i=1 f |zi:=y˜1◦zi , y˜ ∈ Y.
Proof. The ∗-polynomials with forms g1 = f2(y˜1, y˜2)f −
∑t1
i=1 f |yi:=y˜1◦(y˜2◦yi) −∑t2
i=1 f |zi:=y˜1◦(y˜2◦zi), g2 = f2(z˜1, z˜2)f −
∑t1
i=1 f |yi:=z˜1◦(z˜2◦yi) −
∑t2
i=1 f |zi:=z˜1◦(z˜2◦zi),
g3 = f1(y˜1)f −
∑t1
i=1 f |yi:=y˜1◦yi −
∑t2
i=1 f |zi:=y˜1◦zi are τj-alternating in Zj ⊆ Y ∪ Z
with τj > dims∗A for any j = 1, . . . ,nd(A)−1. It is enough to consider an elementary
replacement of the variables
⋃nd(A)−1
j=1 Zj ∪ {y˜1, y˜2, z˜1, z˜2} ∪ {y1, . . . , yt1 , z1, . . . , zt2}
of g1, g2, g3. It is clear that at least one variable of any set Zj should be replaced
by a radical element, otherwise the result is zero. Hence, the variables y1, . . . , yt1 ,
z1, . . . , zt2 , and y˜1, y˜2 (or z˜1, z˜2) must be replaced by semisimple elements only, and
the sets {y1, . . . , yt1}, {z1, . . . , zt2} must be replaced by pairwise distinct elements of
the basis D0, and D1 (5) respectively, otherwise gi also yields zero.
Suppose that a polynomial f˜(x1, . . . , xt˜, . . . ) is alternating in a ∗-homogeneous
set of variables x1, . . . , xt˜ ⊂ Y (or from Z), and B˜ ⊆ A is a ∗-homogeneous sub-
space of A of symmetric (or skew-symmetric) elements with dim B˜ = t˜. It can
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be directly checked (see also [5], Theorem J) that for an arbitrary linear operator
T : B˜ → B˜, and for all pairwise distinct basic elements b1, . . . , bt˜ of B˜ the equality
Tr(T)f(b1, . . . , bt˜, . . . ) = f(T(b1), . . . , bt˜, . . . ) + · · ·+ f(b1, . . . ,T(bt˜), . . . ) holds in A,
the replacement of other variables being arbitrary.
The subspaces B+, and B− are closed under the actions of Tb˜1 for any b˜1 ∈
B+, and Tb˜1Tb˜2 for any b˜1, b˜2 ∈ B
+ (or b˜1, b˜2 ∈ B
−). Particularly, Tr(Tb˜1) =
Tr((Tb˜1)
+) + Tr((Tb˜1)
−), and Tr(Tb˜1Tb˜2) = Tr((Tb˜1Tb˜2)
+) + Tr((Tb˜1Tb˜2)
−), where
(T)δ is the restriction of the operator T on Bδ, δ ∈ {+,−}. The application of the
remark above to the linear operators (Tb˜1)
+, (Tb˜1)
−, (Tb˜1Tb˜2)
+, and (Tb˜1Tb˜2)
−
completes the proof. ✷
Lemma 22 Let f(x˜1, . . . , x˜k) ∈ F 〈Y,Z〉 be a ∗-polynomial of a type (β; γ−1; 1)
(for some β ∈ N20, γ ∈ N), and s(ζ1, . . . , ζd) ∈ S ({ζ1, . . . , ζd} ⊆ Y ∪ Z) be a
pure form ∗-polynomial. Then there exists a ∗-polynomial gs(x˜1, . . . , x˜k, ζ1, . . . , ζd) ∈
∗T [f ] such that any finite dimensional ∗-algebra A with forms (15) having parameter
par∗(A) = (β; γ) satisfies the ∗-identity with forms
s(ζ1, . . . , ζd) · f(x˜1, . . . , x˜k)− gs(x˜1, . . . , x˜k, ζ1, . . . , ζd) = 0.
Proof. Assume that f is (dims∗A)-alternating in {x˜1, . . . , x˜t}, t = t1 + t2. Let
us take for any i = 1, . . . , t1 a right normed jordan monomial wi of the algebra
(F 〈Y,Z〉+,+, ◦) of type wi = ζ
′
i1◦(ζ
′
i2◦(. . . (ζ
′
imi−1
◦ζ ′imi))) having even total degree in
variables from Z, ζ ′ij ∈ Y ∪Z, mi ∈ N. Consider also for indices i = t1+1, . . . , t1+t2
arbitrary right normed jordan monomials wi ∈ F 〈Y,Z〉
− in Y ∪Z of odd total degree
in Z. Then from Lemma 21 it follows that the algebra A satisfies form ∗-identities
f2(ζ˜1, ζ˜2)f(w1, . . . , wt, X˜)− (f(ζ˜1 ◦ (ζ˜2 ◦ w1), . . . , wt, X˜) +
· · · + f(w1, . . . , ζ˜1 ◦ (ζ˜2 ◦ wt), X˜)) = 0,
f1(y˜)f(w1, . . . , wt, X˜)− (f(y˜ ◦ w1, . . . , wt, X˜) + · · ·+ f(w1, . . . , y˜ ◦ wt, X˜)) = 0,
where ζ˜1, ζ˜2 ∈ Y or ζ˜1, ζ˜2 ∈ Z, and y˜ ∈ Y.
By induction on the total number n = n1 + n2 of forms fi we obtain the
next equality f2(ζ˜1, ζ˜2) · · · f2(ζ˜2n2−1, ζ˜2n2)f1(ζ˜2n2+1) · · · f1(ζ˜2n2+n1)f(w1, . . . , wt, X˜) =∑n˜
l=1 f(w˜l1, . . . , w˜lt, X˜) (mod SId
∗(A)), where wi, w˜li are right normed jordan sym-
metric or skew-symmetric monomials, and ζ˜j ∈ Y ∪Z are the corresponding symmet-
ric or skew-symmetric variables. Hence, the equality f2(u1, u2) · · · f2(u2n2−1, u2n2)×
f1(u2n2+1) · · · f1(u2n2+n1)f(x˜1, . . . , x˜k) = g(u)(x˜1, . . . , x˜k, ζ1, . . . , ζd) (mod SId
∗(A))
holds for all ∗-homogeneous elements u2i−1, u2i ∈ F 〈Y,Z〉
δ, δ ∈ {+,−} (i =
1, . . . , n2), ui ∈ F 〈Y,Z〉
+ (i = 2n2 + 1, . . . , 2n2 + n1), where g(u) ∈ ∗T [f ] is some
∗-polynomial without forms. Observe that the structure of g(u) depends only on the
polynomials ui, and ζ1, . . . , ζd are the variables of the polynomial u1 · · · u2n2+n1 .
Any pure form polynomial with involution s ∈ S can be written in the form
s(ζ1, . . . , ζd) =
∑
(j) α(j) f2(uj1 , uj2) · · · f2(uj2n2−1 , uj2n2 )f1(uj2n2+1) · · · f1(uj2n2+n1 ),
where ujl are ∗-homogeneous elements of F 〈Y,Z〉 (symmetric or skew-symmetric),
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and α(j) ∈ F. Taking into account Lemma 20 and arguments above we obtain that A
satisfies the form ∗-identity s(ζ1, . . . , ζd)·f(x˜1, . . . , x˜k)−gs(x˜1, . . . , x˜k, ζ1, . . . , ζd) = 0,
where gs ∈ ∗T [f ] is a ∗-polynomial which does not depend on A. ✷
Let A be a finite dimensional ∗-algebra over a field F satisfying the claims of
Lemma 4. Assume that B is its semisimple part, and J is the Jacobson radical.
Then denote dimB+ = t1, dimB
− = t2, dim J
+ = q1, dim J
− = q2. We take the set
Λν = {λθij |θ = 1, 2; 1 ≤ i ≤ ν; 1 ≤ j ≤ tθ + qθ} for any positive integer ν. Consider
the free commutative associative algebra with unit F [Λν ]
# generated by Λν , and
the associative algebra Pν(A) = F [Λν ]
#⊗F A. The algebra Pν(A) has the structure
of a F [Λν ]
#-module defined by a · f = f · a = f · (
∑
i fi ⊗ ai) =
∑
i(ffi)⊗ ai, for
any f, fi ∈ F [Λν ]
#, ai ∈ A, a =
∑
i fi ⊗ ai ∈ Pν(A). The involution on Pν(A) is
naturally induced from A by (f ⊗ a)∗ = f ⊗ a∗, f ∈ F [Λν ]
#, a ∈ A.
We define the F [Λν ]
#-bilinear map f2 : Pν(A)
2 → F [Λν ]
#, and the F [Λν ]
#-linear
map f1 : Pν(A)→ F [Λν ]
#
f2(a, a
′) = f2(
∑
i
fi ⊗ ai,
∑
j
f ′j ⊗ a
′
j) =
∑
i,j
fif
′
j f2(ai, a
′
j),
f1(a) = f1(
∑
i
fi ⊗ ai) =
∑
i
fi f1(ai). (16)
They are well defined bilinear and linear forms on Pν(A), respectively. Here ai, a
′
j ∈
A, fi, f
′
j ∈ F [Λν ]
#, and f2(ai, a
′
j), f1(ai) are the forms (15) defined on A.
We call by a Cayley-Hamilton type ∗-polynomial a degree homogeneous ∗-poly-
nomial with forms of the following type
xn +
∑
i0+i1+···+jk2=n,
0<i0<n, 1≤k2+k1
α(i),(j) x
i0f2(x
i1 , xj1) · · · f2(x
ik2 , xjk2 )f1(x
ik2+1) · · · f1(x
ik2+k1 ),
where α(i),(j) ∈ F. Note that here il, jl > 0 (l ≥ 0).
For example, it is well known ([12], [13]) that the full matrix algebra Mn(F )
satisfies the Cayley-Hamilton identity with trace Xn(x) = 0, which is defined recur-
rently by the formulas X1(x) = x−Tr(x), Xn(x) = Xn−1(x) ·x−
1
n ·Tr(Xn−1(x) ·x),
where Tr is the usual trace of matrix. Hence, Mn(F ) with any involution and with
forms f2(a, b) = Tr(a ·b), f1(a) = Tr(a) (a, b ∈Mn(F )) satisfies the Cayley-Hamilton
type ∗-identity with forms X˜n(x) ·x = 0, where X˜n(x) is the ∗-polynomial with forms
obtained from Xn(x) by exchange Tr(x
s) = f1(x
s), s ≥ 1.
Lemma 23 Pν(A) satisfies a Cayley-Hamilton type ∗-identity K
nd(A)
3t+1 (x) = 0 for
some Cayley-Hamilton type ∗-polynomial K3t+1(x) of degree 3t+ 1, t = t1 + t2.
Proof. Let us consider the semisimple part B of A with operation ◦. Then B is a
finite dimensional Jordan algebra, dimB = t = t1 + t2. It is well known that this
Jordan algebra satisfies the next relation
Tbn =
∑
0≤k≤n/2
αk T
k
b2 · T
n−2k
b , b ∈ B, n ∈ N, (17)
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where the operators were defined by (14), numbers αk ∈ Q are fixed, that do not
depend on b. It is clear that both of the operators Tb2 , and Tb satisfy the Cayley-
Hamilton identity with trace of degree t. If n = 3t then either k ≥ t or n − 2k ≥ t.
Therefore, either Tkb2 or T
n−2k
b is expressed via the powers of lesser degrees and their
traces. Thus, by applying the operator Tb3t to the element b, we obtain
b3t+1 =
∑
m+2(i1+···+ik′)+
j1+···+jk′′
=3t+1,
1≤m<3t+1, 1≤k′+k′′
α′m,(i),(j) b
m Tr(Ti1
b2
) · · ·Tr(T
ik′
b2
)Tr(Tj1b ) · · ·Tr(T
jk′′
b ) (18)
for any b ∈ B, where the coefficients α′m,(i),(j) ∈ Q do not depend on b. It can be
directly checked also that for any s ≥ 1 we have
Tr(Tsc) = α
′′
s,0 f1(c
s) +
∑
1≤l≤s/2
α′′s,l f2(c
l, cs−l)
for some rational coefficients α′′s,l ∈ Q, that do not depend on c, and for any c ∈ B.
Particularly, this is true for c = b, and c = b2, b ∈ B. Thus, it follows from (18)
that the associative ∗-algebra B with forms (15) satisfies the Cayley-Hamilton type
∗-identity with forms K3t+1(x) = 0 of degree 3t+ 1.
Since A = B ⊕ J, J is nilpotent of class nd(A), and the forms f2, f1 can be
non-zero only on semisimple elements, we conclude that A satisfies K
nd(A)
3t+1 (x) =
0. Next, F [Λν ]
# is commutative non-nilpotent algebra, the involution of Pν(A) is
F [Λν ]
#-linear, and the forms (16) are F [Λν ]
#-multilinear. Therefore it is clear that
Pν(A) = F [Λν ]
# ⊗F A also satisfies K
nd(A)
3t+1 (x) = 0. ✷
Let {bˆ11, . . . , bˆ1t1} be a basis of the symmetric part B
+ of the semisimple part B
of A, dimB+ = t1, and {bˆ21, . . . , bˆ2t2} a basis of the skew-symmetric part B
− of B,
dimB− = t2, t = t1 + t2. Also let {rˆ11, . . . , rˆ1q1} be a basis of the symmetric part
J+ of the Jacobson radical J = J(A), dim J+ = q1, and {rˆ21, . . . , rˆ2q2} a basis of
the skew-symmetric part J− of J(A), correspondingly, dim J− = q2. Recall that all
these bases can be chosen belonging to the set D0 ∪D1 ∪ U0 ∪ U1 ((5), (6), Lemma
4). Take the elements
yθi =
tθ∑
j=1
λθij ⊗ bˆθj +
qθ∑
j=1
λθij+tθ ⊗ rˆθj ∈ Pν(A), θ = 1, 2, 1 ≤ i ≤ ν. (19)
All yθi are ∗-homogeneous (symmetric for θ = 1, and skew-symmetric for θ = 2).
Consider for any positive integer ν the F -subalgebra Fν(A) = 〈yθi|θ = 1, 2; 1 ≤
i ≤ ν〉 of Pν(A) generated by Y
∗
ν = {yθi|θ = 1, 2; 1 ≤ i ≤ ν}. Then Fν(A) is
∗-invariant. Any map ϕ of the generators to arbitrary ∗-homogeneous elements
a˜θi ∈ A (a˜1i ∈ A
+, a˜2i ∈ A
−, α˜θij ∈ F )
ϕ : yθi 7→ a˜θi =
tθ∑
j=1
α˜θij bˆθj +
qθ∑
j=1
α˜θij+tθ rˆθj (θ = 1, 2; i = 1, . . . , ν) (20)
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can be extended to the ∗-homomorphism of F -algebras ϕ : Fν(A)→ A, also inducing
the ∗-homomorphism ϕ˜ : Pν(A)→ A defined by the following equalities
ϕ˜((λθ1i1j1 · · · λθkikjk)⊗ a) = (α˜θ1i1j1 · · · α˜θkikjk) · a ∀a ∈ A. (21)
Observe that the ∗-homomorphism ϕ˜ preserves the forms defined by (16) on Pν(A)
and by (15) on A.
The elements of Fν(A) are called quasi-polynomials in the variables Y
∗
ν . Products
of the generators yθi ∈ Y
∗
ν of the algebra Fν(A) are called quasi-monomials. We
have also that Id∗(Fν(A)) ⊇ Id
∗(Pν(A)) = Id
∗(A) for any ν ∈ N.
Recall that Fν(A) is a finitely generated PI-algebra. By Shirshov’s height the-
orem [14] Fν(A) has a finite height and a finite Shirshov’s basis. More precisely,
there exist an integer H, and elements w1, . . . , wd ∈ Fν(A) such that any ele-
ment u ∈ Fν(A) has the form u =
∑
(i)=(i1,...,ik)
α(i) w
c1
i1
. . . wckik , where k ≤ H,
{i1, . . . , ik} ⊆ {1, . . . , d}, cj ∈ N, α(i) ∈ F.
Consider the polynomials sˆi,(l1,l2) = f2(w
l1
i , w
l2
i ) ∈ F [Λν ]
# (i = 1, . . . , d, l1, l2 =
1, . . . , 3t), and sˆi,l = f1(w
l
i) ∈ F [Λν ]
# (i = 1, . . . , d, l = 1, . . . , 3t). Then F̂ =
F [sˆi,(l1,l2), sˆil1 | 1 ≤ i ≤ d; 1 ≤ l1, l2 ≤ 3t ]
# is the associative commutative
F -subalgebra of F [Λν ]
# with unit generated by {sˆi,(l1,l2), sˆil}, and by the unit of
F [Λν ]
#.
Take the ∗-invariant F̂ -subalgebra Tν(A) = F̂Fν(A) of Pν(A). Then Fν(A) is
a ∗-subalgebra of Tν(A). An arbitrary map of type (20) can be uniquely extended
to a ∗-homomorphism from Tν(A) to A preserving the forms (it is the restriction
of ϕ˜ defined by (21) onto Tν(A)). It follows from Lemma 23 that all elements wi
are algebraic of degree nd(A)(3t + 1) over F̂ . Therefore, by the Shirshov’s height
theorem, Tν(A) is a finitely generated F̂ -module, where F̂ is Noetherian. By theorem
of Beidar [4] the algebra Tν(A) is representable.
Let V ⊆ F 〈Y,Z〉 be a set of ∗-polynomials. We denote by V (Tν(A))✂Tν(A) the
verbal ∗-ideal generated by results of all ∗-homogeneous substitutions of elements of
Tν(A) to any ∗-polynomial from V.
Remark 2 Given a set V ⊆ F 〈Y,Z〉, and a positive integer ν, the verbal ∗-ideal
V (Tν(A)) is F̂ -closed. The quotient algebra T ν(A,V ) = Tν(A)/V (Tν(A)) is repre-
sentable F̂ -algebra with involution. The ideal of ∗-identities of T ν(A,V ) satisfies
Id∗(T ν(A,V )) ⊇ Id
∗(A) + ∗T [V ] + Id∗
(
F 〈Yν , Zν〉/
(
(Id∗(A) + ∗T [V ])∩F 〈Yν , Zν〉
))
.
Definition 14 We say that a subset V ⊆ F 〈Y,Z〉 is ∗-multihomogeneous if V is
∗-invariant, and for any f ∈ V it contains all multihomogeneous components of f.
Lemma 24 Let A = A1 × · · · × Aρ be the direct product of arbitrary finite dimen-
sional ∗-algebras A1, . . . , Aρ. Suppose that V ⊆ F 〈Y,Z〉 is a ∗-multihomogeneous
set, and ν > 0 is an integer. Let us take any f(ζ1, . . . , ζn) ∈ Id
∗(T ν(A,V ))
(ζi ∈ Y ∪ Z), and any ∗-homogeneous ∗-polynomials h1, . . . , hn ∈ F 〈Yν , Zν〉 (hl
symmetric or skew-symmetric in accordance with ζl, l = 1, . . . , n). Then the
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equality f(h1, . . . , hn) =
∑
j sj · vj1f˜j(uj1, . . . , ujm)vj2 (mod SId
∗(Ai)) holds for
any i = 1, . . . , ρ. Here f˜j are the full linearizations of some polynomials fj ∈ V ;
ujl ∈ F 〈Yν , Zν〉 are ∗-homogeneous ∗-polynomials; vjl ∈ F 〈Yν , Zν〉 are monomials,
possibly empty; and sj ∈ S are pure form ∗-polynomials in the variables Yν ∪ Zν .
Proof. Given a ∗-polynomial f(ζ1, . . . , ζn) ∈ Id
∗(T ν(A,V )), and arbitrary ∗-homo-
geneous polynomials h1, . . . , hn ∈ F 〈Yν , Zν〉, symmetric or skew-symmetric accord-
ing to variables of f, we have f(h˜1, . . . , h˜n) ∈ V (Tν(A)). Here the quasi-polynomial
h˜i = hi(y11, . . . , y2ν) is obtained by the replacement of the variables Yν ∪ Zν by the
corresponding elements of Y∗ν. Hence, in the algebra Tν(A) we obtain the equal-
ity f(h˜1, . . . , h˜n) =
∑
j s˜j · v˜j1f˜j(u˜j1, . . . , u˜jn)v˜j2, where f˜j are the full lineariza-
tions of polynomials fj ∈ V, u˜jl = ujl(y11, . . . , y2ν) ∈ Fν(A) are ∗-homogeneous
quasi-polynomials, s˜j = sj(y11, . . . , y2ν) ∈ F̂ are pure form quasi-polynomials,
v˜jl = vjl(y11, . . . , y2ν) ∈ Fν(A) are quasi-monomials, possibly empty.
An arbitrary map ϕ : Y∗ν → Ai from the generating set (19) of Fν(A) into
any subalgebra Ai ⊆ A (i = 1, . . . , ρ) can be extended to the ∗-homomorphism
ϕ˜ : Tν(A) → Ai preserving forms. Then an equality of quasi-polynomials in the
algebra Tν(A,V ) implies the equivalence of the corresponding form ∗-polynomials
with respect to the ∗TS-ideal SId∗(Ai). ✷
Lemma 25 Suppose that A1, . . . , Aρ are any ∗PI-reduced algebras with ind∗(Ai) = κ
for all i = 1, . . . , ρ. Given a subset V ⊆
⋃ρ
i=1 Sµ(Ai) (for any µ ≥ 1), and a posi-
tive integer ν, there exists a F -finite dimensional ∗-algebra Cν such that Id
∗(Cν) =
Id∗
(
F 〈Yν , Zν〉/
(
(∩ρi=1Id
∗(Ai) + ∗T [V ]) ∩ F 〈Yν , Zν〉
))
.
Proof. Let us take A = A1 × · · · × Aρ. By Lemmas 24, 22, for any f(ζ1, . . . , ζn) ∈
Id∗(T ν(A,V )), and for any ∗-homogeneous ∗-polynomials h1, . . . , hn ∈ F 〈Yν , Zν〉
(symmetric or skew-symmetric according to variables of f, i = 1, . . . , n) we have
f(h1, . . . , hn) =
∑
j
sjvj1f˜j(uj1, . . . , ujn)vj2(mod SId
∗(Ai)) =
∑
j
vj1g˜jvj2 (mod SId
∗(Ai)) for any i = 1, . . . , ρ.
Here f˜j ∈ ∗T [V ]; g˜j ∈ ∗T [f˜j] ∩ F 〈Yν , Zν〉; ujl ∈ F 〈Yν , Zν〉 are ∗-homogeneous
∗-polynomials, vjl ∈ F 〈Yν , Zν〉 are monomials, possibly empty; sj ∈ S. Then
g =
∑
j vj1g˜jvj2 ∈ ∗T [V ] ∩ F 〈Yν , Zν〉. Therefore f(h1, . . . , hn) − g ∈ SId
∗(Ai) ∩
F 〈Yν , Zν〉 = Id
∗(Ai)∩F 〈Yν, Zν〉 for all i = 1, . . . , ρ. Hence f(h1, . . . , hn) ∈
(
Id∗(A)+
∗T [V ]
)
∩ F 〈Yν , Zν〉, and f ∈ Id
∗
(
F 〈Yν , Zν〉/
(
(Id∗(A) + ∗T [V ]) ∩ F 〈Yν , Zν〉
))
.
By Remark 2 we have also that Id∗
(
F 〈Yν , Zν〉/
(
(Id∗(A)+∗T [V ])∩F 〈Yν , Zν〉
))
⊆
Id∗(T ν(A,V )). The algebra T ν(A,V ) is representable. Hence from Lemma 5 it fol-
lows that there exists a finite dimensional over F ∗-algebra Cν such that Id
∗(Cν) =
Id∗(T ν(A,V )) = Id
∗
(
F 〈Yν , Zν〉/
(
(Id∗(A) + ∗T [V ]) ∩ F 〈Yν , Zν〉
))
. ✷
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5 Identities with involution of finitely generated alge-
bras.
Lemma 26 Let Γ be a non-trivial ideal of ∗-identities of a finitely generated associa-
tive ∗-algebra over a field F of zero characteristic. Then there exists a finite dimen-
sional associative F -algebra with involution A˜ satisfying the conditions Id∗(A˜) ⊆ Γ,
ind∗(A˜) = ind∗(Γ), and Sµˆ(O(A˜)) ∩ Γ = ∅ for some µˆ ∈ N0.
Proof. By Lemma 1, Γ contains the ideal of ∗-identities of some finite dimensional
∗-algebra A. By Lemma 11, we can suppose that A = O(A)×Y(A) with the senior
components A1, . . . , Aρ. It is clear that κ = ind∗(Γ) ≤ κ1 = ind∗(A) (Lemma 6).
If Γ ⊆ Id∗(Ai) for some i = 1, . . . , ρ then κ1 = ind∗(Ai) = κ. Thus, the case
Γ ⊆ Id∗(O(A)) is trivial.
Assume that Γ * Id∗(Ai) for all i = 1, . . . , ρ1 (1 ≤ ρ1 ≤ ρ), and Γ ⊆ Id∗(A′′),
where A′′ = ×ρi=ρ1+1Ai, A
′ = ×ρ1i=1Ai. Consider the set V = Sµ˜(A
′)∩Γ for µ˜ = µ̂(A)
(Definition 9). Take ν = rk(D) for a finitely generated ∗-algebra D such that Γ =
Id∗(D). By Lemma 25, there exists a finite dimensional F -algebra with involution
Cν such that Id
∗(Cν) = Id
∗
(
F 〈X∗ν 〉/
(
(Id∗(A′) + ∗T [V ])
⋂
F 〈X∗ν 〉
))
.
Then A˜ = Cν × A
′′ × Y(A) is a finite dimensional algebra with involution.
For any f(x1, . . . , xn) ∈ Id
∗(A˜), and for all ∗-polynomials h1, . . . , hn ∈ F 〈X
∗
ν 〉 we
have f(h1, . . . , hn) = h + g, where h ∈ Id
∗(A′), g ∈ Γ ∩ Id∗(Y(A)). Therefore,
h = f(h1, . . . , hn) − g ∈ Id
∗(A′) ∩ Id∗(A′′) ∩ Id∗(Y(A)) = Id∗(A) ⊆ Γ. Hence,
f(h1, . . . , hn) = h+ g ∈ Γ for any h1, . . . , hn ∈ F 〈X
∗
ν 〉, and Id
∗(A˜) ⊆ Γ by virtue of
Remark 1. Particularly, ind∗(A˜) ≥ κ.
Suppose that A′′ 6= 0. Then κ1 = κ = ind∗(A˜). Thus, either ind∗(Cν) = κ
implying O(A˜) = A′′×O(Cν), or ind∗(Cν) < κ implying O(A˜) = A
′′. Since, Sµ(A
′′)∩
Γ = ∅ then in the first case we use Lemmas 6, 7, 8, 11 and conclude that for any
µ ≥ max{µ̂(Cν), µ˜} we have Sµ(O(A˜))∩Γ = Sµ(Cν)∩Γ ⊆ Sµ(A
′)∩Γ ⊆ V ⊆ Id∗(Cν).
Thus, in both cases Sµ(O(A˜))
⋂
Γ = ∅, and A˜ satisfies the claims of the Lemma.
If A′′ = 0 then κ ≤ ind∗(A˜) = max{ind∗(Cν), ind∗(Y(A))} ≤ κ1. If ind∗(Cν) =
κ1 = ind∗(A
′) then O(A˜) = O(Cν), and by analogy with previous case we apply
Lemmas 7, 11 for any µ ≥ max{µ̂(Cν), µ˜} and obtain Sµ(O(A˜)) ∩ Γ = ∅. It also
follows from Lemma 7 that ind∗(A˜) = ind∗(Γ), and A˜ is also the desired algebra.
The last case A′′ = 0, ind∗(Cν) < κ1 gives A˜ = Cν ×Y(A) with Id
∗(A˜) ⊆ Γ, and
κ ≤ ind∗(A˜) < κ1 = ind∗(A). Then by the inductive step on ind∗(A) we can assume
that the assertion of the Lemma holds in this case. ✷
Lemma 26, and Lemma 7 imply the corollary.
Lemma 27 Let Γ be the non-trivial ideal of ∗-identities of a finitely generated as-
sociative algebra with involution over a field of characteristic zero. Then Γ contains
the ideal of ∗-identities of some finite dimensional associative ∗-algebra A satisfying
ind∗(Γ) = ind∗(A), and Sµ˜(A) = Sµ˜(Γ) for some µ˜ ∈ N0.
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Theorem 1 A non-zero ∗T-ideal of identities with involution of a finitely generated
associative algebra with involution over a field F of characteristic zero coincides with
the ∗T-ideal of identities with involution of some F -finite dimensional associative
algebra with involution.
Proof. Let Γ 6= (0) be the ideal of ∗-identities of a finitely generated algebra with
involution D. We use the induction on the Kemer index ind∗(Γ) = κ = (β; γ) of Γ.
The base of induction. Let ind∗(Γ) = (β; γ) with β = (0, 0). Then D is a nilpo-
tent finitely generated algebra. Hence, D is finite dimensional.
The inductive step. Lemmas 26, 27 imply Γ ⊇ Id∗(A), where A = O(A) + Y(A)
is a finite dimensional ∗-algebra with ind∗(Γ) = ind∗(A) = κ. Moreover, Sµ˜(Γ) =
Sµ˜(O(A)) = Sµ˜(A) ⊆ Id
∗(Y(A)) for some µ˜ ∈ N0.
Let A1, . . . , Aρ be the senior components of the algebra A. We can assume that
all Ai satisfy the claims of Lemma 4. Denote (t1, t2) = β(Γ) = dims∗Ai, t = t1+ t2;
γ = γ(Γ) = nd(Ai) (for all i = 1, . . . , ρ). Let us take for any i = 1, . . . , ρ the algebra
A˜i = Rqi,s(Ai) defined by (3) for the senior component Ai with qi = dimF Ai, s =
(t+1)(γ+µ˜). Then A˜i is a finite dimensional ∗-algebra. We have also Γi = Id
∗(A˜i) =
Id∗(Ai), and dims∗A˜i = dims∗Ai = β. The Jacobson radical J(A˜i) = (X
∗
qi)/I is
nilpotent of class at most s = (t + 1)(γ + µ˜), where I = Γi(Bi(X
∗
qi)) + (X
∗
qi)
s.
Here the algebra Bi can be considered as the semisimple parts of Ai and of A˜i
simultaneously (Lemma 3, Lemma 16). Particularly, the algebras A˜i also satisfy the
claims of Lemma 4. By Remark 2, and Lemma 5 there exists a finite dimensional over
F algebra with involution C such that Id∗(C) = Id∗(T ν(A˜,Γ)), where A˜ = ×
ρ
i=1A˜i,
ν = 2rkh(D).
Let us denote D˜ν = F 〈X
∗
ν 〉/
(
(Γ + Kµ˜(Γ)) ∩ F 〈X
∗
ν 〉
)
. Lemmas 6, 8 imply that
ind∗(D˜ν) ≤ ind∗(Γ+Kµ˜(Γ)) < ind∗(Γ). By the inductive step we obtain Id
∗(D˜ν) =
Id∗(U˜), where U˜ is a finite dimensional over F ∗-algebra. Remark 2 yields Γ ⊆
Id∗(C × U˜).
Consider a multilinear polynomial f(x˜1, . . . , x˜m) ∈ Id
∗(C × U˜) in symmetric
and skew-symmetric variables x˜i ∈ Y ∪Z. Let us take any multihomogeneous (with
respect to degrees of variables) and ∗-homogeneous ∗-polynomials w1, . . . , wm ∈
F 〈Yν , Zν〉 (wi is symmetric or skew-symmetric according to x˜i, i = 1, . . . ,m). We
have f(w1, . . . , wm) = g + h for some multihomogeneous ∗-polynomials g ∈ Γ, h ∈
Kµ˜(Γ) also depending on Yν∪Zν . Then by Lemma 24 we obtain h = f(w1, . . . , wm)−
g ∈ SΓ + SId∗(A˜i) for any i = 1, . . . , ρ. Hence h˜(x˜1, . . . , x˜n) ∈ SΓ + SId
∗(A˜i) holds
also for the full linearization h˜ of h.
Suppose that a¯ = (r1, . . . , rs˜, bs˜+1, . . . , bn) is any elementary complete substitu-
tion of elements of the algebra Ai in h˜, where rj ∈ J(Ai), bj ∈ Bi, s˜ = γ − 1.
By Lemmas 18, 15 there exists a polynomial hµ˜(Z1, . . . ,Zs˜+µ˜,X ) ∈ SΓ + SId
∗(A˜i)
of the respective type, and an elementary substitution u¯ from Ai in hµ˜ such that
hµ˜(u¯) = αh˜(a¯), α ∈ F, α 6= 0.Moreover hµ˜ is alternating in any Zj (j = 1, . . . , s˜+µ˜),
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and all variables from X are replaced by semisimple elements. Then we have
α2hµ˜ =
( s˜+µ˜∏
m=1
(A
Z
(0)
m
· A
Z
(1)
m
)
)
hµ˜ =
∑
j
( s˜+µ˜∏
m=1
(A
Z
(0)
m
· A
Z
(1)
m
)
)(
s˜j g˜j
)
(mod SId∗(A˜i)),(22)
where Z
(0)
m is the subset of symmetric variables of Zm, Z
(1)
m the subset of skew-
symmetric variables; α2 ∈ F, α2 6= 0; g˜j ∈ Γ, s˜j ∈ S. Denote by {ζ1, . . . , ζnˆ} the
variables Z ∪ X of hµ˜ (the first variables are from Z =
⋃s˜+µ˜
m=1Zm).
Let us take in the algebra A˜i elements x¯π(k) = xπ(k) + I, where xπ(k) ∈ Xqi are
variables, π(k) is the number of the basic elements uk = cπ(k) in the basis {c1, . . . , cqi}
of Ai that consists of ∗-homogeneous elements chosen in (5), (6), 1 ≤ π(k) ≤ qi.
Consider the following substitution from A˜i in hµ˜(ζ1, . . . , ζnˆ).
ζk = (εl′ x¯π(k)εl′′ + εl′′ x¯
∗
π(k)εl′)/2 ∈ J(A˜i) if ζk ∈ Z, ζk is symmetric, and
uk = cπ(k) ∈ εl′Aiεl′′ + εl′′Aiεl′ ;
ζk = (εl′ x¯π(k)εl′′ − εl′′ x¯
∗
π(k)εl′)/2 ∈ J(A˜i) if ζk ∈ Z, ζk is skew-symmetric,
uk = cπ(k) ∈ εl′Aiεl′′ + εl′′Aiεl′ ;
ζk = uk if ζk ∈ X . (23)
Suppose that in (22) the pure form polynomial s˜j depends essentially on Z. Then
we get s˜j |(23) = 0, because the forms on radical elements are zero (15). If s˜j does not
depend on Z then
(∏s˜+µ˜
m=1(AZ(0)m
· A
Z
(1)
m
)
)(
s˜j g˜j
)
= s˜j ˜˜gj , where ˜˜gj =
(∏s˜+µ˜
m=1(AZ(0)m
·
A
Z
(1)
m
)
)
g˜j ∈ Γ. If ˜˜gj |(23) 6= 0 in A˜i then one of degree multihomogeneous components
of ˜˜gj is a µ˜-boundary polynomial for A˜i. This implies that Sµ˜(A) ∩ Γ 6= ∅, which
contradicts to the properties of A. Therefore, ˜˜gj |(23) = 0. Thus, in any case hµ˜|(23) =
0 holds in the algebra A˜i. Hence, the substitution
if ζk ∈ Z, ζk is symmetric, and uk = cπ(k) ∈ εl′Aiεl′′ + εl′′Aiεl′ then
ζk = vk = (εl′xπ(k)εl′′ + εl′′x
∗
π(k)εl′)/2;
if ζk ∈ Z, ζk is skew-symmetric, and uk = cπ(k) ∈ εl′Aiεl′′ + εl′′Aiεl′ then
ζk = vk = (εl′xπ(k)εl′′ − εl′′x
∗
π(k)εl′)/2;
ζk = vk = uk if ζk ∈ X
in the polynomial hµ˜ gives the result hµ˜(v1, . . . , vnˆ) ∈ I = Γi(Bi(X
∗
qi)) + (X
∗
qi)
s in
the algebra Bi(X
∗
qi). Since |Z| < s then we obtain hµ˜(v1, . . . , vnˆ) ∈ Γi(Bi(X
∗
qi)).
Consider the map ϕ : xπ(k) 7→ cπ(k) if cπ(k) ∈ D0 ∪D1 is a semisimple element,
and ϕ : xπ(k) 7→ r if cπ(k) = (εl′rεl′′ + (−1)
δεl′′r
∗εl′)/2 ∈ U0 ∪ U1 is a radical
element (k = 1, . . . , |Z|). It is clear that ϕ can be extended to a ∗-homomorphism
ϕ : Bi(X
∗
qi) → Ai assuming ϕ(b) = b for any b ∈ Bi. Then ϕ(hµ˜(v1, . . . , vnˆ)) =
hµ˜(ϕ(v1), . . . , ϕ(vnˆ)) = hµ˜(u¯) = αh˜(a¯) ∈ ϕ(Γi(Bi(X
∗
qi))) = (0).
Therefore h˜(a¯) = 0 holds in Ai for any elementary complete substitution a¯ ∈ A
n
i
containing γ−1 radical elements. Since h˜ is exact for Ai (Lemma 18), and γ = nd(Ai)
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then h˜ ∈ Id∗(Ai). Hence h ∈ ∩
ρ
i=1Id
∗(Ai), and h ∈ Id
∗(O(A)×Y(A)) = Id∗(A) ⊆ Γ.
Thus we have f(w1, . . . , wm) = g + h ∈ Γ for any multihomogeneous ∗-polynomials
w1, . . . , wm ∈ F 〈Yν , Zν〉, which are symmetric or skew-symmetric respectively. The
application of Remark 1 now implies that Id∗(C × U˜) ⊆ Γ.
Therefore, Γ = Id∗(C × U˜). Theorem is proved. ✷
The author is grateful to A.Giambruno and S.P.Mishchenko for inspiration.
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