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ABSTRACT
Mixed ionic and electronic conductor oxides, in particular La1−xSrxCoyFe1−yO3−δ
(LSCF), have been widely used as the cathode materials in solid oxide fuel cells for
high-temperature energy applications. The focus of this thesis is primarily on con-
structing the instability phase diagram of Sr segregations on LSCF surfaces at the
experimentally relevant temperatures and oxygen partial pressures using the first-
principles density functional theory (DFT). A generic first-principles free-energy func-
tional is developed to obtain the nonstoichiometric oxygen vacancy concentrations for
the bulk and surface phases. These results agree well with the corresponding thermo-
gravimetry measurements, and furthermore suggest that the oxygen vacancies are
energetically stabilized at surfaces for all temperatures and oxygen partial pressures,
while such surface stabilization effects become stronger at higher temperatures and
lower oxygen partial pressures. Based on these nonstoichiometric oxygen vacancy
predictions, we construct the free-energy phase diagrams of the Sr-segregation reac-
v
tion as a function of temperature, oxygen partial pressure, and CO2 partial pressure
for both the bulk and surface LSCF phases. Our results suggest that Sr segrega-
tions strongly accumulate towards the LSCF surface phase where the oxygen vacancy
nonstoichiometries are abundant. Our results also indicate that the Sr segregation
reactions are significantly enhanced at high temperatures, low oxygen partial pres-
sures, and high CO2 partial pressures. The computed reaction temperature ranges
are consistent with the total reflection X-ray fluorescence (TXRF) measurements.
vi
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1Chapter 1
Introduction
1.1 Perovskite structure materials in solid oxide fuel cells
1.1.1 Perovskite structure
The perovskite structure, ABX3, has been termed an inorganic chameleon due to the
large flexibility of the structure. Many different compounds take this or a related
structure since the mother structure easily distorts/adapts to the relative sizes of
the ions forming the compound (Stølen et al., 2006). Highly defective perovskite
oxides are spatially inhomogeneous on an intermediate length scale and are thus
difficult to describe. The perfect long-range order, convenient for interpretations of
the structure and properties of ordered materials, is not present in the disordered
state. Hence, while materials at low temperatures are often characterized in terms
of crystal chemical concepts, descriptions of their high temperature properties are
usually based on defect chemistry. Both approaches are obviously of great value but
also have clear limitations. While the defect chemistry is often weakly linked to the
crystal structure of the material and basically provides an ideal solution model where
the solutes are either simple defects or defect clusters, crystal chemistry most often
gives a static view of the material and tries to reduce the real complex structure
to one in which the local structure does not vary throughout the crystal. Thus,
descriptions based on partial occupancy and random distributions of species on the
relevant sublattices are frequently encountered. The main reason for this is, of course,
that traditional diffraction studies give a time averaged picture. Still, it is becoming
2increasingly clear that a detailed microscopic structural understanding of disordered
materials is necessary both to understand the macroscopic behavior and to predict
material properties. New experimental and computational approaches that can be
used to increase our understanding of the local order are currently the focus of much
attention.
Ideal perovskites have the general formula ABX3, where the A-site cations are
typically larger than the B-site cations and similar in size to the X-site anions. A
representation of the ideal perovskite structure is given in Figure 1·1. While the
A-site cations are surrounded by twelve anions in cubooctahedral coordination, the
B-site cations are surrounded by six anions in octahedral coordination. The X-site
anions are coordinated by two B-site cations and four A-site cations.
Figure 1·1: The ideal ABX3 perovskite structure
31.1.2 Solid Oxide Fuel Cells
Fuel cells are devices for electrochemically converting chemical energy into electri-
cal energy and heat without the need for direct combustion as an intermediate step,
giving much higher conversion efficiencies than conventional energy system. In par-
ticular, solid oxide fuel cells (SOFCs), based on an oxide-ion conducting electrolyte,
have several advantages over other types of fuel cells, including relatively inexpensive
materials, low sensitivity to impurities in the fuel, and high efficiency (Sun et al.,
2009).
1.1.3 Perovskite Materials in SOFC applications
Perovskite oxide are widely used as cathode and electrolyte materials in SOFCs (Ja-
cobson, 2010). For the SOFC cathode application, the perovskite oxides mostly con-
tain transition metal elements (e.g. Mn, Fe, Co, and Ni) and act as mixed electronic
and ionic conductors, which not only can catalyze oxygen reduction (OR) but also
allows ionic conduction (Aldler, 2004). Typical SOFC cathode perovskites (Aldler,
2004; Jacobson, 2010) include: LSM, La1−xSrxCoO3 (LSC), La1−xSrxFeO3 (LSF),
and La1−xSrxCoyFe1−yO3 (LSCF).
1.1.4 SOFC Cathodic OR Reactions
On the surface of the cathode, the OR can be described as follows:
1
2
O2(gas) + 2e
−(cathode)→ O2−(electrolyte) (1.1)
It is widely believed that the electrochemical reactions can only occur at the triple-
phase boundaries (TPBs), which are defined as the confluence of sites where the
oxygen ion conductor, electronic conductor and the gas phase come in contact. Figure
1·2 shows a schematic region between the electrolyte and the cathode where the TPB
4exist.
Figure 1·2: Schematic diagram of the cathode triple-phase boundary
1.1.5 Thermoelectric materials
Thermoelectric materials show the thermoelectric effect in a strong or convenient
form. The thermoelectric effect that either a temperature difference creates an electric
potential or an electric potential creates a temperature difference. By applying a heat
source on the top and low temperature device at the bottom, the temperature gradi-
ent is easily made in the system. Due to the thermoelectric properties of the material,
the carrier concentration, electrons and holes, starting to move along the material,
which generates the electricity. And vice versa, if the external bias is attached to the
setup, because of the electricity, the movement of the carrier concentration, temper-
5ature gradient occurs and by changing the direction of the current, the hot side and
the cold side could be changed.These phenomena are known more specifically as the
Seebeck effect (converting temperature to current), Peltier effect (converting current
to temperature), and Thomson effect (conductor heating/cooling). While all materi-
als have a nonzero thermoelectric effect, in most materials it is too small to be useful.
However, low-cost materials that have a sufficiently strong thermoelectric effect (and
other required properties) could be used in applications including power generation
and refrigeration. A grow number of materials have been studied for decades in a
wide temperature range. Ohtaki et al. also shown a picture of the thermoelectric
materials and operating temperature range (Ohtaki, 2011).
1.1.6 Seebeck coefficient
The Seebeck coefficient, also known as thermal power (thermal effect), is the measure-
ment of an induce thermoelectric voltage in response to temperature gradient across
the whole material. The SI unit of Seebeck coefficient is volt per kelvin V/K, and
usually it is used as micro volt per kelvin µV/K. The performance of thermoelec-
tric materials highly depends on their Seebeck coefficient. The definition of Seebeck
coefficient is
S = −∆V
∆T
(1.2)
where S is the Seebeck coefficient, V is voltage and T is temperature. In practice the
absolute Seebeck coefficient is very hard to measure directly for the output voltage
measured by a voltmeter only relies on the differences of Seebeck coefficients. This is
because electrodes attached to a voltmeter must be placed at the materials surface in
order to measure the thermoelectric voltage. The temperature gradient also induces
a thermoelectric voltage across one leg of the measurement electrodes. As the result,
the measured Seebeck coefficient comes from both the Seebeck coefficient of the target
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materials is usually called a thermocouple. The current runs towards the end with
high temperature in an “electron” material and it goes the end with low temperature
in a “hole” material. If Seebeck coefficient is positive, the end with the higher tem-
perature has the lower voltage, and vice-versa, and the electric field will point in the
same direction as the temperature gradient. It is also vital to understand that a ma-
terials Seebeck coefficient is inversely related to its carrier density. Thus, insulators
tend to have very high Seebeck coefficients while metals have lower values because of
their high carrier concentrations. For computational research, Seebeck coefficient is
even harder to get. One can compute its value from band structure, which will be
discussed later.
1.1.7 Figure of merit and Power Factor
Figure of merit, also called ZT value, is a dimensionless value that can show the
thermoelectric performance of materials given by:
ZT =
σS2
Ke +KL
T (1.3)
where σ is the electric conductivity, S is the Seebeck coefficient, Ke and KL are
the thermal conductivity from electron part and lattice part, respectively. And in the
equation, the term σS2 is called Power Factor, which is another value showing the
thermoelectric properties but without thermal conductivity.
71.2 Optoelectronic materials
1.2.1 Perovskite structure for photovoltaic solar cells
Ubiquitous global use of fossil fuels as energy sources accompanied by serious envi-
ronment impact. The deleterious effects and emissions from burning these fuels, as
well as global political challenges in fossil fuel acquisition, underscore the importance
of developing competitive renewable energy technologies. Harvesting energy from the
sun via photovoltaics (PVs) devise is a substantial part of the clean energy solution
and an increasingly important component of global energy production. A PV con-
verts absorbed photons into electrical charges that power an external circuit. the
first crystalline silicon devices were developed over a century later at Bell Labs. In
1954, researchers DM Chapin, CS Fuller, and GL Pearson published that their new
treatment for ultrapure silicon resulted in a conversion efficiency of 6%, a six-fold in-
crease over the preceding greatest efficiency in harnessing power from solar radiation
(Chapin et al., 1954). As looking backwards in history, there are three generations
in the development of solar cells. The first generation solar cell is based on silicon,
which includes monocrystalline silicon and polycrystalline silicon. The thinfilm so-
lar cell are regarded as the second generation solar cell. Several types of thin film
based photovoltaics currently exist, such as cadmium telluride (CdTe), gallium ar-
senide (GaAs), and amorphous silicon. The third generation solar cell usually refers
to a new concept solar cell, for example dye-sensitized solar sells (DSSC), organic
photovoltaic solar cell(OPV), photochemical solar cells and nanocrystalline solar cell.
Recently, Massachusetts Institute of Technology and Osaka University in Japan have
devel-oped a new solar panel based on printed paper technology, which made from
wood pulp, with lighter, more flexible and eco-friendly than traditional clunky solar
energy collectors.
Recently, perovskite photovoltaic solar cell has attracted great attention because
8of its super light-harvesting characteristics. It is well-known that organometallic or
organic materials were generally used as sensitizers for solid-state dye-sensitized so-
lar cells at early period. And inorganic nano crystals have lately received attention
as light harvesters due to their high light absorbing properties. Nevertheless, the
best power conversion efficiency was reported to be approximately 6%. However,
perovskite sensitizer made a breakthrough in solid-state mescoscopic solar cells. The
first record efficiency of 10% was rapid increased in efficiency approaching 14% fol-
lowed later (Park, 2013). This suggests that perovskite solar cell has extremely large
potential to be the perfect candidate of solar energy.
1.2.2 Organic optoelectronic materials
In the past five years, the power conversion efficiency (PCE) of bulk heterojunction
(BHJ) solar cells (Yu et al., 1995) has been doubled from 5% to slightly above 10%.
To a large extent, this was due to the introduction of low-bandgap copolymers (Liang
and Yu, 2010; Ameri et al., 2013). These third-generation semiconducting polymers
(Heeger, 2010) typically contain two alternating pi-conjugated monomer units of dif-
ferent electronegativities such that the more electronegative unit controls the lowest
unoccupied molecular orbital (LUMO) of the copolymer, and the less electronegative
unit controls the highest occupied molecular orbital (HOMO) of the copolymer. Us-
ing conjugated units of different electronegativities is an effective way to break the
charge conjugation symmetry, thus separating the otherwise conjugated hole and elec-
tron states. The resulting bandgaps of these copolymers can reach well below typical
bandgaps of 2.5 eV or higher for the second-generation semiconducting polymers such
as polythiophene (Heeger, 2010), and may be tailored (Botelho et al., 2014) to meet
the optimal 1.3 eV in the detailed balance limit of any p-n junctions (Shockley and
Queisser, 1961).
Based on a set of simplified empirical arguments (Scharber et al., 2006) consisting
9of a 0.3 eV minimal charge-transferring energy offset, an additional 0.3 eV energy
offset between the built-in voltage and the actual open-circuit voltage, a typical 65%
filling factor, and a typical 65% external quantum efficiency. Scharber et al. were able
to set the PCE upper limit of 11% when donor materials of 1.2-1.8 eV bandgaps are
used together with [6-6]-phenyl-C61-butyric acid methyl ester (PCBM) as the electron
acceptor materials. Furthermore, Dennler et al. (Dennler et al., 2008; Ameri et al.,
2009; Ameri et al., 2013) followed similar arguments and suggested that tandem solar
cells with a PCE of 15% may be achieved if donor materials with complementary
bandgaps of 1.6 eV and 1.3 eV were used. Under these assumptions, complicated
materials design of the PCE of BHJ solar cells can be reduced to a much simplified
problem by tuning the optical bandgaps of donor materials and aligning their LUMO
energy levels relative to the LUMO levels of their corresponding acceptors.
Designing optical bandgaps of optoelectroactive materials, however, is not a
straightforward task since it requires knowledge of the two-particle Green’s func-
tion propagator (Mattuck, 1976). As one of the most successful quantum many-body
theories, the first-principles density functional theory (DFT) guarantees only the
ground-state properties (Hohenberg and Kohn, 1964). In practice, the convex nature
of all the existing energy functions that are based on the local density approximation
inevitably favors the fractional charge states (Parr and Yang, 1989) with delocalized
electronic wavefunctions in several strongly correlated materials systems (Cohen et al.,
2008). One of these difficult cases concerns the self-localized soliton and polaron states
in pi-conjugated polymers (Heeger et al., 1988), for which even the time-dependent
DFT (Runge and Gross, 1984) (TDDFT) under the adiabatic local density approx-
imation is known to fail in the extended polymer limit (van Faassen et al., 2002).
To resolve this strong-correlation problem in pi-conjugated systems, we have recently
been developing an accurate, transferrable, and computationally efficient model for
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the Hamiltonian, the adapted Su-Schrieffer-Heeger (aSSH) Hamiltonian (Li and Lin,
2010a; Botelho et al., 2011; Shin and Lin, 2013; Botelho et al., 2014) that renormal-
izes the many-electron correlation into a universal electron-phonon coupling constant
(Su et al., 1979a; Heeger et al., 1988; Li and Lin, 2010a).
The aSSH Hamiltonian is built upon two fundamental assumptions: separability
of pi-electrons from σ-electrons and equality in the electron-phonon coupling among
all pi-electrons. First, we assume that low-energy excitations near the Fermi surface of
pi-conjugated systems can be faithfully captured by the wavefunctions of pi-electrons,
such that those energetically much stronger σ-bonds are inherent Harmonic oscillators
whose role is to hold the chemically bonded pi-conjugated units together. Based on
such energy differences between the pi- and σ-bands, the excitation of pi-electrons near
the Fermi surface can be coupled to the rigid σ-phonons, and through the Schrieffer-
Wolff transformation (Phillips, 2003) they can get self-trapped when coupled to two
σ-phonons with the opposite wave-vectors. Similar to the Cooper pair instability
(Phillips, 2003), we expect the existence of weakly interacting σ-phonon-coupled
quasi-pi-electrons that can precisely reproduce the low-energy excitations near the
Fermi level as guaranteed by the Landau-Fermi liquid theory. In other words, the sep-
arability assumption between pi- and σ-electrons essentially implies the possibility of
renormalizing the strongly interacting pi-electrons into weakly-interacting σ-phonon-
screened quasi-pi-electrons for relevant low-energy excitation processes occurring in
these pi-conjugated systems. In conducting polymers, for example, screening of pi-
electrons by the quasi-one-dimensional (1D) optical phonons lead to the Peierls in-
stability (Peierls, 1955; Li and Lin, 2010b) and formation of self-localized topological
soliton and polaron gap states (Heeger et al., 1988).
Second, we assume that all pi-electrons are screened by σ-phonons in exactly the
same manner, regardless of their chemical origins. Explicitly, we assume that the
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electron-phonon coupling strength λ (Heeger et al., 1988; Conwell, 1987) is a univer-
sal constant applicable to all kinds of pi-electrons, on the C, N, O, and S atomic sites, in
six- and five-membered conjugated rings, and in linear chains, branching dendrimers,
two-dimensional graphene, and fullerene structures with six disclinations. Physically,
such a dimensionless constant λ specifies the coupling strength of a Dirac Fermion
(electron) to a continuum boson (phonon) field (Takayama et al., 1980) as described
by the Gross-Neven model field (Gross and Neveu, 1974) in the semiclassical limit
(Campbell, 2002). For simplicity and also for practical reasons, here we choose the
original SSH value of λ = 0.20 which corresponds to an optical bandgap of 1.3 eV for
trans-polyacetylene (Heeger et al., 1988; Li and Lin, 2010a). Validity and consequence
of fixing such a constant λ value certainly deserves systematic and more thorough in-
vestigations. Nevertheless, in a recent comprehensive survey (Botelho et al., 2014),
Botelho et al. found it predicts reasonably accurate optical bandgap values for nearly
200 independent pi-conjugated systems whose optical spectra are available in litera-
tures. A systematically under-estimated error of 0.05 eV with a standard deviation of
0.16 eV were found against the corresponding experimental measurements (Botelho
et al., 2014). Figs. S1(a) and S1(b) of the Supplementary Materials summarize these
direct comparisons for the second- and third-generation conjugated polymers, respec-
tively. As shown in Fig. S2(a), accuracy in the predicted aSSH optical bandgap
values (black crosses) far exceeds the conventional Hartree-Fock (HF, yellow circles),
DFT (blue triangles), and TDDFT (red circles) results. Moreover, based on the uni-
versal electron-phonon coupling assumption for all pi-electrons, Shin and Lin were
able to incorporate three-dimensional (3D) inter-chain pi-pi interactions via exponen-
tially decaying hopping integrals (Shin and Lin, 2013), and obtained accurate optical
adsorption spectra over the entire experimentally relevant energy ranges for several
representative second-generation (Fig. S1(c)) and third-generation (Fig. S1(d)) con-
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jugated polymers. They were also able to probe the photoinduced charge transfer
processes across the BHJ interfaces (Shin and Lin, 2013).
Going beyond the aSSH quasi-particle picture as described above, one may con-
struct the Perierls-Hubbard Hamiltonians (Campbell, 2002; Lin et al., 2006; Li and
Lin, 2010b) which explicitly take electron correlations and higher-order electron-
phonon coupling effects into account. These correlation terms are crucial to probe
the negative spin-density waves (Subbaswamy and Grabowski, 1981), multiple gap
states (Lin et al., 2006), 3D conformation couplings (Lin et al., 2005b; Lin et al.,
2005a), and a few other intriguing phenomena (Heeger et al., 1988). Finally, we note
that the quantum nature of carbon and other heteroatoms would also be important in
probing real-time dynamics when two adiabatic potential energy surfaces cross each
other (Tully, 1990; Tully, 2012). Since this work was focused primarily on design-
ing the copolymer bandgaps and their LUMO level alignments with acceptors, both
the explicit electron correlations and non-adiabatic quantum dynamics effects were
neglected.
Line defect in graphene
After the experimental discovery of graphene, graphene is reignited and vigorously
studied. In spite of remarkable researches, there are property of graphene that are not
yet to be discovered. Structural defect and its effect of transport properties, phonon
effect for charge transport are fundamental problem for application of graphene (Neto
et al., 2009). Topological line defect, which is known as metallic/half-metallic wire are
investigating as active topic. The line defect form as octagon with pair of pentagons(8-
5-5), which is stable topological defect in the room temperature (Lahiri et al., 2010).
During last year, the 8-5-5 line defect was investigated a lot experimentally and
theoretically. The electric properties were investigated through tight-binding model
(Bahamon et al., 2011) as well as Density Functional Theory (Lin and Ni, 2011),
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where 8-5-5 line defect are known as metallic wire. In spite of cautious theoretical
investigation, the electronic properties of 8-5-5 line defect are not precisely discovered.
Because lattice distortion, which is known as peirels distortion (Peierls, 1940), cannot
be calculated from tight-binging model (Su, 1980). This overlooked character of
pi-conjugated system can be less estimation of band structures. In this paper, we
investigate 8-5-5 line defect in graphene nanoribbons based on adapted Su-Schrieffer-
Heeger’s model Hamiltonian. First of all, we investigated electrical properties of
8-5-5 line defect itself. Even tough 8-5-5 line defect is not stable without graphene
or nano ribbon, the investigation of 8-5-5 line defect itself can guide us to origin of
metallic/half-metallic behavior. Later we introduced Zig-zag nanoribbon for study
metallic behavior of 8-5-5 line defect.
14
Chapter 2
Computational Methods
In this chapter the density functional theory (DFT) and aSSH model description
are introduced. This ab initio computational method will be applied to study the
properties of perovskite structure materials. And the aSSH model will be applied to
study the properties of the polymers.
2.1 Ab initio density functional theory
2.1.1 Background
The Schro¨dinger Equation of a Many-Body System
Before describing the density-functional theory we first introduce the wave-function
theory. The Schro¨dinger equation is the central equation to describe the interaction
of the electrons and the nuclei of a many-body system. The time-independent, non-
relativistic form of the Schro¨dinger equation was first written as an elegant eigenvalue
equation by Dirac as:
HΨ = EΨ (2.1)
where H is the hamiltonian operator, the eigenstates Ψ are a set of solutions that
are the wave-functions, with associated eigenvalues E that are the energies of the
system. This equation is originally developed to describe the equation of motion in
classical mechanics. For a given Hamiltonian operator operating on a set of wave
functions that satisfies this equation, we get the same wave functions back multiplied
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by a measurable quantity, that is the energy of the system. The Ψ with the lowest
energy is the ground state eigenstate whereas the other solutions corresponds to the
higher energy eigenstates. For atomic systems the Hamiltonian operator consists of
five terms that describe the motions and interactions of the electrons and the nuclei.
They are: (1) the kinetic energy operator for the nuclei (TN), (2) the kinetic energy
operator for the electrons (Te), (3) the electron-electron interaction (Vee) operator,
(4) the electron-nucleus interaction (VNe) operator, and (5) the nucleus-nucleus (VNN)
interaction operator. If we let the spatial coordinates of the n electrons be represented
by ~x ≡ ~x1, ..., ~xn, let s represent the spin, let ~r = ~r(~x, s) represent the full set of
electronic positions and spin variables, and let the coordinates of the N nuclei by
~R ≡ ~R1, ..., ~Rn, then the above Hamiltonian can be written as:
H = TN + Te + Vee(~r) + VNe(~R,~r) + VNN(~R) (2.2)
and the full Schro¨dinger equation can be written, as:
[TN + Te + Vee(~r) + VNe(~R,~r) + VNN(~R)]Ψ(~r, ~R) = EΨ(~r, ~R). (2.3)
Hamiltonian Description
The kinetic energy operator of the N nuclei is given by:
TN =
N∑
I=1
(− ~
2
2MI
∇2~RI )
where ~ = h/2pi = 1.05457 × 10−34Js = 6.58212 × 10−16eV , h is the Planck
constant, MI is the mass of the I-th nucleus at positions ~RI . Similarly, the kinetic
energy operator of the n electrons of mass me each at position ~ri is given by:
Te =
n∑
i=1
(− ~
2
2me
∇2~ri). (2.4)
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The ∇2 operator basically measures the curvature of the wave function. Rapidly
varying wave functions have high kinetic energy. Since the interactions between the
charged particles are Coulombic in nature, we can write the electron-electron repulsive
energy operator, avoiding double counting, as:
Vee(~r) =
∑
i>j
e2
|~ri − ~rj| . (2.5)
We note that this term couples all the electrons in the system and is quite
formidable in the many-body Schro¨dinger equation.
The electron-nucleus attractive energy operator between the electrons of charge e
at positions ~ri and the nuclei of charges eZI at positions ~RI can be written as:
VNe(~R,~r) =
n∑
i=1
N∑
I=1
− ZIe
2
|~RI − ~ri|
. (2.6)
The nucleus-nucleus repulsive energy operator is similarly given, again avoiding
double counting, by:
VNN(~R) =
∑
I>J
− ZIZJe
2
|~RI − ~RJ |
. (2.7)
The full Hamiltonian of the many-body system can then be written as:
H = −
N∑
I=1
(
~2
2MI
∇2~RI )−
n∑
i=1
(
~2
2me
∇2~ri) +
∑
i>j
e2
|~ri − ~rj|
−
n∑
i=1
N∑
I=1
ZIe
2
|~RI − ~ri|
+
∑
I>J
− ZIZJe
2
|~RI − ~RJ |
.
(2.8)
The Schro¨dinger equation for this full Hamiltonian is unsolvable for most cases
except the simplest cases such as the hydrogen or helium atoms. Therefore, appro-
priate approximations are needed to develop techniques so that we are able to come
up with meaningful solutions to this equation for many-body systems. The biggest
impediment to solving the Schro¨dinger equation is the electron-electron interaction
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term (2.5). Unlike the other terms that contain the coordinate of one electron at a
time, this term means that we have to solve for all the electrons in the system all
at once. We can, however, solve the one-electron problem interactively to approach
the true solution of the many-body Schro¨dinger equation. Density functional theory
(DFT) method is used to tackle this issue. In the density functional theory method
the many-electron problem is transformed to electron density problem in an unknown
effective potential.
2.1.2 The Hohenberg-Kohn Theorems
The density functional theory (DFT) is an alternative method to the theory of elec-
tronic structure, such as the Hartree-Fock method, for solving Schro¨dinger type equa-
tions in which the electron density distribution ρ(~(r)), rather than the many-electron
wave function, play a central role. It allows the treatment of 100-1000 atoms on
current computer system as it scales as N2 − N3, where N is the number of atoms.
It is based on two remarkable theorems by Hohenberg-Kohn:
(1) All aspects of the electronic structure of a system of interacting electrons, in
the ground state, in an ‘external’ potential v(~r), are completely determined by the
electronic charge density ρ(~r).
(2) The ground state energy of the interacting electron gas is a unique functional
of the charge density ρ(~r).
The difficulty is that unfortunately, the functional is not known. However, what-
ever the functional is, it acquires a minimum value when the charge density ρ(~r) is
the correct ρ(~r). Practically, a variation principle is used to find the charge density.
Mathematically, the second theorem above states that the total energy functional
E[ρ(~r)] of interacting electrons in an external potential is given exactly as a functional
of the ground electronic density ρ(~r). By using an reductive ad absurdum approach
Hohenberg and Kohn showed that the true ground state density is the density that
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minimizes E[ρ(~r)]. In the Hohenberg-Kohn formulation the ground state energy of
an interacting inhomogeneous electron gas in a static potential vion(~r) is written as:
E[ρ(~r)] =
∫
vion(~r)ρ(~r)d~r +
1
2
∫ ∫
ρ(~r)ρ(~r′)
~r − ~r′ d~rd~r′+ F [ρ(~r)] (2.9)
where F [ρ(~r)] is a universal functional of the charge density and is valid for any
number of particles and any external potential. The functional F [ρ(~r)] is expressed
entirely in terms of the correlation energy and linear and higher order electronic
polarizabilities of a uniform electron gas. It is important to note here that this
formulation is exact if F [ρ(~r)] in known.
2.1.3 Approximations
The Born-Oppenheimer Approximation
Since the nuclear masses are many times larger than the electronic mass (MI/me 
1), we can consider the kinetic energy term for the nuclei to be much smaller than
the kinetic energy term for the electrons and can thus safely drop the first term for
the Hamiltonian in (2.8). This is reasonable for all cases except for the very lightest
elements like hydrogen where the ions have to be treated like quantum mechanical
particles. The Born-Oppenheimer approximation the basically considers the nuclear
to be at fixed positions and the electrons to be moving in the field of this set of nuclei,
thus treating the electrons and nuclei as separate mathematical problems. Therefore,
we can separate the wave function into an electronic part Ψε(~r, ~R) and a nuclear part
ΨN(~R):
Ψ(~r, ~R) = Ψε(~r, ~R)ΨN(~R) (2.10)
Dropping the kinetic energy term for the nuclei, we can then write the electronic
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Hamiltonian as:
[−
n∑
i=1
(
~2
2me
∇2~ri) +
∑
i>j
e2
|~ri − ~rj| −
n∑
i=1
N∑
I=1
ZIe
2
|~RI − ~ri|
+
∑
I>J
− ZIZJe
2
|~RI − ~RJ |
]Ψε(~r, ~R) = EΨε(~r, ~R).
(2.11)
We next realize that the ion-ion interaction term (2.7) is independent of the elec-
tronic degrees of freedom and may be considered a constant. It can there fore be
calculated separately and later added to the total energy. The Schro¨dinger equa-
tion for the time-independent, non-elativistic case, with the Born-Oppenheimer (or
adiabatic) approximation then further reduces to:
[−
n∑
i=1
(
~2
2me
∇2~ri) +
∑
i>j
e2
|~ri − ~rj| −
n∑
i=1
N∑
I=1
ZIe
2
|~RI − ~ri|
]Ψε(~r, ~R) = EΨε(~r, ~R). (2.12)
We emphasize here that since, as mentioned before, the coordinates ~r = ~r(~x, s)
represent the full set of electronic positions and spin variables. the set of eigenfunc-
tions Ψ(~r, ~R) of the Schro¨dinger equation are solved subject to the constraint that the
wave functions are antisymmetric. That is, the Ψ(~r, ~R) change sign if the coordinates
of any two electrons are interchanged. It is still quite an inextricable equation. We
need to consider two other properties of the electrons. One is the exchange property
that is a consequence of the Pauli exclusion principle. The exchange property stipu-
lates that when two electrons of the same spin interchange positions then the sign of
the wave function Ψ must change sign. The other is the correlation property of the
electrons. This is a consequence of every electron being influenced by the motion of
every other electron in the system.
20
The Local Density Approximation
In 1965 Kohn and Sham derived approximation methods, that are somewhat anal-
ogous to the conventional Hartree and Hartree-Fock equations, for treating the
Hohenberg-Kohn equation (2.9), but maintains the major part of exchange and cor-
relation. They first wrote the functional F as:
F [ρ(~r)] = Ts[ρ(~r)] + Exc[ρ(~r)] (2.13)
where Ts[ρ(~r)] is the kinetic energy of a system of non-interacting electrons with
density ρ(~r) and Exc[ρ(~r)] is the exchange and correlation energy of an interacting
system with density ρ(~r). For a sufficiently slowly varying charge density ρ(~r) Kohn
and Sham show that the exchange-correlation energy can be written as:
Exc[ρ(~r)] =
∫
ρ(~r)εxc[ρ(~r)]d~r (2.14)
where εxc[ρ(~r)] is the exchange and correlation energy per electron of a homogeneous,
interacting electron gas of the same density ρ(~r). This approximation is known as the
local density approximation (LDA). We make this explicit by adding a superscript:
ELDAxc [ρ(~r)] =
∫
ρ(~r)εxc[ρ(~r)]d~r. (2.15)
We note that the charge density is a function of only three variables and that the
‘external’ potential is the set of nuclear potentials. We emphasize that the theory
holds for the ground state but the band gaps are off for the excited states. According
to Hohenberg-Kohn, we need to only know the electronic charge density to determine
the ground state properties of the system. It is much simpler to deal with charge
density ρ(~r) than the many-electron wave function.
One way to improve on the LSA is to incorporate the local gradient as well as
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the density by replacing εxc[ρ(~r)] in the Eq.2.15 by εxc(ρ, |∇ρ|). Wh then get what is
known as the generalized gradient approximation (GGA) which is another approxi-
mation to the Kohn-Sham functional. The basic premise of the GGA is that since the
electron densities of real materials are not uniform we can get a better functional by
including the spatial variation in the electron density. Inclusion of the gradient cor-
rections to εxc has led to better results for dissociation energy is, improved cohesive
energies, and more accurate predictions of magnetic properties. However, in some
cases GGA overcorrects the deficiencies of the LDA and leads to an underbidding.
There are many different ways to include electron density gradient in a GGA func-
tional leading to many distinct GGA functionals. Two Widely used non-empirical
GGA functionals are the Perdew-Wang functional (PW91) and the Perdew-Burke-
Ernzerhof functional (PBE). These so-called “hybrid” functionals, that mix the exact
results for the exchange part of the functional with approximations of the correlation
part, are the most commonly used functionals in DFT calculations based on spatially
localize basis functions. The most popular functionals of this kind is the B3LYP func-
tional, where B stands for Becke, who worked on the exchange part of the problem,
the LYP stands for Lee, Yang, and Parr, who developed the correlation part of the
functional, and the 3 describes the particular way that the results are mixed together.
B3LYP employs a elaborate functional with three parameters and has the form:
EB3LY Pxc = E
LDA
xc +a0(E
HF
x −ELDAx ) +ax(EGGAx −ELDAx ) +ac(EGGAc −ELDAc ) (2.16)
with parameters a0 = 0.20, ax = 0.72, ac = 0.81; Exc is the exchange-correlation
energy, Ex is the exchange energy, and Ec is the correlation energy. Although the
form of the exact exchange results mean that they can be efficiently utilized for
applications based on spatially localized functions, and not for applications using
periodic functions, it is interesting to note that Baraned et al and Kullgren, et al
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were able to use the B3LYP functional for the calculations of CeO2 and Ce2O3,
although B3LYP did not give results as good as that obtained by DFT+U.
The DFT + U Approximation
Notwithstanding the successes of DFT there are cases where DFT (within the LDA
and GGA approximations) fails even to give a correct qualitative description, for
example by predicting a known insulator to be metallic. The main reason for this
due to the approximation of the exchange-corrlation functional. The failure of the
DFT-LDA in strongly correlated electron materials, such as the transition metal
oxides and the actinides, that contain many electrons in partially filled d or f shells,
is because the d and f shells are inherently on each atomic site resulting in strong
Coulombic repulsion between the electrons.
Since the self-interaction errors are cancelled exactly in the Hartree-Fock scheme,
one can address the case of the strongly correlated electron materials by making a
judicious combination of Hartree-Fock type approach for the localized states with
DFT for the rest. This is the essence of the DFT+U methods. In the DFT+U
method a correction to the DFT energy is introduced to correct for the electron self-
interaction. This is done by introducing a single numerical parameter Ueff = U − J
where U is the Coulomb self-interaction term and J is the exchange self-interaction
term, Ab intio calculations can be carried out on theist systems to determine the
bound on Ueft, but in practice this term is evaluated with a parametrized Hamiltonian
insetad of an explicit HF calculation. For example, The bulk modulus of a perfect
crystal can be calculated and the value of U − J that gives the best fit to the known
bulk modulus is determined.
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2.1.4 Computational tools
VASP
VASP is a complex package for performing ab-initio quantum-mechanical molecu-
lar dynamics (MD) simulations using pseudopotentials or the projector-augmented
wave method and a plane wave basis set. The approach implemented in VASP is
based on the (finite-temperature) local-density approximation with the free energy as
variational quantity and an exact evaluation of the instantaneous electronic ground
state at each MD time step. VASP uses efficient matrix diagonalisation schemes
and an efficient Pulay/Broyden charge density mixing. These techniques avoid all
problems possibly occurring in the original Car-Parrinello method, which is based on
the simultaneous integration of electronic and ionic equations of motion. The interac-
tion between ions and electrons is described by ultra-soft Vanderbilt pseudopotentials
(US-PP) or by the projector-augmented wave (PAW) method. US-PP (and the PAW
method) allow for a considerable reduction of the number of plane-waves per atom
for transition metals and first row elements. Forces and the full stress tensor can be
calculated with VASP and used to relax atoms into their instantaneous ground-state.
Quantum Espresso
Quantum Espresso is an integrated suite of Open-Source computer codes for elec-
tronic structure calculations and materials modeling at the nanoscale. It is based
on density functional theory, plane waves, and pseudopotentials (Giannozzi et al.,
2009). It implements a variety of methods and algorithms aimed at a chemically
realistic modeling of materials from the nanoscale upwards, based on the solution
of the density functional theory (DFT) problem, using a plane waves (PWs) basis
set and pseudopotentials (PPs) to represent electron-ion interactions. PWscf method
was used in the QE calculation in this work. It implements an iterative approach to
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reach self- consistency, using at each step iterative diagonalization techniques, in the
framework of the plane wave pseudopotential method.
BoltzTraP. code
BoltzTraP. code is a code for calculating bandstructure dependent quantities (Madsen
and Singh, 2006), such as density of states, Seebeck coefficient, electronic conductivity
over relaxation time and thermal conductivity of electron part over relaxation time
and etc.. This code relies on a Fourier expansion of the band energies where the space
group symmetry is maintained by using star functions. From BoltzTraP., Seebeck
coefficient S, density of states DOS, electronic conductivity over relaxation time σ/τ
and electron thermal conductivity over relaxation time Ke/τ can be calculated. The
code is well interfaced to Quantum Espresso. By having crystal structure, k-point
grid and band-structure from Quantum Espresso, the parameters mentioned above
could be obtained directly. It is worth mentioning that the thermoelectric properties
calculated from BolzTraP. are the ones from electron contribution.
2.2 aSSH model
2.2.1 Background
As a complementary computational tool, ab initio quantum chemical calculations
have been widely used to predict many molecular and solid-state materials prop-
erties. However, the first-principles ground-state density-functional theory (DFT)is
known to fail seriously in describing the electronic localization of many solid-state
systems. This is due to the incorrect convex nature of the energy as the functional of
density in the local-density approximation (LDA), so that electrons in solids would
inevitably delocalize to lower their ground-state energy. Such an unphysical delo-
calization tendency makes DFT, an otherwise powerful computational scheme, in-
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compatible for con- ducting polymers and their applications; and more seriously, the
time-dependent DFT (TDDFT) does not perform significantly better due to the in-
trinsic locality persisting in the adiabatic LDA (ALDA). Therefore, one has to rely
on those computationally more extensive methods, such as the time- dependent cur-
rent DFT, possibly the dynamical mean-field theory, or ab initio approaches based on
the orbital-dependent potentials in Hartree-Fock (HF), hybrid HF-DFT functionals,
and post-HF correlation methods, as alternative solutions to the localization prob-
lem of DFT. Although successful implementations of some of these methods have
been demonstrated for conducting polymers, the simple underlying electron-phonon
coupling nature is often obscure in these first-principles approaches.
we describe a generic procedure to con- struct a physically simple and computa-
tionally efficient aSSH Hamiltonian that can deal with a great variety of conduct-
ing polymer derivatives, such as polypyrrole (PPy), polythiophene (PT), polyfuran
(PFu), poly-(p-phenylene- vinylene) (PPV), polyaniline (PANI), and others. Our
objec- tive is to provide a set of accurate and efficient computa- tional facilities that
were previously unavailable to physi- cists, chemists, and materials scientists whose
main interests are in the fundamental understandings of complicated material-specific
properties.
2.2.2 Model description
Remarkable Su-Schrieffer-Heeger’s(SSH) model Hamiltonian presented semi-
conducting behavior of conductive polymers (Su et al., 1979b; Su, 1980). Negligibly
small activation energy barrier (Shin et al., 2010) guarantees charge propagation, at
the same time, the structural defect exert a influence to location of charge carrier
(Shin and Lin, 2011).
The SSH model Hamiltonian was extended all of pi-conjugated system, (Li and
Lin, 2010a; Botelho et al., 2011) which included fullerene and graphene. In this paper
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we calculate graphene nano ribbon which is on the same line of graphene. Following
the aSSH notation, (Li and Lin, 2010a; Botelho et al., 2011) the model Hamiltonian
we consider in this work may be written as
H = −
∑
〈i,j〉
tij(c
†
icj + c
†
jci) +
K
2
∑
〈i,j〉
(
bij − b0 − 4α
piK
)2
(2.17)
where the summations run over all the nearest neighboring pairs 〈i, j〉; ri is the
three-dimensional (3D) position vector of the i-th carbon site and bij = |ri − rj|
is the bond length between the i-th and j-th carbon sites with the bond length
reference b0 as a dummy variable; (Li and Lin, 2010a) c
†
i and ci are the creation
and annihilation operators for pi-electrons at the i-th carbon site. The character of
pi-electron demonstrated,
tij = [t0 − α (bij − b0)] (2.18)
Here t0= 2.8 eV, α= 4.34 eV/A˚, and K= 21 eV/A˚
2 are the reference hopping inte-
gral, the linear electron-phonon coupling strength, and the effective σ-bond elastic
constant, respectively (Botelho et al., 2011). The −4α/piK term in the second sum-
mation compensates for the acoustic phonon distortion coupled to the Peierls (optical
phonon) instability (Su, 1980; Li and Lin, 2010b).
The adapted Su-Schrieffer-Heeger (aSSH) Hamiltonians (Li and Lin, 2010a;
Botelho et al., 2011; Shin and Lin, 2011; Shin and Lin, 2013; Botelho et al., 2014)
used in this work can be written as
H = −
∑
ij
[
γt0 −√γα(bij − b0ij)
]
(C+i Cj + C
+
j Ci)
− ε
∑
i
C+i Ci +
∑
ij
K
2
[(
bij − b0ij
)− 4√γα
piK
]2
,
(2.19)
where bij = |ri − rj| is the bond length between the ith and jth atomic sites located
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at ri and rj respectively, with the corresponding dummy reference b
0
ij (Li and Lin,
2010a). The original SSH constants include the σ-bond elastic constant K = 21
eV/A˚2, the reference hopping integral t0 = 2.5 eV, and the linear electron-phonon
coupling constant α = 4.1 eV/A˚ (Su et al., 1979b). C+i and Ci are the creation and
annihilation operators for the pi-electron at site i, respectively. The dimensionless γ
scales the hopping integral parameters as γt0 and
√
γα so that γ 6= 1 for all bonded
pairs that include heteroatoms or are part of six-membered aromatic rings. Such a
choice of electron-phonon scaling ensures that the universal electron-phonon coupling
constant (Heeger et al., 1988) λ = 2α2/piKt0 and the σ-bond spring constant K are
unaltered for all conjugated bonds, which means all of the pi-electrons are treated on
an equal footing. The onsite aSSH parameter ε denotes the density operator C+i Ci
strength so that ε > 0 attracts more electrons onto the heteroatomic sites as compared
to the carbon reference where ε = 0. Table 2.1 taken from Ref. (Botelho et al., 2014)
summarizes all the {γ,ε} values.
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γ ε (eV)
N¨ 1.47 4.36
N˙ 1.05 0.59
O¨ 1.44 5.46
O˙ 1.07 0.34
S¨ 1.15 2.85
1.16 0
0.75 0
0.20 0
Other C˙ 1 0
Table 2.1: Dots over elements specify the number of pi-electrons con-
tributed to the conjugated system. C-C bonds in six-membered aro-
matic rings and the bridge bonds between perpendicular fused rings
require γ 6= 1 and are highlighted in red (Botelho et al., 2014)
.
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Chapter 3
Predicting oxygen vacancy concentration
in La1−xSrxCoyFe1−yO3−δ
3.1 Introduction
3.1.1 Oxygen nonstoichometry
Besides the ionic radii requirements, another condition to be fulfilled is electroneu-
trality, i.e., the sum of charges of A and B equals the total charge of oxygen anions.
This is attained by means of appropriate charge distribution of the form A1+B5+O3,
A2+B4+O3, or A
3+B3+O3. In addition to this, partial substitution of A and B ions
is allowed, thus yielding a plethora of compounds while preserving the perovskite
structure. However, deficiencies of cations at the A- or B-sites or of oxygen anions
are frequent, which results in defective perovskites (Pena and Fierro, 2001).
Oxygen vacancies are more common than those involving cationic vacancies. The
best-known example of perovskite oxide with ordered anion vacancies is the browmil-
lerite structure exhibited by Ca2Fe2O5 and La2Ni2O5. The former composition can
be considered as an anion-deficient perovskite with one-sixth of the oxygen ions be-
ing vacant. Oxygen vacancies are ordered in alternate (001) BO2 planes of the cubic
structure such that alternate [110] rows of oxide anions are missing. Ordering of
oxygen vacancies appears more complex in O-deficient La2Ni2O5 perovskite. Since
tetrahedral coordination of Ni2+ is unlikely, it has been suggested that oxygen vacan-
cies ordering in La2Ni2O5 is accommodated by means of disordered intergrowths of
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octahedral and square-planar layers.
Oxygen excess nonstoichiometry in perovskite oxides is not as common as anion-
deficient nonstoichiometry probably because introduction of interstitial oxygen in per-
ovskite structure is thermodynamically unfavorable. A few systems display apparent
oxygen excess, including LaMnO3+λ, Ba1−λLaλTiO3+λ/2 and EuTiO3+λ. The best-
characterized perovskite showing oxidative nonstoichiometry is LaMnO3+λ. Neutron
diffraction studies revealed that oxygen excess in LaMnO3.12 is accommodated by
vacancies at the A- and B-sites with partial elimination of La (as La2O3), the compo-
sition of the perovskite being La0.94 0.06Mn0.98 0.02O3 (blank space is a cation vacancy).
The nonstoichiometry in LaMnO3+λ can also be modified by partial substitution of
A and B cations. Thus, in SrxLa1−xMnO3+λ perovskites (x = 0.0 - 0.5), oxygen non-
stoichiometry in the temperature range from 873 to 1273 K. For x ≤ 0.4, the plot of
3+λ vs log P(O2) showed two plateaus: one around the stoichiometric point (λ = 0.0)
and the other at low temperatures and high P(O2) at which 3+λ was saturated. The
plot of 3+λ vs log P(O2) was rationalized in terms of a defect model, which is based
on the following assumptions: (i) Because the trivalent cation vacancies cause a large
electronic imbalance and local lattice distortion, they do not stay close to each other.
(ii) with the formation of cation vacancies, a nonbonding O2p level is formed by the
oxide ions around the vacancies. This non-bonding O2p level serves as the hole-trap.
Applying this structure, nonstoichiometry of the oxygen-deficient composition was
explained by the random distribution of oxide-ion vacancies. However, analysis based
on the defect equilibrium did not allow the identification of the cation vacancy site,
whether it is a La site or a Mn site, or both, because the results were almost identical
whatever the cation vacancy site. Fortunately, a detailed neutron diffraction analysis
was conclusive, placing the cation vacancies predominantly on the La site.
Because of the unique combination of mixed ionic and electronic conductances
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(MIEC) (Anderson, 1992; Dyer et al., 2000; Wang et al., 2003; Liu et al., 2006),
perovskite oxides have been widely used as the cathode materials for solid oxide fuel
cells (SOFC) (Sun et al., 2009). Typical A-site cations in these perovskite cathode
materials contain rare and alkaline earth elements such as La, Sr, Ca, and Ba, and
typical B-site cations consist of reducible transition metal elements such as Mn, Fe,
Co, and Ni (Pena and Fierro, 2001). Over the past two decades, extensive scientific
research efforts have been focused on optimizing the materials compositions in lan-
thanum strontium transition metal oxides such as La1−xSrxCoyFe1−yO3−δ (LSCF) to
improve the catalytic performance in oxygen reduction reactions, chemical and me-
chanical stabilities at high temperatures, and thermal expansion properties, as well
as to lower the materials and processing costs (Steele, 1996; Dusastre and Kilner,
1999).
It has been well recognized that the MIEC of these perovskite cathode mate-
rials may be modified through controlling the oxygen non-stoichiometry O3−δ con-
centration δ (Bishop et al., 2009), which in turn is a complicated function of the
materials compositions, temperature T , and oxygen partial pressure PO2 . These non-
stoichiometric anion vacancy defects were often introduced into perovskites in the
growth, annealing, and redox reaction processes. However, if the resulting dopant and
defect concentrations were not thermodynamically favorable, metastable microstruc-
tures could undergo degradations (Yang et al., 2003) and consequentially affect the
overall device performance.
Experimentally, oxygen vacancy non-stoichiometric concentrations in LSCF were
measured through oxygen mass changes using the thermo-gravimetry (TG) (Bishop
et al., 2009) and solid electrolyte coulometry (SECM) (Mantzavinos et al., 2000)
techniques. Various empirical defect models (Bishop et al., 2009; Stølen et al., 2006;
Bakken et al., 2002) were introduced to explain these measurements, but all shared the
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following common problems. Firstly, all the cation and anion defects were treated as
classical particles existing only in their pre-assigned integer valence states and only on
the lattice sites such that the quantum nature of electrons and holes was completely
ignored. Secondly, these defect models typically required three or four empirical
fitting parameters in the forms of enthalpy, entropy, or equilibrium constants. But
these fitted thermodynamical functions did not have any explicit temperature and
pressure dependences. Thirdly, although the importance of surface defects were often
acknowledged in the perovskite oxide literatures (Bishop et al., 2009; Bakken et al.,
2002), these existing empirical defect models (Bishop et al., 2009; Stølen et al., 2006;
Bakken et al., 2002) did not consider any surface effects. In this work, we present a
first-principles density functional theory (DFT) based free-energy approach to predict
the oxygen vacancy non-stoichiometric concentrations O3−δ for the well documented
LSCF system. In this new approach, the cation and anion defects are allowed to
displace away from well-defined lattice sites, and their valence states are the natural
consequence of continuous wave function and charge distributions. With only one
single excess Gibbs free-energy parameter describing the non-ideal solution effects
which can be estimated from existing experimental measurements, we expect that the
same numerical procedures described in this work for LSCF can also be applicable to
other perovskite oxide materials. To the best of our knowledge, our present approach
is the only model that explicitly incorporate the essential surface effects on the oxygen
vacancy non-stoichiometric concentrations.
3.1.2 La1−xSrxCoyFe1−yO3
The Perovskite type lanthanum strontium transition metal oxides such as
La1−xSrxFeO3 (LSF) have been widely used as the cathode materials in solid ox-
ide fuel cells (SOFCs) due to their ability of catalyzing the oxygen reduction reac-
tion (ORR), as well as low costs, high-temperature stability, and acceptable ther-
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mal expansion properties. Occurring on these Perovskite materials surfaces during
the SOFC operation conditions, the ORR contributes to a significant portion of the
electrode overpotential loss through the so-called activation polarization. Various
defects in Perovskites have been shown to play crucial roles in the ORR. For exam-
ple, La1−xSrxCoyFe1−yO3 (LSCF), one of the most active Perovskites for the ORR,
contains a large amount of oxygen vacancies nearly 23 percent under the SOFC condi-
tions. From a broader perspective, the oxygen kinetics and other catalytic processes
on LSF are also intimately related to these defects.
3.2 Defect Modeling Approach
The details of our LSCF defect modeling approach are described in the following
sections based on simple reaction expression:
3.2.1 La1−xSrxCoyFe1−yO3−δ structure
LSCF is a perovskite structure which contains N cubic perovskite unit cells. In each
perovskite unit cell, there are one A atom site, one B atom site and three oxygen
atom sites. As the Sr molar dopant fraction is x, there are xN SrBO3 perovskite
unit cells and (1 − x)N LaBO3 perovskite unit cells which are shown in Figure 3·1
left corresponding to the dark blue unit cell and light blue unit cell.
Here we make first assumption that two holes compensate one oxygen vacancy
which can be shown in the following equation: [Sr′La] = 2[V
••
O ]. The second assump-
tion is that the oxygen vacancy would like to locate around Sr atoms. As a results,
there are (1−x)N LaBO3 perovskite unit cells, (x−2δ)N SrBO3 unit cells and 2δN
SrBO2 unit cells which are shown in Figure 3·1 right.
The regular solution model will be used to describe the reaction while LaBO3 unit
cell is treated as solvent, SrBO3 unit cell is treated as solute 1 and SrBO2 is treated
as solute 2.
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Figure 3·1: unit cells description
3.2.2 Assumed defect reaction
By applying the regular solution model, the equilibrium is between the two solutes.
The reaction can be described between the two solutes which is solute2 + 0.5O2 =
solute1. It can also be expressed in Figure 3·2. The molar fraction of these two
solutes are 2δ, (x− 2δ) respectively.
Figure 3·2: unit cells reaction
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3.2.3 Derivation of Gibbs free energy for the LSCF defect reactions
To derive an expression for ∆Go of the LSCF defect reaction in Figure 3·2, we split
∆Go into two parts: the reaction enthalpy part and the entropy part. The first part
can be obtained directly from DFT calculation results. The entropy part can be
divided into configurational entropy and non configurational entropy. The configu-
rational entropy comes from the perovskite structure while the non configurational
entropy is contributed mainly from oxygen gas. So the Gibbs free energy can be
written as:
∆Go = Gosolute1 −Gosolute2 −
1
2
GoO2 (3.1)
∆Go = ∆Ho − T∆Sconfiguration − 1
2
T∆SO2 (3.2)
where ∆Sconfiguration = −kB(2δln(δ)+(x−2δ)ln(x−2δ)), T∆SO2 = µgasO2 (T, P 0)+
RTln(
pO2
p0
), while µgasO2 (T, p
0) can be found from NIST (NIS, ) :
C0p = A+Bt+ Ct
2 +Dt3 + E
t2
H0O2 −H0298.15 = At+B t
2
2
+ C t
3
3
+D t
4
4
− E
t
+ F −H
S0O2 = Aln(t) +Bt+ C
t2
2
+D t
3
3
− E
2t2
+G
Cp = heat capacity (J/mol·K)
H0O2 = standard enthalpy (kJ/mol)
S0O2 = standard entropy (J/mol·K)
t = temperature(K)/1000.
3.2.4 Expression of equilibrium constants for the assumed defect reaction
For an oxide defect reaction at equilibrium, the reaction equilibrium constant can be
written as:
Keq =
aSolute1
aSolute2aO2
1
2
= exp
[
−∆G
RT
]
, (3.3)
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where R is the universal gas constant and the corresponding activities can be written
as
aSolute1 = γSolute1 × (x− 2δ), (3.4)
aSolute2 = γSolute2 × (2δ), (3.5)
and
aO2 =
PO2
p0
, (3.6)
where p0 is the standard 1 atmosphere (atm) reference state.
Defining the activity coefficient ratio γr = γSolute1/γSolute2, we can rewrite the
equilibrium constant equation as
γr
x− 2δ
2δ
= exp
[
−∆G
RT
] [
PO2
p0
] 1
2
(3.7)
= exp
[
−∆H
RT
+
∆Sconfig
R
− ∆SO2
2R
] [
PO2
p0
] 1
2
.
Here the complicated activity coefficient ratio, which is related to the excess Gibbs
energy beyond the ideal solution model, will be estimated from the experimentally
measured δ data as to be discussed below.
3.3 The predicted results from the model
The thermodynamic energetics computed by DFT were given as follows
H(δ) = HLa1−xSrxCoyFe1−yO3−δ +
δ
2
HO2 (3.8)
−HLa1−xSrxCoyFe1−yO3(Bulk),
where the perfect bulk phase without vacancies was chosen to be the energy reference.
Fig. 3·3 shows the DFT vacancy formation energy for one particular LSCF compo-
sition La0.75Sr0.25Co0.25Fe0.75O3−δ. It is clear that the formation energy of surface
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vacancy is much lower than that in the bulk phase. Such a direct correlation be-
tween the vacancy formation and the free surface is consistent with the experimental
observed segregations near the LSCF surfaces (Simner et al., 2006).
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Figure 3·3: Vacancy formation energy of La0.75Sr0.25Co0.25Fe0.75O3−δ
as a function of the vacancy concentration δ is computed by DFT for
both the bulk (red) and surface (blue) phases. The perfect bulk phase
is used as the common energy reference.
Inserting the DFT enthalpy results of Fig. 3·3 into Eq. 3.8, we can iteratively
solve for the oxygen vacancy non-stoichiometric concentrations as a function of PO2
for both the bulk and surface phases, plotted in Fig. 3·4 as the solid and dashed
lines respectively. Together shown in Fig. 3·4 are the experimental TG (red circles)
(Bishop et al., 2009) and SECM (blue crosses) (Mantzavinos et al., 2000) data at
four different temperatures T = 873K, 973K, 1073K, and 1173K. It is clear that
the experimental data are located inside of the shaded area between the bulk phase
limit and the surface phase limit, which indicates that the experimental data is a
combination of the bulk and surface phases and the two samples from two different
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Figure 3·4: Oxygen vacancy concentration δ as a function of oxygen
partial pressure PO2 at four different temperatures T = 873, 973, 1073,
and 1173 K. The dashed and solid lines represent the calculated bulk
and surface phase limits by DFT, respectively. The experimental data,
TG (red circles) by Bishop et al. (Bishop et al., 2009) and SECM (blue
crosses) by Mantzavinos et al. (Mantzavinos et al., 2000), are located
in the shaded area between the computed surface and bulk phase limits.
As the vacancy concentration increases, the experimental data gradu-
ally approach from the surface limit to the bulk limit. Note that due to
the computational supercell limitation, LCSF with a slightly different
composition is used in the DFT calculations La0.75Sr0.25Co0.25Fe0.75O3−δ
as compared to the experimental sample of La0.6Sr0.4Co0.2Fe0.8O3−δ
(LSCF 6428).
groups are likely to have slightly different bulk-to-surface ratios. It is important to
note that since the vacancy formation energy at surfaces is much less than that in the
bulk phase (Fig. 3·3 ). Therefore, multiple-parameter fitting with no explicit surface
dependences in all existing empirical models may not necessarily have any physical
meanings. The essential role of surfaces on many thermodynamic properties of these
perovskite oxides has been well acknowledged in the literature (Bishop et al., 2009).
At any fixed temperature among all the four temperatures shown in Fig. 3·4, as
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PO2 decreases the oxygen vacancy concentration δ not only increases as expected, but
also gradually switches from the bulk phase limit towards the surface phase limit.
This new feature was missing in all the previous empirical models (Bishop et al.,
2009). Physically, this trend implies that when PO2 is high, there are only a small
quantity of vacancies in the entire system, and since vacancies prefer the surface
phase (Fig. 3·3) they would prefer to be close to the surface phase. On the other
hand, when PO2 is low, more and more imperfect unit cells appear in the system.
Because the number of the imperfect unit cells in the surface phase is limited, more
and more imperfect unit cells will be located toward the bulk phase such that the
experimentally measured oxygen vacancy concentration δ switches toward the bulk
phase limit as shown in Fig. 3·4. Overall, the DFT results show good agreement with
the experimental data within one single unknown physical parameter, the activity
coefficient ratio γr of Eq. (11), which indicates that the calculated DFT energetics
and the estimated reaction model are capable of describing the complicated defect
chemistry of LSCF.
Additionally, we can reformulate such a complicated activity coefficient ratio of
Eq. (11) into the excess Gibbs free energy formalism due to the non-ideal mixing
effects ignored. Namely,
γr = exp
[
∆Gnon−ideal
RT
]
= exp
[
∆Hnon−ideal
RT
]
exp
[
∆Snon−ideal
R
]
(3.9)
Indeed, plotting log(γr) versus 1/T in Fig. 4, we find such a linear relationship is
confirmed.
Therefore, combining Fig. 3·4, Fig. 3·5 and Eq. (11), it is clear that the LSCF
data from both the TG and SECM measurements are a combination of vacancies from
both the bulk phase and the surface phase. Moreover, we can estimate the surface
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Figure 3·5: The unknown activity coefficient ratio γr is reformulated
into the Gibbs free energy changes due to non-ideal mixing, as con-
firmed by the linear relationship between log(γr) and 1/T .
phase fraction of the overall vacancy concentration by defining
Surface Phase Fraction =
δExperiment − δB
δS − δB . (3.10)
The corresponding results as a function of PO2 are shown in Fig. 3·6 for two repre-
sentative temperatures. For both temperatures, the surface phase fraction decreases
when the oxygen partial pressure PO2 decreases. Such a surface-to-bulk transition
occurs at different PO2 windows for different temperature. In general, it occurs at
lower partial pressure values if the temperature is lower as shown in Fig. 3·6.
Combining the reformulated T -dependent activity coefficient ratio obtained from
Fig. 3·5 and Eq. (11), we can now predict the oxygen vacancy non-stoichiometric
concentration δ as a continuous function of T and PO2 . The constant δ contour plots
are shown in Fig. 3·7, where the red, green, and blue lines represent δ= 0.15, 0.10, and
0.05, respectively. Only three iso-value lines of the oxygen vacancy concentration are
shown for both the surface and bulk phases to avoid ambiguous overlaps. Using the
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Figure 3·6: Normalized surface phase fraction versus the oxygen par-
tial pressure PO2 for two representative temperatures. For both tem-
peratures, the surface phase fraction decreases as PO2 decreases. This
fast bulk-to-surface crossover occurs at lower partial pressures for lower
temperatures.
predicted δB and δS contours as the guidelines, we can give a reasonable estimation
of the equilibrium δ for real experimental samples.
Using the same computational procedure discussed above, we can also com-
pute the oxygen nonstoichiometric concentrations for LSCF with different materi-
als compositions. Explicitly, Fig. 3·8 shows the direct comparison of our computed
La0.8Sr0.2Co0.2Fe0.8O3−δ (LSCF8228) bulk and surface limits with the SECM data
measured by Mantzavinos et al. (Mantzavinos et al., 2000).
3.4 Summary
A first-principles DFT based computational approach is developed in this work to
predict the oxygen vacancy non-stoichiometric concentrations for LSCF as a function
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Figure 3·7: Predicted oxygen vacancy non-stoichiometric concentra-
tion δ for LSCF6428 as a function of PO2 and T for both the bulk (solid
lines) and surface (dashed) phases. Only three iso-value lines for three
different oxygen vacancy concentrations are explicitly shown, red for
δ = 0.15, green for δ = 0.10, and blue for δ = 0.05. For experimental
samples, the oxygen vacancy non-stoichiometric concentrations δ are
between the bulk and surfaced limits.
of temperature and partial pressure of oxygen. Good agreements with the experi-
mental data are found over the entire relevant temperature and pressure ranges. Our
prediction indicates that the oxygen vacancy non-stoichiometric concentrations in real
materials samples have contributions from both the surface phase and the bulk phase.
The surface contributions are stronger at lower temperatures and at higher oxygen
partial pressures. The fast surface-to-bulk phase transition occurs at lower partial
pressure windows for lower temperatures.
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Figure 3·8: Oxygen vacancy concentration δ as a function of oxygen
partial pressure PO2 for LSCF8228. The dashed and solid lines repre-
sent the calculated bulk phase and surface phase limits. The experi-
mental data measured by Mantzavinos (Mantzavinos et al., 2000) using
the SECM technique are located inside of the shaded area, indicating
the real materials samples are combination of these two phases.
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Chapter 4
Phase diagram of Sr segregation on
La1−xSrxCoyFe1−yO3−δ surface
4.1 Introduction
The lanthanum strontium transition metal perovskite oxides (ABO3−δ) such as La1−x
SrxFeO3−δ (LSF) have been widely used as the cathode materials in solid oxide fuel cell
(SOFC) applications because of their catalytic performance in the oxygen reduction
reactions, high-temperature chemical stability and thermal expansion coefficients,
and relatively low materials manufacturing and processing costs (Sun et al., 2009).
Under typical SOFC operation conditions these oxygen reduction reactions occurring
on perovskite surfaces generally experience large activation polarizations, causing
undesirable cathodic overpotentials and consequentially overall electrochemical power
losses (Fleig, 2003). Such cathodic activation polarizations become more problematic
as temperature drops, which prohibits the current SOFC setups to operate below
600 ◦C.
Various defects in these perovskite oxides were known to play a critical role in
the oxygen reduction reactions (Pena and Fierro, 2001). In particular, by partially
substituting Fe on the B-sites by other variable-valent 3d transition metal elements
such as Co, La1−xSrxCoyFe1−yO3−δ (LSCF) can effectively facilitate hole conducting
channels through the formation of small ploarons on these 3d transition metal B-
sites, and simultaneously enhance the anionic oxygen vacancy concentration δ through
45
accommodating more A-site Sr dopants. These gave rise to the enhanced mixed ionic
and electronic conductances, and lower the cathodic overpotentials.
(a) (b)
(c) (d)
Figure 4·1: Development of surface roughness of an as-made
La0.8Sr0.2Co0.2Fe0.8O3−δ sample measured by SEM after annealing in
air at 800 ◦C for (a) 2h, (b) 5h, (c) 20h, and (d) 50h.
The boosted catalytic performance of LSCF over LSF, however, seemed to be
compromised by potential long-term materials instabilities after many repeating op-
eration cycles. In particular, Simner et al. observed degraded power densities over
time in their anode-supported cells utilizing the LSCF cathodes operated at 750 ◦C
(Simner et al., 2006). Such degraded cell performance was found to be correlated
with segregations of the A-site Sr dopants at the LSCF electrode surfaces (Tietz
et al., 2008; Baumann et al., 2005; Bishop et al., 2009; Finsterbusch et al., 2012),
an indication of depletion of the B-site transition metal concentrations in these sur-
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face layers. As shown in Figs. 4·1(a-d), our scanning electron microscope data (Yu
et al., 2014) indicated that roughness of a clean LSCF surface increased continuously
with the annealing time. After a 50-hour annealing period at 800 ◦C in air, new
second-phase materials with enriched Sr compositions were clearly developed (Fig.
4·1(d)). Since the B-site transition metals are essential to the cathodic catalytic
activity of perovskite oxides and heterogeneous catalytic reactions are occurring pri-
marily on surfaces and interfaces, the formation of Sr-enriched layers at the LSCF
surfaces raised serious concerns on potential power density degradations of using
LSCF as the cathode materials in SOFC applications (Oh et al., 2012). In his work,
the first-principles density functional theory (DFT) calculations are implemented to
investigate the instability criteria of the Sr segregation reactions on LSCF surfaces.
Explicitly, we utilize the first-principles DFT results to construct the free-energy
phase diagrams for both the LSCF bulk and surface phases as a function of tempera-
ture T and oxygen partial pressure pO2 . Unlike standard DFT calculations commonly
implemented in literatures where the non-stoichiometric oxygen vacancy concentra-
tions of perovskite oxides ABO3−δ were fixed at presumed values, in this work we
follow our recently developed free-energy functional approach (Luo et al., 2014) to
compute the non-stoichiometric concentrations self-consistently as δ(T, pO2). In ad-
dition, the effects of CO2, at the atmospheric and enriched concentrations, on these
LSCF phase diagrams are explicitly investigated to probe the controlling factors in
these complicated Sr segregation processes at LSCF surfaces.
4.2 Energetic phase diagram
The thermodynamic stability of Perovskite cathode materials was represented by the
relative partial molar free energies, enthalpies, and entropies of oxygen dissolution
in the perovskite phase. LSCF has been widely used as a SOFC cathode. Due to
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partial substitution of Sr for La and reduction of transition metals, it has a substantial
oxygen vacancy concentration at high temperatures, and therefore exhibits high ionic
and electronic conductivity resulting in desirable low SOFC cathode polarizations.
Long-term stability is also an important requirement for the commercialization of
SOFC. For example, Simner et at. measured the power density of anode-supported
cells utilizing LSCF cathodes and observed decreased cell performance with time
at 750 ◦C. Similarly, Tietz et al. have also reported similar degradation of LSCF
cathode-based cells during long-term testing. Several studies reported that Sr in
LSCF tends to segregate to electrode surfaces or interfaces. Our experiment results
also indicated similar phenomenon which is shown in Figure 4·1. The roughness of the
LSCF surface raise as the annealing time increases. As a result, the transition metal
concentration was found to substantially decrease in the outermost surface layers. It
is generally believed that the B-site transition metals play a critical role for catalytic
activity of ABO3 perovskite materials, and heterogeneous interaction is primarily
determined by surface composition and structure. Consequently, the formation of
Sr-enriched layers on the LSCF surfaces is a potential degradation mechanism for
LSCF cathode-based cells.
4.3 Effect of atmospheric carbon dioxide
Several groups have reported strontium segregating at the surface in LSCF during an-
nealing at elevated temperatures in the form of strontium oxide (SrO) and strontium
carbonate (SrCO3). So it is also important to study the effect of CO2 on Sr surface
segregation since the formation of SrCO3 will be affected by the presence of CO2.
The formation of SrCO3 will consume the as-formed SrO, which can subsequently
enhance further Sr segregation to the surface. In addition, the anode exhaust gas in
SOFCs undergoing an anode gas recycle process contains 30% CO2 produced by hy-
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drocarbon fuel. In this case, any gas leakage from the anode side resulting from crack
formation in the seals, electrolyte or interconnects will risk exposing the cathode to
high CO2 concentration (up to 30%). The reaction leading to SrCO3 formation can
be written as:
SrO + CO2 = SrCO3 (4.1)
Our collaborator recently experimental results indicate that with the presence of CO2,
SrCO3 is formed on LSCF thin films after annealing at 800
◦C in air,identified by
hard x-ray photoelectron spectroscopy. Figure 4·1 shows the results:
In order to find whether the above reaction provides additional thermodynamic
driving force for Sr segregation to the surface, the DFT calculation is used to calculate
the energy difference between bulk and surface phase LSCF. Then the phase diagram
is plotted to determine the CO2 effect.
4.4 Computational method
To compute the free energies of all the relevant bulk and surface phases, we will
start from the ground state energy calculations using the first-principles DFT using
the Vienna Ab-initio Simulation Package (VASP) to obtain the crystal structures
and atomic geometry at equilibrium and the vibrational entropy using the harmonic
oscillator approximation. Explicitly, we will perform the plane-wave DFT calcula-
tions using the generalized gradient correction with the on-site Hubbard repulsion
U (GGA + U) exchange-correlation functional and the ultra-soft pseudo-potentials.
A moderate energy cutoff of 450 eV will be used. In our preliminary results, we
identified the optimized structures of the perovskite cubic structure of LSF. The lat-
tice constant we found for LSF is 3.851 A˚ which is comparable to the experimental
value of 3.821 A˚. We will apply the obtained equilibrium lattice parameter to con-
struct larger unit cells to investigate the thermodynamic stability of the bulk phase
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La1−xSrxCoyFe1−yO3 (LSCF) and the surface phase LSCF. A 2 × 2 × 2 supercell of
the primitive Perovskite unit, containing about 40 atoms, is constructed to simulate
the doping concentration effects. In order to mimic the surface phase, a large vacuum
of 10 A˚ slab thickness is used and the atoms on the bottom layer are fixed at their
bulk geometry. A 2× 2× 2 Monkhorst-Pack k-point mesh in the Brillouin zone was
used for the supercell. The surface calculations will be done with a 2× 2× 2 k-point
mesh.
4.5 Results
Many physical factors may be involved in the complicated Sr segregation processes
occurring on LSCF surfaces under typical SOFC operation conditions, including tem-
perature T , partial pressure of oxygen pO2 , surface versus bulk effects, local versus
equilibrium oxygen vacancy concentrations, segregated SrO versus SrCO3 with the
absence versus presence of CO2, and others. In this section, we will design a series of
free-energy calculations to analyze these physical factors. In particular, we will focus
our discussion on La0.75Sr0.25Co0.25Fe0.75O3−δ as an illustrative example, for mimick-
ing the experimentally sample of La0.8Sr0.2Co0.2Fe0.8O3−δ and for the computational
convenience.
In order to construct the phase diagram of Sr segregations, we consider the fol-
lowing reactions
LSCFPerfect + O2 = LSCF(OxygenVacancy) + SrO (4.2)
To derive an expression for the ∆G0 of the LSCF defect reaction shown above, we
separated ∆G0 into the reaction enthalpy from DFT, and the chemical potential of
gas-phase oxygen molecules from NIST (NIS, ) as follows
The free energy can be presented as a function of oxygen vacancy partial pressure
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pO2 and temperature T to determine whether the segregation would happen.
4.5.1 Phase diagrams of bulk and surface phases
In this section, we will address the instability criteria for the Sr segregation processes
at the LSCF surfaces.
Thermodynamic stability of the bulk LSCF phase with respect to the SrO segre-
gation process with the presence of the gas-phase O2 may be expressed as follows,
La0.75Sr0.25Co0.25Fe0.75O3(bulk) +
1
16
O2(g) (4.3)
= La0.75Sr0.125Co0.25Fe0.75O3(bulk) +
1
8
SrO(s)
Fig.4·2 shows the phase diagram of the bulk phase LSCF. The upper picture show
the unit cell of the bulk phase where there are two strontium atoms and six lanthum
atoms in the unit cell. So the La and Sr ratio is 0.75:0.25 which is shown is the
chemical reaction formula closed to experimental data from our collaborators. We
can see the free energy ∆G is around 0.2 eV to 0.3 eV which means that the bulk
phase is very stable in this area where the temperature is from 300 K to 1200 K and
the partial presure of O2 is from 0 atm to 1 atm. In order to look for the controlling
factors for the Sr segregation, we will focus on first two factors which are the oxygen
vacancy and the surface phase.
The oxygen vacancy case is to be considered next. The reaction should be:
La0.75Sr0.25Co0.25Fe0.75O3−δ +
1
16
O2 (4.4)
= La0.75Sr0.125Co0.25Fe0.75O3−δ +
1
8
SrO
By applying the oxygen vacancy δ = 0.125 in the bulk phase that is shown in Fig.4·3,
the free energy ∆G drops down around 0.1 eV. Comparing to the perfect surface
phase case, ∆G does not decrease too much.
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Figure 4·3 shows the oxygen vacancy effect. Here the oxygen vacancy δ is 0.125
when we move out an oxygen atom in the unit cell. When the bulk phase has oxygen
vacancy, we can see the free energy ∆G drops down around 0.1 eV in the same area.
Comparing to the perfect bulk phase, the gibbs free energy ∆G decreases around 0.1
eV which means that when the oxygen vacancy will cause LSCF less stable. But
anyway the ∆G is positive, it is still stable when is has oxygen vacancy in the bulk
phase. We need to consider other factors.
Then the non-vacancy reaction changed from bulk phase to surface phase that is
still based on equation (3). Fig.4·4 presents the computed results that the free energy
∆G decreases a lot even the ∆G = 0.0eV can be seen in the left.
Here we combined surface phase and oxygen vacancy factor together. A huge
decrease we can see from Fig.4·5 Comparing to the other three cases, the free energy
∆G decreases a lot where even we can see ∆G = 0 eV in the area. But the ∆G =
0 eV line is around the temperature of 300 K where our experiment temperature is
around 1000 K.
From our previous research, the carbon dioxide may also speed up the segregation
process (Yu et al., 2014). It is also found the strontium carbonate formed on the
surface. By considering the formation of SrCO3, we applied the reaction:
La0.75Sr0.25Co0.25Fe0.75O3−δ +
1
16
O2 +
1
8
CO2 (4.5)
= La0.75Sr0.125Co0.25Fe0.75O3−δ +
1
8
SrCO3
We believe carbon dioxide is an additional driving force for this reaction because
strontium carbonate is more stable than strontium oxide in the atmosphere. As shown
in Fig.4·6, when the carbon dioxide partial pressure increases, the ∆G = 0 eV line
move to the right that indicates the reduction of free energy. This results agree with
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our previous experiment data (Yu et al., 2014).
A generic first-principles computational approach is developed in this work to
understand the controlling factors of Sr segregation on La1−xSrxCoyFe1−yO3. Good
tendency agreement with the experimental data are found over the entire relevant
temperatures. The oxygen vacancy is an important factor for the LSCF stability.
In the previous computation, the oxygen vacancy concentration is fixed to a certain
value. As we known that the oxygen vacancy concentration is a varied value de-
pending on the oxygen partial pressure and the temperature (Bishop et al., 2009;
Mantzavinos et al., 2000). In our previous work, we have calculated the oxygen va-
cancy concentration as a function of oxygen partial pressure and temperature. Here
we build model to couple the oxygen vacancy concentration effect to the computation.
Based on the oxygen vacancy effect, the reaction can be described as:
La0.75Sr0.25Co0.25Fe0.75O3−δ +
1
16
O2 (4.6)
= La0.75Sr0.125Co0.25Fe0.75O3−δ +
1
8
SrO
Because δ(T, p0) is a function of temperature T and oxygen partial pressure p0,
then ∆H0 for this reaction is also a function of T and p0 that is ∆H0(T, p0). Thus
the equation (3.2) is changed to be:
∆G0 = ∆H0(T, p0)− T∆Sconfig − 1
2
µgasO2 (T, p
0). (4.7)
Fig. 4·7 shows the phase diagram that is coupled with oxygen vacancy concentra-
tion effect. The ∆G value shows that the bulk phase is still stable while the surface
phase is unstable. As we coupled the oxygen vacancy concentration effect, the iso
gibss free energy lines start to curve. The curvature expresses the complicated sta-
bility for La1−xSrxCoyFe1−yO3−δ. The second figure for the surface indicates that
there may be a stable area for surface where the temperature is between 750 K and
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1000 K when the oxygen partial pressure is low enough. At the same oxygen partial
pressure, the free energy increases when temperature is increasing causing the phase
more stable. But when the temperature is higher enough, the free energy becoming
decreasing because at high temperature, more and more oxygen vacancies are created
in the system, that cause the composition not stable.
4.5.2 Effects of CO2
The carbon dioxide may also affect the segregation process that is in our previous
paper (Yu et al., 2014). As the O2 presents in the system, the rate of the segrega-
tion looks faster than the O2 free case. As a result, an understanding of Sr surface
enrichment and segregation behavior is required.
arge amount of oxygen vacancies nearly 23 percent under typical SOFC conditions
due to the partial substitution of Sr for La
From a broader perspective, the oxygen kinetics and other catalytic processes on
LSCF are also intimately related to these defects (Oh et al., 2012; Oh et al., 2009b;
Oh et al., 2009a; Yokokawa et al., 2008).
Oxygen vacancy effect is also applied to the CO2 case. Carbon dioxide should
provide an additional driving force for this reaction because strontium carbonate is
more stable than strontium oxide in the atmosphere. Based on equation (4.5), the
phase diagram are plotted for both bulk and surface phase in Fig. 4·8. The partial
pressure of carbon doxide is under the air condition that is 4.0×10−4 atm.It indicates
that as the present of CO2, both phases are unstable.
4.6 Summary
A generic first-principles computational approach is developed in this work to under-
stand the controlling factors of Sr segregation on La1−xSrxCoyFe1−yO3. With fixing
the value of oxygen vacancy δ during the calculation, good tendency agreement with
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the experimental data are found over the entire relevant temperatures. Surface phase,
oxygen vacancy nonstoichiometry are two main factors to affect the Sr segregation.
Carbon dioxide also influenced to segregation rate. Actually, the oxygen vacancy
concentration should also be a function of oxygen partial pressure and temperature
(Bishop et al., 2009; Mantzavinos et al., 2000). After the oxygen vacancy concentra-
tion effect is considered in the computation, the stability of La1−xSrxCoyFe1−yO3−δ
becomes more complicated. Without carbon dioxide, the bulk phase is stable while
the surface phase may be stable under low enough oxygen partial pressure when the
temperature is between 750 K and 1000 K. As the carbon dioxide presents in the sys-
tem, both phases are not stable. Our carbon dioxide calculation results don’t agree
well with the experimental data because we have not considered any kinetic effect in
the simulation. So only the trend in the carbon dioxide computation is important.
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La
Fe
O
Sr
Co
La0.75Sr0.25Co0.25Fe0.75O3+
1
16O2→ La0.75Sr0.125Co0.25Fe0.75O3+
1
8SrO
Bulk PhaseFigure 4·2: The figure shows the gibbs free energy of the chemical
reaction as a function of temperature and partial oxygen pressure cor-
responding to its phase and structure. This figure shows the bulk phase
without oxygen vacancy.
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Bulk phase Oxygen vacancy 
δ = 0.125
La0.75Sr0.25Co0.25Fe0.75O3-δ+
1
16O2→ La0.75Sr0.125Co0.25Fe0.75O3-δ+
1
8SrO
Bulk Phase
= 0.125
Figure 4·3: This figure shows the bulk phase with oxygen vacancy
while the oxygen vacancy δ = 0.125. We can see with the oxygen va-
cancy in LSCF, the gibbs free energy decreases which means the oxygen
vacancy can enhance the chemical reaction to help the Sr segregation.
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Surface phase
La0.75Sr0.25Co0.25Fe0.75O3+
1
16O2→ La0.75Sr0.125Co0.25Fe0.75O3+
1
8SrO
ΔG = 0.0 ev 
Surface Phase
Figure 4·4: This figure shows the surface phase without oxygen va-
cancy. We can see with applying the surface phase in LSCF, the free
energy decreases which means the surface phase can enhance the chem-
ical reaction to help the Sr segregation.
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Surface phase Oxygen vacancy 
δ = 0.125
La0.75Sr0.25Co0.25Fe0.75O3-δ+
1
16O2→ La0.75Sr0.125Co0.25Fe0.75O3-δ+
1
8SrO
Surface Phase
ΔG = 0.0 ev 
T = 908 K 
= 0.125
Figure 4·5: This figure shows the phase diagram of surface phase.
Comparing to the bulk phase which is shown in Fig 2, the surface
will enhance the chemical reaction which will cause unstable in LSCF
perovskite surface phase.
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ΔG = 0.0 ev 
La0.75Sr0.25Co0.25Fe0.75O3-δ+
1
16O2+
1
8CO2→ La0.75Sr0.125Co0.25Fe0.75O3-δ+
1
8SrCO3
Pco2 = 3.9 × 10-4 atm
T = 883 K 
Surface Phase
= 0.125
ΔG = 0.0 ev 
La0.75Sr0.25Co0.25Fe0.75O3-δ+
1
16O2+
1
8CO2→ La0.75Sr0.125Co0.25Fe0.75O3-δ+
1
8SrCO3
Pco2 = 0.5 atm
T = 1018K 
Surface Phase
= 0.125
Figure 4·6: At last, we consider the carbon doxide effect for this
reaction. This figure shows the phase diagram under the air condition
while the partial pressure of carbon doxide which is 3.6× 10−4 atm. It
is clearly to see that the ∆G = 0 eV line move to higher temperature
while the temperature increases.
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Figure 4·7: The upper figure is for the bulk phase while the bottom
figure is for the surface phase. As we coupled the oxygen vacancy
concentration effect, the iso gibss free energy lines start to curve. From
the ∆G value we can see that the bulk phase is still stable while the
surface phase is unstable.
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Figure 4·8: This figure shows the phase diagram under the air con-
dition while the partial pressure of carbon doxide which is 4.0 × 10−4
atm. The upper figure is for the bulk phase while the bottom figure
is for the surface phase. From the ∆G value we can see that as the
present of CO2, both phases are unstable.
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Chapter 5
Perovskite structure for high temperature
thermoelectric materials
5.1 Introduction
Strontium Titanate(SrTiO3) is one of metal oxide compounds, it can be used in high
temperature in Solid Oxide Fuel Cells and is a perovskite material. SrTiO3 is one
of the thermoelectric materials that have low environmental impact. The study of
SrTiO3 as a thermoelectric material has bee carried for years and im- provement
has been made dramatically. In the paper of Ohtaki et al. (Ohtaki, 2011). Though
many researches has been carried out since 1990, strontium Titanate has the largest
value of figure of merit among those species. Not only that, but also it is one of the
most important material used in high temperature Solid Oxide Fuel Cells and the
experiment of which is under going in a cooperation research group, this work will
focus on SrTiO3 and its doped system to study their thermoelectric properties.
5.1.1 Model description
In order to get the thermoelectric properties of materials, the first-principles band
structure, εi,~k must be obtained from Quantum Espresso calculation. And then,
based on Garcia-Fernandez et al. (Garc´ıa-Ferna´ndez et al., 2012), after performing
the Fourier expansion, the conductivity tensor can be obtained as
σαβ(i,~k) = e
2τi,~kνα(i,
~k)νβ(i,~k) (5.1)
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where σ is electronic conductivity, e is the electronic charge, τ is the relaxation time,
and
να(i,~k) =
1
~
∂εi,~k
∂kα
(5.2)
where α is the α component (x, y and z direction) of the group velocity ν for an
electron in band i and at k point ~k. From the electronic conductivity matrix, the
relevant transport tensors that relate the electric current with an external electric field
σαβ(T, µ) or temperature gradients ναβ(T, µ). These tensors rely on the temperature
T and the chemical potential µ, which determines the carrier concentration or the
doping level. And the final expressions are as following:
σαβ(T, µ) =
∑
i
∫
d~k
8pi3
[−∂f(T, µ)
∂ε
]σαβ(i,~k) (5.3)
and
ναβ(T, µ) =
1
T
∑
i
∫
d~k
8pi3
[−∂f(T, µ)
∂ε
]σαβ(i,~k)[ε(~k)− µ] (5.4)
where f is the Fermi-Dirac distribution,
f(T, µ) =
1
e(εi−µ)/kT + 1
(5.5)
where k is the Boltzmann’s constant, T is the absolute temperature, εi is the energy
of the single-particle state i, and µ is the total chemical potential. And finally, the
components of the Seebeck tensor can be calculated as
Sij(T, µ) =
∑
α
(σ−1)αiναj (5.6)
The electron contribution to the figure of merit is expressed as power factor:
PF = σS2 (5.7)
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where σ is the electronic conductivity and S is the Seebeck coefficient. In these
calculations, an accurate band structure is needed as indicated by Zhang et al. (Zhang
et al., 2012). However, band crossing problem (Blochl et al., 1994) near the Fermi
surface is very important which will impact the band structure calculation during
the research. It is caused by the inaccurate band energy connection and leads to
incorrect group velocity. To solve this, the overlap of the eigenvalues at each k point
is calculated to sort the eigenvalues and to give an estimate crossing and anti-crossing
of the bands. The solution was implemented in Quantum Espresso.
5.2 Calculation
Density Functional Theory (DFT) calculations were performed in this work. The
plane wave pseudopotential method as implemented in Quantum Espresso was used.
Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) was used
for the exchange-correlation functional. Ultrasoft pseudopotentials were used for Sr,
Ti and O. The five-atom perovskite unit cell was used in the DFT Calculation. Non-
symmetry was indicated in the input file, and kinetic energy cutoff for wavefunctions
was 30 Ry, and that of pseudopotential was 300 Ry. 8× 8× 8 automatic Monkhorst-
Pack (Monkhorst and Pack, 1976) k points grid was used and the five-atom single unit
cell was set. The optimized structure of SrTiO3 had lattice constant 3.92 Angstrom
compared to 3.91 Angstrom from the experiment data (Jiang et al., 2006), which is
accurate.
5.3 Results and Discussion
5.3.1 SrTiO3
After importing the band structure and crystal structure that calculated from Quan-
tum Espresso to BoltzTraP, thermoelectric properties of electron were obtained as in
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Fig5·1. Density of states, electronic conductivity over relaxation time, thermal con-
ductivity over relaxation time and Seebeck coefficient were calculated by BoltzTraP
code. The x axis is the eigenstate (or chemical potential µ or doping level according
to different purpose), and the Fermi level was shifted to 0. The x axis shows the
thermoelectric properties change from hole (E − Ef < 0) to electron (E − Ef > 0)
region. And since it has been found that the bulk thermoelectric performance of
pure-undeformed STO is low since it is a wide band gap semiconductor with a rel-
atively high lattice thermal conductivity and because strontium titanate is n-type
semiconductor, the carrier at zero doping level is electron. As indicated in Fig5·1,
in the region near the Fermi level (E − Ef = 0), density of states and electronic
conductivity shows are zero. This is because near the Fermi level, semiconductor has
a band gap and no eigenstates are allowed to stay in that energy range. It is well-
known that a material’s Seebeck coefficient is inversely related to its carrier density.
Therefore, insulators tend to have very high Seebeck coefficients, while metals have
lower values due to their high carrier concentrations. Thus, in the bottom figure of
Fig5·1, near the Fermi level, the Seebeck coefficient reaches the maximum value. And
for small doping concentrations, the Seebeck effect grows rapidly with the doping
level reaching a peak and the decreasing again. Here, the maximum value of Seebeck
coefficient could reach nearly 1000 (µV/K), which is significantly larger than those
typical good bulk thermoelectric materials, which are usually 150-250 µV/K (Tritt
and Subramanian, 2006). However, it is important to notice that we are comparing
the maximum value of the Seebeck coefficient to experimental values corresponding
to systems with different carrier concentrations.
Compare the results with Kinaci et al. (Kinaci et al., 2010),it was found that our
results had good agreement with theirs. As temperature increased, the maximum
value of Seebeck coefficient decrease. But meanwhile the power factor increased due
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to the improvement of conductivity of electron. And since STO (SrTiO3) is a semi-
conductor, as temperature increases, the thermal electric conductivity and electronic
conductivity increases since the electron vibration gets stronger and the energy of
electrons increase.
5.3.2 SrTiO3 with dopant
In our previous study, dopant by replacing Sr or Ti would improve the performance
of the thermoelectric materials. According to Fig 5·2, in low doping level (x, y ≤
12.5%) Nb doped structure had the maximum approximate 8.2 (µW/K2 cm) and
Gd followed it with 7.8 (µW/K2 cm). For dopant concentration of 25%, it could be
found that La dominated with power factor of 8.6 (µW/K2 cm) followed by yttrium of
value of 8.3 (µW/K2 cm). Though around 37.5% doping level, samarium reached the
highest value of 9.8 (µW/K2 cm), it could be not so important as the first two values
because at such high doping concen- tration, a second phase might be generated and
stability issue may occur. However, as the doing level increased, the lattice thermal
conductivity decreased dramatically for samarium. This is very important for the
improvement of the thermoelectric per- formance of the material. And hence, a
conclusion was save to be drawn that for low doping region, niobium and gadolinium
are the best choice and at high doping level, lanthanum, yttrium and samarium are
the best candidates for the thermoelectric ma- terial. As concluded previously, for
niobium, the best dopant concentration is around 16%. For gadolinium, the optimal
doping level is less than 10%. For lanthanum, the best option of dopant concentration
is around 25%. For yttrium, the optimal dopant concentration is about 25% as
well. And for samarium, it is good to obtain as much Sm as possible. As for the
double-doping cases, the optimal doping level that can be obtained is the dopant
concentration less than 12.5% for both lanthanum and niobium assuming relaxation
time is the same as it is in single lanthanum doping case.
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5.3.3 SrTiO3 with oxygen vacancy
As we know, oxygen vacancy plays an important role the the thermoelectric mate-
rials. Theoretically the oxygen vacancy increases the electronic conductivity while
producing vacancy to scatter the phonons to decrease the thermal conductivity. In
the previous oxygen vacancy study in solid oxide fuel cell materials, we also confirm
the significance of oxygen vacancy. Up to now we have not found any study of oxygen
vacancy in thermoelectric materials, we create oxygen vacancy in SrTiO3 to see the
influence of oxygen vacancy.
First, by having the profile of density of states in Fig??, it was clearly found
some changes around Fermi energy. There are some energy states exist around Fermi
level, which means the system now is no longer semiconductor behavior. The red line
indicates the pure SrTiO3 while the blue line is oxygen vacancy case. Therefore a
conclusion can be drawn that oxygen vacancy doped SrTiO3 turned out to be metal
and would have metallic behavior. The profiles of density of states of oxygen vacancy
SrTiO3 are the left shift of that of pure SrTiO3. By plotting the Seebeck coefficient of
oxygen vacancy doped strontium titanate system, it is obvious that with the doping
concentration increased, the whole profiles move to the left with a bit enhancement
of the magnitude of the Seebeck value. The magnitude of the Seebeck coefficient is
around 1000 µV/K. From Fig?? we can see that the electronic conductivity is no
longer zero when oxygen vacancy was created in the system. As mentioned before,
thermoelectric performance is complicated because generally, when Seebeck coefficient
gets higher, the electronic conductivity decreases and it is meaningless to just look at
one parameter. Thus, power factor is highly important to reveal the thermoelectric
performance of electron contribution.
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69
Figure 5·2: Power factor of different doping concentration of all doping
cases at 1000K.
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Chapter 6
Organic optoelectronic materials
6.1 Introduction
In the past five years, the power conversion efficiency (PCE) of bulk heterojunction
(BHJ) solar cells (Yu et al., 1995) has been doubled from 5% to slightly above 10%.
To a large extent, this was due to the introduction of low-bandgap copolymers (Liang
and Yu, 2010; Ameri et al., 2013). These third-generation semiconducting polymers
(Heeger, 2010) typically contain two alternating pi-conjugated monomer units of dif-
ferent electronegativities such that the more electronegative unit controls the lowest
unoccupied molecular orbital (LUMO) of the copolymer, and the less electronegative
unit controls the highest occupied molecular orbital (HOMO) of the copolymer. Us-
ing conjugated units of different electronegativities is an effective way to break the
charge conjugation symmetry, thus separating the otherwise conjugated hole and elec-
tron states. The resulting bandgaps of these copolymers can reach well below typical
bandgaps of 2.5 eV or higher for the second-generation semiconducting polymers such
as polythiophene (Heeger, 2010), and may be tailored (Botelho et al., 2014) to meet
the optimal 1.3 eV in the detailed balance limit of any p-n junctions (Shockley and
Queisser, 1961).
Based on a set of simplified empirical arguments (Scharber et al., 2006) consisting
of a 0.3 eV minimal charge-transferring energy offset, an additional 0.3 eV energy
offset between the built-in voltage and the actual open-circuit voltage, a typical 65%
filling factor, and a typical 65% external quantum efficiency. Scharber et al. were able
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to set the PCE upper limit of 11% when donor materials of 1.2-1.8 eV bandgaps are
used together with [6-6]-phenyl-C61-butyric acid methyl ester (PCBM) as the electron
acceptor materials. Furthermore, Dennler et al. (Dennler et al., 2008; Ameri et al.,
2009; Ameri et al., 2013) followed similar arguments and suggested that tandem solar
cells with a PCE of 15% may be achieved if donor materials with complementary
bandgaps of 1.6 eV and 1.3 eV were used. Under these assumptions, complicated
materials design of the PCE of BHJ solar cells can be reduced to a much simplified
problem by tuning the optical bandgaps of donor materials and aligning their LUMO
energy levels relative to the LUMO levels of their corresponding acceptors.
Designing optical bandgaps of optoelectroactive materials, however, is not a
straightforward task since it requires knowledge of the two-particle Green’s func-
tion propagator (Mattuck, 1976). As one of the most successful quantum many-body
theories, the first-principles density functional theory (DFT) guarantees only the
ground-state properties (Hohenberg and Kohn, 1964). In practice, the convex nature
of all the existing energy functions that are based on the local density approximation
inevitably favors the fractional charge states (Parr and Yang, 1989) with delocalized
electronic wavefunctions in several strongly correlated materials systems (Cohen et al.,
2008). One of these difficult cases concerns the self-localized soliton and polaron states
in pi-conjugated polymers (Heeger et al., 1988), for which even the time-dependent
DFT (Runge and Gross, 1984) (TDDFT) under the adiabatic local density approx-
imation is known to fail in the extended polymer limit (van Faassen et al., 2002).
To resolve this strong-correlation problem in pi-conjugated systems, we have recently
been developing an accurate, transferrable, and computationally efficient model for
the Hamiltonian, the adapted Su-Schrieffer-Heeger (aSSH) Hamiltonian (Li and Lin,
2010a; Botelho et al., 2011; Shin and Lin, 2013; Botelho et al., 2014) that renormal-
izes the many-electron correlation into a universal electron-phonon coupling constant
73
(Su et al., 1979a; Heeger et al., 1988; Li and Lin, 2010a).
The aSSH Hamiltonian is built upon two fundamental assumptions: separability
of pi-electrons from σ-electrons and equality in the electron-phonon coupling among
all pi-electrons. First, we assume that low-energy excitations near the Fermi surface of
pi-conjugated systems can be faithfully captured by the wavefunctions of pi-electrons,
such that those energetically much stronger σ-bonds are inherent Harmonic oscillators
whose role is to hold the chemically bonded pi-conjugated units together. Based on
such energy differences between the pi- and σ-bands, the excitation of pi-electrons near
the Fermi surface can be coupled to the rigid σ-phonons, and through the Schrieffer-
Wolff transformation (Phillips, 2003) they can get self-trapped when coupled to two
σ-phonons with the opposite wave-vectors. Similar to the Cooper pair instability
(Phillips, 2003), we expect the existence of weakly interacting σ-phonon-coupled
quasi-pi-electrons that can precisely reproduce the low-energy excitations near the
Fermi level as guaranteed by the Landau-Fermi liquid theory. In other words, the sep-
arability assumption between pi- and σ-electrons essentially implies the possibility of
renormalizing the strongly interacting pi-electrons into weakly-interacting σ-phonon-
screened quasi-pi-electrons for relevant low-energy excitation processes occurring in
these pi-conjugated systems. In conducting polymers, for example, screening of pi-
electrons by the quasi-one-dimensional (1D) optical phonons lead to the Peierls in-
stability (Peierls, 1955; Li and Lin, 2010b) and formation of self-localized topological
soliton and polaron gap states (Heeger et al., 1988).
Second, we assume that all pi-electrons are screened by σ-phonons in exactly the
same manner, regardless of their chemical origins. Explicitly, we assume that the
electron-phonon coupling strength λ (Heeger et al., 1988; Conwell, 1987) is a univer-
sal constant applicable to all kinds of pi-electrons, on the C, N, O, and S atomic sites, in
six- and five-membered conjugated rings, and in linear chains, branching dendrimers,
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two-dimensional graphene, and fullerene structures with six disclinations. Physically,
such a dimensionless constant λ specifies the coupling strength of a Dirac Fermion
(electron) to a continuum boson (phonon) field (Takayama et al., 1980) as described
by the Gross-Neven model field (Gross and Neveu, 1974) in the semiclassical limit
(Campbell, 2002). For simplicity and also for practical reasons, here we choose the
original SSH value of λ = 0.20 which corresponds to an optical bandgap of 1.3 eV for
trans-polyacetylene (Heeger et al., 1988; Li and Lin, 2010a). Validity and consequence
of fixing such a constant λ value certainly deserves systematic and more thorough in-
vestigations. Nevertheless, in a recent comprehensive survey (Botelho et al., 2014),
Botelho et al. found it predicts reasonably accurate optical bandgap values for nearly
200 independent pi-conjugated systems whose optical spectra are available in litera-
tures. A systematically under-estimated error of 0.05 eV with a standard deviation of
0.16 eV were found against the corresponding experimental measurements (Botelho
et al., 2014). Figs. S1(a) and S1(b) of the Supplementary Materials summarize these
direct comparisons for the second- and third-generation conjugated polymers, respec-
tively. As shown in Fig. S2(a), accuracy in the predicted aSSH optical bandgap
values (black crosses) far exceeds the conventional Hartree-Fock (HF, yellow circles),
DFT (blue triangles), and TDDFT (red circles) results. Moreover, based on the uni-
versal electron-phonon coupling assumption for all pi-electrons, Shin and Lin were
able to incorporate three-dimensional (3D) inter-chain pi-pi interactions via exponen-
tially decaying hopping integrals (Shin and Lin, 2013), and obtained accurate optical
adsorption spectra over the entire experimentally relevant energy ranges for several
representative second-generation (Fig. S1(c)) and third-generation (Fig. S1(d)) con-
jugated polymers. They were also able to probe the photoinduced charge transfer
processes across the BHJ interfaces (Shin and Lin, 2013).
Going beyond the aSSH quasi-particle picture as described above, one may con-
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struct the Perierls-Hubbard Hamiltonians (Campbell, 2002; Lin et al., 2006; Li and
Lin, 2010b) which explicitly take electron correlations and higher-order electron-
phonon coupling effects into account. These correlation terms are crucial to probe
the negative spin-density waves (Subbaswamy and Grabowski, 1981), multiple gap
states (Lin et al., 2006), 3D conformation couplings (Lin et al., 2005b; Lin et al.,
2005a), and a few other intriguing phenomena (Heeger et al., 1988). Finally, we note
that the quantum nature of carbon and other heteroatoms would also be important in
probing real-time dynamics when two adiabatic potential energy surfaces cross each
other (Tully, 1990; Tully, 2012). Since this work was focused primarily on design-
ing the copolymer bandgaps and their LUMO level alignments with acceptors, both
the explicit electron correlations and non-adiabatic quantum dynamics effects were
neglected.
6.2 Results and Discussion
The aSSH Hamiltonian (Li and Lin, 2010a; Botelho et al., 2011; Shin and Lin, 2013;
Botelho et al., 2014) is implemented in this work to perform the combinatorial de-
sign of copolymer materials for both single and tandem BHJ solar cells. A set of 39
commonly used pi-conjugated monomers are chosen as the building blocks, listed in
Fig. S3 in a descending order according to their HOMO energies EH and similarly
listed in Fig. S4 according to their LUMO energies EL ascendingly. The complete
combination gives a total of 780 independent polymers, including 741 (A-B) copoly-
mers in which the A and B units are different and 39 regular polymers. Marking
the sorted monomer EH and EL on the x-axis and y-axis respectively, we plot in Fig.
6·1(a) our computed aSSH bandgap EA,Bg for all these 780 copolymers. The EA,Bg
values are color-coded according to their corresponding photon energies for light and
represented as red-to-purple for visible, cyan-to-white for infrared, and black-to-gray
76
for ultraviolet ranges.
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Figure 6·1: (a) Predicted copolymer bandgap EA,Bg by the aSSH
Hamiltonian as a function of the HOMO energy EH of monomer A
(refer to Fig. 6·8) and the LUMO energy EL of monomer B (refer to
Fig. ??). All (A-B) copolymers contain 20 repeating (A-B) units, rep-
resenting the long-polymer limit. The aSSH EA,Bg values shown in (a)
differ significantly from the simple difference between the lower EL and
higher EH of the two monomer units, which is shown in (b). (c) The
energy difference between EL of monomer BDT and EH of monomer
Tt is 3.02 eV, much larger than the copolymer PTB bandgap 1.96 eV.
The HOMO and LUMO wavefunctions of PTB show clear hybridization
characteristics among alternating monomer units.
Intuitively, one might expect that the EA,Bg value of a given (A-B) copolymer
could simply be the difference in energy between the higher EH and lower EL of two
individual A and B monomers. Such a straightforward energy difference is plotted
in Fig. 1(b) using the same color scheme as Fig. 1(a). Comparing the simple stripe
patten of Fig. 1(b) to the aSSH results of Fig. 1(a), one easily observes that the
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Figure 6·2: Tabulated copolymer bandgap dispersivity map for each
monomer unit in the order of their energy dispersion widths w from the
smallest to largest values. For each monomer unit <A>, the map shows
the monomer chemical structure, monomer bandgap EAg |n=1, polymer
bandgap EAg |n=40, and all the 39 copolymer bandgaps {EA,Bg |n=20,∀B}.
Here n specifies the length of the repeating units used in the aSSH
Hamiltonian calculation. Copolymer bandgaps EA,Bg are color-coded
according to the corresponding photon energies as in Fig. 1. Each color-
coded EA,Bg bar consists of 39 small color-coded segments of identical
segment width, representing all the 39 copolymer combinations.
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optical bandgap of a (A-B) copolymer cannot be predicted only based on the HOMO
and LUMO levels of two separate monomers. Instead, full diagonalization of the aSSH
Hamiltonian was utilized to obtain the phonon-screened quasi-particle energies.
Consider one popular copolymer PTB as an illustrative example, whose monomer
constituents are thieno[3,4-b]thiophene (Tt) and benzo[1,2-b:4,5-b′]dithiophene
(BDT). Their chemical structures, density of states (DOS), and frontier orbital wave-
functions are shown in Fig. 1(c). Using a series of PTB-based donor materials with
different side groups, one of the highest single-cell PCE of 8% was recently reported
(Liang et al., 2009). Presented in Fig. 1(c), the energy difference between EL of BDT
and EH of Tt is 3.02 eV, shown as the ultraviolet region (Fig. 1(b), white circle), is
much larger than the PTB bandgap 1.96 eV computed by the aSSH Hamiltonian (Fig.
1(a), black circle). The delocalized HOMO and LUMO wavefunctions of PTB (Fig.
1(c)) over both the Tt and DBT units are clear indication of strong hybridization
effects among the frontier orbitals of both monomer units.
Since the copolymer optical bandgaps are not directly related to the HOMO and
LUMO energy values of individual monomers, we may re-plot the aSSH EA,Bg data
of Fig. 1(a) along different x- and y-axes. From the materials design aspect, it
is often important to quantify how much the copolymer bandgap EA,Bg may vary
when one particular monomer A is copolymerized with another random monomer B.
Mathematically, we can define the energy dispersion width w of a particular monomer
A as
wA = Max(EA,Bg ,∀B)−Min(EA,Bg ,∀B),
where monomer B runs through all the 39 monomer units considered in this materials
design study. The complete list of the copolymer {EA,Bg ,∀B} is tabulated in Fig.
6·2 for each and every monomer, labeled ascendingly in the order of their energy
dispersion width w values.
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As the legend indicates, Fig. 6·2 collects in a graphical survey a few key design
indices for every single monomer unit, including the chemical structure, monomer
bandgap, polymer bandgap, and all the 39 copolymer bandgaps. These copolymer
bandgaps EA,Bg are color-coded using the same coloring scheme as Fig. 1(a), and
they are plotted together one-by-one and side-by-side with the same segment width.
Namely, along each colored EA,Bg bar shown in Fig. 6·2 there are 39 small colored
segments, one-by-one from the lowest value on the left to the largest value on the right.
Therefore, for each monomer A, colors with relatively large widths generally imply
that their corresponding EA,Bg values are dominant among all the possible choices of
monomer B.
For example, bandgaps of those copolymers that have monomer <5> as one con-
stituent unit predominantly fall into the red-light energy range. Monomer <7> is one
excellent monomer constituent if one seeks for copolymers with bandgaps in the in-
frared region. While {E1,Bg ,∀B} has the narrowest energy dispersivity covering mainly
the infrared and red-light region, {E18,Bg ,∀B} can effectively reproduce all the colors
in the visible-light spectrum but nothing else. As shown in Fig. 6·2, rich dispersivity
and complicity in the copolymer EA,Bg values are clear indications that there are no
simple correlations between the monomer bandgaps and their corresponding copoly-
mer bandgaps. In this sense, Fig. 6·2 may be regarded as basic guiding principles
beyond simple chemical intuitions to design new copolymers for the BHJ solar cells.
Combining these individual pieces of information together, we re-plot in Fig. 6·3
the color-coded EA,Bg along the ordered x- and y-axes according to the energy dis-
persivity label defined in Fig. 6·2. In this symmetric bandgap figure, copolymer
PTB is located at (x,y) = (14,29) or (29,14) as an orange-yellow square which corre-
sponds to the bandgap E14,29g = 1.96 eV. Compared to the apparently intuitive, but
indeed misleading, ordered HOMO and LUMO energy axes in Fig. 1, the new energy
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Figure 6·3: Color-coded copolymer bandgap EA,Bg map as a function
of the two constituent monomer energy dispersivity labels defined in
Fig. 6·2.
dispersivity labels of Fig. 3 lay out a valuable treasure map, vis-a`-vis design space
map, for one to look up for novel copolymer structures with their targeted optical
bandgaps. There are plenty of candidate copolymer combinations for all the optical
bandgap energy values ranging from infrared as low as 0.41 eV to ultraviolet as high
as 3.55 eV using only these 39 monomer building blocks. The abundant red and in-
frared squares in Fig. 6·3 indicate that these conjugated copolymers, third-generation
conducting polymers, are truly complimentary to the second-generation conducting
polymers that have systematically larger bandgaps. Refer to Fig. S1 for detailed
comparisons. Furthermore, by introducing functional side-group modifications (Yiu
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et al., 2012; Balakrishnan et al., 2006) to improve their solubility and morphology,
we expect the copolymer combination results shown in Figs. 2 and 3 might lead to
potential paradigm shifts in the BHJ solar cells materials design from conventional
trial-and-error approaches to potentially more efficient physics-based design guide-
lines.
Following the empirical assumptions introduced by Scharber et al. (Scharber
et al., 2006; Ameri et al., 2009), we may apply our new copolymer structure-bandgap
guidelines to directly improve the PCE of existing single-cell and tandem-cell devices.
For example, the widely-used monomer benzo[c][1,2,5]thiadiazole (BT, Fig. 6·4(b)) is
not necessarily one of the best copolymer constituents, since its copolymer PCE values
scatter between 2.1% and 8.9% (Fig. 6·4(a), white crosses) when co-polymerized with
those 39 monomer units. As implied by the empirical assumptions (Scharber et al.,
2006; Ameri et al., 2009), these predicted PCE values may be regarded as the PCE
upper bounds of existing BHJ devices using the BT-based copolymers (Donaghey
et al., 2011; Yue et al., 2009; Svensson et al., 2003; Zhu et al., 2007; Blouin et al.,
2007; Huo et al., 2010; Chen et al., 2010), where the reported PCE value range is
from 0.8% to 6.4%.
On the other hand, Fig. 6·4(a) indicates that thieno[3,4-g]quinoxaline (TQ) and
pyrazino[2,3-g]quinoxaline (PQ) are much better monomer choices, since their copoly-
mer PCE are clustered around 8% (white and red diamonds, respectively), largely
independent of the other monomer constituents. In particular, if one replaces the
monomer Tt unit in copolymer PBT-T by the TQ monomer unit (Fig. 6·4(d)),
the PCE would increase from 4.3% for PTB-T (Fig. 6·4(a), blue triangle pointing
downwards) to 9.0% for PBDTTQ (Fig. 6·4(a), blue triangle pointing upwards).
Among all of the 780 copolymer combinations considered in this work, Fig. 6·4(a)
suggests that the highest PCE values may be achieved by using poly-TQ-pyrido[3,4-
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b]pyridine (PTQPP; pink circle) whose energy dispersivity coordinates shown in Fig.
3 are (5,16), poly-dithieno[3,2-b:2′,3′-d]thiophene-PQ (PDTtPQ; white circle) located
at (13,24) in Fig. 3, and poly-cyclopentadithiophene-diketopyrrolopyrrole (DPP)
(PCPTDPP; orange circle) located at (19,38) in Fig. 3.
To reach beyond the 11% PCE limit as shown in Fig. 4(a), Dennler et al. (Dennler
et al., 2008) proposed to build various tandem-cell structures (Ameri et al., 2009).
Following their arguments, we plot in Fig. 5(a) the tandem-cell PCE values as a
function of the donor bandgaps of the top cell ETg and the bottom cell E
B
g . Fig.
5(a) is obtained by reducing the rest materials variables, such as their LUMO energy
levels, external quantum efficiencies, and internal quantum efficiency (Dennler et al.,
2008), for the optimal PCE values.
Under these assumptions (Dennler et al., 2008), we can also apply our predicted
bandgap design map (Fig. 3) to create a list of optimal copolymer materials. These
optimal copolymer structures are located in the annotated red box (η > 12%) of Fig.
6·5(a), with their corresponding ETg ∈ (1.20, 1.48) eV and EBg ∈ (1.50, 1.85) eV. Fig.
6·5(b) gives an explicit list of the top-cell copolymers, including poly-benzo[1,2-c;3,4-
c
′
]bis[1,2,5]thiadiazole-[1,2,5]oxadiazolo[3,4-c]pyridine (PBBTODP), poly-BDT-2,5-
dihydropyrrolo[3,4-c]pyrrole-1,4-dione (PBDTDPP), TQODP, and poly-PQ-pyrrole
(PPQPy). Similarly, Fig. 6·5-(c) lists the optimal copolymers for the bottom cell, in-
cluding PTQPP, poly-[1,2,5]thiadiazolo[3,4-g]quinoxaline-PP (PTDQPP), PPQBDT,
and poly-PPQ-m-BDT (PPPQm-BDT). Among them, the top-cell PTQODP and
bottom-cell PPQBDT combination gives the highest value of PCE η = 14.1%. It is
important to note that since all the optimal copolymer structures shown in Figs. 4
and 5 have their LUMO energy EL aligned relative to E
PCBM
L , one needs to use the
treasure map of Fig. 3 and LUMO energy level appropriate materials in Fig. S4 to
re-select new copolymer structures of other candidate electron acceptor materials for
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organic solar cells.
6.3 Conclusion
In summary, we present in this work the first combinatorial design over 780 different
pi-conjugated copolymer donor materials for the BHJ solar-cell application. A compre-
hensive structure-bandgap design map is generated and color-coded using their cor-
responding photon absorption energies. When combining such a structure-bandgap
design map with a few widely acknowledged empirical arguments in literatures, we
can directly link the copolymer structures to the overall PCE for both the single-
cell and tandem-cell devices. Despite the need to further unentangle these simplified
empirical arguments into a much more complicated electron-phonon dynamics and
multi-phase-morphology formation and evolution; the capability of accurately pre-
dicting the optical bandgaps of non-trivial copolymer structures is nevertheless one
significant step towards the predictive materials design of pi-conjugated structures.
6.4 Additional information
Here we list optical bandgaps predicted by the aSSH Hamiltonian versus their correp-
sonding UV-Vis adsorption data. And we compare them among the predicted optical
bandgaps with the ab initio Hartree- Fock, first-principle DFT , TDDFT. Based on
the predicted bandgaps, we list the HOMO and LUMO of the 39 conjugated monomer
units.
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Figure 6·4: (a) Single-cell PCE η as a function of the donor bandgap
Eg and the donor LUMO energy offset with respect to PCBM EL −
EPCBML . We re-generate this plot based on the assumptions described
in Ref. 7. Copolymers with BT (white crosses) as one constituent
generally have lower PEC as compared to TQ (white diamonds) and
PQ (red diamonds). (d) Replacing Tt in PTB-T (blue triangle pointing
downwards) by TQ to form PBDTTQ, the PCE increases from 4.3%
to 9.0%. (e) Three copolymer structures with predicted η > 10% are
PTQPP (pink circle), PDTtPQ (white circle), and PCPTDPP (orange
circle).
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Figure 6·5: (a) Tandem-cell PCE η as a function of the top-cell donor
bandgap ETg and the bottom-cell donor bandgap E
B
g , both using PCBM
as the electron acceptors. We re-generate this plot based on the as-
sumptions described in Ref. 8. The optimal tandem-cell PCE η > 12%
require very narrow energy windows for both ETg ∈ (1.20, 1.48) eV and
EBg ∈ (1.50, 1.83) eV (annotated with red box). A list of the optimal
copolymer donors for the top cell (b) and bottom cell (c).
86
Figure 6·6: Optical bandgaps predicted by the aSSH Hamiltonian ver-
sus their correpsonding UV-Vis adsorption data for the (a) second- and
(b) third-generation conjugated polymers. The dotted lines indicate the
±0.3 eV deviations from the corresponding experimental values. The
absorption spectra computed by the aSSH Hamiltonian (solid curves)
for two representative second- and third-generation conjugated poly-
mers, (c) PPV (Miller et al., 2000) and (d) PTB (Huo et al., 2011)
respectively, agree well with the corresponding experimental measure-
ments (grey squares) over a wide energy range.
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Figure 6·7: (a) Comparison among the predicted optical bandgaps by
the ab initio Hartree-Fock (HF), first-principle DFT (blue), TDDFT
(red) and aSSH (black) methods (a). HF (yellow) overestimates and
DFT (blue) and TDDFT (red) underestimate the optical bandgaps.
The dotted lines indicate the ±0.3 eV deviations from the correspond-
ing experimental values. (b) Variations in the experimentally measured
optical bandgap values are highlighted by the linked dots.
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Figure 6·8: List of all the 39 conjugated monomer units ordered by
their HOMO energy EH. These values are used to define the x-axis of
Figs. 1(a) and 1(b).
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Figure 6·9: List of all the 39 conjugated monomer units ordered by
their LUMO energy EL. These values are used to define the y-axis of
Figs. 1(a) and 1(b).
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Chapter 7
Linedefect in graphene
7.1 Introduction
We study topological line defect in graphene and graphene nano ribbon. This line
defect forming as octagon with pentagon pair(8-5-5), which known as metallic or
half-metallic wire. In this project, we investigate electrical properties of 8-5-5 line
defect with adapted Su-Schrieffer-Heeger’s Model Hamiltonian (Li and Lin, 2010a;
Botelho et al., 2011). We found that the 8-5-5 line defect have band gap(Eg=0.4 eV).
The open band gap disappeared when 8-5-5 line defect formed inside of zig-zag nano
ribbon. We also calculate finite size effect, through this investigation we predict the
critical length of 8-5-5 line defect for metallic behavior. We conclude that the sample
size is lager than 1.7 nm, the nano ribbon have charge carrier otherwise 8-5-5 line
defect have it. Therefore we present that the 8-5-5 line defect is perfectly working as
conductive polymers for smaller than critical length.
7.2 Results and Discussion
Figure 7·1 shows schematic diagram of trans-polyacetylene(t-PA)(a), polyacene(b)
and topological line defect(c and d) and their band structure with density of
state(DOS). The wave function of top of the valence band and bottom of the conduc-
tion band shown in Figs.7·1e-g), where blue and red color present different phases.
The t-PA have completely filed valance band with empty conduction band(a), on the
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other hand, polyacene have continuous valance and conduction band(b). Where, the
8-5-5 line defect also have clear band gap(Eg=0.4 eV), which shown as insulator(c).
As Su et. al., mentioned before (Su, 1980), undimerized line defect does not have
band gap(d), which can be calculated tight-binding method. Along with open band
gap of 8-5-5 line defect, the symmetry of conduction and valance band is broken.
This interesting phenomenon have relation with wave function of top of the valance
band(V) and bottom of the conduction band(C). The wave function of C and V band
for polyacene shows that the wave functions of fermi surface have same phase at each
CH site of benzene ring for Cacene state and opposite phase for Vacene state(e). In
those two state CH site of the neighbor benzene have opposite phase (Kivelson and
Chapman, 1983). Contrast with polyacene, wave functions of t-PA of C and V states
occupies by two nearest CH sites. Figure 7·1g) shows CPA and VPA states, which have
two nearest CH site occupied same phase. The wave functions of 8-5-5 line defect
can be explained by wave functions of polyacene and t-PA combinations. Figure 7·1f)
shows wave functions of C and V state of 8-5-5 line defect. The wave function of
C855 state have same pattern with polyacene, at the same time, V855 state have same
pattern with t-PA. Therefore we can clearly observe that the symmetry braking of
band structure came from structure of 8-5-5 line defect, which is combination of t-PA
and polyacene. Therefore band gap opening of 8-5-5 line defect shows only valance
band direction. Here the band gap of 8-5-5 line defect calculated Eg=0.4 eV.
The bond length of 8-5-5 line defect also shows that the structure of 8-5-5 line
defect are similar with t-PA. As we schematically presented in Figs 7·1c) and 7·2a),
the bond lengths of 8-5-5 line defect are dimerized. In addition, the dimerization
amplitude of 5 membered cell is 0.083A˚ and 8 membered cell is 0.084A˚, which is small
but non-negligible. Because it changed when 8-5-5 line defect formed in graphene
nanoribbon. The exciton localization presented for more strong evidence of band gap
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opening. Here the location of charge carrier clearly investigated by introducing bond
length order parameters, which is defined bond length alternation of average bond
length of double and single bonds.
ηn = (−1)n
(
bn,n+1 + bn+2,n+3
2
− bn+1,n+2 + bn+3,n+4
2
)
(7.1)
Figure 7·2(a) and (b) shows schematic diagram and bond length order parameters
of 8-5-5 line defect with periodic boundary conditions(PBC). Here red solid line and
blue dashed line present upper and lower carbon atoms in line defect, which is marked
as an and bn respectively. The wave function of electron (Ψe) and hole (Ψh) states of
exciton presented in part (c). Here we can distinguished that exciton states clearly
decoupled with bridge carbons(c1 and c2). The electron-hole pair separated by this
structural defect.
This 8-5-5 line defect is formed as two domain boundary of graphene (Lahiri
et al., 2010), which is observed as metallic wire. On the other hand, based on band
structure and charge localization, 8-5-5 line defect is small band gap material which
is shown as insulator. This small band gap(0.4 eV) is closed when 8-5-5 line defect
formed between zig-zag nano ribbon. The critical width of layer is only one layer,
which means if 8-5-5 line defect formed between two polyacene layer the band gap
is disappear. Figure 7·3 present 8-5-5 line defect between zig-zag nano ribbon. First
we calculate one polyacene layer for both side of 8-5-5 line defect. Therefore unit cell
have 18 carbon atoms. When we calculate same length with Fig. 7·2c), the wave
function of electron and hole states are delocalized entire territories(Fig.7·3a). The
electron state located at the edge of nano ribbon, which is same behavior with pristine
zig-zag nano ribbon. The hole state located at edge of nano ribbon as well as line
defect. The location of hole state shows like weakly interacting two polyacenes. The
wave function of hole state at edge of nano ribbon have periodic pattern, which came
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from degenerated fermi-surface states. Figure 7·3(b) shows complete set of filled and
subset of unfilled pi-orbitals of the neutral 8-5-5 line defect between two polyacene,
which is two layered zig-zag nano ribbon. The band structure and DOS clearly shows
that the band gap of 8-5-5 line defect disappeared by attached polyacene layer. The
aSSH model and tight-binding model have identical wave function probabilities of Ψe
and Ψh states for polyacene. On the other hand, 8-5-5 line defect included zig-zag
nano ribbon shows different patterns of Ψh state between aSSH model and tight-
binding model(Fig.7·3c). ΨaSSHe and ΨTBe have identical wave function probabilities,
but ΨaSSHh and Ψ
TB
h states are not same. A tight-binding model calculation shows all
edge and line defect side have same probabilities, on the contrary, calculation result
of aSSH model shows higher probabilities at 8-5-5 line defect side. Therefore we can
conclude that the electron-hole precisely separated to zig-zag nano ribbon edge for
electron as well as 8-5-5 line defect for hole. In addition, Fig.7·3c) shows that the
8-5-5 line defect does not transit to metallic wire but forming as another edge of
polyacenes. Therefore polyacene more dominant structure than 8-5-5 line defect.
Finally, we investigate finite size effect of 8-5-5 line defect nano ribbon. We show
that only one layer of each side of 8-5-5 line defect is enough to forming as metallic
wire. On the other hand, then length of nano ribbon have effect for metallic behavior.
The band gap of pentacene is 1.85 eV (Hinderhofer et al., 2007) and decreased until
zero for forming of one layer of zig-zag nano ribbon (Botelho et al., 2011). On the
hand, the band gap of conductive polymers converged by increasing the length of
the system. Similar with conductive polymer, the 8-5-5 line defect have band gap
which is converged 0.4 eV. The 8-5-5 line defect nano ribbon behavior like polyacene,
which have band gap for small length and no band gap for large length. Therefore the
critical length of 8-5-5 line defect nano ribbon can be estimated through comparison
with polyacene and 8-5-5 line defect band gaps. Figure 7·4a) shows two possible
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Table 7.1: Possible edge of 8-5-5 line defect. Two half-octagon edge
is most stable structure. Here the reference is pristine zig-zag nano
ribbon.
type formation energy/carbon(eV)
two half-octagons 0.016
half-octagon + pentagon pair 0.018
two pentagon pairs 0.019
edge, therefore three different types of finite change can be exist. The table 7.1
summarized formation energy of three chain edges. Two half-octagon edges, half-
octagon + pentagon pair edges and two pentagon pairs edges are calculated. The
formation energy per carbon atom guide us to stability of structures. Here two half-
octagon edges are most stable structure and two pentagon pairs are most unstable
structure. The half-octagon edged have two benzenes at chain edge, on the other
hand, pentagon pair edge have two pentagons. Therefore half-octagon edge is more
stabler than pentagon pair edge.
Here we chose two half-octagon edges for calculation of band gaps. Figure 7·4b)
shows band gaps of three materials as a function of 1/N . N is number of single unit;
the polyacenes are same with definition in Fig 7·1b) but 8-5-5 line defect and 8-5-5
line defect nano ribbons are twice than definition. because the length of one 8-5-5
line defect unit is same with two benzene ring(naphthalene). The red circle, blue
triangle, and gray cross present 8-5-5 line defect nano ribbons, 8-5-5 line defects, and
polyacenes respectively.
Notwithstanding coupling between polyacene and 8-5-5 line defect, the band
gap comparison between polyacene and 8-5-5 line defect can provide clue of metal-
insulator transition. The band gap of finite size 8-5-5 line defect is smaller than
polyacene for smaller than 6 benzene rings. When total length is longer than 7 ben-
zene ring(1.7 nm) the polyacene band gap is more smaller than 8-5-5 line defect.
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Because the polyacene band gap converged to zero but 8-5-5 line defect converged
to 0.4 eV by increase the length of the system. Therefore the band gap of 8-5-5 line
defect nano ribbon must follow 8-5-5 line defect for small length and polyacene for
length longer than 1.7 nm.
7.3 Conclusion
In conclusion, we investigated line defect in graphene nano ribbon. The 8-5-5 line
defect known as metallic wire, but 8-5-5 line defect itself have band gap(0.4 eV)
insulator. The 8-5-5 line defect are dimerized, therefore we observed exciton local-
ization, which electron and hole states are separated. When 8-5-5 line defect formed
in graphene nano ribbon, the electron state located at zig-zag edge of nano ribbon.
At the same time, hole state located in 8-5-5 line defect. Finally, we confirmed finite
size effect. 8-5-5 line defect nano ribbon follows pure 8-5-5 line defect band gap when
total length are smaller than critical size, later follows polyacene band gaps. The
critical length of 8-5-5 line defect nano ribbon is same with heptacene which is 1.7
nm.
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Figure 7·1: Schematic diagram of trans-polyacetylene(a), poly-
acene(b) and line defect(c,d) with band structure and density of states.
Here the band gap of 8-5-5 line defect is Eg=0.4 eV. The wave function
state of top of valence band and bottom of conduction band marked
as V and C respectively. The wave function of C and V state of poly-
acene(e), line defect(f), and polyacetylene(g), here red and blue color
shows different phase.
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Figure 7·2: Schematic diagram of line defect(a), bond length or-
der parameter(b) and the wave function plot of line defect for
Ψe/Ψhexciton(c). Order parameter plotted a-side atoms as solid red
b-side as dashed blue.
98
Figure 7·3: The extreme case of 8-5-5 line defect in graphene nano
ribbon, Ψe and Ψh states of 8-5-5 line defect between two layer of zig-zag
nano ribbon(a). Contrast with theoretical line defect Fig. 7·2c), Ψe and
Ψh states of line defect between nano ribbon are perfectly delocalized
for entire territories. The band structure with DOS and related wave
function of each states(b). Each state marked Ψn, here n is 0 to 17
which means ground state to higher states. The band gap is closed by
attached zig-zag nano ribbon. The difference between aSSH model and
tight-binding model shows in (c).
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Figure 7·4: Possible edges of 8-5-5 line defect nano ribbon(a). The
band gap variation of length dependence(b). Red circle, blue triangle,
and gray cross presented zig-zag nano ribbons include 8-5-5 line defect,
theoretical 8-5-5 line defects, and polyacenes respectively. The band
gap of 8-5-5 line defect nano ribbon follows band gap of 8-5-5 line defect
when length is smaller than critical value, latter it follows polyacene
trend.
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