We investigate pairs of commuting Foias-Williams/Peller type operators acting on vector-valued weighted Bergman spaces. We prove that a commuting pair of such operators is jointly polynomially bounded if and only if it is similar to a pair of contractions, if and only if both operators are polynomially bounded.
Introduction

Given a separable Hilbert space H, denote by B(H) the set of bounded linear operators acting on H. An operator T ∈ B(H) is called similar to a contraction if it can be written as T = V −1 SV , where S, V ∈ B(H) with V invertible and S
1. Whether an operator T ∈ B(H) is similar to a contraction if and only if T is polynomially bounded (see Section 2 for the relevant definitions) was a long-standing open problem posed by Halmos [6] and finally solved by Pisier [12] . More precisely, Pisier found an example of a polynomially bounded operator that is not similar to a contraction, thus showing that the two concepts are not equivalent.
In previous attempts to find a counterexample, operators of the following type (sometimes called Foias-Williams/Peller type operators or Foguel-Hankel operators)
were first considered by Peller in [9] . Here R T is acting on the direct sum H 2 ⊕ H 2 , where H 2 is the usual scalar-valued Hardy space, S is the shift operator on H 2 , and Γ T is the Hankel operator with (analytic) symbol T . In a sequence of papers by Peller [10] , Bourgain [4] , Aleksandrov and Peller [1] it was shown that for this operator, polynomial boundedness is equivalent to similarity to a contraction, and hence there is no counterexample of this type.
Pisier's insight in finding a counterexample was to consider the same type of operator as in (1.1), but acting on the direct sum of Hardy spaces with values in an infinite dimensional Hilbert space.
Ferguson and Petrović [5] analyzed the corresponding problem for operators of type (1.1) acting on the direct sum of two scalar-valued standard weighted Bergman spaces. They found complete analogues of the Aleksandrov and Peller [1] , Bourgain [4] results. One might expect to get an analogue of Pisier's counterexample in the setting of vector-valued Bergman spaces. The vector-valued case was studied in [2] , and, surprisingly, it was found that polynomial boundedness and similarity to a contraction are equivalent (even) in the case when R T is acting on the direct sum of two copies of standard weighted Bergman spaces with values in an infinite dimensional Hilbert space. This is in contrast to the situation in Hardy spaces. After Pisier's solution to the similarity problem, a number of new problems appeared. In particular, it was reasonable to ask questions about a pair of (completely) polynomially bounded operators. Petrović [11] showed that there exist commuting operators T 1 , T 2 such that each of them is polynomially bounded, but the product T 1 T 2 is not polynomially bounded, and hence the pair (T 1 , T 2 ) is not jointly polynomially bounded (see Section 2 for the definitions). Moreover, Pisier [13] constructed an example of two commuting operators T 1 , T 2 , each of which is similar to a contraction, but the pair (T 1 , T 2 ) is not jointly polynomially bounded.
In [5] , Ferguson and Petrović considered also the joint similarity problem for a pair of commuting operators of type (1.1) acting on scalar-valued Bergman spaces. Two operators T 1 , T 2 ∈ B(H) are called jointly similar to a pair of contractions if there exist an invertible operator V ∈ B(H), and S 1 , S 2 ∈ B(H) with S 1 , S 2 1, such that In the present paper we investigate the commuting pair (R T 1 , R T 2 ), acting on standard weighted Bergman spaces with values in an infinite dimensional Hilbert space. We recover the results from the scalar case, more precisely, we obtain that (R T 1 , R T 2 ) is jointly similar to a pair of contractions if and only if the pair is jointly polynomially bounded, if and only if R T 1 , R T 2 are polynomially bounded. Moreover, we obtain a characterization of these properties in terms of the symbols T 1 , T 2 .
The proofs in [5] involve certain factorization results, which are expressed as calculations of the projective tensor products of weighted Bergman spaces. Our approach is different and it also works in the vector-valued case.
The paper is organized as follows. In Section 2 we present some definitions together with some relevant facts that we use throughout the paper. Section 3 starts by the analysis of the similarity problem for the pair (R T , R 0 ), that is subsequently used to prove our main result (Corollary 3.2) concerning the more general pair (R T 1 , R T 2 ).
Preliminaries
We start by presenting some definitions concerning the operators and the spaces that will be used in our further considerations. Given a separable Hilbert space H, let B(H) denote the bounded linear operators on H. Let d be a positive integer and denote by
, is said to be jointly polynomially bounded if there exists a positive constant k such that the following inequality holds
for any analytic polynomial of d variables p. Note that this condition is equivalent to the boundedness of the representation π :
is said to be jointly completely polynomially bounded if there exists a constant k > 0 such that
Denoting by
and hence (2.2) is equivalent to the complete boundedness of the map π defined above. For d = 1 in the previous definitions, we simply say that T 1 is polynomially bounded, respectively completely polynomially bounded. Throughout this paper, we shall restrict our attention to the cases d = 1 and d = 2. A result by Paulsen [7, 8] together with the existence of a unitary dilation for a contraction, respectively the existence of a commuting unitary dilation for a pair of commuting contractions (see [3] ), yields:
(a) an operator T is completely polynomially bounded if and only if T is similar to a contraction. (b) a pair of operators (T 1 , T 2 ) is jointly completely polynomially bounded if and only if it is jointly similar to a pair of contractions.
Let dA denote the normalized area measure on the unit disc and
We write L 
where x, y are H-valued analytic functions in a disk of radius strictly larger than 1 (as it is well known these functions form a dense subset in L 2,α a (H)). It turns out (see [2] ) that Γ T extends to a bounded linear operator on L 
In the proof of our main result we shall make use of the next lemma, together with the wellknown formulas (2.5)-(2.6) included below for the sake of completeness. 
For A ∈ B(C n , H), the space of bounded linear operators from C n to H, we denote by A B 2 its Hilbert-Schmidt norm, that is
where {e k } n k=1 is some orthonormal basis of C n . On B(C n ) we consider the usual operator norm and also the trace norm defined by
where |A| = (A * A) 1/2 . As is well known, the following inequalities hold. For A, B ∈ B(C n ), we have 5) and for T ∈ B(H), and X, Y ∈ B(C n , H), we have
This last inequality is usually stated for operators acting on the same space, but the more general version stated above is a consequence of the classical one. In fact, if M is an n-dimensional subspace of H containing the range of X and U : M → C n denotes a unitary operator, then
Main results
Let us first consider the pair of operators
a (H) where M z denotes the operator of multiplication by z on L 2,α a (H) and Γ T is defined above. Since Γ T M z = M * z Γ T , the operators R T and R 0 commute, and the action of an analytic polynomial of two variables on the couple (R T , R 0 ) is easily computed. Using induction, it is straightforward to show that, if p is such a polynomial, then
where Δ T (p) = Γ T (∂ z p)(M z , M z ).
Now let P = (p ij ) be an n × n matrix of analytic polynomials of two variables. Performing a change of basis (the so-called canonical shuffle) one obtains
Also, if P = (p ij ) 1 i,j n is an n × n matrix of analytic polynomials, we shall denote by P # the matrix with entries (p # ij ) 1 i,j n , where
Theorem 3.1. Let T : D → B(H) be a holomorphic operator-valued function with
sup z∈D 1 − |z| 2 T (z) < ∞.
Then the following are equivalent: (i) The operator R T is polynomially bounded; (ii) The pair (R T , R 0 ) is jointly polynomially bounded; (iii) The pair (R T , R 0 ) is jointly completely polynomially bounded;
(iv) sup z∈D (1 − |z| 2 ) T (z) < ∞.
Proof. The implications (iii) ⇒ (ii) ⇒ (i) are obvious. Also, the equivalence of (i) and (iv) was proved in [2]. Hence it is enough to prove (iv) ⇒ (iii). Throughout the proof C > 0 stands for a generic constant. Suppose T satisfies condition (iv). Since M z is a contraction, both pairs (M * z , M * z ) and (M z , M z ) are jointly completely polynomially bounded. Then relation (3.7) implies that the pair (R T , R 0 ) is jointly completely polynomially bounded if and only if the map Δ T is completely bounded from the bidisc algebra
A(D 2 ) to B(L 2,α a (H), L 2,α
a (H)).
In order to show that Δ T satisfies the above, we let n ∈ N and P = (p ij ) 1 i,j n be a matrix of analytic polynomials of two variables. Denote by ∂ z P the matrix with entries (∂ z p ij ) 1 i,j n . Let us first assume that 1 z 2 (∂ z P )(z, z) is a matrix of analytic polynomials of one variable. The map Δ T is completely bounded if
a (H), n 1. Note that (iv) implies sup z∈D T (z) < ∞, and sup z∈D (1 − |z| 2 ) T (z) < ∞. Hence we can apply Lemma 2.1 twice to obtain
For each z ∈ D we denote byT xy (z) the n × n matrix with entries
and letP
With these notations we have
We regardP (z) andT xy (z) as operators acting on C n . Using (2.5) we get
For any a, b ∈ C n with a = b = 1, the function D 2 (z, w) → P # (z, w)a, b is an analytic polynomial of two variables. Hence, by the Schwarz lemma, we deduce
Now first put z = w in the above relation, and then use the maximum modulus principle to deduce
Since a, b were arbitrarily chosen such that a = b = 1, we obtain
From this estimate and relation (3.9) we obtain
Consider the operatorT xy (z) ∈ B(C n ). For a, b ∈ C n , we have
where X, Y : C n → H are the linear operators defined on the standard basis of
Then from (3.11) we get
where Y * : H → C is the adjoint of Y . Now use (2.6) to obtain
With these estimates we get from (3.10) and the Cauchy-Schwarz inequality
and hence (3.8) follows. If
is not a matrix of analytic polynomials of one variable, we apply the above procedure to the matrix
Doing this we get
Taking into account
we deduce
Note also that
where the last inequality follows by (3.12) . So by the above we obtain
and the proof is complete. 2
Let us consider the more general pair of operators 
14)
for all f ∈ A(D 2 ).
Proof. We shall prove that (3.14) holds for all analytic polynomials p(z 1 , z 2 ). To this end, it is enough to show that (3.14) holds for all monomials z i 1 z j 2 , for all integers i, j 1. By a straightforward calculation we obtain
Replacing X 1 by Γ T + X 2 in the above relation, we obtain
and hence (3.14) holds for all polynomials p(z 1 , z 2 ). Since (3.14) holds on a dense subset
On the other hand, if we suppose δ (X 1 ,X 2 ) is (completely) bounded on A(D 2 ), then the pair (R X 1 , R X 2 ) is jointly (completely) polynomially bounded, and hence R X 2 is (completely) polynomially bounded. This implies that the pair (R X 2 , R X 2 ) is jointly (completely) polynomially bounded, and hence the map δ (X 2 ,X 2 ) is (completely) bounded on A(D 2 ). It now follows that
The next corollary is an immediate consequence of Theorem 3.8 and Proposition 3.1. 
The equivalence (i) ⇔ (ii) follows by the same argument applied to
We shall now state our main result 
