Discretization, Moyal, and integrability by Carroll, Robert
ar
X
iv
:m
at
h/
01
05
22
7v
1 
 [m
ath
.Q
A]
  2
8 M
ay
 20
01
DISCRETIZATION, MOYAL, AND INTEGRABILITY
ROBERT CARROLL
UNIVERSITY OF ILLINOIS, URBANA, IL 61801
A` la me´moire de Joan
Abstract. Connections of KP, qKP, and Moyal type dKP constructions are developed.
Some expansion of the Moyal KP constructions of Kemmoku-Saito is given with clarifica-
tion of the role of spectral variables as a phase space.
1. INTRODUCTION
This is a kind of sequel to [7] with connections to integrable systems. It is partially
expository, clarifying the exposition in [5] based on work of Kemmoku and Saito [31, 32,
33, 34], and some new aspects are indicated concerning q-integrable systems and Moyal
deformations. In [7] we showed how a certain phase space discretization in [31, 32, 33]
is related to a q-discretization leading to a new q-Moyal type bracket. We discuss here,
following [31, 33], also an analogous q-discretization for KP related functions A(z, ζ) =∑
amnz
mζn with spectral variables (z, ζ) as phase space entities. The version in [5] is
expanded and clarified. We also indicate some features of q-KP following [1, 3, 15, 29, 30, 59]
and describe connections to dispersionless theories and Moyal following [27, 56].
2. BACKGROUND AND ORIENTATION
We run in parallel here the phase space discretization of [31, 32, 33], as expanded in [5, 7],
together with the KP variants of [31, 33] as described in [5] (with some correction of typos,
etc.). Thus for the phase space picture involving x = (x, p) one has (f = f(x, p))
XDf =
∫
da1da2vλ[f ](x, p, a1, a2)∇a; ∇a =
1
λ
Sinh(λ
∑
ai∂i);(2.1)
vλ[f ] =
(
λ
2π
)2 ∫
db1db2e
−iλ(a1b2−a2b1)f(x+ λb1, p+ λb2)
XDf =
λ3
4π2
∫
da
∫
dbe−iλ(a×b)∇bf∇a; X
D
f g = {f, g}M ; [X
D
f ,X
D
g ]h = X
D
{f,g}M
h(2.2)
A variation of this in a q-lattice was developed in [7] (cf. also [14]) involving
XDf =
∑
m,n
vq[f ](x, p,m, n)∇ˇmn; vq[f ] =
∑
r,s
qms−nrf(qrx, qsp);(2.3)
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∇ˇmng =
g(xqm, pqn)− g(xq−m, pq−n)
(qm − q−m)(qn − qn)xp
;
XDf g =
1
2xp
∑
m,n,r,s
qms−nr
[f(qrx, qsp)− f(q−rx, q−sp)][g(qmx, qnp)− g(q−mx, q−np)]
(qm − q−m)(qn − q−n)
Here the lattice structure was given a priori (no connection to λ) and the role of λ is played by
qm− q−m, qn− q−n, etc. For the KP situation with (P1) A(z, ζ) =
∑
amnz
mζn (m,n ∈ Z)
one writes
XDA =
∫
davλ[A]∇a; ∇a ∼
1
λ
Sin(λa · ∂); vλ[A] =
λ2
4π2
∫
dbe−iλ(a×b)A(x+ iλb)(2.4)
where z ∼ ep and ζ ∼ ex with x ∼ (x, p) so for Amn = z
mζn one has (P2) Amn(x+ iλb) =
empenxexp(iλ(mb2+nb1) = exp[m(p+ iλb2)]exp[n(x+ iλb1)] (note ∂x = ζ∂ζ = ∂log(ζ), etc.).
Then (specifying ∇mn ∼ ∇m,−n)
vλ[Amn] = Amnδ(m− a1)δ(n + a2);(2.5)
XDAmn = Amn∇mn = Amn
1
λ
Sin[λ(m∂log(ζ) − n∂log(z)]
Further, for (P3) XDmn = z
mζn∇mn ∼ z
mζn∇m,−n, one has
XDA =
∑
amnz
mζn∇mn =
∑
Amn∇mn =
∑
amnX
D
Amn ;(2.6)
[XDmn,X
D
pq] =
1
λ
Sin[λ(np −mq)]XDm+p,n+q
and for f, g ∼ A,B one has (P4) [XDA ,X
D
B ] = −X{A,B}M with
{A,B}M =
−1
λ
Sin
[
λ(∂log(z1)∂log(ζ2) − ∂log(ζ1)∂log(z2))
]
A(z1, ζ1)B(z2, ζ2)|(z,ζ)(2.7)
Next recall from [5, 31]
PFw =
~
4
∫
da
∫
dbei~(a×b)Fw(x+ (~/2)b)∆
a(2.8)
where < ∆b,∇a >= δba and Fw is the Wigner function
Fw(p, x) =
1
2π
∫
dyφ
(
x+
~
2
y
)
φ∗
(
x−
~
2
y
)
e−ipy(2.9)
Then for XQf = ~X
D
f one has (P5) < PFw ,X
Q
f >=
∫
dxdpFw(x, p)f(x, p) =< fˆ >. For
KP we have from [5, 31]
FKP (z, ζ) =
∫
dx
∑
ℓ∈Z
ψ(qℓ/2z)ψ∗(q−ℓ/2z)ζ−ℓ =
∑
fmnz
−mζ−n(2.10)
Let now (P6) < ∆mn,∇pq >= δmpδnq and write for A =
∑
amnz
mζn
ΩFKP (z, ζ) =
∑
mn
fmnz
−mζ−n∆mn;(2.11)
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< ΩFKP ,X
D
A >= −
∮
dz
2πiz
∮
dζ
2πiζ
FKP (z, ζ)A(z, ζ) =
∑
fmnamn
In particular for XDmn = z
mζn∇mn one has
fmn =< ΩFKP ,X
D
mn >= −
∫
dx
∮
dz
2πiz
zmψ(qn/2z)ψ∗(q−n/2z)(2.12)
We now recall the Orlov-Schulman operators (cf. [9, 16, 17, 53]), i.e. (P7) zm∂ℓzφ =
M ℓLmφ with flow equations ∂mℓφ = −(M
ℓLm)−φ for φ = Wexp(ξ) (i.e. z
m∂ℓz ∼ ∂mℓ).
Recall also Lφ = zφ and ∂nφ = L
n
+φ; from this (P8) (∂n − L
n
+)W = W (∂n − ∂
n) and
∂nW = (∂nW ) +W∂n implies (∂nW )W
−1 = Ln+ −W∂
nW−1 = −Ln− or ∂nW = −L
n
−W
(Sato equation). Then one can rewrite the right side Ξ of (2.12) in terms of the ∂mℓ.
Indeed qnz∂zψ(z) = ψ(qnz) and under a change of variables z → qn/2z the integrand in
(2.12) becomes (dz/2πiz)(qn/2z)mψ(qnz)ψ∗(z) so
Ξ = −
∫
dx
∮
dz
2πiz
(
zmqn[z∂z+(m/2)]ψ(z)
)
ψ∗(z)(2.13)
One can write then for λ = log(q) a formula (P9) qnz∂z = exp(nλz∂z) =
∑∞
0 (nλ)
j(z∂z)
j/j!
so
Ξ = −
∫
dxqmn/2
∮
dz
2πiz
zm
(
∞∑
0
(nλ)j
j!
zj∂jzψ(z)
)
ψ∗(z) =(2.14)
= −
∫
dxqnm/2
∞∑
j=0
(nλ)j
j!
∮
dz
2πi
(
zm+j−1∂jzψ(z)
)
ψ∗(z)
Now from (P7) we can write (P10) ∂mℓψ = −(M
ℓLm)−ψ with z
m∂ℓzψ =M
ℓLmψ while in
[31] we have (P11) ∂m+ℓ,ℓ∂log(τ) =
∮
[dz/2πi](zm+ℓ∂ℓzψ(z))ψ
∗(z) = Res(zm+ℓ∂ℓzψ(z))ψ
∗(z).
There are various formulas in this direction and we recall some results from [9, 16, 18, 19,
48, 52]. Thus one has a lemma of Dickey that for P =
∑
pk∂
−k and Q =
∑
qk∂
−k follows
Resλ(Pexp(λx)Qexp(−λx) = Res∂PQ
∗ (here x∗ = x, ∂∗ = −∂, and (AB)∗ = B∗A∗).
Now set W = 1 +
∑∞
1 wj∂
−j and (W ∗)−1 = 1 +
∑∞
1 w
∗
j∂
−j . The flow equations are
∂mu = ∂Res(L
m) = ∂Res(Lm− ) corresponding, for w = w1 (with u = −∂w), to −∂m∂w =
∂Res(Lm) or ∂mw = −Res(L
m) = Res(Lm− ). One knows also (P12) Res(M
nLm+1) =
Res(zm+1∂nz ψ)ψ
∗. Further ψψ∗ = 1 −
∑∞
1 [∂iw/z
i+1] with ∂1 ∼ ∂x, ∂2 ∼ ∂y, ∂3 ∼ ∂t, · · · .
This corresponds to ψψ∗ =
∑
snz
−n with ∂sn+1 = ∂nu ∼ ∂sn+1 = −∂n∂w ∼ sn+1 = −∂nw.
Thus one writes
Res(zm∂nz ψ)ψ
∗ = ResMnLm(2.15)
and in [31] ∂kℓ is defined via (P13) ∂kℓW = −(M
ℓLk)−W (additional Sato equations -
cf. (P8)). Consequently using the Dickey lemma for w = w1 and (P13) with Lψ = zψ
and ∂zψ = Mψ ([L,M ] = 1) one looks at ∂kℓw = −Res∂(M
ℓLk). Set P = Wxℓ∂k and
Q = (W ∗)−1 so Q∗ = W−1 and PQ∗ = Wxℓ∂kW−1 = WxℓW−1W∂kW−1. Now one
can define L,M also via L = W∂W−1 and M = W (
∑
ktk∂
k−1)W−1 so for ψ = wexp(ξ)
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we have Mψ = W (
∑
ktk∂
k−1)exp(ξ) = W (
∑
ktkz
k−1)exp(ξ) = W∂zexp(ξ) = ∂zψ and
Lψ =W∂exp(ξ) = zψ. Hence (e±ξ replaces e±zx in an obvious manner where ξ =
∑
tnz
n)
∂kℓw = −Res∂M
ℓLk = −Resz(Pe
ξ)(Qe−ξ) = −Resz(Wx
ℓ∂keξ(W ∗)−1e−ξ) =(2.16)
= −Resz[z
kW (xℓeξ)(W ∗)−1e−ξ] = −Resz
(
zk[∂ℓzψ(z)]ψ
∗(z)
)
Now in [5] there is some confusion about using
∮
dz/2πi or
∮
dz/2πiz as a symbol for a
residue. If the former is adopted consistently then (2.14) becomes (via (2.16))
Ξ = −
∫
dxqmn/2
∞∑
j=0
(nλ)j
j!
Res
[(
zm+j−1∂jzψ(z)
)
ψ∗(z)
]
=(2.17)
=
∫
dxqmn/2
∞∑
j=0
(nλ)j
j!
∂m+j−1,jw
where u = −∂w ⇒ w = −∂−1∂2log(τ) = −∂log(τ) which leads to
Ξ =
∫
dxDmn (−∂log(τ)) ; Dmn = q
mn/2
∞∑
j=0
(nλ)j
j!
∂m+j−1,j;(2.18)
fmn =< ΩFKP ,X
D
mn >=
∫
dxDmn(−∂log(τ))
Thus actually it is FKP in (2.10) which generates Dmn via X
D
mn (which eliminates the amn
in (2.10)). One can write now DA =
∑
amnDmn with
< ΩFKP ,X
D
A >=
∫
dxDA(−∂log(τ)) = A˜(t);(2.19)
∂rA˜ = −
∫
dxDA(∂r∂log(τ)) = −
∫
dxDAJr
where Jr = ∂r∂log(τ) is a first integral of KP (i.e. Hr =
∫
dxJr is a Hamiltonian). Here one
recalls that sn+1 = ∂
−1∂nu = ∂n∂og(τ) = Jn are conserved densities (cf. [9] and note that
the ∂sn+1 = Kn+1 = ∂nu are symmetries determining the standard KP flows). Note also
that the Dmn flows are independent and commuting with the ∂r so DA is independent and
commutes with ∂r. Now one defines (P14) −
∫
dxDAJr = DA˜ ·Hr = DA˜ ·
∫
dxJr where DA˜
corresponds to a Hamiltonian vector field (e.g. Xf acting as Xfg in (2.2)); i.e. one writes
∂rA˜ = {A˜,Hr}
KP
M(2.20)
This is rather a stretch of imagination but perhaps morally correct at least since it is
consistent with the Heisenberg notation (P15) dA/dt = {A,H}M . Here {A˜,Hr}
KP
M makes
no recourse to phase space variables z, ζ however and any relation to e.g. (2.7) is vague at
best. As in [5] we can say however that ∂rA˜ = DA˜ ·Hr has the structure ∂r < ΩFKP ,X
D
A >=
∂rA˜ and one imagines e.g. a Heisenberg picture
∂tX
D
A = −[X
D
A ,X
D
H ] = X{A,H}M ≡ ∂t < ΩFw ,X
D
A (t) >=< ΩFw ,X
D
{A(t),H}M
>(2.21)
(cf. also [5, 7]).
REMARK 2.1. The q-lattice version (2.3) of phase space discretization was developed
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following an analogue of Fourier transform techniques dealing with (2.1) - (2.2). On the
other hand (2.5), derived via z ∼ ep and ζ ∼ ex, leads for q ∼ exp(iλ) to
XDAmnB(ζ, z) =
1
2iλ
[B(qmζ, q−nz)−B(q−mζ, qnz)](2.22)
which has some similarity to ∇ˇmng of (2.3). In accord with procedures in [7] one might
expect here a directive to modify λ in the denominator of (2.22) via e.g. (qm − q−m)(qn −
q−n)zζ. At first sight one is tempted to look for ζ, z as arising in vertex operators (cf.
[1, 2, 8, 9, 11, 16, 49])
X(z, ζ, t)τ = e
∑
∞
1
tk(ζ
k−zk)e
∑
∞
1
(z−k−ζ−k)∂k/kτ =
∞∑
m=0
(ζ − z)m
m!
∞∑
p=−∞
z−p−nWmp τ(2.23)
(where the Wmp are expressed in terms of currents J
v
k involving time derivatives ∂n) leading
perhaps to a new perspective on vertex operators. The dynamical analogies are not im-
mediately clear but an origin of spectral variables as phase space variables is suggested in
Remark 4.2 via the anti-isomorphism of PSDO and the z-operators of Dickey (cf. [18, 19]).
Nevertheless we give here for completeness a few more formulas involving vertex operators.
Thus one can imagine of course a Taylor type expansion (cf. [2])
X(z, ζ, t) =
∞∑
m=0
(ζ − z)m
m!
∂mζ X(z, ζ, t)|ζ=z ; ∂
m
ζ X(z, ζ, t)|ζ=z =
∞∑
p=−∞
z−p−mWmp(2.24)
which would suggest that for n ∈ Z
Res[zn∂mζ X(z, ζ, t)]|ζ=z =W
m
n−m+1(2.25)
(i.e. n−p−m = −1) and for n = m+ s this gives Wms+1. A variation on this (Adler-Shiota-
van Moerbeke theorem) involves (P16) Res[zm+s∂mz X(z, ζ, t)|ζ=zτ ∼ W
m+1
s τ/(m + 1) or
more generally (cf. [1, 16, 49])
−
(MmLm+s)−ψ
ψ
∼
Ym+s,mψ
ψ
= (eη − 1)
Wm+1s τ
(m+ 1)τ
(2.26)
where [exp(−η) − 1]f(t) = f(t − [z−1]) − f(t) via η =
∑∞
1 ∂j/jz
j (note in (2.26) the last
term requires some z dependence - further in taking residues only a D(Wm+1s τ/τ) term
arises). A possible way now to envision z, ζ as phase space variables might be in terms of
ζ ∼ ∂z or z ∼ L and ζ ∼M . We recall also from [2] that the generating functions
W vλ =
∞∑
−∞
λ−p−vW vp ; J
v
λ =
∞∑
−∞
λ−p−vJvp(2.27)
can be considered as stress energy tensors and (D ∼ ∂x)
ψ∗(λ, t)ψ(µ, t) =
∞∑
1
(µ− λ)j−1
j!
D
W jλ(τ)
τ
=
1
µ− λ
D
(
X(λ, µ, t)τ
τ
)
(2.28)
vψ∗(λ, t)∂v−1λ ψ(λ, t) = D
(
1
τ
∞∑
−∞
λ−p−vW vp (τ)
)
(2.29)
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Hence from (2.29)
Res[λℓ+vψ∗(λ, t)∂vλψ(λ, t)] =(2.30)
= Res
[
D
1
(v + 1)τ
(
∞∑
−∞
λ−p+ℓ−1W v+1p (τ)
)]
= D
(
W v+1ℓ (τ)
(v + 1)τ
)
which is consistent with (2.26). 
In connection with KP and Moyal we add a few results from [27] (cf. also [5, 56, 57]).
Thus let M˜ =M ⊕ T where T ∼ times {tn} and for some ∗ product on M write
u(x, t) ∗ v(x, y) = exp
(
κωij
∂
∂xi
∂
∂x˜j
)
u(x, t)v(x˜, t)
∣∣∣∣
x˜=x
(2.31)
(note Xf = ω
ij(∂f(x, t)/∂xi)(∂/∂xj) will be time dependent). Let L = ∂+
∑∞
1 un(x, t)∂
−n
be the Lax operator for KP. One then applies the geometrical framework to obtain a Moyal
KP hierarchy KPκ, based on deformation of dKP, which is equivalent to the Sato hierarchy
based on PSDO. Similar calculations apply to Toda and dToda, KdV and dKdV, etc.
Further the geometrical picture can be phrased in the Sdiff2 format with L,M etc. It
seems from this that if one starts with dKP as a basic Hamiltonian system with Hamiltonians
Bn and standard P brackets then KPκ can be considered as a quantization of dKP is some
sense with quantum integrals of motion Bn(κ) which for κ = 1 say is equivalent to KP (or
κ = 1/2 in [27]). The Bn(κ) would perhaps have to be extracted from KP after establishing
the isomorphism (cf. [27]) and we turn briefly to this approach now. Thus in [27] one writes
the Sato KP hierarchy via (v−2 = 1, v−1 = 0)
∂mL = [L
m
+ , L] (m ≥ 1); L =
∞∑
−2
vn(x˜)∂
−n−1
x(2.32)
for x˜ = (x, t2, · · · ) while the Moyal KP hierarchy is written via (u−2 = 1, u−1 = 0)
Λ =
∞∑
−2
un(x˜)λ
−n−1; ∂mΛ = {Λ
m
+ ,Λ}M (m ≥ 1)(2.33)
where Λm+ ∼ (Λ
∗m)+ with
f ∗ g =
∞∑
0
κs
s!
s∑
j=0
(−1)j
(
s
j
)
(∂jx∂
s−j
λ f)(∂
s−j
x ∂
j
λg)(2.34)
leading to
{f, g}κ =
∞∑
0
κs
(2s + 1)!
2s+1∑
j=0
(−1)j
(
2s + 1
j
)
(∂jx∂
2s+1−j
λ f)(∂
2s+1−j
x ∂
j
λg)(2.35)
Note limκ→0{f, g}κ = {f, g} = fλgx − fxgλ so (KP )M → dKP as κ → 0, namely ∂mΛ =
{Λm+ ,Λ} with Λ
m ∼ Λ · · ·Λ. The isomorphism between (KP )Sato and (KP )M is then
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determined by relating vn and un in the form (κ = 1/2)
un =
n∑
0
2−j
(
n
j
)
vjn−j(2.36)
where n = 0, 1, · · · and vj = ∂jxv0.
Let us recall theKPκ theory of [27, 56] where dKP is built up as follows (cf. [5, 11, 12, 57]).
We will assume some familiarity with KP and dKP as in [5] and only recall formulas
(extensive references are given in [5]). Then the KP Lax operator has the form (P17) L =
∂ +
∑∞
1 un+1∂
−n with u2 = u and ui = ui(x, xn) where x1 ∼ x. The xn (or equivalently
tn) for n ≥ 2 correspond to time variables with flows (P18) ∂nL = [Bn, L] for Bn =
Ln+. There is a dressing or gauge operator (P19) W = 1 +
∑∞
1 wn∂
−n determined via
L = W∂W−1 (∂ = ∂x). For wave functions or Baker-Akhiezer (BA) functions ψ(x, λ) =
Wexp(ξ), ξ =
∑∞
1 xnλ
n one hs Lψ = λψ and ∂mψ = Bmψ. Further ψ
∗ = (W ∗)−1exp(−ξ)
and L∗ψ∗ = λψ∗ with ∂mψ
∗ = −B∗nψ
∗ (here B∗n = (L
∗)n+ and ∂
∗ = −∂). The equation
(P20) ∂nW = −L
n
−W is called the Sato equation. Concerning λ derivatives one has
ψλ =W
(
∞∑
1
kxkλ
k−1
)
exp(ξ) =Mψ; M =W
(
∞∑
1
kxk∂
k−1
)
W−1(2.37)
and [L,M ] = 1. The tau function arises in a vertex operator equation (VOE)
ψ(x, λ) =
X(λ)τ
τ
= eξ
τ−
τ
=
eξ
τ
τ
(
xj −
1
jλj
)
(2.38)
The Hirota bilinear identity is (P21) 0 =
∮
C ψ(x, λ)ψ
∗(y, λ)dλ, where C is a circle around
λ =∞, and this leads to various Hirota bilinear formulas. In particular one has (∂˜ ∼ (∂j/j))
∞∑
0
pn(−2y)pn+1(∂˜)exp
(
∞∑
1
yj∂j
)
τ · τ = 0(2.39)
where the pj are Schur polynomials and (P22) ∂
m
j a·b = (∂
m/∂smj )a(tj+sj)b(t−g−sj)|sj=0.
The KP equation is included in (2.39) in the form (P23) (∂4 + 3∂22 − 4∂1∂3)τ · τ = 0.
REMARK 2.2. For dKP traditionally one thinks of fast and slow variables ǫti = Ti
(shifting now xi → ti for i ≥ 2 with x1 ∼ x) and ∂n → ǫ∂/∂Tn with ∂ = ∂x → ǫ∂X and
∂−1x → (1/ǫ)∂
−1
X . Then one writes ui(x, tn)→ u˜i(X,Tn) and this passage (where one usually
assumed ui(X/ǫ, Tn/ǫ) = u˜(X,Tn)+O(ǫ) has always seemed unrealistic; however in certain
situations it is perfectly reasonable (see e.g. [5, 10] under (X,ψ) duality). A priori if one
simply substitutes in a power series (P24)
∑
aαx
α1tα22 · · · →
∑
aαǫ
−
∑
αiXα1Tα22 · · · there
will be horrible divergences as ǫ→ 0 so one is led to think of sums of simple homogeneous
functions (e.g. f(x, tn)→ f(X/ǫ, Tn/ǫ) =
∑∞
0 ǫ
jFj(X,Tn) with sums as in (P24) yielding
terms with −
∑
αi ≥ 0. Note that this can be achieved for arbitrary powers of x and a finite
number of tn (2 ≤ n ≤ N) by insertion of some suitably large negative power of say tN+1
in each monomial; then one could worry about the meaning of tN+1 later. Perhaps this is
an argument for some ultimate projectivization via TN+1 corresponding to some universal
time. 
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In any event for dKP one writes (T ∼ (X,Tn) - cf. [5, 11, 12, 57])
Lǫ = ǫ∂ +
∞∑
1
un+1(ǫ, T )(ǫ∂)
−n; Mǫ =
∞∑
1
nTnL
n−1
ǫ +
∞∑
1
vn+1(ǫ, T )L
−n−1
ǫ(2.40)
with un+1(ǫ, T ) = Un+1(T ) +O(ǫ) and vn+1(ǫ, T ) = Vn+1(T ) +O(ǫ). Then set
ψ =
[
1 +O
(
1
λ
)]
e
∑
∞
1
(Tn/ǫ)λn = exp
(
1
ǫ
S(T, λ) +O(1)
)
;(2.41)
τ = exp
(
1
ǫ2
F (T ) +O
(
1
ǫ
))
Setting P = SX with (P25) τ(T − (1/nλ
n))exp[
∑∞
1 Tnλ
n]/τ(T ) one obtains
λ = P +
∞∑
1
Un+1P
−n; P = λ−
∞∑
1
Piλ
−i; M =
∞∑
1
nTnλ
n−1 +
∞∑
1
Vn+1λ
−n−1(2.42)
along with (P26) Bn =
∑n
0 bnm∂
m → Bn =
∑n
0 bnmP
m ∼ λn+ leading to (note ∂nM =
[Bn,M ])
∂nλ = {Bn, λ}; ∂nM = {Bn,M}; {λ,M} = 1(2.43)
where {A,B} = ∂PA∂XB − ∂XA∂PB.
Now return to [27, 56] (sketched briefly in (2.31) - (2.36)). Note
∑∞
−2 vn(x˜)∂
−n−1
x = ∂ +
v0∂
−1+· · · corresponds to (P17) with index changes and v ∼ u, while Λ =
∑∞
−2 un(x˜)λ
−n−1
corresponds to Λ = λ+ u0λ
−1 + · · · which corresponds to (2.42) with λ ∼ P . Thus we see
that the Moyal bracket in (2.35) for example involves X and P derivatives where (X,P ) is
the natural phase space for dKP. The connection between (KP )Sato and (KP )κ for λ = 1/2
is obtained by relating un ∼ Un+1 in dKP to vn ∼ un+1 in KP. It is important to realize
here that no scaling is involved in [27, 56]. In any case one can formulate the KP hierarchy
as a quantization of dKP under the Moyal bracket. The actual correspondence (2.36) is
not important here (see also below) and one could simply define KP as (KP )κ for κ = 1/2
and express it through phase space (X,P ) Moyal brackets. We will discuss below similar
correspondences for q-KP and dKP under suitable q-Moyal type brackets. In this direction,
following [56], one would have
∂λ
∂tn
= {Bn, λ}κ; Bn ∼ (λ ∗ · · · ∗ λ)+;
∂Bn
∂tm
−
∂Bm
∂tn
+ {Bn,Bm}κ = 0(2.44)
3. REMARKS ON Q-KP
There are various approaches to q-KP and we mention e.g. [3, 4, 22, 23, 24, 25, 29, 30,
35, 39, 40, 54, 59, 60, 62]. We will not dwell upon q-nKdV or q-NLS here, nor upon discrete
KP as in [3, 4, 15]. Let us rather follow [30, 59] at first in writing (P27) Df(x) = f(xq)
with Dqf(x) = [f(xq)− f(s)]/x(q − 1) and we recall
(a; q)0 = 1; (a; q)k =
k−1∏
0
(1− aqs);
(
n
k
)
q
=
(1− qn)(1 − qn−1) · · · (1− qn−k+1)
(1− q)(1− q2) · · · (1− qk)
(3.1)
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Then using (P28) Dnq (fg) =
∑n
0
(n
k
)
q
(Dn−kDkq f)D
n−k
q g one obtains a formula (P29) D
n
q f =∑∞
0
(
n
k
)
q
(Dn−kDkq f)D
n−k
q (n ∈ Z and this is shown to be correct via (P30) D
m
q (D
n
q f) =
Dm+nq f (proved in [30]). This leads to the formal adjoint to P =
∑
aiD
i
q as (P31) P
∗ =∑
(D∗q )
iai whereD
∗
q = −(1/q)D1/q and the result that (P32) (PQ)
∗ = Q∗P ∗. Now consider
the formal q-PSDO (P33) L = Dq + a0 +
∑∞
1 aiD
−i
q leading to the q-deformed KP hierar-
chy (∂L/∂tj) = [(L
j)+, L] (this differs by a factor of x(1 − q) from the definitions in [24]).
Let S be the PSDO (P34) S = 1 +
∑∞
1 wkD
−k
q satisfying L = SDqS
−1 (whose existence
is proved easily). The vector fields ∂/∂tj can be extended via (P35) (∂S/∂tj) = −(L
j)−S
and will remain commutative. One uses now a nonstandard definition
expq(x) =
∞∑
0
(1− q)kxk
(q; q)k
= exp
(
∞∑
1
(1− q)kxk
k(1− qk)
)
(3.2)
and Dkq expq(xz) = z
kexpq(xz). One uses also the notation (P36) P |x/t =
∑
pi(x/t)t
iDiq
when P =
∑
piD
i
q. The q-wave function wq and its adjoint w
∗
q are defined via
wq(x, t) = Sexpq(xz)exp
(
∞∑
1
tiz
i
)
; w∗q = (S
∗)−1|x/qexp1/q(−xz)exp
(
−
∞∑
1
tkz
k
)(3.3)
One can easily show (as in the classical case)
Lwq = zwq; ∂mwq = (L
m)+wq; L
∗|x/qw
∗
q = zw
∗
q ; ∂mw
∗
q = −(L
m|x/q)
∗
+w
∗
q(3.4)
One uses the standard notation (P37) resz(
∑
aiz
i) = a−1 and resDq(
∑
biD
i
q) = b−1 and
proves an analogue of Dickey’s lemma, namely
resz(Pexpq(xz)Q
∗|x/qexp1/q(−xz)) = resDq(PQ)(3.5)
Further a q-bilinear identity is proved in the form (P38) resz(D
n
q ∂
αwqw
∗
q) = 0; the converse
is also true. In addition given formal series
wq =
(
1 +
∞∑
1
wiz
−i
)
expq(xz)exp
(
∞∑
1
tiz
i
)
;(3.6)
w∗q =
(
1 +
∞∑
1
w∗i z
−i
)
exp1/q(−xz)exp
(
−
∞∑
1
tiz
i
)
with (P38) holding for any n ∈ Z+ and any multi-index α with nonnegative components
αi, then the operator L = SDqS
−1 where S = 1 +
∑
wiD
−i
q is a solution of the q-KP
hierarchy with wave and adjoint wave functions given by wq and w
∗
q . As a consequence one
can prove the existence of a quantum tau function. Indeed let (P39) w˜q = [expq(xz)]
−1wq
and w˜∗q = [exp1/q(−xz)]
−1w∗q . A little argument shows that there is a function τq(x; t) such
that
w˜q =
τq(x; t− [z
−1])
τq(x; t)
exp
(
∞∑
1
tiz
i
)
; w˜∗q =
τq(x; t+ [z
−1])
τq(x; t)
exp
(
−
∞∑
1
tiz
i
)
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Equivalently then one can write
wq =
τq(x; t− [z
−1])
τq(x; t)
expq(xz)exp
(
∞∑
1
tiz
i
)
;(3.8)
w∗q =
τq(x; t+ [z
−1])
τq(x; t)
exp1/q(−xz)exp
(
−
∞∑
1
tiz
i
)
It follows that if L1 = ∂ +
∑∞
1 ai∂
−i with ∂/∂t1 is a solution of the KP hierarchy with tau
function τ , then
τq(x; t) = τ(t+ [x]q); [x]q =
(
x,
(1− q)2
2(1− q2)
x2,
(1− q)3
3(1 − q3)
x3, · · · ,
)
(3.9)
is a tau function for the q-KP hierarchy. Finally applications to N-qKdV are given and in
particular for L = D2q + (q − 1)xuDq + u a solution for qKdV one has
u(x; t) = Dq
∂
∂t1
logτq(x; t)τq(xq; t)(3.10)
This via S = 1− (∂/∂t1)logτq(x; t)D
−1
q + · · · and S
−1 = 1 + (∂/∂t1)logτq(x; t)D
−1
q + · · · .
We recall also the standard symbol calculus for PSDO following e.g. [28, 47, 58]. First
one recalls from [28] the ring A of pseudodifferential operators (PSDO) via PSD sym-
bols (cf. also [58] for a more mathematical discussion). Thus one looks at formal se-
ries (P40) A(x, ξ) =
∑n
−∞ ai(x)ξ
i where ξ is the symbol for ∂x and ai(x) ∈ C
∞ (say
on the line or circle). The multiplication law is given via the Leibnitz rule for symbols
(P41) A(x, ξ) ◦B(x, ξ) =
∑
k≥0(1/k!)A
k
ξ (x, ξ)B
(k)
x (x, ξ) where Akξ (x, ξ) =
∑n
−∞ ai(x)(ξ
i)(k)
and B
(k)
x (x, ξ) =
∑n
−∞ b
(k)
i (x)ξ
i with b
(k)
i (x) = ∂
k
xbi(x). This determines a Lie algebra
structure on A via (P42) [A,B] = A ◦B −B ◦A. Now let A be a first order formal PSDO
of the form (P43) A = ∂x+
∑−1
−∞ ai(x˜)∂
i
x where x˜ ∼ (x, t2, t3, · · · ). Then the KP hierarchy
can be written in the form (P44) (∂A/∂tm) = [(A
m)+, A] which is equivalent to a system
of evolution equations (P45) (∂ai/∂tm) = fi where the fi are certain universal differential
polyomials in the ai, homogeneous of weight m+ |i|+1 where a
j
−i has weight |i|+ j +1 for
aj ∼ ∂jxa.
Somewhat more traditionally (following [58] - modulo notation and various necessary
analytical details), one can write
Au(x) = (2π)−1
∫
eix·ξa(x, ξ)uˆ(ξ)dξ(3.11)
where uˆ(ξ) =
∫
exp(−ix · ξ)u(x)dx. One takes D = (1/i)∂x and writes a = symb(A) with
A = op(a) ∼ A˙ where the · is to mod out S−∞ (we will not be fussy about this and will
simply use A). The symbol of A ◦B is then formally
(a⊙ b)(x, ξ) =
∑ 1
α!
∂αξ a(x, ξ)D
α
x b(x, ξ)(3.12)
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corresponding to (P41), while [A,B] = AB−BA corresponds to the symbol (P46) {a, b} =
(∂a/∂ξ)(∂b/∂x)−(∂a/∂x)(∂b/∂ξ). One notes that P̂ (D)T = P (ξ)Tˆ . In any event it is clear
that the algebra of differential operators on a manifold M (quantum operators) may be
considered as a noncommutative deformation of the algebra of functions on T ∗M defined
by canonical quantization via the symplectic form ω =
∑
dpi ∧ dx
i. The extension to
PSDO brings one into the aena of integrable systems etc. Thus in a certain sense KP is an
extension or generalization of quantum mechanics (QM) based on the ring of PSDO (PSDO
of all orders arise via Ln+ in the higher flows).
In [47] for example one extends matters to q-derivatives ∂qf(z) = [f(qz)− f(z)]/(q− 1)z
via (P47) ∂q(fg) = ∂q(f)g+ τ(f)∂qg where τ(f)(z) = f(qz) (note ∂qτ = qτ∂q). PSDO are
defined via (P48) A(x, ∂q) =
∑n
−∞ ui(x)∂
i
q with ∂qu = (∂qu) + τ(u)∂q and one has
∂−1q u =
∑
k≥0
(−1)kq−k(k+1)/2(τ−k−1(∂kq u))∂
−k−1
q ;(3.13)
∂nq u =
∑
k≥0
[
n
k
]
q
(τn−k(∂kq u))∂
n−k
q
Recall here
(n)q =
qn − 1
q − 1
;
[
m
k
]
q
=
(m)q(m− 1)q · · · (m− k + 1)q
(1)q(2)q · · · (k)q
(3.14)
Then the q-analogue of the Leibnitz rule is
A(x, ∂q)B(x, ∂q) =
∑
k≥0
1
(k)q!
(
dk
d∂kq
A
)
∗ (∂kqB)(3.15)
dk
d∂kq
(f∂αq ) = (α)q(α− 1)q · · · (α− k + 1)qf∂
α−k
q
One also uses the rules (P49) f ∗ ∂q = f∂q, ∂q ∗ f = τ(f)∂q, and ∂
−1
q ∗ f = τ
−1(f)∂−1q .
Then set Lq = ∂q + u1(z) + u2(z)∂
−1
q + u3(z)∂
−2
q + · · · and one has q-KP via (∂Lq/∂tm) =
[Lq, (L
m
q )+] where the order is different in [ , ] and u1(z) has a nontrivial evolution because
of (P49).
In accord with the procedures of [27, 56] we should now represent the ring Aq of qPSDO
symbols via a product as in say (P41) and thence provide expressions for deformation
thereof. The X and P variables should come from the phase space for dKP. Evidently
the qPSDO symbols will involve a variation on (3.15) (cf. (3.12)) and in view of the lovely
development sketched above from [30] it should be better to phrase matters in that notation.
Thus use (P33) where Dq ∼ ∂q and from (P28) one has Dq(fg) = f(qx)Dqg+ (Dqf)g(x).
Thus the rules of [47] should apply to Dq with suitable embellishment and we look at (cf.
(P29) and (P30))
n∑
−∞
ai(x)D
i
q
n∑
−∞
bj(x)D
j
q =
n∑
−∞
ai(x)
n∑
−∞
∞∑
0
(
i
k
)
q
(Di−kDkq bj(x))D
i+j−k
q =(3.16)
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=
∑
k≥0
∑
i,j
ai(x)
(
i
k
)
q
(Di−kDkq bj(x))D
i+j−k
q
This amounts to (ξ ∼ Dq)∑
ai(x)ξ
i ◦
∑
bj(x)ξ
j =
∑
i,j,k
ai(x)
(
i
k
)
q
(Di−kDkq bj(x))ξ
i+j−k(3.17)
leading to
{a, b} =
∑
k≥0
∑
i,j
ξi+j−k
[
ai(x)
(
i
k
)
q
Di−kDkq bj(x)− bj(x)
(
j
k
)
q
Dj−kDkq ai(x)
]
(3.18)
Another way of writing this could be based on (cf. (P41))
1
(k)q!
Akξ ∼
∑
i
(
i
k
)
q
ai(x)ξ
i−kDi−k; B(k)x =
∑
j
Dkq bj(x)ξ
j(3.19)
thus as symbols
a ◦ b ∼
∑
k≥0
1
(k)q!
AkξB
(k)
x ; {a, b} ∼
∑
k≥0
1
(k)q!
(
AkξB
(k)
x −B
k
ξA
(k)
x
)
(3.20)
more in keeping with (3.12). In this direction one could write e.g. η = κ−1ξ with ∂η =
κ∂ξ and (P50) (1/(k)q !)∂
k
ηA ∼ (κ
k/(k)q !)∂
k
ξA (cf. (3.19)). Then define (P51) {a, b}κ =∑
k≥0(κ
k/(k)q !)(A
k
ξB
(k)
x − BkξA
(k)
x ). In any event we have shown heuristically (see Section
4 for more detail and enhancement)
PROPOSITION 3.1. The calculi of PSDO and q-PSDO correspond symbolically via ∂ ∼
Dq = ∂q and suitable insertion of D ∼ τ factors along with q-subscripts (individual terms
may differ because e.g. brackets [ , ] have different degrees, etc.).
We note from [14] an associative q-Weyl type star product based on (ν = log(q) and
~ = 0)
∗qW = exp
(
−
ν
2
[←−
∂ xxp
−→
∂ p −
←−
∂ ppx
−→
∂ x
])
(3.21)
which essentially corresponds to our formula (4.14) in [7], namely
{f, g}M ∼ f(xq
−p∂p, pqx∂x)g(x, p) − g(xq−p∂p , pqx∂x)f(x, p)(3.22)
This is however quite different from our version (2.2) (with XDf g ∼ {f, g}M ) and it is
different also from (2.3). Some obstacles to the use of a Dq version of (3.22) for a Weyl
ordered q-plane with PX − qXP = i~ are discussed in [14]. In particular the lack of a
complete basis is indicated and it may be that some version of (2.3) will circumvent this
problem. We note also that (P51) for example arising from the PSDO calculus (3.16) -
(3.20) etc. is different from the associative star products suggested in [14] of the form ∗qW
above and (ν = log(q) and ~ = 0)
∗qS = exp(ν
←−
∂ ppx
−→
∂ x); ∗
q
A = exp(−ν
←−
∂ xxp
−→
∂ p)(3.23)
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Here we apparently must identify (3.20) and (P51) as the algebra of qPSD symbols or
operators while expressions such as (3.21) or (3.23) (and perhaps (2.2)) would correspond
to q-Moyal type deformations of dKP; their relations should then be determined. We note
also the (possibly nonassociative) Dq versions of ∗
q
S and ∗
q
A from [14] for ~ 6= 0, namely
(here apparently [m] ∼ (m)q ∼ (q
m − 1)/(q − 1))
∗S =
∞∑
r=0
(i~)r
(r)q!
←−
D rpexp(ν
←−
∂ ppx
−→
∂ x)
−→
D rx;(3.24)
∗A =
∞∑
s=0
(−ν
←−
∂ xx)
s
∞∑
r=0
(−i~)rqr(r−1)/2
(r)q!
←−
D rx
−→
D rp(p
−→
∂ p)
s
We recall from [20] that standard ordering S here means xmpn → xˆmpˆn while antistandard
A means xmpn → pˆnxˆm. Thus we want to compare (P51) with (3.21), or (3.23) or (3.24)
and in view of the Dq operators we probably want (3.24) or a Weyl form of this. Recall
that for ν = log(q) one has exp(νp∂p)f(p) = f(qp) and e.g.
f(pq−x∂x)g(x) ∼
∑
fnp
nq−nx∂xg(x) =
∑
fnp
ng(q−nx)(3.25)
Thus writing out the first equation in (3.24) for example one gets (D = Dq)
f ∗S g =
∞∑
0
i~)r
(r)q!
Drpf(x, p)e
ν
←−
∂ ppx
−→
∂ xDrxg(x, p)(3.26)
Before embarking on questions of comparison a` la [27, 56] let us recall some results from
[21]. Here one considers star products of the form (P52) f⋆g = fg +
∑
n≥1 h
nBn(f, g)
where the Bn are bilinear differential operators. In particular in [21] one shows that any
bracket of the form
{f, g} =
∞∑
r=1
∞∑
s=1
λr+s−2
r∑
j=0
s∑
k=0
brj,sk(∂
j
x∂
r−j
y f)(∂
k
x∂
s−k
y g)(3.27)
may be transformed to one with b00,10 = b00,11 = 0 and any such bracket satisfying the
Jacobi identity must be of the form
{f, g} =
∞∑
r=1
λr−1
r∑
j=0
s∑
k=0
brjk(∂
j
x∂
r−j
y f)(∂
k
x∂
r−k
y g)(3.28)
By suitable hocus pocus one shows also that (3.28) plus Jacobi is equivalent to Moyal. Note
here that (3.36) below is of this form with brr0 6= 0, br0r 6= 0, and all other coefficients equal
0. Also b110 = b101 (as required) and the Jacobi condition for {f, g} = (1/h)(f⋆g − g⋆f)
can be proved directly via associativity of ⋆ (exercise). Thus
{{f, g}, h} + {{h, f}, g} + {{g, h}, f} = 0(3.29)
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REMARK 3.1. We recall here the argument in [56] relating KP and dKPM . Here
{f, g}κ =
∞∑
0
(−1)sκ2s
(2s + 1)!
2s+1∑
j=0
(−1)j
(
2s+ 1
j
)
(∂jx∂
2s−j+1
p f)(∂
2s−j+1
x ∂
j
pg)(3.30)
gives an expression for dKPM . 
In order to establish an equivalence to the KP hierarchy, based on PSDO of the form
∂nL = [(L
n)+, L]; L = ∂ +
∞∑
2
vn(x, ti)∂
−n(3.31)
one looks at
∂nλ = {(L
n)+,L}; L = p+
∞∑
2
un(x, ti)p
−n+1(3.32)
and compares (3.30) with a bracket allegedly based on PSDO of the form (cf. [56])
{f, g}′κ =
∞∑
0
κ2n+1
(2n+ 1)!
[
∂2n+1ξ f∂
2n+1
x g − ∂
2n+1
ξ g∂
2n+1
x f
]
(3.33)
Note here from (P41), (3.11), etc. (P53) A◦B =
∑
(1/k!)∂kξA(x, ξ)∂
k
xB(x, ξ) so (cf. (P41)
and [5])
A ◦κ B = Ae
κ
←−
∂ ξ
−→
∂ xB =
∑ κn
n!
∂nξ A∂
n
xB(3.34)
and the bracket based on this is not obviously the same as (3.33) or equivalent. Note also
A ◦κ B = A(x, ξ + κ∂x)B(x, ξ); B ◦κ A = B(x, ξ + κ∂x)A(x, ξ)(3.35)
We see however that (P54) (1/κ)A ◦κ B − B ◦κ A) = {A,B}κ is of the form (3.28) with
brr0 6= 0, br0r 6= 0, and all other coefficients equal 0. Also b110 = −b101 and the Jacobi
identity will follow from associativity so in fact a bracket such as (P54) is equivalent
to Moyal in the symbols involved. Note here that associativity is not obvious however
(although asserted in [38, 46]) and (3.36) below was only asserted to be associative in [43]
(not proved). Let us clarify this since it is not entirely trivial. Thus consider (3.34) along
with e.g. (more on this below - cf. Remark 3.3)
f⋆g = fg +
∑
n≥1
(−h)n
n!
pn∂np fx
n∂nx g ∼ [q
−x′∂x′p∂pf(x, p)g(x′, p′)]|x,p(3.36)
while (P55) A ◦κ B ∼ e
κ∂xi∂x′A(x, ξ)B(ξ′, x′) (x′ → x, ξ′ → ξ). In fact associativity for
A ◦κ B is proved in [42] (note the κ can be absorbed in ξ by rescaling). The trick is to use
the formula
(aξn)(bξr) = a
∑
k≥0
(
n
k
)
∂kxbξ
n−k+r(3.37)
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which shows that (for κ = 1)
A ◦κ B =
∑ 1
m!
∂mξ A∂
n
xB =(3.38)
=
∑ 1
m!
∑
ann(n− 1) · · · (n−m+ 1)ξ
n−m ·
∑
b
(m)
j ξ
j =
∑
an
(
n
m
)
b
(m)
j ξ
n−m+j
Now for associativity one checks that (P56) [ξn(aξr)]b = ξn[(aξn)b]. Thus the left side of
(P56) is 
∑
γ≥0
(
n
γ
)
a(γ)ξn+r−γ

 b = ∑
γ,µ≥0
a(γ)b(µ)
(
n
γ
)(
n+ r − γ
µ
)
ξn+r−γ−µ(3.39)
and the right side of (P56) is
ξn

a∑
γ≥0
(
r
α
)
b(α)ξr−α

 = ∑
α,β≥0
(ab(α))(β)
(
n
β
)(
r
α
)
ξn+r−α−β =(3.40)
=
∑
α,β,γ≥0
a(α)b(β+α−γ)
(
β
γ
)(
n
β
)(
r
α
)
ξn+r−α−β
For (P56) one needs then (n, r ∈ Z, γ, µ ∈ Z+)(
n
γ
)(
n+ r − γ
µ
)
=
∑
α+β=γ+µ, α,β>0
(
β
γ
)(
n
β
)(
r
α
)
(3.41)
To prove (3.41) one can start with
γ!
(
n
γ
)
(1 + x)n−γ(1 + y)r|y=x =
[
1
γ!
∂γx(1 + x)
n(1 + y)r
]∣∣∣∣
y=x
(3.42)
and picking out the coefficients of xµ on both sides gives(
n
γ
)(
n+ r − γ
µ
)
=
1
γ!
[
xµ − coeff
{
1
γ!
∂γx
∑(n
β
)
xβ
(
r
α
)
yα
}
y=x
]
=(3.43)
= xµ − coeff
{(
β
γ
)∑(n
β
)(
r
α
)
xβ−γxα
}
=
∑
α+β=γ+µ
(
β
γ
)(
n
β
)(
r
α
)
(cf. also [44]). Associativity for ⋆ conceivably follows along similar lines.
REMARK 3.2. Thus, although the origin of (3.33) is unclear, it is sufficient to work
from the original PSDO bracket (3.34) and use [21] to assert that all of these brackets are
equivalent to Moyal (equivalent means up to a change of variables). A specific correspon-
dence as in [27] is not needed then to assert indirectly that q-KP is equivalent to dKPM as
in (3.36) once it is clear that q-KP corresponds to KP. 
REMARK 3.3. The form (3.36) comes from a q-plane construction as in [43] (cf.
also [61] and Remark 3.5). Thus one writes (P57) xˆpˆ = qpˆxˆ and Ax = C[xˆ1, xˆ2]/R where
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R ∼ (P57). We recall that if xi ∼ xˆi are corresponding commuting variables (corresponding
e.g. to some ordering and isomorphism as in [6, 7, 13, 51]); then using a Fourier transform
f˜(k) =
1
2π
∫
d2xe−ikjx
j
f(x)(3.44)
a unique operator
W (f) =
1
2π
∫
d2keikj xˆ
j
f˜(k)(3.45)
replaces xi by xˆi in the most symmetric manner (Weyl quantization). If the xˆi have Her-
mitian properties then W (f) will inherit them for real f . Operators defined by (3.45) can
be multiplied and one wants to associate them with classical functions. If such a function
exists we call it f⋆g defined via (P58) W (f)W (g) =W (f⋆g) or more explicitly
W (f)W (g) =
1
(2π)2
∫
d2kd2ℓeikixˆ
i
eiℓj xˆ
j
f˜(k)g˜(ℓ)(3.46)
If the product of exponents can be defined via the Baker-Campbell-Hausdorff (BCH) formula
then f⋆g will exist. This is the case for a canonical structure (P59) exp(ikixˆ
i)exp(iℓj xˆ
j) =
exp(i(kj + ℓj)xˆ
j − (i/2)kiℓjθ
ij). In fact one can compute (f⋆g)(x) from (3.46) and (P59)
by replacing xˆ with x, i.e.
f⋆g =
1
(2π)2
∫
d2kd2ℓe(ikj+ℓj)x
j−(1/2)kiθ
ijℓj f˜(k)g˜(ℓ) =(3.47)
= e(1/2)∂xi θ
ij∂
yj f(x)g(y)|y→x
which is the Moyal product. For the q-plane the BCH formula cannot be used explicitly
and the Weyl quantization (3.45) does not seem to be the most natural one (cf. [14]).
For now, in terms of algebraic structure only, any unique prescription of an operator with a
function of classical variables will suffice. This could be e.g. normal order where xˆ operators
are placed to the left of yˆ operators (or better here xˆmpˆn corresponds to xˆpˆ order). Thus
define (P60) W (f(x, p)) =: f(xˆ, pˆ) : and (P58) becomes (P61) : f(xˆ, pˆ) :: g(xˆ, pˆ) :=:
(f⋆g)(xˆ, pˆ) : which for monomials is
xˆmpˆnxˆapˆb = q−naxˆm+npˆa+b; : xˆnpˆn :: xˆapˆb := q−na : xˆm+npˆa+b :=(3.48)
= W
(
q−x
′∂x′p∂pxmpnx
′ap
′b
∣∣∣
x′→x;p′→p
)
This generalizes for power series to
f⋆g = q−x
′∂x′p∂pf(x, p)g(x′, p′)|x′→x; p′→p(3.49)
which is (3.36). One could equally well have used pˆxˆ ordering or Weyl ordering here. For
mononomials of fixed degree the xˆpˆ, or pˆxˆ, or Weyl ordered products form a basis. We
recall for f =
∑
fmnx
mpn
: f(xˆ, pˆ) :W=
∑ fmn
2m
m∑
0
(
m
ℓ
)
xˆm−ℓpˆnxˆℓ(3.50)
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For the q-plane the form (P58) provides a formula (P62) W (xixj) =: xˆixˆj : (with say xˆpˆ
ordering) and leads to
f⋆g = fg +
∑
n≥1
1
n!
(−h)n(p∂p)
nf(x∂x)
b(3.51)
which is (3.36). Note for f, g of the form f =
∑
fmnx
mpn with m ≥ 0 and −∞ < n ≤ N
(3.36) or (3.51) will have the same form. For this, working with xˆpˆ ordering, we recall
xˆmpˆnxˆapˆb = q−naxˆm+apˆn+b and if n = −η we get qηa as a multiplier. This is consistent
with moving p−η past xa with p−1x = qxp−1 (from xp = qpx). Hence the formulas (3.48),
(3.49), and (3.51) remain valid. 
In addition to the constructions for q-KP in (3.1) - (3.9) we mention here the Frenkel
(F) and Khesin-Lyubashenko-Roger (KLR) versions of q-KP (cf. [24, 36]). Thus write
(t = (t1, t2, · · · ), t1 ∼ x)
Q = D + a0(t)D
0 + a−1(t)D
−1 + · · · ; Qq = D1 + b0(t)D
0
q + b−1(t)D
−1
q + · · ·(3.52)
where Df(x) = f(qx) and Dqf(x) = [f(qx)− f(x)]/(q − 1)x. The F and KLR hierarchies
are defined via
∂Q
∂tn
= [(Qn)+, Q] (F );
∂Qq
∂tn
= [(Qnq )+, Qq] (KLR)(3.53)
and there is an isomorphism (P63)ˆ : Dq → D mapping the F or KLR systems into the
discrete KP hierarchy (cf. [3, 4, 15] - we omit here a discussion of discrete KP). These
systems are equivalent by virtue of a correspondence
ai(y) =
∑
0≤k≤n−i
[
k + i
k
]
(−y(q − 1)qi)k
bk+i(y)(3.54)
Consider now a suitable space of functions f(x) represented by “Fourier” series (P64) f(x) =∑∞
−∞ fnφn(x) for φn(x) = δ(q
−ny−1x) for q 6= 1 and y ∈ R. Set λi = D
iλ0 = λ(yq
i);
then the Fourier transform f → Ff = (· · · , fn, · · · )n∈Z induces an algebra isomorphism
ˆ: Dq → D via ∑
ai(y)D
i →
∑
aˆiΛ
i =
∑
diag(· · · , ai(xq
n), · · · )n∈ZΛ
i(3.55)
where Λ ∼ (δi,j−1)i,j∈Z is a shift operator. In addition
n∑
0
bi(y)D
i
q =
n∑
0
ai(y)(−λD)
i → ǫ
(
n∑
0
aˆiΛ
i
)
ǫ−1(3.56)
where
ǫ = diag
(
· · · , λ−2λ−1,−λ−1, 1,−
1
λ0
,
1
λ0λ1
,−
1
λ0λ1λ2
, · · ·
)
; ǫ0 = 1(3.57)
In any event we have seen that the calculation of PSDO symbolically corresponds symbol-
ically to qPSDO (Proposition 3.1). Further from [21] we have seen that all Moyal brackets
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based on an associative star product of the form (P52) are equivalent. Consequently one
has heuristically (cf. also Section 4)
PROPOSITION 3.2. Given the associativity of (3.36) asserted in [43] it yields a Moyal
bracket equivalent to the standard one; this applies also to the associative star products
(3.21) and (3.23) and to (2.3) provided it is associative. Hence dKPM based on any such star
product is equivalent to KP via [27, 56] and thence to qKP symbolically as in Proposition
3.1 (embellished as in Proposition 4.1). The fact that q-plane structure led to (3.36) is
immaterial here given its associativity.
This seems reasonable since knowing that KP is a “quantization” of dKP under a suitable
Moyal bracket (and hence a generalized quantum theory) one would expect the isomorphic
theory qKP to be some kind of quantization of dKPM under equivalent Moyal brackets as
indicated (cf. Proposition 3.1 and Proposition 4.1 for the correspondence KP ↔ qKP ).
Explicit examples of comparisons as in [27, 56] would be useful (cf. Remark 3.4).
REMARK 3.4. For a start in this direction explicit calculations to compare e.g. qKP
and dKP⋆ can be carried out using the compatibility conditions (P65) Dxp = q
−1pDx and
Dpx = qxDp on the q-plane (D ∼ Dq). This can be confirmed as follows. From [37] one
has
Dq(f(x)g(x)) = g(x)Dqf(x) + f(qx)Dqg(x)(3.58)
Next note, in analogy to the formula from [37] (based on (3.64), (3.65), etc.)
∂qi (fN (xN ) · · · f1(x1)) = fN (qxN ) · · · fi+1(qxi+1)Dq2fi(xi)fi−1(xi−1) · · · f1(x1)(3.59)
we have e.g.
Dp(f(x)g(p)) =
p−1
q − 1
f(x)[g(qp) − g(p)](3.60)
Now xp = qpx so p−1x = qxp−1 and p−1xm = qmxmp−1 leading to
Dp(f(x)g(p)) = f(qx)
[
g(qp)− g(p)
p(q − 1)
]
= f(qx)Dpg(p)(3.61)
Similarly (P66) Dx(f(x)g(p)) = (Dqf(x))g(p) and we ask what this means for xDp and
pDx. From (3.61) one has (P67) Dpf(x) = f(qx)Dp so Dpx = qxDp. As in (3.61) we
look at Dx(g(p)f(x)) and note that p
−1x = qx−1p or x−1p = q−1px−1 which means that
x−1pn = q−npnx−1 so
Dx(g(p)f(x)) = g(q
−1p)
[
f(qx)− f(x)
x(q − 1)
]
= g(q−1p)Dxf(x)(3.62)
Consequently (P68) Dxg(p) = g(q
−1p)Dx and Dxp = q
−1pDx in agreement with (P65).
For the calculations one starts with (P69) λ = L = p + a0 +
∑∞
1 aip
−i; λ2+ = L
2
+ =
p2 + u1p+ u0 where ai = ai(x, t) and ui = ui(x, t) with e.g. λ
2 ∼ λ⋆λ. One computes e.g.
∂1λ = {λ
2
+, λ}⋆ = λ
2
+⋆λ − λ⋆λ
2
+ and compares with ∂2L = [L
2
+, L] based on L = Dq =
a0 +
∑
aiD
−i
q and L
2
+ = D
2
q + u1Dq + u0. Under certain conditions (a0, a1, u0, u1 constant
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in x) compatible equations seem to appear, modulo solution of second order difference
equations
(D2q + 2c1Dq + c2)an = 2c1(c1 + a2 + · · ·+ an−1) (n ≥ 2)(3.63)
(cf. [13]). 
REMARK 3.5. We note here in passing another way of dealing with q-plane differential
operators following [51] (cf. also [6, 7, 13]). Thus one imbues the q-plane or Manin plane
(cf. [45]) with the natural associated covariant calculus (cf. (3.64) - (3.65) below). Thus
we can treat the phase space as a q-plane x1 = x and x2 = p for say GLq(2) with rules
(q ∼ exp(~))
xp = qpx; ∂ix
j = qxj∂i (i 6= j); ∂ix
i = 1 + q2xi∂i + qλ
∑
j>i
xj∂j(3.64)
where λ = q − q−1. Thus
∂xx = 1 + q
2x∂x + (q
2 − 1)p∂p; ∂pp = 1 + q
2p∂p; ∂xp = qp∂x; ∂px = qx∂p(3.65)
Note here for example
∂pxp = qx∂pp = qx(1 + q
2p∂p) = qx+ q
3xp∂p;(3.66)
∂pxp = ∂pqpx = q(1 + q
2p∂p)x = qx+ q
3xp∂p
but a situation p ∼ ∂x with px− qxp = i~ is excluded (cf. [14]). One denotes by Diffq2(1)
the ring generated by x, ∂q obeying (P70) ∂qx = 1 + q2x∂q with ∂qf(x) = [f(q2x) −
f(x)]/(q2 − 1)x = Dq2f(x). We distinguish now scrupulously between ∂
q ∼ Dq2 , Dq, and
∂x, ∂p as normal q-derivatives. Introduce (P71) µk = 1+ qλ
∑
j≥k x
j∂j so the last equation
in (3.64) takes the form (P72) ∂ix
i = µi + x
i∂i (note the µi are operators). Now there
results
µix
j = xjµi (i > j) µix
j = q2xjµi (i ≤ j);(3.67)
µi∂i = ∂jµi (i > j) µi∂j = q
−2∂jµi (i ≤ j)
which implies (P73) µiµj = µjµi. Next define (P74) X
i = (µi)
−1/2xi and Di = q(µi)
−1/2∂i
from which follows
XiXj = XjXi; DiDj = DjDi; DiX
j = XjDi (i 6= j); DjX
j = 1 + q−2XjDj(3.68)
Thus the relations in (3.64) are completely untangled. The Dj correspond to Dq−2 and evi-
dently Diffq2(1) is isomorphic to Diffq−2(1) since, for δ
q = qµ−1/2∂q and y = µ−1/2x with
operators x, ∂q satisfying (P70), one has δqy = 1+q−2yδq. Further the ring isomorphism be-
tween Diffq2(1) (generated by (x, ∂
q) and Diff(1) (generated by (x, ∂) can be established
via e.g. (P75) ∂q = (exp(2~x∂)−1)/x(q2−1) (cf. (P70)). Thus exp(2~x∂)−1 = x(q2−1)∂q
or 2~x∂ = log[1+x(q2−1)∂q]. Since the ring properties are not immediate from this one can
go to an alternative noncanonical isomorphism as follows (cf. [51]). Let xic be classical com-
muting variables (here x1c ∼ x and x
2
c ∼ p). Now choose some ordering of the nonclassical
xi (e.g. Weyl ordering, or xp ordering, or px ordering). Then any polynomial P (x) can be
written in ordered form and replacing xi by xic one gets a polynomial symbol σ(P ) of classi-
cal variables xic. This determines a symbol map σ : C[x
i]→ C[xic] which is a noncanonical
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isomorphism (dependent on the choice of ordering) between polynomial rings. Then for any
polynomial φ(xic) and any q-differential operator D one writes (P76) Dˆφ = σ(D(σ
−1(φ))),
i.e. Dˆ is the composition
C[xic]
σ−1
→ C[xi]
D
→ C[xi]
σ
→ C[xic](3.69)
This provides a ring isomorphism of q-differential operators and classical differential oper-
ators, the latter corresponding to polynomials in (x, p, ∂x, ∂p) with relations ∂xx = x∂x +
1, ∂pp = p∂p + 1, x∂p = ∂px, and p∂x = ∂xp. The explicit formulas will depend on
the ordering and are determined by ∂ˆi and xˆ
i. Note (P77) D̂1D2 = Dˆ1Dˆ2 since the
Dˆi : C[x
i
c]→ C[x
i
c] compose multiplicatively along with the Di : C[x
i]→ C[xi] under the
given ordering. To see this note from Dˆ2φ = σ(D2(σ
−1(φ))) results
Dˆ1(Dˆ2φ) = σ(D1(σ
−1(σ(D2(σ
−1(φ)))))) = σ(D1D2(σ
−1(φ)))(3.70)
As for orderings, matters are clear for xp or px ordering and hence will also hold for the
completely symmetric Weyl ordering
xnpm ∼
1
2n
n∑
0
(
n
ℓ
)
x˜n−ℓp˜mx˜ℓ(3.71)
(cf. [5]). 
4. DISCRETIZATION AND QUANTUM MECHANICS.
We go back to earlier comments in Section 3 (after (3.12)) which present KP as some
sort of extension of QM related via Moyal to a phase space (X,P ) and corresponding to
dispersionless operators for dKP. The formation of q-KP and various q-Moyal brackets for
dKP are present via Proposition 3.2 (in a somewhat dismissive manner) and we want to
examine this further. Thus first look at QM and a q-QM obtained by replacing differen-
tial operators in ∂i by q-difference operators using ∂
q
i for example. Take a 1-dimensional
situation with x, p ∼ ∂x as basic and recall from (3.13) that ∂qu = (∂qu) + τu∂q so the
commutator relation [∂x, x] = 1 goes int (P78) [∂q, x] = ∂qx− x∂q = ∂qx+ (τx)∂q − x∂q =
1+ qx∂q−x∂q = 1+(q−1)x∂q = 1+(τ −1) = τ . More generally one has Leibnitz formulas
(cf. (3.13))
∂nu =
∑
k≥0
(
n
k
)
∂ku∂n−k −→ ∂nq u =
∑
k≥0
(
n
k
)
q
τn−k(∂kq u)∂
n−k
q(4.1)
so e.g. (P79) ∂2u = (∂2u) + 2∂u∂ + u∂2 → τ2u∂2q + (1 + q)τ∂qu∂q + u∂
2
q . Recall here(
n
k
)
q
=
(q; q)n
(q; q)k(q; q)n−k
; (q; q)0 = 1; (q; q)k =
k∏
1
(1− qj)(4.2)
Given that the algebra of differential operators A represents QM one can define any iso-
morphic object or “corresponding” object to also be a quantum theory (QT). Thus the
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correspondence ∂ ↔ ∂q : A ↔ Aq with Leibnitz rules as in (4.1) leads to an algebra iso-
morphism. Indeed we can simplify here the formulas (3.16) - (3.20) via the symbol notation
n∑
0
ai(x)D
i
q
∑
bj(x)D
j
q =
n∑
i=0
ai(x)
n∑
j=0
i∑
k=0
(
i
k
)
q
τ i−kDkq bj(x)D
i−k+j
q(4.3)
whereas
n∑
0
ai∂
i
n∑
0
bj∂
j =
n∑
i=0
ai(x)
i∑
k=0
(
i
k
)
∂kbj(x)∂
i−k+j(4.4)
Thus in symbol form (∂ ∼ ξ)
∑
aiξ
i ◦
∑
bjξ
j =
∑
i,j,k
i(i− 1) · · · (i− k + 1)
k!
aiξ
i−k∂kxbj(x)ξ
j =(4.5)
=
∑(i
k
)
∂ξξ
iai∂
k
xbjξ
j =
∑
k=0
1
k!
∂kξ a(x, ξ)∂
k
xb(x, ξ)
and for Dq ∼ ξ (as in (3.17) - (3.20)) one takes ∂ξ ∼ (∂/∂ξ)q to produce
∑
aiξ
i ◦
∑
bjξ
j =
n∑
k=0
1
kq!
∂kξ a∂
k
q b;(4.6)
1
kq!
∂kξ a =
∑
i
ai
i∑
k=0
(
i
k
)
q
ξi−kτ i−k =
∑
i
ai
i∑
k=0
1
kq!
(
∂
∂ξ
)k
q
ξiτ i−k
since [iq · · · (i− k + 1)q/kq!] =
( i
k
)
q
. Now any product of two symbols has the form a ◦ b as
in (4.5) and one wants to check uniqueness. Thus suppose
L =
n∑
k=0
1
k!
∂kξ a∂
k
xb =
n∑
m=1
1
m!
∂mξ aˆ∂
m
x bˆ = R(4.7)
We note that ∂L/∂b0 = a and ∂R/∂bˆ0 = aˆ so if we stipulate that bˆ0 = b0 then a = aˆ (note
that b0 only appears undifferentiated in the term ∂
0
ξa∂
0
xb = a(
∑n
0 biξ
i) and in any event
∂(∂nb0)/∂b0 = ∂
n(1) = 0). Once we have a = aˆ then one can equate coefficients of ∂kξ a
and ∂kξ aˆ (taking m = k) to get ∂
k
xb = ∂
k
x bˆ which will yield b = bˆ (for analytic b, bˆ). Similar
comments apply to (4.6) and consequently for b, bˆ with equal b0 we can look at A ↔ Aq as
an algebra map with a ◦ b↔ aq ◦ bq ∼ (a ◦ b)q where powers of τ must be inserted correctly
(e.g. one could define here (P80) (∂ξ)
k
qξ
i = iq · · · (i − k + 1)q(τξ)
i−k). On the other hand,
if b0 6= bˆ0 set b˜0 = bˆ0 + (b0 − bˆ0) so that L = Rˆ→ L = R˜−
∑
(1/m!)∂mξ aˆ∂
m
x (b0 − bˆ0) and R˜
involves the same b˜0 = b0. Then ∂L/∂b0 = a = ∂R˜/∂b0 − aˆ = aˆ− aˆ = 0. this says L = R is
possible for nontrivial a only when b0 = bˆ0. Thus aq ◦ bq can be written as in (4.6) with ∂ξ
taken as a q-derivative (P80) in Aq.
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Next we want to extend such arguments to the rings A, Aq of PSDO and qPSDO as in
(3.11) - (3.20). We can try the same procedure with
L =
∑
k≥0
1
k!
Akξ (x, ξ)∂
k
xB(x, ξ) =
∑
k≥0
1
k!
Aˆkξ (x, ξ)∂
k
xBˆ(x, ξ) = R(4.8)
where Akξ =
∑n
−∞ ai(x)∂
k
ξ ξ
i and ∂kxB(x, ξ) =
∑n
−∞ ∂
k
xbj(x)ξ
j . The same reasoning applies
for b = bˆ0 producing A = Aˆ and b0 6= bˆ0 implies A = 0. For the q-derivatives one
modifies again the form of (∂ξ)
k
q as in (P80) to obtain a ring isomorphism A↔ Aq. Hence
Proposition 3.1 can be improved in the form
PROPOSITION 4.1. The correspondence A↔ Aq of Proposition 3.1 can be viewed as a
ring isomorphism and thus one can claim that e.g. q-KP is a generalized QT.
REMARK 4.1. One must be careful in relating discretization and quantization (cf. [5]
for extensive comments on this). For example the Moyal bracket can be obtained by taking
a continuous limit of a discrete dynamical bracket but discretization of the Moyal bracket
does not lead back to the discrete situation (cf. [5, 26]). 
REMARK 4.2. One can think of KP as an extended or generalized QT in two ways.
The first way involving x, ∂x has already been indicated but one can equally well look at
z, ∂z or L,M (cf. [18, 19]). This seems to be related to the development of [31, 32, 33, 34]
indicated in Section 2, and a logical background is the idea of z-operators and the action
on the Grassmannian as in [18, 19] (cf. also [50, 55]). We give here a little background.
Thus one writes z-operators in the form (P81) G = G(∂z , z) =
∑
j≥0,i≤i0
aijz
i∂jz acting on
formal power series f(z) =
∑∞
−∞ fkz
k on the unit circle S1 (convergence is not considered
here). Operators (P82) G = 1 +
∑
j≥0,i<0 aijz
i∂jz are called monic. To any z-operator one
assigns a PSDO (P83) TG(x, ∂) =
∑
aijx
j∂i where T means z → ∂ with ∂z → x and the
factors in reverse order. Evidently
f · g → T g · T f ; [z, ∂z ] = [x, ∂] = −1;(4.9)
G(∂z , z)e
xz = TG(x, ∂)exz = G(x, z)exz = TG(x, z)exz
In particular this is an anti-isomorphism PSDO ↔ z-operators. One recalls that the Grass-
manian Gr consists of linear subspaces V ⊂ H (H ∼ {f(z), z ∈ S1}) such that the natural
projection V → H+ is 1-1. It is then well known (cf. [8, 50, 55]) that V ∈ Gr ⇒ there
exists a monic z-operator G such that V = GH+ and if a z-operator preserves H+ then
it involves only nonnegative powers of z. Let now t∗ = (t2, t3, · · · ) and ξ
∗ =
∑∞
2 tkz
k.
Then V ∈ Gr → V exp(−ξ∗(t∗, z)) ∈ Gr so there is a monic z-operator W (t∗, ∂z , z) such
that (P84) exp(−ξ∗)V = W (t∗, ∂z, z)H+. Then as above (P85) W (t
∗, ∂z, z)exp(xz) =
W (t∗, x, ∂)exp(xz) =W (t∗, x, z)exp(xz). HenceW (t∗, x, z)exp(xz) =W (t∗, ∂z , z)exp(xz) ∈
V exp(−ξ(t∗, z)) and W (t∗, x, z)exp(ξ(t, z)) ∈ V (ξ(t, z) = xz + ξ(t∗, z)). This means
(P86) ψV (t, z) = W (t
∗, x, z)exp(ξ(t, z)) is the Baker-Akhiezer (BA) function of the KP
hierarchy based on L =W (t∗, x, ∂)∂W−1(t∗, x, ∂) related to V ∈ Gr.
The flows V → G(t)V can be related to the Orlov-Schulman operators and the Virasoro
algebra in a natural manner (cf. [18, 19]). What one sees here is that the QT features of
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KP based on x, ∂ pass directly via anti-isomorphism to QT features for ∂z, z (or M, L).
In particular corresponding phase space variables could be viewed as ζ, z (where ζ ∼ ∂z in
the same way as p ∼ ∂) and this gives us an entre´e to the use of ζ, z as phase space vari-
ables as used in [31] and in Section 2. Thus in an obvious way one can expect Moyal type
theory based on phase space functions A(z, ζ) to be deformation quantization equivalent to
the generalized QT of z-operators which in turn is anti-isomorphic to the KP theory. The
subsequent natural emergence of z-operators z, ∂z in various formulas then allows one to
formulate the dynamical theory directly in terms of Orlov-Schulman operators as in Section
2 and this could all lead to further perspective on vertex operators. 
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