logical sphere the researcher is familiar with. For instance, sometimes a theory is conceptualized like a statistical model for the relationships between (latent) variables containing arrows between boxes believed to influence each other and with no allowance for the process characteristics of the phenomena under study.
Research on adolescence has to face a number of methodological problems that tend to be particularly worrisome for studies concerning this period of life: For instance, how to take into account individual differences in maturational tempo, changing meaning of measurements with age, and fundamental changes in many studied systems.
It is the objective of the present article to approach the issues raised above. First, a metatheoretical perspective is introduced in the form of the person approach. This framework has consequences both for the theoretical thinking and for the methodological approach. A short overview is also given of major types of pattern-based methods in a developmental context. Against this background, some methodological challenges for research on adolescence are discussed.
THE PERSON APPROACH: A METATHEORETICAL PERSPECTIVE The Emergence of the Person Approach
During the past few decades, a holistic-interactionistic paradigm has grown strong, especially as a framework for studying individual development. Major work within this field has been carried out by Magnusson (1985 Magnusson ( , 1988 and the paradigm is considered by many as providing a useful metatheoretical framework for the new developmental science in the study of individual development across disciplines (Cairns, Elder, & Costello, 1996; Magnusson, 1996) . Within this perspective, a person approach has emerged, providing a theoretical perspective in which individuals are seen as functioning wholes and the importance of not seeing individuals primarily as a summation of variables is emphasized (Magnusson & Allen, 1983) .
Of course, in general terms there is nothing new in the person approach; the idea that aspects in a person form a coherent whole was already expressed in the old typologies and is today perhaps most clearly reflected in systems for diagnosis in medicine where it is held that often a specific cause (e.g., an infection with a certain germ) leads to a specific disease, characterized by a syndrome of symptoms that, taken together, indicate the disease (see also Gangestad & Snyder, 1985) . Perhaps the first comparatively modern discusBergman / A PERSON APPROACH IN RESEARCH 29 sion of the person approach was given by Stern (1911) who also contrasted it to a variable approach. Other early proponents with ideas along these lines were Allport (1937) and Lewin (1935) . Block (1971) was probably the first researcher to use the term person approach in its modern sense, and his work on developmental personality types is seminal. Since then, the person approach has received increased attention as a theoretical framework, mainly for the following reasons:
1. Thanks to major advances in the life sciences, especially in neuroscience, the "black box" has now begun to be filled with contents, and in certain fields, the status of knowledge now is such that it has become meaningful to formulate models of processes (for an overview, see Magnusson, 1996) . Hence, within some areas, the contours of relevant systems explaining psychological phenomena can be discerned, and it becomes possible to mirror the essentials of the system under study in terms of patterns or configurations of operating factors. 2. The emergence of a new approach for the study of complex dynamic systems within the natural sciences provides us with new concepts and tools for thinking and new methods for analysis (Kelso, 2000) .
A Brief Summary of the Person Approach
In a person approach it is emphasized that the thoughts, feelings, and behavior of individuals, cross-sectionally as well as developmentally, are best understood in terms of complex dynamic systems. They normally include many involved factors at different levels. The person with all these characteristics in the arena studied then becomes the main conceptual unit (and often also the analytical unit in the subsequent empirical analyses). Thus, the variable in itself has no meaning, which is achieved instead by its configuration together with other variables in the system under study. This is in contrast to the dominant variable approach where the variable is the main conceptual and analytical unit. Expressed in other words: The information about the person as a Gestalt is regarded as the central object of interest. This often leads to persons' being studied on the basis of their patterns of individual characteristics characterizing the system under study. Patterns can, of course, refer to different levels of analysis. What is a whole system at one level might just be a component at a higher level, and in any given study, only one or a few levels can be considered. It is sometimes objected that because the person-oriented approach usually is based on the analysis of variables, it is in fact variable-oriented. However, this misses the point, which is that the variable values in a person-oriented approach are of no importance in themselves. They only achieve their meaning as parts of a configuration of variable values. Bergman and Magnusson (1997) and Magnusson (1988 Magnusson ( , 1998 discuss the theoretical underpinning of a person-oriented approach. They point out that individual development can be conceptualized as a process characterized by states changing in continuous time (state≈the values in the different variables characterizing the system at a specific time point). They present a number of characteristics of the process, which are briefly summarized below:
1. Obviously, the process tends to be complex in a number of different ways and must be regarded as partly specific to each individual. 2. Nevertheless, it is assumed that there often exist coherence and structure in the development and functioning of the systems at the different levels. The property of functionality of most studied processes indicates that they tend to occur in a lawful way within structures that are organized and function as patterns of operating factors with each factor deriving its meaning from the relations to the others. 3. Although there is, theoretically speaking, an infinite variety of different process characteristics and observed states at a detailed level, there will often be a small number of more frequently observed "typical patterns" at a global level. For this belief, they presented arguments relating to the study of nonlinear dynamic systems (the emergence of attractors, self-organization, etc.) and they drew on examples from the natural sciences. Bergman and Magnusson (1997) summarized the case for the person approach in the following way:
Sometimes reality may not be continuous, operating instead to produce more or less discrete types. In other words, only certain configurations of system states are in some way optimal and become stable and often observed. . . . It could be argued that, from this perspective and within a person-oriented framework, methods for pattern-based analysis like the ones presented here may be more appropriate than standard variable-based methods that treat the variable, not the pattern, as the main analytical unit. (p. 311)
Consequences of Taking a Person Approach Seriously
The person approach, when taken seriously, has important consequences for strategy and methods for conducting empirical research. Listed below are a number of important such consequences.
at one or several of these levels will be frequently observed and that they can tell us important things about the system. The variable in itself is then less important; it is the configuration of values, together characterizing properties of the system and/or the individual's state in a given system that comes into focus. This points to the possible value of searching for typical patterns of values in relevant variables.
An interest in atypical patterns. The other side of typicality is what is atypical. It is also important to consider system properties/individual states that never or very seldom occur, although in principle they could occur. Perhaps this is most clear in relation to what physicists call the study of phase space (≈ a priori theoretically possible states a system can be in, cf. Percival & Richards, 1989) . This could mean the study of value configurations and trajectories that for some reason do not occur though there are no "technical" obstacles for them to occur. Such "white spots" may have interesting theoretical explanations and the prediction of such nonoccurring regions can provide a useful test of a theory (Bergman & Magnusson, 1997) . The study of the atypical has also been especially recognized in configural frequency analysis under the name of antitypes.
A recognition of nonlinearities and interactions. Above, a view of reality has been presented in which factors combine together in specific ways to create a functioning system. This type of reality is usually not well-represented by a model assuming linear relationships (Bergman, 1988a; Brown, 1995) . Even the inclusion in a basically linear model of, for instance, quadratic terms and pairwise interactions will not accomplish the necessary fit between the model and reality if the system under study is essentially nonlinear. Expressed in other words, in such a situation there is no affinity between a "true" mathematical representation of the system under study and a linear mathematical model. Nonlinearity and strong interactions may be more frequent than is assumed, and it is a chilling possibility that we mistakenly apply linear models in situations when they do not hold and/or avoid areas where nonlinearity is expected to prevail. Perhaps there is a degree of similarity to the situation in physics where it was believed, until recently, that linear dynamics applied to most aspects of the systems of the physical world. This belief was not only caused by the success of Newtonian dynamics but also by the limited ability to handle nonlinear differential equations and a choice of problems that fitted the methods available (Prigogine & Stengers, 1985) . In principle, refinements of ordinary variable-oriented methods can, of course, be used for handling certain interactions and nonlinearities. However, when this is done, the analysis tends to become very complicated, and Cronbach (1975) even made the analogy of entering a hall of mirrors when pursuing such a goal. A pattern-based approach may then be simpler and more practical.
The importance of the dynamics of change. There is an interest in understanding the dynamics of change. We want to obtain an insight into the motor of change, in principle, in the same way as a physicist wants to model the change process by differential or difference equations. This type of what is here called dynamic modeling should be contrasted to the usual type of modeling in developmental psychology, which is static in that it is a model of the data (sometimes longitudinal data) but not a model of the process that generates the data. The study of nonlinear dynamic systems has had a major impact in the natural sciences, and new mathematical methods have been developed (see, e.g., Devaney, 1989) . For overviews of applications in psychology, see Barton (1994) and Thelen and Smith (1998) . Even if it is difficult at the present state of knowledge to apply such a dynamic modeling within many research areas in psychology, the usefulness of conceptualizing phenomena along these lines is probably underestimated.
The usefulness of longitudinal data. A consequence of the process perspective is the widely-recognized necessity of collecting longitudinal data to make possible studies that contribute to the understanding of individual development. In fact, it could be argued that even in a cross-sectional research setting, some kind of process perspective should be applied, preferably including the collection of short-term longitudinal data. Otherwise it may be extremely difficult to say anything about the causal mechanisms operating.
Pattern-based methods at focus. It should be obvious from what has been presented that within a person approach it is often natural to use methods focusing on patterns or configurations of values in variables in individuals as they develop rather than to use variable-based methods. An overview of common pattern-based methods for this purpose is given in the next section.
THE PERSON APPROACH: OVERVIEW OF COMMONLY USED PATTERN-BASED TYPES OF METHODS FOR STUDYING INDIVIDUAL DEVELOPMENT
In this section, major types of pattern-based methods are briefly indicated with a restriction to methods often used for studying individual development within a person approach. The purpose is only to provide a background to the Bergman / A PERSON APPROACH IN RESEARCH 33 discussion about methodological challenges for research on adolescence, given in the next section. For a more extensive overview of pattern-based methods, the reader is referred to Bergman (1998) . The presentation is focused on quantitative methods for the study of interindividual differences, which use whole patterns of values in variables as the analytic units. Of course, in appropriate contexts, a number of other types of methods could be adequate choices within a person approach, such as different types of qualitative, case-wise methods of analysis, the analysis of extreme subjects, p-technique, and the use of latent growth curve modeling.
A distinction can be made between model-based and descriptive or data-driven methods for developmental pattern analysis, although the borderline is fuzzy. An example of a model-based method with latent variables is Latent Transition Analysis, developed within the framework of latent class analysis (Collins & Wugalter, 1992 ). An example of a model-based method without latent variables, which can be used for studying pattern development, is loglinear modeling (Bishop, Feinberg, & Holland, 1975) , and Clogg, Eliason, and Grego (1990) indicate how the method can be adjusted to the study of change. It goes without saying that model-based methods can be useful in a number of situations. However, they will not be further pursued in this context. Instead, more empirically-driven methods will be emphasized; reasons for this focus are given in the discussion section. Hypothesis testing is also possible to a certain extent within the methodological framework presented here, as will be indicated later.
Measurement of Patterns
When a pattern becomes the basic unit of analysis, a number of measurement issues must be considered. In fact, in the present author's opinion, a neglect of such considerations is one of the main causes of failure in achieving valid results in this area. The following three considerations are cardinal:
1. Careful attention must be given to the scaling of the variables included in the pattern. The variables must be scaled in a way that makes their values comparable. Different from what usually applies when using a standard variable-based method, the results of many pattern-based methods are not invariant under linear transformations of the variables that constitute the pattern.
Often it is advisable to standardize each variable separately before the analysis, but sometimes it is relevant to retain a more absolute interpretation of the values (Bergman & Magnusson, 1997; Milligan & Cooper, 1988) . See also Gustafson and Ritzer (1995) for an application of person-oriented concepts in test construction.
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2. How should the degree of similarity between two profiles be measured? In most pattern-based methods, some (dis)similarity coefficient is computed for each pair of subjects. The averaged squared Euclidean distance is then often used, which takes into account profile form, scatter, and level. Overviews of different methods of measuring (dis)similarities between profiles are given by Cronbach and Gleser (1953) and Budescu (1980) . 3. How should multivariate outliers be handled? Multivariate outliers may considerably affect the results of a pattern-based analysis, a phenomenon especially noted within cluster analysis. It has been suggested that in some situations, it might be useful to remove them before the main analysis is undertaken (Edelbrock, 1979) . In Bergman (1988b) theoretical reasons for this were given and a semi-objective procedure, RESIDAN, presented for an a priori identification and a separate analysis of a residue of unclassified cases.
Some Major Types of Classification-Based Methods for Studying Individual Pattern Development
Classification methods can be used for analyzing patterns. Often the variables included in the pattern are considered as being at an approximate interval scale level, and an array of methods within the family of cluster analysis then becomes possible. Subjects are sorted into clusters based on the (dis)similarity coefficients so that those in the same cluster tend to be alike. Often a cluster is described by its centroid ( = the cluster means of the variables included in the profile). A large number of methods is available (for overviews, see Bock, 1988; Gordon, 1981; Milligan & Cooper, 1987) . This type of analysis can be expanded to the study of pattern development in a number of ways described below.
Longitudinal cluster analysis. Longitudinal value patterns can be formed, and, in one and the same cluster analysis, longitudinal groupings are identified that reflect developmental types. In this way, account is taken of each individual's specific pattern of change. Sometimes the number of dimensions is first reduced by means of principal components analysis (so called ordination), and then the factor scores are cluster analyzed (e.g., Mumford & Owens, 1984) . However, this approach frequently results in heterogeneous clusters that can be hard to interpret. If only profile form is at focus, a direct longitudinal classification might do better because less information then has to be summarized by the cluster membership variable. An example of this is given in Block's (1971) study of longitudinal personality types.
Classification analysis at each age separately, followed by linking of results over time. A classic approach to the study of pattern development is the Bergman / A PERSON APPROACH IN RESEARCH 35 following: By some classification method all subjects are given a class membership at each age. These class memberships are then related across ages. Two major ways for doing this are the following:
1. Each age is treated as a completely separate domain for cluster analysis. A cluster analysis is undertaken at every age, based on the value patterns relating to that age. The cluster memberships at the different ages are then related, usually by cross-tabulating adjoining ages. Of course, the interpretation of stability and change tends to become complicated if the same variables are not used at the different ages, but the flexibility in this regard can also be valuable in certain contexts. Many method specifications are possible-the appropriate choice depending on the specific situation. Linking of clusters after removal of a residue (LICUR) appears to be a method that often is useful (Bergman, 1998) . LICUR is applicable in situations when profiles of scores based on interval scaled data are to be analyzed, and the method is presented in a later section. LICUR was originally designed for the situation when both the form and the level of the profile are of relevance and when it is of central importance to obtain as homogeneous clusters as possible. 2. Cluster membership at each age can also be decided according to the cluster memberships obtained in a single cluster analysis based on data from all ages. In this single cluster analysis, the objects are the subjects' value profiles at each age, and hence the number of objects in the analysis is the number of studied ages multiplied by the number of subjects. Cluster membership according to this classification is then studied longitudinally. In this approach it must be assumed that only a limited number of different typical patterns or clusters is possible, regardless of age. Structural age change is limited to the study of change in the frequencies of subjects belonging to the different clusters. A newly developed method of such a type is I-States as Objects Analysis (ISOA) (Bergman & El-Khouri, 1999) . ISOA is partly based on ideas taken from the study of complex dynamic systems, where autonomous (~time-independent) systems often are assumed.
Classification Analysis at the Beginning of the Period of Study Followed by the Study of Individual Trajectories
Classification analysis at the beginning of the period of study, followed by the study of individual trajectories, is a flexible method for combining a personoriented and a variable-oriented perspective. Procedures along these lines have been developed that also can include a combination of cluster analysis and latent growth curve modeling; see Cairns and Rodkin (1998) .
JOURNAL OF ADOLESCENT RESEARCH / January 2001

Methods for Developmental Analysis Based on Analyzing All Possible Value Combinations
Sometimes the variables under study are naturally discrete, or it is at least defensible to transform the values in each variable to one of a small number of categories. Then other types of procedures for studying pattern change become possible than have been discussed so far. The number of different value patterns occurring in the sample under study may not be too large and can be studied directly without the need for any further simplification. Hence, in this approach, the whole multivariate information picture becomes directly accessible to the data analyst and can be presented in result tables. Developmental patterns that are often occurring (or occur more often than expected by chance=types) or patterns that are seldom occurring (or occur more rarely than expected by chance=antitypes) can be studied. This approach has been most extensively developed within the family of configural frequency analysis (CFA) methods. They were originally suggested by Gustav Lienert and developed by him, Joachim Krauth, and colleagues (for an introduction, see Krauth & Lienert, 1982; von Eye, 1990b) . A number of developments, and developmental applications, have been added by von Eye and colleagues (see von Eye, 1990a; von Eye & Schuster, 2001 [this issue]).
Some Other Approaches for Studying Pattern Development
Finding typical developmental patterns. Sometimes the interest is in detecting only those subjects in the sample that form homogenous developmental subgroups of subjects ("dense points" in a multivariate variables-time space). It is then believed that many subjects have entered a stable "functioning" system state sequence with a characteristic value pattern development and that there are only a limited number of such state sequences. Frequent typical developmental patterns are regarded as indicators of such optimal states. One may also primarily want to recognize patterns that a priori are considered as "important". For overviews of various techniques relating to these issues, the reader is referred to Young and Fu (1986) .
Studying special aspects of patterns. Instead of considering the complete value patterns in a pattern analysis, specific aspects of the patterns may be the focus. For instance, sometimes the variable taking the maximum value and the variable taking the minimum value may be seen as the key features of the subject's profile, with the scores in the other variables providing the back- ground. In other situations, the degree to which a subject's profile is even or uneven is at the center of interest (see Bergman, 1998 , for examples of these types of analyses).
Hypothesis Testing in Developmental Pattern Analysis
Even if an essentially data-driven method is used for classification analysis, various ways of testing hypotheses still exist. To give some examples:
1. One basic issue in classification is whether the reported classification could be regarded as the product of chance because it is well-known that even in a random data set a certain degree of structure is often found by the analysis. This null hypothesis can now be tested with the aid of data simulation, providing a test fairly analogous to the significance testing of a correlation coefficient. 2. In a LICUR analysis, the final results tables are often the cross-tabulations linking the cluster memberships at two different ages. The observed frequency of each combination of cluster memberships can be related to the expected frequency under a baseline model, usually an independence model. Prediction analysis can also be used for testing hypotheses about multiple cells (Hildebrand, Laing, & Rosenthal, 1977; von Eye, Brandstädter, & Rovine, 1997) . 3. Possibilities now exist for carrying out confirmatory analyses in cluster analysis, for instance, based on the nonparametric testing strategy "quadratic assignment" (Eckes, 1986) . Confirmatory analyses can also be carried out by using STEMM, a general finite mixture structural equation model (Jedidi, Jagpal, & DeSarbo, 1997) . 4. Within the framework of CFA, a number of different procedures for hypothesis testing have been developed, and the reader is referred to the above mentioned sources.
Some Computer Programs for Carrying Out Longitudinal Pattern Analyses
A variety of computer programs can be used for carrying out longitudinal pattern analyses, and here only some major ones are mentioned. Many of the analyses discussed above can be carried out by a creative use of the major statistical packages such as SPSS and SAS. The most extensive package for cluster analysis is the CLUSTAN package (Wishart, 1987) . Both the residue analysis and the cluster analytic procedures suggested above can be done by the SLEIPNER statistical package developed within the framework of the 38 JOURNAL OF ADOLESCENT RESEARCH / January 2001 person approach (Bergman & El-Khouri, 1998) . SLEIPNER also contains modules for the exact analysis of single cells in contingency tables and for simple hypothesis testing of classifications. Krauth (1993) has developed a package for CFA analysis. Waller and Meehl (1998) 
SOME METHODOLOGICAL CHALLENGES FOR RESEARCH ON ADOLESCENCE
This section deals with a number of methodological challenges for research on adolescence. To illustrate the issues raised, examples of empirical results will be given that were taken from the Swedish longitudinal research program Individual Development and Adaptation (IDA), initiated and led by David Magnusson for more than 30 years. More than a thousand children, both boys and girls, were followed from age 10 to adult age (the IDA-sample). It is a complete school grade cohort from the Swedish town of Örebro with a low drop-out rate. For a general overview of the research program and the properties of the IDA-sample, the reader is referred to Magnusson (1988) .
Studying Growth in Patterns or Configurations
The issue about how to monitor pattern growth is a more complex variant of the old question about how to measure and interpret change in a variable. For instance, Bereiter (1963) claimed that change scores are often unreliable because premeasurements and postmeasurements of the same variable tend to be highly correlated. This lowers the true variance of the difference score and increases the part of the variation due to errors of measurement. On the other hand, if this correlation is low (and there is room for a reliable difference) one might question whether the same dimension really is measured at the two ages. This he called the "unreliability-invalidity dilemma." Although it admittedly is a simplification of a complicated issue (Rogosa & Willett, 1985) it introduces the acute problem of how to measure and interpret change during a period of intensive development. During adolescence, many systems in the individual change in fundamental ways, and the values in many variables may reflect partly different processes at different periods. In these situations, the study of change obviously can be problematic even in the single variable case and more so if value patterns are monitored because they include several potentially problematic variables.
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From the viewpoint of finding methods for studying pattern development, two situations should be distinguished. Namely, 1. the same variables are measured at all ages studied and they can be assumed to measure the same qualities across the age span (no dramatic changes expected in the system under study); and 2. different variables are measured at the different ages or the same variables are measured, but they cannot be assumed to measure the same qualities at the different ages. The use of different variables at different ages corresponds to the situation when it is believed that the same aspects are not central to the study during all phases of adolescence. This could be reflected in totally different variables being measured at the different ages or in an acceptance that "the same" variable has acquired a partly different meaning at a higher age. It was considerations such as these that in the planning of the IDA-program led to a concentration on measuring age-relevant behaviors, thoughts, and feelings with only secondary consideration given to attempting the (sometimes impossible) goal of measuring the same quality during the whole period of study.
In the first situation mentioned above, many methods are applicable, and a discussion of a basic application of the earlier mentioned ISOA method will be focused on here. Using this method, first each subject is broken down into a number of sub-subjects, one for each studied age, and characterized by the pattern of values at that age. Then, a cluster analysis is undertaken of the sub-subjects using, for instance, Ward's method after first performing a RESIDAN analysis. Based on the results from these analyses, the complete subjects are formed again with each one being characterized by its sequence of cluster memberships, one categorical value for each studied age. Structural stability and change are studied by comparing frequencies of subjects belonging to the different clusters or to the residue at the different ages. Individual stability and change are studied by cross-tabulations of cluster memberships at adjoining ages. Exact cell-wise tests are performed for these tabulations, with overfrequented and underfrequented cells indicating types and antitypes, respectively. The size of the residue at a given age could also be used as an indicator of the extent to which major changes occurred around that age. The ISOA rationale can be reformulated for use also in situations when a longitudinal sample is not available but only a number of crosssectional samples from different ages. Each individual, regardless of age, then becomes a unit of analysis in the same type of analysis as described above. Of course, in this way, only structural stability and change can be studied (see Bergman and El-Khouri, 1999 , for a description of the complete ISOA procedure).
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In the second situation described above, the earlier introduced flexible LICUR method could be used (it could also be used in the first situation). First, analyses are made at each age separately: (a) identifying, analyzing, and removing a residue and (b) performing a cluster analysis, evaluating the quality of each clustering solution, and deciding on the number of clusters. Then the results of the classifications at the different ages are linked in the same way as in the ISOA method described above. In LICUR the relevant information at each age forms the pattern under study, and the variables need not be the same at the different ages. Because the analyses are made at the different ages separately, nothing prevents the researcher from linking the age-relevant classifications to each other and studying how individuals move in time. In Bergman (1998) , a complete description is given of the LICUR procedure.
An empirical example of the use of LICUR is given here, based on an analysis made on the IDA-data for male participants . Six externalizing adjustment problems were studied at age 10, and then the same problems were studied again at age 13 (Aggression, Motor Restlessness, Lack of Concentration, Low School Motivation, Poor Peer Relations, and Low School Achievement). A nine-cluster solution was chosen at age 10 and an eight-cluster solution at age 13, each explaining a little more than 70% of the total error sum of squares. Fewer than 3% of the subjects were removed to a residue for separate analysis. Let us first consider structural stability and change. Very similar clusters emerged at the two ages as described by their centroids. At least six of the eight clusters at age 13 had a "twin" at age 10, and the age 13 solution replicated very well on another sample. Hence, the centroids describing these six clusters generalized across age and sample and can be considered as types. Together they form almost a typology of externalizing adjustment problems within the confinement of the studied domain (cf. the discussion of typologies given in the discussion section). The only structural change was that two clusters at age 10 ("Aggression and motor restlessness" and "Hyperactivity syndrome") corresponded to one at age 13 ("Aggression and hyperactivity"). Other, more technical methods for comparing different clustering solutions than were used in the study referred to here are presented in Breckenridge (1989) . Now to individual stability and change: Both aspects could be seen in the cross tabulation of the nine age-10 clusters against the eight age-13 clusters. For instance, starting in the age-10 cluster "Poor peer relations" and ending in the same cluster at age 13 is 4.2 times more likely than expected by chance. Starting and ending in the "Multi-problem syndrome" is 5.6 times more likely than expected by chance. It was 5.8 times more likely than expected by chance to start in the "Low school motivation syndrome" cluster and end in the "Low school achievement" cluster. These are just a few examples of results. Such an analysis gives a large amount of information, which takes days to take in completely and is difficult to do justice to in a short example. For further interpretations, the reader is referred to the above-mentioned source.
Especially in studies of adolescents, issues of a suddenly increased/ decreased polarization and so on may be relevant (for instance, the emergence of divergent or deviant norm groups). Provided that the same variables are measured at different ages, the phenomenon can be studied within the LICUR framework by a multidimensional scaling-based procedure for placing all clusters in the same two-dimensional space and studying age changes in the geography of the clusters (more spaced out clusters ≈ more polarization), see Bergman and Wångby (1995) .
Interindividual Differences in Maturational Tempo
Biological maturation follows a different clock in different children. In fact, teenagers of the same chronological age may differ 2 to 3 years in their level of biological maturation. This brings up two related issues:
1. When a sample is followed through time, chronological age is not the only conceivable indicator of time. In certain analyses, biological age might be more informative. Of course, this depends on the nature of the processes that are studied, but if they are believed to be strongly regulated by biological maturation, this factor should at least be controlled for. Otherwise, lawfulness in development regulated by biological maturation can be obscured or even obliterated. 2. In a cross-sectional study of a sample of a certain chronological age, it must be carefully considered to what extent the observed results (mean differences, relationships, typical patterns, etc.) really deserve being explained in terms of the independent variables or mechanisms proposed by the researcher. Sometimes the results may be more parsimoniously explained by biological age differences in the sample.
The implications for empirical research of the two issues raised above depend, of course, on the process under study and should be considered in each specific situation. From a person approach perspective, it appears obvious that often both chronological and biological age are of importance and that they interact during development (see the example given below). Almost by definition, the interaction changes strongly with age. For a careful, detailed discussion of these issues the reader is referred to Magnusson (1985) . Stattin and Magnusson (1990) studied the relations between the pace of biological maturation and various aspects of adjustment based on data from 42 JOURNAL OF ADOLESCENT RESEARCH / January 2001 the IDA-sample. The study was carried out longitudinally. They found that, around the age of 15, early maturing girls exhibited a variety of externalizing adjustment problems to a much larger extent than other girls. However, at adult age there were no longer any differences in adjustment according to maturational tempo. They proposed a mechanism for these phenomena in which a key aspect was changes in the social network of the girl caused by biological maturation. For another type of outcome, lasting differences into adult age were observed that were interpreted as being caused by differences in tempo of biological maturation: Early maturing girls had, to a much lesser extent than other girls, completed a higher education by the age of 26 although they were not different from other girls in socioeconomic status or in intelligence. This was seen as an effect of early maturing girls frequently forming families at a young age, initiated by the more adult types of network they formed earlier than other girls.
Against this background it would appear relevant, sometimes even vital, to consider the importance of differences in biological maturation for the results obtained on samples studied during adolescence, which is a period characterized by unusually large interindividual differences in maturation. Controlling for biological age might be necessary in a cross-sectional study. There may also be a strong interest in the charting of the development of individual patterns in the studied variables against the background of a two-dimensional time space (chronological and biological). The length of the time period about which inferences are made should also be clarified. As exemplified above, sometimes a very long time perspective is necessary to properly understand a phenomenon.
A Dynamic Versus a Static Perspective
In a paradox by Zeno, a classic Greek philosopher, it is stated that the movement of a spear is impossible. At every moment the spear is at a specific place so how does it get between these places? Although this paradox nowadays is easily solved using infinitesimal calculus, it points, nevertheless, to an issue that is modern. How can we understand a process in (continuous) time using information of snap-shot character? We usually have data collected at just a few points in time, sometimes even at a single point in time. The problem is highlighted by the example based on fictitious data given in Figure 1 .
In Figure 1 , five individuals are traced in continuous time in two variables, X and Y. The direction of time is indicated by the dotted line. From a dynamic perspective, a complete lawfulness can be observed in how X and Y evolve. Given interindividual differences in the starting positions (initial states), all individuals evolve in the same way, and for each individual, X completely Bergman / A PERSON APPROACH IN RESEARCH 43 determines Y and vice versa. However, let us assume that only information from two points in time were available with observations from Time 1 indicated by ordinary numbers and observations from Time 2 indicated by bold numbers. Then the Pearson correlations between X and Y are zero at both points in time and the two stability coefficients are one. From a static perspective, the interpretation would be that no relation exists between X and Y and that there is no change, if the ordinary interindividual perspective is applied. If intraindividual change scores and mean changes are computed, it is seen that all X values increase by four units and all Y values decrease by eight units, a result indicating a constant change for X and for Y but not indicating the perfect lawfulness in how X and Y evolve together, which emerges when applying a dynamic perspective.
This example points to the possibility of missing even a strong lawfulness in a studied process by an insensitive use of static standard statistical methods, not taking into account the essentially dynamic process characteristics of the evolving interactions between the variables under study. Obviously, it would, from the perspective discussed here, be very useful to include at least a short-term time-series study. The standard application of pattern-based methods on data from just a few time points offers no easy solution to the problems discussed here, but it could be helpful in the following two ways: (a) typical patterns may represent attractor states, which may be found also in snapshots of processes, and (b) sometimes a process-oriented person approach in the theoretical thinking can lead to empirical predictions that can be tested using standard data. The above brief discussion has not exhausted the speculations that can start from a further consideration of the example given in Figure 1 . The observant reader has already noted the importance of the scaling of X and Y for the interpretation of the results and the contrasting interindividual and intraindividual perspectives.
Prediction and Explanation
Prediction can be a legitimate goal in itself, especially in applied research. In such situations the usefulness of statistical (linear) models has repeatedly been demonstrated (Meehl, 1963) . However, a prediction model should be clearly separated from a model for understanding a process. Sometimes one can have a model that contributes substantively to the understanding of a phenomenon although it cannot be used for making accurate long-time predictions. Examples of this are given by numerous models of phenomena in the natural sciences that have been shown to follow certain models for complex dynamic systems (see, e.g., Pool, 1989) . Such models can, according to the new chaos mathematics, exhibit totally unpredictable behavior in spite of the fact that they are essentially deterministic, and in spite of the fact that the differential equations describing the dynamics of the system are known (Berliner, 1992) . Nevertheless, the models can be highly useful in many ways, one of which is that they tell us about conditions (≈system parameter values) that create predictable and unpredictable behaviors of the system.
In a more general sense, prediction cannot be an overriding goal against which the value of scientific findings should be judged, as argued convincingly by Magnusson (1985) . It may even happen that a model can be used to achieve a high degree of prediction but is not of any scientific value from the viewpoint of understanding the process under study. This is a point of special relevance for research on adolescence during which often swift, major reconstructions occur in the systems under study, making prediction more difficult. Nevertheless, it is reasonable to believe that they often are law bound and that principles and system designs can be uncovered that are of scientific value. Bergman / A PERSON APPROACH IN RESEARCH 45 Consider in this context the empirical example given below, which was taken from empirical analyses of the IDA-sample carried out by Bergman and Magnusson (1997) . Studying externalizing problems in boys longitudinally, they theoretically motivated and defined the concept of problem gravitation in the following way:
With age there is a tendency for externalizing problem patterns characterized by just a single problem or a few mild problems to become less frequent in relation to the well-adjusted patterns and more severe multi-problem patterns. Either the child outgrows mild problems or they become worse. New problems for initially well-adjusted children emerge at higher age less frequently than at lower ages. (p. 303) Six externalizing adjustment problems were studied at age 10 and at age 13: Aggression, Motor Restlessness, Lack of Concentration, Low School Motivation, Poor Peer Relations, and Low School Achievement. The hypothesis of problem gravitation was supported by the results. For instance, it was found that that the percentages of children exhibiting a certain problem did not change much between the two ages. However, the ratio of the frequency of children having many problems to the frequency of children having just one problem increased from 0.75 to 1.28 during the same time period.
The empirical example illustrates a situation when even a good prediction of each studied adjustment problem from earlier problems would not be sufficient for claiming a good understanding of how the adjustment problems develop. The observed reconfiguration of the problems, expected by the personoriented theory, would not be seen applying a simple prediction approach. For other findings with regard to the phenomenon of problem gravitation, the reader is referred to Rönkä, Kinnunen, and Pulkkinen (in press) and to Stattin and Magnusson (1996) .
Every experienced researcher is aware of the danger of reification: a variable "is" not the name it has been given. The measured variable could at best be regarded as an indicator of a concept given a verbal label. Hence, the variable can, by some other researcher, with perhaps equal validity, be given a different name and refer to a different concept. Sometimes also, the same verbal label is used for variables measured differently. This has been called the "jingle and jangle phenomenon" (see Block, 2000) . Against this background and from a person approach perspective, a possible alternative interpretation of a "good" predictor is then the following: The predictor may in itself be meaningless; it only derives its meaning from being an indicator of a pattern that is relevant for explaining the phenomenon under study. An example of this is given by Magnusson and Bergman's (1988) analysis of the highly significant 46 JOURNAL OF ADOLESCENT RESEARCH / January 2001 relationship found between aggression at age 13 and registration for criminality at adult age. The analysis was carried out on the male participants in the IDA-sample. It was found that if the boys belonging to a multiproblem syndrome in childhood were removed from the sample and the correlation recalculated, the relationship between aggression and criminality vanished. The result was interpreted as indicating that aggression in itself was not important for criminality; it was instead the syndrome it indicated, especially aspects related to concentration difficulties and hyperactivity.
DISCUSSION
In the section about pattern-based methods, the presentation was restricted to empirically-driven methods and model-based methods were scarcely treated. This should not be interpreted as an expression of an opinion that such methods are not useful. The choice was instead guided by the following three considerations:
1. Model-based methods in this area tend to be highly complex, and the available space precluded a presentation of the major types, which should include a discussion of the (often stiff) assumptions made by many such methods. 2. Empirically-driven methods tend to be more robust and basic, and they often correspond better to the status of knowledge in a field where a person approach is applied, perhaps for the first time. 3. It is believed that soon new flexible and robust model-based methods will appear, using data simulation and based on the next generation of computers.
The importance of careful description and observation should be underlined, especially when entering a new field. Statistical models of data can turn into blinkers and make the user blind to important aspects of the reality. The point has been made many times by, among others, Cronbach (1975) ; Greenwald, Pratkanis, Lieppe, and Baumgardner (1986); and Magnusson (1992) . This line of reasoning is relevant when initiating a person approach. A possible sequence of analyses could be (a) basic variable-based analyses to identify operating factors and aid in the formulation of patterns for study, (b) descriptive pattern-based analyses, and (c) model-based pattern analyses/ variable analyses. It should be kept in mind that a person approach is a metatheoretical framework and not a methodology, although it has in many cases methodological implications, leading to the use of pattern-based methods. However, in exceptional cases, variable-based methods could be used Bergman / A PERSON APPROACH IN RESEARCH 47 for carrying out a person approach, and they often advantageously complement pattern-based methods.
Some comments on typologies, types, and the typological approach are relevant here (for a more detailed discussion the reader is referred to Bergman, 2000) .
1. These concepts have been given different meanings in psychology. In fact, Cattell (1957) discusses 45 meanings of the concept type. The concepts are also used with varying meanings within other sciences, such as sociology and biology (Bailey, 1994; Blashfield, 1980) . What is common for typologies, almost irrespective of how they are defined, is, of course, that they contain a number of classes. They then clearly relate to a person approach, as defined here, at least as long as the classes are decided on the basis of patterns of values in studied variables. Typology is meant here as a classification that can be generalized in some meaningful way, for instance, a set of clusters replicated on different samples. It is, then, not the clusters and their members that constitute the typology, but instead the generic properties of these clusters. By a type is here meant the properties of one class in a typology. A type is sometimes called a natural cluster (see Waller & Meehl, 1998 , for a thoughtful discussion). Waller and Meehl (1998) prefer using the term taxon for, roughly speaking, a meaningful type. 2. It is important to point out that a typology does not necessarily indicate something unalterable and permanent-a connotation sometimes given to the term. This lack of plasticity was true of many earlier typologies, which also were plagued by a lack of objective procedures and by giving an oversimplified view of reality (cf. Ekman, 1951) . Of course, some degree of stability and generality is implied also in modern, objective typologies, but during adolescence, changing typologies and changing type membership of the individual are often expected. We are interested in both stability and change, and there is nothing fixed or innate in a typology as defined here. 3. Two aspects of an empirical classification are (a) to identify the properties of the clusters emerging in terms of their typical characteristics (usually the cluster centroids) and (b) to ascribe cluster memberships to the participants in the sample. It is the first aspect that directly concerns a typology and types. From this viewpoint, it is encouraging that an empirical classification analysis may be better at finding natural clusters in the presence of various errors than it is at allocating the subjects to the "right" cluster. It is, of course, important to examine the validity and generalizability of a proposed typology, keeping apart the two purposes referred to above (Breckenridge, 1989 ).
In the theoretical section, the importance of a person approach and of considering the subject as an "organized whole" was put forward. The promise offered by the new approaches to studying nonlinear dynamic systems was 48 JOURNAL OF ADOLESCENT RESEARCH / January 2001 also mentioned. Consider also, in this context, the not infrequent mismatch between the theories and problems under investigation and the answers provided by the variable-based statistical methods commonly used, a point cogently made for developmental psychology by Cairns (1986) but also made by others. It might, then, justifiably be asked how far along the road to a better match between problems and method one can come by using the methods suggested in this article. First, it should be said that, of course, no single study can cover the "whole person" in any meaningful sense, and this is not necessary either (Magnusson, 1998) . What is necessary is that the researcher make a judicious delineation of the area of study, measure the key factors that together give information about the essentials of the relevant system(s), and study them in a way that takes into account the fact that their joint operation may provide the key to understanding the system. Even simple analyses along these lines can give additional information beyond that given by analyzing the parts of the system as separate pieces.
In practice, it can be expected that within many areas it will be extremely difficult to carry out the theoretically attractive nonlinear dynamic systems modeling (NOLIDS), at least based on the present status of knowledge. One reason for this is that normally a fixed "system design" is assumed, an assumption that may be unsuited to modeling processes occurring during adolescence when major qualitative changes also tend to take place. On the other hand, catastrophe theory, which is derived within a NOLIDS framework, is particularly suited for modeling rapid, qualitative changes (see, for instance, Tesser & Achee, 1994) . Kelso (2000) also made the point that a period of major qualitative changes contains more information about the system that can be used for studying it. However, even if the actual mathematical modeling has to be abandoned, at least for the time being, the concepts and ideas of NOLIDS can still be useful in theory formulation. In certain situations it is feasible to test these theories based on simple empirical predictions without any necessity for building complex mathematical models. It is also to be hoped that important attractor states of such complex systems can be captured using a person approach as discussed in this article.
