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A QUANTITATIVE VERSION OF THE NON-ABELIAN IDEMPOTENT
THEOREM
TOM SANDERS
Abstract. Suppose that G is a finite group and f is a complex-valued function on G. f
induces a (left) convolution operator from L2(G) to L2(G) by g 7→ f ∗ g where
f ∗ g(z) := Exy=zf(x)g(y) for all z ∈ G.
This operator is a linear map L2(G) → L2(G) between two finite dimensional Hilbert
spaces, and so it has well-defined singular values; we write ‖f‖A(G) for their sum.
The quantity ‖·‖A(G) is of particular interest because in the abelian setting it coincides
with the ℓ1-norm of the Fourier transform of f . Thus, in the abelian setting it is an
algebra norm, and it turns out that this extends to the non-abelian setting as well when
‖ · ‖A(G) is defined as above.
It is relatively easy to see that if A := xH where H 6 G and x ∈ G, then ‖1A‖A(G) = 1,
so that indicator functions of cosets of subgroups have algebra norm 1. Since ‖ · ‖A(G) is
a norm we can easily construct other sets whose indicator functions have small algebra
norm by taking small integer-valued sums of indicator functions of cosets (when these
sums are themselves indicator functions of cosets); the object of this paper is to show the
following converse.
Suppose that A ⊂ G has ‖1A‖A(G) 6M . Then there is an integer L = L(M), subgroups
H1, . . . , HL 6 G, elements x1, . . . , xL ∈ G and signs σ1, . . . , σL ∈ {−1, 0, 1} such that
1A =
L∑
i=1
σi1xiHi ,
where L may be taken to be at most triply tower in O(M). This may be seen as a
quantitative version of the non-abelian idempotent theorem.
1. Introduction
Suppose that G is a finite group and f, g ∈ L1(µG), where µG denotes the unique Haar
probability measure on G. The convolution f ∗ g of f and g is then defined point-wise by
f ∗ g(x) :=
∫
f(y)g(y−1x)dµG(y).
This can be used to introduce the family of convolution operators: given f ∈ L1(µG) we
define Lf ∈ End(L2(µG)) via
Lf : L
2(µG)→ L2(µG); v 7→ f ∗ v.
In this paper we are interesting in the algebra norm which is defined by
‖f‖A(G) := sup{|〈f, g〉L2(µG)| : ‖Lf‖ 6 1},
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where ‖ · ‖ denotes the operator norm.
It is easy to check that this is, indeed, a norm, but to help understand it, we consider the
case when G is abelian. Here we write Ĝ for the dual group, that is the finite abelian group
of homomorphisms G→ S1. The Fourier transform is then the map taking f ∈ L1(µG) to
f̂ ∈ ℓ∞(Ĝ) defined by
f̂(γ) := 〈f, γ〉L2(µG) =
∫
f(x)γ(x)dµG(x).
The elements of Ĝ form an orthonormal basis for L2(µG) so the map Lf takes v to∑
γ∈Ĝ
f̂(γ)〈v, γ〉L2(µG)γ.
It is then easy to see that the operator norm of this operator is ‖f̂‖ℓ∞(Ĝ). Now, by Parseval’s
theorem we have
‖f‖A(G) = sup{|〈f̂ , v̂〉ℓ2(Ĝ)| : v ∈ L1(µG) and ‖v̂‖ℓ∞(Ĝ) 6 1},
and so by the Fourier inversion formula and the dual characterisation of the ℓ1-norm we
get that
‖f‖A(G) =
∑
γ∈Ĝ
|f̂(γ)|.
Thus our definition of the A(G)-norm coincides with the usual one when G is abelian.
There are many basic properties of the A(G)-norm which can be arrived at from the above
expression in the case when G is abelian, but require a little more work in the non-abelian
case. These are developed in detail in §5.
Remaining with G abelian we consider some examples. If H 6 G then it is easy to
compute its Fourier transform:
1̂H(γ) =
{
µG(H) if γ(x) = 1 for all x ∈ H
0 otherwise.
It follows that ‖1H‖A(G) = 1. Moreover, the A(G)-norm is easily seen to be translation
invariant so we conclude that 1A has algebra norm 1 whenever A is a coset. It turns out
that the same is true for general G (the details may be found in Corollary 6.2), but it is
particularly easy to see when G is abelian.
At the other end of the spectrum we have highly unstructured – random – sets: suppose
that A is a set of k independent elements of G. Then by Kinchine’s inequality we have
that ‖1A‖A(G) = Ω(
√|A|) which is to say that the algebra norm is very large. The optimist
might feel inclined to guess that ‘small algebra norm implies structure’, and they would be
right.
By taking sums and differences of indicator functions of cosets we can produce other
indicator functions of sets where the algebra norm is small by the triangle inequality, but
this is essentially the only way in which this can happen. In particular, the following is
the quantitative idempotent theorem in the abelian case.
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Theorem 1.1 ([GS08, Theorem 1.3]). Suppose that G is a finite abelian group and f ∈
A(G) is integer-valued and has ‖f‖A(G) 6 M . Then there is some L = exp(exp(O(M4))),
subgroups H1, . . . , HL 6 G, elements x1, . . . , xL ∈ G and signs σ1, . . . , σL ∈ {−1, 0, 1} such
that
f =
k∑
i=1
σi1xi+Hi.
The objective of this paper is to extend this to non-abelian groups.
Theorem 1.2. Suppose that G is a finite group and f ∈ A(G) is integer-valued and has
‖f‖A(G) 6 M . Then there is some L = L(M), subgroups H1, . . . , HL 6 G, elements
x1, . . . , xL ∈ G and signs σ1, . . . , σL ∈ {−1, 0, 1} such that
f =
L∑
i=1
σi1xiHi .
There is nothing special about the choice of left cosets: xH = (xHx−1)x for all x ∈ G
and H 6 G, hence we can easily pass between the left and right versions of the above
result.
More than the above, our proof gives an effective, albeit weak, bound: L may be taken
to be triply tower in O(M) – A(6, O(M)) where A is the Ackerman function – although
clearly the precise nature of the bound is not important. A more detailed discussion of
these matters may be found in the concluding remarks of §24.
Theorem 1.1 was motivated by the celebrated idempotent theorem of Cohen [Coh60]
which characterises idempotent (with respect to convolution) measures on locally com-
pact abelian groups. Our result is essentially a quantitative version of the non-abelian
idempotent theorem of Lefranc [Lef72].
Recall that if G is a locally compact group then B(G) denotes the Fourier-Stieltjes
algebra, that is the linear span of the set of continuous positive-definite functions on G
endowed with point-wise multiplication. We say that f ∈ B(G) is idempotent if f is {0, 1}-
valued. Finally we write R(G) for the ring of subsets of G generated by the left cosets of
open subgroups of G.
Theorem 1.3 (The idempotent theorem). Suppose that G is a locally compact group.
Then the idempotents of B(G) are exactly the indicator functions of the sets in R(G).
Cohen proved this when G is abelian by making heavy use of the dual group. Unfortu-
nately a suitable dual object is not available in general and so in the non-abelian setting
the proofs had to proceed along rather different operator-theoretic lines.
The idempotent theorem tends to be established as an immediate corollary of the fol-
lowing theorem; it is this theorem that we have made quantitative.
Theorem 1.4. Suppose that G is a locally compact group and f ∈ B(G) is integer-valued.
Then there is some L <∞, open subgroups H1, . . . , HL 6 G, elements x1, . . . , xL ∈ G and
4 TOM SANDERS
signs σ1, . . . , σL ∈ {−1, 0, 1} such that
f =
L∑
i=1
σi1xiHi .
There are a number of proofs of this result including a very elegant one by Host [Hos86],
however they are all very soft. Of course the theorem has nevertheless received many
applications in the classification of various structures, for example closed unital ideals in
[U¨lg03] and homomorphisms between Fourier algebras in [IS05] to name two.
The above applications are, however, not our primary interest: our agenda is two-fold.
In the first instance the objective has been to extend the quantitative idempotent theorem
to the non-abelian setting. However, on the way to doing this we have developed our
second objective of finding a useful version of the non-abelian Fourier transform relative to
a suitable notion of ‘approximate group’, and tools to simulate Fre˘ıman’s theorem in the
non-abelian setting. Both Fourier and Fre˘ıman-type tools are used extensively in additive
combinatorics and an overview of what they become in the non-abelian setting may be
found in the next section.
2. An overview of the paper
We shall now give an overview of the proof of the abelian quantitative idempotent
theorem from [GS08], and then explain how this needs to be adapted to the non-abelian
setting which should serve as motivation for the remainder of the paper.
The proof is iterative in nature and at each stage it takes an almost integer-valued
function with small algebra norm and gives out a decomposition of that function into two
non-trivial almost integer-valued functions with disjoint spectral support.
(i) (Arithmetic connectivity) If f : G→ R has ‖f‖A(G) 6 M then it follows from the
log-convexity of the Lp(µĜ)-norms that
‖f ∗ f‖2L2(µG) > ‖f‖6L2(µG)/M2.
Given this we should like to use the Balog-Szemere´di-Fre˘ıman theorem to say that
f correlates with a coset progression. Unfortunately if f is almost integer-valued
rather than integer-valued then it may be that most of its mass is supported at
points where f is very small.
It turns out that the set of points where f is large has a property called arithmetic
connectivity and a consequence of this is that it itself has large additive energy
which recovers the situation.
(ii) (Correlation with an approximate subgroup) Given a set with large additive energy
one can apply the Balog-Szemere´di-Fre˘ıman theorem; we now do so as planned to
get that the set of points where f is large correlates with a coset progression.
(iii) (Quantitative continuity) It is classically well known (and easy to check) that if
f ∈ A(G) then f = g a.e. for some continuous function g. When G is finite this
statement is not useful, but it can nevertheless be made quantitative in a certain
sense. Indeed, this is the main aim of the paper [GK09] of Green and Konyagin.
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For our purposes we require a relative version of the Green-Konyagin result which
says that given a coset progression we can find a large subset over which f does
not vary very much.
(iv) (Generating a group) Since f is almost integer-valued and by the above will turn
out to not vary very much over translation by some set B, it follows that it does not
vary very much over the group generated by B. Moreover, since f also correlates
with B we find that we have more or less generated a subgroup H 6 G such that
‖f ∗ µH‖L∞(µG) > 1/2 and ‖f − f ∗ µH‖L∞(µG) 6 ǫ.
Having done this we find that H⊥ supports a spectral mass of size Ω(1), f − f ∗ µH
has Fourier transform that is orthogonal to H⊥ and f − f ∗ µH is almost integer-valued.
We may now repeat the process applied to this new function f − f ∗ µH . The iteration
eventually terminates since ‖f‖A(G) 6M (and therefore we cannot go on collecting spectral
mass indefinitely). When it terminates we can unravel the output to find that we have
subgroups H1, . . . , Hl such that
f ∗ (δ − µH1) ∗ . . . (δ − µHl) ≡ 0.
This leads to a representation of f as a weighted sum of subgroups and it is easy to see
that the weights are integers. The result then follows.
The proof has an additive combinatorial flavour and some motivation for why this might
be is the following which may be checked from the definition of convolution. If A,B ⊂ G
for some finite group G, then
supp 1A ∗ 1B = AB and 1A ∗ 1B(x) = µG(A ∩ xB−1).
Here AB denotes the product set {ab : a ∈ A, b ∈ B}, and we make the obvious convention
for powers An.
The above proof strategy is fairly straightforward, and the real work of [GS08] is in
pushing it through in a general abelian group; in this paper we take the next step and try
to push it through in a general group. This sort of thing has varying degrees of success
and in general it is combinatorial arguments which ‘remain entirely in physical space’ that
stand a better chance of transferring directly, which is very definitely not the situation we
are in. An example of this phenomenon is with Roth’s theorem, which has many proofs; the
one which transfers directly to the non-abelian setting is the regularity proof (see [KSV09])
which is the most purely combinatorial. This is one reason to be interested in finding more
combinatorial arguments for results in additive combinatorics, a philosophy which has been
independently pursued by other authors such as Shkredov in [Shk08a, Shk08b].
We turn now to the process of transferring the high level proof above. First we address
the notion of arithmetic connectivity. This does not seem to have a useful non-abelian
analogue. Indeed, part of the problem is that it is naturally exploited by Riesz products
which are also abelian in nature, and it is tricky to replicate their properties in general
groups. In view of this we are unable to induct on the wider class of almost integer-valued
functions. Instead we note that it is relatively easy to show that if f is integer-valued,
f ∗ µH is almost integer-valued, and µG(H) is comparable to ‖f‖L1(µG) then the algebra
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norm of g, the function which takes x to the integer closest to f ∗ (δ− µH)(x), is bounded
in terms of M . We then apply the next two steps of the argument to g, only recovering f
in the last step because f ∗ (δ − µH) is close to g in L∞(µG).
This modification may be done in the abelian setting. However, doing so results in a
tower-type loss in the consequent bounds, and is one of the quantitative weaknesses of our
argument here. In any case the details of this are wrapped up in the proof of the main
theorem in §23.
The next difficulty in generalising the argument is in the correlation with an approximate
subgroup. While the Balog-Szemere´di theorem extends immediately to the non-abelian
setting, Fre˘ıman’s theorem does not. One of the main contributions of [GS08] was to give
a useful definition of approximate subgroups called Bourgain systems which combined both
coset progressions and Bohr sets. The definition of a Bourgain systems transfers directly to
the non-abelian setting, while the correct version of coset progressions is conjecturally coset
nilprogressions1. In any case we are unfortunately not able to establish correlation with
any structure as strong as a Bourgain system in our replacement of Fre˘ıman’s theorem; we
have to make do with something which we shall call a multiplicative pair. That is roughly
a pair of sets (B,B′) such that BB′ ≈ B. These structures are formally introduced in §8,
and the general theory in §§12–16. In §§9–11, a suitable Fre˘ıman-type theorem is proved
showing that any set with small doubling correlates with a multiplicative pair. These
Fre˘ıman-type results are brought together in the algebra norm context in §22.
The main disadvantage with these multiplicative pairs is that their notion of dimension
is not additive. In the abelian setting, all the notions of approximate subgroup have
an additive notion of dimension: the intersection of two Bohr sets, multi-dimensional
progressions or Bourgain systems of dimension d1 and d2 is O(d1 + d2). By contrast, the
intersection of multiplicative pairs has a dimension roughly exponential in d1 and d2, and
this is where one of the ‘tower contributions’ comes into the bound in Theorem 1.2.
The final difficulty we face is in running the quantitative continuity argument relative
to a multiplicative pair. There is a well established non-abelian Fourier transform and in
the case when f is dense in the ambient group – meaning that it has density Ω(1) – these
arguments work to prove an analogue of the result in [GK09]. The non-abelian Fourier
transform does not work relative to a multiplicative pair because there is no way to get a
handle on the dimension of the representations the argument outputs.
It turns out that when we use the Fourier transform on abelian groups all we really use
is the magnitude of the Fourier coefficients and that the map diagonalizes the convolution
square v 7→ f˜ ∗ f ∗ v. Now, if G is non-abelian then v 7→ f˜ ∗ f ∗ v is still diagonalizable
by the spectral theorem and the magnitudes of the Fourier coefficients correspond to the
singular values of v 7→ f ∗ v. It is this diagonalizing basis and these singular values,
therefore, which we use in place of the traditional Fourier transform. Extending this idea,
when we are working relative to a multiplicative pair we consider the basis diagonalizing
1See Tao’s blog for a discussion of this and related matters.
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the convolution square relative to said multiplicative pair. The basic details of the non-
relative analysis are contained in §4 and are extended to multiplicative pairs in §§14–16.
This work is then used in §§18,20&21 to prove the quantitative continuity result we desire.
The group generation of the last stage of the abelian argument generalises straightfor-
wardly and is contained in the main proof in §23.
It remains now to say that the basic facts about linear operators which we need for our
non-abelian Fourier analysis are contained in §3. The transform relative to multiplicative
pairs is then developed in §4; it may be worth reading this before the relative Fourier
transform is introduced in §14 as it provides a simple introduction to that framework.
Finally we have §§5–7 where the basic properties of the algebra norm are developed and
the case of very small algebra norm is studied. These sections provide a gentle introduction
to the sort of arguments we shall be using throughout the paper, but may be skimmed
over by the experts as much of the material is standard.
Some final remarks on notation are due. Throughout the paper we shall write things
such as f ∈ A(G) or g ∈ L2(µG) when, of course, all complex-valued functions are in all
spaces. We write them in this way to give an idea of which space f ‘morally’ belongs in,
and would belong in in the infinitary setting. Indeed, the passage from finite to compact
groups is not difficult, and in that case the functional restrictions would be necessary. We
have not presented the work in this way because we feel that the necessary addition of
various ‘almost everywhere’ qualifiers and continuity requirements only serve to obscure
our work.
Since the bounds in all our results are so poor, we make heavy use of O and Ω-notation,
although we usually give some indication in words about the shape of the bounds after the
various lemmas and theorems.
3. Linear operators: notation and basic properties
In this section we briefly record the notation and properties of linear operators which
we shall need. Since we are only interested in operators on finite dimensional spaces all
the material is standard and may be found in any basic book on linear analysis.
Suppose that H is a d-dimensional complex Hilbert space. We write End(H) for the
algebra of endomorphisms of H , that is linear maps H → H . The adjoint of some operator
M ∈ End(H) is defined in the usual way as the unique M∗ ∈ End(H) such that
〈Mx, y〉H = 〈x,M∗y〉H for all x, y ∈ H.
The operation of taking adjoints is an involution and when coupled with this End(H) be-
comes a ∗-algebra; if the ∗-algebra is additionally normed with the operator norm (denoted
‖ · ‖) it becomes a C∗-algebra and so, in particular, ‖M∗‖ = ‖M‖.
There is also an inner product on End(H) that is of particular interest to us. Let
v1, . . . , vd be an orthonormal basis of H , then the trace of an operator M ∈ End(H) is
defined to be
TrM :=
d∑
i=1
〈Mvi, vi〉H ,
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and is independent of the particular choice of orthonormal basis. We then define an inner
product on End(H) by
〈M,M ′〉End(H) := TrM ′∗M for all M,M ′ ∈ End(H).
This inner product is sometimes called the Hilbert-Schmidt inner product.
In fact End(H) can be normed in a number of ways, and all those of interest to us can be
expressed in terms of the singular values of an operator. Recall that if M ∈ End(H) then
the singular values of M are the non-negative square roots of the eigenvalues of M∗M ; we
denote them s1(M) > s2(M) > . . . > sd(M) > 0.
Singular values are most conveniently analysed through an orthonormal basis diagonal-
izing M∗M and to find such we record a spectral theorem.
Recall that if an orthonormal basis simultaneously diagonalizes two operators then they
must commute, since scalar multiplication commutes. Furthermore, if an operator is uni-
tarily diagonalizable, then the same basis diagonalizes its adjoint. Thus any maximal
collection of simultaneously unitarily diagonalizable operators is commuting and adjoint
closed. The spectral theorem encodes the remarkable fact that the converse holds.
Theorem 3.1 (Spectral theorem for adjoint closed families of commuting operators).
Suppose that H is a d-dimensional Hilbert space and M is an adjoint closed family of
commuting operators on H. Then there is an orthonormal basis v1, . . . , vd of H such that
each vi is an eigenvector of M for all M ∈M.
With this result in hand we record the relevant corollary for singular values.
Corollary 3.2. Suppose that H is a d-dimensional Hilbert space and M is an operator on
H. Then there is an orthonormal basis v1, . . . , vd of H such that M
∗Mvi = |si(M)|2vi for
all 1 6 i 6 d.
Proof. Since (M∗M)∗ =M∗M we have thatM∗M is self-adjoint and therefore is an adjoint
closed family of commuting operators. A suitable basis then follows from the spectral
theorem. 
This basis immediately gives a characterisation of the operator norm in terms of singular
values.
Lemma 3.3 (Singular value characterisation of the operator norm). Suppose that H is a
d-dimensional Hilbert space and M ∈ End(H). Then
‖M‖ = |s1(M)|.
Proof. By definition of the operator norm there is some unit vector v ∈ H such that
‖M‖2 = 〈Mv,Mv〉H . We may decompose v in terms of the basis v1, . . . , vd given by
Corollary 3.2 so that
v =
d∑
i=1
µivi and
d∑
i=1
|µi|2 = 1.
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Then
‖M‖2 = 〈Mv,Mv〉H = 〈M∗Mv, v〉H =
d∑
i=1
|si(M)|2|µi|2 6 |s1(M)|2,
with equality if and only if v = v1. The lemma follows. 
Similarly, but more easily, we have the following characterisation of the Hilbert-Schmidt
norm.
Lemma 3.4 (Singular value characterisation of the Hilbert-Schmidt norm). Suppose H is
a d-dimensional Hilbert space and M ∈ End(H). Then
‖M‖End(H) =
√√√√ d∑
i=1
|si(M)|2.
Proof. Since trace is basis invariant we have a short calculation using Corollary 3.2 to see
that
〈M,M〉End(H) =
d∑
i=1
〈Mvi,Mvi〉H =
d∑
i=1
〈M∗Mvi, vi〉H =
d∑
i=1
|si(M)|2,
from which the lemma follows. 
More generally, one can define the Schatten p-norm of an operator M to be the p-norm
of the singular values of M , so that the Hilbert-Schmidt norm ‖ · ‖End(H) is the Schatten
2-norm and the operator norm ‖ · ‖ is the Schatten ∞-norm. In view of the definition of
A(G) it will be of little surprise that we are essentially interested in the Schatten 1-norm.
4. Convolution and the Fourier transform
In this section we shall develop a lot of the ideas of Fourier analysis on non-abelian
groups. This is all standard material and most books on the subject go far beyond what
we need, although we found the notes [Tao05] of Tao to be an uncluttered introduction.
Suppose that G is a finite group. It is easy to check that convolution is associative so
that L1(µG) becomes an algebra with this multiplication. If f ∈ L1(µG) then we write f˜
for the adjoint of f , that is the function x 7→ f(x−1), and, again, it is easy to check that
L1(µG) is now a ∗-algebra.
Now, the map f 7→ Lf , the convolution operator defined by f ∈ L1(µG) functions a
bit like the Fourier transform and encodes the aspects of the Fourier transform which are
most easily generalised to the approximate setting of interest to us later. Linearity and
associativity of convolution give us that this map is an algebra homomorphism and, in
fact, a short calculation shows that it is a ∗-algebra homomorphism.
Lemma 4.1 (Adjoints of convolution operators). Suppose that G is a finite group and
f, g, h ∈ L2(µG). Then
〈g, f˜ ∗ h〉L2(µG) = 〈f ∗ g, h〉L2(µG) = 〈f, h ∗ g˜〉L2(µG).
In particular L∗f = Lf˜ .
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The image of the map f 7→ Lf , is the sub-∗-algebra of convolution operators in the
space End(L2(µG)). It turns out that this map is not just a ∗-homomorphism, but it is
also isometric. Write δy for the usual Dirac delta measure supported at y ∈ G, that is the
unique measure such that ∫
kdδy = k(y) for all k ∈ L∞(µG).
Theorem 4.2 (Parseval’s theorem). Suppose that G is a finite group and f, g ∈ L2(µG).
Then
〈Lf , Lg〉End(L2(µG)) = 〈f, g〉L2(µG).
Proof. The collection (δy/
√|G|)y∈G is an orthonormal basis of L2(µG), and since trace is
independent of basis we get that
(4.1) 〈Lf , Lg〉End(L2(µG)) =
1
|G|
∑
y∈G
〈Lfδy, Lgδy〉L2(µG).
However
Lfδy(x) =
∫
f(z)δy(z
−1x)dµG(z) = f(xy
−1),
and similarly Lgδy(x) = g(xy
−1), so it follows that
〈Lfδy, Lgδy〉L2(µG) =
∫
f(xy−1)g(xy−1)dµG(x) = 〈f, g〉L2(µG).
Inserting this into (4.1) we arrive at the result. 
A key property of the algebra of convolution operators is that all the elements commute
with right translation. To be clear the right regular representation ρ is defined by
ρy : L
2(µG)→ L2(µG); v 7→ v ∗ δy−1 .
It is easy to check that ρy(f)(x) = f(xy) and that x 7→ ρx is a group homomorphisms of
G into U(L2(µG)). Now, since convolution is associative
ρyLf = Lfρy for all y ∈ G, f ∈ L1(µG).
In fact it turns out that the algebra of convolution operators is precisely the subalgebra of
operators in End(L2(µG)) that commute with all right translation operators as the following
result shows.
Theorem 4.3 (Inversion theorem). Suppose that G is a finite group andM ∈ End(L2(µG))
is such that Mρy = ρyM for all y ∈ G. Then there is some f ∈ L1(µG) such that M = Lf .
Proof. We define f in the obvious way: put f = Mδ1G . Now (δy)y∈G is a basis for L
2(µG)
so we just need to check that Lf =M on this basis and we shall be done. First,
Lfδy(z) =
∫
f(x)δy(x
−1z)dµG(x) = f(zy
−1) = Mδ1G(zy
−1) = ρy−1(Mδ1G)(z).
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Since M commutes with ρy−1 we conclude that
Lfδy =Mρy−1(δ1G) = Mδy for all y ∈ G.
The result follows. 
This result is basically the Fourier inversion theorem, and will not have an analogue
when we generalise from groups to approximate groups, so we need to be careful about
using it.
It should be said that the combinatorial importance of the fact that the algebra of
convolution operators commutes with all right translation operators is well demonstrated
by Lubotzky, Phillips and Sarnak in [LPS88] (see also [DSV03]), and was put to work in
additive combinatorics by Gowers [Gow08].
The utility of the Fourier transform in abelian groups is derived from the fact that it
is the unique (up to scalar) unitary change of basis that simultaneously diagonalizes all
convolution operators. Of course simultaneously diagonalizable operators commute with
each other so such a basis cannot exist in the non-abelian setting.
Examining many Fourier arguments in additive combinatorics reveals that in fact the
universaily of the Fourier basis is unnecessary and, furthermore, we tend only to consider
the absolute values of Fourier coefficients. In light of this we make the following definitions.
Given f ∈ L1(µG) we write si(f) for si(Lf ), the ith singular value of the operator Lf .
We then call an orthonormal basis v1, . . . , vN a Fourier basis of L
2(µG) for f if
L∗fLfvi = |si(f)|2vi for all i ∈ {1, . . . , N}.
The existence of Fourier bases follows immediately from Corollary 3.2.
Theorem 4.4 (Fourier bases). Suppose that G is a finite group and f ∈ L1(µG). Then
there is an orthonormal Fourier basis for f .
Note that if v1, . . . , vN is a Fourier basis of L
2(µG) for f then so is the orthonormal basis
ρy(v1), . . . , ρy(vN ) for all y ∈ G since ρy is unitary and the operators Lf and L∗f commute
with it.
Finally for this section we record the Hausdorff-Young inequality as it is realised in our
framework.
Lemma 4.5 (Hausdorff-Young inequality). Suppose that G is a finite group and f ∈
L1(µG). Then
s1(f) 6 ‖f‖L1(µG).
We call this the Hausdorff-Young inequality because when G is abelian, the singular
values s1(f) > s2(f) > . . . > sN(f) > 0 are just the absolute values of the Fourier
transform arranged in order, whence s1(f) = ‖f̂‖ℓ∞(Ĝ) and the inequality reduces to the
usual Hausdorff-Young inequality. Since this is one of the few facts that relativises without
loss we shall not prove it here; it is a special case of Lemma 15.1.
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5. The A(G)-norm: basic properties
For an arbitrary locally compact group the space A(G) was defined by Eymard in
[Eym64], and many of the basic properties are developed in that paper. For complete-
ness and because of their simplicity we shall include some the tools we require here. First
recall that the two main norms of interest:
‖f‖PM(G) := ‖Lf‖ and ‖f‖A(G) = sup{|〈f, g〉L2(µG) : ‖g‖PM(G) 6 1}.
To begin with we note that the A(G)-norm is involution and translation invariant in the
following sense.
Lemma 5.1 (Invariance of the A(G)-norm). Suppose that G is a finite group and f ∈
A(G). Then
‖f˜‖A(G) = ‖f‖A(G) and ‖ρy(f)‖A(G) = ‖f‖A(G).
Proof. Since f = ˜˜f and ρy(ρy−1(f)) = f it suffices to prove that ‖f‖A(G) 6 ‖f˜‖A(G) and
‖f‖A(G) 6 ‖ρy(f)‖A(G) for all f ∈ A(G) and y ∈ G.
The space A(G) is defined by duality so there is essentially only one way to begin.
Suppose f ∈ A(G) and let g ∈ PM(G) be such that
‖f‖A(G) = 〈f, g〉L2(µG) and ‖Lg‖ 6 1.
First we show involution invariance. By change of variables we see that
〈f, g〉L2(µG) = 〈f˜ , g˜〉L2(µG) 6 ‖f˜‖A(G)‖Lg˜‖.
However, by Lemma 4.1 we have that Lg˜ = L
∗
g, and so
‖Lg˜‖ = ‖L∗g‖ = ‖Lg‖ 6 1.
The first inequality follows.
Translation invariance is proved in much the same way. By a (different) change of
variables we get that
〈f, g〉L2(µG) = 〈ρy(f), ρy(g)〉L2(µG) 6 ‖ρy(f)‖A(G)‖Lρy(g)‖.
On the other hand by definition of ρy we have that
‖Lρy(g)‖ = ‖Lg∗δy−1‖ = ‖LgLδy−1‖ 6 ‖Lg‖‖Lδy−1‖ = ‖Lδy−1‖.
But
Lδ
y−1
v(x) = v(yx),
whence ‖Lδy−1‖ = 1 and we are done. 
Inspired by the abelian setting where the singular values of Lf are just the absolute
values of the Fourier coefficients of f we have the following useful explicit formula for the
A(G)-norm.
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Lemma 5.2 (Explicit formula). Suppose that G is a finite group and f ∈ A(G). Then
‖f‖A(G) =
N∑
i=1
|si(f)|.
Proof. Let v1, . . . , vN be a Fourier basis of L
2(µG) for f . We shall show that ‖f‖A(G) is
both less than or equal and greater than or equal to the right hand side. The first of these
is easy: let g be such that
‖f‖A(G) = 〈f, g〉L2(µG) and ‖Lg‖ 6 1.
By Parseval’s theorem and the definition of trace we have that
〈f, g〉L2(µG) = TrL∗gLf =
N∑
i=1
〈Lfvi, Lgvi〉L2(µG).
It follows from the Cauchy-Schwarz inequality that
‖f‖A(G) 6
N∑
i=1
‖Lfvi‖L2(µG)‖Lgvi‖L2(µG).
Of course,
‖Lfvi‖2L2(µG) = 〈Lfvi, Lfvi〉L2(µG) = 〈L∗fLfvi, vi〉L2(µG) = |si(f)|2
and ‖Lgvi‖L2(µG) 6 1, whence
‖f‖A(G) 6
N∑
i=1
|si(f)|.
For the other direction we define an operator U , extending by linearity from the basis
v1, . . . , vN as follows
Uvi :=
{
Lfvi/|si(f)| if si(f) 6= 0
0 otherwise.
We have two claims about U .
Claim. ‖U‖ 6 1.
Proof. As usual it suffices to check that ‖Uvi‖L2(µG) 6 1 since the basis v1, . . . , vN is
orthonormal. If si(f) = 0 then Uvi = 0 whence ‖Uvi‖L2(µG) = 0; if si(f) 6= 0 then
‖Uvi‖2L2(µG) = 〈Uvi, Uvi〉L2(µG) =
1
|si(f)|2 〈Lfvi, Lfvi〉L
2(µG)
=
1
|si(f)|2 〈L
∗
fLfvi, vi〉L2(µG) = 1.
The claim follows. 
Claim. Uρy = ρyU for all y ∈ G.
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Proof. By linearity it suffices to verify this on the basis v1, . . . , vN . Since ρy is unitary we
see that ρy(vi) is a unit vector and so there are complex numbers µ1, . . . , µN such that
ρy(vi) =
N∑
j=1
µjvj and
N∑
j=1
|µj|2 = 1.
Now, ρy commutes with L
∗
fLf for all y ∈ G whence
N∑
j=1
µj|sj(f)|2vj =
N∑
j=1
µjL
∗
fLfvj = L
∗
fLfρyvi = ρyL
∗
fLfvi =
N∑
j=1
µj|si(f)|2vj.
Since v1, . . . , vN is a basis it follows that |sj(f)| = |si(f)| whenever µj 6= 0. Now, if
si(f) 6= 0 then it follows that
Uρyvi =
N∑
j=1
µj
|sj(f)|Lfvj =
1
|si(f)|Lf
N∑
j=1
µjvj
= Lfρyvi/|si(f)| = ρyLfvi/|si(f)| = ρyUvi.
Similarly if si(f) = 0, both Uρyvi and ρyUvi is 0. 
Now, by the inversion formula there is some g ∈ L1(µG) such that U = Lg and hence by
Parseval’s theorem and the definition of trace we have
〈f, g〉L2(µG) = 〈Lf , Lg〉End(L2(µG)
=
N∑
i=1
〈Lfvi, Uvi〉L2(µG)
=
∑
i:si(f)6=0
1
|si(f)|〈Lfvi, Lfvi〉L2(µG)
=
∑
i:si(f)6=0
1
|si(f)|〈L
∗
fLfvi, vi〉L2(µG) =
N∑
i=1
|si(f)|.
On the other hand
|〈f, g〉L2(µG)| 6 ‖f‖A(G)‖g‖PM(G) = ‖f‖A(G)‖Lg‖ 6 ‖f‖A(G),
since ‖Lg‖ = ‖U‖ 6 1 by the claim and construction of G. We conclude that
N∑
i=1
|si(f)| 6 ‖f‖A(G),
and hence the result is proved. 
Qualitatively if a function is in A(G) then it is continuous. Of course this has little
utility in the finite setting, but a key part of this paper is concerned with developing a
quantitative analogue of this statement. To begin this process we record the following
trivial nesting of norms.
QUANTITATIVE VERSION OF NON-ABELIAN IDEMPOTENT THEOREM 15
Lemma 5.3 (A(G) dominates L∞(µG)). Suppose that G is a finite group and f ∈ A(G).
Then
‖f‖L∞(µG) 6 ‖f‖A(G).
Proof. Let v1, . . . , vN be a Fourier basis of L
2(µG) for f . Since for every y ∈ G, the sequence
ρyv1, . . . , ρyvN is also a Fourier basis of L
2(µG) for f we see that
f(x) = Lfδ1G(x) =
N∑
i=1
〈δ1G , ρyvi〉L2(µG)Lfρyvi(x)
for all x, y ∈ G. On the other hand Lfρyvi(x) = ρyLfvi(x) = Lfvi(xy) by definition of ρy
and the fact that it commutes with Lf , whence
f(x) =
N∑
i=1
vi(y)Lfvi(xy).
Integrating against y and applying the triangle inequality and then Cauchy-Schwarz in-
equality term-wise to the summands we get that
|f(x)| 6
N∑
i=1
|
∫
vi(y)Lfvi(xy)dµG(y)|
6
N∑
i=1
‖vi‖L2(µG)‖Lfvi‖L2(µG) =
N∑
i=1
|si(f)|.
The last equality is since
‖Lfvi‖2L2(µG) = 〈Lfvi, Lfvi〉L2(µG) = 〈L∗fLfvi, vi〉L2(µG) = |si(f)|2.
The lemma now follows from the explicit formula for the A(G)-norm. 
Although the above results are useful, the main result of this section and the principal
reason that the A(G)-norm is so important is that it is an algebra norm. Finally we are
in a position to prove this fact.
Proposition 5.4 (The A(G)-norm is an algebra norm). Suppose that G is a finite group
and f, g ∈ A(G). Then
‖fg‖A(G) 6 ‖f‖A(G)‖g‖A(G).
Proof. As usual we proceed by duality. Let h be such that
(5.1) ‖fg‖A(G) = 〈fg, h〉L2(µG) and ‖Lh‖ 6 1.
Let (vi)
N
i=1 be a Fourier basis of L
2(µG) for f and (wi)
N
i=1 be a Fourier basis of L
2(µG) for
g. As in the previous lemma, for all y ∈ G we have that ρyv1, . . . , ρyvN is a Fourier basis
of L2(µG) for f and so
f(x) = Lfδ1G(x) =
N∑
i=1
〈δ1G , ρyvi〉L2(µG)Lfρyvi(x) =
N∑
i=1
vi(y)Lfvi(xy),
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and similarly
g(x) =
N∑
i=1
wi(yz)Lgwi(xyz).
Inserting these expressions for f and g into the inner product in (5.1) we get that
‖fg‖A(G) =
N∑
i=1
N∑
j=1
∫
vi(y)Lfvi(xy)wi(yz)Lgwi(xyz)h(x)dµG(x)
=
N∑
i=1
N∑
j=1
vi(y)wj(yz)
∫
h˜(x)Lfvi(x
−1y)Lgρz(wj)(x
−1y)dµG(x)
=
N∑
i=1
N∑
j=1
vi(y)wj(yz)Lh˜(LfviLgρzwj)(y).
Since the above expression is valid for all y, z ∈ G we may apply the triangle inequality
and integrate to get that
‖fg‖A(G) 6
N∑
i=1
N∑
j=1
∫
|vi(y)wj(yz)Lh˜(LfviLgρzwj)(y)|dµG(y)µG(z).
By the Cauchy-Schwarz inequality∫
|vi(y)wj(yz)Lh˜(LfviLgρzwj)(y)|dµG(y)µG(z)
is at most(∫
|vi(y)wj(yz)|2dµG(y)dµG(z)
)1/2(∫
|Lh˜(LfviLgρzwj)(y)|2dµG(y)µG(z)
)1/2
.
The first integral is 1 by the change of variables u = yz; the second is at most∫
‖Lh˜‖2
∫
|Lfvi(y)Lgρzwj(y)|2dµG(y)dµG(z).
Since Lg and ρz commute we see that Lgρzwj(y) = Lgwj(yz) whence, by change of variables,
the previous expression is equal to
‖Lh˜‖2‖Lfvi‖2L2(µG)‖Lgwj‖2L2(µG) = |si(f)|2|sj(g)|2.
The inequality follows since ‖Lh˜‖ = ‖L∗h‖ = ‖Lh‖ = 1. It follows that
‖fg‖A(G) 6
N∑
i=1
N∑
j=1
|si(f)||sj(g)| = ‖f‖A(G)‖g‖A(G),
where the last equality is by the explicit formula for the A(G)-norm. The result is proved.

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Related to the above is what happens when we convolve two functions instead of multi-
plying them. In this regard we have the following lemma.
Lemma 5.5. Suppose that G is a finite group and f ∈ A(G), g ∈ PM(G). Then
‖f ∗ g‖A(G) 6 ‖f‖A(G)‖g‖PM(G).
Proof. By the definition of the algebra norm and Lemma 4.1 we have
‖f ∗ g‖A(G) = sup{|〈f ∗ g, h〉L2(µG)| : ‖h‖PM(G) 6 1}
= sup{|〈f, h ∗ g˜〉L2(µG)| : ‖h‖PM(G) 6 1}
6 sup{|〈f, k〉L2(µG)| : ‖k‖PM(G) 6 ‖g‖PM(G)}
= ‖f‖A(G)‖g‖PM(G).
The result is proved. 
6. Basic computations with the algebra norm: some functions with small
algebra norm
In this section we shall compute the algebra norm of functions of various shapes which
will be used later in our work. It may also be useful to read the short lemmas that follow
to get more of a hand on how the norm behaves.
As indicated in the overview in §2 and as should be clear from the definition of a Fourier
basis we shall make heavy use of convolution squares. No small part of that reason is the
following lemma.
Lemma 6.1. Suppose that G is a finite group and A is a non-empty subset of G. Then
‖1˜A ∗ µA‖A(G) = 1.
Proof. This is an easy calculation. Let v1, . . . , vN be a Fourier basis of L
2(µG) for 1A. By
Parseval’s theorem we then have
N∑
i=1
|si(1A)|2 =
N∑
i=1
〈L1Avi, L1Avi〉L2(µG) = 〈1A, 1A〉L2(µG) = µG(A).
On the other hand, by the definition of the algebra norm there is some U with ‖U‖ 6 1
such that
‖1˜A ∗ µA‖A(G) = 〈L1˜A∗µA , U〉End(L2(µG).
By the definition of trace we expand this in the basis v1, . . . , vN to get that
‖1˜A ∗ 1A‖A(G) =
N∑
i=1
〈L∗1AL1Avi, Uvi〉L2(µG) =
N∑
i=1
|si(1A)|2〈vi, Uvi〉L2(µG).
Since |〈vi, Uvi〉L2(µG)| 6 1 we conclude that
‖1˜A ∗ 1A‖A(G) 6
N∑
i=1
|si(1A)|2 = µG(A),
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and hence that ‖1˜A ∗ µA‖A(G) 6 1. In the other direction we note that 1˜A ∗ µA(1G) = 1
and the result follows from Lemma 5.3. 
An immediate corollary of the above is that indicator functions of cosets have algebra
norm 1, a fact we claimed in the introduction.
Corollary 6.2. Suppose that G is a finite group, H 6 G and x ∈ G. Then
‖1xH‖A(G) = ‖1Hx‖A(G) = 1.
Proof. First note that by Lemma 5.1 we have
‖1xH‖A(G) = ‖1˜xH‖A(G) = ‖1Hx−1‖A(G) = ‖ρx(1H)‖A(G) = ‖1H‖A(G),
and similarly (but more easily) ‖1Hx‖A(G) = ‖1H‖A(G). It follows that without loss of
generality we may assume that x = 1G. Of course then the lemma is a simple consequence
of Lemma 6.1 since 1H ∗ µH = 1H . 
Convolution squares are most useful for their ‘positivity in the dual’ property in the
abelian case which is captured for our setting by the following lemma.
Lemma 6.3. Suppose that G is a finite group and A ⊂ G is non-empty. Then
‖µ{1G} − µ˜A ∗ µA‖PM(G) 6 1
Proof. Let v1, . . . , vN be a Fourier basis of L
2(µG) for µA. It follows that
(µ{1G} − µ˜A ∗ µA) ∗ vi = vi(1− |si(µA)|2)
for all i. Integrating we conclude that
‖(µ{1G} − µ˜A ∗ µA) ∗ vi‖2L2(µG) = |1− |si(µA)|2|.
By the Hausdorff-Young inequality we see that |si(µA)| 6 ‖µA‖ = 1, and hence that
1− |si(µA)|2 > 0; thus
‖µ{1G} − µ˜A ∗ µA‖PM(G) = sup
16i6N
1− |si(µA)|2 6 1.
The result is proved. 
Our main argument is an induction on spectral mass so we need a way to hive off portions
of spectral mass without destroying the physical space properties of our functions. The
following is the crucial decomposition lemma which is, as usual, much easier to see in the
abelian setting.
Lemma 6.4. Suppose that G is a finite group, H 6 G and f ∈ A(G). Then
‖f‖A(G) = ‖f − f ∗ µH‖A(G) + ‖f ∗ µH‖A(G).
Proof. We write M1 := Lf−f∗µH and M2 = Lf∗µH . Now,
M1M
∗
2 = L(f−f∗µH )∗µ˜H∗f˜ = Lf∗µ˜H∗f˜−f∗µ˜H∗f˜ = 0
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since µH ∗ µ˜H = µ˜H . Similarly M2M∗1 = 0 since µH ∗ µ˜H = µH , whence M∗1M1 and M∗2M2
are commuting self-adjoint operators, indeed
M∗1M1M
∗
2M2 =M
∗
1 .0.M2 = 0 = M
∗
2 .0.M1 = M
∗
2M2M
∗
1M1.
It follows that there is a basis v1, . . . , vN of L
2(µG) which simultaneously diagonalizes both
of them, whence there are permutations π1 and π2 of {1, . . . , N} such that
M∗1M1vi = |sπ1(i)(f − f ∗ µH)|2vi and M∗2M2vi = |sπ2(i)(f ∗ µH)|2vi.
By the explicit formula for the algebra norm we then have
‖f − f ∗ µH‖A(G) =
N∑
i=1
〈M∗1M1vi, vi〉1/2L2(µG)
and
‖f ∗ µH‖A(G) =
N∑
i=1
〈M∗2M2vi, vi〉1/2L2(µG).
Now, since M∗1M1M
∗
2M2 = 0 and the vis are eigenvectors of both M
∗
1M1 and M
∗
2M2
we also know that for each i at most one of the two summands 〈M∗1M1vi, vi〉1/2L2(µG) and
〈M∗2M2vi, vi〉1/2L2(µG) can be non-zero whence
〈M∗1M1vi, vi〉1/2L2(µG) + 〈M∗2M2vi, vi〉
1/2
L2(µG)
= 〈(M∗1M1 +M∗2M2)vi, vi〉1/2L2(µG).
Of course, since M∗1M2 = 0 and M
∗
2M1 = 0 we conclude that
〈M∗1M1vi, vi〉1/2L2(µG) + 〈M∗2M2vi, vi〉
1/2
L2(µG)
= 〈(M1 +M2)∗(M1 +M2)vi, vi〉1/2L2(µG).
However, Lf = M1 +M2 and, furthermore,
L∗fLfvi = (M1 +M2)
∗(M1 +M2)vi =M
∗
1M1vi +M
∗
2M2vi,
which is a scalar multiple of vi since vi is an eigenvector of M
∗
1M1 and M
∗
2M2. It follows
that v1, . . . , vN also diagonalizes L
∗
fLf , and hence
N∑
i=1
〈(M1 +M2)∗(M1 +M2)vi, vi〉1/2L2(µG) = ‖f‖A(G)
by the explicit formula for the algebra norm. The lemma follows combining this with the
previous. 
7. Indicator functions with very small A(G)-norm
Suppose that G is a finite group and A ⊂ G is not empty. It follows from Lemma 5.3
that
‖1A‖A(G) > ‖1A‖L∞(µG) > 1.
Our main theorem is to be thought of as describing the structure of 1A when ‖1A‖A(G)
tends to infinity very slowly in the size of the group. If ‖1A‖A(G) is, in fact, close to 1 then
even more can be said.
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First recall Corollary 6.2 where we showed that ‖1A‖A(G) may, in fact, be as small as
the above trivial lower bound. Curiously, it turns out that there is a jump in the possible
values of the algebra norm after 1. The following proposition is the content of this section
and confirms this fact.
Proposition 7.1. Suppose that G is a finite group and A ⊂ G is non-empty and has
‖1A‖A(G) < 1 + 1/750. Then there is a subgroup H 6 G and an element x ∈ G such that
1A = 1Hx.
The proof itself can be seen as a sort of very simplified model for the wider work of the
paper. To begin with we note the following lemma which is essentially due to Fournier
[Fou77] and is a sort of Balog-Szemere´di-Fre˘ıman theorem for very large energy sets.
Before beginning the proof it will be useful to recall the symmetry set notation of Tao
and Vu [TV06]. Suppose that G is a finite group, A ⊂ G and η ∈ (0, 1] is a parameter.
Then the symmetry set of A at threshold η is
Symη(A) := {x ∈ G : 1A ∗ 1A−1(x) > ηµG(A)}.
Lemma 7.2. Suppose that G is a finite group, A ⊂ G is non-empty with ‖1A∗1−A‖2L2(µG) >
(1 − c)µG(A)3 and η ∈ [12c, 1/12) is a parameter. Then there is a subgroup H 6 G and
some x ∈ G such that
µG(H) > (1− cη−1)µG(A) and µG(A ∩Hx) > (1− 2η)µG(H).
Proof. Write α for the density of A in G and put K := Sym1−η(A). Now, if x, y ∈ H then
µG(A ∩ xA) > (1− η)α and µG(A ∩ yA) > (1− η)α.
It follows that 1A ∗ 1A−1(xy) > (1 − 2η)α by the pigeonhole principle (or, more formally,
Lemma 9.2) and so we put K ′ := Sym1−2η(A), and note that K
2 ⊂ K ′.
Now we shall estimate the size of K:∫
(1A ∗ 1A−1)2dµG =
∫
G\K
(1A ∗ 1A−1)2dµG +
∫
K
(1A ∗ 1A−1)2dµG
6 (1− η)α.
∫
G\K
1A ∗ 1A−1dµG + α.
∫
K
1A ∗ 1A−1dµG
= (1− η)α3 + ηα
∫
K
1A ∗ 1A−1dµG,
whence ∫
K
1A ∗ 1A−1dµG > (1− η−1c)α2,
and it follows that µG(K) > (1 − η−1c)α form the trivial upper bound on the integrand.
On the other hand
µG(K
′).(1− 2η)α 6
∫
1A ∗ 1A−1dµG 6 α2,
so that µG(K
′) 6 (1− 2η)−1α. It follows that
µG(K
2) 6 (1− 2η)−1(1− η−1c)−1µG(K) < 3/2µG(K)
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since 12c < η < 1/12. It follows from [TV06, Exercise 2.6.5] (which is, in turn, from
[ Lab01]) that H := K2 is a subgroup of G, and hence that
α‖µK2 ∗ 1A‖L∞(µG) > 〈µK2, 1A ∗ 1A−1〉L2(µG) > (1− 2η)α.
We conclude that there is some x such that µG(H ∩ xA−1) > (1− 2η)µG(H), and since
µG(H ∩ xA−1) = µG(H−1 ∩ Ax−1) = µG(H ∩ Ax−1)
the result follows. 
Proof of Proposition 7.1. Let v1, . . . , vN be a Fourier basis for 1˜A = 1A−1 . It follows from
Parseval’s theorem that
‖1A ∗ 1A−1‖2L2(µG) =
N∑
i=1
〈L1A∗1˜Avi, L1A∗1˜Avi〉L2(µG)
=
N∑
i=1
〈L∗
1˜A
L1˜Avi, L
∗
1˜A
L1˜Avi〉L2(µG)
=
N∑
i=1
|si(1˜A)|4.
It follows from Ho¨lder’s inequality that(
N∑
i=1
|si(1˜A)|2
)3
6
(
N∑
i=1
|si(1˜A)|4
)(
N∑
i=1
|si(1˜A)|
)2
.
On the other hand by the explicit formula for the A(G)-norm and Lemma 5.1 that
‖1A‖A(G) = ‖1˜A‖A(G) =
N∑
i=1
|si(1˜A)|,
and by Parseval’s theorem that
‖1˜A‖2L2(µG) =
N∑
i=1
〈L1˜A)vi, L1˜A)vi〉L2(µG) =
N∑
i=1
|si(1˜A)|2.
Combining all these we see that
‖1A ∗ 1A−1‖2L2(µG) > µG(A)3/‖1A‖2A(G).
Since ‖1A‖A(G) 6 1+ 1/750 we can apply Lemma 7.2 with η = 1/20 to get a group H 6 G
such that
µG(H) > 19µG(A)/20 and µG(A ∩Hx) > 9µG(H)/10
for some x ∈ G. By Lemma 5.1 we may translate A without changing the hypotheses of
the proposition so without loss of generality we assume that Hx = H . It turns out that
A = H as we shall now show.
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Suppose that x′ ∈ A \H . Then
1A ∗ 1H(x′) = µG(A ∩ x′−1H)
6 µG(A)− µG(A ∩H)
6
20
19
µG(H)− 9
10
µG(H) = 29µG(H)/190.
It follows that
‖1A − 1A ∗ µH‖L∞(µG) > 161/190.
On the other hand 1A ∗ µH(x−1) > 9/10, whence
‖1A − 1A ∗ µH‖A(G) > 161/190 and ‖1A ∗ µH‖A(G) > 9/10,
by Lemma 5.3. This leads to a contradiction by Lemma 6.4 and we conclude that A ⊂ H .
In the other direction, if x′ ∈ H \ A then
|(1A − 1A ∗ µH)(x′)| > µH(A ∩ x′−1H) = µH(A ∩H) > 9/10.
Similarly
|1A ∗ µH(x)| > µH(A ∩ x′−1H) = µH(A ∩H) > 9/10,
whence
‖1A − 1A ∗ µH‖A(G) > 9/10 and ‖1A ∗ µH‖A(G) > 9/10,
by Lemma 5.3. Again this leads to a contradiction by Lemma 6.4 and we conclude that
A = H completing the result. 
Of course with care one can considerably improve the constant 1/750 in the above, but
even then the conclusion is not strong. In the abelian setting this sort of problem has
been considered by Saeki in [Sae68a] and [Sae68b] who has given a much stronger answer
through the construction of cleverly chosen dual functions. It does not seem impossible
that such an approach would also work here although we have not tried it.
It should also be remarked that there is a parallel in an area of additive combinatorics
called the structure theory of set addition (see [Fre73]). There one finds theorems describing
the structure of sets with small but slowly increasing doubling, and then much stronger
theorems describing sets with doubling at most 3, say. See, for example, [Fre66, HP02] and
[DF03].
8. Approximate groups: an introduction to multiplicative pairs
In this section we introduce the notion of ‘approximate group’ which we shall be using
in this paper. There are a number of candidates for such structures in the literature and
for a survey the reader may wish to consult [Gre09]. Our candidate is motivated by some
ideas of Bourgain from [Bou99] and we now turn to its introduction.
One begins by observing that many sets are symmetric neighbourhoods of the identity;
a group is such a set which is also closed. This additional closure requirement can be very
restrictive if, for example, G is a cyclic group of prime order. Bourgain noted that it may
be relaxed to an approximate closure condition which may be summarised by saying that
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if you take a small ball and add it to a large ball, then most of the time you remain in the
large ball.
The prototypical examples of the above idea are δ-balls in Rd: let Bδ be the ball (cube)
centred at the orgin of side length δ in the ℓ∞-norm. It is easy to see that 0 ∈ Bδ and
−Bδ = Bδ. Unfortunately these balls are not closed as Bδ +Bδ = B2δ which is, in general,
much larger than Bδ.
This problem is solved by introducing an asymmetry in the group operation: instead of
perturbing Bδ by itself, we perturb it by Bδ′ for some δ
′ much smaller than δ. In this case
we have
Bδ +Bδ′ ⊂ Bδ+δ′ and Bδ−δ′ +Bδ′ ⊂ Bδ
and recover a sort of approximate closure property in the sense that
µ(Bδ+δ′ \Bδ−δ′)
µ(Bδ)
= O(dδ′δ−1),
where µ denotes Lebesgue measure on Rd. Fortunately this notion makes sense not just in
abelian groups but also in non-abelian groups.
Suppose thatG is a finite group and r ∈ N. We say that B = (B,B′) is an r-multiplicative
pair with ground set B and perturbation set B′ if
(i) B and B′ are symmetric neighourhoods of the identity;
(ii) there are symmetric neighbourhoods of the identity B+ and B− such that
B′rB−B′r ⊂ B and B′rBB′r ⊂ B+.
We say that B is ǫ-closed if
µG(B
+ \B−) 6 ǫµG(B),
and c-thick if
µG(B
′) > cµG(B).
Given an ǫ-closed r-multiplicative pair B with ground set B, the sets B+ and B− are not
unambiguously defined. Of course our arguments only ever use the above properties of
these sets so this ambiguity does not present a problem.
The parameter r essentially tells us how many times we are ‘allowed to’ multiply elements
of B by elements of B′, and the level of closure determines the extent to which we remain
in B when doing this. Ideally we should like to be able to scale up r by a factor k at
the cost of replacing ǫ with O(kǫ). We cannot quite do this but in practice it is a good
heuristic to keep in mind.
Typically r will be O(1), ǫ → 0 very slowly and c → 0 as ǫ → 0 or r → ∞. It is
instructive to consider a few examples.
Example 8.1 (Subgroups). Suppose that H 6 G. Then B = (B,B′) := (H,H) is easily
seen to be a 0-closed 1-thick ∞-multiplicative pair on setting B+ := B− := H .
Example 8.2 (Unions of cosets). Suppose that H 6 G and A is a symmetric neighbour-
hood of the identity of size k in the normaliser of H , so that aH = Ha for all a ∈ A. Then
B = (B,B′) := (AH,H) is easily seen to be a 0-closed k−1-thick ∞-multiplicative pair on
setting B+ := B− := AH .
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Example 8.3 (Subpairs). Suppose that B = (B,B′) is an ǫ-closed c-thick r-multiplicative
pair, B′′ ⊂ B′ is a symmetric neighbourhood of the identity, k ∈ N, ǫ′ > ǫ, c′ 6 c is a
non-negative real and r′ 6 r is a natural. Then the pair B′ := (B,B′′k) is an ǫ′-closed
c′-thick ⌊r′/k⌋-multiplicative pair.
Example 8.4 (Conjugate pairs). Suppose that B = (B,B′) is an ǫ-closed c-thick r-
multiplicative pair. Then so is By := (yBy−1, yB′y−1) for all y ∈ G.
Example 8.5 (Product sets). Suppose that A ⊂ G is a symmetric neighbourhood of the
identity and µG(A
3) 6 KµG(A). Then B = (B,B′) := (A2r, A) is an r-multiplicative pair
on setting B+ := A4r and B− := {1G}: all the sets are symmetric neighbourhoods of the
identity and
B′rBB′r = Ar.A2r.Ar ⊂ A4r = B+
and
B′rB−B′r = Ar.{1G}.Ar ⊂ A2r = B.
Of course, here the closure parameter will be at least 1/2 unless B is a subgroup (by [TV06,
Exercise 2.6.5]); the thickness is K−Or(1) by Lemma 11.3.
Example 8.6 (Sets with polynomial growth). Suppose that A ⊂ G is a symmetric neigh-
bourhood of the identity such that
µG(A
n) 6 CndµG(A) for all n > 1;
A is a set of polynomial growth. By the pigeonhole principle and the polynomial growth
condition there is some 2r 6 n 6 Oǫ,r,d,C(1) such that
µG(A
n+2r) 6 (1 + ǫ)µG(A
n−2r).
Then B = (B,B′) := (An, A) is clearly seen to be an r-multiplicative pair by taking
B+ := An+2r and B− := An−2r. Moreover,
µG(A
n+2r \ An−2r) 6 µG(An+2r)− µG(An−2r)
6 ǫµG(A
n−2r) 6 ǫµG(A
n),
whence B is ǫ-closed, and
µAn(A) =
µG(A)
µG(An)
> 1/Cnd = Ωǫ,r,d,C(1)
so B is Ωǫ,r,d,C(1)-thick.
This last example behaves like a discrete version of a Bourgain system. While we shall
not work with Bourgain systems explicitly in this paper, we shall consider symmetry sets
which are a type of Bourgain system and naturally give rise to multiplicative pairs in the
same way.
When G is abelian all multi-dimensional coset progressions and Bohr sets give rise to
additive (multiplicative) pairs in a fairly simple and natural way, and it turns out that
in that setting the converse is essentially true by the Green-Ruzsa-Fre˘ıman theorem from
[GR07]. Unfortunately there is no known generalisation of this theorem to arbitrary finite
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groups, although many attempts have been made: see [BG10b, BG10a, FKP10, Hru09]
and [Tao10] for details.
Although the Green-Ruzsa-Fre˘ıman theorem can be used as above to classify additive
(multiplicative) pairs its utility comes not from this, but rather from the fact that it shows
that any set of small doubling actually correlates with a multiplicative pair. In fact it
shows the much stronger statement that any set with small doubling correlates with a
multi-dimensional coset progression but, as mentioned, no such result is known in the
non-abelian setting.
Our programme now is two-fold: we shall prove a weak Fre˘ıman-type result which will
show that any set with small doubling correlates with a multiplicative pair in general
finite groups, and we shall develop some analysis relative to the rather weak structure of a
multiplicative pair. More specifically we have the following sections developing these two
goals.
(i) In §§9,10&11 we prove our Fre˘ıman-type results. The first of these sections is the
basic result, the second contains a multi-scale generalisation and the third effects
the passage between containment (of a multiplicative pair) and correlation (with
a multiplicaive pair).
(ii) §12&13 contain the basic lemmas for physical space analysis on multiplicative pairs
and how to normalise them so that they behave more like normal subgroups.
(iii) §§14,15&16 introduce the techniques for spectral analysis on multiplicative pairs
and establish the basic results regarding the large spectrum. (They all feed into
§18 where a Bogoliou´boff-type result is proved, which provides a good example of
the application of the ideas from these sections.)
(iv) §19 governs the spectral behaviour of the multiplicative pair itself and is arguably
the last section on the ‘general theory of multiplicative pairs’.
9. Symmetry sets and a Fre˘ıman-type theorem
It is the objective of this section to show how symmetry sets give rise to multiplicative
pairs. The importance of symmetry sets has been clear for a while and a good introduction
in the abelian setting may be found in §2.6 of the book [TV06] of Tao and Vu.
We begin by explaining how they give rise to multiplicative pairs: it is immediate that
Symη(A) is a symmetric neighbourhood of the identity contained in AA
−1, and that we
have the nesting property
Symη(A) ⊂ Symη′(A) whenever η > η′.
At this point we can declare our candidate for a multiplicative pair: we shall take a certain
set A and define
B = (B,B′) := (Symδ(A), Sym1−η′(A))
and
B+ := Symδ−2η(A) and B
− := Symδ+2η(A)
for some suitably chosen δ, much smaller η, and still smaller η′. We now have four things
we wish to show:
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(i) that B is a large part of AA−1 for suitably chosen δ if A has small doubling, which
we show in Lemma 9.1;
(ii) that B is an r-multiplicative pair for suitably chosen η′ in terms of η, which we
show in Lemma 9.2;
(iii) that B is ǫ-closed for suitably chosen δ and η, which we show in Lemma 9.3;
(iv) and that B is c-thick for suitably chosen η′ and A, which will follow from Propo-
sition 9.4.
Of course we should also like the ‘suitable choices’ to be compatible! We then combine all
this in the main result of the section: Proposition 9.5.
First we show that if A has large multiplicative energy then Symδ(A) is large for δ
sufficiently small in terms of the energy constant.
Lemma 9.1 (Largeness of symmetry sets). Suppose that G is a finite group, A ⊂ G has
‖1A ∗ 1A−1‖2L2(µG) > cµG(A)3 and δ ∈ (0, 1]. Then
min{µG(AA−1), δ−1µG(A)} > µG(Symδ(A)) > (c− δ)µG(A).
Proof. The proof is an immediate calculation. First the upper bound: since the set Symδ(A)
is a subset of AA−1 the first upper bound is trivial and by its definition we have
µG(Symδ(A)).δµG(A) 6
∫
1A ∗ 1A−1dµG = µG(A)µG(A−1),
from which the second follows immediately. Now, the lower bound: again by definition of
Symδ(A) we have
µG(Symδ(A))µG(A)
2 + δµG(A).
∫
1A ∗ 1A−1dµG >
∫
1A ∗ 12A−1dµG.
However, the right hand side is at least cµG(A)
3 we get the desired bound since∫
1A ∗ 1A−1dµG = µG(A)µG(A−1) = µG(A)2.
The lemma is proved. 
Generically Symδ(A) may just contain the element 1G for δ > c: consider, for example,
the situation when A is a random subset of G with density c. In this case 1A ∗ 1A−1 will
almost always take the value µG(A)
2 = cµG(A).
The next lemma establishes an iterated containment property for symmetry sets.
Lemma 9.2 (Sub-multiplicativity of symmetry sets). Suppose that G is a finite group,
A ⊂ G and δ, ǫ ∈ (0, 1]. Then
Symδ(A) Sym1−ǫ(A) ⊂ Symδ−ǫ(A).
Proof. Suppose that s ∈ Symδ(A) and t ∈ Sym1−ǫ(A) so that
µG(A ∩ sA) = 1A ∗ 1A−1(s) > δµG(A)
and
µG(A ∩ tA) = 1A ∗ 1A−1(t) > (1− ǫ)µG(A).
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Now B ∩ C ⊃ (B ∩D) \ (D \ C) for all sets B,C,D, so
µG(A ∩ stA) > µG(A ∩ sA)− µG(sA \ stA),
whence
µG(A ∩ stA) > µG(A ∩ sA)− µG(A \ tA) > (δ − ǫ)µG(A).
It follows that st ∈ Symδ−ǫ(A) as required. 
Note the symmetry in the statement of the lemma if we write δ = 1 − ǫ′; then it is
exactly like the first half of [TV06, Lemma 2.33].
We now go on to prove that if A has large multiplicative energy then there must be two
symmetry sets with close threshold of similar size – these are the candidates for B+ and
B− in our multiplicative pair.
Lemma 9.3. Suppose that G is a finite group and A ⊂ G has ‖1A∗1A−1‖2L2(µG) > cµG(A)3.
Then there is some c′ ∈ (c/4, c/2] such that∣∣∣∣µG(Symc′(1+η)(A))µG(Symc′(A)) − 1
∣∣∣∣ 6 CR|η|(1 + log c−1)
whenever |η| 6 cR/(1 + log c−1) for some absolute constants CR, cR > 0.
Proof. Let f : [0, 1]→ R be the function defined by
f(δ) :=
1
log 8c−2
logµG(Symc/21+δ(A)).
By nesting we have that f is an increasing function of δ, and by Lemma 9.1 we have that
f(0) >
1
log 8c−2
log(cµG(A)/2) and f(1) 6
1
log 8c−2
log(4c−1µG(A)),
so f(1)− f(0) 6 1. We claim that there is some δ ∈ [1/6, 5/6] such that
|f(δ + δ′)− f(δ)| 6 3|δ′| whenever |δ′| 6 1/6.
In not, then for every δ ∈ [1/6, 5/6] there is some interval Iδ of length at most 1/6 having
one endpoint equal to δ and ∫
Iδ
df >
∫
Iδ
3dx.
These intervals cover [1/6, 5/6] which has length 2/3, whence by a covering lemma (e.g.
[GK09, Lemma 3.4]) lets us pass to a disjoint collection of intervals Iδ1 , . . . , Iδn of total
length at least 1/3. However,
1 >
∫ 1
0
df >
n∑
i=1
∫
Iδi
df >
n∑
i=1
∫
Iδi
3dx > 1.
This contradiction proves the claim and there is such a δ ∈ [1/6, 5/6]. Put c′ = c/21+δ and
note that
| logµG(Symc′/2δ′ (A))− logµG(Symc′(A))| 6 3δ′ log 8c−2
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whenever |δ′| 6 1/6. It follows that
(8c−2)−3δ
′
6
µG(Symc′/2δ′ (A))
µG(Symc′(A))
6 (8c−2)3δ
′
,
from which we get the result. 
The above proof is the same as the now ubiquitous Bourgain regularity argument from
[Bou99], and we could have made do with a straightforward pigeonhole argument (see,
Example 8.6 for an idea of how) as our later results will not be able to preserve the fact
that c′ does not depend on which particular η we choose in the allowed range.
We now turn to the fourth objective of finding a supply of large symmetry sets with
threshold close to 1, so as to ensure that our multiplicative pair is thick. This is provided
by the central result of [San10] which we now recall.
Proposition 9.4 ([San10, Proposition 1.3]). Suppose that G is a finite group, A is a non-
empty subset of G with µG(A
2) 6 KµG(A), and ǫ ∈ (0, 1] is a parameter. Then there is a
non-empty set A′ ⊂ A such that
µG(Sym1−ǫ(A
′A)) > exp(−KO(ǫ−1))µG(A).
Finally we are in position to prove our weak Fre˘ıman-type theorem.
Proposition 9.5. Suppose that G is a finite group, A ⊂ G is symmetric with µG(A2) 6
KµG(A) and r ∈ N and ǫ ∈ (0, 1] are parameters. Then there is a positive real c = ΩK,r,ǫ(1)
and an ǫ-closed, c-thick r-multiplicative pair B with ground set B such that
B ⊂ A4 and µG(B) > Ω(K−O(1)µG(A)).
Proof. Recall that CR and cR are the constants from Lemma 9.3 and put
η = min{1, CR, cR}ǫ/(1 + log 4K4) = Ω(ǫ/(1 + logK)).
Apply Proposition 9.4 with parameter η/16rK4 to get a non-empty set A′ ⊂ A such that
µG(Sym1−η/16rK4(A
′A)) > ΩK,r,ǫ(µG(A)).
We set B′ := Sym1−η/16rK4(A
′A) and by Lemma 9.2 we have that
B′r ⊂ Sym1−η/16K4(A′A).
It is easy to check that A′A has large energy. In particular let a ∈ A′ (such exists since A′
is non-empty) we have
‖1A′A ∗ 1(A′A)−1‖2L2(µG) > ‖1aA ∗ 1(aA)−1‖2L2(µG) = ‖1A ∗ 1A−1‖2L2(µG),
by change of variables x = aza−1 in the second integral. On the other hand
‖1A ∗ 1A−1‖2L2(µG) >
1
µG(AA−1)
(∫
1A ∗ 1A−1dµG
)2
> µG(A
′A)3/K4
since A is symmetric, µG(A
2) 6 KµG(A) and A
′ ⊂ A. We conclude that
‖1A′A ∗ 1(A′A)−1‖2L2(µG) > µG(A′A)3/K4.
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Finally we apply Lemma 9.3 to get c′ ∈ (1/4K4, 1/2K4] such that
µG(Symc′(1+η′)(A
′A)) 6 (1 + CRη
′(1 + log 4K4))µG(Symc′(A
′A))
for all η′ 6 cR/(1 + log 4K
4). In particular, given our choice of η
(9.1) µG(Symc′(1+η)(A
′A)) 6 (1 + ǫ)µG(Symc′(A
′A)).
We set
B+ := Symc′(A
′A), B− := Symc′(1+η)(A
′A) and B := Symc′(1+η/2)(A
′A),
and now verify that B has the desired properties. By nesting and the lower bound on c′
we have that
B′r ⊂ Sym1−η/16K4(A′A) ⊂ Sym1−c′η/4(A′A),
and so it follows from Lemma 9.2 that B is r-wide. By (9.1) we see that B is ǫ-closed. By
Lemma 9.1 we see that
(c′(1 + η/2))−1µG(A
′A) > µG(B) > (1/K
4 − c′(1 + η/2))µG(A′A),
whence
µG(B) = OK(µG(A)) and µG(B) = Ω(K
−4µG(A)).
The first of these coupled with the lower bound on the size of B′ shows that B is ΩK,r,ǫ(1)-
thick. The second of these establishes the lower bound on the size of B and, finally,
B = Symc′(1+η/2)(A
′A) ⊂ A′A(A′A)−1 6 A4
since A′ ⊂ A and A is symmetric. The result has been proved. 
It may be worth recalling Ruzsa’s proof of Fre˘ıman’s theorem [Ruz94] at this point,
where he shows that the four-fold sumset of a set with small doubling contains a large
multi-dimensional arithmetic progression. It is a short covering argument to pass from
this to Fre˘ıman’s theorem. We shall not take this second step, instead proceeding along
the lines of §11 to show that A correlates with this multiplicative pair.
It is also worth recording the bounds in this theorem, which follow directly from the
application of Proposition 9.4: we may take c−1 to be doubly exponential in O(rǫ−1KO(1)).
10. A Fre˘ıman-type theorem with multiple scale multiplicative pairs
As it stands Proposition 9.5 outputs one ǫ-closed r-multiplicative pair B with ground set
B and perturbation set B′. However, sometimes it is useful to have another perturbation
set B′′ such that B′ := (B,B′′) is an ǫ′-closed r′-multiplicative pair where ǫ′ and r′ may
depend on the thickness of B.
In fact we shall need a whole system of pairs which behaves somewhat like a restricted
range Bourgain system. Such a result does not follow from repeated applications of Propo-
sition 9.5, instead we have to use a large pigeonhole argument coupled with the ingredients
that went into Proposition 9.5.
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Proposition 10.1. Suppose that G is a finite group, A is symmetric and µG(A
2) 6
KµG(A), r : (0, 1] → N is a monotone decreasing function, ǫ : (0, 1] → (0, 1] is a mono-
tone increasing function and J ∈ N is a parameter. Then there are positive reals (ci)Ji=1
with cj = ΩK,r,ǫ,j(1) and a nested sequence of sets (Bi)
J
i=0 such that Bi,j = (Bi, Bj) is an
ǫ(cj−1)-closed, cj-thick r(cj−1)-multiplicative pair whenever i < j and
B0 ⊂ A4 and µG(B0) = ΩK(µG(A)).
Proof. We begin by defining auxiliary sequences of non-empty sets (Di)
J
i=0, reals (ci)
J
i=0
and (Ki)
J
i=0, and naturals (ki)
J
i=1. The reals are defined directly in terms of these sets by
ci := µG(D
4
i )/µG(D
12
0 ) and Ki := µG(D
12
i )/µG(Di),
which then lets us define the naturals by
ki+1 := ⌈(1 + logKi)/ǫ(ci)⌉(2r(ci) + 1).
To begin the definition of the sets (which will be inductive) apply Proposition 9.4 to the
set A to get a non-empty set A′ ⊂ A such that
µG(Sym1−1/13(A
′A)) = ΩK(µG(A)).
Set D0 := Sym1−1/13(A
′A) and note that since A′ ⊂ A and A is symmetric we have
D0 ⊂ A4, and by Lemma 9.1 and Lemma 9.2
µG(D
12
0 ) 6 13µG(A
′.A) = O(KµG(A)).
It follows from the lower bound on µG(D0) that K0 = OK(1) and c0 = ΩK(1). We shall
arrange the sets so that they have the following properties:
(i) Di is a symmetric neighbourhood of the identity for all 0 6 i 6 J ;
(ii) Ki = OK,r,ǫ,i(1) for all 0 6 i 6 J ;
(iii) ci = OK,r,ǫ,i(1) for all 1 6 i 6 J ;
(iv) D
12(ki+1+1)
i+1 ⊂ D4i for all 0 6 i 6 J − 1.
It is immediate that D0 satisfies the above ((i), (ii) and (iii) by design and (iv) vacuously).
Suppose that we have defined Di satisfying the above. Di is a symmetric neighbourhood
so D2i ⊂ D12i , whence µG(D2i ) 6 KiµG(Di) and we may apply Proposition 9.4 to get a
non-empty set D′i ⊂ Di such that
µG(Sym1−1/12(ki+1+1)(D
′
iDi)) = ΩKi,ki+1(µG(Di)).
Put Di+1 := Sym1−1/12(ki+1+1)(D
′
iDi) and note that we have property (i). Property (iv)
follows from Lemma 9.2, and that lemma and the lower bound on µG(Di+1) tell us that
Ki+1 = OKi,ki+1(1) = OK,r,ǫ,i+1(1).
Finally
ci+1 =
µG(D
4
i+1)
µG(D120 )
>
µG(Di+1)
µG(D120 )
> ΩKi,ki+1
(
µG(Di)
µG(D120 )
)
= ΩKi,ki+1
(
µG(D
4
i )
µG(D120 )
)
= ΩKi,ki+1(ci)
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by the lower bound for µG(Di+1) and the fact that
µG(Di) > µG(D
12
i )/Ki > µG(D
4
i )/Ki.
The construction is complete.
We shall now define the sets Bi, B
+
i,i′ and B
−
i,i′ backwards in terms of the Dis: at stage
j 6 J we shall have defined Bi for all j 6 i 6 J , and B
+
i,i′ and B
−
i,i′ for all j 6 i < i
′ 6 J
such that
(i) Bi is a symmetric neighbourhood of the identity;
(ii) D4i ⊂ Bi ⊂ D12i for all j 6 i 6 J ;
(iii) Bi,i′ := (Bi, Bi′) is an ǫ(ci′−1)-closed, ci′-thick r(ci′−1)-multiplicative pair for all
j 6 i < i′ 6 J .
Notice that setting BJ := D
4
J certainly satisfies the requirements for j = J . Properties (i)
and (ii) are trivially true, and (iii) vacuously true.
Now, suppose that we are at stage 1 6 j 6 J of the iteration. The following claim is
pivotal.
Claim. Suppose that j 6 j0 6 j1 6 J and lj0, . . . , lj1 are integers such that 0 6 li 6 ki for
all j0 6 i 6 j1 − 1 and 0 6 lj1 6 kj1 + 1. Then
B
lj0
j0
. . . B
lj1
j1
⊂ D12(kj0+1)j0 .
Proof. We prove this by downward induction on j0; if j0 = j1 then the result is trivial since
Bj is a neighbourhood of the identity and Bj ⊂ D12j . Now, suppose that we have proved
the claim for some j 6 j0 6 j1. If (li)
j1
i=j0−1
satisfy the hypotheses of the claim, then by
the inductive hypothesis
B
lj0
j0
. . . B
lj1
j1
⊂ D12(kj0+1)j0 .
But then
B
lj0−1
j0−1
. . . B
lj1
j1
⊂ D12lj0−1j0−1 D
12(kj0+1)
j0
.
However, D
12(kj0+1)
j0
⊂ D4j0−1 by construction of the Dis and we are done since 12lj0−1+4 6
12(kj0−1 + 1). The claim is proved. 
It follows from the claim that if j 6 i 6 J and (lj′)
i
j′=j is a sequence of integers such
that 0 6 lj′ 6 kj′ for all j 6 j
′ 6 i− 1 and li 6 ki + 1, then
(10.1) Blii . . . B
lj
j D
4
j−1B
lj
j . . . B
li
i ⊂ D12(kj+1)j .D4j−1.D12(kj+1)j ⊂ D12j−1,
by construction of the Dis.
We shall now define a sequence of naturals (li)
J
i=j with
r(ci−1) 6 li 6 ki − (r(ci−1) + 1) for all j 6 i 6 J
and sequences of sets (B+j−1,i)
J
i=j, (Bj−1,i)
J
i=j and (B
−
j−1,i)
J
i=j. We define the sets in terms of
the naturals:
B+j−1,i := B
li+1+r(ci)+1
i+1 B
li
i . . . B
lj
j D
4
j−1B
lj
j . . . B
li
i B
li+1+r(ci)+1
i+1 ,
Bj−1,i := B
li
i . . . B
lj
j D
4
j−1B
lj
j . . . B
li
i ,
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and
B−j−1,i := B
li+1−r(ci)
i+1 B
li
i . . . B
lj
j D
4
j−1B
lj
j . . . B
li
i B
li+1−r(ci)
i+1 .
Suppose that we have picked (lj′)
i
j′=j. In view of (10.1) and the definition of Bj−1,i we have
that
B
ki+1+1
i+1 Bj−1,iB
ki+1+1
i+1 ⊂ D12j−1,
whence
µG(B
ki+1+1
i+1 Bj−1,iB
ki+1+1
i+1 ) 6
µG(D
12
j−1)
µG(D4j−1)
µG(Bj−1,i).
By construction of the Dis we have that
µG(B
ki+1+1
i+1 Bj−1,iB
ki+1+1
i+1 ) 6 Kj−1µG(Bj−1,i).
Thus we may apply the pigeonhole principle to pick li+1 with
r(ci) 6 li+1 6 ki+1 − (r(ci) + 1)
such that
µG(B
li+1+r(ci)+1
i+1 Bj−1,iB
li+1+r(ci)+1
i+1 )
is at most
K
−(2r(ci)+1)/ki+1
j−1 µG(B
li+1−r(ci)
i+1 Bj−1,iB
li+1−r(ci)
i+1 ),
which when decoded tells us that
(10.2) µG(B
+
j−1,i+1) 6 (1 + ǫ(ci))µG(B
−
j−1,i+1).
Having completed the above construction put Bj−1 := Bj−1,J , and note that by design Bj−1
is a symmetric neighbourhood of the identity containing D4j−1. Furthermore, by (10.1) we
have
Bj−1 ⊂ D12j−1,
and to complete the induction it remains to check that Bj−1,i has the desired properties
for all j 6 i 6 J .
(i) (Symmetry) The sets Bj−1 and Bi are symmetric neighbourhoods of the identity.
(ii) (Multiplicative pair) The sets B+j−1,i and B
−
j−1,i are symmetric neighbourhoods of
the identity. To check the necessary inclusions we note that in one direction it is
immediate:
B
r(δ′i−1)
i B
−
j−1,iB
r(δ′i−1)
i = Bj−1,i ⊂ Bj−1.
In the other we have
B
li+1
i+1 . . . B
lJ
J ⊂ D12(ki+1+1)i+1 ⊂ D4i ⊂ Bi,
and by symmetry
BlJJ . . . B
li+1
i+1 ⊂ D12(ki+1+1)i+1 ⊂ D4i ⊂ Bi.
from the claim. Thus
Bj−1 ⊂ Bli+1i Bli−1i−1 . . . Bljj D4j−1Bljj . . . Bli−1i−1Bli+1i ,
and so it follows that
B
r(ci−1)
i Bj−1B
r(ci−1)
i
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is contained in
B
li+r(ci−1)+1
i B
li−1
i−1 . . . B
lj
j D
4
j−1B
lj
j . . . B
li−1
i−1B
li+r(ci−1)+1
i ,
which is B+j−1,i as required. It follows that Bj,i is r(ci−1)-wide.
(iii) (Closure) The closure parameter of Bj−1,i is ǫ(ci−1) by (10.2).
(iv) (Thickness) The thickness of Bj−1,i is
µG(Bi)/µG(Bj−1) > µG(D
4
i )/µG(D
12
j−1)
> µG(D
4
i )/µG(D
12
0 ) = ci
by the properties of the sets Di′.
The induction is closed and terminates when j = 0, when we have a system of multiplicative
pairs with the desired properties and it remains to note that B0 ⊂ D120 ⊂ A4, and
µG(B0) > µG(D
4
0) = ΩK(µG(A)).
The result is proved. 
Since the above argument is essentially a regularity construction (c.f. [Tao06]) it will
come as little surprise that the bound are tower type in J . Indeed, we shall have r(x) =
O(1) and ǫ(x) 6 CxO(1) in applications in which case it is easy to read out a lower bound
on ci from the above: it is a tower of height O(i) in C + O(1). Moreover, µG(A)/µG(B0)
may be taken to be expontial in KO(1).
11. From containment to correlation with multiplicative pairs
In this section we show how to pass from the situation of containing a multiplicative
pair to correlation with a multiplicative pair. This shift in perspective with Fre˘ıman-type
results was introduced by Green and Tao in [GT09] (although it is heavily foreshadowed
in [Gow98]) and has since been used fruitfully in many situations.
We shall prove the following as a consequence of Proposition 9.5.
Proposition 11.1. Suppose that G is a finite group, A ⊂ G has µG(A2) 6 KµG(A) and
r ∈ N and ǫ ∈ (0, 1] are parameters. Then there is a positive real c = ΩK,r,ǫ(1) and an
ǫ-closed, c-thick r-multplicative pair B with ground set B such that
‖1A ∗ µB‖L∞(µG) = ΩK(1) and µG(B) = ΩK(µG(A)).
It should also be remarked that in recent work of Croot and Sisask [CS10] some combina-
torial arguments have been developed for showing that if A is dense then 1A ∗ 1A is almost
invariant over a large set – repeated addition of this set can be used to give a multiplicative
pair. If their results extend to give large sets when A merely has small doubling then it
seems that it might be used to give another version of the above.
We require the following trivial projection fact for symmetry sets, which shows that if
the threshold of a symmetry set of A is very close to 1 then µA is approximately invariant
under convolution by probability measures supported on that set.
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Lemma 11.2. Suppose that G is a finite group, A ⊂ G and ǫ ∈ (0, 1]. Then∫
|1− µ ∗ 1A|dµA 6 ǫ
for all probability measures µ with supp µ ⊂ Sym1−ǫ(A).
Proof. Suppose that µ is a probaility measure with supp µ ⊂ Sym1−ǫ(A). Then
〈1A ∗ 1A−1 , µ〉L2(µG) > (1− ǫ)µG(A)
by definition of the symmetry set. However, it follows from Lemma 4.1 that
〈1A, µ ∗ 1A〉L2(µG) > (1− ǫ)µG(A),
whence
〈1A, 1− µ ∗ 1A〉L2(µG) 6 ǫµG(A).
However, 0 6 µ ∗ 1A 6 1 and so the lemma is proved. 
The proof of Proposition 11.1 will also use a couple of results from [Tao08]. The first is
a sort of non-abelian Plu¨nnecke theorem (c.f. [Plu¨69]).
Lemma 11.3 ([Tao08, Lemma 3.4]). Suppose that G is a finite group and A ⊂ G has
µG(A
3) 6 KµG(A). Then
µG(A
σ1 . . . Aσn) 6 KOn(1)µG(A)
for any signs σ1, . . . , σn ∈ {−1, 1}.
The proof is not difficult – it is a covering argument of a type popularised by Ruzsa
[Ruz99] – although it was a key insight of [Tao08] that these arguments go through directly
in the non-abelian setting.
We shall also require a result which lets us pass from small doubling to a large subset
with small tripling. Again this is from [Tao08], but it turns out that this is also a trivial
corollary of Proposition 9.4.
Corollary 11.4. Suppose that G is a finite group and A ⊂ G has µG(A2) 6 KµG(A).
Then there is a set A′ and element x ∈ G such that xA′ ⊂ A
µG(A
′) = ΩK(µG(A)) and µG(A
′3) = OK(µG(A
′)).
Proof. Apply Proposition 9.4 to get a non-empty set A′′ ⊂ A such that
µG(Sym1−1/6(A
′′A)) > exp(KO(1))µG(A).
Put A0 := Sym1−1/6(A
′′A), and then note by Lemma 11.2 that∫
|1− µA0 ∗ 1A|dµA 6 1/3,
so that there is some x ∈ G such that
µG(A0 ∩ (Ax−1)) = µG(A0 ∩ xA−1) > 2µG(A0)/3 = ΩK(µG(A))
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since A0 is symmetric. Put A1 := A0∩(Ax−1) so that µG(A1) = ΩK(µG(A)). Furthermore,
A31 ⊂ Sym1/2(A′′A) by Lemma 9.2, and hence by Lemma 9.1 we have that
µG(A
3
1) 6 2µG(A
′′A) 6 2KµG(A).
The result follows on putting A′ = x−1A1x. 
Of course the bounds in this corollary are immediately seen to be exponentially depen-
dent on O(KO(1)).
Proof of Proposition 11.1. First we apply Corollary 11.4 to get a symmetric set A′ such
that x′A′ ⊂ A, µG(A′) = ΩK(µG(A)) and µG(A′3) = OK(µG(A′)). Apply Proposition 9.4
to get a set A′′ ⊂ A′ such that
µG(Sym1−2−4(A
′′A′)) = ΩK(µG(A)).
By Lemma 9.2 we have that
µG(Sym1−2−4(A
′′A′)2) 6 µG(Sym1−1/8(A
′′A′)) 6 2µG(A
′′.A′) 6 2µG(A).
Putting A′′′ := Sym1−2−4(A
′′A′) we have that
µG(A
′′′) = ΩK(µG(A)) and µG(A
′′′2) = OK(µG(A
′′′)).
We apply Proposition 9.5 to get a positive real c = ΩK,r,ǫ(1) and an ǫ-closed c-thick r-
multiplicative pair B with ground set B with
B ⊂ A′′′4 and µG(B) = ΩK(µG(A)).
On the other hand by Lemma 11.2∫
|1− µ ∗ 1A′′A′|dµA′′A′ 6 1/2
whenever suppµ ⊂ Sym1−1/2(A′′A′). Since B ⊂ A′′′4 ⊂ Sym1−1/2(A′′A′) by Lemma 9.2 we
see that we may put µ = µB. It follows that
‖µB ∗ 1A′′A′‖L∞(µG) > 1/2.
However, it is easy to see that
1A′′A′ 6 µA′ ∗ 1(A′−1A′′A′)−1
whence
‖µB ∗ µA′ ∗ 1(A′−1A′′A′)−1‖L∞(µG) > 1/2
by non-negativity. We apply Young’s inequality to see that
µG((A
′−1A′′A′)−1).‖µB ∗ µA′‖L∞(µG) > 1/2.
On the other hand A′′ ⊂ A′ and so by Lemma 11.3 and the fact that A′ has small tripling
we get that
µG((A
′−1A′′A′)−1) 6 µG(A
′−2A′) = OK(µG(A
′)),
whence
‖µB ∗ 1A′‖L∞(µG) = ΩK(1).
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It remains to note that 1x′−1A > 1A′ so that
‖µB ∗ 1A‖L∞(µG) = ‖µB ∗ 1x′−1A‖L∞(µG) > ‖µB ∗ 1A′‖L∞(µG) = ΩK(1)
by non-negativity and the definition of convolution. The result is proved. 
Regarding the bounds, c is quadruply exponential in O(ǫ−1rKO(1)) and the correlation
bounds are both exponential in KO(1).
12. Analysis on multiplicative pairs
There is a very general class of problems in combinatorics which involve counting small
structures in large structures. The prototypical example is three-term arithmetic progres-
sions in abelian groups. Suppose that G is an abelian group and A ⊂ G. A three-term
arithmetic progression in A is a triple x − y, x, x + y ∈ A and there is a natural way to
count them:
T (A) :=
∫
1A(x− y)1A(y)1A(x+ y)dµG(x)dµG(y).
Finding good lower bounds on T (A) in terms of the density of A is essentially the same
as finding good bounds in Roth’s theorem [Rot53] which has received the attention of
numerous authors.
If one now has a 1-additive (multiplicative) pair B = (B,B′) and set A ⊂ B, the question
becomes one of how to meaningfully count progressions in A relative to B. One way to do
it is to think of B′ as being the set we’re ‘allowed to add’ to B, and thus count
TB(A) :=
∫
1A(x− y)1A(y)1A(x+ y)dµB(x)dµB′(y).
Of course with more complicated structures than just three-term progressions, involving
more variables and terms we would need to assume that B was an r-additive (multiplicative)
pair for some larger natural r, but the basic idea is the same.
The advantage of this definition is that many of the properties enjoyed by A on a genuine
group are approximately true on a multiplicative pair. For example, when A is roughly
the whole of B, TB(A) is close to 1; when A is quasi-random in a certain rather nice sense,
TB(A) is close to µB(A)
3; and when µB(A) has density bigger than 2/3+η (for some η → 0
as ǫ→ 0), A contains a 3-term progression by the pigeonhole principle.
It is the purpose of this section to extend the straightforward physical space manipula-
tions that work so well for groups to the setting of multiplicative pairs. The proofs proceed
largely as expected and may be omitted by the experts.
We begin with an approximate substitute for the unimodular Haar measure µG. As was
hinted at above, the measure µB is our candidate and the desired property is encoded in
the next lemma.
Lemma 12.1 (Approximate Haar measure). Suppose that G is a finite group and B =
(B,B′) is an ǫ-closed r-multiplicative pair. Then
‖µ ∗ µB − µ‖ = ‖µB ∗ µ− µB‖ 6 ǫ
for all probability measures µ with supp µ ⊂ B′r.
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Proof. The equality is trivial: µ˜ ∗ ν = ν˜ ∗ µ˜ for all measure µ, ν on G, µ˜B = µB since B is
symmetric and supp µ ⊂ B′ iff supp µ˜ ⊂ B′ since B′ is symmetric.
Now, suppose that µ is a probability measure with supp µ ⊂ B′. Then
‖µB ∗ µ− µB‖ 6
∫
‖ρy−1(µB)− µB‖dµ(y)
by the triangle inequality. However,
‖ρy−1(µB)− µB‖ = µG(By△B)
µG(B)
6
µG(B
+ \B−)
µG(B)
6 ǫ
since B is an ǫ-closed r-multiplicative pair. The result follows. 
An immediate consequence of this is a sort of continuity result on convolution with this
approximate Haar measure.
Lemma 12.2. Suppose that G is a finite group, f ∈ L∞(µG) and B = (B,B′) is an ǫ-closed
r-multiplicative pair. Then
sup
y∈B′r
|f ∗ µB(xy)− f ∗ µB(x)| 6 ǫ‖f‖L∞(µG).
Proof. First we recall that f ∗µB(xy) = f ∗ρy(µB)(x) since ρy commutes with convolution,
so by Young’s inequality
|f ∗ µB(xy)− f ∗ µB(x)| = |f ∗ ρy(µB)(x)− f ∗ µB(x)|
6 ‖f‖L∞(µG)‖ρy(µB)− µB‖.
The lemma then follows from Lemma 12.1. 
The next argument is a short calculation typical of physical space manipulations with
multiplicative pairs.
Lemma 12.3. Suppose that G is a finite group, B = (B,B′) is an ǫ-closed r-multiplicative
pair, f ∈ L1(µB′) and g ∈ L∞(µBB′r). Then
|‖(fdµB′) ∗ (g|B)‖2L2(µB) − ‖(fdµB′) ∗ g‖2L2(µB)| 6 2
√
ǫ‖f‖2L1(µB′ )‖g‖
2
L∞(µBB′r )
.
Proof. First we note by Young’s inequality that we have
‖(fdµB′) ∗ (g|B)‖2L2(µB) =
1
µG(B′)2µG(B)
‖f ∗ (g1B)‖2L2(µG)
6
1
µG(B′)2µG(B)
‖f‖2L1(µG)‖g1B‖2L2(µG)
6 ‖f‖2L1(µB′ )‖g‖
2
L∞(µBB′r )
.
Similarly we have
‖(fdµB′) ∗ g‖2L2(µB) 6 ‖f‖2L1(µB′ )‖g‖
2
L∞(µBB′r )
,
whence
|‖(fdµB′) ∗ (g|B)‖2L2(µB) − ‖(fdµB′) ∗ g‖2L2(µB)|
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is at most
2‖(fdµB′) ∗ (g − g|B)‖L2(µB)‖f‖L1(µB′ )‖g‖L∞(µBB′r ).
Of course by Young’s inequality again
‖(fdµB′) ∗ (g − g|B)‖2L2(µB) =
1
µG(B′)2µG(B)
‖f ∗ (g − g1B)‖2L2(µG)
6
1
µG(B′)2µG(B)
‖f‖2L1(µG)‖g − g1B‖2L2(µG)
6 ‖f‖2L1(µB′ )‖g‖
2
L∞(µBB′r )
µG(BB
′r \B).
The result follows on combining all this. 
The final result of the section will be used in §21 and while it is a calculation of the
type presented here, its utility will probably not be clear without also reading that section.
The result shows how, in a certain situation, to pass from ‖f ∗ v‖L2(µG) being large to a
properly relativised version being large.
Lemma 12.4. Suppose that G is a finite group, B0, B1, B2 are symmetric subsets of G such
that Bi,j = (Bi, Bj) is a cj-thick, ǫj-closed, 4-multiplicative pair for all j > i, f ∈ L1(µB2),
h ∈ L1(µx1B1) (not identically zero) and g ∈ L2(µG) is an eigenvector of the convolution
operator L∗hdµx1B1
Lhdµx1B1 having non-zero eigenvalue λ‖h‖2L∞(µx1B1 ) with
‖fdµB2 ∗ g‖2L2(µG) > η‖f‖2L∞(µB2 )‖g‖
2
L2(µG)
.
Then, if ǫ1 6 1 and ǫ2 6 ηc
2
1|λ|2/16, there is some x′ ∈ G such that
‖fdµB2 ∗ (ρx′(g)|B0)‖2L2(µB0 ) > η‖f‖
2
L∞(µB2 )
‖ρx′(g)‖2L2(µB0 )/4,
and
‖ρx′(g)‖L∞(µB0 ) 6 4η−1/2|λ|−1c−11 ‖ρx′(g)‖L2(µB0 ).
Proof. First, we note that
‖fdµB2 ∗ g‖2L2(µG) = 〈f˜dµB2 ∗ fdµB2 ∗ g, g〉L2(µG)
=
∫
〈f˜dµB2 ∗ fdµB2 ∗ g, gdµB0x〉L2(µG)dµG(x)
by linearity, and similarly
‖g‖2L2(µG) =
∫
〈g, gdµB21B22B0x〉L2(µG)dµG(x),
whence, by averaging, there is an x′ ∈ G such that
〈f˜dµB2 ∗ fdµB2 ∗ g, gdµB0x′〉L2(µG) > η‖f‖2L∞(µB2 )‖g‖
2
L2(µ
B21B
2
2B0x
′)
.
Now, ρx′(µAx′) = µA for all sets A, and since ρx′ is unitary we conclude that
〈ρx′(f˜dµB2 ∗ fdµB2 ∗ g), ρx′(g)dµB0〉L2(µG)
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is bigger than
η‖f‖2L∞(µB2 )‖ρx′(g)‖
2
L2(µ
B2
1
B2
2
B0
).
On the other hand right translation commutes with left convolution hence
ρx′(f˜dµB2 ∗ fdµB2 ∗ g) = f˜dµB2 ∗ fdµB2 ∗ ρx′(g),
and
˜hdµx1B1 ∗ hdµx1B1 ∗ ρx′(g) = ρx′( ˜hdµx1B1 ∗ hdµx1B1 ∗ g)
= λ‖h‖2L∞(µx1B1 )ρx′(g).
Thus we may assume, by translating g if necessary, that x′ = 1G.
The situation now is that
(12.1) 〈f˜dµB2 ∗ fdµB2 ∗ g, g〉L2(µB0 ) > η‖f‖2L∞(µB2 )‖g‖
2
L2(µ
B2
1
B2
2
B0
).
We examine the difference D1, defined to be
|〈f˜dµB2 ∗ fdµB2 ∗ g, g〉L2(µB0 ) − 〈f˜dµB2 ∗ fdµB2 ∗ (g|B0), g〉L2(µB0 )|
in the first instance. We begin by noting that supp f˜dµB2 ∗ fdµB2 ∗ (g|B0) ⊂ B22B0 ⊂ B+0,2,
and
f˜dµB2 ∗ fdµB2 ∗ (g|B0)(x) = f˜dµB2 ∗ fdµB2 ∗ g(x)
for all x ∈ B−0,2. It follows that
D1 6 ‖g‖2L∞(µ
B22B0
)‖f‖2L1(µB2 )
∫
1B+0,2\B
−
0,2
dµB0
6 ǫ2‖f‖2L∞(µB2 )‖g‖
2
L∞(µ
B22B0
).
Next we examine the difference D2, defined to be
| 1
µG(B0)
.‖fdµB2 ∗ (g|B0)‖2L2(µG) − ‖fdµB2 ∗ (g|B0)‖2L2(µB0 )|
The integrands are the same inside B0, so we have that
D2 6
1
µG(B0)
∫
|fdµB2 ∗ (g|B0)|21B2B0\B0dµG
6 ǫ2‖f‖2L∞(µB2 )‖g‖
2
L∞(B0)
by Young’s inequality.
By the triangle inequality and the estimates for D1 and D2 applied to (12.1) we get that
‖fdµB2 ∗ (g|B0)‖2L2(µB0 ) > η‖f‖
2
L∞(µB2 )
‖g‖2L2(µ
B2
1
B2
2
B0
)
−2ǫ2‖f‖2L∞(µB2 )‖g‖
2
L∞(B22B0)
.(12.2)
Now we need to bound ‖g‖L∞(B22B0). Recall that
˜hdµx1B1 ∗ hdµx1B1 ∗ g = λ‖h‖2L∞(µx1B1 )g,
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thus
|g(x)||λ|‖h‖2L∞(µx1B1 ) 6 | ˜hdµx1B1 ∗ hdµx1B1 ∗ g(x)|
6
∫
‖h‖2L∞(µx1B1 )|g(y
−1x)|dµ˜x1B1 ∗ µx1B1(y)
= ‖h‖2L∞(µx1B1 )
∫
|g(y−1x)|dµB1 ∗ µB1(y).
Since h is not identically zero, it follows that if x ∈ B22B0, then
|g(x)||λ| 6 µG(B
2
1B
2
2B0)
µG(B1)
∫
|g(z)|dµB21B22B0(z)
6 2
µG(B0)
µG(B1)
‖g‖L2(µ
B2
1
B2
2
B0
)
by the Cauchy-Schwarz inequality and the fact that B22 ⊂ B21 and (B0, B1) is 1-closed
4-multiplicative pair. We have shown that
(12.3) ‖g‖L∞(µ
B22B0
) 6 2|λ|−1c−11 ‖g‖L2(µB2
1
B2
2
B0
).
Inserting this and the upper bound on ǫ2 into (12.2) we get that
(12.4) ‖fdµB2 ∗ (g|B0)‖2L2(µB0 ) > η‖f‖
2
L∞(µB2 )
‖g‖2L2(µ
B2
1
B2
2
B0
)/2.
The first conclusion then follows since B0 ⊂ B21B22B0 and
µG(B
2
1B
2
2B0) 6 2µG(B0)
since (B0, B1) is a c1-thick 1-closed 4-multiplictive pair.
For the second conclusion note on combining (12.3) with (12.4), that
‖g‖L∞(µ
B22B0
) 6 4η
−1/2|λ|−1c−11 ‖f‖−1L∞(µB2 )‖(fdµB2) ∗ (g|B0)‖L2(µB0 ),
as required. 
13. Normalising a multiplicative pair
Given a group G and a subgroup H of bounded index, it is relatively easy to find a
subgroup K ⊳ G such that K ⊂ H and K is also of bounded index. The idea is to let K
be the kernel of the natural embedding of G into the symmetry group on the cosets of H :
G 7→ Sym(G/H); x 7→ yH 7→ xyH.
Normal subgroups are often much easier to work with than subgroups and we shall at times
want an approximate analogue for multiplicative pairs and it is the purpose of this section
to prove such a result.
Our argument is essentially the natural extension of the non-approximate situation via
a covering argument. It works in reasonable generality so we include a version not specific
to multiplicative pairs for the benefit of the reader.
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Lemma 13.1. Suppose that A,B,X ⊂ G, µG(BB−1X−1XBB−1) 6 KµG(BB−1), and X
has size M . Then there is a symmetric neighbourhood of the identity, S, with µG(S) >
K1−MµG(BB
−1) such that uSu−1 ⊂ ABB−1A−1 for all u ∈ AX.
Proof. We let S :=
⋂
x∈X xBB
−1x−1, so that S is certainly a symmetric neighbourhood of
the identity. Moreover, if u ∈ AX then u ∈ Ax for some x ∈ X , whence
uSu−1 ⊂ AxSx−1A−1 ⊂ Axx−1BB−1xx−1A−1 = ABB−1A−1.
It remains to show that S is large: enumerate X as (xi)i and define sets (Di)i inductively
such that
Di ⊂ Di−1, µG(Di) = ΩK(µG(Di−1)) and DiD−1i ⊂ xiBB−1x−1i .
Set D1 := B and note that it trivially satisfies the above. Now, suppose that we have
defined Di. Note that
supp 1Di ∗ 1xiBB−1x−1i = Dixi+1BB
−1x−1i+1 ⊂ x1BB−1X−1XBB−1x−1i+1,
since Di ⊂ D1 ⊂ x1BB−1x−11 . It follows by averaging that there is some x such that
µG(Di ∩ xxiBB−1x−1i ) = 1Di ∗ 1xiBB−1x−1i (x) > µG(Di)/K.
Let Di+1 := Di ∩ xxiBB−1x−1i . The sequence Di clearly has the desired properties and
DMD
−1
M ⊂ S from which the result follows. 
We shall need the following immediate corollary.
Corollary 13.2. Suppose that G is a finite group and B0, B1, B2 are such that B0,1 =
(B0, B1) is a c1-thick 1-multiplicative pair, and B1,2 = (B1, B2) is a c2-thick, 1-closed 1-
multiplicative pair. Then there is a symmetric neighbourhood of the identity B3 such that
µG(B3) = Ωc1,c2(µG(B2)) and xB3x
−1 ⊂ B62 for all x ∈ B1.
It is easy to see that the bounds on c−13 inherited from the earlier proof are exponential
in c
−O(1)
1 c
−O(1)
2 .
We shall use the above lemma to facilitate the replacement of expressions like g ∗ µB
with their conjugates µB ∗g, and in particular it will be done through the following lemma.
Lemma 13.3. Suppose that G is a finite group, B0, B1, B2, B3 are symmetric neighbour-
hoods of the identity such that the pair B1,2 := (B1, B2) is an ǫ-closed 1-multiplicative pair,
and xB3x
−1 ⊂ B2 for all x ∈ B0, f ∈ L∞(µB1), g ∈ L2(µB0) and µ is a probability measure
with suppµ ⊂ B3. Then if
ǫ 6 ‖(fdµB1) ∗ (g ∗ µ)‖L2(µB0 )/2
√
3‖f‖L∞(µB1 )‖g‖L∞(µB0 )
we have
‖(fdµB1) ∗ (g ∗ µ)‖2L2(µB0 )/2 6 supu∈B0
sup
y∈B−1,2u
|ρu−1(f) ∗ µ(y)|2‖g‖2L2(µB0 ).
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Proof. Begin by putting
hu(y) :=
∫
f(z)dµ(y−1z−1u) = ρy−1(f) ∗ µ(u),
and note that ∫
hu(y)g(y)dµG(y) = f ∗ (g ∗ µ)(u),
so that writing
S := ‖(fdµB1) ∗ (g ∗ µ)‖2L2(µB0 )
we have
S =
1
µG(B1)2
∫
|
∫
hu(y)g(y)dµG(y)|2dµB0(u).
Now, y ∈ supp hu implies u ∈ B1yB3, and hence supp hu ⊂ B1uB3 ⊂ B1B2u. We want
to estimate a quantity which is quite cumbersome to write down and so we shall have to
introduce a lot of auxiliary notation. Begin by writing
I1(u) :=
∫
hu(y)g(y)dµG(y),
I2(u) :=
∫
hu(y)g(y)1B−1,2u(y)dµG(y),
and
D1 :=
∫
|I1|2dµB0 and D1 :=
∫
|I2|2dµB0 .
We want to estimate D := |D1−D2| from above and below. First, unpacking the notation
one sees that
D1 = µG(B1)
2‖(fdµB1) ∗ (g ∗ µ)‖2L2(µB0 )
from our earlier calculations. To estimate D from below, we shall estimate D2 from above.
Write
Q := sup
u∈B0
sup
y∈B−1,2u
|ρy−1(f) ∗ µ(u)|,
(our eventual quantity of interest) and note that
D2 6 Q
2
∫ (∫
|g(y)|1B−1,2u(y)dµG(y)
)2
dµB0(u)
= Q2
∫
|g(y)||g(y′)|µG(B−1,2y ∩B−1,2y′)dµG(y)dµG(y′)
6
1
2
Q2
∫
(|g(y)|2 + |g(y′)|2)µG(B−1,2y ∩ B−1,2y′)dµG(y)dµG(y′)
= µG(B
−
1,2)
2Q2‖g‖2L2(µB0 ) 6 µG(B1)
2Q2‖g‖2L2(µB0 ).
Now we turn to bounding D from above. We have
(13.1) D = |
∫
|I1|2 − |I2|2dµB0| 6
(∫
|I1 − I2|2dµB0
∫
(|I1|+ |I2|)2dµB0
)1/2
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by the Cauchy-Schwarz inequality and the triangle inequality. Now, since supp hu ⊂ B1B2u
we have that
I1(u) =
∫
hu(y)g(y)1B+1,2u(y)dµG(y),
whence
|I1(u)− I2(u)| 6 ‖hu‖L∞(µG)‖g‖L∞(µG)ǫµG(B1)
since (B1, B2) is an ǫ-closed 1-multiplicative pair. By Young’s inequality and the support
off and g we have that
‖hu‖L∞(µG) 6 ‖f‖L∞(µB1 ) and ‖g‖L∞(µG) 6 ‖g‖L∞(µB0 ).
Inserting this into (13.1) we get that
D 6 ǫµG(B1)‖f‖L∞(µB1 )‖g‖L∞(µB0 )
(
2
∫
|I1|2 + |I2|2dµB0
)1/2
= ǫµG(B1)‖f‖L∞(µB1 )‖g‖L∞(µB0 )(2µG(B1)2(S +Q2‖g‖2L2(µB0 )))
1/2.
On the other hand
D > µG(B1)
2(S −Q2‖g‖2L2(µB0 )),
whence
S −Q2‖g‖2L2(µB0 ) 6 ǫ‖f‖L∞(µB1 )‖g‖L∞(µB0 )
√
2(S +Q2‖g‖2L2(µB0 )).
Now, either we are done, or
2Q2‖g‖2L2(µB0 ) 6 S,
whence
S −Q2‖g‖2L2(µB0 ) 6 ǫ‖f‖L∞(µB1 )‖g‖L∞(µB0 )
√
3S,
and the result is proved in light of the upper bound on ǫ. 
14. Fourier analysis on multiplicative pairs
In this section we develop Fourier analysis on multiplicative pairs. In particular, we shall
try to extend as many of the results from §4 to this approximate setting as possible.
We have previously defined a Haar measure and with this we can formulate the analogue
of the transform f 7→ Lf . Suppose that B = (B,B′) is a multiplicative pair and f ∈
L1(µB′). We define the operator LB,f as follows:
LB,f : L
2(µB)→ L2(µB); v 7→ ((fdµB′) ∗ v)|B.
The map is not an algebra homomorphism, although it functions approximately as such,
but it does preserve adjoints.
Lemma 14.1. Suppose that G is a finite group, B = (B,B′) is a multiplicative pair and
f ∈ L1(µB′). Then L∗B,f = LB,f˜ .
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Proof. This is simply a calculation. Suppose that v, w ∈ L2(µB) and note that
〈LB,fv, w〉L2(µB) = µG(B)−1〈(fdµB′) ∗ v, w〉L2(µG).
We apply Lemma 4.1 to see that
〈LB,fv, w〉L2(µB) = µG(B)−1〈v, ˜(fdµB′) ∗ w〉L2(µG).
However, f˜dµB′ = f˜dµB′, whence
〈LB,fv, w〉L2(µB) = 〈v, LB,f˜ ∗ w〉L2(µB)
since supp v ⊂ B. Since v and w were arbitrary we conclude that L∗B,f = LB,f˜ . 
We do not have a direct analogue of Parseval’s theorem, however we do have an ana-
logue of Bessel’s inequality (Parseval’s theorem polarised and with an inequality instead
of equality) which is all we shall need for applications.
The observation that a Bessel-type inequality is often sufficient was made fact by Green
and Tao in [GT08] where they prove a Bessel inequality relative to Bohr sets in the abelian
setting.
Proposition 14.2 (Local Bessel inequality). Suppose that G is a finite group, B = (B,B′)
is a c-thick multiplicative pair and f ∈ L2(µB′). Then
‖LB,f‖2End(L2(µB)) 6 c−1‖f‖2L2(µB′ )
Proof. The left hand side is just the trace of L∗B,fLB,f which is basis invariance, thus for
any orthonormal basis e1, . . . , en of L
2(µB) we have
‖LB,f‖2End(L2(µB)) =
n∑
i=1
〈L∗B,fLB,fei, ei〉L2(µB).
Now, we choose e1, . . . , en judiciously as we did in the proof of Parseval’s theorem. For
each x ∈ B, define the function
ex(y) :=
{
|B|1/2 if y = x
0 otherwise.
It is easy to see that (ex)x∈B is an orthonormal basis for L
2(µB) and, furthermore, we have
LB,f(ex)(y) = f(yx
−1)1B(y)|B|1/2|B′|−1 for all y ∈ B.
It follows that
〈L∗B,fLB,fex, ex〉L2(µB) = ‖LB,fex‖2L2(µB) 6 ‖f‖2L2(µB′ )|B
′|−1
whence, on summing, we get the result. 
A key property of the operators Lf was that they commuted with right translation; this
is only true approximately when set relative to multiplicative pairs setting. We begin by
setting some notation for right translation to help make some of our results more suggestive.
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Suppose that G is a finite group and B is an r-multiplicative pair with ground set B and
perturbation set B′. We write
ρB,y : L
2(µB)→ L2(µB); v 7→ ρy(v)|B,
for each y ∈ B′r. First we should remark that the maps ρB,y are no longer unitary and
recovering the situation in a useful way is a major part of our work in §16. For now we
have the following lemma which says that ρB,y is approximately unitary.
Lemma 14.3 (Approximate unitarity). Suppose that G is a finite group and B = (B,B′)
is an ǫ-closed r-multiplicative pair. Then
0 6 ‖v‖2L2(µB) − ‖ρB,y(v)‖2L2(µB) 6 ǫ‖v‖2L∞(µB),
whenever y ∈ B′r and v ∈ L∞(µB).
Proof. We evaluate the expression on the left
‖ρB,y(v)‖2L2(µB) =
1
µG(B)
∫
|v(xy)|21B(x)dµG(x)
=
1
µG(B)
∫
|v(z)|21B(zy−1)dµG(z).
The lower bound follows immediately by non-negativity of the integrand. For the upper
bound just note that
| 1
µG(B)
∫
|v(z)|21B(zy−1)dµG(z)− 1
µG(B)
∫
|v(z)|21B(z)µG(z)|
is then at most
‖v‖2L∞(µB)‖ρy−1(µB)− µB‖
by the triangle inequality. The result follows from Lemma 12.1 since y−1 ∈ B′−r = B′r. 
Now we turn to showing that ρB′,y approximately commutes with LB,f if B′ and B are
suitably related. The following lemma encodes this fact.
Lemma 14.4 (Approximate commuting). Suppose that G is a finite group, B = (B,B′)
is a c-thick multiplicative pair, B′ = (B,B′′) is an ǫ′-closed r-multiplicative pair and f ∈
L∞(µB′). Then
‖ρB′,yLB,fv − LB,fρB′,yv‖2L2(µB) = O(ǫ′c−2‖v‖2L∞(µB)‖f‖2L∞(µB′ ))
for all y ∈ B′′r and v ∈ L∞(µB).
Proof. We examine the two terms on the left individually. With the first term we have
ρB′,yLB,fv(x) =
1
µG(B′)
∫
f(z)v(z−1xy)dµG(z)1B(xy)1B(x).
By change of variables z−1xy = u this gives
(14.1) ρB′,yLB,fv(x) =
µG(B)
µG(B′)
∫
f(xyu−1)v(u)dµB(u)1B(xy)1B(x).
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On the other hand the second term has
LB,fρB′,yv(x) =
1
µG(B′)
∫
f(z)v(z−1xy)1B(z
−1x)dµG(z)1B(x).
Now, make the change of variables u = z−1xy to get
LB,fρB′,yv(x) =
µG(B)
µG(B′)
∫
f(xyu−1)v(u)dρy−1(µB)(u)1B(x).
However ‖ρy−1(µB)− µB‖ 6 ǫ′ by Lemma 12.1 since y ∈ B′′r, whence
|LB,fρB′,yv(x)− µG(B)
µG(B′)
∫
f(xyu−1)v(u)dµB(u)1B(x)|
is at most
ǫ′c−1‖v‖L∞(µB)‖f‖L∞(µB′ )1B(x).
Combining this with (14.1) we get that
|ρB′,yLB,fv(x)− LB,fρB′,yv(x)|
is at most
µG(B)
µG(B′)
|f ∗ v(xy)||1B(xy)1B(x)− 1B(x)|+ ǫ′c−1‖v‖L∞(µB)‖f‖L∞(µB′ )1B(x).
Integrating the square of this against dµB and applying the Cauchy-Schwarz inequality we
see that
‖ρB′,yLB,fv − LB,fρB′,yv‖2L2(µB)
is at most
2(c−2‖f ∗ v‖2L∞(µG)‖ρy(1B)− 1B‖2L2(µB) + ǫ′2c−2‖v‖2L∞(µB)‖f‖2L∞(µB′ )).
Furthermore, we trivially have ‖f ∗ v‖L∞(µG) 6 ‖f‖L∞(µB′ )‖v‖L∞(µB) since supp f ⊂ B′ and
supp v ⊂ B, whence
‖ρB′,yLB,fv − LB,fρB′,yv‖2L2(µB)
is at most
2c−2‖v‖2L∞(µB)‖f‖2L∞(µB′ )(‖ρy(1B)− 1B‖2L2(µB) + ǫ′2).
It remains to note that
‖ρy(1B)− 1B‖2L2(µB) =
∫
|1B(xy)1B(x)− 1B(x)|2dµB(x)
=
1
µG(B)
∫
|1B(xy)− 1B(x)|1B(x)dµG(x)
6
1
µG(B)
∫
|1B(xy)− 1B(x)|dµG(x)
= ‖ρy(µB)− µB‖ 6 ǫ′.
The result is proved. 
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As with Parseval’s theorem we do not have an analogue of the inversion formula relative
to multiplicative pairs. We do, however, have an analogue of Fourier bases. Suppose that
G is a finite group, B = (B,B′) is a multiplicative pair and f ∈ L1(µB′). We write
si(B, f) := si(LB,f)
for the singular values of LB,f and call an orthonormal basis v1, . . . , vn of L
2(µB) a Fourier
basis of L2(µB) for f if
L∗B,fLB,fvi = |si(B, f)|2vi for all 1 6 i 6 n.
The following is an immediate consequence of Corollary 3.2.
Proposition 14.5 (Local Fourier bases). Suppose that G is a finite group, B := (B,B′)
is a multiplicative pair and f ∈ L1(µB′). Then there is a Fourier basis of L2(µB) for f .
15. The spectrum of convolution operators on multiplicative pairs
In this section we define the spectrum of a function on a multiplicative pair and develop
some of the basic facts. To analyse functions on a multiplicative pair in a Fourier theoretic
spirit we shall analyse the spectrum of the function so it will be a very important structure.
We begin with the Hausdorff-Young inequality.
Lemma 15.1 (Hausdorff-Young). Suppose that G is a finite group, B = (B,B′) is a
multiplicative pair and f ∈ L1(µB′). Then
|s1(B, f)| 6 ‖f‖L1(µB′ ).
Proof. Let v ∈ L2(µB) be a unit vector such that
‖LB,fv‖2L2(µB) = ‖LB,f‖2 = |s1(B, f)|2.
Writing out the first of these terms we get that it is equal to
1
µG(B)µG(B′)2
∫ ∣∣∣∣∫ f(z)v(z−1y)dµG(z)∣∣∣∣2 1B(y)dµG(y).
By non-negativity of the integrand, the integral is at most∫ ∣∣∣∣∫ f(z)v(z−1y)dµG(z)∣∣∣∣2 dµG(y) = ‖f ∗ v‖2L2(µG).
Young’s inequality tells us that
‖f ∗ v‖2L2(µG) 6 ‖f‖2L1(µG)‖v‖2L2(µG) = ‖f‖2L1(µG).µG(B),
whence
|s1(B, f)|2 6 1
µG(B)µG(B′)2
‖f‖2L1(µG).µG(B) = ‖f‖2L1(µB′ ).
The result is proved. 
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In light of the preceeding we make the following definition. Suppose that G is a finite
group, B = (B,B′) is a multiplicative pair and f ∈ L1(µB′). The δ-spectrum of f is then
defined to be the space
Specδ(B, f) :=
⊕
i:|si(B,f)|>δ‖f‖L1(µ
B′
)
{v ∈ L2(µB) : L∗B,fLB,fv = |si(B, f)|2v}.
Note that the spaces on the right are eigenspaces and hence vector spaces, so the definition
makes sense, and is a subspace of L2(µB).
Again, when G is abelian and B = (G,G) then the characters γ for which |f̂(γ)| >
δ‖f‖L1(µG) form a basis for Specδ(B, f) and we are often interested in bounding the number
of such characters. There is a relatively easy bound sometimes called the Parseval bound
which follows from Bessel’s inequality (or Parseval’s theorem). We now prove an analogue
in our setting.
Lemma 15.2 (The Parseval bound). Suppose that G is a finite group, B = (B,B′) is a
c-thick multiplicative pair, f ∈ L2(µB) is not identically zero and δ ∈ (0, 1] is a parameter.
Then
dim Specδ(B, f) 6 c−1δ−2‖f‖−2L1(µB′ )‖f‖
2
L2(µB′ )
.
Proof. Let v1, . . . , vn be a Fourier basis of L
2(µB) for f as afforded by Proposition 14.5.
Writing d for the dimension of Specδ(B, f), we have
|si(B, f)| > δ‖f‖L1(µB′ ) whenever i 6 d.
In view of this
‖f‖2L1(µB)δ2d 6
d∑
i=1
‖LB,fvi‖2L2(µB′ )
6
n∑
i=1
‖LB,fvi‖2L2(µB′ ) =
n∑
i=1
〈L∗B,fLB,fvi, vi〉L2(µB).
The right hand side of this is just the trace of L∗B,fLB,f which we bound using the Bessel-
type inequality in Proposition 14.2; we get
‖f‖2L1(µB′ )δ
2d 6 c−1‖f‖2L2(µB′ ),
and the lemma is proved after some rearranging. 
In the abelian setting, thanks to the Fourier transform, we are able to take all the vectors
in a Fourier basis to be characters of the group, and these have the nice property that they
are bounded in L∞. This need not be true in the more general setting, but we do have the
following bound.
Lemma 15.3. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L2(µB′) and v is a unit eigenvector of L∗B,fLB,f with non-zero eigenvalue |λ|2.
Then
‖v‖L∞(µB) 6 |λ|−2c−1/2‖f‖L1(µB′ )‖f‖L2(µB′ ).
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Proof. Since v is an eigenvector of L∗B,fLB,f we have that
((f˜dµB′) ∗ (((fdµB′) ∗ v)|B))|B = |λ|2v,
so that
|λ|2‖v‖L∞(µB) = µG(B′)−2‖f˜ ∗ ((f ∗ v)1B)‖L∞(µB)
6 µG(B
′)−2‖f˜‖L1(µG)‖f ∗ v‖L∞(µG)
by a trivial instance of Young’s inequality. By a different instance of Young’s inequality
we also have
‖f ∗ v‖L∞(µG) 6 ‖f‖L2(µG)‖v‖L2(µG)
= (µG(B)µG(B
′))1/2‖f‖L2(µB′ )‖v‖L2(µB).
Inserting this in the previous and noting that ‖f˜‖L1(µG) = µG(B′)‖f‖L1(µB′ ) we get the
result. 
A useful corollary of this is that all unit vectors in the large spectrum have well controlled
L∞-norm.
Corollary 15.4. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L2(µB′) is not identically zero and δ ∈ (0, 1] is a parameter. Then
‖v‖L∞(µB) 6 δ−3c−1‖f‖−2L1(µB′ )‖f‖
2
L2(µB′ )
for all unit vectors v ∈ Specδ(B, f).
Proof. Let v1, . . . , vn be a Fourier basis of L
2(µB) for f as afforded by Proposition 14.5.
Writing d for the dimension of Specδ(B, f) we have that v1, . . . , vd ∈ Specδ(B, f), and we
may decompose v ∈ Specδ(B, f) as
v =
d∑
i=1
µivi where
d∑
i=1
|µi|2 = 1.
By the triangle inequality we have that
(15.1) ‖v‖L∞(µB) 6
d∑
i=1
|µi| sup
16i6d
‖vi‖L∞(PB).
We estimate the left hand term on the right by the Cauchy-Schwarz inequality which shows
that it is at most
√
d. This may, in turn, be bounded by the Parseval bound from Lemma
15.2 to get that
d 6 c−1δ−2‖f‖−2L1(µB′ )‖f‖
2
L2(µB′ )
.
We now estimate the right most term in (15.1) by Lemma 15.3:
sup
16i6d
‖vi‖L∞(PB) 6 δ−2c−1/2‖f‖−1L1(µB′ )‖f‖L2(µB′ ).
Combining all this gives the result. 
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16. Analysis of the large spectrum
The large spectrum determines the average behaviour of a function. Indeed, given a
multiplicative pair B = (B,B′) and a function f ∈ L1(µB′) we should like to find a large
set B′′ such that B′ = (B,B′′) is a multiplicative pair and
‖ρB′,y(v)− v‖L2(µB) 6 ǫ‖v‖L2(µB) for all v ∈ Specδ(B, f),
and then decompose f as
f = f ∗ µB′′ + (f − f ∗ µB′′).
In the abelian setting the set B′′ is just the Bohr set corresponding to the characters in
Specδ(B, f), which is large since the spectrum has bounded dimension by the Parseval
bound. In this section we show that there is a large set B′′ such that
Specδ(B, f)→ Specδ(B, f); v 7→ ρB′,y(v)|Specδ(B,f)
is close to a representation in a certain sense, and then this can be combined with the
theory of non-abelian Bohr sets from the next section to get our desired decomposition.
The above is just a sketch and we now turn to the business of realising a version of it.
To state our results we shall find it useful to have one extra piece of notation: given a set
B and a function f ∈ L1(µB), it will be useful to define the width of f to be
w(f) := ‖f‖L1(µB)‖f‖−1L∞(µB).
This is just a notational convenience, but to help intuition, think of the case when f is an
indicator function. Then w(f) is just the density of its support.
We begin by showing that the whole large spectrum is almost closed under translation
by elements in a sufficiently small ball.
Lemma 16.1. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, B′ = (B,B′′) is an ǫ′-closed r-multiplicative pair, f ∈ L1(µB′) is not identically zero,
and δ, η ∈ (0, 1] are parameters. Then
d(ρB′,yv, Specδ−η(B, f))2 = O(ǫ′η−O(1)c−O(1)δ−O(1)w(f)−O(1)‖v‖2L2(µB))
for all v ∈ Specδ(B, f) and y ∈ B′′r.
We remind the reader that if H is a finite dimensional Hilbert space, V 6 H and v ∈ H
then
d(v, V ) = inf {‖v − v′‖ : v′ ∈ V }.
Before proving this lemma we establish the result for eigenvectors.
Lemma 16.2. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, B′ = (B,B′′) is an ǫ′-closed r-multiplicative pair, f ∈ L1(µB′) is not identically zero,
v ∈ Specδ(B, f) is a unit eigenvector of L∗B,fLB,f and 0 < η 6 δ 6 1 are parameters. Then
d(ρB′,yv, Specδ−η(B, f))2 = O(ǫ′η−O(1)c−O(1)δ−O(1)w(f)−O(1))
for all y ∈ B′′r.
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Proof. Since L∗B,f = LB,f˜ we may apply Lemma 14.4 to get that
‖ρB′,yL∗B,fLB,fv − L∗B,fρB′,yLB,fv‖2L2(µB) = O(ǫ′c−2‖LB,fv‖2L∞(µB)‖f˜‖2L∞(µB′ )).
Of course ‖f˜‖L∞(µB′ ) = ‖f‖L∞(µB′ ) and
‖LB,fv‖L∞(µB) = ‖((fdµB′) ∗ v)1B‖L∞(µG) 6 ‖f‖L1(µB′ )‖v‖L∞(µB)
by Young’s inequality, whence
(16.1) ‖ρB′,yL∗B,fLB,fv − L∗B,fρB′,yLB,fv‖2L2(µB)
is at most
O(ǫ′c−2‖v‖2L∞(µB)‖f‖2L1(µB′ )‖f‖
2
L∞(µB′ )
).
On the other hand, by the Hausdorff-Young bound (Lemma 15.1) we have that
‖L∗B,fρB,yLB,fv − L∗B,fLB,fρB,yv‖2L2(µB)
is at most
‖f‖2L1(µB′ ).‖ρB,yLB,fv − LB,fρB,yv‖
2
L2(µB)
.
We estimate the second of these terms by Lemma 14.4 to get that
‖L∗B,fρB,yLB,fv − L∗B,fLB,fρB,yv‖2L2(µB)
is at most
O(ǫ′c−2‖v‖2L∞(µB)‖f‖2L1(µB′ )‖f‖
2
L∞(µB′ )
).
Combining this with the upper bound for (16.1) by the triangle inequality it follows that
‖ρB′,yL∗B,fLB,fv − L∗B,fLB,fρB′,yv‖2L2(µB)
is at most
O(ǫ′c−2‖v‖2L∞(µB)‖f‖2L1(µB′ )‖f‖
2
L∞(µB′ )
).
Now, L∗B,fLB,fv = |λ|2v for some λ with |λ| > δ‖f‖L1(µB′ ) > 0, whence
‖|λ|2ρB′,yv − L∗B,fLB,fρB′,yv‖2L2(µB) = O(ǫ′c−2‖v‖2L∞(µB)‖f‖2L1(µG)‖f‖2L∞(µB′ )).
Apply Lemma 15.3 to bound ‖v‖L∞(µB) from above so that
‖|λ|2ρB′,yv − L∗B,fLB,fρB′,yv‖2L2(µB)
is at most
O(ǫ′c−3|λ|−4‖f‖2L2(µB′ )‖f‖
4
L1(µB′ )
‖f‖2L∞(µB′ )).
Since
‖f‖2L2(µB′ ) 6 ‖f‖L1(µB′ )‖f‖L∞(µB′ ) and |λ| > δ‖f‖L1(µB′ )
we can simplify this to give
‖|λ|2ρB′,yv − L∗B,fLB,fρB′,yv‖2L2(µB) = O(ǫ′c−3δ−4w(f)‖f‖4L∞(µB′ )).
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Now, let v1, . . . , vn be a Fourier basis of L
2(µB) for f – such a basis is afforded by Propo-
sition 14.5. Decompose
ρB′,yv =
n∑
i=1
µivi,
and insert this into the previous bound to get that
n∑
i=1
|µi|2(|λ|2 − |si(B, f)|2)2 = O(ǫ′c−3δ−4w(f)‖f‖4L∞(µB′ )).
Thus, if |si(B, f)| 6 (δ − η)‖f‖L1(µB′ ) then
(|λ|2 − |λi|2)2 > δ2η2‖f‖4L1(µB′ ).
It follows that ∑
i:|λi|6(δ−η)‖f‖L1(µ
B′
)
|µi|2 = O(ǫ′η−2c−3δ−6w(f)−3).
On the other hand vi ∈ Specδ−η(B, f) for all i with |si(B, f)| > (δ − η)‖f‖L1(µB′ ) whence∑
i:|λi|>(δ−η)‖f‖L1(µ
B′
)
µivi ∈ Specδ−η(B, f),
and so
d(ρB′,yv, Specδ−η(B, f))2 = O(ǫ′η−2c−3δ−6w(f)−3)
and we have the result. 
The proof of our desired lemma is now a straightforward corollary.
Proof of Lemma 16.1. Let v1, . . . , vn be a Fourier basis of L
2(µB) for f . We may rescale
v so that it is a unit vector and writing d for the dimension of Specδ(B, f) we there are
complex numbers µ1, . . . , µd such that
v =
d∑
i=1
µivi and
d∑
i=1
|µi|2 = 1.
By the triangle inequality we have that
d(ρB′,yv, Specδ−η(B, f))2 6 (
d∑
i=1
|µi|)2 sup
16i6d
d(ρB′,yvi, Specδ−η(B, f))2.
On the other hand the first term on the right is at most d by the Cauchy-Schwarz inequality
and we can bound this by the Parseval bound in Lemma 15.2:
d 6 c−1δ−2‖f‖−2L1(µB′ )‖f‖
2
L2(µB′ )
6 c−1δ−2w(f)−1.
The second term is bounded by the preceeding lemma and we get the result. 
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We know from Lemma 14.3 that the maps ρB′,y have ‖ρB,yv‖L2(µB) close to ‖v‖L2(µB),
however they are not necessarily endomorphisms. The preceeding lemma shows that they
are close to almost endomorphisms of Specδ(B, f), and we can now apply the pigeonhole
principle to see that there is a point when they are close to actual endomorphisms.
Lemma 16.3. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L1(µB′) is not identically zero, and δ ∈ (0, 1] is a parameter. Then there is some
δ′ ∈ (δ/2, δ] and an η ∈ (0, 1] with
η = Ω(δ3cw(f))
such that
Specδ′(B, f) = Specδ′−η(B, f).
Proof. By the Parseval bound in Lemma 15.2 we have that
dim Specδ/2(f) 6 k := ⌊4δ−2c−1‖f‖−2L1(µB′ )‖f‖
2
L2(µB′ )
⌋.
Consider the sequence of k + 2 spaces
Specδ(B, f) 6 Specδ−δ/(2k+2)(B, f)
6 Specδ−2δ/(2k+2)(B, f)
6 . . .
6 Specδ−(k+1)δ/(2k+2)(B, f).
Since Specδ−(k+1)δ/(2k+2)(B, f) = Specδ/2(B, f) has dimension at most k it follows that some
two of the spaces in the sequence must have the same dimension and hence be equal.
The fact that ‖f‖2L2(µB′ ) 6 ‖f‖L1(µB′ )‖f‖L∞(µB′ ) now completes the lemma. 
The next lemma combines our work so far to give us a ball of almost unitary endomor-
phisms.
Lemma 16.4. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L1(µB′) is not identically zero, and δ ∈ (0, 1] is a parameter. Then there is some
δ′ ∈ (δ/2, δ] such that if B′ = (B,B′′) is an ǫ′-closed r-multiplicative pair, then
d(ρB′,yv, Specδ′(B, f))2 = O(ǫ′δ′−O(1)c−O(1)w(f)−O(1)‖v‖2L2(µB))
for all v ∈ Specδ′(B, f) and y ∈ B′′r.
Proof. Apply the previous lemma to get δ′ and an η, and then Lemma 16.1 to complete. 
We make two new definitions which will be convenient. Let CSR > 0 be some absolute
constant such that one has the bound
d(ρB′,yv, Specδ′(B, f))2 6 ǫ′(2δ−1c−1w(f)−1)CSR‖v‖2L2(µB)
in Lemma 16.4.
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Now, suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative pair and
f ∈ L1(µB′) is not identically zero. We say that δ is regular for (B, f) if for every ǫ′-closed
r-multiplicative pair B′ = (B,B′′) we have
d(ρB′,yv, Specδ′(B, f))2 6 ǫ′(2δ−1c−1w(f)−1)CSR‖v‖2L2(µB)
for all v ∈ Specδ(B, f) and y ∈ B′′r. Lemma 16.4 guarantees a plentiful supply of regular
values.
Furthermore, for each y ∈ G we define the map
TB,f,δ,y : Specδ(B, f)→ Specδ(B, f); v 7→ πSpecδ(B,f)((ρyv)|B),
where πSpecδ(B,f) denotes the usual orthogonal projection of L
2(µB) onto the subspace
Specδ(B, f).
If δ is regular for (B, f) then it turns out that the map y 7→ TB,f,δ,y is approximately a
homomorphism – the next lemma makes this precise.
Lemma 16.5. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L1(µB′) is not identically zero, and δ ∈ (0, 1] is regular for (B, f). Then for every
ǫ′-closed r-multiplicative pair B′′ = (B,B′′) we have
‖TB,f,δ,yz − TB,f,δ,yTB,f,δ,z‖2 = O(ǫ′δ−O(1)c−O(1)w(f)−O(1))
for all z, y, yz ∈ B′′r, and TB,f,δ,1G = ISpecδ(B,f), the identity on Specδ(B, f).
Proof. Note that if v ∈ Specδ(B, f) is a unit vector, and z ∈ B′′r then
‖ρzv − ρB′,zv‖2L2(µG) =
∫
|v(xz)− v(xz)1B(x)|2dµG(x)
=
∫
|v(xz)|2|1B(xz)− 1B(x)|dµG(x)
6 ‖v‖2L∞(µB)ǫ′µG(B)
by Lemma 12.1 since B′ = (B,B′′) is an ǫ′-closed r-multiplicative pair. We estimate
‖v‖L∞(µB) via Corollary 15.4 and the fact that ‖f‖2L2(µB′ ) 6 ‖f‖L1(µB′ )‖f‖L∞(µB′ ) to get
that
‖v‖L∞(µB) = O(δ−O(1)c−O(1)w(f)−O(1)).
Inserting this in the previous we get that
‖ρzv − ρB′,zv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)).
Moreover, since δ is regular
‖ρB′,zv − TB,f,δ,zv‖2L2(µG) = ‖ρB′,zv − TB,f,δ,zv‖2L2(µB)µG(B)
= d(ρB′,zv, Specδ(B, f))2µG(B)
= O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)).
It follows from the triangle inequality that
(16.2) ‖ρzv − TB,f,δ,zv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)),
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whenever z ∈ B′′r and v ∈ Specδ(B, f) is a unit vector. In particular we also have
(16.3) ‖ρyv − TB,f,δ,yv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B))
whenever y ∈ B′′r and v ∈ Specδ(B, f) is a unit vector, and
(16.4) ‖ρyzv − TB,f,δ,yzv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)),
whenever yz ∈ B′′r and v ∈ Specδ(B, f) is a unit vector.
Now, the map ρy is unitary and ρyz = ρyρz, so (16.2) gives that
‖ρyzv − ρyTB,f,δ,zv‖2L2(µG) = ‖ρy(ρz − TB,f,δ,z)v‖2L2(µG)
= O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)).
Thus by the triangle inequality and (16.4) we have that
‖TB,f,δ,yzv − ρyTB,f,δ,zv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)).
On the other hand applying (16.3) to the vector TB,f,δ,zv appropriately rescaled we get that
‖ρyTB,f,δ,zv − TB,f,δ,yTB,f,δ,zv‖2L2(µG) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)µG(B)),
since ‖TB,f,δ,zv‖L2(µB) 6 ‖v‖L2(µB). Finally the first conclusion of the lemma follows from
the triangle inequality. The second conclusion is immediate. 
The maps TB,f,δ,y can also be well approximated by unitary maps, as the following lemma
confirms. To prove this we use a general operator theoretic result which says that if a map
M ∈ End(H) has ‖Mv‖H ≈ 1 for all unit vectors v ∈ H , then it is close to a unitary map.
Lemma 16.6. Suppose that H is a d-dimensional complex Hilbert space, M : H → H and
ǫ ∈ (0, 1) is a parameter such that
|‖Mv‖H − 1| 6 ǫ for all unit v ∈ H.
Then there is a unitary matrix U such that ‖M − U‖ 6 ǫ.
Proof. Let v1, . . . , vd be an orthonormal basis of the type afforded by Corollary 3.2, and
note that
‖Mvi‖2H = 〈Mvi,Mvi〉H = 〈M∗Mvi, vi〉H = |si(M)|2.
It follows from the hypothesis that |si(M) − 1| 6 ǫ < 1 for all i. In particular si(M) > 0
for all i, whence we can define U on the basis by Uvi := Mvi/si(M), extending to H by
linearity.
First we check that
‖Mvi − Uvi‖2H = 〈Mvi,Mvi〉H + 〈Uvi, Uvi〉H − 2ℜ〈Mvi, Uvi〉H .
By construction of U it follows that
‖Mvi − Uvi‖2H = (|si(M)|2 + 1− 2|si(M)|) 6 ǫ2.
Since v1, . . . , vd is an orthonormal basis for H it follows that ‖M − U‖ 6 ǫ as claimed.
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To complete the lemma we check that U is unitary. Again it suffices to check this on
the basis:
〈Uvi, Uvj〉H = 1|si(M)||sj(M)| 〈Mvi,Mvj〉H
=
1
|si(M)||sj(M)| 〈M
∗Mvi, vj〉H = |si(M)||sj(M)| 〈vi, vj〉H .
This quantity is 1 is i = j and 0 otherwise. It follows that U is unitary and we are done. 
Lemma 16.7. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative
pair, f ∈ L1(µB′) is not identically zero, and δ is regular for (B, f). Then for every
ǫ′-closed r-multiplicative pair B′ = (B,B′′), and every y ∈ B′′r there is a unitary map
Uy ∈ U(Specδ(B, f)) such that
‖TB,f,δ,y − Uy‖2 = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)).
Proof. Suppose that v ∈ Specδ(B, f) is a unit vector. By Lemma 14.3 we have that
|‖ρB,yv‖2L2(µB) − 1| 6 ǫ′‖v‖2L∞(µB)
whenever y ∈ B′′r. Now, by Corollary 15.4 we have that
|‖ρB,yv‖2L2(µB) − 1| = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)).
On the other hand, by regularity of δ we have
‖ρB,yv − TB,f,δ,yv‖2L2(µB) = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)),
whence
|‖TB,f,δ,yv‖2L2(µB) − 1| = O(ǫ′δ−O(1)c−O(1)w(f)−O(1)).
The conclusion follows from Lemma 16.6. 
17. Bohr sets and balls in unitary groups
In this section we develop some basic size estimates for non-abelian Bohr sets. We begin
by recalling the traditional abelian definition of a Bohr set: suppose that G is a finite
abelian group, Γ = {γ1, . . . , γd} is a set of homomorphisms G → S1, and δ ∈ (0, 2]. Then
the Bohr set with frequency set Γ and width δ is
Bohr(Γ, δ) := {x ∈ G : |γi(x)− 1| 6 δ for all 1 6 i 6 d}.
There is, of course, an ever so slightly different (and more common) definition where we
ask that | arg γi(x)| 6 δ instead of |γi(x)− 1| 6 δ, but since the γis are locally linear this
difference plays no material roˆle.
Now we shall present an equivalent definition which generalises to the non-abelian setting
more easily.
Lemma 17.1 (Alternative definition of Bohr sets). Suppose that G is a finite abelian
group, H is a d-dimensional Hilbert space and δ ∈ (0, 2]. Then
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(i) given a set Γ := {γ1, . . . , γd} of homomorphisms G→ S1, there is a homomorphism
γ : G→ U(H) such that
Bohr(Γ, δ) = {x ∈ G : ‖γ(x)− I‖ 6 δ};
(ii) and conversely given a homomorphism γ : G→ U(H) we get a set Γ = {γ1, . . . , γd}
of homomorphisms G→ S1 such that
Bohr(Γ, δ) = {x ∈ G : ‖γ(x)− I‖ 6 δ}.
Proof. Both parts are easy, but the first perhaps slightly more so. Begin by letting v1, . . . , vd
be an orthonormal basis of H and define a map γ : G→ U(H) by
x 7→ γ(x) : H → H ;
d∑
i=1
µivi 7→
d∑
i=1
µiγi(x)vi.
It is easy to check that this is a well-defined homomorphism, and we also see that
‖γ(x)− I‖ 6 δ if and only if |γi(x)− 1| 6 δ for all 1 6 i 6 d.
The first part then follows immediately.
On the other hand given a homomorphism γ : G→ U(H) we construct a frequency set
as follows. Since G is abelian, γ(G) is abelian, and x ∈ G iff x−1 ∈ G whence γ(G) is an
adjoint closed commuting set of operators. It follows from the spectral theorem that there
is an orthonormal basisv1, . . . , vd simultaneously diagonalizing all of γ(G). Let
γi : G→ S1; x 7→ 〈γ(x)vi, vi〉.
It is easy to see that all the γi are well-defined homomorphisms and that
‖γ(x)− I‖ 6 δ if and only if |γi(x)− 1| 6 δ for all 1 6 i 6 d,
from which the result follows immediately on setting Γ := {γ1, . . . , γd}. 
In light of the above lemma we make the following definitions. Suppose that H is a
d-dimensional Hilbert space and δ ∈ (0, 2]. Then we write
B(U(H), δ) := {M ∈ U(H) : ‖M − I‖ 6 δ}
which is the usual δ-ball around the identity. Now, suppose thatG is a finite (not necessarily
abelian) group and γ : G→ U(H) is a homomorphism, then we write
Bohr(γ, δ) := {x ∈ G : γ(x) ∈ B(U(H), δ)}.
In the abelian setting there is a very useful pigeonhole argument which gives an estimate
for the size of a Bohr set by pulling back an estimate for the size of balls in (S1)d.
Lemma 17.2 (Size of abelian Bohr sets, [TV06, Lemma 4.19]). Suppose that G is a finite
abelian group, Γ = {γ1, . . . , γd} is a set of homomorphisms G→ S1, and δ ∈ (0, 2]. Then
µG(Bohr(Γ, δ)) > Ω(δ)
d.
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We should remark that technically the lemma in [TV06] is for the more common defini-
tion of Bohr set but it is easy to pass between the two by replacing δ with some quantity
of size Ω(δ).
The is an analogue of the previous lemma in the non-abelian setting.
Lemma 17.3 (Size of non-abelian Bohr sets). Suppose that G is a finite group, H is a
d-dimensional Hilbert space, γ : G→ U(H) is a homomorphism and δ ∈ (0, 2]. Then
µG(Bohr(γ, δ)) > Ω(δ)
d2 .
This can be easily proved using the usual volume argument for unitary balls see, for
example, the proof of [Gow98, Theorem 4.7]. Write µU(H) for the unique left and right
invariant probability measure on U(H) – consult [Wey39, Hal50] or [Meh04] for a proof
that such exists.
Lemma 17.4 (Size of unitary balls). Suppose that H is a d-dimensional Hilbert space and
δ ∈ (0, 2]. Then
µU(H)(B(U(H), δ)) > Ω(δ)
d2 .
We could prove Lemma 17.3 directly now, but in fact we shall need the following more
robust version which immediately yields the lemma as a corollary. The proof method is
the same as for [TV06, Lemma 4.19], namely a covering argument.
Lemma 17.5. Suppose that G is a finite group, H is a d-dimensional Hilbert space, B ⊂ G,
φ : B → U(H) is a map and δ ∈ (0, 2] is a parameter. Then there is a subset B′ ⊂ B with
µB(B
′) > Ω(δ)d
2
such that
‖φ(x)−1φ(x′)− I‖ 6 δ for all x, x′ ∈ B′.
Proof. Consider the following average∫ ∑
x∈B
1B(U(H),δ/2)N−1(φ(x)
−1)dµU(H)(N)
which is equal to ∑
x∈B
∫
1φ(x)B(U(H),δ/2)(N)dµU(H)(N)
since integration is linear. However the measure µU(H) is left invariant so∫
1φ(x)B(U(H),δ/2)(N)dµU(H)(N) = µU(H)(φ(x)B(U(H), δ/2))
= µU(H)(B(U(H), δ/2)) > Ω(δ)
d2
by Lemma 17.4, whence∫ ∑
x∈B
1B(U(H),δ/2).N−1 (φ(x)
−1)dµU(H)(N) > Ω(δ)
d2 |B|.
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It follows by averaging that there is some N ∈ U(H) such that∑
x∈B
1B(U(H),δ/2).N−1(φ(x)
−1) > Ω(δ)d
2 |B|.
However, B(U(H), δ/2)−1 = B(U(H), δ/2) whence∑
x∈B
1NB(U(H),δ/2)(φ(x)) > Ω(δ)
d2 |B|.
Now, letting B′ := {x ∈ G : φ(x) ∈ NB(U(H), δ/2)} and we see that
|B′| > Ω(δ)d2 |B|.
Finally if x, x′ ∈ B′ then there are operators M,M ′ ∈ B(U(H), δ/2) such that φ(x) =
NM−1 and φ(x′) = NM ′. (The asymmetry is possible since B(U(H), δ/2) is symmetric.)
Then
‖φ(x)−1φ(x′)− I‖ = ‖MM ′ − I‖
6 ‖(M − I)M ′‖+ ‖M ′ − I‖
= ‖M − I‖+ ‖M ′ − I‖ 6 δ
by the triangle inequality and unitarity of M ′. The result follows. 
18. From large multiplicative energy to correlation with a
multiplicative pair
In this section we shall prove a result which lets us pass from large multiplicative energy
to correlation with a multiplicative pair. This can be seen as a sort of weak asymmetric
non-abelian Bogoliou`boff theorem relative to multiplicative pairs (c.f. [Bog39]).
Proposition 18.1. Suppose that G is a finite group, B0, B1, B2, B3 are sets such that
Bi,j = (Bi, Bj) is a cj-thick, ǫj-closed rj-multiplicative pair for each i < j, f ∈ L1(µB2)
and g ∈ L2(µB1), not identically zero, are such that
‖(fdµB2) ∗ g‖2L2(µB1 ) > ν‖g‖
2
L2(µB1 )
‖f‖2L∞(µB2 ),
and η ∈ (0, 1] is a parameter. Then there is an absolute constant CBog > 0 such that if
r3 > 32, ǫ3 6
(c2ν
2
)CBog
and ǫ3 6
‖g‖4L2(µB1 )ν
2
256‖g‖4L∞(µB1 )
,
then there is a positive real c = Ωη,ν,c1,c2,c3(µG(B1)) and some c-thick, η-closed and 4-
multiplicative pairs B9,10 = (B9, B10) and B10,11 = (B10, B11) such that B29 ⊂ B33 and
sup
x∈B−2,3
|f ∗ µ˜B9 ∗ µB9(x)| = Ω(
√
ν‖f‖L∞(µB2 )).
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It may be useful at a first reading to think of the special case of B0 = B1 = B2 = B3 = G,
when we see that f (which may be signed) correlates with a product set with small doubling.
Our argument is inspired by Bogoliou`boff’s result (popularised by Ruzsa [Ruz94]) al-
though the details are rather different. The energy hypothesis implies that the large spec-
trum supports a large chunk of the mass of f , and then combine the work in §16&17 to
find a suitable multiplicative pair to project onto, leading to the correlation.
The first result draws draws together the work of §16 – it may be worth recalling the
definition of regular for (B, f) from that section – and §17.
Lemma 18.2. Suppose that G is a finite group, B = (B,B′) is a c-thick multiplicative pair,
f ∈ L1(µB′) is not identically zero, δ is regular for (B, f), and η ∈ (0, 1] is a parameter.
Then there is an absolute constant C > 0 such that if
ǫ′ 6 (ηδcw(f)/2)C
and B′ = (B,B′′) is a c′-thick, ǫ′-closed 32-multiplicative pair, then there is a symmetric
neighbourhood of the identity B′′′ with
B′′′16 ⊂ B′′4 and µG(B′′′) = Ωη,δ,c,c′,w(f)(µG(B)),
and such that for any probability measure µ with suppµ ⊂ B′′′16 we have
‖(v ∗ µ)|B − v‖2L2(µB) 6 η2‖v‖2L2(µB)
for all v ∈ Specδ(B, f).
Proof. Let CAH be an absolute constant such that
‖TB,f,δ,yz − TB,f,δ,yTB,f,δ,z‖2 6 ǫ′(2δ−1c−1w(f)−1)CAH
holds in the conclusion of Lemma 16.5, and similarly C ′ be a constant such that
‖TB,f,δ,y − Uy‖2 6 ǫ′(2δ−1c−1w(f)−1)C′
holds in the conclusion of Lemma 16.7. Put
C := 8 + max{CSR, CAH, C ′}.
Write d for dimSpecδ(B, f) and recall from the Parseval bound that
d 6 c−1δ−2w(f)−1
since ‖f‖2L2(µB′ ) 6 ‖f‖L1(µB′ )‖f‖L∞(µB′ ).
Consider the map B′′ → U(Specδ(B, f)) such that y 7→ Uy, given by Lemma 16.7. By
Lemma 17.5 there is a set B1 ⊂ B′′ with
µB′′(B1) = Ω(η)
d2 = Ωη,δ,c,w(f)(1),
such that
(18.1) ‖U−1y Uz − I‖ 6 η/256 for all y, z ∈ B1.
Given the size of ǫ′, Lemma 16.5 tells us that if y, z, yz ∈ B′′32 then
‖TB,f,δ,yz − TB,f,δ,yTB,f,δ,z‖ 6 η/256.
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Moreover,
‖TB,f,δ,z‖ 6 ‖πSpecδ(B,f)‖‖ρB′,y‖ 6 1
whenever z ∈ B′′32 by Lemma 14.3 and the fact that projections have operator norm at
most 1. Now, if u ∈ (B−11 B1)16 then there are elements y1, . . . , y16, z1, . . . , z16 ∈ B1 such
that
u = y−11 z1 . . . y
−1
16 z16.
Combining the preceding bounds on the operator norm using the triangle inequality (by
the telescoping sum method) we get that
‖TB,f,δ,u − TB,f,δ,y−11 TB,f,δ,z1 . . . TB,f,δ,y−116 TB,f,δ,z16‖ 6 η/8.
On the other hand by Lemma 16.7 we have
(18.2) ‖TB,f,δ,z − Uz‖ 6 η/256
for all z ∈ B1. Again by the triangle inequality we get that
‖TB,f,δ,u − Uy−11 Uz1 . . . Uy−116 Uz16‖ 6 η/4
Now, by Lemma 16.5 we have
‖TB,f,δ,y−1TB,f,δ,y − I‖ 6 η/256
for all y ∈ B1. Combining this with (18.2) (and using the fact that the operators Uy are
unitary) we get that
‖U−1y − Uy−1‖ 6 3η/256
for all y ∈ B1. Hence the triangle inequality again gives
‖TB,f,δ,u − U−1y1 Uz1 . . . U−1y16Uz16‖ 6 7η/16
On the other hand we may now use (18.1) coupled with the triangle inequality to get that
‖TB,f,δ,u − I‖ 6 η/2.
Now, since δ is regular and ǫ′ is small by design, we have
‖ρB′,uv − TB,f,δ,uv‖L2(µB) 6 η/2,
for all unit vectors v ∈ Specδ(B, f), whence
‖ρB′,uv − v‖L2(µB) 6 η
for all unit vectors v ∈ Specδ(B, f).
It remains to put B′′′ := B−11 B1 and note that if µ is a probability measure with supp µ ⊂
B′′′16 then
‖(v ∗ µB′′′′)|B − v‖2L2(µB) = ‖
∫
ρu−1(v)dµB′′′(u)− v‖2L2(µB)
6
∫
‖ρu−1(v)− v‖2L2(µB)dµ(u) 6 η2
since u ∈ B′′′16 if and only if u ∈ B′′′−16. The result is proved. 
Now we are in a position to prove the main result of this section.
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Proof of Proposition 18.1. First we note that
‖(fdµB2) ∗ g‖2L2(µB1 ) 6
µG(B1)
µG(B2)2
‖f ∗ g‖2L2(µG)
6
µG(B1)
µG(B2)2
‖f‖2L1(µG)‖g‖2L2(µG),
by positivity and Young’s inequality. It follows that
‖(fdµB2) ∗ g‖2L2(µB1 ) 6 ‖f‖
2
L1(µB2 )
‖g‖2L2(µB1 ),
and so given the lower bound of
‖(fdµB2) ∗ g‖2L2(µB1 ) > ν‖f‖
2
L∞(µB2 )
‖g‖2L2(µB1 ),
we conclude that w(f) >
√
ν since g is not identically zero.
Let v1, . . . , vn be a Fourier basis of L
2(µB1) for f as provided by Proposition 14.5. We
have that
‖(fdµB2) ∗ g‖2L2(µB1 ) =
n∑
i=1
|si(B1,2, f)|2|〈g, vi〉L2(µB1 )|2.
However, the left hand side is at least ν‖f‖2L∞(µB2 )‖g‖
2
L2(µB1 )
and, of course,
‖g‖2L2(µB1 ) =
n∑
i=1
|〈g, vi〉L2(µB1 )|2.
It follows from this and the triangle inequality that
(18.3)
∑
i:vi∈Specδ(B1,2,f)
|si(B1,2, f)|2|〈g, vi〉L2(µB1 )|2 > ‖(fdµB2) ∗ g‖2L2(µB1 )/2
for any δ 6
√
ν/2. Pick a δ ∈ (√ν/4,√ν/2] regular for (B1,2, f) (possible by Lemma 16.4).
Note by the Parseval bound (Lemma 15.2) that
(18.4) dimSpecδ(B1,2, f) 6 c−12 δ−2‖f‖−2L1(µB2 )‖f‖
2
L2(µB2 )
6 16c−12 ν
−3/2
since
‖f‖−2L1(µB2 )‖f‖
2
L2(µB2 )
6 w(f)−1 6 ν−1/2.
Apply Lemma 18.2 to f and B1,2, with parameter η′ := ν5/2c2/64 (this determines the
necessary value of CBog and entails the requirement that r3 > 32) to get B4, a symmetric
neighbourhood of the identity with
B164 ⊂ B43 and µG(B4) = Ων,c2,c3(µG(B1))
and such that for any probability measure µ with supp µ ⊂ B164 we have
(18.5) ‖(v ∗ µ)|B1 − v‖2L2(µB1 ) 6 η
′‖v‖2L2(µG)
for all v ∈ Specδ(B, f). We should like to apply Corollary 13.2 to the sets B0, B1, B4; we
can on noting that the pair (B1, B4) is certainly an Ων,c2,c3(1)-thick 1-closed 1-multiplicative
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pair since r3 > 4 and ǫ3 6 1. It follows there is a symmetric neighbourhood of the identity
B5 such that
µG(B5) = Ων,c1,c2,c3(µG(B4)) = Ων,c1,c2,c3(µG(B1))
and
xB5x
−1 ⊂ B64 for all x ∈ B1.
Specifically B5 ⊂ B64 ⊂ B243 ⊂ B1 whence (from the lower bound on the size of B5)
it has doubling Oν,c1,c2,c3(1). We now apply Proposition 10.1 to get a positive real c =
Oη,ν,c1,c2,c3(1) and sets B6, B7, B8 such that B6 ⊂ B45 and B6,7 and B7,8 are c-thick, η-closed
4-multiplicative pairs and
B6 ⊂ B45 and µG(B6) = Ων,c1,c2,c3(µG(B1)).
In view of this
xB26x
−1 ⊂ xB85x−1 ⊂ B484 ⊂ B33 ⊂ B2 for all x ∈ B1
since r3 > 2. Since B6 ⊂ B84 we may leverage (18.5) as follows:
|〈g, vi ∗ µ˜B6 ∗ µB6〉L2(µB1 ) − 〈g, vi〉L2(µB1 )| 6 ‖g‖L2(µB1 )η′,
and hence
||〈g, vi ∗ µ˜B6 ∗ µB6〉L2(µB1 )|2 − |〈g, vi〉L2(µB1 )|2| 6 2‖g‖2L2(µB1 )η
′
by the triangle inequality. Inserting this in (18.3) and using the bound (18.4) and the
definition of η′, we get that∑
i:vi∈Specδ(B1,2,f)
|si(B1,2, f)|2|〈g, vi ∗ µ˜B6 ∗ µB6〉L2(µB1 )|2 > ‖(fdµB2) ∗ g‖2L2(µB1 )/4.
This rearranges to give∑
i:vi∈Specδ(B1,2,f)
|si(B1,2, f)|2|〈g ∗ µ˜B6 ∗ µB6, vi〉L2(µB1 )|2 > ‖(fdµB2) ∗ g‖2L2(µB1 )/4.
By positivity and the definition of the basis (vi)
n
i=1 we conclude that
‖(fdµB2) ∗ ((g ∗ µ˜B6 ∗ µB6)|B1)‖2L2(µB1 ) > ‖(fdµB2) ∗ g‖
2
L2(µB1 )
/4.
Now supp g ∗ µ˜B6 ∗ µB6 ⊂ B1B43 ⊂ B1B2 since r3 > 4 whence by Lemma 12.3 we have that
|‖(fdµB2) ∗ ((g ∗ µ˜B6 ∗ µB6)|B1)‖2L2(µB1 ) − ‖(fdµB2) ∗ (g ∗ µ˜B6 ∗ µB6)‖
2
L2(µB1 )
|
is at most
‖(fdµB2) ∗ g‖2L2(µB1 )/8
in view of the second upper bound on ǫ2. We conclude that
‖(fdµB2) ∗ (g ∗ µ˜B6 ∗ µB6)‖2L2(µG) > ‖(fdµB2) ∗ g‖2L2(µB1 )/8
and it remains to apply Lemma 13.3 with the sets B1, B2, B3, B
2
6 which can be done since
B26 ⊂ B33 so (B2, B26) is a 1-closed ǫ3-multiplicative pair and
ǫ3 6
√
ν‖g‖L2(µB1 )/25‖g‖L∞(µB1 )
6 ‖(fdµB2) ∗ (g ∗ µ˜B6 ∗ µB6)‖L2(µG)/2
√
3‖f‖L∞(µB2 )‖g‖L∞(µB1 ).
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Doing this tells us that
sup
y∈B1
sup
x∈B−2,3y
|ρy−1(f) ∗ µ˜B6 ∗ µB6(x)|2 = Ω(ν‖f‖2L∞(µG)).
It remains to pick y ∈ B1 and x ∈ B−2,3 such that the supremum is attained and set
B9 := yB6y
−1, B10 := yB7y
−1 and B11 := yB8y
−1 and we have our multiplicative pairs.
Now, note that
ρy−1(f) ∗ µ˜B6 ∗ µB6(x) = f ∗ µ˜B9 ∗ µB9(xy−1),
and the result is proved. 
It is fairly easy to see that the bound on c−1 is a bounded tower of exponentials in
η−1, ν−1, c−11 , c
−1
2 and c
−1
3 . With more effort it can be pinned down more precisely.
19. The spectrum of multiplicative pairs
As well as having good behaviour in physical space, we should also like multiplicative
pairs to have good spectral behaviour. There are various results of this flavour in the
abelian setting (e.g. [GK09, Lemma 3.6]) which characterise the characters at which µ̂B
is large. In the non-abelian setting we are given a basis to work with respect to, and this
does not necessarily diagonalise the operator L∗µBLµB .
We have the following lemma which is fit for purpose. It shows how correlation with a
multiplicative pair corresponds to spectral mass in the dual object, in this case the set of
basis vectors which are large under convolution with the ground set of the multiplicative
pair. The result can be used without loss in place of the usual abelian arguments for
collecting spectral mass.
Lemma 19.1. Suppose that G is a finite group, f ∈ A(G) has ‖f‖A(G) 6 M , and B =
(B,B′) is an ǫ-closed 1-multiplicative pair, v1, . . . , vN is a Fourier basis of L
2(µG) for f
and
‖f ∗ (µ˜B ∗ µB)− f ∗ (µ˜B′ ∗ µB′)‖L∞(µG) > ν.
Then
N∑
i=1
|si(f)|‖µB′ ∗ vi‖2L2(µG) >
N∑
i=1
|si(f)|‖µB ∗ vi‖2L2(µG) + ν2/M − 4ǫM.
Proof. Let x′ ∈ G be such that the L∞(µG)-norm is attained, i.e. such that
|(f ∗ (µ˜B ∗ µB)− f ∗ (µ˜B′ ∗ µB′))(x′)|
is maximal, and note that the term inside the mod signs is equal to
(19.1) g(x′) := Lf (µ˜B ∗ µB − µ˜B′ ∗ µB′)(x′).
We now recall the proof of Lemma 5.3. As usual since v1, . . . , vN is a Fourier basis of
L2(µG) for f , so is ρy(v1), . . . , ρy(vN) for all y ∈ G. Thus we may write
g(x′) =
N∑
i=1
〈µ˜B ∗ µB − µ˜B′ ∗ µB′, ρyvi〉L2(µG)Lfρyvi(x′).
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On the other hand Lfρyvi(x
′) = Lfvi(x
′y) since left convolution commutes with right
translation, whence
g(x′) =
N∑
i=1
〈µ˜B ∗ µB − µ˜B′ ∗ µB′ , ρyvi〉L2(µG)Lfvi(x′y).
However,
〈µ˜B ∗ µB − µ˜B′ ∗ µB′ , ρyvi〉L2(µG) = ˜(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi(y)
Of course the first term is self-adjoint, whence
|g(x′)| 6
N∑
i=1
|(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi(y)||Lfvi(x′y)|.
Now integrate y against µG and apply the Cauchy-Schwarz inequality term-wise so that
ν 6 |g(x′)| 6
N∑
i=1
|si(f)|‖(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi‖L2(µG),
since ‖Lfvi‖L2(µG) = |si(f)| for all i ∈ {1, . . . , N}. Finally we apply Cauchy-Schwarz to
this to get that
ν2 6
(
N∑
i=1
|si(f)|‖(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi‖2L2(µG)
)(
N∑
i=1
|si(f)|
)
,
which rearranges by the explicit formula for A(G) to give
(19.2) ν2/M 6
N∑
i=1
|si(f)|‖(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi‖2L2(µG).
To estimate the summands on the right we expand them:
(19.3) ‖(µ˜B ∗ µB − µ˜B′ ∗ µB′) ∗ vi‖2L2(µG)
is equal to
‖µ˜B ∗ µB ∗ vi‖2L2(µG) + ‖µ˜B′ ∗ µB′ ∗ vi‖2L2(µG)
− 2ℜ〈µ˜B ∗ µB ∗ vi, µ˜B′ ∗ µB′ ∗ vi〉L2(µG).
The first two terms can be simplified by Young’s inequality so that
‖µ˜B ∗ µB ∗ vi‖2L2(µG) 6 ‖µB ∗ vi‖2L2(µG)
and
‖µ˜B′ ∗ µB′ ∗ vi‖2L2(µG) 6 ‖µB′ ∗ vi‖2L2(µG).
The inner product is dealt with slightly differently: recall that B is an ǫ-closed and 1-
multiplicative pair so
|〈µ˜B ∗ µB ∗ vi, µ˜B′ ∗ µB′ ∗ vi〉L2(µG) − 〈µ˜B ∗ µB ∗ vi, vi〉L2(µG)|
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is at most
|〈µ˜B′ ∗ µB′ ∗ µ˜B ∗ µB − µ˜B ∗ µB, vi ∗ v˜i〉L2(µG)| 6 2ǫ
by Lemma 12.1 since ‖vi ∗ v˜i‖L∞(µG) 6 ‖vi‖2L2(µG) by Young’s inequality. It follows that
(19.3) is at most
‖µB ∗ vi‖2L2(µG) + ‖µB′ ∗ vi‖2L2(µG) − 2ℜ〈µ˜B ∗ µB ∗ vi, vi〉L2(µG) + 4ǫ,
which in turn is equal to
‖µB′ ∗ vi‖2L2(µG) − ‖µB ∗ vi‖2L2(µG) + 4ǫ.
Inserting this into (19.2) we conclude that
ν2/M 6
N∑
i=1
|si(f)|(‖µB′ ∗ vi‖2L2(µG) − ‖µB ∗ vi‖2L2(µG)) + 4ǫM
by the explicit formula for A(G). The result follows. 
20. Quantitative continuity of functions in A(G)
We showed in §5 that the L∞(µG) norm is dominated by the A(G)-norm and, indeed, it
is relatively easy to show in the infinitary setting that if f ∈ A(G) then f = g almost ev-
erywhere for some continuous function g. In this section we make this notion quantitative.
Our main result is the following.
Proposition 20.1 (Quantitative continuity in A(G)). Suppose that G is a finite group,
f ∈ L1(µG) has ‖f‖A(G) 6 M , A is symmetric and µG(A4) 6 KµG(A) and ν ∈ (0, 1] is
a parameter. Then there are symmetric neighbourhoods of the identity B′ ⊂ B ⊂ A4 such
that µG(B
′) = ΩK,ν,M(µG(A)),
sup
x∈G
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B ∗ µB(x)‖L∞(µxB′ ) 6 ν
and
sup
x∈G
‖f − f ∗ µ˜B ∗ µB‖L2(µxB′ ) 6 ν.
There is an analogous result in [GS08, Proposition 5.1], and the inspiration for that
proof came, in turn, from the idea of relativizing the main argument in [GK09]. In this
paper the argument is rather different because we have a weaker structure to which we
need to relativize and the non-abelian Fourier transform is not equal to the task.
The proposition will be proved by iterating the next result which is a dichotomy between
good average behaviour and correlation with a structured sub-object – a type of dichotomy
frequently found in additive combinatorics.
Proposition 20.2 (Proposition 21.1). Suppose that G is a finite group, f ∈ A(G) has
‖f‖A(G) 6 M , A is symmetric and µG(A4) 6 KµG(A) and ν, η ∈ (0, 1] are parameters.
Then either
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(i) there are symmetric neighbourhoods of the identity B′ ⊂ B ⊂ A4 such that
µG(B
′) = ΩK,ν,η,M(µG(A)),
sup
x∈G
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B ∗ µB(x)‖L∞(µxB′ ) 6 ν
and
sup
x∈G
‖f − f ∗ µ˜B ∗ µB‖L2(muxB′ ) 6 ν.
(ii) or there are symmetric neighbourhoods of the identity B′′ ⊂ B′ ⊂ B ⊂ A4 such
that µG(B
′′) = ΩK,ν,η,M(µG(A)), B′ := (B,B′) and B′′ := (B′, B′′) are η-closed
4-multiplicative pairs and
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B′ ∗ µB′‖L∞(µG) = Ων,M(1).
The main meat of the argument is the proof of the above proposition. We include the
proof of the reduction to this statement now, setting the stage for the work of the next
section where we establish the above.
The idea of the proof is to use Proposition 20.2 to repeatedly provide an increase in
spectral mass. This process must terminate since the algebra norm is bounded, so we are
not always in the second case of the proposition; in the first case we have our desired
continuity conclusion.
Proof of Proposition 20.1. Let (vi)
N
i=1 be a Fourier basis of L
2(µG) for f . Write F (ν,M)
for the function of ν and M implicit in the second conclusion of Proposition 20.2 – it is
apparent from the nature of the proposition that this may be taken to be monotonely
decreasing in M and monotonely increasing in ν.
We construct three sequences of sets (Bi)i>1, (B
′
i)i>1 and (B
′′
i )i>1 iteratively and write
µi :=
N∑
j=1
|sj(f)|‖µB′i ∗ vi‖2L2(µG).
At this point we remind the reader of Lemma 19.1 to give an idea of how µi is to be
controlled.
We shall arrange the sets such that the following properties hold for η := F (ν,M)2/32M2.
(i) Bi ⊂ B′′4i−1 and Bi ⊂ A4;
(ii) (Bi, B
′
i) is an η-closed 4-multiplicative pair;
(iii) (B′i, B
′′
i ) is an η-closed 4-multiplicative pair;
(iv) µi > µi−1 + F (ν,M)
2/2M ;
(v) µG(Bi), µG(B
′
i), µG(B
′′
i ) = Ων,M,K,i(µG(A)).
To begin the construction apply Proposition 10.1 to get a constant c0 = ΩK,η(1) and sets
B′′0 , B
′
0, B0 such that (B0, B
′
0) and (B
′
0, B
′′
0 ) is are c0-thick η-closed 4-multiplicative pairs,
B0 ⊂ A4 and µG(B0) = ΩK,η(µG(A)).
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The iteration is thus initialised in light of the definition of η. Now, suppose that we have
defined Bi, B
′
i and B
′′
i as per the above. By the lower bounds on the density of B
′′
i and the
fact that B′′4i ⊂ Bi ⊂ A4 we have that
µG(B
′′4
i ) = Oν,M,K,i(µG(B
′′
i )).
We apply Proposition 20.2 to the set Bi and the function f . If we are in the first case
of the proposition terminate; otherwise we get η-closed 4-multiplicative pairs (Bi+1, B
′
i+1)
and (B′i+1, B
′′
i+1) with Bi+1 ⊂ B′′4i ⊂ A4 such that
‖f ∗ µ˜Bi+1 ∗ µBi+1 − f ∗ µ˜B′i+1 ∗ µB′i+1‖L∞(µG) > F (ν,M)
and
µG(B
′′
i+1), µG(B
′
i+1), µG(Bi+1) = Ων,K,M,η,i(µG(B
′′
i )) = Ων,K,M,i(µG(A)).
It follows that all the hypotheses are satisfied except the bound on µi+1. By Lemma 19.1
we have that
µi+1 >
N∑
j=1
|λj|‖µBi+1 ∗ vi‖2L2(µG) + F (ν,M)2/M − 8ηM
Now, since (B′i, B
′′
i ) is an η-closed 4-multiplicative pair and Bi+1 ⊂ B′′4i we get that
(B′i, Bi+1) is an η-closed 1-multiplicative pair, whence by Lemma 19.1 again we have that
N∑
j=1
|λj|‖µBi+1 ∗ vi‖2L2(µG) > µi − 8ηM.
We thus conclude from the choice of η that
µi+1 > µi + F (ν,M)
2/2M.
Now, it remains to note that µi 6 M , whence the iteration terminates with some i =
Oν,M(1); for it to terminate we must have been in the first case of Proposition 20.2 and we
are done since Bi ⊂ A4. 
It turns out that F is polynomial in its variables, whence the lower bound in the above
proposition is a tower of towers of height O(ν−O(1)MO(1)).
21. Discontinuity in A(G) implies correlation with a multiplicative pair
In this section we shall show that if a function f ∈ A(G) is not continuous in the sense
of the conclusion of Proposition 20.1, then we have correlation with a multiplicative pair.
Specfically we show the following.
Proposition 21.1. Suppose that G is a finite group, f ∈ A(G) has ‖f‖A(G) 6 M , A is
symmetric and µG(A
4) 6 KµG(A) and ν, η ∈ (0, 1] are parameters. Then either
(i) there are symmetric neighbourhoods of the identity B′ ⊂ B ⊂ A4 such that
µG(B
′) = ΩK,ν,η,M(µG(A)),
sup
x∈G
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B ∗ µB(x)‖L∞(µxB′ ) 6 ν
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and
sup
x∈G
‖f − f ∗ µ˜B ∗ µB‖L2(muxB′ ) 6 ν.
(ii) or there are symmetric neighbourhoods of the identity B′′ ⊂ B′ ⊂ B ⊂ A4 such
that µG(B
′′) = ΩK,ν,η,M(µG(A)), B′ := (B,B′) and B′′ := (B′, B′′) are η-closed
4-multiplicative pairs and
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B′ ∗ µB′‖L∞(µG) = Ων,M(1).
In the abelian setting the basic idea is that if the first conclusion is not satisfied then by
Parseval’s theorem there is a character at which f̂ is large. This is then converted into a
density increment on a Bohr set by standard arguments. In the non-abelian setting things
are not so simple.
We shall take an singular value decomposition of Lf and find that since ‖f‖A(G) is
bounded, we have a vector v such that f and v have large cross energy. We then use an
averaging argument (Lemma 12.4) to pass to a situation of having large energy and apply
the work of §18 to get correlation with a multiplicative pair. Unfortunately the averaging
argument does not work directly and we are forced to introduce an additional regularity
argument to ensure that v is well enough behaved that it does.
We are now ready to proceed with the proof.
Proof of Proposition 21.1. Let c be the absolute constant in the correlation lower bound
in Proposition 18.1. We apply Proposition 10.1 to the set A to get sets (Bj)
J
j=0 with
J = ⌈100M2ν−2⌉, and positive reals cj = Ωη,ν,M,K(1) such that (Bi, Bj) is a cj-thick,
ǫj-closed, rj-multiplicative pair with
rj = 32 and ǫj 6 (cην/2M)
1000c4j−1
for all j ∈ {0, . . . , J} (with the obvious convection that c−1 = 1), and
B0 ⊂ A4 and µG(B0) = Ωη,ν,M,K(µG(A)).
From Lemma 5.5 and Lemma 6.3 we have that
‖f − f ∗ µ˜B3 ∗ µB3‖A(G) 6M,
and hence, by Lemma 5.3,
‖f − f ∗ µ˜B3 ∗ µB3‖L∞(µG) 6M.
We shall use these bounds in the sequel without comment. Now, if
sup
x∈G
‖f − f ∗ µ˜B3 ∗ µB3‖2L2(µxB4 ) 6 ν
2,
then we are done in the first case of the proposition with B := B3 and B
′ := B4, since it
is easy to check by Lemma 12.2 that since ǫ4 6 ν/M and r4 > 1 we have
sup
x∈G
‖f ∗ µ˜B3 ∗ µB3 − f ∗ µ˜B3 ∗ µB3(x)‖L∞(µxB4 ) 6 ν.
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Thus we may assume that there is some x0 ∈ G such that
(21.1) ‖f − f ∗ µ˜B3 ∗ µB3‖2L2(µx0B4 ) > ν
2.
We put
h := (f − f ∗ µ˜B3 ∗ µB3)1x0B3 ∗ µB3,
and make the following claims about h.
Claim.
‖h‖A(G) 6M and ‖h‖L∞(µG) 6M
and
(21.2) h2 ∗ µB4(x0) = ‖h‖2L2(µx0B4) > 9ν
2/16.
Proof. To see the algebra norm bound note by the calculation in Lemma 6.1 couples with
the translation invariance of Lemma 5.1 that
‖1˜xB3 ∗ µB3‖A(G) 6 1,
whence by the product property of the A(G)-norm we have the desired bound. The second
bound is just the usual domination of the algebra norm by L∞(µG) from Lemma 5.3.
Now for the lower size estimate we begin by noting that
sup
b∈B4
|1x0B3 ∗ µB3(x0b)− 1x0B3 ∗ µB3(x0)| 6 ν/4M
by Lemma 12.2 since ǫ4 6 ν
2/16M2 and r4 > 1. On the other hand 1x0B3 ∗ µB3(x0) = 1,
and so
sup
b∈B4
|1x0B3 ∗ µB3(x0b)− 1| 6 ν/4M.
Now, by a trivial instance of Ho¨lder’s inequality we then have
‖f − f ∗ µ˜B3 ∗ µB3 − h‖2L2(µx0B4 ) 6M
2.(ν/4M)2 = ν2/16.
The final bound now follows from the triangle inequality and (21.1). 
Now, let v1, . . . , vN be a Fourier basis of L
2(µG) for h and recall that the singular values
of h are just
|si(h)| = ‖Lhvi‖L2(µG) for all i ∈ {1, . . . , N}.
Decompose the vectors into sets according to the size of the corresponding singular value
as follows:
Lj := {i : ν6µG(Bj)/220M5 6 |si(h)| < ν6µG(Bj−1)/220M5}.
By the explicit formula for the algebra norm we have
N∑
i=1
‖Lhvi‖L2(µG) = ‖h‖A(G) 6M,
whence by the pigeonhole principle there is a natural j with 5 6 j 6 8M2ν−2+6 such that
|
∑
i∈Lj
‖Lhvi‖L2(µG)| 6 ν2/8M.
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We should like to examine h on the set Bj and the next claim asserts that it is large on
some translate.
Claim. There is some xj ∈ B4 such that
h2 ∗ µBj(x0xj) > ν2/2.
Proof. By Young’s inequality and Lemma 12.1 we have that
|h2 ∗ µBj ∗ µB4(x0)− h2 ∗ µB4(x0)| 6M2ǫj 6 ν2/16,
since
rj > 1 and ǫj 6 ν
2/16M2.
Now, recall from (21.2) that h2 ∗ µB4(x0) > 9ν2/16, whence, by the triangle inequality we
have ∫
h2 ∗ µBj(z)dµB4(z−1x0) = h2 ∗ µBj ∗ µB4(x0) > ν2/2.
Thus by averaging there is some xj ∈ B4 such that
h2 ∗ µBj(x0xj) > ν2/2,
and the result follows. 
Write g := h.dµx0xjBj and
L := {i : ‖Lgvi‖L2(µG) > ν2/8M}.
We shall estimate the size of L using the Parseval bound in the usual way: by Parseval’s
theorem ∑
i∈L
‖Lgvi‖2L2(µG) 6
N∑
i=1
‖Lgvi‖2L2(µG)
= 〈g, g〉L2(µG) = h2 ∗ µBj (x0xj)/µG(x0xjBj).
Thus, by the definition of L and the upper bound on ‖h‖L∞(µG) we have
|L| 6M2µG(x0xjBj)−1.(8M/ν2)2 = 26M4ν−4µG(Bj)−1.
Now, by the Cauchy-Schwarz inequality we have
(21.3) |
∑
i 6∈L
〈Lhvi, Lgvi〉L2(µG)| 6
N∑
i=1
‖Lhvi‖L2(µG). sup
i 6∈L
‖Lgvi‖L2(PG) 6 ν2/8,
by the explicit formula for ‖h‖A(G) and the fact that its upper bound is M . Furthermore,
writing
S := {i : |si(h)| 6 ν6µG(Bj)/220M5}
we have (again by Cauchy-Schwarz)
|
∑
i∈L∩S
〈Lhvi, Lgvi〉L2(µG)| 6 |L|. sup
i∈S
‖Lgvi‖L2(µG)‖Lhvi‖L2(PG).
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Now by the Hausdorff-Young bound (Lemma 15.1) we have that
‖Lgvi‖L2(µG) 6 ‖g‖ 6 ‖h‖L∞(µG) 6M,
whence
(21.4) |
∑
i∈L∩S
〈Lhvi, Lgvi〉L2(µG)| 6 ν2/8.
Finally, by the choice of j, we have that
(21.5) |
∑
i∈L∩Lj
〈Lhvi, Lgvi〉L2(µG)| 6 ν2/8.
Combining (21.3), (21.4) and (21.5) by the triangle inequality we get that
|
∑
i 6∈L∪S∪Lj
〈Lhvi, Lgvi〉L2(µG)| 6 3ν2/8.
On the other hand, by Parseval’s theorem
ν2/2 < h2 ∗ µBj(x0xj) = 〈g, h〉L2(µG) =
N∑
i=1
〈Lhvi, Lgvi〉L2(µG),
whence by the triangle inequality
|
∑
i∈L∩S∩Lj
〈Lhvi, Lgvi〉L2(µG)| > ν2/8.
In particular, there is some i such that
‖g ∗ vi‖L2(µG) > ν2/8M, and |si(h)| > ν6µG(Bj−1)/220M5.
Now we should like to apply Lemma 12.4 to the sets (B1, B2, Bj). First, writing k for the
function x 7→ h(x0xjx) restricted to Bj we find that k ∈ L1(µBj ) and
(kdµBj) ∗ vi(x) = g ∗ vi(x0xjx) for all x ∈ G.
Thus
‖(kdµBj) ∗ vi‖2L2(µG) = ‖g ∗ vi‖2L2(µG) > ν2‖k‖2L∞(µBj )‖vi‖
2
L2(µG)
/8M3
by change of variables and the fact that ‖vi‖L2(µG) = 1. Secondly, the function h is
supported on x0B
2
3 ⊂ x0B2 since r3 > 1 and
˜(hdµx0B2) ∗ (hdµx0B2) ∗ vi = λ‖h‖2L∞(µx0B2 )vi
for some λ with
|λ| > (ν6µG(Bj−1)/220M5)2/µG(B2)2‖h‖2L∞(µx0B2 ) > ν
12c2j−1/2
40M12.
Thus since r2, rj > 4, ǫ2 6 1 and
ǫj 6 c
4
j−1ν
26/290M27 6 (ν2/8M3).c22(ν
12c2j−1/2
40M12)2/16
our application of Lemma 12.4 gives us some x′ ∈ G such that
‖(kdµBj ) ∗ (ρx′(vi)|B1)‖2L2(µB1 ) > ν
2‖k‖2L∞(µBj )‖ρx′(vi)‖
2
L2(µB1 )
/25M3,
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and
‖ρx′(vi)‖L∞(µB1 ) 6 16ν−1M |λ|−1c−12 ‖ρx′(vi)‖L2(µB1 ).
In particular we have
‖ρx′(vi)‖L2(µB1 )
‖ρx′(vi)‖L∞(µB1 )
> ν13c3j−1/M
12244.
Now we may apply Proposition 18.1 to the sets B0, B1, Bj, Bj+1 since rj+1 > 32,
ǫj+1 6 (cjν
2/29M3)CBog
and
ǫj+1 6 ν
54c12j−1/M
482200 6 (ν2/28).
(
‖ρx′(vi)‖L2(µB1 )
‖ρx′(vi)‖L∞(µB1 )
)4
.
The proposition gives us a positive real c = Ων,η,M,K(1) and c-thick η-closed 4-multiplicative
pairs (B,B′) and (B′, B′′) with B2 ⊂ B3j+1 and some x′ ∈ B−j,j+1 such that
|k ∗ µ˜B ∗ µB(x′)|2 > cν‖k‖L∞(µG)/24M2,
where c is the implied constant in the lower bound in Proposition 18.1. Now, define
k′(x) := (f − f ∗ µ˜B3 ∗ µB3)(x0xjx)1Bj (x).
We make the following claim.
Claim.
‖k − k′‖L∞(µG) 6 cν‖k‖L∞(µG)/25M2.
Proof. We have seen this calculation before. We begin by noting that
sup
b∈Bj
|1x0B3 ∗ µB3(x0xjb)− 1x0B3 ∗ µB3(x0)|
is at most
cν‖k‖L∞(µG)/25M3
by Lemma 12.2 since xjb ∈ B24 ,
ǫ4 6 cν/2
6M4 and r4 > 2.
On the other hand 1x0B3 ∗ µB3(x0) = 1, and so
sup
b∈B4
|1x0B3 ∗ µB3(x0b)− 1| 6 cν‖k‖L∞(µG)/25M3.
Now, by a trivial instance of Ho¨lder’s inequality we are done. 
It follows from the claim and the triangle inequality that
|k′ ∗ µ˜B ∗ µB(x′)|2 > cν‖k‖L∞(µG)/25M2.
Of course, since x′ ∈ B+j,j+1 and B2 ⊂ B3j+1 we have that xB2 ⊂ Bj since rj+1 > 3, whence
k′ ∗ µ˜B ∗ µB(x) = f ∗ µ˜B ∗ µB(x0xjx)− f ∗ µ˜B3 ∗ µB3 ∗ µ˜B ∗ µB(x0xjx).
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It follows that
‖f ∗ µ˜B ∗ µB − f ∗ µ˜B3 ∗ µB3 ∗ µ˜B ∗ µB‖L∞(µG) > cν‖k‖L∞(µG)/25M2.
Finally, B2 ⊂ B3j+1 whence (B3, B) is an ǫj+1-closed 2-multiplicative pair (since rj+1 > 6)
, and so by Lemma 12.1 we have that
‖f ∗ µ˜B3 ∗ µB3 − f ∗ µ˜B3 ∗ µB3 ∗ µ˜B ∗ µB‖L∞(µG)
is at most
cν‖k‖L∞(µG)/26M2,
since
ǫj 6 cν‖k‖L∞(µG)/26M3.
The result follows by the triangle inequality. 
While the lower bound on the correlation is Ω(νO(1)M−O(1)), the lower bound on the size
of the balls is a tower of 2η−1s of height O(ν−O(1)MO(1)). The regularity argument in the
above proof gives rise to one of the ‘tower contributions’ in the final bound.
22. From small algebra norm to correlation with a multiplicative pair
In this section we show that if f is integer-valued and has small algebra norm then its
square correlates with a large multiplicative pair. Specifically we shall prove the following
proposition.
Proposition 22.1. Suppose that G is a finite group, f : G→ Z, not identically zero, has
‖f‖A(G) 6 M and ǫ ∈ (0, 1] is a parameter. Then there is positive real c = ΩM,ǫ(1) and a
c-thick ǫ-closed 4-multiplicative pair B = (B,B′) such that
‖f 2 ∗ µB‖L∞(µG) = ΩM (1) and µG(B) = ΩM(‖f‖2L2(µG)).
The important part about this result is that the lower bound on ‖f 2∗µB‖L∞(µG) depends
only on M .
Our strategy is fairly straightforward: we note from the algebra norm property (and
this is the only place in the paper that we use that property in generality) implies that
f 2 also has small algebra norm. Then, essentially by Ho¨lder’s inequality, we conclude that
the support has large multiplicative energy, and apply the Balog-Szemere´di theorem and
our weak Fre˘ıman-type theorem from §9.
We need to recall the non-abelian version of the Balog-Szemere´di-Gowers theorem – the
proof does not change in the passage to the non-abelian world as is remarked in [TV06].
The argument seems to have been first officially recorded by Tao in [Tao08].
Theorem 22.2 (Balog-Szemere´di-Gowers theorem, [Tao08, Theorem 5.4]). Suppose that
G is a finite group, A ⊂ G has ‖1A−1 ∗1A‖2L2(µG) > cµG(A)3. Then there is a subset A′ ⊂ A
such that
µG(A
′) > cO(1)µG(A) and µG(A
′2) 6 c−O(1)µG(A
′).
QUANTITATIVE VERSION OF NON-ABELIAN IDEMPOTENT THEOREM 75
Proof of Proposition 22.1. Since ‖f‖A(G) 6 M , we have ‖f 2‖A(G) 6 M2 since A(G)-norm
is an algebra norm. Put g := f 2, and let v1, . . . , vN be a Fourier basis of L
2(µG) for g. It
follows from Parseval’s theorem and the fact h 7→ Lh is a homomorphsim that
‖g˜ ∗ g‖2L2(µG) =
N∑
i=1
〈L∗gLgvi, L∗gLgvi〉L2(µG) =
N∑
i=1
|si(g)|4.
Now, by Ho¨lder’s inequality(
N∑
i=1
|si(f)|2
)3
6
(
N∑
i=1
|si(f)|4
)(
N∑
i=1
|si(f)|
)2
.
On the other hand by the explicit formula for the A(G)-norm and Parseval’s theorem we
have
‖g‖A(G) =
N∑
i=1
|si(f)| and ‖g‖2L2(µG) =
N∑
i=1
|si(f)|2,
whence
‖g˜ ∗ g‖2L2(µG) > ‖g‖6L2(µG)/M4.
Put A := supp g and note that ‖g‖L∞(µG) 6 M2, whence 1A 6 g 6 M2.1A. We conclude
that
‖1A−1 ∗ 1A‖2L2(µG) > ‖1A‖6L2(µG)/M12.
We apply the Balog-Szemere´di-Gowers theorem to get a set A′ ⊂ A such that
µG(A
′) >M−O(1)‖f‖2L2(µG) and µG(A′2) 6MO(1)µG(A′).
Now apply Proposition 11.1 to get a positive real c = ΩM,ǫ(1) and a c-thick ǫ-closed 4-
multiplicative pair (B,B′) such that
µG(B) = ΩM (µG(A)) and ‖1A′ ∗ µB‖L∞(µG) = ΩM (1).
Since A′ ⊂ A it follows that ‖1A ∗ µB‖L∞(µG) = ΩM(1), and we have the result. 
The bounds in the above are inherited from Proposition 11.1: c−1 is quadruply expo-
nential in O(MO(1)ǫ−O(1)), while the correlation bounds are exponential in O(MO(1)).
23. The proof of the main theorem
In this section we bring together the main results of §§20&22 in our proof of Theorem
1.2. We shall also make use of some of the more elementary results about the algebra norm
and multiplicative pairs.
Before we start the proof proper we shall need two lemmas and some notation. Suppose
that G is a finite group and f : G → R. We say that f is ǫ-almost integer-valued if
f(G) ⊂ Z + (−ǫ, ǫ) and we write fZ for the (unique if ǫ < 1/2) integer-valued function
which most closely approximates f .
Although we shall not be working with the whole class of ǫ-almost integer-valued func-
tions we shall be dipping in and out. Our first lemma lets us take an almost integer-valued
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function with small algebra norm and bound the algebra norm of its integral approximant
in certain cases.
Lemma 23.1. Suppose that G is a finite group and ǫ ∈ [0, 1/6) is a parameter such that
f ∈ L1(µG) is ǫ-almost integer valued, and H 6 G is a subgroup such that fZ ∗ µH is
ǫ-almost integer valued and
‖fZ‖A(G) 6 Mand µG(H) > η‖fZ‖L1(µG).
Then f − f ∗ µH is 3ǫ-almost integer-valued,
‖(f − f ∗ µH)Z‖A(G) = O(η−1M)
and there is a natural k = O(η−1) and integers z1, . . . , zk with absolute values at most
M +O(1) such that
(f ∗ µH)Z =
k∑
i=1
zi.1xi.Hi.
Proof. Since f is ǫ-almost integer-valued we have that ‖f − fZ‖L∞(µG) 6 ǫ. It follows from
Young’s inequality that
(23.1) ‖f ∗ µH − fZ ∗ µH‖L∞(µG) 6 ǫ.
However, fZ ∗ µH is ǫ-almost integer valued, whence
‖f ∗ µH − (fZ ∗ µH)Z‖L∞(µG) 6 2ǫ
by the triangle inequality. It follows that f ∗ µH is 2ǫ-almost integer-valued and, again by
the triangle inequality, that f−f ∗µH is 3ǫ-almost integer valued as required. Furthermore,
since 3ǫ < 1/2 we have that (f − f ∗ µH)Z is well-defined.
Now we examine how often we can have |(f ∗ µH)Z(x)| > 0. Since f ∗ µH is 2ǫ-almost
integer valued and ǫ < 1/4 we have that |(f ∗µH)Z(x)| > 0 if and only if |f ∗µH(x)| > 1/2.
However, f ∗ µH is constant on cosets of H whence |(f ∗ µH)Z(x)| > 0 if and only if
|f ∗ µH(x′)| > 1/2 for all x′ ∈ xH . It follows that there are cosets x1.H, . . . , xk.H such
that
(23.2) (f ∗ µH)Z =
k∑
i=1
(f ∗ µH)Z(xi).1xi.Hi.
However since f ∗ µH is 2ǫ-almost integer-valued we have that
(f ∗ µH)Z(x) 6 (1− 2ǫ)−1|f ∗ µH(x)|1|f∗µH (x)|>1/2.
Now, from (23.1) we have
|fZ ∗ µH(x)| > |f ∗ µH(x)| − ǫ > |f ∗ µH(x)|1|f∗µH (x)|>1/2(1− 2ǫ).
It follows that
(f ∗ µH)Z(x) 6 (1− 2ǫ)−2|fZ ∗ µH(x)| 6 4|fZ ∗ µH(x)|.
Using this upper bound in (23.2) and the fact that the cosets are disjoint we get that
kµG(H)/2 6 ‖(f ∗ µH)Z‖L1(µG) 6 4‖fZ ∗ µH‖L1(µG) 6 ‖fZ‖L1(µG).
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The bound on k now follows from the lower bound on the size of H . To bound the integers
(f ∗ µH)Z(xi) we just note that
‖(f ∗ µH)Z‖L∞(µG) 6 ‖f ∗ µH‖L∞(µG) + 1
6 ‖f‖L∞(µG) + 1 6 ‖fZ‖L∞(µG) + 2 6M + 2
by Young’s inequality again and Lemma 5.3. Finally by Corollary 6.2 and the triangle
inequality we have
‖(f ∗ µH)Z‖A(G) 6
k∑
i=1
|(f ∗ µH)Z(xi)| 6 8η−1(M + 2),
and the result follows by the triangle inequality given that (f − f ∗ µH)Z = fZ − (f ∗ µH)Z
and ‖fZ‖A(G) 6 M . 
The next lemma lets us take a quantitative notion of continuity such as that developed
in §20 and show that if at the same time the function is almost integer valued then in fact
it is approximately constant on the subgroup generated by the ball of continuity.
Lemma 23.2. Suppose that G is a finite group, f : G→ Z, g ∈ L∞(µG) and B ⊂ G is a
symmetric non-empty set such that for some parameter ǫ ∈ [0, 1/10) we have
sup
x∈G
‖g − g(x)‖L∞(µxB) 6 ǫ and sup
x∈G
‖f − g‖L2(µxB) 6 ǫ.
Then, writing H := 〈B〉 for the group generated by B we have that f ∗ µH is 5ǫ-almost
integer-valued and
‖f ∗ µH‖L∞(µG) > ‖g‖L∞(µG) − 3ǫ.
Proof. It follows from the triangle inequality and nesting of norms that
sup
x∈G
‖f − g(x)‖L2(µxB) 6 2ǫ.
Let z be the smallest integer with z > g(x) and put S := {y ∈ xB : f(y) > z}. Since f is
integer-valued it follows that
|z − g(x)|.
√
µxB(S) + |z − 1− g(x)|.
√
1− µxB(S) 6 2ǫ.
It follows that
min{|z − g(x)|, |z − 1− g(x)|}.(
√
µxB(S) +
√
1− µxB(S)) 6 2ǫ.
However, √
µxB(S) +
√
1− µxB(S) > 1,
whence g(x) is within 2ǫ of an integer.
On the other hand |g(y)− g(x)| < ǫ whenever y ∈ xB whence
|gZ(x)− gZ(y)| 6 |gZ(x)− g(x)|+ |g(x)− g(y)|+ |g(y)− gZ(y)| 6 5ǫ.
It follows that gZ(x) = gZ(y) since ǫ < 1/10, and hence gZ is constant on cosets of H .
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Now, note that for all x ∈ G we have
|f ∗ µB(x)− g(x)|2 6 (|f − g(x)| ∗ µB(x))2
6 (f − g(x))2 ∗ µB(x) 6 ǫ2
by the Cauchy-Schwarz inequality. Now, integrating over cosets of H we get that
|f ∗ µB ∗ µH(x)− g ∗ µH(x)| = |
∫
f ∗ µB(x′)dµxH(x′)−
∫
g(x′)dµxH(x
′)| 6 ǫ.
However, µB ∗ µH = µH whence
|f ∗ µH(x)− g ∗ µH(x)| 6 ǫ.
Now g is ǫ-almost integer-valued and gZ is constant on cosets of H , whence
|g ∗ µH(x)− g(x)| 6 |g ∗ µH(x)− gZ(x)|+ ǫ
= |g ∗ µH(x)− gZ ∗ µH(x)|+ ǫ 6 2ǫ.
The lemma follows from the triangle inequality. 
We are now in a position to prove the main theorem.
Proof of Theorem 1.2. We define a sequence of functions (fi)i>1 and subgroups (Hi)i>1
with the following properties.
(i) fi is 3
iǫ-almost integer-valued;
(ii) Mi := ‖(fi)Z‖A(G) has Mi = OM,i(1);
(iii) ‖fi ∗ µHi‖L∞(µG) > 1/2;
(iv) fi+1 = fi − fi ∗ µHi;
(v) there are integers k, z1, . . . , zk = OM,i(1) and elements x1, . . . , xk ∈ G such that
(fi ∗ µHi)Z =
k∑
j=1
zj .1xj .Hi.
We put f0 := f which trivially satisfies the first two conditions above since f is integer
valued. Suppose that we are at stage i of the iteration, having defined fi satisfying condi-
tions (i) and (ii). Write F for the function hiding behind the ΩM(1) in Proposition 22.1,
ǫi = 3
iǫ and
νi := min{ǫi, F (Mi)2/12, 1/20}.
If (fi)Z ≡ 0 then terminate the iteration. Apply Proposition 22.1 to (fi)Z to get a νi-closed
4-multplicative pair (Bi, B
′
i) such that
(23.3) ‖(fi)2Z ∗ µBi‖L∞(µG) > F (Mi),
and
µG(Bi), µG(B
′
i) = Ωǫ,i,M(‖(fi)Z‖2L2(µG)).
Since B′4i ⊂ Bi we get (from the bounds on µG(Bi) and µG(B′i)) that
µG(B
′4
i ) = Oǫ,i,M(µG(Bi)).
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We may thus apply Proposition 20.1 to Bi and (fi)Z with parameter νi to get balls B
′′′
i ⊂
B′′i ⊂ B4i with µG(B′′′i ) = Ωǫ,i,M(µG(Bi)),
sup
x∈G
‖(fi)Z ∗ µ˜B′′i ∗ µB′′i − (fi)Z ∗ µ˜B′′i ∗ µB′′i (x)‖L∞(µxB′′′
i
) 6 νi
and
(23.4) sup
x∈G
‖(fi)Z − (fi)Z ∗ µ˜B′′i ∗ µB′′i ‖L2(µxB′′′
i
) 6 νi.
Writing Hi := 〈B′′′i 〉 we have, by Lemma 23.2, that (fi)Z ∗ µHi is 5νi-almost integer-valued
and
(23.5) ‖(fi)Z ∗ µHi‖L∞(µG) > ‖(fi)Z ∗ µ˜B′′i ∗ µB′′i ‖L∞(µG) − 3νi.
On the other hand, by (23.4) we have that
‖(fi)Z ∗ µ˜B′′i ∗ µB′′i ‖L∞(µG) > sup
x∈G
‖(fi)Z‖L2(xB′′′i ) − νi
= ‖(fi)2Z ∗ µB′′′i ‖
1/2
L∞(µG)
− νi.
Now, since B′′′i ⊂ B′4i and (Bi, Bi) is a νi-closed 4-multiplicative pair we see that
‖µB′′′i ∗ µBi − µBi‖ 6 νi
by Lemma 12.1. It follows by the triangle inequality and Young’s inequality that
‖(fi)2Z ∗ µB′′′i ‖L∞(µG) > ‖(fi)2Z ∗ µBi‖L∞(µG) − νi,
and hence
‖(fi)Z ∗ µ˜B′′i ∗ µB′′i ‖L∞(µG) > ‖(fi)2Z ∗ µBi‖
1/2
L∞(µG)
− 2νi.
Combining this with (23.5) tells us that
‖(fi)Z ∗ µHi‖L∞(µG) > ‖(fi)2Z ∗ µBi‖1/2L∞(µG) − 6νi > 0
by choice of νi and the lower bound from (23.3). Since (fi)Z ∗ µHi is 5νi-almost integer-
valued and fi is ǫi-almost integer valued this bootstraps to
‖fi ∗ µHi‖L∞(µG) > 1/2
provided ǫi < 1/4, and so (iv) is satisfied by fi. Now, by Lemma 23.1 applied to fi which
is ǫi-almost integer-valued and has ‖(fi)Z‖A(G) 6 Mi, and the subgroup Hi which is such
that (fi)Z ∗ µHi is ǫi-almost integer-valued by choice of νi and
µG(Hi) > µG(B
′′′
i ) = Ωǫ,i,M(‖(fi)Z‖2L2(µG)) = Ωǫ,i,M(‖(fi)Z‖L1(µG)).
Property (v) now follows immediately from this lemma, as do properties (i) and (ii) for
fi+1. This closes the induction.
Now, by properties (iii) and (iv) of the sequence constructed above and Lemma 6.4 we
get that
‖fi+1‖A(G) 6 ‖fi‖A(G) − 1/2.
Since ‖f0‖A(G) 6 M it follows that the iteration cannot proceed for more than O(M)
steps which lets us choose ǫ > exp(−O(M)) so that 3iǫ < 1/10i. It remains to unravel
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the situation when the construction terminates. Suppose it does so at some stage i0 in
whichcase we have (fi0)Z ≡ 0. Since fi is always 1/4-almost integer-valued we have that
(fi+1)Z = (fi)Z − (fi ∗ µHi)Z,
by the definition of the fis. It follows by induction that
f = f0 = (f0)Z =
i0−1∑
i=0
(fi ∗ µHi)Z.
On the other hand each of the summands has a structure described by (v), and so combining
all these gives the result. 
The bound on L of a tower of tower of towers in O(M) can be easily read out of this
argument: essentially we iterate O(M) times and each time we do it we replace Mi by a
tower of towers in Mi, whence the bound.
24. Concluding remarks
The bounds in Theorem 1.2 appear rather weak and, indeed, we have no better example
of an integer-valued function with small algebra norm than we have in the abelian setting,
namely an arithmetic progression. Specifically if G = Z/pZ for some large prime p and A
is an arithmetic progression then it is easy enough to see that ‖1A‖A(G) = Ω(log |A|). Of
course if |A| is sufficiently small then any ±-decomposition of 1A into indicator functions
of cosets must involve |A| terms. It follows that L(‖1A‖A(G)) = Ω(|A|) and hence we must
have L(M) = exp(Ω(M)) in Theorem 1.2.
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