The latest High Efficiency Video Coding (HEVC) standard has been increasingly applied to generate video streams over the Internet. However, HEVC compressed videos may incur severe quality degradation, particularly at low bit-rates. Thus, it is necessary to enhance the visual quality of HEVC videos at the decoder side. To this end, this paper proposes a Quality Enhancement Convolutional Neural Network (QE-CNN) method that does not require any modification of the encoder to achieve quality enhancement for HEVC. In particular, our QE-CNN method learns QE-CNN-I and QE-CNN-P models to reduce the distortion of HEVC I and P frames, respectively. The proposed method differs from the existing CNN-based quality enhancement approaches, which only handle intra-coding distortion and are thus not suitable for P frames. Our experimental results validate that our QE-CNN method is effective in enhancing quality for both I and P frames of HEVC videos. To apply our QE-CNN method in time-constrained scenarios, we further propose a Timeconstrained Quality Enhancement Optimization (TQEO) scheme. Our TQEO scheme controls the computational time of QE-CNN to meet a target, meanwhile maximizing the quality enhancement. Next, the experimental results demonstrate the effectiveness of our TQEO scheme from the aspects of time control accuracy and quality enhancement under different time constraints. Finally, we design a prototype to implement our TQEO scheme in a real-time scenario.
I. INTRODUCTION
T HE High Efficiency Video Coding (HEVC) standard [1] was officially issued in January 2013, and it has significantly improved the efficiency of video coding. HEVC is able to achieve a bit-rate saving of approximately 60% with similar subjective quality [2] compared with the previous H.264/AVC standard. However, when stored or transmitted at low bit-rates, HEVC videos also incur artifacts, such as blocking artifacts, ringing effects, blurring, and so forth. Such artifacts may cause severe degradation in the Quality of Experience (QoE) at the decoder side. Therefore, it is necessary to investigate how to enhance the visual quality of HEVC videos at the decoder side.
Over the past decade, there have been increasing interests in enhancing the visual quality of decoded images [3] - [10] . Recently, deep learning approaches have been successfully applied in enhancing the visual quality of decoded images. For example, Dong et al. [9] designed a four-layer Convolutional Neural Network (CNN) [11] , named AR-CNN, for significantly improving the quality of JPEG images. Wang et al. [10] developed another deep network, called D 3 , for enhancing the quality of JPEG images. However, to the best of our knowledge, few works exist on enhancing the visual quality of decoded videos, particularly for HEVC videos. The closest studies on enhancing the quality of decoded videos are [12] - [15] , which develop advanced postprocessing filters for the HEVC encoder. In particular, the HEVC postprocessing works of [14] , [15] benefit from the most recent success of CNN. In [14] , Park and Kim designed a CNN to replace the Sample Adaptive Offset (SAO) filter in the HEVC encoder and decoder. Later, based on AR-CNN [9] , Dai et al. [15] proposed a type of CNN structure, named VRCNN, to replace the inloop filters in HEVC intra-coding, achieving a 4.6% reduction in bit-rate.
However, [15] only handles the intra-mode coding of HEVC, in which the distortions of inter-coding frames, e.g., P frames, are not taken into consideration. More importantly, all the existing postprocessing approaches require modification at the encoder side; thus, such approaches are not suitable for enhancing visual quality when only HEVC decoded videos are available. In this paper, we propose a Quality Enhancement CNN (QE-CNN) for enhancing the visual quality of HEVC videos at the decoder side. The proposed QE-CNN method has the ability to extract features of both HEVC intra-and intercoding. Consequently, QE-CNN is suitable for enhancing the quality of both I and P frames. Moreover, it is worth pointing out that the HEVC encoder does not need to be modified when applying our QE-CNN method at the decoder side.
Nevertheless, the cost of visual quality enhancement is increased computational time [9] , [15] , particularly for CNNbased approaches. Currently, the computational capacity of devices has dramatically improved, thus enabling video quality enhancement. However, the computational time is still limited for quality enhancement of HEVC, especially in real-time applications or for devices with low computational capacity. It is thus desirable to consider a time constraint when applying our QE-CNN method to enhance video quality for HEVC. To this end, we further propose a Time-constrained Quality Enhancement Optimization (TQEO) scheme. Specifically, we model the problem of TQEO by a formulation in which the quality enhancement of QE-CNN is maximized under the constraint of computational time. Then, two solutions are developed to solve our formulation for I and P frames, respectively. Consequently, the computational time of our QE-CNN method can be controlled to a target with optimal quality enhancement.
To our best knowledge, our QE-CNN method is the first CNN-based method designed to reduce the artifacts of both intra-and inter-coding frames. Our TQEO scheme is also the pioneering work to control the computational time of quality enhancement. This paper is an extended version of our conference paper [16] presented in ICME 2017, with extensive advanced works. The extension is summarized as follows. 1) The QE-CNN model is advanced by adopting Parametric Rectified Linear Unit (PReLU) and residual learning, to achieve better quality performance on both I and P frames than [16] . 2) The TQEO scheme is further developed to control the computational time of our QE-CNN method in quality enhancement. 3) A prototype is designed to apply our TQEO scheme in a real-time quality enhancement scenario.
II. RELATED WORKS
A. Related works for quality enhancement As mentioned above, over the past decade, many works [3] - [8] have focused on enhancing the visual quality of images. Specifically, the method proposed by Liew et al. [3] reduces blocking artifacts of compressed images using an overcomplete wavelet representation. Foi et al. [4] applied pointwise Shape-Adaptive Discrete Cosine Transform (SA-DCT) to reduce blocking and ringing effects caused by JPEG compression. Later, Wang et al. [8] proposed filtering the boundaries between neighboring blocks for reducing blocky artifacts of JPEG images. Recently, Jancsary et al. [5] achieved JPEG image deblocking by taking advantage of Regression Tree Fields (RTF). Moreover, some sparse coding methods exist for removing JPEG artifacts, such as [6] and [7] .
Over the past decade, deep learning has made impressive achievements in computer vision and image processing tasks [17] - [20] . Recently, deep learning has also been successfully applied to improve the visual quality of decoded images. Dong et al. [9] proposed the four-layer AR-CNN to reduce the artifacts caused by JPEG coding. AR-CNN is designed based on a three-layer CNN used for super resolution, called SR-CNN [21] . In [21] , the functions of the three layers in SRCNN are defined as feature extraction, non-linear mapping and reconstruction. AR-CNN adds a feature denoising layer to SR-CNN to extract the features of JPEG distortion, thereby achieving quality enhancement on JPEG images. Then, D 3 , another deep network for JPEG image restoration, was proposed by Wang et al. in [10] . D 3 restores the JPEG distortion by utilizing the prior knowledge of JPEG compression. As reported in [9] , [10] , these deep learning approaches significantly outperform other conventional methods, such as [4] - [6] . The outstanding performance of [9] , [10] highlights the promising application of deep learning in quality enhancement.
For videos, many works [12] - [15] , [22] , [23] have been conducted to improve visual quality for the latest HEVC standard, aiming at improving the coding efficiency at the encoder side. The works of [22] and [23] propose to improve the HEVC quality by Rate-Distortion Optimization (RDO) at the HEVC encoder. Han et al. [12] developed a high-performance inloop filter for HEVC, which is added after the original inloop filter in the HEVC encoder and decoder. Consequently, the visual quality of encoded videos can be slightly improved over the conventional HEVC standard, equivalent to saving 2% bit-rate on average. Zhang et al. [13] proposed a Structuredriven Adaptive Non-local Filter (SANF), which is applied after the Deblocking Filter (DF) and before the SAO filter at both the HEVC encoder and decoder sides. Park and Kim [14] proposed replacing the SAO filter in HEVC by the retrained SR-CNN [21] to enhance the quality of HEVC videos. Later, based on AR-CNN [9] , Dai et al. [15] proposed the VRCNN as an advanced in-loop filter in HEVC intra-coding. The VRCNN enhances the visual quality of HEVC without any increase in bit-rate compared with the conventional in-loop filters of HEVC. In other words, VRCNN is able to improve the coding efficiency of HEVC, i.e., a 4.6% bit-rate reduction. It has been verified that VRCNN [15] performs better than other non-CNN methods, further demonstrating the feasibility of deep learning in enhancing the quality of encoded videos. Nevertheless, few works concentrate on enhancing the visual quality of decoded videos, which can be directly applied to the existing video streams. Moreover, little attention has been devoted to exploring patterns of temporal distortion for further enhancing the visual quality of inter-frames (i.e., B and P frames).
B. Related works on HEVC complexity control
To the best of our knowledge, no works on controlling the computational time for video quality enhancement exist. The closest works are HEVC complexity control approaches, which aim at making the encoding or decoding time of HEVC meet a constraint. Specifically, at the encoder side, Corrêa et al. [24] proposed reducing the HEVC encoding complexity by skipping the computation on the Coding Tree Unit (CTU) partition at some frames. Instead, the CTU partitions of these frames are the same as those of previous frames. Then, the encoding complexity can be controlled by setting the number of frames that skip computation on the CTU partition. Later, Deng et al. [25] , [26] proposed a complexity control approach for HEVC encoding. In their approach, the maximal depths of some CTUs are limited to reduce the computational complexity to a target with minimal quality loss.
At the decoder side, Langroodi et al. [27] developed a complexity control approach for H.264/AVC decoding. In [27] , the decoder sends its computational resource demand to the encoder side. Then, the settings of the encoder are adjusted according to the received demand such that the corresponding decoding complexity can be controlled. Rather than adjusting the encoder, Yang et al. [28] , [29] proposed an approach for controlling the HEVC decoding complexity. In their approach, the decoding complexity of HEVC is reduced by disabling DF and simplifying Motion Compensation (MC) at the expense of quality loss. Then, the HEVC decoding complexity is controlled to a certain target with minimal perceptual quality loss by disabling DF and simplifying the MC of non-salient CTUs. Similar to the above approaches, computational time control can also be studied for video quality enhancement under a time constraint. Unfortunately, to the best of our knowledge, there exists no work in this direction.
III. THE PROPOSED QUALITY ENHANCEMENT METHOD
In this section, we discuss the proposed QE-CNN method for enhancing the quality of decoded HEVC videos. In Section III-A, we briefly review the overall architecture of AR-CNN, which is the basis of our QE-CNN method. In Sections III-B
and III-C, we introduce the proposed network architecture of our QE-CNN method in detail, including QE-CNN-I for enhancing the visual quality of HEVC I frames and QE-CNN-P designed for HEVC P frames.
A. Overview of AR-CNN
In [9] , AR-CNN is developed to improve the visual quality of encoded JPEG images. AR-CNN achieves a quality improvement on JPEG encoded images, and it can be viewed as the foundation of our method. Here, we briefly review the architecture of AR-CNN. In AR-CNN, there are four convolutional layers without any pooling or fully connected layers. Specifically, as presented in [9] , the four layers of AR-CNN perform the functions of feature extraction, feature denoising, non-linear mapping and reconstruction. AR-CNN is designed as an end-to-end framework, which takes the JPEG compressed images as input and directly outputs the restored images. During training, all four layers of AR-CNN are jointly optimized.
The input image is denoted as Y, and the output of the i-th convolutional layer is defined as F i (Y). Then, the architecture of AR-CNN can be expressed as
where W i and B i are the weights and bias matrices of the ith layer, respectively, and * indicates the convolution operator. Note that max(0, x), known as Rectified Linear Unit (ReLU), is adopted in the first three layers as the non-linear activation function. The configuration of AR-CNN is summarized in Table I . The experimental results reported in [9] verify that AR-CNN has better performance than conventional methods, e.g., SA-DCT [4] and RTF [5] , for improving the quality of encoded images. Inspired by AR-CNN, we design QE-CNN for enhancing the quality of HEVC decoded videos, also taking advantage of the CNN.
B. The proposed QE-CNN-I
We now focus on the proposed network of QE-CNN-I, which is able to handle distortion caused by intra-coding of HEVC, for enhancing the quality of HEVC I frames. Next, we present QE-CNN-I from the aspects of dataset, architecture and loss function.
Dataset. First, we establish a dataset for learning QE-CNN-I. In our work, the images of our training and validation sets for QE-CNN-I are the same as AR-CNN [9] , which are selected from the BSDS500 database [30] . Because QE-CNN-I aims to reduce the distortion of I frames in HEVC, we encode all training images using the HEVC all intra (AI) mode at QP = 32, 37, 42 and 47 using the default configuration in encoder intra main.cfg. Before training, we decompose the ground-truth and HEVC encoded images into image patches with a size of 40 × 40, using a stride of 10. Consequently, the training set with 400 images provides a total of 522,000 pairs of training samples. Similarly, 34,500 pairs of validation samples are obtained.
Architecture. The architecture of QE-CNN-I is designed according to the following observations. Observation 1. The distortion caused by HEVC intracoding is with more features than JPEG. Analysis 1. We analyze this observation from both theoretical and experimental aspects. Theoretically, HEVC intracoding is more complicated compared to JPEG. For example, HEVC supports different sizes of Discrete Cosine Transform (DCT), including 4×4, 8×8, 16×16 and 32×32 [1] , whereas JPEG only adopts 8×8 DCT [31] . Moreover, the HEVC intrapicture prediction has 33 different directional orientations [1] , which is much more complex than the Direct-Current (DC) prediction in JPEG [31] . Accordingly, more distortion sources exist in HEVC intra-coding than in JPEG; thus, the distortion caused by HEVC intra-coding has more features than JPEG.
From the experimental aspect, we further analyze Observation 1 by testing CNN on the validation set under different configurations. In CNN, convolutional filters are used to extract features from input images for quality enhancement [11] . Thus, more convolutional filters should be used to handle input images with more distortion-related features. Hence, based on AR-CNN, we design AR-CNN-1 with a larger number of convolutional filters. Then, we compare the performance of AR-CNN-1 with AR-CNN at QP = 42 on the validation set. The configuration of AR-CNN-1 and its performance are shown in Table II . As shown in Table II , AR-CNN-I, which has more filters, performs better than AR-CNN in terms of enhancing the quality of HEVC I frames. Therefore, Observation 1 can be verified.
Observation 2. AR-CNN-1 with one additional convolutional layer can extract more effective distortion-related features for HEVC, thus leading to better performance.
Analysis 2. Recall that AR-CNN is a 4-layer network, in which Conv 1 is used to extract features and Conv 2 is for feature denoising [9] . For HEVC, we extend AR-CNN-1 to AR-CNN-2, which includes one additional layer after Conv 2 to further denoise the features. The configuration of AR-CNN-2 is shown in Table II . As such, AR-CNN-2 has 5 convolutional layers. Then, we test AR-CNN-2 on the validation set at QP = 42. As shown in Table II , AR-CNN-2 
Intra coding feature extraction Intra coding feature denoising Non-linear mapping Reconstruction outperforms AR-CNN-1 for HEVC quality enhancement of I frames. Therefore, it can be confirmed that Conv 3 succeeds in further denoising the feature maps for HEVC encoded images. Finally, Observation 2 is validated. Observation 3. Parametric Rectified Linear Unit (PReLU), as the activation function instead of ReLU, can further improve the performance of AR-CNN-2.
Analysis 3. PReLU is a learnable activation function, which is proved to have better performance than ReLU [32] . PReLU is defined as follows:
where a is a parameter learned during the training stage. Recall that ReLU is defined as max(0, x); thus, its output always remains zero at the negative side. As a result, ReLU may incur the problem of "dead features" [33] . However, PReLU, whose slope is learnable under negative input, is able to avoid the problem of "dead features". We further test the performance of PReLU on the validation set at QP = 42. As shown in Table  II , AR-CNN-3, which replaces ReLU by PReLU in AR-CNN-2, has better performance than AR-CNN-2. Consequently, Observation 3 can be validated. According to Observations 1, 2 and 3, we use AR-CNN-3 as our QE-CNN-I structure to enhance the quality of I frames of decoded HEVC videos. The architecture of QE-CNN-I is shown in Fig. 1 , and its configuration is shown in Table III . The formulation of QE-CNN-I is expressed as
where W i and B i are the weights and bias matrices of the i-th layer, respectively. Note that PReLU is adopted as the non-linear activation function in the layers of Conv 1-4. Loss function. We apply Mean Squared Error (MSE) as the loss function of our QE-CNN-I. Let {X n } N n=1 be the set of raw image patches, seen as the ground-truth, and let {Y n } N n=1 be patches of their corresponding compressed images. Here, {Y n } N n=1 are input samples, whereas {X n } N n=1 are the corresponding target output. Define F (·) as the output of QE-CNN-I. Then, the loss function is as follows:
where Θ = {W i , B i } stands for the weights and bias in QE-CNN-I. This loss function is minimized using the stochastic gradient descent algorithm with the standard Back-Propagation (BP). We follow [9] and [15] to set the batch size as 128 when training QE-CNN-I. Note that we first train our QE-CNN-I at QP = 42, and the networks for the other QPs (i.e., 32, 37 and 47) are fine-tuned from QP = 42.
C. The proposed QE-CNN-P
Next, we introduce the proposed network of QE-CNN-P, which is designed to handle both HEVC intra-and intercoding distortions. Therefore, it is able to enhance the quality of HEVC P frames. In the following, we present the dataset, architecture and loss function for QE-CNN-P.
Dataset. First, we establish a video database 1 that includes 89 sequences. We randomly selected 8 sequences (i.e., ParkRun, Shields, Stockholm, Mobcal, Tennis, PartyScene, FlowerVase and BasketballDrill) as our validation set for QE-CNN-P, and the other 81 sequences are used for training. Since our QE-CNN-P is implemented for enhancing the quality of P frames, all the training and validation sequences are encoded by HEVC Low-Delay P (LDP) mode at QP = 32, 37, 42 and 47, with the default configuration in encoder lowdelay P main.cfg. We randomly select 10 P frames from each training sequence, and we decompose the raw and encoded frames into pairs of 40 × 40 image patches, with the stride being 15. In this way, we obtain 1,241,880 training sample pairs. Similarly, 279,090 validation sample pairs are obtained.
Architecture. In HEVC, only intra-picture coding is used in I frames, while both intra-and inter-coding are applied in P frames [1] . Thus, we learn the features of both HEVC intra-and inter-coding to enhance the visual quality of P frames. Accordingly, we design the QE-CNN-P containing 9 convolutional layers, as shown in Fig 2. In QE-CNN-P, the architectures of layers Conv 1-4 are the same as those in QE-CNN-I, which are expected to extract and handle the distortion features of intra-coding. Moreover, Conv 5 is used to extract the distortion features of HEVC inter-coding. Recall that Conv 1 is used to extract intra-coding features. Then, the outputs of Conv 1 and Conv 5 are concatenated, and both are convolved by Conv 6. Thus, Conv 6 denoises the features of both intra-and inter-coding. Conv 7-9 in QE-CNN-P are designed in a similar way. Finally, Conv 9 in QE-CNN-P is used for reconstruction. Note that since Conv 1-3 in QE-CNN-P are used to extract intra-coding features, their parameters are fine-tuned from Conv 1-3 of the learned QE-CNN-I.
In Conv 6-9, we define W
as the weights of Conv i used to convolve the data in Conv 1-4 and Conv 5-8, respectively. {W i } 5 i=1 are also defined as the weights of Conv 1-5, and {B i } 9 i=1 denotes the biases of Conv 1-9. Then, the formulation of QE-CNN-P can be expressed as
The sizes and numbers of filters at different layers in QE-CNN-P are shown in Table IV , in which ILR means initial learning rate.
Training procedure and loss function. Since QE-CNN-P contains a larger number of layers than QE-CNN-I, we use the strategy of residual learning [34] to accelerate its convergence with better results. Specifically, we use the residual between raw and encoded videos as the ground-truth for training rather than the raw video itself. Moreover, we also apply learning rate decay in training QE-CNN-P. In this paper, the learning rate decays by a factor of 10 every 40 epochs. Meanwhile, to avoid exploding caused by a large learning rate (γ), we also adopt the adjustable gradient clipping method [35] . The gradient g is clipped into the range of g ≤ |β/γ|, where β is a parameter for restricting the gradient. We follow [35] to set the Initial Learning Rate (ILR) as γ = 10 −1 and set β = 10 −2 .
For QE-CNN-P, we also apply MSE as the loss function. As residual learning is adapted in QE-CNN-P, its loss function, which is different from QE-CNN-I, is written as follows:
where all notations are the same as in QE-CNN-I. The loss function is also minimized by stochastic gradient descent with the BP algorithm, and the batch size is set as 128. The same as QE-CNN-I, QE-CNN-P is first trained at QP = 42, and the other QPs are fine-tuned from QP = 42.
IV. EXPERIMENTAL RESULTS ON QUALITY ENHANCEMENT
In this section, experimental results are presented to validate the effectiveness of our QE-CNN method in comparison with the latest quality enhancement methods 2 AR-CNN [9] and VRCNN [15] . In the following, we discuss the settings of our experiments in Section IV-A, compare the performance of quality enhancement in Section IV-B, and evaluate the computational time in Section IV-C.
A. Settings
In our experiments, we test our method and the other two methods on 17 sequences from the JCT-VC [36] database. Details about the test sequences are presented in Table V . The training and validation sequences are the same as those introduced in Sections III-B and III-C. Note that the test sequences do not overlap with those of the training and validation sets. For each sequence, the corresponding HEVC bitstream is generated by HM 16.0 with LDP mode at four QP values (i.e., 32, 37, 42 and 47). Here, the default configuration file encoder lowdelay P main.cfg is used. Then, our QE-CNN method and the AR-CNN and VRCNN methods are applied to enhance the quality of the encoded HEVC sequences. Note that for a fair comparison, AR-CNN and VRCNN are retrained on HEVC using the same training samples as our QE-CNN method. Recall that the hyperparameters of our QE-CNN method, e.g., learning rate, batch size, and so forth, are introduced in Section III.
B. Performance of quality enhancement
We now evaluate the performance of our QE-CNN method in terms of quality enhancement, comparing with the conventional AR-CNN [9] and VRCNN [15] . The quality enhancement is measured by Y-PSNR improvement (∆PSNR), and the ∆PSNR results of our method and the other two methods are reported in Table V .
Quality enhancement on I frames. As shown in Table V , the proposed QE-CNN-I model clearly outperforms AR-CNN and VRCNN on I frames over all test sequences. At QP = 42, the average ∆PSNR (0.3469 dB) of our QE-CNN-I model is 38.58% higher than that of AR-CNN (0.2503 dB) and 28.82% higher than that of VRCNN (0.2693 dB). In particular, QE-CNN-I has up to a 0.5065 dB Y-PSNR improvement on I frames, which is achieved in the sequence KristenAndSara. Quality enhancement on P frames. As shown in Table V , the QE-CNN-I and QE-CNN-P models both perform better than AR-CNN over P frames of all test sequences. Note that we do not compare with VRCNN over HEVC P frames because VRCNN [15] is only designed to improve the coding efficiency of HEVC intra-mode, and applying VRCNN on P frames requires modification of the HEVC encoder. Table  V shows that QE-CNN-I also has the ability to enhance the quality of P frames due to the reduction in intra-coding distortion. At QP = 42, QE-CNN-I still has a 55.36% gain of ∆PSNR (0.2650 dB) over AR-CNN (0.1706 dB). Similarly, at QP = 32, the ∆PSNR of QE-CNN-I is 0.2496 dB for P frames, which is much higher than the 0.1066 dB of AR-CNN.
Furthermore, our QE-CNN-P model yields better quality than QE-CNN-I for the P frames of HEVC sequences, benefiting from its specific design in enhancing the quality of P frames. At QP = 42, QE-CNN-P reaches a 0.3407 dB Y-PSNR improvement on P frames averaged over all the test sequences, which is 28.57% higher than that of QE-CNN-I (0.2650 dB). Moreover, our QE-CNN-P model nearly doubles the performance of AR-CNN (0.1706 dB). At QP = 32, our QE-CNN-P model improves Y-PSNR by 0.3328 dB on average, which is considerably higher than that of QE-CNN-I (0.2496 dB). More importantly, the QE-CNN-P model triples the quality enhancement of AR-CNN (0.1066 dB) averaged over the P frames of all the test sequences. In other words, for the P frames of HEVC sequences, our QE-CNN-P model improves the quality enhancement performance of both AR-CNN and our QE-CNN-I model.
Subjective quality performance. Three frames are selected from BQMall, Cactus and PeopleOnStreet for evaluating the subjective quality performance of our QE-CNN method and the conventional AR-CNN method. Fig. 3 shows the three frames compressed by HEVC and then enhanced by AE-CNN and QE-CNN. In this figure, the raw frames are also shown for comparison. As shown, our QE-CNN method effectively reduces the artifacts, e.g., blurring and ringing effects, caused by HEVC compression. Additionally, our QE-CNN method is clearly better than the conventional AR-CNN method in reducing HEVC compression artifacts.
Rate-distortion performance. We further evaluate the ratedistortion performance of our QE-CNN method in terms of Bjontegaard Distortion-rate (BD-rate) savings over HM 16.0 baseline. In our experiments, the BD-rate is calculated according to the Y-PSNR and bit-rates at QP = 32, 37, 42 and 47. As shown in Table VI , our QE-CNN method, which applies QE-CNN-I on I frames and QE-CNN-P on P frames, is able to save BD-rate up to 10.98%. Moreover, the average BD-rate saving is 8.31% when applying our QE-CNN method. This BD-rate saving of our QE-CNN method is considerably better than that of AR-CNN, which only has 3.69% BD-rate saving on average. 
C. Computational time analysis
Moreover, we evaluate the computational time of our QE-CNN method for quality enhancement compared to the conventional AR-CNN [9] . In our experiments, we evaluate the computational time via the running time of quality enhancement on an Ubuntu PC equipped with one GeForce GTX 1080 GPU. Fig. 4 shows the computational time of our QE-CNN method and the conventional AR-CNN method, as well as their Y-PSNR improvement. Note that the results in this figure are obtained by averaging over all the test sequences.
As shown in Fig. 4 , our QE-CNN method performs con- V. TIME-CONSTRAINED QUALITY ENHANCEMENT
OPTIMIZATION
As discussed in Section IV-C, our QE-CNN method may consume large amounts of computational time for enhancing the quality of HEVC videos, especially for high-resolution videos or with insufficient computational resources. Meanwhile, in many application scenarios, e.g., real-time video play, quality enhancement has to be constrained by a time limitation. Hence, we propose the TQEO scheme, i.e., time-constrained quality enhancement optimization scheme, enabling our QE-CNN method to be practical for time-constrained scenarios.
A. Formulation for TQEO scheme
To meet the time constraint, the computational time of our QE-CNN method needs to be reduced. The computational time can be reduced by applying QE-CNN to only some of the CTUs at a frame. Interestingly, we find that the quality enhanced by our QE-CNN method varies across different CTUs. To quantify this variation, we evaluate the Relative Standard Deviations (RSDs) of the MSE reduction among CTUs at a frame when applying our QE-CNN method. Note that RSD is the ratio of standard deviation divided by the corresponding mean value. For each sequence, the RSD of the MSE reduction is averaged over all frames. As shown in Fig. 5 , the RSD of the MSE reduction is approximately or even greater than 100% for all 17 test sequences. In other words, the standard deviation is comparable to its corresponding mean value. This result indicates a large difference in quality enhancement across different CTUs. Therefore, under the time constraint, our QE-CNN method needs to be conducted on CTUs that may achieve large quality enhancement, in order to maximize the quality enhancement.
Our TQEO scheme aims to control the computational time of our QE-CNN method through a constraint while optimizing quality enhancement. The formulation of our TQEO scheme can be modeled as
where ∆MSE n (k n ) is defined as the MSE reduction of the n-th CTU and t n (k n ) is the computational time for quality enhancement on the n-th CTU. Here, k n ∈ {0, 1, 2} is a variable to be calculated for solving (15) . In particular, k n = 0 means that the n-th CTU is without any quality enhancement, k n = 1 stands for applying QE-CNN-I in the CTU, and k n = 2 indicates applying QE-CNN-P. Additionally, T denotes the time constraint, and N is the total number of CTUs at a frame. Next, we discuss the solution to our TQEO formulation for I and P frames, respectively.
B. Solution to (15) for I frames
To solve (15) for I frames, we first model t n (k n ) and ∆MSE n (k n ) by training on 10 sequences randomly selected from our dataset introduced in Section III-C. Note that these 10 training sequences do not overlap with all the 17 test sequences of Sections IV and VI. Recall that only the network of QE-CNN-I can be used on I frames; thus, k n ∈ {0, 1} for I frames. Clearly, we have t n (k n = 1) = 0 when the CTU is without any quality enhancement. For modeling t n (k n = 1), we record the computational time of QE-CNN-I among all CTUs of the training sequences when running on a computer with one GeForce GTX 1080 GPU. Consequently, the mean and standard deviation of t n (k n = 1) are 1.536 ms and 0.096 ms, respectively. Since the standard deviation is significantly smaller than the mean value for t n (k n = 1), we simply set t n (k n = 1) as a constant 1.536 ms in our TQEO scheme. Thus, given the constraint of N n=1 t n (k n ) ≤ T in (15), we can obtain that the number of CTUs with k n = 1 at a frame is equivalent to
where · represents rounding down. In the following, we model ∆MSE n (k n ) to solve the optimization problem of max N n=1 ∆MSE n (k n ) for (15). For I frames, we find that ∆MSE n (k n ) of different CTUs has a strong correlation with their corresponding bit allocation in HEVC, denoted by b n . The Spearman correlation coefficients between ∆MSE n (k n ) and b n , averaged over all training sequences, are 0.85, 0.80, 0.73 and 0.65 for QP = 32, 37, 42 and 47, respectively. Additionally, as shown in Fig. 6 , S(b n ) is denoted as the rank of descending sorted {b n } N n=1 in a frame 3 , and ∆MSE n (k n ) reduces along with the descending b n . Therefore, at I frames, CTUs with more allocated bits are more likely to achieve higher quality enhancement, and they should be with high priority in enhancing quality under the time constraint. Thus, given N 1 = T /t n (k n = 1) , the solution to (15) can be obtained as
for I frames of HEVC compressed videos.
C. Solution to (15) for P frames
To solve (15) for P frames, we model t n (k n ) and ∆MSE n (k n ) of (15) as follows. First, the computational time of QE-CNN-I on P frames is the same as that on I frames; thus, t n (k n = 1) = 1.536 ms still holds for P frames. Similarly, QE-CNN-P consumes 3.900 ms per CTU on average, with a small deviation of 0.120 ms. Thus, t n (k n = 2) is also set by a constant, i.e., 3.900 ms.
Next, we focus on modeling ∆MSE n (k n ) for HEVC P frames. Here, Mean Absolute Deviation (MAD) is used to predict the potential quality enhancement of ∆MSE n (k n ) at 3 Descending sort consumes only 0.020 ms per 1080p frame by an Intel Core(TM) i7-4790K CPU, which can be ignored in our TQEO scheme. each CTU 4 because it is strongly correlated with ∆MSE n (k n ), as discussed in the following. We define m n as the MAD value of the n-th CTU, and S(m n ) is the rank of the descending sort of {m n } N n=1 within a frame. Fig. 7 shows the relationship between S(m n ) and ∆MSE n (k n ) over all training sequences. Here, we apply the normalized index S(m n )/N as the horizontal axis in Fig. 7 , such that the relationship between ∆MSE n (k n ) and S(m n )/N is suitable for different resolutions (with different numbers of CTUs). From Fig.  7 , two facts can be observed: 1) ∆MSE n (k n = 1) and ∆MSE n (k n = 2) both decrease along with decreasing m n , and 2) ∆MSE n (k n = 2) decreases faster than ∆MSE n (k n = 1) with decreasing m n . Accordingly, we need to set a larger k n for CTUs with larger m n . That is, the values of k n can be set as
where N 1 and N 2 represent the numbers of CTUs with k n = 1 and k n = 2, respectively. Given (18) , formulation (15) can be rewritten as follows:
∆MSE n (k n = 1) s.t. N 1 · t n (k n = 1) + N 2 · t n (k n = 2) ≤ T. Then, to obtain the function of ∆MSE n (k n ) in (19), we utilize least-squares fitting of the second-order polynomial regression, and the fitting function is obtained as follows:
where a 1 , a 2 , b 1 , b 2 , c 1 and c 2 are the coefficients presented in Table VII . Table VII also reports that all the R-square values of the fitting are above 0.99, verifying the effectiveness of fitting functions (20) and (21) .
Given (20) and (21), the problem of (19) is a non-linear integer optimization problem. Therefore, we apply the branchand-bound algorithm [37] to solve (19) . To avoid the overhead computational time consumed by solving formulation (19) , we establish a look-up table for the solutions to (19) at each specific T . Then, given T , we can simply obtain N 1 and N 2 by table look-up. Table VIII presents the solution  for 1080p sequences as an example of the table look-up. In Table VIII , we use T /T max instead of T as the target. Note that T max = N · t n (k n = 2) is the maximum time of our TQEO scheme, which applies QE-CNN to all CTUs. Additionally, T max is a constant for each specific video. That is, the constraint in (19) can be represented by
for establishing the look-up table. The reason is that the values of t n (k n = 1) and t n (k n = 2) may vary among different devices, but t n (k n = 1)/t n (k n = 2) ≈ 0.394 is almost unchanged. Therefore, T /T max in Table VIII makes the solution more general for different devices 5 . Finally, the solution to (15) can be obtained for the P frames of HEVC compressed videos. As a result, the computational time for quality enhancement can be controlled for both I and P frames with maximal enhancement on video quality.
VI. EXPERIMENTS FOR OUR TQEO SCHEME
In this section, we validate the performance of our TQEO scheme from the aspects of both control accuracy and quality enhancement evaluated under different time constraints. The experiments are conducted on an Ubuntu PC with one GeForce GTX 1080 GPU. The HEVC test sequences are the same as in Section IV.
A. Accuracy of computational time control
We now evaluate the accuracy of computational time control of our TQEO scheme to validate its effectiveness in controlling the time to a constraint. Since no other work focuses on time control of quality enhancement, we do not compare the control accuracy with other methods. Table IX presents the time control accuracy of our TQEO scheme. In Table IX , we present the results of actual time divided by the maximum time T max . As shown in Table IX , the control error is up to 1.89% (RaceHorses, QP = 42, 20%), and most of the errors are less than 0.200%. Table IX also tabulates the Mean Absolute Error (MAE), which is calculated as
averaged over all the test sequences. Here, ∆T indicates the error between the target and actual time. It is apparent that the average MAEs of our TQEO scheme in most cases are below 0.150%, and the highest value of MAE is only 0.333%. In conclusion, our TQEO scheme performs well in controlling the computational time of quality enhancement under a time constraint.
B. Quality enhancement under different time constraints
Next, we focus on assessing the quality enhancement of our TQEO scheme under different time constraints. As in Section IV, quality enhancement is measured in terms of Y-PSNR improvement (∆PSNR). We compare the ∆PSNR of our TQEO scheme with a baseline that applies the QE-CNN method on randomly selected CTUs. Fig. 8 shows the ∆PSNR averaged among all 17 test sequences, along with different time constraints. As shown, under each time constraint, our TQEO scheme achieves a higher ∆PSNR than the baseline. Specifically, the average ∆PSNR of our TQEO scheme reaches 58.2% of the maximum ∆PSNR at QP = 32, with only 20% of the computational time of T max . When the time constraint is half of T max , our TQEO scheme is able to improve the Y-PSNR by 0.2931 dB on average, which is 84.9% of the maximum ∆PSNR. Moreover, Fig. 9 presents the results on all test sequences at QP = 32. Similar to the average ∆PSNR curves, we can observe that the curves are up-convex for quality enhancement under different time constraints. Consequently, the quality enhancement of our TQEO scheme significantly outperforms the baseline of enhancing randomly selected CTUs, whose ∆PSNR is almost linearly related to T . That is, our TQEO scheme succeeds in optimizing the quality enhancement given the limited computational time.
C. Implementation
Finally, we design a prototype to achieve real-time quality enhancement of HEVC compressed videos by using our TQEO scheme. Our prototype is implemented on an Ubuntu PC with four GeForce GTX 1080 GPUs. In our prototype, the computational time target T in formulation (15) needs to satisfy the real-time constraint 6 , e.g., T = 16.67 ms per each frame for 60 Hz sequences.
We evaluate the performance our prototype on 10 test sequences. The duration of each test sequence is 10 s. Table  X presents the actual computational time and quality enhancement for our prototype. We can observe that the actual time used for quality enhancement satisfies the real-time constraint. Moreover, the control error of the computational time is very small, which is up to 0.19 s, far less than the video duration of 10 s. The average control error is only 0.073 s, i.e., 0.73% of the 10 s duration. Fig. 10 shows the computational time of our prototype at each frame of sequences RaceHorses, FourPeople, Keiba and Johnny. As shown in Fig. 10 , the frame-level control error of our prototype is also small, indicating high fluency when displaying the enhanced HEVC videos.
The quality enhancement performance is shown in Table X . As shown, at QP = 47, our prototype has a 0.2458 dB ∆PSNR on 480p@30 Hz sequences on average (RaceHorses, Keiba and Mobisode), and it achieves 0.1493 dB on the 480p@60 Hz sequence (BQMall). For 720p@60 Hz (Class E/E') sequences, the ∆PSNR is 0.1534 dB on average at QP = 47. Similar results can be found for the other QPs. Furthermore, our prototype can achieve BD-rate savings of up to 6.83%, and an average of 6.34% for 480p@30 Hz sequences, in our realtime prototype. The BD-rate savings for 720p@60 Hz (Class E/E') sequences is 2.80% on average when achieving realtime enhancement. To summarize, our prototype is effective in both time control accuracy and quality enhancement for HEVC compressed videos in the real-time implementation. Frame order 
VII. CONCLUSION
This paper has proposed the QE-CNN method at the decoder side, to improve the quality of HEVC videos. Our QE-CNN method learns to reduce the artifacts of both intraand inter-mode compression, rather than only reducing intramode compression artifacts in the existing CNN-based quality enhancement methods. Specifically, two networks, i.e., QE-CNN-I and QE-CNN-P, were proposed to learn the features of intra-and inter-mode distortion, respectively. As such, our QE-CNN method can enhance the quality for both I and P frames of HEVC compressed videos. The experimental results have shown that the proposed QE-CNN method is able to advance the state-of-the-art quality enhancement of HEVC videos.
However, the QE-CNN method introduces heavy computational complexity. To make the quality enhancement adaptive to different time constraints, we further proposed the TQEO scheme for controlling the computational time of our QE-CNN method. We first established the TQEO formulation, which maximizes the enhanced quality under a time constraint by selecting some of the CTUs for quality enhancement. Then, two solutions were derived for the established formulation for the I and P frames of HEVC compressed videos. The experimental results verified the effectiveness of the proposed TQEO scheme in terms of control accuracy and quality enhancement. Finally, a prototype was established to implement our TQEO scheme in a real-time application of quality enhancement.
Our work, at the current stage, only focuses on enhancing the quality of HEVC videos with LDP mode. An interesting future work is to further implement our QE-CNN method for other coding modes, and even other video coding standards. This may be achieved by re-training our proposed QE-CNN network on other types of videos. Besides, real-time enhancement requires a large amount of computational resources in our prototype. Thus, another future work is accelerating the proposed QE-CNN method and applying our TQEO scheme on other hardware platforms, e.g., FPGA, mobile, and so forth.
