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ABSTRACT: Feature selection is a preprocessing technique with the objective of ﬁ  nding a subset of attributes that improve the classiﬁ  er 
performance. In this paper, a new algorithm (IRBASIRRED) is presented for the generation of learning rules that uses feature selection to 
obtain the knowledge model. Also a new method (REDUCTSIM) is presented for the reduct’s calculation using the optimization technique, 
Particle Swarm Optimization (PSO). The proposed algorithm was tested on data sets from the UCI Repository and compared with the 
algorithms: C4.5, LEM2, MODLEM, EXPLORE and IRBASIR.  The results obtained showed that IRBASIRRED is a method that generates 
classiﬁ  cation rules using subsets of attributes, obtaining better results than the algorithm where all attributes are used.
KEYWORDS: Feature selection, classiﬁ  cation rules, Particle Swarm Optimization
RESUMEN: La selección de atributos es una técnica de preprocesado cuyo objetivo es buscar un subconjunto de atributos que mejore el 
rendimiento del clasiﬁ  cador. Basándonos en este concepto en este trabajo se presenta un nuevo algoritmo para la generación de reglas de 
aprendizaje que utiliza la selección de atributos para obtener el modelo de conocimiento (IRBASIRRED). Se presenta también un nuevo 
método (REDUCTSIM) para el cálculo de reductos utilizando la técnica de optimización PSO (Particle Swarm Optimization). El algoritmo 
propuesto fue probado en conjuntos de datos de la UCI Repository y se comparo con los algoritmos C4.5, MODLEM, EXPLORE e 
IRBASIR. Los resultados obtenidos demuestran que IRBASIRRED es un método que genera reglas de clasiﬁ  cación utilizando subconjuntos 
de atributos reducidos, obteniendo mejores resultados que con el algoritmo donde se utilizaban todos los atributos. 
PALABRAS CLAVE: Selección de atributos, reglas de clasiﬁ  cación, Optimización
1.  INTRODUCTION
In the process of solving classiﬁ  cation problems it appears 
that the most important thing is to have the maximum 
possible information. This way, it seems that it would be 
better to use more characteristics. However, in practice, this 
is not always that the case [1]. The yield of real learning 
algorithms can deteriorate in the case of the abundance of 
information. Many characteristics can be totally irrelevant 
for the problem. Also, several characteristics can provide 
the same information, so all but one are redundant. 
Therefore, the problem can be solved without enhancing 
information, with no negative impacts, and even to 
improving the results in diverse aspects. Hence it would 
be advantageous to carry out a selection of features before 
proceeding to the classiﬁ  cation process.  
It is a fact that the behavior of classiﬁ  ers improve when 
the redundant attributes are eliminated [2]. In the selection 
of attributes the minimum subset of attributes is chosen Dyna 182, 2013 183
that satisfy two conditions: the rate of successes does 
not decrease signiﬁ  cantly and the distribution of the 
resulting class is as similar as possible to the distribution 
of the original class with all the attributes. In general, 
the application of feature selection helps in all phases of 
the process of data mining for knowledge discovery. The 
algorithms of feature selection choose a minimum subset 
of characteristics that satisﬁ  es an evaluation approach. 
Ideally, the methods for feature selection look for the 
subsets of attributes trying to ﬁ  nd the best among the 2m 
(m: total number of attributes) subset candidates according 
to an evaluation function. When the algorithms of feature 
selection are applied before the classiﬁ  cation, the interest 
goes to those attributes that classify the unknown data 
better up to that moment. If the algorithm provides a subset 
of attributes, this subset is used to generate the pattern of 
knowledge that will classify the new data.  
In [3], authors state that the use of selection methods 
of characteristics in the development of classiﬁ  ers, can 
contribute with advantages such as efﬁ  ciency (in time 
and/or in space) for most learning algorithms, because 
this depends on the number of characteristics used.  
In [4], authors carried out a revision of several 
algorithms of attribute reduction and strategies of 
reduction selection, demonstrating that training with 
classiﬁ  cation systems  obtains better  results.  
Indeed, the quality of the discovered knowledge does 
not depend only on the learning algorithm used, but 
also on the quality of the data. Often the existence of 
irrelevant attributes affects the precision of the learning 
algorithm in a remarkable way. 
Therefore, the selection of characteristics can help to 
obtain better results in an algorithm by indicating the 
characteristics on which to concentrate; it can achieve 
the reduction of costs of acquisition of data and the 
improvement in the interpretability of the results, when 
based on a smaller number of characteristics.
An example of an algorithm for feature selection is C4.5 
[5]. It builds a decision tree with the training data and 
it is a quick, robust and easy classiﬁ  cation algorithm, 
therefore it is among the most popular machine learning 
methods.  In each node of the tree, C4.5 chooses an 
attribute of the data that more efﬁ  ciently divides the 
group of samples in subsets. Their approach is to use the 
gain of information (entropy difference) in the selection 
of an attribute to divide the data. The attribute with the 
biggest gain of normalized information is chosen as the 
decision parameter. The algorithm C4.5 successively 
divides the data in smaller lists.  
On the other hand, rough sets have proven to be effective 
for data analysis; hence, machine learning is one of the 
areas where they have aroused great interest. The Rough 
Set Theory (RST) was introduced by Z. Pawlak in 1982 
[6]. The rough set philosophy is based on approximating 
any concept for example a hard subset of the domain, 
such as a class in a supervised classiﬁ  cation problem, by 
means of a pair of exact sets, called lower approximation 
and upper approximation of the concept. With this theory 
is possible to deal with both quantitative and qualitative 
data, particularly useful for dealing with uncertainty 
caused by inconsistencies in the information. Different 
algorithms have been developed for the discovery of 
classification rules (decision rules) based on rough 
sets. Among the best known are LEM2 (Learning from 
Examples Module v2), this algorithm is part of the data 
mining system LERS (Learning from Examples based on 
Rough Sets) [79], and two algorithms based on LEM2, 
MODLEM [1012]; and MLEM2 [13], which tries to ﬁ  nd 
a minimum set of rules that allow the classiﬁ  cation (which 
means that the examples of the training set are covered 
by the minimum number of non redundant rules). LEM2 
algorithm, similar to ID3, only considers elementary 
conditions including equality operators (attribute = value); 
therefore, in the case of continuous domain features it 
requires a preprocessing phase in which these domains are 
discretized. MLEM2 and MODLEM algorithms are able 
to consider continuous domain attributes because they 
performed simultaneously discretization and induction 
and generate the P part of the rules as conjunctions with 
a more general syntax. The MODLEM algorithm seeks 
coverage on approximations of the classes of minimal sets 
of decision rules. In [11], authors present a comparative 
study on numerical data between LEM2 and MODLEM. 
The results showed that MODLEM achieved results with 
an accuracy comparable to that achieved by the best 
variant of LEM2, by considering several alternatives of 
discretization for LEM2. The results presented in  [14]   
showed that MODLEM achieves a similar performance 
to the algorithm C4.5. Other studies on the discovery 
of decision rules using rough sets are presented in [10], 
[12] and [1519]. The EXPLORE algorithm is another 
learning method for discovering rules extending those Fernández et al 184
based on the approach of rough sets. EXPLORE is able 
to generate rules which are general, simple, accurate and 
relevant. The EXPLORE algorithm, ﬁ  rst presented in 
[20], is a procedure that extracts all decision rules that 
satisfy certain requirements. The algorithm can handle 
inconsistent examples either by using rough set theory 
to define approximations of decision classes, or by 
determining the appropriate threshold for conﬁ  dence of 
induced rules to be used in prepruning [21]. 
2.  MODIFICATION OF THE IRBASIR 
ALGORITHM USING REDUCTS.
The IRBASIR algorithm [22] is a method for 
discovering classiﬁ  cation rules for decision systems 
with mixed data, i.e., the domain of condition features 
could be discrete or continuous.
This algorithm does not require discretizing continuous 
domains, neither as a prelearning step nor during the 
learning process; the conditional part of the rule is not 
expressed as a conjunction of elementary conditions. 
The algorithm is based on the use of a relation of 
similarity that allows constructing similarity classes 
of objects, the construction of relations of similarity 
is based on the extended Rough Set Theory. This 
algorithm ﬁ  nds a set of rules following a sequential 
covering strategy, which builds similarity classes of 
objects in the decision system. 
The algorithm includes a main module with three steps 
and two procedures for the construction of the rules.
In this section a modiﬁ  cation of the IRBASIR algorithm 
is presented, which is denominated IRBASIRRED, in 
which the generated rules include only the features that 
belong to reducts in their conditional part. The method 
for building the reduct is based on the metaheuristic 
Particle Swarm Optimization [23] and the quality of the 
similarity measure proposed by Filiberto, Y. et al. [2426]; 
this method is called REDUCTSIM (construction of 
reducts based on the quality of the similarity measure).
3.  THE QUALITY OF THE SIMILARITY 
MEASURE
The quality of the similarity measure was presented 
in [2426].
Let be the decision system DS=(U, AÈ{d}), where 
the domains of features in AÈ{d} are discrete or 
continuous;  and a similarity measure consisting of 
three major parts:
•  Local similarity measures used to compare the values 
of single features (called the comparison functions of 
the feature, an example is expression (5)).
•  Feature weights representing the relative importance 
of each attribute.
•  A global similarity measure responsible for the 
computation of a ﬁ  nal similarity value based on 
the local similarities and feature weights (called the 
similarity function, an example is expression (3)).
In order to compute the set of weights associated with 
features in A, the similarity relations R1 and R2 deﬁ  ned 
on U are introduced in the following form:
For all objects x and y in U:
    (1)
    (2)
Where F1 and F2 are similarity functions to compare 
objects in U, F1 includes features in A and F2 computes 
the similarity degree between two objects according to the 
value of the decision feature d; e1 and e2 are thresholds.
The comparison functions can be deﬁ  ned by expressions 
(3) and (4):
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where: 
n is the number of features
i w is the weight of feature i
i  is the comparison function of feature i.
d is the decision feature.
A classic comparison function is deﬁ  ned by expression 
(5):Dyna 182, 2013 185
  
(5)
In order to ﬁ  nd the similarity relations R1 and R2 the sets 
N1 and N2 can be deﬁ  ned for all x in U by expressions 
(6) and (7), N1 and N2 of x is the neighbourhood of x 
according to the relations R1 and R2 respectively:
   (6)
   (7)
Then, the problem is to ﬁ  nd the functions F1 and F2 such 
that N1(x) =N2(x), where the equal symbol (=) denotes 
the greatest similarity between N1(x) and N2(x) given 
the thresholds e1 and e2, and the comparison function 
¶i() for each feature.
In order to build these functions the measure deﬁ  ned 
by expression (8) is proposed:
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Using expression (8) the quality of similarity of a 
continuous decision system DS=(U, A+{d}) is deﬁ  ned 
by expression (9):
       ( 9 )
This measure q(DS) represents the degree in which the 
similarity among objects using de features in A is the same 
as the similarity according to the decision feature d.
Then, the problem of ﬁ  nding the set of weights W={w1, 
w2,…,wn}, where n is the number of features in the set 
A, is to maximize the expression (9):
Max →  
 



 



 
U
x
U x
) ( 
 
The metaheuristic PSO is used to solve this optimization 
problem and hence the feature selection problems [27, 
28]. The particles are vectors W=(w1, w2,…,wn). At the 
end of the search, the best particle is used to assign the 
weights to the features. The method REDUCTSIM uses 
these weights to build a reduct.
4.  REDUCTSIM METHOD
The following steps were performed to determine the 
relevant features:  
Step 1: The continuous features of the decision systems 
were discretized using the method Discretize of the 
System WEKA  [29].   
Step 2: The quality measure of the classiﬁ  cation  of the 
discretized decision system (DSd) was calculated, this 
value is called g(DSd).  
 Step 3: PSO was applied for both the measure quality 
of similarity [26] and for the calculation of weights 
W={w1, w2,…,wn} in the original decision systems DS.     
Step 4: The features were ordered from bigger to 
smaller according to the value of the calculated weights.    
Step 5: The features of smaller weights were removed 
and the measure quality of the classiﬁ  cation in the 
discretized decision system was calculated, this value 
is denoted as g(DSd
*). If the value g(DSd
*) is equal or 
very close to g(DSd), continue removing features while 
this condition is true.   
Step 6: The resulting features set is used as a reduct.
The algorithms of reduction of attributes QUICKREDUCT 
[30] and AFSBRSA (Algorithm for feature selection based 
on Rough Set and Ant Colony Optimization) [31] are used 
for the same purpose. The algorithm QUICKREDUCT 
calculates a minimum set without generating all the possible 
subsets. It begins starting from an empty set and then 
in each iteration it adds a feature that has the maximum 
increment in the grade of dependence, until the maximum 
value is obtained for the set of data. However, this does 
not guarantee to ﬁ  nd the minimum set of features. In many 
cases, the algorithm QUICKREDUCT cannot ﬁ  nd a set of 
features that satisﬁ  es the strict deﬁ  nition of reduct, and the 
subset of features found can contain irrelevant features. The 
quality of the classiﬁ  cation can diminish when a classiﬁ  er is 
designed using the subset of features containing irrelevant 
features.
On the other hand, the algorithm AFSBRSACO is a hybrid 
algorithm, where the Rough Set Theory (RST) is used to 
deﬁ  ne the importance of the features by means of the lower 
and upper approximations. ACO (Ants Colony Optimization) 
is used to implement the search method; generating subsets 
of features that use a ﬁ  lter approach based on forward Fernández et al 186
selection. In the case of this algorithm the ants leave the 
CORE or nucleus, the pheromone is also associated to the 
paths denoting the possibility to go from node j to node i.
5.  IRBASIRRED
In IRBASIRRED the generated rules only include the 
resulting features of the REDUCTSIM method in their 
condition part.  This modiﬁ  cation is carried out in the 
GenRulSim Procedure(k, Cs, C; Rul) of the IRBASIR 
algorithm. This procedure builds a decision rule, which it 
returns in Rul, starting from the input parameters k (denotes 
a decision class), Cs (similarity class of the processed object) 
and C (subset of Cs, only containing the class objects).
Step1: Build a p vector with n reference components (one 
for each condition feature) for the set of objects in C. pi 
← f(VRi), where VRi is the set of values of the i feature in 
the objects in C and f it is an aggregation operator.
Step2: Generate the rule starting from the reference 
vector p.
  Rul ← If wi*¶i(xi,pi)+…+ wn*¶n(xn,pn) ≥ e then d=k
Where the weight wi is taken from the function (3); e 
is the threshold used in the similarity relations (1); pi 
is the value of the feature i in the reference vector p.
It is in this step where  the modiﬁ  cation is carried out 
in the following way (we take a very simple example 
for a better understanding):
Let the weights w1=0.5, w2=0.45, w3=0.05, and the 
subset {w1, w2} is a reduct. 
1.  The weight of the features which are not included 
in the reduct, are set to 0, in this case:
2.  w1=0.5, w2=0.45, w3=0.0
3.  The feature weights that they are in the reduct, are 
normalized, so that their sum is equal to 1:  
w1+w2=0.95
w1/0.95+w2/0.95=1 
w1=0.526, w2=0.474, w3=0.0
4.  Apply
Rul ← If w1*¶1  (x1,p1)+        w2*¶2(x2,p2)≥ e 
then d=k
Step3: Calculate the rule coverage.
6.  EXPERIMENTAL RESULTS  
For the validation of the new method proposed to select 
features, the results obtained by REDUCTSIM were 
compared with the algorithms QUICKREDUCT and 
AFSBRSA.  
To evaluate the precision of the algorithm IRBASIRRED, 
15 datasets of the UCI repository for machine learning 
[32] were used where most of conditional attributes 
have a continuous domain and the decision feature is 
discrete. For the validation of the results the K  Fold 
Cross – Validation method [33] is used.
The description of these datasets appears in Table 1. 
Table 1. Description of the datasets used in the experiments
Datasets #Attributes # Examples
iris 4 150
pima 8 768
heartstatlog 13 270
biomed 8 194
cleveland 13 303
breastw 6 699
waveform 40 5000
mfeatfourier 76 2000
mfeatzernike 47 2000
creditg 20 1000
zoo 16 101
balancescale 4 625
new Thyroid 5 215
vehicle 18 846
sonar 60 745
Experiment 1: Compare the results of the feature 
selection algorithms taking into account the quantity 
of selected features. The results are showed in Table 2.
The quantity of features selected by the method 
REDUCTSIM in most of the cases is equal to or lower 
than the other methods.  
Experiment 2: Compare the results of the performance 
of C45, LEM2, MODLEM, EXPLORE, IRBASIR and 
IRBASIRRED for each of the datasets; a kfold with 
k=10 were carried out. 
In the case of C4.5 the feature selection process is 
implicit in the method, IRBASIR, LEM2, MODLEM Dyna 182, 2013 187
and EXPLORE consider all the features.. IRBASIRRED, 
is the IRBASIR algorithm but it uses only the features 
selected by REDUCTSIM.
In Table 3 the results of the comparison are shown 
among the classiﬁ  ers.  
The precision of the obtained classiﬁ  cation  using the 
rules induced by the algorithm IRBASIRRED was 
superior to those generated by the algorithms C45, 
LEM2, MODLEM, EXPLORE and IRBASIR.
Table 2. Comparison of the feature selection algorithms
Datasets #Attributes REDUCTSIM QUIKREDUCT AFSBRSA
iris 4 3 3 3
pima 8 3 3 3
heartstatlog 13 4 4 5
biomed 8 6 3 3
cleveland 13 3 3 5
breastw 6 5 6 6
waveform 40 5 23 21
mfeatfourier 76 21 44 45
mfeatzernike 47 43 25 27
creditg 20 23 3 12
zoo 16 13 13 7
balancescale 4 7 4 4
new  thyroid 5 3 3 3
vehicle 18 3 4 5
sonar 60 5 1 2
Table 3. Comparison of the rule generating algorithms
Datasets
Accuracy of Classiﬁ  cation
C4.5 MODLEM LEM2 EXPLORE IRBASIR IRBASIR RED
iris 94.67 94 94 88 96 96
pima 75.26 74.23 65.89 60.29 75.26 75.78
heartstatlog 77.78 75.19 75.19 81.85 79.63 81.74
biomed 86.53 85 66.5 66.63 87.16 87.67
cleveland 54.43 57.550 47.842 52.900 58.25 58.57
breastw 94.57 93.990 95.160 89.130 95.15 96.31
waveform 75.1 70.26 59.82 does not ﬁ  nish 80.46 80.78
mfeatfourier 75.85 57.8 0.45 does not ﬁ  nish 79 79.24
mfeatzernike 70.1 53 1.6 does not ﬁ  nish 77.85 78.05
creditg 72.03 75.4 69.1 68.90 87.43 88.66
zoo 94.1 92.27 93.09 4.91 97.68 97.73
balancescale 77.90 80.47 83.67 84.78 84.95 84.97
new thyroid 92.58 92.06 85.04 73.05 94.89 95.82
vehicle 71.81 53.66 49.76 58.27 71.78 71.82
sonar 80.94 69.81 61.57 57.71 83.21 83.83Fernández et al 188
In order to compare the results a multiple comparison 
test is used to ﬁ  nd the best algorithm. In Table 4 it can 
be observed that the best ranking is obtained by the 
proposal presented: IRBASIRRED.
An Iman–Davenport test is carried out (employing an 
Fdistribution with 5 and 70 degrees of freedom) in order 
to ﬁ  nd statistical differences among the algorithms 
C45, LEM2, MODLEM, EXPLORE, IRBASIR and 
IRBASIRRED, obtaining a pvalue similar to zero. In 
this way, in Table 5 the results of the Holm procedure 
for comparing the proposal to the remaining ones are 
shown. The algorithms are ordered with respect to the 
obtained zvalue.
Thus, by using the normal distribution, the corresponding 
pvalue associated with each comparison can be 
obtained and this can be compared with the associated 
α/i in the same row of the table to show whether the 
associated hypothesis of equal behavior is rejected in 
favor of the best ranking algorithm; as can be observed, 
the test rejects all cases. This result indicates that the 
performance of IRBASIRRED is statistically superior 
to every compared method.
Table 4. Average ranks obtained by each method in the Friedman’s Test
Algorithms Rankings
C4.5 3.3667
MODLEM 4.2667
LEM2 4.8667
EXPLORE 5.2
IRBASIR 2.2
IRBASIRRED 1.1
Table 5. Holm’s table for α = 0.05, IRBASIRRED is the control method
i Algorithms  z = (R0 –Ri)/SE p Holm/Hochberg/Hommel  Hypothesis
5  EXPLORE  6.001785 0 0.01 Rejected
4  LEM2   5.513835 0 0.0125 Rejected
3 MODLEM 4.635525 0.000004 0.016667 Rejected
2 C4.5 3.31806 0.000906 0.025 Rejected
1 IRBASIR 1.610235 0.107347 0.05 Rejected
7.  CONCLUSIONS
In this article a new method for feature selection 
denominated REDUCTSIM is presented, satisfactory 
results in most of the cases with regard to the 
quantity of selected features were obtained with this 
method.  A modiﬁ  cation to the IRBASIR algorithm is 
developed, called IRBASIRRED for the generation of 
classiﬁ  cation rules which uses only the relevant features 
instead of all features of the data set; when compared 
with other known algorithms to discover rules (C4.5 
LEM2, EXPLORE and MODLEM), experimental   
results show that the IRBASIRRED algorithm obtains 
the best performance. 
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