This paper presents some studies on partially observed linear quadratic Gaussian (LQG) models where the stochastic disturbances depend on both the states and the controls, and the measurements are bilinear in the noise and the states=controls. While the Separation Theorem of standard LQG design does not apply, suboptimal linear state estimate feedback controllers are derived based on certain linearizations. The controllers are useful for nonlinear stochastic systems where the linearized models include terms bilinear in the noise and states=controls and are signiÿcantly more accurate than if the bilinear terms are set to zero. The controllers are calculated by solving a generalized discrete time Riccati equation, which in turn has properties relating to well posedness of the associated LQG problem.
Introduction
The classical linear quadratic Gaussian (LQG) control theory for stochastic linear systems assumes that the stochastic disturbances are additive and not control or state dependent [1] [2] [3] [4] . Relaxing this assumption to allow state and control dependence in the noise terms leads to a broad class of stochastic models, which have applications for real-world control. For example, in a stock market the investments (controls) made by so-called "large investors" are going to a ect uctuations (disturbances) of the market. Working with models involving a bilinear noise dependence allows an improved approximation of the underlying nonlinear stochastic system.
Recently, linear quadratic regulator (LQR) theory has been generalized for a class of linear=bilinear stochastic systems in continuous time [3, 6] . The asso- * Corresponding author. e-mail: john.moore@anu.edu.au. ciated optimal state feedback control laws are linear, being calculated by solving a so-called stochastic Riccati equation which specializes to the familiar conventional Riccati equation when the disturbances are independent of the states and controls. The stochastic Riccati equations are by no means as well understood as in the standard case, at least in the continuous time setting. There remains open questions concerning existence and uniqueness of the solutions of these equations. There is also an intriguing property that the control weighting matrix R in a standard quadratic integral cost term need not be positive deÿnite, even in the continuous time case.
What is the situation then for the partially observed case? To what extent does the standard LQG methodology [1] with its Separation Theorem apply? Can we achieve useful linear state estimate feedback laws?
In this paper the above questions are addressed for the discrete time case and some initial results are presented. The expectation is that since the models are bilinear in the state and the noise, as well as in the control and the noise, some of the virtues of the standard linear Gaussian theory will be lost. Certainly, even if the noise signals are Gaussian, the states and control signals will in general be non-Gaussian. Consequently, optimal (information) state estimators will be inÿnite dimensional, in general; see for example [5] . Even so, since a conditional linear minimum square error (LMSE) covariance state estimator is known for the models of interest, and is ÿnite dimensional, it makes sense from an implementation point of view to work with such a state estimator and the resulting linear state estimate feedback law, even if such a law is suboptimal.
The conditional LMSE ÿlter has the structure of a Kalman ÿlter, see [1] , but with a Kalman gain which is state estimate and control dependent. Likewise, the quadratic state cost when expressed in terms of state estimates instead of true states is nonlinear. Appropriate linearizations of the ÿlter equations and cost terms, neglecting higher order terms but allowing terms bilinear in the noise and controls=state estimates in the ÿlter, allows application of a discrete-time analogy of the recently studied LQR theory in [3] . This leads to an 'optimal' linear state estimate feedback law under assumptions of negligible higher order terms. In practise, this law has some degree of sub-optimality because the neglected higher-order terms may be signiÿcant. However, the neglected terms do not include terms bilinear in the innovations (prediction errors) and the state estimates=controls, so there is a chance for improved performance over the standard LQG approach which neglects these terms as well as higher-order terms.
The paper is organized as follows. In Section 2 an optimal feedback controller is derived for a completely observed discrete time, linear quadratic regulators (LQR) with state-and control-dependent noise. As in the standard case, solving a discrete time Riccati equation is a key step in calculating the optimal controller. In fact, the associated Riccati equation is a generalization of the standard discrete time Riccati equation. The existence properties of this equation and its relationship to the well posedness of the control problem is discussed in Section 3. Section 4 is concerned with an approximate Kalman ÿlter for the partially observed LQG model. Finally, suboptimal linear state estimate feedback laws are obtained in Section 5 by combining the results in Sections 2 and 4.
Discrete time LQR results
In this section, we derive parallel results to those of [3] , but in discrete time rather than continuous time. These will be useful in a later section. The results in this section are also of interest on their own right, as discrete time algorithms are useful in practice.
Consider the discrete time stochastic signal model
where x k ∈ R n is the state, u k ∈ R m is the control, and w A k ; w B k ∈ R are noise terms, assumed here to be martingale increments on G k−1 , where G k−1 is the -algebra generated by past noise terms up to w A k−1 ; w B k−1 ; w k−1 . Thus x k is measurable with respect to G k and
The covariances are assumed to be
Generalizations of the dependent noise terms w (1) result from linearizations of nonlinear stochastic models of the form x k+1 = f(x k ; u k ; w k ). Linearizations which set the bilinear terms in the noise to zero result in the standard stochastic models.
The performance index of the problem is given by the standard quadratic sum cost
In this model, all the A k ; A k , etc. are (deterministic) matrices with appropriate dimensions, Q c k and Q are non-negative deÿnite matrices, and R c k are symmetric matrices (could be indeÿnite, as in standard discrete time LQR theory).
Let us solve the above stochastic optimal control problem in two di erent cases. The results derived below will be applied in Section 4 for partially observed models.
Case I: 
where
Here, S k is the solution of a backward matrix Riccati equation
In fact, assuming the existence of the solution S k of Eq. (4), the control law (3)-(4) is seen to be optimal by completion of the square arguments as follows. First, note that
Hence J T can be re-organized by using Eqs. (4) - (6) and eliminating Q c k ; R c k+1 to yield
Substituting for x k+1 from Eq. (1), and from L c k+1 , the third term simpliÿes as
Therefore Eqs. is positive deÿnite. In this case, the control law (2) -(4) is the unique optimal control which achieves a minimum cost
However, we have assumed that In Section 3, we shall address this issue of existence of solutions in more detail. In particular, we shall examine the e ect of the bilinear terms on the solution of the Riccati equation (4) , and the well posedness of Eqs. (1) and (2) .
In continuous time LQR theory, a standard assumption is that the control weighting matrix R is strictly positive deÿnite. This is necessary for the problem to be well posed. Recent results by Chen et al. [3] for the continuous time problem show that R can have negative eigenvalues if the di usion term in the system equations depends on the control. It is interesting to note therefore that in the discrete time problem, the control weighting matrices R k can have negative eigenvalues and the problem remain well posed, even if the bilinear terms A k and B k are all zero! That is, c k+1 can be positive semi-deÿnite, even if some or all the R k matrices have negative eigenvalues, and A and B are zero. Of course, if A or B are non-zero, then R k can be 'more' negative-deÿnite and the problem still remain well posed.
Case II: 
Discrete time Riccati equation
In the continuous time LQR problem, a standard assumption is that the control weighting matrix R(t) is strictly positive deÿnite. In the paper by Chen et al. [3] , it is shown that for full observation stochastic LQR problems with control-dependent di usion terms, this assumption is not necessary. In fact, they derive necessary and su cient conditions for the solvability of the associated Riccati equation and show that these conditions can be satisÿed (and the associated LQR problem well posed) by control weighting matrices with negative eigenvalues. In this section, we examine the e ect of the terms A k and B k on the well posedness of the LQR problem (1) -(2).
Recall that the LQR problem (1) - (2) is well posed if and only if c k ¿ 0 for every k. Note once again that it is possible for the standard LQR problem (i.e.
A k = 0 and B k = 0) to be well posed with either Q k ¡0 or R k ¡0 (but obviously not both). We show in this section that if A k = 0 or B k = 0, then Q k and R k can be made 'more negative'. That is, we can replace Q k by Q k 6 Q k and R k by R k 6 R k and with the associated problem still remaining well posed. Bounds on the allowable decrease are also derived for certain special cases.
Before doing this however, we need to introduce some notation. Let K= {(S 0 ; : : : ; S T )|S j ∈R n×n ; symmetric}; Q = {(Q 0 ; : : : ; Q T )|Q j ∈R n×n , symmetric} and P = {(R 1 ; : : : ; R T ) | R j ∈ R m×m , symmetric}. Given a sequence R c = ( R 
gives rise to a sequence (S 0 ; : : : ; S T ) ∈ K. Hence, we can deÿne a mapping : P × Q → K which maps a sequence of control weights R c = ( R Suppose now that Q c = Q c ∈ Q is given (and ÿxed) while R c is the variable. In this case, we shall write (Q c ; R c ) simply as ( R c ). It follows that the associated (standard) LQR problem is solvable if and only if
We begin by examining the case A k = 0. Before stating our main results, we note the following. Proof. Obvious. Proof
from which the result follows.
We are now in the position to state our main result regarding the in uence of the term B k on the problem (1) -(2). 
State estimation
In this section, we ÿrst deÿne a partially observed signal model. Next, we apply the known Kalman ÿl-ter theory to yield a linear minimum variance state estimator, which is then linearized further so that the ÿlter is linear in the states and control, and bilinear in the innovations (prediction errors) and the states= controls.
Consider the following partially observed model:
where y k ∈ R p . Here w Linear conditional minimum variance state estimator: Applying standard ÿltering results [1] yields the estimator
where the gain K k (x k ; u k ) is given in terms of a coupled matrix Riccati equation as follows:
with
and
Herex k is the best linear estimate conditioned on Y k−1 , the -algebra generated by y 0 ; : : : ; y k−1 , where best is in a minimum error variance sense. The associated conditional error covariance is
In the derivation of Eqs. (24) and (28), the Projection Theorem is used, which tells us that
Notice that the dependence of the noise on states and controls in our model (23) leads to an error covariance which depends on the past measurements (and controls), and in turn leads to a ÿlter gain K k (·; ·) which is dependent on the past measurements (and controls). Now this dependency of K k (·; ·) onx k ; u k is by no means a ne, but in order to proceed to a control law based on the LQR theory of Section 2, we must linearize K k (·; ·) inx k and u k .
A ÿlter bilinear in the innovations: Consider a linearization of K k (·; ·), via a Taylor expansion, for simplicity in the p = 1 case
Neglecting the quadratic and higher-order terms in x k ; u k leads to an approximate ÿlter
State estimate feedback
The approach taken in an LQG control design is taken here, namely to consider the state estimator (24) (or in our case the approximation (30)) as a state space signal model with statex k , and to re-organize the control performance index J T of Eq. (2) in terms ofx k , rather than x k . Noting Eqs. (24) and (28) (31)
