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Abstrakt 
Tato práce se zabývá řešením rozpoznávání objektů v obraze. Cílem bylo vytvoření programu, který 
bude schopný objekty v obraze rozpoznat. Postupně popisuje jednotlivé kroky zpracování 
nasnímaných dat. Stručně popisuje předzpracování obrazu, následně se zabývá podrobněji segmentací 
dat, popisem segmentovaných částí a následnou klasifikací objektů. Popisuje algoritmy a metody, 








This thesis is about solving a problem of recognition of objects in pictures. The aim was to create a 
program that will be able to recognize objects in an image. Describes progressively step by step 
processing of image data. Shortly describes preprocessing of image, after that describes in detail 
segmentation, description of segmented data and classification of objects. Describes algorithms and 
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Počítačové vidění, zpracování obrazu, analýza a rozpoznávání se mnoho let dynamicky vyvíjí. Má 
obrovské uplatnění v širokém průmyslu i lékařství. Snaží se co nejlépe přiblížit lidskému zraku, na 
který si člověk zvykl spoléhat nejvíce. Z našich pěti smyslů nám nepochybně právě zrak poskytuje 
nejvíce vstupních dat. Objem těchto vstupních dat je obrovský a většina z nich je redundantních a 
nepotřebných. Je potřeba rozlišit důležitá data od nepodstatných, abychom mohli pracovat pouze 
s daty, které nás opravdu zajímají. 
Abychom se lidskému zraku přiblížili pomocí výpočetní techniky, musíme mít k dispozici 
kvalitní obrazovou informaci. Tu nám v dnešní době zajistí kvalitní senzory, jako jsou fotoaparáty, 
kamery apod. Díky velké kvalitě technického vybavení obsahuje nasnímaný obraz obrovské množství 
dat. Ty je nutno předzpracovat a odstranit z nich nepotřebné informace, či chyby. Čím více 
nepotřebných dat se odstraní, tím lépe se s obrazovou informací následně pracuje.  
Předzpracovaná data musíme dále segmentovat na jednotlivé oblasti, či shluky oblastí, které 
nám popisují problém na nižších úrovních. Tyto oblasti obvykle patří některému objektu z reálného 
světa. Čím lépe obraz rozdělíme, tím lépe se nám jeho části, ze kterých se skládá, podaří popsat. 
Samotný popis těchto částí je velice důležitý. Podle toho, co v segmentovaných oblastech 
popisujeme, můžeme zjistit, co zkoumaný obraz obsahuje. Proto čím věrnější je popis 
segmentovaných oblastí, tím snadnější je jejich rozpoznání.  
Popsané objekty se rozpoznávají pomocí databáze. Ta obsahuje známé objekty, které v obraze 
hledáme. Nalezený objekt se ale nikdy úplně neshoduje s objektem v databázi, jelikož se mohou 




2 Řetězec zpracování obrazu 
Řetězec zpracování obrazové informace lze zobrazit jako Obrázek 2.1: 
 
Obrázek 2.1: Sekvence zpracování obrazu (převzato z [3]) 
V této práci se zaměříme především na předzpracování obrazu, jeho následnou segmentaci, 
popis segmentovaných částí a jejich následnou klasifikaci pomocí předem známých vzorů. Avšak pro 
uspokojivé výsledky je nutné, aby nasnímaná scéna objektu byla dobře osvětlená a v dobré kvalitě 
převedena do matice     pixelů bez větších chyb. Je nutné, aby snímky byly zbaveny šumu a při 
vzorkování bylo bráno v potaz zakřivení čočky objektivu a mnoho dalších faktorů, které mohou 





Předzpracování obrazové informace nám zajistí redukci některých nepotřebných dat a také korekci 
chyb, které vznikají při snímání obrazové scény. Redukcí obrazové informace je v tomto kontextu 
myšleno odstranění redundantních dat, jako je například barva snímku a vysoké rozlišení. Korekcí 
chyb je myšleno potlačení šumu v obraze, odstranění zkreslení a potlačení či zvýraznění rysů obrazu. 
Barva je důležitá především v potravinářství, kde hraje důležitou roli například při třídění 
ovoce, avšak při rozpoznávání objektů na pásové výrobě, nebo při kontrole správného rozmístění 
součástek na plošných spojích, jsou důležitým faktorem jasové vlastnosti objektů. Hodnotu jasu   
jednotlivých pixelů obsahující barevné složky RGB je možné získat následujícími způsoby[1]: 




Tato rovnice nám převádí barevné složky pixelu na hodnotu jasu, přičemž nebere v úvahu 
citlivost oka na jednotlivé barevné složky. Pokud převádíme barevný pixel na úroveň šedi a bereme 
v úvahu citlivost oka na jednotlivé barevné složky, použijeme rovnici[1]: 




Šum vzniká při digitalizaci a přenosu obrazu. Jeho příkladem může být „sůl, pepř“, známý 
jako zrnění, které je zejména u binárních obrazů velmi patrné. Odstranění náhodného šumu je možné 
provést za pomoci lineárních a nelineárních filtrů[5].  
Pro lineární filtrování se nejčastěji využívá Gaussův filtr, průměrování a dolní propust. 
Gaussův filtr je speciálním typem filtru dolní propust, je běžně aplikován jako konvoluce s maskou, 
maska je složena z elementů určených Gaussovou funkcí[5]. 
Při filtrování obrazu lineárními filtry dochází ke ztrátě ostrosti ve snímcích a celkovému 
rozmazání obrázku. Rozmazání a ztráta ostrosti má za následek problémy při dalším zpracovaní 
(detekci hran) [5]. 
Druhou možností filtrování šumu je použití nelineárních filtrů. Hodnota bodu již není 
vypočtena lineární kombinací hodnot bodů z okolí, ale odvíjí se od některé nelineární funkce. 
Nejčastěji využívaným nelineárním filtrem je mediánový filtr. Hodnota daného bodu je nahrazena 
mediánem hodnot bodů v okolí. Výhodou této metody je, že dokáže dobře potlačit šum typu „sůl, 
pepř“, je tedy vhodný pro filtrování náhodného šumu. Nevýhodou je, že opět dochází ke snížení 
detailu a rozmazání snímku[5]. 
Pro detekci hran je třeba zachovat co nejvíce informací v obraze, použitím filtrů pro odstranění 
šumu se část informací ztratí, je ale třeba vyzkoušet jakých výsledků lze pomocí filtrů dosáhnout[5]. 
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4 Segmentace 
Cílem segmentace je rozčlenit obraz do částí, které souvisí s předměty či oblastmi reálného světa. Je 
to klíčový krok ve zpracování obrazu a její výsledky jsou využívány pro rozpoznávání a klasifikaci 
objektů. Úspěšnou segmentaci do značné míry ovlivňují i vstupní data. Velký podíl šumu nebo 
nerovnoměrné rozložení jasu v obraze mohou segmentaci úplně znemožnit[4]. Informaci o rozdělení 
obrazu do jednotlivých segmentů využívají vyšší algoritmy zpracování obrazu.  
Při výběru metody segmentace je nutné vzít v potaz, jaké objekty v obraze hledáme. Různé 
metody segmentace nám mohou dát velice odlišné informace a mohou být velice odlišné 
z výpočetního hlediska. Proto podle toho co hledáme, za jakou dobu a s jakou přesností, vybíráme 
potřebnou metodu segmentace. Pokud hledáme např. tmavé objekty na světlém pozadí, postačí nám 
prahování[1]. Pokud nám záleží na tvaru a křivkách objektů, vybíráme segmentaci na základě detekce 
hran. 
4.1 Segmentace prahováním 
Segmentace prahováním je velmi používaná metoda, která dosahuje velice dobrých výsledků. 
Prahování je transformace vstupního obrazu   na binární obraz   s prahem     : 
f(i,j) = 1 pro g(i,j) ≥ T  
0 pro g(i,j) < T 
(4.1) 
Nebo je možné použít metodu tzv. poloprahování, kde je zachována jasová složka objektu. 
Pouze se provede oddělení objektu od pozadí. Transformace vstupního obrazu   na obraz   s prahem 
 : 
f(i,j) = g(i,j)  pro g(i,j) ≥ T  
0 pro g(i,j) < T 
(4.2) 
Abychom mohli použít prahování, musíme najít vhodnou velikost prahu T.  
4.1.1 Nalezení vhodné velikosti prahu 
Jedna z nejjednodušších používaných metod zjišťování prahu se používá pří rozpoznávání znaků. 
Nejprve se provede předběžná analýza obrazů (tisk), ze které se určí velikost prahu. Poté se provádí 
prahování na základě této jedné stanovené hodnoty. Nicméně tato technika neobstojí, pokud se v 
obraze objevuje šum, nebo má pozadí proměnlivé jasové hodnoty. I přesto je tato metoda často 
používána v průmyslu, kde se zjišťují některé detaily objektů např. díry v objektu. 
Nejpoužívanější technika analýzy obrazu, je analýza histogramu. V histogramu se najde lokální 




Obrázek 4.1: Idealizovaný histogram (převzato z [3]) 
Tohle je však idealizovaný stav histogramu a je z něj jasně patrné údolí mezi jednotlivými 
četnostmi jasu. Při zjišťování prahu mohou nastat následující potíže[1]: 
 Údolí může být tak široké, že není možné najít významné minimum. 
 Možná existence několika minim, poté je těžké rozhodnou, které z nich je 
nejvýznamnější. 
 Šum v obraze může bránit výběru optimálního minima. 
 Údolí nemusí být vůbec zjevně vidět, jak kvůli šumu v obraze, tak kvůli špatnému 
osvětlení. 
 Může se stát, že velká většina jasových hodnot bude mít výskyt pouze okolo jedné 
hodnoty (jeden vrchol) a poloha minima se může zkreslovat. 
 Dále se může stát, že histogram bude mít více maxim a nebude zřejmé, mezi kterými se 
vyskytuje optimalizované minimum. 
Pro nalezení optimálního prahu se často používá jednoduchá Otsuova metoda. Vychází 
z relativního histogramu a je založena na statistických výpočtech. Předpokládá existenci dvou tříd    
a    (body objektů a body pozadí) rozdělené prahem v hodnotě  , což znamená, že body patřící do 
třídy    mají hodnotu jasu v intervalu         a body ze třídy    v intervalu        . 
Hodnota   odpovídá počtu jasových úrovní obrazu. Jedná se tedy o nalezení prahu v takovém místě 
histogramu, kde vzdálenost středních hodnot obou dvou tříd je maximální a dochází tak k optimální 
separaci objektů a pozadí[8]. 
4.1.2 Adaptivní prahování 
Pokud je scéna osvětlena nerovnoměrně, v obraze se vyskytuje šum a různé stíny je dobré prahovat 
více oblastí obrazu s různou velikostí prahu. Při adaptivním prahování je práh funkcí polohy v obrazu, 
tj. je určován vždy pro určitou část obrazu. Mezi nejpoužívanější metody adaptivního prahování je 
metoda Chow a Kaneka a metoda lokálního prahování. 
Metoda Chow a Kaneka funguje na principu rozdělení obrazu do překrývajících se částí a 
následném nalezení vhodné prahové hodnoty pro každou tuto část obrazu vyšetřením jejího 
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histogramu. Nevýhoda tohoto přístupu je výpočetní náročnost, a proto není vhodná pro aplikace 
pracující v reálném čase. 
Metoda lokálního prahování hledá prahovou hodnotu pro každý pixel statistickým vyšetřením 
intenzit jasu v lokálním okolí bodu. Hodnotu prahu   možno chápat třemi způsoby. Prvním přístupem 
je určení střední hodnoty z intenzit jasu v lokálním okolí bodu. Dalším je určení hodnoty zvané 
medián, což je prostřední hodnota z intenzit jasu v okolí. Posledním a nejjednodušším způsobem je 
vypočtení hodnoty prahu   jako          –       , kde     je rovno maximální hodnotě jasu 
v okolí bodu a    je rovno minimální hodnotě jasu v daném okolí.  
Jednoduchý příklad algoritmu adaptivního prahování[1]: 
 
minrage=255/5; 
/*minimální rozdíl mezi černým textem a pozadím; tento parametr může 
být nastaven manuálně nebo „naučen“ z některé předcházející funkce*/ 
do { //pro každý pixel 
 najdi minimum a maximum lokální intenzity jasu 
 range=maximum-minimum; 
 if(range>minrage) 
  T=(minimum+maximum)/2; // text je v okolí viditelný 
 else T= maximum-minrage/2; // okolí je bílé 
 if(P0>T) Q0=255; else Q0=0; // prahujeme pixel 
} dokud se neprojdou všechny pixely; 
4.2 Segmentace na základě detekce hran 
Segmentace na základě detekce hran reprezentuje velkou skupinu metod založenou na informaci 
o hranách v obraze. Hrana je vektorová veličina určená velikostí a směrem a indikuje body obrazu, ve 
kterých dochází ke změnám obrazové funkce       . Pro nalezení těchto změn v obraze se obvykle 
používá hranových detekčních operátorů. Ty jsou tvořeny konvolučním jádrem, kterým provádíme 
konvoluci obrazu, a výsledkem je obdržení informace o změně obrazové funkce - takzvaného 
gradientu. 
Robertsův operátor je jeden z nejstarších detekčních operátorů a využívá pouze okolí 2x2 
aktuálního pixelu, a proto je velmi citlivý na šum. Konvoluční maska je: 
   [
  
   
]     [
  
   
]  (4.3)  
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Operátor Prewittové je podobný operátorům Sobel, Kirsch, Robinson a některým dalším 
a aproximuje první derivaci. Gradient se počítá pro osm směrů konvoluční maskou 3x3. První 3 
konvoluční masky jsou: 
    [
   
   
      
]      [
   
    
     
]     [
    
    
    




ostatní se vytvoří jednoduchou rotací. Směr gradientu je dán maskou s největší odezvou. Lze vytvářet 
i větší masky s lepším směrovým rozlišením. 
Sobelův operátor se často používá pro detekci vodorovných a svislých hran, kde je poté 
použito konvoluční masky    a   : 
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Laplaceův gradientní operátor aproximuje druhou derivaci. Je velmi používaný při 
konvoluční masce 3x3. Operátor je invariantní vzhledem k otočení a udává jen velikost hrany 
a neudává její směr. Pro 4-okolí a 8-okolí jsou konvoluční jádra v okolí 3 x 3 definována jako: 
    [
   
   
   
]      [
   
   





Někdy se používá Laplacián s větší vahou pixelů blíže aktuálnímu pixelu. V tomto případě se 
ale ztrácí invariantnost vůči otočení: 
    [
    
      
    
]      [
     
    
     
] (4.9)  
Nevýhoda Laplaceova operátoru spočívá v dvojité odezvě na některé hrany v obraze. 
Laplaceovy operátory lze považovat za obecnější LoG (Laplacian of Gaussian) operátor, používající 
své jádro jako vhodnou aproximaci druhé derivace Gaussova filtru        vyjádřený rovnicí: 
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(4.10)  
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    (4.11) 
Kde ve vzorci druhé derivace Gaussova filtru         značí   normalizační člen, který zajistí, 
aby výsledné konvoluční jádro mělo součet svých elementů rovno nule. 
Cannyho hranový detektor je výsledkem hledání optimálního hranového detektoru. 
Optimálnost detektoru je spojena ke třem kritériím[2]: 
1. Detekční kritérium požaduje, aby významné hrany nebyly přehlédnuty a aby na jednu 
hranu nebyly vícenásobné odezvy. 
2. Lokalizační kritérium požaduje, aby rozdíl mezi skutečnou a nalezenou polohou hrany byl 
minimální. 
3. Požadavek jedné odezvy zajišťuje, aby detektor nereagoval na jednu hranu v obraze 
vícenásobně. Toto očekávání je již částečně zajištěno prvním kritériem. Tento požadavek je 
zaměřen zejména na zašuměné a nehladké hrany, což první požadavek nezajistí. 
Je založen na hledání hrany v místech, kde druhá derivace obrazové funkce prochází nulou. 
Algoritmus Cannyho hranového detektoru[2]: 
1. Konvoluce obrazové funkce   pomocí Gaussova filtru   o velikosti střední kvadratické 
odchylky  . 
2. Vypočtení normály n lokální hrany pro každý pixel v obraze pomocí rovnice: 
  
      
        
 (4.12)  
3. Nalezení pozice hrany. To odpovídá lokálnímu maximu konvoluce obrazové funkce   
s operátorem    ve směru n, kde    odpovídá první derivaci  : 
  
   
       
(4.13)  
4. Vypočtení velikosti hrany pomocí rovnice: 
                (4.14)  
5. Filtrování hran pomocí hystereze. K odstranění falešné odezvy se použije následující 
algoritmus: 
5.1. Označ všechny hrany s velikostí větší než    jako správné. 
5.2. Prohledej všechny pixely s velikostí rozsahu hrany        .  
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5.3. Jestli takový pixel sousedí s jiným, který je označen jako hrana, označ jej také. Okolí 
může být definováno jako 4-okolí nebo 8-okolí. 
5.4. Opakujte body 5.2 a 5.3, dokud se nedojde do stabilního stavu. 
6. Opakujte kroky 1 až 5 pro vzestupné hodnoty střední kvadratické odchylky  . 
7. Shromáždění konečných informací o hranách z několika hodnot střední kvadratické 
odchylky   a provedení syntézy. 
Běžné implementace algoritmu Cannyho hranového detektoru většinou neobsahují body 6. a 7.  
4.3 Segmentace narůstáním oblastí 
Techniky segmentace narůstáním oblastí jsou obecně lepší v obrazech s šumem, kde jsou hranice 
velmi obtížně odhalitelné. Homogenita je velmi důležitou vlastností oblastí a používá se jako hlavní 
kritérium segmentace narůstáním oblastí, jehož základní myšlenkou je rozdělení obrazu do zón 
s maximální homogenitou. Kritérium homogenity může být založeno na úrovni šedi, barvě, textuře, 
tvaru atd. Vlastnosti vybrané pro popis oblastí ovlivňují touto metodou podobu, komplexnost 
a množství předchozích informací v dané konkrétní oblasti. Dále musí oblasti splňovat následující 
podmínky[2]: 
                         
 (     )                                    
(4.15)  
(4.16)  
Kde   je celkový počet oblastí v obraze a       je binární ohodnocení homogenity oblasti   . 
Výsledné oblasti musí být homogenní a maximální, kde maximální znamená, že pokud bychom oblast 
spojili s jakoukoliv jinou, přestalo by platit kritérium homogenity. Existují čtyři hlavní techniky[2]: 
1. Spojování oblastí 
2. Štěpení oblastí 
3. Štěpení a spojování oblastí 
4. Zaplavování oblastí 
Ad. 1: Spojování oblastí je nejpřirozenější technikou, přičemž každý pixel v obraze 
reprezentuje jedu oblast. Tyto regiony však nesplňují rovnici (4.16), proto se spojují tak dlouho, 
dokud nebudou splněny obě rovnice. Algoritmus[2]: 
1. Definuj počáteční rozdělení obrazu do velkého množství malých oblastí. 
2. Definuj kritérium spojování dvou sousedních oblastí. 
3. Spojuj sousední oblasti vyhovující kritériu. Pokud již nelze spojit žádné dvě oblasti bez 
přerušení kritéria, skonči. 
Tímto algoritmem můžeme dostat rozdílné výsledky podle toho, jaké zvolíme počáteční 
oblasti, kritéria, počátky spojování, pořadí předkládaných oblastí či jaké zvolíme postupy spojování. 
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Ad. 2: Štěpení oblastí je principiálně opačný přístup než při spojování a začíná s celým 
obrazem reprezentujícím jednu celou oblast, která nesplňuje rovnici (4.15). Tato metoda dává jiné 
výsledky než spojování oblastí, i přesto že mohou být použita stejná kritéria homogenity. Některé 
oblasti mohou být homogenní už při procesu štěpení a nebudou tedy rozštěpeny. Zároveň ale nemusí 
být vytvořeny menší podoblasti, které se vytvoří technikou spojování oblastí. 
Ad. 3: Štěpení a spojování oblastí je kombinací dvou předchozích technik a využívá výhody 
obou. Využívá pyramidální reprezentace obrazu, kde je obraz rozdělen do čtvercových oblastí 
a techniky štěpení a spojování jsou realizovány v rámci této struktury. Neboli je-li oblast v dané 
úrovni pyramidy nehomogenní, dojde k rozdělení oblasti na čtyři podoblasti. Jsou-li oblasti navzájem 
homogenní, dojde k jejich spojení do jedné. 
Ad. 4: Zaplavovaní oblastí (angl. Watershed) je segmentační metoda, která vychází 
z geografie, kde je obraz chápán jako terén, či topografický reliéf, přičemž jas udává výšku terénu. 
Princip spočívá v postupném zaplavování terénu vodou a výsledkem je obraz rozdělený do oblastí, 
které jsou navzájem oddělené zaplavenými oblastmi. Algoritmus[3]: 
1. Urči nejnižší body (lokální minima obrazu). 
2. Z těchto nejnižších bodů začni zaplavovat povodí vodou. V místech, kde se voda ze dvou 
různých povodí slije, vytvoř hráz. 
3. Ve chvíli dosažení nejvyššího bodu terénu (maxima obrazu), skonči. 
Techniky segmentace narůstáním oblastí pracují iterativně a principiálně je pro každý pixel 
nutno provést velmi mnoho výpočtů, aby se zjistilo, do které oblasti patří. Proto jsou velice výpočetně 
náročné a nehodí se pro aplikace běžící v reálném čase. 
4.4 Segmentace srovnáváním se vzorem 
Srovnávání se vzorem je další základní segmentační metoda, která může být použita pro určení pozice 
známého objektu v obraze či k hledání specifických vzorů. Je to velmi použitelná metoda. Obecně 
řečeno jeden snímek může být použit pro získání objektů, či vzorů, a při dalším hledání můžou být 
tyto objekty, či vzory, hledány v jiných snímcích. Nejlepší shoda je založená na nějakém kritériu 
optimality, která závisí na vlastnosti objektu a vztahů mezi objekty[2]. 
Segmentace srovnáváním se vzorem by byla velmi jednoduchá, kdyby se hledala přesná kopie 
hledaného vzoru. Nicméně některé části vzoru jsou obvykle porušené, postižené šumem, 
geometrickým zkreslením, skluzem apod. Není tedy možné hledat absolutní shodu, ale je vhodnější 
hledat shodu maximální. Algoritmus[2]: 
1. Vyhodnocení kritéria shody pro každé umístění a rotace vzoru v obraze. 
2. Lokální maxima tohoto kritéria, která jsou větší než práh, představují umístění vzoru 
v obraze. 
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Kritéria shody mohou být definována různě, zejména korelace mezi hledaným vzorem a daty 
obrazu jsou obecně odpovídajícím kritériem. Pokud   je obraz, ve kterém hledáme,   je vzor, který 
hledáme, a   je soubor všech pixelů v prohledávaném obraze, tak následující rovnice reprezentují 
dobré odpovídající optimality kritéria popisující shodu mezi   a   nacházející se v poloze         :  
        
 
     
       
                   
 
        
 
  ∑                           
 
        
 
  ∑ (                 )
 









 Zda se uvažují pouze ty pozice vzorů v obraze, které zaručí, že se daný vzor hledá v obraze 
jako celek, nebo zda se uvažují i ty pozice hledaných vzorů, které uvažují částečné překročení hranice 
obrazu – tudíž částečné srovnávání s hledaným vzorem, závisí na implementaci. 
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5 Popis segmentovaných dat 
Popis objektů segmentovaných z předzpracovaného obrazu je předposledním článkem v řetězci 
zpracování obrazu viz. Obrázek 2.1 a rozumí se jím získání příznaků ze segmentovaných dat. 
Příznaky slouží pro klasifikaci objektů, a proto musí přesně vystihovat charakteristické rysy objektů.  
5.1 Identifikace oblastí 
Segmentací pahováním nám vzniknou oblasti, které je třeba indexovat. Počet značených oblastí je pak 
dán celkovým počtem použitých symbolů nebo v případě číslování nejvyšší hodnotou indexu. 
Vstupem identifikace je binární obraz obsahující objekty reprezentované hodnotou 1 a pozadí o 
hodnotě 0. Výstupem jsou pak značené oblasti indexovány např. od 0 do N. Výpočet indexů 
segmentovaných oblastí lze provést dvouprůchodovým algoritmem nebo rekurzivním 
vyplňováním[3][2]: 
Dvouprůchodový algoritmus[2]: 
1. První průchod: Prohledej celý obrázek R řádek po řádku a přiřaď nenulovou hodnotu 
  každému pixelu        s nenulovou hodnotou. Hodnota   je vybrána podle hodnot štítků 
okolních pixelů, kde okolí je definováno jako 4-okolí - Obrázek 5.1(a) a 8-okolí -Obrázek 
5.1(b). 
 Jestli jsou všechny okolní pixely definovány jako pozadí, přiřaď pixelu        novou, 
ještě nepoužitou hodnotu štítku  . 
 Jestli je v okolí pouze jeden pixel s nenulovým štítkem, přiřaď tuto hodnotu pixelu 
      . 
 Jestli je v okolí více pixelů s nenulovou hodnotou štítku, přiřaď pixelu        
hodnotu štítku jednoho z okolních pixelů. Jestli se některé štítky okolních pixelů liší 
(kolize štítků) Obrázek 5.1, ulož tyto páry štítků jako ekvivalentní. Ekvivalentní 
štítky jsou uloženy v oddělené datové struktuře – v tabulce ekvivalencí.  
2. Druhý průchod: Všechny pixely jednotlivých oblastí jsou označené štítky z prvního 
průchodu, ale některé pixely stejné oblasti mají různé štítky v důsledku kolize. Celý obrázek 
se prochází znova a pixelům jsou přiřazeny hodnoty štítků z tabulky ekvivalencí (např. se 







Obrázek 5.1: Okolí pixelu dvouprůchodového algoritmu 
Rekurzivní vyplňování oblastí: 
Základem je semínkový algoritmus, v němž semínko rekurzivně vyplňuje spojitou oblast 
a označuje ji jedním štítkem, přičemž může vyplňovat 4 nebo 8 okolí pixelu. Při tomto algoritmu je 
dobré odstranit samotnou rekurzi, aby se odstranila paměťová náročnost. Výhodou tohoto algoritmu 
je jednoduchá implementace.  
5.2 Požadavky příznaků 
Na příznaky jsou kladeny mnohé požadavky. Musíme si uvědomit, že tentýž objekt můžeme popsat 
různými způsoby, avšak při popisu musíme brát v úvahu fakt, že objekt, který chceme rozeznat, není 
vždy v obraze v ideální poloze ani v ideálním měřítku. Naopak musíme brát v úvahu mnohé faktory, 
které nám zkreslují nasnímanou scénu. Proto mezi základní požadavky patří[3]: 
 Invariantnost na změně jasu, kontrastu, na translaci, rotaci a změně měřítka. 
 Spolehlivost hodnoty příznaku pro stejný objekt. 
 Diskriminabilita různé hodnoty příznaku pro různé objekty. 
 Efektivita výpočtu a dobrá detekovatelnost. 
 Časová invariance v případě zpracování dynamických obrazů. 
Hlavním problémem segmentovaných dat je volba příznaků. Pokud zvolíme příliš mnoho 
specifických příznaků objektu, může se stát, že objekty, které jsou ve scéně obsaženy, a my je máme 
v databázi, nedetekujeme, právě kvůli špatnému výběru příznaků a jejich počtu. Dalším problémem je 
uložení příznaků do databáze. 
5.3 Příznaky založené na hranicích 
Příznaky založené na hranicích popisují metrické vlastnosti objektů, kde výpočet se provádí ze 
znalosti hranice objektu. Ta může být definována implicitně seznamem hraničních pixelů objekty 
nebo explicitně pomocí geometrických entit objektu jako jsou úsečky, křivky apod. Mezi deskriptory 
založené na hranicích patří[3][2]: 
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1. Řetězový kód - popisuje hranici objektu řetězcem symbolů s určenými směry. Mohou 
být stanoveny čtyři symboly pro čtyř okolí nebo osm pro osmi okolí. Pro následnou 
klasifikaci se pak využije korelační funkce řetězového vzoru a míra souhlasu udává míru 
souhlasu hranic objektů. 
2. Geometrické deskriptory – popisují geometrické vlastnosti popisovaného objektu jako 
je délka hranice, zakřivení, energie zakřivení, vzdálenosti protilehlých hran (podpis). 
3. Fouriérovy deskriptory - z obrazu hranice objektu je sestavena sekvence komplexních 
čísel vyjadřující souřadnice pixelů od vztažného bodu např. těžiště objektu, která se 
nazývá radiální funkce. Ta je periodická s periodou    a lze na ni tedy aplikovat diskrétní 
Fouriérovu transformaci, ze které se získají koeficienty     . Z těch je poté možno 
sestavit Fouriérovy deskriptory a za požití dalších matematických operací je možno získat 
deskriptory invariantní vůči rotaci, translaci a změně měřítka. 
4. Hraniční deskriptory využívající posloupnosti segmentů – pokud jsou známy všechny 
typy segmentů pro všechny části popisovaného objektu, může být popsán řetězovým 
kódem segmentů. 
5. B-spline deskriptory - hranice objektů je vyjádřena koeficienty křivek, které aproximují 
skutečnou hranici objektu. Celá hranice je sestavena z několika po částech spojitých 
křivek, nejčastěji třetího stupně. Rozpoznávání pak probíhá na základě korelace 
koeficientů křivek vzoru a vyšetřovaného objektu. 
6. Ostatní hraniční deskriptory – které se vytvoří za použití jiných technik jako je 
Houghova transformace, neuronové sítě či matematické morfologie. 
Pro zjištění vnitřní hranice oblasti je možné použít následujícího algoritmu[2]: 
1. Nalezneme levý horní pixel dané oblasti a označíme jej jako   . Tento pixel má nejmenší 
hodnotu   při nejmenší hodnotě   dané oblasti. Tento pixel označíme jako začátek 
hranice oblasti. Nadefinujeme si proměnnou     , která bude ukládat směr 
z předchozího kroku kolem hranice z předchozího elementu do aktuálního. Přiřadíme: 
a.        jestli je oblast definována jako 4-okolí Obrázek 5.2(a) 
b.        jestli je oblast definována jako 8-okolí Obrázek 5.2(b) 
2. Prohledáme okolí 3x3 kolem aktuálního pixelu proti směru hodinových ručiček, přičemž 
začínáme pixelem na pozici definované: 
a. (      ) mod 4 Obrázek 5.2(a) (pro 4-okolí) 
b. (      ) mod 8 pro směr vodorovný, nebo horizontální Obrázek 5.2(b) (pro 
8-okolí) 
c. (      ) mod 8 jestli pro všechny šikmé směry Obrázek 5.2(b) (pro 8-okolí) 
První pixel nalezený se stejnou hodnotou toho aktuálního je novým elementem   . 
Aktualizujeme hodnotu     . 
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3. Jestli je aktuální element je shodný s druhým elementem    a jestli byl předchozí element 
shodný s    ukončíme algoritmus a hranici reprezentují elementy   …    . V opačném 
případě pokračujeme krokem 2. 
 
Obrázek 5.2: Směry procházení kolem hranice oblasti (převzato z [2]) 
5.4 Příznaky založené na oblastech 
Příznaky založené na oblastech popisují metrické vlastnosti objektů vypočítané z plošného rozložení 
pixelů objektu. Díky tomu, že popisujeme celou oblast objektu, můžeme použít i deskriptorů 
založených na hranicích. Mezi základní geometrické deskriptory této třídy patří[2][3]: 
1. Obsah - počet pixelů spojité oblasti určující plochu objektu. S rostoucím rozlišením 
obrazu se obsah objektu blíží skutečné hodnotě obsahu fyzického objektu v    (pokud 
použijme normalizační konstantu měřítka snímání). 
2. Eulerovo číslo (genus)   - jde o topologicky invariantní příznak objektu - nemění se 
s geometrickými transformacemi obrazu. Je založeno na počtu spojitých částí objektu   
a na počtu děr v objektu   (objekt se může skládat z několika oblastí a několika děr). 
Poté platí: 
      (5.1) 
3. Projekce – horizontální a vertikální projekce objektu       a       je definována jako:  




Kde maximální hodnoty horizontální a vertikální projekce mohou popisovat šířku a výšku 
popisovaného objektu. Projekce může být definována pro jakýkoliv směr.  
4. Obvod - počet hraničních pixelů objektu. Pokud bychom chtěli zrovnoprávnit míru 
obvodu 4-okolí a 8-okolí, můžeme použít koeficient √ , vyjadřující délku diagonálního 
přechodu mezi pixely.  
5. Kompaktnost – je velmi používaný příznak nezávislí na lineární transformaci: 
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 (5.3) 
Nejkompaktnějším objektem v Euklidově prostoru je kruh. Kompaktnost tedy vyjadřuje 
míru podobnosti oblasti k ideálnímu kruhu. Čím menší číslo, tím víc se daný objekt 
podobá ideálnímu kruhu. 
6. Konvexnost - udává míru podobnosti objektu ke své konvexní schránce: 
           
             
                      
 (5.4) 
 Příznak může nabývat hodnot v intervalu <0;1>, přičemž maximální hodnota 1 je platná 
pro konvexní (vypouklé) objekty a klesá k hodnotě 0 s rostoucí konkávností (vydutostí) 
objektu. 
7. Výstřednost - excentricita elipsy, jejíž centrální moment druhého řádu má stejnou 
hodnotu jako centrální moment druhého řádu segmentovaného objektu. Formálně je 
rovna poměru vzdáleností ohnisek elipsy a délky její hlavní osy. 
8. Hlavní osa - délka hlavní osy elipsy v pixelech, jejíž centrální moment druhého řádu má 
stejnou hodnotu jako centrální moment druhého řádu segmentovaného objektu. 
9. Vedlejší osa - délka vedlejší osy elipsy v pixelech, jejíž centrální moment druhého řádu 
má stejnou hodnotu jako centrální moment druhého řádu segmentovaného objektu. 
10. Orientace - je směr nejdelší strany opsaného obdélníku, přičemž opsaný obdélník musí 
splňovat kritérium minimální velikosti. Orientace dává smysl pouze u podlouhlých 
objektů. Tento příznak není invariantní vůči rotaci objektu, proto se používá tehdy, 
potřebujeme-li znát směr natočení objektu. 
11. Podlouhlost - poměr stran obdélníku opsaného objektu. Opsaný obdélník musí splňovat 
podmínku minimálního obsahu. Nalezení optimální hodnoty otočení opisujícího 
obdélníku z hlediska minimálního obsahu je řešeno postupným natáčením v diskrétních 
krocích. 
12. Pravoúhlost – definujme hodnotu    jako poměr mezi obsahem objektu a obsahem 
opsaného obdélníku objektu, kde   značí směr natočení obdélníku. Poté hledáme takový 
směr natočení obdélníka  , kdy je poměr největší:  
                    (5.5) 
13. Vektor tvaru - z těžiště objektu jsou vysílány paprsky všemi směry a jejich délky 
k hranici objektu tvoří vektor, který je nezávislý na rotaci. Pokud je vektor normován 




Fotometrické příznaky pracují přímo s jasovými hodnotami segmentovaných dat. Vstupem 
výpočtů jsou segmentovaná data obsahující informace o jasové složce. Mezi základní příznaky této 
třídy patří[3]: 
1. Průměrná jasová úroveň objektu. 
2. Maximální nebo minimální jasová úroveň objektu popř. jejich rozdíl. 
3. Diference průměrného jasu objektu a blízkého okolí. 
4. Deskriptory histogramu – histogram udává statistickou veličinu hustoty 
pravděpodobnosti, že náhodně vybraný pixel se vyznačuje určitou jasovou úrovní. Při 
rozpoznávání objektů lze pak použít některých příznaků histogramu jako je průměrná 
hodnota histogramu, kontrast histogramu, energie histogramu či entropie histogramu. 
5.4.1 Momenty 
 Výpočet momentových invariantů vychází z tvaru objektu a jasových hodnot jeho pixelů. Pro 
každý objekt je možné sestavit teoreticky nekonečně mnoho geometrických momentů. Čím více 
momentů popisuje daný objekt, tím je tento objekt popsán věrněji (je přesněji rekonstruovatelný).  
Základní geometrický moment řádu     se stanoví podle vzorce[3][2]: 
    ∑ ∑  
    
 
    
 
    
      (5.6)  
 Kde i, j představují souřadnice pixelu. Pro výpočet invariantů segmentovaných objektů se 
používají centralizované geometrické momenty, vztažené k těžišti objektu[3][2]: 
    ∑ ∑       
       
  
 
    
 
    
      (5.7)  
 Kde   ,    představují souřadnice těžiště. Těžiště objektu lze vypočítat z obrazových dat za 
použití základních geometrických momentů nultého a prvního řádu. Moment nultého stupně se součet 
jasových hodnot segmentu, jehož mocnina slouží jako normalizační konstanta pro ostatní momenty. 
Normalizační momenty prvního stupně určují hodnoty souřadnic těžiště objektu.  Pro souřadnici 
   platí[3][2]: 
    
∑ ∑         
 
         
∑ ∑       
 
         
 
   
   
 (5.8) 
Pro souřadnici    platí[3][2]: 
    
∑ ∑         
 
         
∑ ∑       
 
         
 
   
   
 (5.9)  
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 Pro spolehlivé rozpoznání je nutná normalizace hodnot geometrických momentů z hlediska 
velikosti objektů. Normalizovaný geometrický moment     stupně     je dán vztahem[3][2]: 
     
   
   
   
   
 (5.10)  
 Základní i centrální geometrické momenty jsou deskriptory popisující jasové rozložení 
hodnot objektů, samy o sobě však nejsou nezávislé na obecně afinní transformaci. Z toho důvodů se 
používají pro kompozici složitějších struktur zvaných momentové invarianty, kterých je celá řada pro 
širokou škálu úloh. Nejstarší a nejznámější je sada sedmi momentových invariantů    až    
sestavených z hlediska nezávislosti na rotaci, translaci (dána přesnou segmentací objektu) a změně 
měřítka (dána normalizací geometrických momentů) [3][2]: 
            (5.11)  
             
      
  (5.12)  
              
            
  (5.13)  
             
           
  (5.14)  
                                 
            
  
                               
           
   
(5.15)  
                       
           
                          (5.16)  
                                 
            
  
                               
           
   
(5.17)  
 Při rozpoznávání geometrických objektů lze použít invariantní charakteristická čísla matice 
druhých momentů      a     , vypočtených z druhých momentových invariantů: 
            √   (5.18) 
            √   (5.19) 
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Pro rozpoznání objektů se pak používá skupina vybraných momentových invariantů 
s vysokou diskriminabilitou často s některými z jednodušších geometrických nebo fotomentrických 
deskriptorů obrazu. Pokud chceme invarianty nezávislé na afinní transformaci, můžeme použít 
invarianty odvozené z druhých a třetích momentů. Poté dostaneme sadu čtyř afinně nezávislých 
invariantů[2]:  
   
          
 
   
  (5.20) 
   
   
    
                       
      
         
    
 
   
   (5.21) 
   
              
                                    
  
   
  (5.22) 




   
    
      
               
               
       
 
         
                                          
     
               
               
    
      
                  
           





   
 ⁄  (5.23) 
5.5 Příznakový vektor 
Cílem popisu je reprezentovat obrazové objekty matematicky souborem číselných charakteristik nebo 
symbolů zvolené abecedy. Z obrazu segmentovaných objektů jsou vypočítány příznaky   , ze kterých 
je sestaven příznakový vektor  :  
 
 
Obrázek 5.3: Příznakový vektor (převzato z [3]) 
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Příznakový vektor může v obecném případě obsahovat vysoký počet zcela odlišných 
charakteristických příznaků bez ohledu na jejich konkrétní rozlišovací schopnost. Pro redukci 
dimenze příznakového prostoru je možné využít dva základní přístupy[3]: 
1. Transformace příznaků – transformace původního příznakového vektoru na vektor 
s nižším počtem členů, přičemž nově vybrané příznaky mají odlišný význam 
od původních. Příkladem metody extrakce příznaků je např. Karhunen-Loevevův 
rozvoj (KLT). K jeho získání lze použít analýzu hlavních komponent (angl. Principal 
Component Analysis - PCA). 
2. Selekce příznaků – výběr podmnožiny příznaků z původního příznakového vektoru, 
které vykazují nejvyšší diskriminabilitu. Výhodou je, že vybraným příznakům zůstává 
jejich původní význam, naopak nevýhodou je ztráta informací o objektu vlivem 
nevyužitých příznaků. Pro získání této podmnožiny se často používá lineární 


























6 Třídění a klasifikace 
Posledním článkem v řetězci zpracování obrazu je klasifikace a třídění objektů do tříd. Při 
rozhodování, do které třídy daný vektor příznaků zařadíme, bereme v potaz, že každý příznak 
    v příznakovém vektoru  ⃗ má různou rozhodovací váhu a daný příznak reprezentuje objekt 
v určitém rozmezí hodnot. Pokud bychom byli příliš striktní a nebrali bychom v potaz určité rozmezí 
hodnot daného příznaku, může se jednoduše stát, že nikdy nenajdeme shodu. Pokud nebudeme 
uvažovat různou rozhodovací váhu jednotlivých příznaků a příznaky budou vybrány relativně tak, aby 
měly stejnou rozhodovací váhu, nemusíme se nutně dopustit špatné klasifikace. Potřebujeme tedy 
vyřešit otázku, které třídě nejlépe odpovídají data obsažená v daném příznakovém vektoru. K jejímu 
vyřešení můžeme použít Bayesův teorém. 
6.1 Bayesův teorém 
Pro jeden příznak   vyskytující se ve třídě   platí Bayesův teorém a lze jej vyjádřit rovnicí[1]: 
       
          
    
 (6.1) 
 Kde        je posteriorní pravděpodobnost - pravděpodobnost, že příznak   patří do třídy  , 
       je věrohodnost příznaku   patřícího do třídy  ,      je apriorní pravděpodobnost (váha 
třídy) - pravděpodobnost třídy   a      evidence - pravděpodobnost příznaku  . Dále platí 
rovnice[1]: 
                   (6.2) 
Vyjadřující společnou pravděpodobnost (nazývaná taktéž jako produktivní pravidlo) –
 pravděpodobnost třídy  s příznakem  . Pro evidenci platí rovnice: 
     ∑       
 
 (6.3) 
Bayerovo pravidlo lze zobecnit tak, aby bylo použitelné po všechny příznaky  ⃗ v příznakovém 
vektoru. Klasifikace je poté procedura, která provádí srovnávání hodnot všech       ⃗  a klasifikuje 
objekt do třídy    jestliže platí pomocí posteriorní pravděpodobnosti[1]: 
      ⃗        ⃗  pro všechna      (6.4) 
Hledáme tedy diskriminační funkci, jejímž vstupem bude příznakový vektor  ⃗ a jejímž 
výstupem bude třída  , do které daný příznakový vektor patří.  
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6.2 Diskriminační funkce 
Mějme funkci    ⃗     popisující vztah mezi vstupy a výstupy klasifikační funkce. Tato funkce se 
nazývá rozhodovací pravidlo. Rozhodovací pravidlo rozděluje prostor do   disjunktních podmnožin 
          , kde každá podmnožina reprezentuje všechny příznakové vektory  ⃗  objektů, pro 
které platí    ⃗       Hranice mezi jednotlivými podmnožinami    jsou cílem klasifikace 
a nazývají se diskriminační funkcí viz. Obrázek 6.1[2]. 
 
Obrázek 6.1: Diskriminační funkce (převzato z [2]) 
Tato hranice může být popsána   skalárními funkcemi     ⃗        ⃗ , přičemž musí platit, že 
pokud  ⃗     a pro jakékoli     {      }     : 
    ⃗      ⃗  (6.5) 
Pro rozhodovací linii mezi oblastmi tříd    a    platí: 
    ⃗      ⃗    (6.6) 
Poté bude příznakový vektor   ⃗ klasifikován do té třídy, která má ze všech ostatní nejvyšší hodnotu 
diskriminační funkce: 
   ⃗               ⃗     
     
    ⃗   (6.7) 
Pro nalezení diskriminačních funkcí existují tři různé postupy následně seřazené sestupně podle 
složitosti[6]: 
1. Pomocí generativních modelů 
2. Pomocí diskriminativních modelů 
3. Nalezením diskriminační funkce bez použití pravděpodobností 
Ad. 1.: Nejprve pro každou třídu    nalezneme rozložení hustoty pravděpodobnosti dat 
   ⃗    , neboli nalezneme takové rozložení, ze kterého byla trénovací data vygenerována. Tím, že 
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nalezneme takovéto rozložení, jsme samozřejmě schopni generovat data nová, což je pro generativní 
modely charakteristické. Většinou se hustota pravděpodobnosti rozložení dat modeluje jako               
n-rozměrné Gaussovské rozložení podle vzorce: 
   ⃗     
 
    
 





  ⃗    
   
    ⃗     
(6.8) 
 Poté samostatně vyřešíme apriorní pravděpodobnosti      , které reprezentují váhy 
jednotlivých tříd. Tím jsme vlastně vyřešili produktivní pravidlo (6.2). Nakonec použijeme Bayesův 
teorém (6.1) pro nalezení posteriorních pravděpodobností       ⃗ . Po nalezení posteriorních 
pravděpodobností použijeme rozhodovací pravidlo pro zařazení každého vstupního příznakového 
vektoru  ⃗ do dané třídy. Jelikož  ⃗ mívá vysokou dimenzionalitu, budeme potřebovat velkou sadu 
trénovacích dat, aby bylo možno odhadnout hustotu pravděpodobnosti s přiměřenou přesností. 
Výsledkem je distribuční funkce s dobrou generalizační schopností a pro již zmíněné Gaussovské 
rozložení dána vztahy: 




  ⃗     
      ⃗      
 
 
      
       (     ) 
(6.9) 
  Nicméně pokud chceme, aby se jen rozhodlo o klasifikaci, je někdy zbytečné a někdy i příliš 
náročné najít rozložení hustoty pravděpodobnosti    ⃗    , když ve skutečnosti potřebujeme pro 
klasifikaci pouze posteriorní pravděpodobnosti       ⃗ . 
Ad. 2.: Diskriminativní modely na rozdíl od generativních modelů neumožňují generování 
nových dat, nicméně mohou v některých případech dosahovat lepších výsledků než modely 
generativní. Nezabývají se rozložením, ze kterého byla trénovací data generována, ale pouze se snaží 
vyřešit posteriorní pravděpodobnosti       ⃗ . Typickými zástupci těchto modelů jsou: 
 Logistická regrese 
 Lineární diskriminační analýza 
 Support vector machines 
 Boosting 
 Neuronové sítě 
Ad. 3.: Přímo nalezneme funkci    ⃗ , která mapuje každý vstupní vektor  ⃗ do třídy   , bez 
použití pravděpodobností. Tímto způsobem však ztrácíme přístup k posteriorní pravděpodobnosti 
a existuje několik velice významných důvodů, proč bychom ji měli využít při použití rozhodovacího 
pravidla[6]: 
 Minimalizace rizika  
 Možnost minimalizovat ztrátu při klasifikaci 
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 Možnost přenastavení vah jednotlivých tříd 
 Možnost použití kombinovaných modelů 
6.2.1 Klasifikace podle minima vzdáleností 
Pokud máme k dispozici od každé třídy jeden vzor, který danou třídu věrně reprezentuje, je možné 
použít principu klasifikace minima vzdáleností. Jedná se o lineární klasifikaci, kde hranice mezi 
třídami jsou reprezentovány úsečkami - Obrázek 6.2. Obrázek 6.2(a) reprezentuje hranici mezi dvěmi 
třídami a Obrázek 6.2(b) hranici pokud existuje více tříd. Je snadno implementovatelný a výpočetně 
nenáročný. Předpokládejme tedy, že je   bodů definovaných v příznakovém prostoru   ⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗     ⃗⃗⃗⃗⃗, 
které reprezentují jednotlivé vzory tříd           . Klasifikátor minima vzdáleností klasifikuje 
příznakový vektor  ⃗ do té třídy, jejíž vzor je příznakovému vektoru nejblíže[2]: 
   ⃗              ⃗⃗ ⃗⃗   ⃗     
      
   ⃗⃗⃗⃗   ⃗  (6.10) 
 
Obrázek 6.2: Diskriminační funkce minima vzdáleností (převzato z [2]) 
 
Algoritmus[2]: 
1. Trénování: Pro všechny třídy spočítáme jejich vzor   ⃗⃗⃗ ⃗ založený na trénovací sadě: 
  ⃗⃗⃗ ⃗       
 
    
(    ⃗⃗⃗ ⃗       ⃗⃗⃗⃗       ) (6.11) 
kde   ⃗⃗⃗⃗        jsou objekty třídy   a    je počet objektů ze třídy   použitých k trénování. 
2. Klasifikace: Pro každý příznakový vektor  ⃗ zjistíme vzdálenost od vzorů tříd   ⃗⃗⃗ ⃗. 




7.1 Cíl návrhu 
Cílem návrhu je aplikace, která bude zpracovávat obrázkové soubory různých formátů, kvality 
a velikostí, obsahující nasnímanou scénu s objekty. V těchto snímcích bude hledat známé objekty 
podle databáze předem zadaných vzorů. Tyto snímky jsou většinou barevné, některé obsahují také 
informace o průhlednosti, já se však zaměřím na hledání objektů ve snímcích černobílých. V těchto 
snímcích se hledané objekty mohou nalézat v různých, pozicích, velikostech a natočeních, což je 
hlavním problémem návrhu, který se budu snažit vyřešit. 
7.2 Návrh uživatelského rozhraní 
Grafické uživatelské rozhraní by mělo umožnit přehledné ovládání aplikace pomocí počítačové myši, 
bez nutnosti zaučování uživatele. Uživatel by měl mít po spuštění okamžitě přehled o ovládání a 
aplikace by neměla mít zbytečně složitou strukturu. Takovéto požadavky lze snadno splnit, pokud 
poskytnu uživateli kompletní ovládání v jednom okně. Pro načítání obrázkových souborů nebo 
načítání databázových souborů lze použít dialogových oken. Tím dosáhnu snadného, rychlého a 
přehledného ovládání, které se u moderních aplikací s grafickým uživatelským rozhraním očekává.  
7.3 Zpracování obrazových dat 
Obrázkové soubory jsou v moderních formátech barevné, některé uchovávají i další hodnoty 
informací, jako je například průhlednost. Tyto informace je potřeba převést na informace 
zpracovatelné naší aplikací. V případě barevného obrázku je potřeba převést různé hodnoty barev 
RGB daného pixelu na hodnotu, která je pro všechny složky stejná. To lze provést pomocí rovnice 
(3.1), či (3.2). Takovýto přepočet převede hodnoty o barvách na jednu konkrétní hodnotu 
reprezentující jas a výsledkem je šedo-tónový obraz.  
V případě obrázku, který uchovává informaci o průhlednosti pixelu, musím danou informaci 
přenést do informace o jasu. Pokud předpokládám, že průhlednost v obrázku reprezentuje informaci 
o tom, zda se jedná o objekt, či o pozadí, promítnu danou hodnotu do hodnoty jasu tím, že ji odečtu či 
přičtu k výsledné složce. Já však budu předpokládat, že průhlednost nemá žádný vliv na oddělení 
pozadí od objektů a budu tuto složku ignorovat. 
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7.4 Dekompozice objektů 
Nyní mám obraz s redukovaným množstvím dat. Každý pixel reprezentuje pouze hodnotu jasu 
a potřebuji oddělit objekty od pozadí. Toho lze dosáhnout pomocí prahování při využití rovnice (4.1) 
a tím převedu obraz na černobílý, kde hledané objekty při správné hodnotě prahu zůstanou černé 
a pozadí bílé. Pro uspokojující výsledek by měla posloužit Otsuova metoda uvedená v kapitole 4.1.1. 
Pro lepší výsledky oddělení objektů od pozadí při nerovnoměrném osvícení scény, lze použít 
algoritmus adaptivního prahování uvedený v kapitole 4.1.2. Na takto převedený obraz posléze 
aplikuji Dvouprůchodový algoritmus uvedený v kapitole 5.1, který každý objekt označí svým 
unikátním číslem. 
7.5 Klasifikace 
Pro každý označený objekt je potřeba vypočítat jeho příznaky. K tomu abych objekty mohl správně 
rozpoznat, je nutné, aby příznaky byly invariantní vůči rotaci, translaci a změně pozice. Potřebuji co 
nejvíce příznaků, které věrně charakterizují daný objekt a jsou rychle a efektivně vypočitatelné. Tyto 
podmínky snadno splní momentové invarianty objektu uvedené v kapitole 5.4.1. Další příznak, který 
použiji, je konvexnost uvedený v kapitole 5.4, jelikož spočítat obvod a objem objektu není výpočetně 
náročná operace. Pro výpočet obvodu objektu použiji algoritmus uvedený v kapitole 5.3. Nyní, když 
mám příznaky daných objektů k dispozici, je potřebuji zařadit do správné třídy. K tomu může 
posloužit klasifikace podle minima vzdáleností uvedená v kapitole 6.2.1. Tato klasifikace není 
výpočetně náročná, a jelikož předpokládám, že příznaky jsou invariantní vůči rotaci, translaci 
a posunutí, stačí mi pro každý objekt pouze jeden vzor. 
7.6 Databáze 
Vzor pro každou třídu vytvořím z trénovacích dat podle algoritmu uvedeného v kapitole 6.2.1. 
Zpracování obrazových dat a extrakci příznaků provedu stejným způsobem, jak jsem uvedl výše.  
Databáze může být reprezentovaná souborem extrahovaných příznaků nebo přímo jako 
natrénovaný klasifikátor. Obě možnosti mají své výhody a nevýhody. Pokud bude databáze souborem 
extrahovaných příznaků, může zabírat větší paměťovou kapacitu. Bude nutné pokaždé natrénovat 
klasifikátor znovu vždy, když bude aplikace spuštěna. Avšak velkou výhodou takovéto databáze je 
možnost změny klasifikátoru. Pokud bude databáze reprezentována jako natrénovaný klasifikátor, 
bude zabírat menší paměťový prostor, nebude se muset při každém spuštění klasifikátor znovu 
natrénovat, ale nebude možné jej měnit. Proto zvolím obě varianty, aby bylo možné aplikaci 
v budoucnu vylepšovat, popřípadě optimalizovat. 
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8 Implementace 
V této kapitole zmíním jen nejdůležitější části implementace, které jsou přímo spojeny se 
zpracováním obrazových dat a s rozpoznáváním objektů. Nebudu se zabývat kompletní implementací 
aplikace, jelikož by takový popis byl příliš rozsáhlí. 
8.1 Implementační jazyk 
Jako implementační jazyk jsem zvolil jazyk Java, jelikož je objektově orientovaný a vývoj aplikace 
v tomto jazyce je velmi rychlý. Díky velké popularitě se neustále vyvíjí a je k dispozici velké 
množství knihoven. Další výhodou je přenositelnost aplikace napsané v tomto jazyce, nezávislost na 
architektuře, dynamičnost a jednoduchost. Jako vývojové prostředí jsem zvolil NetBeans. 
8.2 Grafické uživatelské rozhraní 
Aplikace se skládá z jednoho hlavního okna viz. Obrázek 8.1 a z několika oken dialogových.  
 
Obrázek 8.1: Hlavní okno aplikace 
Na obrázku je vidět, že v hlavním okně se pod nabídkou Menu zobrazí histogram obrázku. 
V pravé části hlavního okna se zobrazí zkoumaný obrázek. Veškeré ovládací tlačítka jsou umístěny 
v levé části hlavního okna aplikace. Důvodem je možnost změny velikosti hlavního okna a tím 
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i velikosti zobrazeného obrázku. Ovládací komponenty v aplikaci jsou použity z balíčku javax.swing. 
Ovládání aplikace je k dispozici v Manuálu k programu v Příloze 1. 
8.3 Načítání obrazových dat 
Obrazové data ze souboru načítám do instance třídy BufferedImage z balíčku java.awt.image. Tato 
třída umožňuje pracovat s načtenými daty jako s maticí MxN pixelů. Avšak při načtení různých 
formátů obrazových dat do této instance, nebudou reprezentovány shodně.  
Příkladem jsou formáty .png a .jpg, kde formát .png obsahuje kromě barevných složek pixelu 
také informaci o průhlednosti. K tomu abych sjednotil informace, vytvořím instanci třídy Graphics2D 
z balíčku java.awt. Tuto instanci vytvořím pomocí metody createGraphics, kterou má třída 
BufferedImage k dispozici. V instanci Graphics2D zavolám metody drawImage a následně dispose(). 
Tím se převedou obrazové data v instanci BufferedImage do jednotné formy obsahující pouze 
informaci o barvě pixelů. V aplikaci obrázek zobrazím v komponentě JPanel pomocí metody 
drawImage. 
8.4 Zpracování obrazových dat 
Pro práci s obrázkovými daty v instanci BufferedImage slouží metody getRGB(x,y) a setRGB(x,y), 
které zpřístupní hodnoty barevných složek RGB pixelu na pozici (x,y). Tyto barevné složky potřebuji 
převést na hodnotu jasu, se kterou budu dále pracovat. Projdu tedy všechny pixely obrázku a aplikuji 
na ně rovnici (3.2) a obrázek převedu na šedo-tónový. Nyní má každý pixel hodnotu 0-255. Z těchto 
hodnot vytvořím histogram. 
8.4.1 Histogram 
 Pro vytvoření histogramu poslouží instance třídy JComponent z balíčku javax.swing. Ta obsahuje 
instanci třídy Graphics, ve které histogram vytvořím. Nejdříve spočítám četnost všech hodnot 0-255 
v obrázku. Abych histogram normalizoval a převedl hodnoty četnosti do stupnice 0-100, použiji 
následující rovnici: 
     
                  
                 
  (8.1) 
  V instance Graphics vykreslím pomocí metody drawLine postupně všechny normalizované 
hodnoty četnosti. Poté při zavolání metody paintComponent(Graphics g), kterou instance třídy 
JComponent obsahuje, se na dané komponentě zobrazí histogram obrázku. 
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8.4.2 Prahování 
Při dobré kvalitě snímku je v histogramu jasně patrné údolí mezi objekty a pozadím viz. Obrázek 8.1. 
Díky tomu lze ručně nastavit hodnotu prahu za použití komponent JSpinner a JSlider. Není tomu tak 
ale vždy, a proto jsem naimplementoval Otsuovu metodou uvedenou v kapitole 4.1.1. Díky ní jsem 
při zpracování obrázku získal také určitý druh automatizace. Není totiž potřeba uživatele, aby 
v trénovacích obrázcích ručně nastavoval velikost prahu.  
Prahování provádím jednoduše tím, že procházím celý šedo-tónový obrázek pixel po pixelu 
a pokud je hodnota jasu menší než velikost prahu, změním barvu pixelu na bílou, v opačném případě 
na černou. Tím objekty zčernají a pozadí zůstane bílé. 
 Pro experimentální účely jsem naimplementoval algoritmus pro adaptivní prahování uvedený 
v kapitole 4.1.2, který v kapitole Testování srovnám s globálním prahováním. 
8.4.3 Dvouprůchodový algoritmus 
Černé objekty je potřeba označit. Toho dosáhnu Dvouprůchodovým algoritmem uvedeném v kapitole 
5.1. Pro svou implementaci jsem zvolil algoritmus pro 8-okolí. 
V tomto algoritmu je nutné použít tabulku ekvivalencí, kterou naplňuji při prvním průchodu. 
Manipulace s tabulkou způsobuje v tomto algoritmu značnou výpočetní zátěž. Tato tabulka je 
tabulkou dvojic různých barev, které reprezentují shodný objekt. Pokud bych plnil tuto tabulku, aniž 
bych bral v potaz předchozí dvojice, bude výsledná tabulka enormně velká. Proto vždy před vložením 
nové dvojice tabulku projdu a zjistím, zda se daná dvojice v tabulce již nevyskytuje. Ke zrychlení 
celého algoritmu je velice dobré pamatovat si historii několika předcházejících dvojic. Tím předejdu 
několika zbytečným průchodům tabulkou.  
 Před druhým průchodem mám naplněnou tabulku dvojic a obrázek se skládá z obrovského 
množství různě barevných pixelů. Pokud bych tedy procházel obrázek pixel po pixelu a zjišťoval 
v  tabulce, jakou výslednou barvu daný pixel bude mít, zbytečně bych spotřebovával obrovské 
množství času strávené hledáním v této tabulce. Proto si tabulku dvojic před druhým průchodem 
převedu na asociativní pole. 
Ve své implementaci jsem použil instance tříd HashMap a Map z balíčku java.util. Toto 
asociativní pole naplním tak, že všechny barvy, které se v tabulce dvojic vyskytují, reprezentují 
klíčové hodnoty tohoto pole. Všechny klíčové hodnoty barev, které jsou součástí jednoho objektu, 
dávají z tohoto pole stejnou výslednou barvu. Pomocí asociativního pole nyní provedu druhý průchod 
obrázkem. Jednoduše procházím obrázek pixel po pixelu a zjišťuji jejich barevnou hodnotu. Tu 
použiji jako klíč do asociativního pole. Pole mi dá výslednou hodnotu barvy, kterou daný pixel bude 
mít. Každý objekt je reprezentován jinou barvou. 
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8.4.4 Příznaky objektů 
Jako příznaky objektu jsem zvolil momentové invarianty, objem a obvod. Pro každý objekt vytvořím 
instanci třídy ObjectPattern, která obsahuje příznakový vektor, minimální a maximální souřadnice 
objektu a další potřebné informace.  
Aby počet průchodů obrázkem byl minimální a zároveň abych neprocházel některé části 
obrázku zbytečně, rozdělím je do třech kroků. V prvním kroku procházím celým obrazem. Pro každý 
objekt zjistím jeho objem, minimální a maximální souřadnice a těžiště objektu podle rovnice (5.8) 
a (5.9). V druhém kroku dopočítám momentové invarianty podle rovnic (5.10) až (5.19). Jelikož už 
znám minimální a maximální souřadnice objektů, neprocházím obrázek celý, ale jen ty části, ve 
kterých se objekty nalézají. V posledním kroku spočítám obvod objektů pomocí algoritmu uvedeného 
v kapitole 5.3. 
8.4.5 Klasifikace objektů 
Objekty se klasifikují do tříd pomocí klasifikace podle minima vzdáleností. Každý vzor obsahuje 
příznakový vektor a já porovnávám, kterému vzoru se daný objekt nejvíce podobá. Projdu všechny 
vzory a porovnám jejich příznakový vektor s příznakovým vektorem daného objektu. Toto porovnání 
provedu metodou nejmenších čtverců. Ten, který je nejvíce podobný, je hledaným vzorem. 
 Tuto klasifikaci provádí instance třídy Classificator, která implementuje rozhraní Serializable 
z balíčku java.io. Díky tomuto rozhraní je možné instanci uložit do souboru a poté ji z něj znovu 
nahrát. Vzory klasifikátoru jsou vypočteny jako střední hodnoty každého příznaku všech trénovacích 
dat. 
8.4.6 Databáze 
Extrakci příznaků z objektů z ténovacích obrázků provedu za použití již naimplementovaných částí 
uvedených výše. Při hledání velikosti prahu použiji Otsuovu metodu. Extrahované příznakové 
vektory uložím do instance třídy ExtractedClass, která implementuje rozhraní Serializable. Přiřadím 
jim jméno objektu, který reprezentuji. Stejně jako Classificator, je možné tuto instanci uložit do 





Aplikaci jsem testoval na systémech Windows 7 a Linux. Vytvořil jsem databázi obrázků, ve kterých 
byly objekty základních geometrických tvarů. Pomocí této databáze jsem natrénoval klasifikátor, 
který aplikace obsahuje. Poté jsem načítal snímky různých formátů a velikostí. V těchto snímcích 
byly objekty různě nasvícené, více či méně viditelné. Ve všech snímcích však byly objekty lidským 
okem rozpoznatelné. 
9.1 Segmentace 
Testováním jsem zjistil, že segmentace je nejdůležitější část v celém řetězci rozpoznávání. Pokud se 
nepovede správně oddělit celý objekt od pozadí, nebude možné jej správně identifikovat. Domníval 
jsem se, že dekompozice adaptivním prahováním bude vykazovat mnohem lepších výsledků než 
globálním prahováním. Ukázalo se, že jsem se velice mýlil.  
V obrázcích s velkým rozlišením adaptivní prahování zcela selhává. Nejenže je nesmírně 
pomalé už při zvolení relativně malého okolí. Ale také místo toho, aby objekty oddělilo od pozadí, 
oddělí od pozadí pouze jejich hranice. Naopak velice jednoduché globální prahování se spojením 
s Otsuovou metodou vykazovalo velice uspokojujících výsledků. Velikost prahu nalezenou Otsuovou 
metodou téměř vždy oddělilo objekty od pozadí a rychlost zpracování relativně velkého obrázku 
proběhne velice rychle.  
Jediným případem, kdy adaptivní prahování naopak oddělilo objekty od pozadí, byl případ 
nerovnoměrně osvětlených objektů při malém rozlišení. Každý objekt byl oddělen od pozadí správně. 
V tomto případě nebylo možné globálním prahováním objekty od pozadí oddělit. 
9.2 Dekompozice 
V případech, kdy měli obrázky relativně malé rozlišení (do 1Mpix), je dekompozice 
Dvouprůchodovým algoritmem velice rychlá. Rychlost tohoto algoritmu klesá s velikostí objemu 
objektů v obraze a s jejich členitostí. Čím větší a složitější jsou objekty, tím více se pracuje 
s ekvivalenční tabulkou. Avšak i při velice velikém rozlišení obrazu (nad 5Mpix), je tento algoritmus 
stále velmi rychlý a rychlost dekompozice se pohybovala v jednotkách sekund. Bez provedení 
optimalizace za použití asociativního pole byl algoritmus mnohonásobně pomalejší. 
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9.3 Rozpoznání 
Klasifikátor podle minima vzdáleností se ukázal jako dostačující. V případě, že byly objekty správně 
segmentovány, byly také správně identifikovány. Tyto objekty se však nesměli překrývat, museli být 
celé a žádná část nesměla chybět. V případě chybějících částí objektů, docházelo ke špatné 
klasifikaci.  
 Testováním hodnot momentových invariantů jsem zjistil, že opravdu invariantní příznaky 
jsou pouze příznaky uvedené v rovnicích (5.11), (5.12), (5.18) a (5.19). Konvexnost se ukázala jako 
příznak, který svou hodnotu mírně mění při změně velikosti objektu. Tento rozptyl hodnoty však 
nebyl nijak dramatický, a proto jsem se rozhodl ji v aplikaci zachovat.  
9.4 Chování aplikace na různých systémech 
Aplikace spuštěná na systému Windows 7 i na systému Linux vykazovala při rozpoznávání stejných 
výsledků. Jediným rozdílem je vzhled aplikace. Při spuštění na systému Linux, aplikace používá 
výchozí grafický vzhled komponent napsaných v jazyce Java tzv. LookAndFeel. Na systému 
Windows 7 však velikost komponent neodpovídala velikostem, které byly v implementaci 
nadefinovány. Proto pokud je aplikace spuštěna na systému Windows, přepne se do LookAndFeel, 
který je v systému Windows k dispozici.   
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10 Závěr 
V této práci jsem se zabýval řešením rozpoznáváním objektů v obraze. Popsal jsem postup, kterým je 
tento problém možno vyřešit, nicméně existuje mnoho jiných řešení, které lze použít. V mém řešení 
byl postup rozdělen do čtyř hlavních částí.  
 První částí byla segmentace obrazu, kterou jsem vyřešil pomocí prahování. Vyzkoušel jsem 
dva způsoby prahování – globální a adaptivní. Zjistil jsem, že pro většinu případů je mnohem lepší 
použít globálního prahování. Je mnohonásobně rychlejší a obraz je segmentován vcelku uspokojivě.  
 Druhou částí byla dekompozice. Tu jsem řešil pomocí Dvouprůchodového algoritmu. Popsal 
jsem princip tohoto algoritmu a navrhnul jsem optimalizaci. Testováním jsem posléze potvrdil 
důležitost optimalizace tohoto algoritmu. 
 Třetí částí byl popis objektů pomocí příznaků. Jako příznaky jsem zvolil momentové 
invarianty a konvexnost objektu. Testování jsem potvrdil, že takovýto popis objektu je zcela 
dostačující. Samotné zjištění těchto příznaků nebylo výpočetně náročné.  
 Poslední částí byla klasifikace. Zvolil klasifikátor podle minima vzdáleností, který 
klasifikoval zkoumané objekty korektně.  
 Aplikace by se mohla v budoucnu vylepšit například tím, že bychom zvolili složitější 
klasifikátor, který by umožnil generalizaci příznaků konkrétního objektu. Tím bychom mohli využít 
dalších příznaků, které by přímo pracovaly s barevnými složkami objektů. Dále by aplikace mohla 
být víceuživatelská, přičemž každý uživatel by mohl mít k dispozici možnost vložení nového objektu 
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 Thesis/  - adresář s textem technické zprávy ve formátu .docx a .pdf 
 
 Source/ - adresář se zdrojovými texty  
 
 Build/  - adresář se spustitelnou verzí programu 
 
 Doc/  - adresář s dokumentací (vygenerovanou pomocí Javadoc) 
 
 Data/  - adresář s ukázkovými daty  
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Příloha 2.  
Manuál k programu 
 
Spuštění aplikace 
Pro běh aplikace je nutné mít k dispozici následující programové vybavení: 
 
 Java SE 6 (či novější) 
 
V adresáři Build/ se nachází: 
 
recognition.jar - spustitelný jar archiv 
Clasificator.rcgc - soubor natrénovaného klasifikátoru 
 
Aplikaci spustíme pomocí příkazu: 
 
 java -jar recognition.jar 
 
Přeložení aplikace 
Pro překlad aplikace je nutné mít k dispozici následující programové vybavení: 
 
 Java SE 6 (či novější) 
 Aplikace ant 
 
V adresáři Source/ se nachází: 
 
build.xml  - build soubor pro aplikaci ant 
src/   - adresář se zdrojovými texty.  
 
V adresáři Source/ spustíme příkazem ant compile překlad aplikace. Překlad vytvoří následující 
adresáře: 
 
build/   - adresář s přeloženými class soubory 
doc/    - adresář s vygenerovanou programovou dokumentací 
recognition/  - adresář s výsledným jar archivem recognition.jar 
 
Následné spuštění aplikace můžeme provést pomocí příkazu ant recognition, nebo můžeme přímo 








Aplikace se ovládá pomocí grafického rozhraní. Při spuštění načítá soubor Clasificator.rcgc, který 
hledá v adresáři, ze kterého byla spuštěna. Pokud tento soubor neexistuje, nebo je poškozen, není 
aplikace schopná provádět klasifikaci objektů do tříd. Tento soubor aplikace vygeneruje při vytváření 
nové databáze vzorů, nebo při načítání extrahované databáze vzorů. Tuto skutečnost informuje 
aplikace textem Klasifikátor nalezen, či Klasifikátor nenalezen. Dále jsou podporovány obrázkové 
soubory s příponou: jpg, jpeg, gif, bmp, png, tif a tiff. 
 
Vytvoření nové databáze a klasifikátoru 
Pro vytvoření nové databáze je potřeba mít adresář s trénovacími obrázkovými soubory. Adresář musí 
mít následující strukturu: 
 Adresář/  - kořenový adresář obsahující následující adresáře: 
o třída1/  - adresář s obrázkovými soubory  
o třída2/  - adresář s obrázkovými soubory 
o … 
Každý adresář třídaX/ obsahuje obrázkové soubory se vzory daného objektu. třídaX reprezentuje 
název daného objektu, který se při klasifikaci v aplikaci vypisuje. Souborů v adresáři může být 1 až N 
a v každém souboru může být 1 až N obrazových vzorů objektu. Soubory nemusí být černobílé, ale 
při provedení prahování musí zůstat na obraze jen vzorové objekty, které se nepřekrývají (velikost 
prahu je určena Otsuovou metodou, která nikdy neklesne pod hodnotu 20 a nikdy nepřesáhne hodnotu 
220). 
 Pokud máme takto připravený Adresář/, tak v aplikaci vybereme v Menu položku Databáze 
a v ní položku Vytvořit databázi ze složky s trénovacími daty. Otevře se nám průzkumník, ve kterém 
nalezneme cestu pro připravený Adresář/. Aplikace vygeneruje dva soubory a uloží je v adresáři, ze 
kterého byla spuštěna: 
 
 DataExtraction.rcgd - soubor extrahované databáze 
Clasificator.rcgc - soubor natrénovaného klasifikátoru 
 
Pokud proběhlo vše úspěšně, aplikace to oznámí textem Klasifikátor nalezen. 
Pokud máme z dřívějška některý z těchto dvou souborů k dispozici, stačí jej nahrát pomocí 
průzkumníku. Ten se spouští z Menu z Databáze, z jedné z položky Nahrát databázi extrahovaných 




Klasifikace objektů v obraze 
Pomocí tlačítka Nahrát obrázek spustíme průzkumník, ve kterém vybereme obrázkový soubor. Ten 
se následně vykreslí v aplikaci. Dále se zobrazí histogram obrázku. V něm se nalézá ukazatel prahu, 
který můžeme měnit pomocí posuvného ukazatele, nebo můžeme nalézt hodnotu optimálního prahu 
pomocí tlačítka Nalezení optima.  
Prahování lze provést globálně tlačítkem Globální prahování s hodnotou prahu na ukazateli, 
nebo adaptivní prahování pomocí tlačítka Adaptivní prahování, při výběru velikosti okolí (velké 
okolí způsobí dlouhou dobu výpočtu, zvláště pro velké rozlišení obrazu). Tím se nám převede obraz 
na dvojúrovňový. 
Po zmáčknutí tlačítka Dvouprůchodový algoritmus, se provede dekompozice obrázku a 
jednotlivé barvy představují jednotlivé objekty. Po zmáčknutí tlačítka Rozpoznat objekty, se objekty 
klasifikují do tříd a informace o jednotlivých objektech se zobrazí po zmáčknutí tlačítka Informace o 
objektech. 
Během provádění různých kroků lze obraz vrátit do původního nezměněného stavu, po 
zmáčknutí tlačítka Znovu nahrát. 
Aplikace se vypíná v Menu v položce Soubor - Konec. 
 
