We study complex interpolation of variable Triebel-Lizorkin spaces, especially we present the complex interpolation of F α p(·),q and F
Introduction
Interpolation of spaces have been a central topic in analysis, and are now of increasing applications in many fields of mathematics especially harmonic analysis and partial differential equations. For more details on this topic we refer the reader to Bergh and Löfström [2] , and Triebel [17] , where the complex interpolation for Besov and/or Triebel-Lizorkin spaces are given. The main purpose of this paper is to establish the complex interpolation for variable Triebel-Lizorkin spaces. Firstly we use the so-called retraction method to present interpolation results in variable Triebel-Lizorkin spaces F α p(·),q . Secondly we shall apply a method which has been used by [10] and [16] , where we shall calculate the Calderón products of associated sequence spaces. Then, from an abstract theory on the relation between the complex interpolation and the Calderón product of Banach lattices obtained by Calderón [3] , Frazier, Jawerth [10] , Mendez, Mitrea [13] and Kalton, Maybororda, Mitrea [11] , we deduce the complex interpolation theorems of these sequence spaces. Under some assumptions the complex interpolation theorems for F α(·) p(·),p(·) are lifted by the ϕ-transforms characterization of variable TriebelLizorkin spaces. Finally we will present and briefly discuss some results concerning the complex interpolation for the spaces F α(·) p(·),q(·) . As usual, we denote by R n the n-dimensional real Euclidean space, N the collection of all natural numbers and N 0 := N ∪ {0}. The letter Z stands for the set of all integer numbers. The expression f g means that f ≤ c g for some independent constant c (and non-negative functions f and g), and f ≈ g means f g f .
By supp f we denote the support of the function f , i.e., the closure of its non-zero set. If E ⊂ R n is a measurable set, then |E| stands for the (Lebesgue) measure of E and χ E denotes its characteristic function.
For v ∈ Z and m = (m 1 , ..., m n ) ∈ Z n , let Q v,m be the dyadic cube in R n , Q v,m := {(x 1 , ..., x n ) : m i ≤ 2 v x i < m i + 1, i = 1, 2, ..., n}. For the collection of all such cubes we use Q := {Q v,m : v ∈ Z, m ∈ Z n }. For each cube Q, we denote by x v,m the lower left-corner 2 −v m of Q = Q v,m and its side length by l(Q). Furthermore, we put v Q := − log 2 l(Q), v + Q := max(v Q , 0) and χ Qv,m = χ v,m , v ∈ Z, m ∈ Z n .
The symbol S(R n ) is used in place of the set of all Schwartz functions on R n . We define the Fourier transform of a function f ∈ S(R n ) by
We denote by S ′ (R n ) the dual space of all tempered distributions on R n . For v ∈ Z, ϕ ∈ S(R n ) and x ∈ R n , we set ϕ(
, and
The variable exponents that we consider are always measurable functions p on R n with range in [c, ∞[ for some c > 0. We denote the set of such functions by P 0 . The subset of variable exponents with range [1, ∞[ is denoted by P. We use the standard notation p − :=ess-inf x∈R n p(x) and p + :=ess-sup
The variable exponent modular is defined by ̺ p(·) (f ) := R n ρ p(x) (|f (x)|)dx, where ρ p (t) = t p . The variable exponent Lebesgue space L p(·) consists of measurable functions f on R n such that ̺ p(·) (λf ) < ∞ for some λ > 0. We define the Luxemburg (quasi)-norm on this space by the formula f p(·) := inf λ > 0 :
) is defined to be the space of all family of functions
It is easy to show that L p(·) (ℓ q(·) ) is always a quasi-normed space and it is a normed space, if min(p(x), q(x)) ≥ 1 holds point-wise. We say that g : R n → R is locally log-Hölder continuous, abbreviated g ∈ C log loc , if there exists c log (g) > 0 such that
for all x, y ∈ R n . We say that g satisfies the log-Hölder decay condition, if there exists g ∞ ∈ R and a constant c log > 0 such that
for all x ∈ R n . We say that g is globally-log-Hölder continuous, abbreviated g ∈ C log , if it is locally log-Hölder continuous and satisfies the log-Hölder decay condition. The constants c log (g) and c log are called the locally log-Hölder constant and the log-Hölder decay constant, respectively. We note that all functions g ∈ C log loc always belong to L ∞ . It is known that for p ∈ C log we have
Also,
for small balls B ⊂ R n (|B| ≤ 2 n ), with constants only depending on the log-Hölder constant of p (see, for example, [9, Section 4.5]). Here p ′ denotes the conjugate exponent of p given by 1/p(·) + 1/p ′ (·) = 1.
1 when m > n and that η v,m 1 = c m is independent of v.
Basic tools
In this subsection we present some results which are useful for us. The following lemma is from [8, Lemma 6.1], see also [14, Lemma 19] .
with c > 0 independent of x, y ∈ R n and v, h ∈ N 0 .
The previous lemma allows us to treat the variable smoothness in many cases as if it were not variable at all, namely we can move the term inside the convolution as follows:
The proof is given in [8, Theorem 3.2] . Now we introduce the following sequence space.
Definition 1 Let p, q ∈ P 0 where 0 < p + , q + < ∞ and let α : R n → R. Then for all complex valued sequences λ := {λ v,m } v∈N 0 ,m∈Z n ⊂ C we define
Notice that the supremum can be taken respect to dyadic cubes with side length ≤ 1.
. Then there exists c > 0 independent of j and m such that
n and x ∈ Q j,m . Using the fact that
Applying Hölder's inequality to estimate this expression by
where we have used (2) . Therefore for any x ∈ Q j,m
, by (3), which completes the proof.
Moreover, the infimum of this expression over all such collections
The proof is given in [6] . We will make use of the following statement, see [7] , Lemma 3.3.
for every cube
Notice that in the proof of this theorem we need only that
for any x ∈ Q, where c > 0 is independent of x and m.
Variable Triebel-Lizorkin spaces
The definition of Triebel-Lizorkin spaces of variable smoothness and integrability is based on the technique of decomposition of unity exactly in the same manner as in the case of constant exponents. Select a pair of Schwartz functions Φ and ϕ satisfy suppF Φ ⊂ B(0, 2) and
and
where c > 0. It easy to see that R n x γ ϕ(x)dx = 0 for all multi-indices γ ∈ N n 0 . Now, we define the spaces under consideration.
Definition 2 Let α : R
n → R and p, q ∈ P 0 with 0 < p + , q + < ∞ . Let Φ and ϕ satisfy (5) and (6), respectively and we put
where ϕ 0 is replaced by Φ.
The Triebel-Lizorkin spaces with variable smoothness have first been introduced in [8] under much more restrictive conditions on α(·). If p(·), q(·) and α(·) are constants, then we derive the well known Triebel-Lizorkin spaces. Taking α ∈ R and q ∈ (0, ∞] as constants we derive the spaces F α p(·),q studied by Xu in [23] and [24] . The spaces F α(·) p(·),q(·) are independent of the particular choice of the system {ϕ v } v appearing in their definitions. Moreover, if α ∈ C log loc and p, q ∈ P log 0
Definition 3 Let α : R n → R and 0 < q < ∞. Let Φ and ϕ satisfy (5) and (6), respectively and we put
For more information about these function spaces, consult [5] and [6] , with different notation. Notice that the supremum can be taken respect to dyadic cubes with side length ≤ 1. One of the key tools to prove the interpolation property of the spaces is their ϕ-transforms characterization, which transfers the problem from function spaces to their corresponding sequence spaces. Let Φ and ϕ satisfy, respectively (5) and (6) . By [10, pp. 130-131] , there exist functions Ψ ∈ S(R n ) satisfying (5) and ψ ∈ S(R n ) satisfying (6) 
Furthermore, we have the following identity for all f ∈ S ′ (R n ); see [10, (12.4 
Recall that the ϕ-transform S ϕ is defined by setting (
where λ := {λ v,m } v∈N 0 ,m∈Z n ⊂ C, see [10] . Now we present the ϕ-transform characterization of these function spaces, see [8] and [22] .
Theorem 1 Let α ∈ C log loc and p, q ∈ C log with 0 < p + , q + < ∞. Suppose that Φ, Ψ ∈ S(R n ) satisfy (5) and ϕ, ψ ∈ S(R n ) satisfy (6) such that (9) holds. The operators
Notice that this theorem is true for F α(·) ∞,q spaces, with α ∈ C log loc and 0 < q < ∞, see [5] .
Complex interpolation
In this section we study complex interpolation of variable Triebel-Lizorkin spaces.
Complex interpolation for the spaces F
In this subsection we study the complex interpolation of variable Triebel-Lizorkin spaces F α p(·),q . We use the so-called retraction method which allows us to reduce the problem to the interpolation of appropriate sequence spaces, see for instance the monographs [2, [17] [18] . More information about complex interpolation of Besov and TriebelLizorkin spaces of fixed exponents can be found in [17] , [18] , [19] and [20] . See [15] for the complex interpolation (introduced by Triebel [17] ) of Besov spaces and TriebelLizorkin spaces with variable exponents. See also [1] for the complex interpolation of variable Besov spaces. Complex interpolation between variable Lebesgue spaces and BMO (or Hardy spaces) is given in [12] . Let A 0 := {z ∈ C : 0 < Re z < 1} and A := {z ∈ C : 0 ≤ Re z ≤ 1}.
Definition 4 Let (X 0 , X 1 ) be an interpolation couple of Banach lattices. Define F (X 0 , X 1 ) as the space of bounded analytic functions g : A 0 → X 0 +X 1 , which extend continuously to the closure A, such that the functions t → g(j + it) are bounded continuous functions into X j , j = 0, 1, which tend to zero as |t| → ∞. We endow F (X 0 , X 1 ) with the norm
Further, we define the complex interpolation space
Let X be a complex Banach space. A function f : R n → X is said to be a simple function if it can be written as
with a j ∈ X and pairwise disjoint A j ⊂ R n , |A j | < ∞ (j = 1, ..., N). Let p ∈ P. The Bochner-Lebesgue spaces with variable exponent L p(·) (R n , X) is the collection of all measurable functions f : R n → X endowed with the norm:
The spaces L p(·) (R n , X) have been introduced by C. Cheng and J. Xu [4] . Let X 0 and X 1 , be two complex Banach spaces, both linearly and continuously embedded in a linear complex Hausdorff space A. Two such Banach spaces are said to be an interpolation couple (X 0 , X 1 ).
.
Further let (X 0 , X 1 ) be an interpolation couple. Then
Proof. Our approach follows essentially [2] and [18] . It is not hard to see, that the space of simple functions is dense in
and thus also in
. From now we consider only simple functions. Let f (x) = 0 be a simple function,
with a j ∈ X 0 ∩ X 1 and pairwise disjoint
By the scaling argument, we see that it suffices to consider the case
where h ∈ F (X 0 , X 1 ) for fixed x ∈ R n , h(x, θ) = f (x) and h(x, z) = h(y, z) if x, y ∈ A j , j = 1, ..., N and z is defined on the strip 0 ≤ Re z ≤ 1, h(x, z) = 0 for any
ε is a given positive number. Using this we derive
Similarly,
This and g(·, θ) = f (·) we obtain
Now let us prove that
Let f be a simple function of type (10) . Further, let g(x, z) ∈ F (X 0 , X 1 ) where g(x, θ) = f (x). We will prove that
From Lemma 4.3.2 in [2] and Hölder's inequality, we obtain
where µ 0 (θ, t) and µ 1 (θ, t) are the Poisson kernels for the strip A 0 ,
Using Hölder's inequality with respect to the variable t we get
Hence, again by Hölder's inequality with respect to the variable x we get
The first norm is bounded by
Indeed,
Similarly for the rest term. The proof of theorem is complete. Now we present complex interpolation of variable Triebel-Lizorkin space F α p(·),q . We use the so-called retraction method which allows us to reduce the problem to the interpolation of appropriate sequence spaces. We recall that a Banach space X is called a retract of a Banach space Y if there are linear continuous operators R : Y → X (retraction ) and S : X → Y (co-retraction ) such that the composition RS is the identity operator in X. First let us recall the Littlewood-Paley decomposition. Let Ψ be a function in S(R n ) satisfying 0 ≤ Ψ(x) ≤ 1 for all x ∈ R n , Ψ(x) = 1 for |x| ≤ 1 and Ψ(x) = 0 for |x| ≥ 2. We put
Thus we obtain the Littlewood-Paley decomposition
where
The convergence of the series (11) in S ′ (R n ) can be obtained by Lemma 4.5 of [1] , where one has to take into consideration
see [5] . Applying Lemma 2,
The proof of theorem is complete. Now we are ready to formulate the main statement of this subsection.
holds in the sense of equivalent norms.
Proof. The embedding (8) shows that (F
) is an interpolation couple. By Theorem 3,
Now by Theorem 2 the left-hand side is equivalent to (
Complex interpolation for the spaces F α(·)
p(·),p(·) and some limiting cases
In this subsection we present interpolation results in F α(·) p(·),p(·) spaces and some consequences,. We follow the approach of Frazier and Jawerth [10] , see also [16] and [19] . We start by defining the Calderón product of two Banach lattices. Let (A, S, µ) be a σ-finite measure space and let M be the class of all complex-valued, µ-measurable functions on A. Then a Banach space X ⊂ M is called a Banach lattice of functions if for every f ∈ X and g ∈ M with |g(x)| ≤ |f (x)| for µ-a.e. x ∈ X one has g ∈ X and g X ≤ f X .
Definition 5 Let (A, S, µ) be a σ-finite measure space and let M be the class of all complex-valued, µ-measurable functions on A. Suppose that X 0 and X 1 are Banach lattices on M. Given 0 < θ < 1, define the Calderón product X
Remark 1 Calderón products have been introduced by Calderón [3] (in a little bit different form which coincides with the above one). Further properties we refer to, Frazier and Jawerth [10] , Mendez and Mitrea [13] , Kalton, Mayboroda and Mitrea [11] and Yang, Yuan and Zhuo [19] .
We need a few useful properties, see [19] . 
follows with equality of norms.
Now we turn to the investigation of the Calderón products of the sequence spaces f
Then f
Proof.
Step 1. We shall prove
We suppose, that sequences λ := (λ j,m ) j,m , λ i := (λ i j,m ) j,m , i = 0, 1, are given and that
Since,
then, Hölder's inequality implies that g(x) can be estimated by
. Apply Hölder's inequality again but with conjugate indices
, we obtain
Step 2. Now we turn to the proof of
We will use Lemma 5. Let the sequence λ ∈ f α(·) p(·),p(·) be given with
We have to find sequences λ 0 and λ 1 such that |λ j,m | ≤ M|λ
with some constant c independent of λ. We follow ideas of the proof of Theorem 8.2 in Frazier and Jawerth [10] , see also Sickel, Skrzypczak and Vybíral [16] . Set
We put
Also, set
Observe that
which holds now for all pairs (j, m).
. Set
We use the local log-Hölder continuity of α 0 , α 1 , p 0 and p 1 to show that
and 2
where c > 0 is independent of m ∈ Z n and j ∈ N 0 . Now 
Observe that . Observe that γ is a constant function. We follow ideas of the proof of Theorem 8.2 in Frazier and Jawerth [10] . Set
with ℓ ∈ Z. Obviously A ℓ+1,γ ⊂ A ℓ,γ for any ℓ ∈ Z. Now we introduce a (partial) decomposition of N 0 × Z n by taking 
Let us assume for the moment that the second condition is satisfied. By induction on ℓ it follows |Q j 0 ,m 0 ∩ A ℓ+1,γ | > |Q j 0 ,m 0 | 2 for all ℓ ≥ ℓ 0 .
Let D := ∩ ℓ≥ℓ 0 Q j 0 ,m 0 ∩ A ℓ+1,γ . The family {Q j 0 ,m 0 ∩ A ℓ,γ } ℓ is a decreasing family of sets, i.e., Q j 0 ,m 0 ∩ A ℓ+1,γ ⊂ Q j 0 ,m 0 ∩ A ℓ,γ . Therefore, in view of (19) , the measure of the set D is larger than or equal to
Suppose that X 0 and X 1 are Banach lattices on measure space (M, µ), and let X =
