This article is devoted to answering several questions about the central configurations of the planar (3 + 1)-body problem. Firstly, we study bifurcations of central configurations, proving the uniqueness of convex central configurations up to symmetry. Secondly, we settle the finiteness problem in the case of two nonzero equal masses. Lastly, we provide all the possibilities for the number of symmetrical central configurations, and discuss their bifurcations and spectral stability. Our proofs are based on applications of rational parametrizations and computer algebra.
Introduction
We consider the planar restricted four-body problem: four point masses on the plane, one of which having zero mass, attracting each other according to the Newtonian gravitational law. This problem is often referred to as the restricted (3 + 1)-body problem. The zero-mass body is supposed to have no gravitational effect on the other three bodies. As a consequence, the central configurations of the restricted (3 + 1)-body problem are the solutions of a system of equations separated in two groups, one consisting of the central configuration equations of the three body problem, and the other formed by the equations E-mail addresses: eduardo@dmat.ufpe.br, goesleandro@uol.com.br. corresponding to the action of the three bodies on the one with zero mass. The solutions of the first group of equations are the well-known Lagrange equilateral triangular configurations and the Euler collinear configurations. Both configurations exist for all values of the masses. We will consider the central configurations of the (3 + 1)-body problem which are solutions of the central configuration equations for which the three bodies with nonzero mass are at the vertices of an equilateral triangle (see Fig. 1 ). The other possibility, i.e., when the three nonzero masses form a collinear central configuration, was studied by Palmore [8] , who proved that there are exactly two symmetrical planar central configurations for all positive values of the masses.
The problem discussed in this article has been extensively studied in the past. Probably the best known works about it are the two papers by Pedersen [9, 10] and the one by Arenstorff [1] . Pedersen applies a combination of numerical and analytical methods to provide solutions to the problems of bifurcations and stability of the central configurations. The main result in [9] is: for all choices of positive masses, there are 8, 9 or 10 central configurations in the planar restricted four-body problem. Pedersen proves this result after showing that the set of degenerate central configurations is a simple closed curve contained in the interior of the triangle formed by the nonzero masses. Pedersen's conclusions were drawn from numerical calculations. His results were later confirmed by a numerical study done by Simó [12] .
In [1] , Arenstorff sketches some analytical proofs of the main results contained in Pedersen [9] . The missing details of his proofs were supposed to be found in the thesis of Arenstorff's Ph.D. student, J.R. Gannaway [4] . It turns out that Gannaway's thesis contains some interesting analytical proofs of particular claims. However, the most substantial statements of Pedersen on degenerate central configurations, bifurcations and counting are once again verified only numerically.
The present article contains proofs of some facts contained in Pedersen's work. One of the article motivations is an attempt to apply the method used in [3] to study bifurcations of the central configurations of a problem described by variables subject to one constraint. Thus we consider the central configurations of the restricted four-body problem in which the zero mass lies outside the equilateral triangle formed by the nonzero masses. Next, we set two nonzero masses equal and apply computer algebra to give a direct finiteness proof for the number of central configurations. Finally, we apply the method of rational parametrization to give a complete description of the symmetrical central configurations. Below we state our main results.
Theorem 1.1. The number of central configurations of the planar restricted four-body problem for which the zero mass lies outside the equilateral triangle formed by the nonzero masses is 6 regardless of the values of the masses.
The works of previous authors mentioned above imply that the number of central configurations in the interior of the triangle is 2, 3, or 4, depending on the values of the masses. We shall not prove this claim.
We may assume that the equilateral triangle formed by the nonzero masses has unitary side. Let
2 ) and (x, y) be the Cartesian coordinates for the positions of m 1 , m 2 , m 3 > 0 and m 4 = 0, respectively. Let r i be the distance from m i to m 4 , i = 1, 2, 3. Recall that a relative equilibrium is a restpoint of the planar N -body problem in a uniformly rotating coordinate system. The relative equilibria are given by the same set of equations as the central configurations. We shall actually prove that number of such central configurations is at most 400 for all values of the masses. , are spectrally unstable.
(5) There exists > 0 such that all relative equilibria in x < −1 +
− , are spectrally unstable and all relative equilibria in −1 +
are spectrally stable. The latter equilibria correspond to m < 0.03.
Preliminaries
Consider four masses m 1 , . . . , m 4 located at the points x 1 , . . . , x 4 of the Euclidean plane R 2 . Let r ij = x i − x j be their mutual distances. Let (x 1 , . . . , x 4 ) (i.e., a configuration) of R 8 which is a solution of the system of equations
for some constant ω 2 = 0. Equations (2.1) are referred to as the central configuration equations or simply cc equations. They are invariant under isometries and homotheties of R 8 . Thus, when counting cc's, one only counts classes of solutions modulo these symmetries. Central configurations give rise to simple explicit solutions of the n-body problem. If the masses are at a cc and we release them with zero velocity, then they will collapse homothetically to c. One can choose initial velocities for which the masses will rotate around c with angular velocity ω.
Assuming that m 4 = 0, the only solution of (2.1) for which x 1 , x 2 and x 3 span R 2 is the well-known Lagrange equilateral triangular configuration [6] . We can choose the mass unit so that the total mass M is equal to 1 and the unit of length so that the side of the triangle is equal to 1. These choices imply that the constant ω 2 in the central configuration equations (2.1) is equal to 1 (see [11] ).
The central configuration equations for the mass m 4 = 0 may be written as
where
is the so-called reduced potential and x 1 , . . . , x 4 are as at the end of the previous section. Since the three nonzero masses have fixed positions, we will abuse the terminology slightly by saying that the central configurations are the solutions of (2.2).
Our study of stability and bifurcations relies ultimately on the determination of isolating intervals for the positive real roots of polynomials in one variable. This will be achieved by applying an important result from the theory of equations (see [13] ). In particular, f (x) = 0 has exactly one positive root if the sequence of coefficients of f (x) has only one variation of sign.
Descartes rule of signs can be made into a very efficient tool for isolating the roots of f (x) = 0. Consider linear fractional transformations (LFTs) of the form Therefore, if one can find the appropriate LFTs, it is possible to isolate the roots of the equation f (x) = 0. It is a remarkable fact that, for equations without multiple roots, the appropriate LFTs can always be found. A classical procedure used to construct the LFTs is known as Vincent's method [14] . However, in order to obtain our results, we will not use Vincent's method. Instead, we will make educated guesses for the suitable LFTs. All our guesses are based on numerical experiments.
Mutual distance formulation of the problem
Let r i = r i4 mutual distance between m i and m 4 , i = 1, 2, 3. We can use the r i 's as coordinates to describe the position of m 4 . Since their number exceeds by one the number of coordinates necessary to describe a position on the plane, it follows that r 1 , r 2 and r 3 must satisfy one relation. Indeed, if we write each r k as a function of x and y and then solve for x and y, we obtain the expressions In a more general setting, it can be shown that Eq. (3.2) appears as a condition for the four points x 1 , . . . , x 4 to lie on the same plane (see [5] ). In order to write cc equations in terms of r 1 , r 2 and r 3 , we use the following lemma. 
Proof. A direct calculation using the formulas for I andĨ gives
As long as M = 1, we have that
which is a function only of the masses. Since x 1 , x 2 and x 3 are given constant vectors, the desired conclusion follows. 2
As a consequence of the lemma above, we obtain Φ r Using the Lagrange multiplier technique, the critical points of Φ restricted to F = 0 are the solutions of the system of equations
whereρ is the multiplier. These equations have the form
where (i, j, k) is a cyclic permutation of 1, 2, 3, and ρ = −2ρ. Summing Eqs. (3.4) in k and solving for ρ, we obtain
We will soon show that ρ is positive at a central configuration.
If we make an analogy with the first equation in (3.1), it seems reasonable to define variables
which correspond to projections of each point (r 1 , r 2 , r 3 ) on the plane onto the oriented symmetry axes of the triangle formed by m 1 , m 2 and m 3 . Next we use these variables and the cc equations (3.4) to determine the regions of the plane whose points correspond to all possible central configurations. Proof. Using (3.7) we write Eq. (3.4) as
We consider the four possibilities:
If (A) holds, then from (3.6) we conclude that ρ < 0 and so 1 + 2 √ 3x k > 0, for all k, which is not possible.
If (B) holds and ρ < 0, then 1
Three regions of the plane are determined by r i , r j < 1 and r k > 1, for (i, j, k) a permutation of 1, 2, 3.
If (C) holds and ρ < 0, then 1
Three regions of the plane are determined by these inequalities together with r i , r j > 1 and r k < 1, for (i, j, k) a permutation of 1, 2, 3. We conclude from the discussion above that the central configurations must be located in the union of regions corresponding to (B), (C) or (D). In addition, we observe that the multiplier ρ must always be positive. 2
We will concentrate our attention on the configurations that lie outside the equilateral triangle.
Notice that the regions corresponding to (B) and (C) in the proof of the lemma are symmetrical by rotations of 2π 3 about the center of the triangle. For this reason, we will restrict our study to the regions
where the subscripts stand for convex and nonconvex configurations, respectively (see Fig. 2 ).
Bifurcations
Recall that the (x, y)-coordinates of the center of mass are
Following Pedersen [9] , we will study bifurcations of central configurations with respect to the parameters s and t.
Solving the cc equations (3.4) for m 1 , m 2 and m 3 , we obtain the masses as functions of r 1 , r 2 , r 3 and ρ. From the relation m k = 1, we can write ρ as a function of r 1 , r 2 , r 3 . Substituting into the expressions for m 1 , m 2 and m 3 , the masses become functions of r 1 , r 2 , r 3 . Using these functions and (4.1), we can express s and t as functions of r 1 , r 2 , r 3 . We wish to consider the problem of counting the number of (classes of) central configurations associated to a given pair (s, t). As a consequence of the implicit function theorem, the number of central configurations can only change if a degeneracy condition is fulfilled. ∂s ∂r 3 ∂t ∂r 1 ∂t ∂r 2 ∂t ∂r 3 , is not maximal at (r 0 1 , r 0 2 , r 0 3 ).
In order to be degenerate, a central configuration must be a zero of the Jacobian determinants
Besides, it must satisfy (3.5), i.e., F = 0. Thus, we have that the degenerate central configurations are solutions of the system
The denominators of the rational functions J kl do not vanish in Π N or Π C . Let us denote again by J kl the only factor of the numerator of J kl which possibly vanishes at some point of Π . We have that The polynomials J 13 and J 23 can be obtained from J 12 by doing cyclic permutations of the indices of the variables. We observe that J kl is symmetric in the variables r k , r l . Each equation J kl = 0 determines an algebraic surface. Thus we can view a degenerate configuration as a point of intersection of these surfaces and F = 0. In order to study the set of degenerate configurations, we apply basic elimination theory. Given two polynomials P (r 1 Fix j = 1. We verify that R
(1)
2 and R (1) 3 have some factors of small total degree and have few monomials and a large common factor, denoted by R(r 2 , r 3 ), of total degree 52, which is a symmetrical polynomial with 1240 monomials. For instance, the nonconstant factors of R (1) 1 are
2 , Concerning the polynomials R (1) 12 , R (1) 13 and R (1) 23 , we observe that the latter has the simplest form. R (1) 23 turns out to be the square of the symmetric polynomial S(r 2 , r 3 ) = 27 − 117r 
Degenerate configurations
It turns out that the rectangular region
, 0 < r 3 < 1 is of particular interest, for two reasons. On one hand, it contains the projection of the region Π C on the (r 2 , r 3 )-plane. On the other, it contains a significant portion of the projection of Π N on the (r 2 , r 3 )-plane. We notice that, except possibly for R(r 2 , r 3 ), none of the factors of R 1 (r 2 , r 3 ) vanishes in . Indeed, by inspection, we see that all factors except for the fifth and seventh cannot vanish in . We verify that the function f (x) = −3x 2 + 2x 5 on R + has a minimum Next we study the intersection of the zero sets of the polynomials R(r 2 , r 3 ) and S(r 2 , r 3 ) with . Let us introduce the notation R 0 and S 0 for the algebraic curves R(r 2 , r 3 ) = 0 and S(r 2 , r 3 ) = 0, respectively.
Numerical results
We have plotted the curves R 0 ∩ and S 0 ∩ with the help of the software Mathematica. The results are shown in Figs. 3 and 4 . Figure 5 suggests that, in the rectangle , the curves R 0 and S 0 are graphs over the r 2 -axis which intersect at two points, P 1 ≈ (1.2809, 0.5600) and P 2 ≈ (1.4574, 0.6099). We plug these approximate values into the expressions of J 12 , J 13 , J 23 and F , and set the resulting polynomials equal to zero. Solving these equations for r 1 , we observe that the common root of J 12 (r 1 , P i ), J 13 (r 1 , P i ) is in the interval (−∞, − 1 2 ]. Therefore, the surfaces J 12 = 0 and J 13 = 0 do not intersect in the regions of the plane corresponding to convex central configurations. We conclude that such regions should not contain any degenerate configurations.
Analytical study of the bifurcations of convex configurations
Notice that Π C is contained in the intersection of (0, 1) × with the surface F = 0. Let us partition into three rectangles (see Fig. 6 ) and investigate the intersection of the curves R 0 , S 0 with 1 , 2 and 3 . We wish to verify whether each point of the intersection of these curves can be extended to a point in the (r 1 , r 2 , r 3 )-space corresponding to a convex cc. Recall that such a point necessarily has r 1 ∈ (0, 1). Let us consider the intersection of S 0 with 1 . Using the notation introduced in Section 2, we write S ψ(r 2 ; 1, 11/10), ψ(r 3 ; 0, 4/5) =S(r 2 , r 3 ).
Our calculations show thatS = 50625000000000000r 6 2 +· · ·+28147827348507184399 × r 18 2 r 18 3 has 343 positive monomials. So we can conclude that S 0 does not intersect 1 
We have proved the It is proved by Lindow [7] that, when m 1 = m 2 = m 3 , the number of convex central configurations is precisely three. Therefore we have: 
Analytical study of the bifurcations of nonconvex configurations
Notice that Π N is contained in the intersection of the box (1, 2) × (1, 2) × (0, 1) with
We compute J 12 ψ(r 1 ; 109/100, 2), ψ(r 2 ; 109/100, 2), ψ(r 3 ; 0, 1) .
The resulting polynomial, 846167717792784501 + 20802589099499598552r 1 + · · · + 56700000000000000000000r 7 1 r 7 2 r 6 3 , has 448 positive monomials. We conclude that no degenerate cc exists in the box B = [109/100, 2) × [109/100, 2) × [0, 1).
Let us now consider rectangle 4 = [1, 59/50) × [0, 1/5) in the (r 1 , r 3 )-plane. A simple argument of planar geometry shows that 4 corresponds to a small region of the plane whose union with the region corresponding to B ∩ {F = 0} contains Π N (see Fig. 7 ). We verify that J 13 and F do not have a common zero which projects into 4 .
The polynomial R (2) 13 (r 1 , r 3 ) = Resultant(J 13 , F, r 2 ) is the square of S(r 1 , r 3 ), where S is the polynomial that was used in the proof of Proposition 4.1. We write S ψ(r 1 ; 1, 59/50), ψ(r 3 ; 0, 1/5) =S(r 1 , r 3 ).
According to our calculations,S = 262736334228515625000000000000r 6 1 + · · · + 1659744365839749272554327679463r 18 1 r 18 3 has 343 positive monomials. Thus it has no zeros in R. We summarize our conclusions. It is proved by Lindow [7] that, when m 1 = m 2 = m 3 , the number of central configurations for which x 4 is in the sector-like regions is precisely three. Therefore we have: 
Finiteness in the two equal mass case
We return to Eqs. (3.4) and (3.5). The assumption m i = 0, i = 1, 2, 3 allows us to eliminate the multiplier ρ from (3.4). Let us define
In terms of these functions, system (3.4), (3.5) writes
Let us suppose that m 2 = m 3 . The total mass normalization condition writes m 1 + 2m 2 = 1, which corresponds to a line in the (m 1 , m 2 )-plane. Since the first three equations of (5.1) are homogeneous in the masses, it seems appropriate to parametrize by
where m is the mass ratio m 2 /m 1 . After clearing denominators, we denote the left-hand sides of equations 1, 2, 3) . Hence (5.1) becomes
It turns out that the system
Every solution of the latter system is clearly a solution of the former. So the finiteness of the number solutions of H 1 = H 2 = H 3 = F = 0 for arbitrary m will follow from the corresponding statement for
The reflexive symmetry of the problem appears as a factorization of H 3
Moreover, after dividing out the factors m and r 2 − r 3 , the new system H 1 + H 2 =H 3 = F = 0 is symmetric in the variables r 2 and r 3 . This motivates the change of variables
We arrive at the system of equations
The left-hand sides of (5.2) are in the ring Q[m, r 1 , β, γ ] of polynomials in r 1 , β, γ whose coefficients are in the field of rational functions of m. The question of whether Eqs. (5.2) have finitely many solutions can be translated into the question of whether the ideal that they generate has a Gröbner basis of a special form. In the next paragraphs we provide a brief introduction to Gröbner basis, state the main results we need from commutative algebra, and prove the finiteness theorem.
Let J be an ideal in the ring k[x 1 , . . . , x n ]. The Hilbert Basis Theorem tells us that J is finitely generated, i.e., that there exist a basis for J formed by polynomials f 1 , . . . , f r ∈ k[x 1 , . . . , x n ]. We write
We can introduce an ordering in the set of monomials in k[x 1 , . . . , x n ] . Fixing a monomial order, we define the leading term of a polynomial f as the product of the leading monomial of f by its coefficient. If we consider the ideal generated by the leading terms of polynomials in J , call it LT(J ), with respect to some monomial ordering, it is not always true that
. , LT(f r ) .
In fact, that is the defining property of a Gröbner basis. Explanations of the terminology along with formal definitions can be found in [2] .
Every ideal J = {0} has a Gröbner basis with respect to a given monomial order.
The following general results about Gröbner basis will be useful. Assume we have a fixed monomial order. Remark 5.1. A proof of the finiteness theorem for arbitrary positive masses seems still out of reach for the Gröbner basis method discussed above. We have made many attempts to calculate suitable Gröbner basis using different monomial orderings and the softwares Maple and Singular on an average desktop computer. In all our attempts, the computer ran out of memory. For the sake of comparison, if the assumption m 2 = m 3 is made, the same computer takes less than 70 seconds to conclude the aforementioned calculations.
Symmetrical central configurations
A symmetrical configuration (r 1 , r 2 , r 3 ) is one that lies on one of the axis of symmetry of the equilateral triangle formed by the masses m 1 , m 2 and m 3 , i.e., such that r i = r j , for some i = j .
Lemma 6.1. A necessary condition for the existence of a central configuration on the axis
Proof. Without loss of generality, let us assume that r 2 = r 3 . Using Cartesian coordinates as we did in Section 2, the central configuration equations are ∂Φ ∂x = ∂Φ ∂y = 0, where Φ is the reduced potention (2.3). We have that
Since r 2 = r 3 corresponds to y = 0, (6.1) reduces to (−
From now on we will assume that r 2 = r 3 . Thus the central configuration equations reduce to ∂Φ ∂x = 0, i.e.,
As before, let m be the mass ratio m 2 /m 1 . Before stating the next lemma, we introduce a concept which allows us to simplify our work. Definition 6.1. A system of n point masses is rationally parametrizable if its configuration (x 1 , . . . , x n ) and the mutual distances r ij can be described by rational functions of independent parameters, i.e., parameters subject to no constraints.
Lemma 6.2. Let s(α)
provide a rational parametrization of the symmetrical configurations of the planar restricted four-body problem.
Proof. Recall that the positions of the nonzero masses x 1 , x 2 and x 3 are fixed. At the symmetrical configurations, y = 0 and r 2 = r 3 . Thus it suffices to parametrize x, r 1 and r 2 . The relations
correspond to algebraic curves which are clearly parametrizable by the formulas in the statement. 2
Since we are splitting the x-axis into the intervals I 1 and I 2 (see (6.3)), we must split the domain of s(α) and c(α) into
so that x(D i ) = I i . Using our previous discussion about the regions of positive masses (Proposition 3.2), we conclude that the intervals
and After substituting the parametrization formulas and clearing denominators, (6.2) assumes the forms
Our study of bifurcations and spectral stability considers the problem of symmetrical configurations as embedded in the full planar problem. Notice that the degenerate central configurations are the critical points The stability polynomial for the planar (3 + 1)-body problem is given by P(λ) = Q( √ λ), where 5) where I is the 2 × 2 identity matrix and J is the matrix
. Q(λ) is obtained as the characteristic polynomial associated to the linearized equations of motion in a frame which rotates uniformly with angular velocity 1 about the origin of the (x, y)-plane.
After simplifications, P(λ) assumes the simple form (r 3 2 − 1)(
The 2 × 2 Hessian D∇Φ in the definition of the stability polynomial (see Eqs. (6.5) and (6.6)) has diagonal entries equal to Proof. In fact, we know from our previous work that the determinant of D∇Φ does not vanish on I 1 . Thus Proof. According to Lemma 6.3 , it suffices to show that the coefficient B of the stability polynomial is a nonvanishing negative function on I 1 . We have
where Observe that B 3 is always positive. After substituting (6.7) in the first two expressions above, we get Recall that on I 1 we have r 1 < 1 and r 2 > 1. Thus both B 12 and B 22 are always positive and
Using the parametrization in Lemma 6.2, we can write
, so that r 1 = 0 corresponds to υ = 0. Substituting in B 4 , we obtain (r 3 2 − 1)( 9) and D∇Φ has diagonal entries
(1 + 2m)r (1 + 2m)r 3 2 , and zeros off the diagonal.
The next three lemmas contain a study of the signs and roots of the coefficients A and B and the discriminant Δ of the stability polynomial. Recall that the parametrization x(α) takes the intervals Proof. We will use the same notation as in Proposition 6.2. Recall that
A simple computation gives B = B 1 B 2 /B 3 , where Observe that B 3 is always greater than zero. Substituting (6.9) in the first two expressions above, they become We set m = 1 and replace r 1 and r 2 in (6.9) with their parametrizations given in Lemma 6.2. After cross multiplication and elimination of the factor (α − √ 3 ) corresponding to the center of the triangle, we obtain the equation We compute the composition of the polynomial above with the transformation ψ(α; 1, 2 − √ 3 ). The resulting polynomial has a single variation of sign, so we conclude that there exists one additional central configuration in I 2 besides α = √ 3. Therefore the number of central configurations in I 2 ∪ I 3 corresponding to m = 1 is precisely three. Proof. We already know, from Corollary 6.3 and Lemma 6.2, that all relative equilibria in I 1 ∪ I 2 are spectrally unstable. So we need only to worry about equilibria in I 3 .
The preceding proof shows that the only root of Δ is greater thanα = 0.7441. Moreover, Δ < 0 if α <α.
We have that 
