The index and period of an element a of a finite semigroup are the smallest values of m ≥ 1 and r ≥ 1 such that a m+r = a m . An element with index m and period 1 is called an m-potent element. For an element α of a finite full transformation semigroup with index m and period r, a unique factorisation α = σβ such that Shift(σ) ∩ Shift(β) = ∅ is obtained, where σ is a permutation of order r and β is an m-potent. Some applications of this factorisation are given.
Introduction
The full transformation semigroup T X on a set X, the semigroup analogue of the symmetric group S X , has been much studied over the last fifty years, in both the finite and the infinite cases. (See, for example [10] , [3] .) Here we are concerned solely with the case where X = X n = {1, 2, . . . , n}, and we denote the semigroup T X n of all self maps of X n by T n . For each α ∈ T n we define Fix(α) as {x ∈ X n | xα = x}, and we denote X n \ Fix(α) by Shift(α).
Let S be a semigroup and a ∈ S. If there exist m, r ∈ Z + such that a m+r = a m and a, a2, . . . , a m+r−1 are pairwise distinct, then a is called an (m, r)-potent element of S, and we say that a has index m and period r. In particular, if r = 1, then a is called an m-potent, and if m = r = 1 then a is called an idempotent.
The aim of this paper is to describe a natural factorisation of (m, r)-potent elements in T n and to give some applications of this factorisation.
For undefined terms in semigroup theory, see [4] .
Orbits
Let α ∈ T n . The equivalence relation ≡ on X n , defined by
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partitions X n into orbits Ω 1 , Ω 2 , . . . , Ω k . The orbits are the connected components of the function graph, and provide valuable information about the structure of the map α. Typically, an orbit consists of a cycle with some trees attached. If there are no attached trees, we say that the orbit Ω i is cyclic, if the cycle is trivial (consisting of a single fixed point) and |Ω i | ≥ 2 we say that Ω i is acyclic; if Ω i consists of a single fixed point, we say that it is trivial. An example will clarify the ideas. Let n = 17 and let α be the map 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 3 3 4 5 6 7 5 6 11 11 12 12 14 15 16 13 17 .
The orbits of α (with the convention that arrows point towards the cycle or fixed point, and that arrows go counterclockwise within the cycles) can be depicted thus: 
In [1] , three of the present authors described and made use of a 'linear' notation (a modification of Lipscomb's notation [6] ) for elements of T n , in which the map depicted above appears as It would be possible to rewrite this article using that notation, but the way in which it mixes the orbits makes the arguments more difficult and less transparent.
In the general case it is clear that, for each x in X n , the sequence 
The largest m that can occur is n − 1; this happens, for example, if xα = x + 1 for x = 1, 2, . . . , n − 1 and nα = n.
The factorisation of (m, r)-potents
Let ST n = T n \ S n , the full singular transformation semigroup of degree n, and let α ∈ ST n be m-potent: Thus α m+1 = α m , and α q+1 = α q for all q < m. For each x in X n , let m x be the least integer such that xα mx ∈ Z(α), and, for 5 5 8 8 10 10 10 11 ,
Let α ∈ T n have index m and period r. Suppose that there are k orbits Ω 1 , Ω 2 , . . . , Ω k and that, for each j in {1, 2, . . . , k}, the map α j = α| Ωj has index m j and period r j . We have already observed that m = max{m 1 , m 2 , . . . , m k } and r is the lowest common multiple of r 1 , r 2 , . . . , r k .
Let j ∈ {1, 2, . . . , k}. For each element a in Z(α j ) there is an associated vertex set T j (a) of a tree, defined by the property that x ∈ T j (a) if and only if either x = a, or there is a sequence x, xα, xα2, . . . such that, for some u ≥ 1,
(That is a rather cumbersome explanation of a simple idea: in our first example, we have
Notice that a∈Z(α j ) T j (a) = Ω j . We then define β j on the set Ω j by
and define a permutation σ j on Ω j by
Then β j is an m j -potent, σ j is a cycle of length (and order) r j , and σ j β j = α j . From the definitions it is clear also that Shift(σ j ) ∩ Shift(β j ) = ∅. Since the orbits are mutually disjoint, we can conclude that α = σβ, where (ii) im(α m ) is the disjoint union of Shift(σ) and Fix(α).
Proof. (i) Observe first that, for all x in X n ,
Consider the orbits of σ and β. If the orbit Ω j of β is entirely contained in Fix(σ), then x(σβ) q = xβ q for all x in Ω j and for all q. The other possibility is that the fixed point of Ω j is in a non-singleton orbit Λ j of σ. We carry this out for each orbit Ω j in turn, and obtain the orbital structure of σβ. The longest path into Z(σβ) is determined by the corresponding path for β, and the (non-trivial) cycles are the same as those for σ. We deduce that σβ has index m and period r. (Graphically, the strategy of the above proof is easy to visualise: at each point z in Shift(σ) ∩ Fix(β) the tree ending in z is simply 'tacked on' to the cycle.)
(ii) If β is the identity map (in which case m = 1), then the result is obvious. We suppose that β is not the identity map. Suppose first that z ∈ im(α m ). In the notation of Theorem 1, let x ∈ A j for some j in {1, 2, . . . , m}, so that x, xβ, . . . , xβ j−1 ∈ Shift(β) and xα
If z ∈ Shift(σ), then zσ −m ∈ Shift(σ), and so, by (2),
It is clear that the union Shift(σ) ∪ Fix(α) is disjoint.
2
We are ready now to prove our main result: Proof. From Theorems 2 and 3 it is enough to show that the factorisation of α given by Theorem 2 is unique. Let α = σ 1 β 1 = σ 2 β 2 where σ j is a permutation of order r j and β j is an m j -potent such that Shift(σ j ) ∩ Shift(β j ) = ∅ for j = 1, 2. It follows from Theorem 3 that α has index m j and period r j for j = 1, 2. Hence m 1 = m 2 and r 1 = r 2 . Moreover, it follows from Theorem 3(ii) that Shift(
it follows that σ 1 = σ 2 , and it then follows immediately that
It is important to note that the uniqueness of the factorisation depends upon the condition Shift(σ) ∩ Shift(β) = ∅. For example, we have 
Applications
The numbers of some kinds of elements in T n are known (see, for example [2, 7, 8, 9] ). By using Theorem 1, we can obtain a formula for the number of m-potents in T n as well. The number of partitions of n into m + 1 parts is also the number of equivalences on the set X n having m + 1 classes; this is the Stirling number S(n, m+1) of the second kind. (See, for example, [5] , where the relevance of Stirling numbers to semigroup theory is made clear.) Denote the set of partitions of n into m + 1 non-zero parts by P m+1 (n). 
