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Abstract
We give here a full account of Markoff’s celebrated result on badly approximable numbers.
The proofs rely exclusively on the classical theory of simple continued fractions, together with Harvey
Cohn’smethod usingwords in the free groupwith two generators for the determination of the structure
of periods of the continued fractions of Markov irrationals. Appendix A gives a short self-contained
presentation of the results on continued fractions used here and Appendix B gives short proofs of
some results on the still open uniqueness problem for Markoff numbers.
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1. The Markoff sequence
Let  be a real irrational number. Then  admits inﬁnitely many rational approximations
p/q such that∣∣∣∣− pq
∣∣∣∣< 1√5q2 .
Moreover, if  is GL2(Z)-equivalent to 1 := (1 +
√
5)/2, in the sense that
= a1 + b
c1 + d
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for some integers a, b, c, d with ad − bc = ±1, the above result is sharp and we cannot
replace 1/
√
5 by a smaller constant.
Suppose next that  is not GL2(Z)-equivalent to 1. Then  admits inﬁnitely many
rational approximations p/q such that∣∣∣∣− pq
∣∣∣∣< 1√8q2 ,
the constant 1/
√
8 is sharp if  is GL2(Z)-equivalent to 2 := 1+
√
2. If  is not GL2(Z)-
equivalent to 1 or 2, then  admits inﬁnitely many rational approximations p/q such
that ∣∣∣∣− pq
∣∣∣∣< 5√221q2 ,
the constant 5/
√
221 cannot be improved if  isGL2(Z)-equivalent to 3 := (9+
√
221)/10.
The general result was found in 1879 by Markoff [19,20],1 see also the article by Delone
[12] for an extensive commentary of Markoff’s two papers.
Theorem 1. There is a sequence of integers 1, 2, 5, 13, 29, 34, . . . (the Markoff sequence)
and associated quadratic irrationals i ∈ Q(√i ), where i = 9m2i − 4 and mi is the
ith element of the sequence, with the following property. Let  be a real irrational not
GL2(Z)-equivalent to any of the numbers i whenever mi <mj . Then  admits inﬁnitely
many rational approximations p/q with∣∣∣∣− pq
∣∣∣∣< mj√j q2 ,
the constant mj/
√
j is sharp if and only if  is GL2(Z)-equivalent to h, for some h such
that mh = mj .
The pairs (mi, i ) are in one-to-one correspondence with classes of positive triples
(p, q, r) up to permutations, satisfying the diophantine equation
p2 + q2 + r2 = 3pqr . (1)
For any such class, the elements p, q, r belong to the Markoff sequence. A well-deﬁned set
of representatives is obtained starting with (1, 1, 1), (1, 1, 2), (2, 1, 5) and then proceed-
ing recursively going from (p, q, r) to the new triples (r, q, 3rq − p) and (p, r, 3rp − q).
The Markoff sequence is the ordered sequence of the Markoff numbers r (with repeti-
tions if there are several equivalence classes with a same r, although this appears to be
unlikely).
1 The same Markov of Markov chain fame.
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The representatives of triples (p, q, r) form the Markoff tree:
(1, 1, 1) − (1, 1, 2) − (2, 1, 5)
〈 (5, 1, 13)
〈 (13, 1, 34) < (34, 1, 89)< ······
(13, 34, 1325)< ······
(5, 13, 194)< (194, 13, 7561)<
···
···
(5, 194, 2897)< ······
(2, 5, 29)
〈 (29, 5, 433)< (433, 5, 6466)< ······
(29, 433, 37666)< ······
(2, 29, 169)< (169, 29, 14701)<
···
···
(2, 169, 985)< ······
2. Continued fractions and admissible sequences
Markoff published two memoirs on the subject. The ﬁrst used the theory of continued
fractions, while the second memoir was based on the theory of binary indeﬁnite quadratic
forms, with the ﬁnal result stated as a theorem on minima of binary indeﬁnite quadratic
forms.Markoff’s two papers were somewhat sketchy and several authors gavemore detailed
proofs of Markoff’s theorem. Full accounts of the ﬁrst method were given by Bachmann
[1, II, pp. 106–129], Dickson [13, Chapter 7], andCusick and Flahive [11, Chapters I and II].
The alternative approach based on indeﬁnite binary quadratic forms was the subject of an
important memoir by Frobenius [14] and complete details were ﬁnally provided by Remak
[21] and much simpliﬁed by Cassels [7,8].
The more general problem of extending Markoff’s theorem for characterizing better
approximations or smaller minima takes two distinct directions depending on whether we
look at diophantine approximations or binary indeﬁnite quadratic forms. The corresponding
results are described by the Lagrange and Markoff spectra, which coincide in the range
examined in this paper, but are different in other ranges. Herewe deal onlywith the Lagrange
spectrum in the range below 3.
See [11] for more details, as well as the comprehensive survey article by Malyshev [18],
which carries a substantial bibliography.2
A third way of looking at the problem at hand via hyperbolic geometry was introduced
by Gorshov [15] in his thesis of 1953 but published only in 1977. The connection with
hyperbolic geometry was rediscovered, in a somewhat different way, by Cohn [9]. See also
the paper of Caroline Series [24] for a neat exposition of the problem in this context.
Our account of Markoff’s theorem is entirely based on continued fractions, with several
changes and simpliﬁcations with respect to earlier treatments. The unifying theme is Harvey
Cohn’s interpretation of the problem in the context of primitive words in free groups and
subgroups of SL2(Z); this method provides both a natural approach to the problem, as well
as motivation for the proof.
2 Cusick and Flahive [11] somehow overlook Malyshev’s survey. However, not all results stated in [18] can
be considered as proved and this article should be read taking into account the critical analysis in [11] of results
obtained, or claimed, by various authors prior to 1989. The lack of rigor or incompleteness of earlier treatments
is also lamented by Dickson in [13].
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Deﬁnition 2. Let  be a real irrational number. Then L() is the lowest upper bound of
numbers L such that the inequality∣∣∣∣− pq
∣∣∣∣< 1Lq2 (2)
holds for inﬁnitelymany rational approximationsp/q, if this upper bound exists; otherwise,
we deﬁne L() = ∞.
We begin by recalling basic notions of continued fractions, see the short Appendix A or
[3] for proofs. We write3
[a0, a1, a2, . . .] := a0 + 1
a1 + 1
a2 + · · ·
.
By a simple continued fraction we mean a continued fraction in which the partial quotients
ah are integers and ah1 for h1.
Our starting point is the approximation by convergents of , determined by its continued
fraction:
− ph
qh
= (−1)h 1
(h+1 + 1/h)q2h
, (A.10)
where h+1 =[ah+1, ah+2, . . .], h =[ah, ah−1, . . . , a1] if h1, and where the approxi-
mant ph/qh =[a0, a1, . . . , ah] is the hth convergent to . The classical theorem of
Lagrange, that states that if | − p/q|< 1/(2q2) then p/q is a convergent of the contin-
ued fraction of , shows that in what follows we need only consider these approximations
(see Theorem A.2).
Since h+1 >ah+1, we see that h+1 + 1/h > 3 whenever  has a partial quotient
ah+13. Therefore, in proving the theorem we shall restrict our attention to irrationals
 for which ah = 1 or 2 from some point onwards.
The set of limit points lim sup(h+1 + 1/h) is the Lagrange spectrumL. Theorem 1
is a very precise description ofL in the interval (1, 3). Beyond this interval the Lagrange
spectrum becomes very complicated. In the interval (1,
√
12], the spectrumL originates
exclusively from irrationals with partial quotients 1 or 2 from some point onwards. More-
over, as shown by Perron in 1921, the interval (
√
12,
√
13) is a gap in the spectrum; we
refer again to Cusick and Flahive [11] for the interested reader who wants to know more
about the ﬁne structure ofL.
If ah = 1 from some point onwards then  is GL2(Z)-equivalent to 1 = (1 +
√
5)/2 =
[1, 1, 1, . . .], hence we may assume that ah = 2 inﬁnitely often. In a similar way, if ah = 2
from some point onwards then  is GL2(Z)-equivalent to 2 = 1 +
√
2 = [2, 2, 2, . . .].
Therefore, we need consider only the case in which both ah = 1 and ah = 2 occur inﬁnitely
often. By (A.10) again, we have
L() = lim sup
h→∞
(h+1 + 1/h). (3)
3 Cassels’s notation is [a0; a1, a2, . . .]; his [a1, a2, . . .] is our [0, a1, a2, . . .].
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Clearly, 1< h+1 < 3, 1< h < 3. Hence let (, ) be any limit point of the sequence of
pairs (h+1, h) and write the simple continued fraction expansions of ,  as
= [b0, b1, b2, . . .], = [b−1, b−2, . . .]. (4)
Since  has bounded partial quotients,  and  are necessarily irrational numbers again with
partial quotients belonging to the ﬁnite setA of possible positive partial quotients of the
continued fraction of .
Consider now the two inﬁnite sequences
P = (b−1, b−2, . . .), Q = (b0, b1, b2, . . .)
and put them together in a doubly inﬁnite sequence T = P ∗Q where P ∗ = (. . . , b−2, b−1)
is the reverse of P. Then we say that T is associated to  with main section P ∗|Q. More
generally, a section of T is deﬁned by an arbitrary splitting P ∗|Q of T with P = (b−n−1,
b−n−2, . . .) and Q = (bn, bn+1, . . .).
If in addition we have
L() = + 1/, (5)
then we say that T is extremal for  with main section P ∗|Q, where [Q] =  and [P ] = .
We identify the set of doubly inﬁnite sequences on aﬁnite alphabetAwithAZ, equipping
Awith the discrete topology andAZ with the product topology. The following proposition
will be used several times in the rest of the paper, referring to it as the compactness property.
Proposition 3. The space of doubly inﬁnite sequences on a ﬁnite alphabet is compact.
Proof. Since the ﬁnite set A is compact, the result follows from Tychonoff’s theorem
applied to AZ. Of course, in this special case the elementary countable axiom of choice
sufﬁces for a direct proof. 
Since  has bounded partial quotients, we may apply the above proposition, with A
the ﬁnite set of possible positive partial quotients, to a sequence of sections P ∗i |Qi with
L(P ∗i |Qi) → L() and deduce that an extremal T always exists. It is also clear that if T
is associated to  then any section P ∗|Q of T determined by a choice of a splitting point
| deﬁnes a new doubly inﬁnite sequence which is a translate of T, hence again associated
to .
Deﬁnition 4. For any section P ∗|Q of the doubly inﬁnite sequence T we deﬁne
L(P ∗|Q) = [Q] + [0, P ]
and also
L(T ) = sup
P ∗|Q=T
([Q] + [0, P ])
where the supremum is taken over all sections P ∗|Q of T.
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We say that T is admissible ifL(T )3. If the inequality is strict, we say that T is strongly
admissible.
It is clear from the discussion above that L(T )L() always and L(T ) = L() if T is
extremal. Our ﬁrst aim is to determine all strongly admissible doubly inﬁnite sequences.
3. Characterization of strongly admissible sequences
We need a few lemmas.
Lemma 5. For any real x and sequences P, Q, we have
L(P ∗|xQ) = L(Q∗|xP ).
Hence T is admissible if and only if its reverse T ∗ is admissible.
Proof. It sufﬁces to note that [x,Q] + [0, P ] = [x, P ] + [0,Q]. 
In studying the behavior of L(P ∗|Q) we need to compare sizes of simple continued frac-
tions [a0, a1, a2, . . .]. To this end, we shall use systematically the following monotonicity
property of continued fractions:
Proposition 6. Let [a0, a1, . . .] and [b0, b1, . . .] be two simple inﬁnite continued fractions.
Then [a0, a1, . . .]< [b0, b1, . . .] if and only if the ﬁrst index h for which ah = bh veriﬁes
(−1)hah < (−1)hbh. The same statement holds for simple ﬁnite continued fractions pro-
vided we also make an allowance for the equalities [a0, . . . , an − 1, 1] = [a0, . . . , an] =
[a0, . . . , an,∞].
Proof. By induction on n we see that if a1, . . . , an, x, are positive then
[a0, a1, . . . , an, x] = [a0, [a1, . . . , an, x]]
is increasing or decreasing in x according as n is odd or even. 
The following simple lemma restricts the type of sections to be considered in checking
admissibility.
In order to simplify notation, from now on we drop commas and abbreviate
1m = 11 . . . 1︸ ︷︷ ︸
m times
, 2m = 22 . . . 2︸ ︷︷ ︸
m times
.
If m = ∞, by 1∞ or 2∞ we mean the inﬁnite sequence to the right.
Lemma 7. Let R and S be two inﬁnite sequences of ones and twos. Then:
L(R∗|1S)< 3, L(R∗2|22S)< 3,
L(R∗1|21S)> 3, L(R∗2|212S)> 3.
In particular, if T is admissible the sequences 121 and 212 are forbidden in T.
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Proof. By Proposition 6 we have L(R∗|1S)=[1S]+ [0R]< [11]+[1]=3. The remaining
three inequalities are obtained in the sameway, noting that [22]+[02]=3, [211]+ [011]= 3,
[212] + [021] = 3. This proves the ﬁrst part of the lemma.
Suppose T contains the subsequence 212. If T contains 121 it has a section . . . 1|21 . . .,
hence, by what we have already proved, T is not admissible. If instead T does not contain
121, the subsequence 212 must extend to the left as 2212 and T has a section . . . 2|212 . . .
and again T is not admissible. 
Lemma 8. We have L(R∗11|22S)3 if and only if [S][R], with equality if and only if
S = R. Hence a sequence T is admissible if and only if:
(i) The sequences 121 and 212 do not occur in T.
(ii) Every section R∗11|22S of T or T ∗ satisﬁes [S][R].
Proof. From Lemma 7 it follows that for studying admissibility we need only consider
sections of T of type R∗11|22S or R∗2|211S. On the other hand, Lemma 5 shows that
L(R∗2|211S) = L(S∗11|22R). Thus we need consider only sections of type R∗11|22S
for either T or T ∗. Statement (ii) follows from [22x] + [011x] = 3 for x > 0 and
Proposition 6. 
Lemma 9. An admissible sequence T can be only one of:
(a) the sequences . . . 2222112222 . . . and . . . 1111221111 . . .;
(b) the constant sequences . . . 1111 . . . , . . . 2222 . . .;
(c) a sequence . . . 1mi2ni1mi+12ni+1 . . . in which all mi and ni are even.
The sequences . . . 2222112222 . . . and . . . 1111221111 . . . have L(T ) = 3.
The constant sequences . . . 1111 . . . and . . . 2222 . . . have L(T ) = √5,  = [1∞] =
(1 + √5)/2, and L(T ) = 2√2, = [2∞] = 1 + √2, respectively.
Proof. Let T = . . . 21l2m1n2 . . . ,where we allow l=∞, meaning that T =(1∞)∗2m1n . . ..
We claim that either T = (1∞)∗221∞, or 1 always occurs in T with even exponents. To see
this, note that by the preceding Lemma 8(i), all exponents are at least 2. Now suppose l=∞
or l is odd. Then we have a section R∗11|22S with R = 1l−22 . . . and S = 2m−21n2 . . ..
By Lemma 8(ii), we get
[S] = [2m−21n2 . . .][1l−22 . . .] = [R]
and, since l is odd or ∞, Proposition 6 shows that m = 2 and n l − 2 is odd, or possibly
∞ if l = ∞. The latter alternative n= ∞ is covered by (a). The former alternative, namely
n l − 2 is odd, cannot occur leading by induction to an inﬁnite descent of positive odd
numbers.
Exactly the same argument works if m = ∞ or m is odd.
The last part of the lemma is clear. 
Since only pairs 22 and 11 occur in T, we abbreviate a = 22 and b = 11 and rewrite T as
a word B = . . . aei bfi aei+1bfi+1 . . ., where ei > 0 and fi > 0. Thus B is a positive word in
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the alphabet a, b, inﬁnite in both directions. Sections and the function L(·) are deﬁned for
B in the obvious way, namely substituting a = 22 and b = 11 (note however that sections
of T such as . . . 1|122 . . . and . . . 2|211 . . . do not correspond to sections of B, so we need
to proceed with some care). Let ≺ be the lexicographic ordering on positive words, either
ﬁnite or inﬁnite to the right. Now the statement of Lemma 8 simpliﬁes to:
Lemma 10. The inﬁnite word B is admissible if and only if every section E∗b|aF of either
B or B∗ satisﬁes EF . Moreover, L(E∗b|aF) = 3 if and only if E = F .
Proof. This is a restatement of Lemma 8. 
Lemma 11. If B is admissible then B is one of the following types:
Degenerate: (b∞)∗ab∞, (a∞)∗ba∞,
Constant: . . . aaaa . . . , . . . bbbb . . . ,
Type I: . . . abei abei+1a . . . with every ei1,
Type II: . . . bafi bafi+1b . . . with every fi1.
Proof. We need to prove only the last part, namely that either the exponents of a are
all 1 or the exponents of b are all 1. Suppose this is not the case. Then either B or B∗
contain a subword be(ab)kaf with e, f 2. Take a minimal k. If k = 0 we have a section
E∗b|aF with E = be−1 . . . and F = af−1 . . .; since e, f 2 we get F ≺ E, contradicting
Lemma 10. If instead k1 we continue the subword to be(ab)kaf ′(ba)k′ with f ′f and
k′ maximal (possibly k′ = ∞) thus obtaining a section E∗b|aF with E = a(ba)k−1be . . .
and F = af ′−1(ba)k′ . . .. If k′k or if F continues with a we get F ≺ E, with the same
contradiction as before. If instead k′ <k andF =af ′−1(ba)k′be′ . . . ,we have e′2 because
k′ was maximal. This is absurd, because taking the reverse either B or B∗ would contain
the subword be′(ab)k′af ′with e′, f ′2, contradicting the minimality of k. 
Deﬁnition 12. Let W be a positive word inﬁnite to the right. If W = b∞, we simply set
e0 = ∞ and stop there. Otherwise, we write uniquely
W = be0abe1abe2 . . .
with ei0; the sequence of exponents (e0, e1, e2, . . .) is the characteristic sequence of the
ﬁrst kind of W.
In the same way, if W = a∞, we simply set f0 = ∞ and stop there. Otherwise, we can
write uniquely
W = af0baf1baf2 . . .
with fi0; the sequence of exponents (f0, f1, f2, . . .) is the characteristic sequence of the
second kind of W.
These notions extend in the obvious way to doubly inﬁnite words.
The lexicographic ordering≺ onwords can be read on characteristic sequences as follows.
We introduce an ordering < on sequences (m0,m1,m2, . . .) of real numbers by saying that
(m0,m1,m2, . . .) < (n0, n1, n2, . . .),
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if mh <nh for the ﬁrst index h for which mh = nh. Then going to the ﬁrst characteristic
sequence preserves the ordering ≺, while going to the second characteristic sequence
reverses it. The admissibility condition in Lemma 10 becomes
Lemma 13. Let B be a doubly inﬁnite word and let (. . . e−1, e0, e1, . . .) be a characteristic
sequence of B, of either kind. Then B is admissible if and only if
(ei − 1, ei+1, . . .)(ei−1, ei−2, . . .)
(ei − 1, ei−1, . . .)(ei+1, ei+2, . . .) (6)
for every i.
Proof. Let B = . . . beh−1abehabeh+1 . . . with eh0 for every h. If ei = 0, condition (6) is
automatic. Suppose that ei1. The splitting . . . bei−1abei |abei+1 . . . yields B = E∗b|aF ∗
withE=bei−1abei−1 . . . and F =bei+1abei+2 . . .. Therefore, the relationEF is equivalent
to (ei − 1, ei−1, . . .)(ei+1, ei+2, . . .). The same argument using the reverse B∗ yields
(ei − 1, ei+1, . . .)(ei−1, ei−2, . . .). This proves the lemma for a characteristic sequence
of the ﬁrst kind. The same proof holds for the second kind case. 
The analysis of characteristic sequences is customarily done by introducing the so-called
derived sequence of a characteristic sequence. From our point of view it is much simpler to
work directly with the word B, as follows.
Let U,V be the Nielsen automorphisms (acting on the right) of the free group F2 =〈a, b〉
in two generators a, b, deﬁned by (a, b)U = (ab, b), (a, b)V = (a, ab); where by (a, b)U =
(ab, b) we mean aU =ab and bU =b and the action is extended to inﬁnite or doubly inﬁnite
words in the obvious way. Let u and v be the inverses of U and V, so (a, b)u = (ab−1, b)
and (a, b)v = (a, a−1b).
The main point is
Lemma 14. If B is admissible then both BU and BV are admissible. If B of type I
(resp. type II) is admissible then Bu (resp. Bv) is also admissible.
Proof. LetE= . . . eh−1eheh+1 . . . and writeE+1 for the new sequence obtained by adding
1 to each eh. Let EI (B) and EII (B) denote the two characteristic sequences of B, of the
ﬁrst and second kind, respectively. Then we have:
EI (BU) = EI (B) + 1, EII (BV ) = EII (B) + 1.
Since adding 1 to a characteristic sequence does not change the validity of (6), this proves
the ﬁrst part of the lemma.
For the second part, we can apply the inverse automorphisms u and v provided the
transformed word Bu or Bv remains positive. This means choosing u if B is of type I and
choosing v if it is of type II. 
By Lemma 11, if the doubly inﬁnite admissible sequence B is not a constant word it
contains at least one subword ba. Then we deﬁne (B) to be the supremum of the length
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l(w) of words w such that w∗b|aw occurs as a subword of B. If (B) = 0 the word B must
be B0 := . . . ababab . . ..
Theorem 15. If B is admissible and (B) = ∞ then L(B) = 3. If instead (B)<∞ and
B is not a constant word, we have
(i) B is periodic with period = awb for some w = w∗ with l(w) = (B);
(ii) we have = (ab)	 for a uniquely determined positive word 	 in U, V.
Conversely, if  = (ab)	 for a positive word 	 in U, V, then the inﬁnite word B =
. . . . . . with = (ab)	 is strongly admissible.
Proof. Suppose we have a sequence of sections . . . w∗i b|awi . . . of B with l(wi) → ∞. By
compactness, the sequence of words w1, w2, . . . admits a subsequence (wi
) along which
wi
 → W , for some word W inﬁnite to the right. We have L(B)L(. . . w∗i
b|awi
 . . .) →
L(W ∗b|aW) = 3, as one sees using again Lemma 8. This proves the ﬁrst statement.
Now suppose that (B)<∞ and B is not . . . aaaa . . . , . . . bbbb . . . , or B0. Then, by
Lemma 11, B is of type I or II. Suppose B is of type I. We apply the automorphism
(a, b)u = (ab−1, b) to B, obtaining a new word Bu that turns out to be admissible by
Lemma 14. Let . . . w∗b|aw . . . be a section of Bu and consider its lift to B obtained by
applying the automorphism U = u−1, namely replacing a by ab everywhere. This lift
is. . . b(w∗)Ub|abwU . . . , because the lift by U of the letter preceding w∗ always ends
with b.
Observe now that for any word w ∈ F2 we have
b(w∗)U = (bwU)∗, (w∗)V a = (wV a)∗, (7)
because this is trivially true ifw has length 0 or 1 and otherwise we can writew=w1w2 and
use induction on the length of w. Hence this lift can be written as . . . (bwU)∗b|a(bwU) . . . ,
showing that l(w) l(bwU)−1(B)−1. Therefore, (Bu)< (B). The same argument,
mutatis mutandis, with Bv in place of Bu holds if B is of type II. By Lemma 14, we may
repeat the process and applying a sequence of operations u and v, as the type of the word
requires, we eventually arrive at B0 with (B0) = 0, periodic with period ab. By retracing
backwards the sequence of operations u, v, we see that B is periodic with period= (ab)	
for some positive word 	 in the automorphisms U, V. We claim that the period is= awb
withw=w∗, i.e. with a palindromicw.4 In fact, (awb)U =abwUb and (awb)V =awV ab.
By (7), if w is palindromic then both bwU and wV a are palindromic and the claim follows
by induction.
Uniqueness is clear, because we are going up and down a tree.
4 A mathematical palindrome is never even. I owe this witty remark toAlf van der Poorten. A famous English
palindrome: A man! A plan! A canal! Panama!A Latin palindromic quiz: In girum imus nocte et consumimur igni.
Answer: The moths wandering in the night, bursting in ﬂames by ﬂying too close to a campﬁre.
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It remains to prove the converse statement. First of all, by Lemma 14 we see by induction
that every periodic B with period(ab)	 and 	 a positive word in U, V, is admissible. Since
B is periodic, it has only ﬁnitely many distinct sections. Suppose it has a section with
L(P ∗|Q) = 3. Then by Lemma 8 it must be equal to W ∗b|aW for some inﬁnite word W.
By periodicity, aW = (aw0)∞ for a certain minimal period aw0 of length r, beginning with
a. By periodicity again, we must have now W ∗b = . . . aw0, hence w0 ends with b. Thus
aw0 = aw1b. This yields
W = w1b(aw1b)(aw1b) . . . , W ∗b = . . . (bw∗1a)(bw∗1a)bw∗1b.
The last r letters of W ∗b must be the same period, whence bw∗1b = aw1b, a
contradiction. 
4. First steps in the proof of Markoff’s theorem
We still have the task of determining the irrational numbers i and the exact value of
L(). In this section, we determine explicitly the numbers i .
In view of the equation L() = L(T ) for some doubly inﬁnite sequence T (see p. 4)
and the characterization of strongly admissible sequences given in Theorem 15, we can
now state and prove the following ﬁrst step towards the proof of Markoff’s theorem.
We denote by 2 the automorphism group of F2 generated by U and V.5 An element
	 ∈ 2 is positive if it can be written as a positive word in U, V or if it is the empty
word.
Theorem 16. Let  be a real irrational number with L()< 3. Then  is a quadratic irra-
tional and its continued fraction is ultimately periodic. A minimal period  is either 1, 2,
or a sequence of ones and twos obtained from a word (ab)	 with a positive 	 ∈ 2, by re-
placing a by 22 and b by 11. If T = . . . . . . is the doubly inﬁnite sequence determined
by , then we have L() = L(T ). Moreover, if
= [,,, . . .],
then  is GL2(Z)-equivalent to .
Conversely, if  is GL2(Z)-equivalent to  as above with equal to 1, 2, or determined
by a word (ab)	 with a positive 	 ∈ 2, then L() = L()< 3.
Proof. Let  be with L()< 3 and let T be an extremal doubly inﬁnite sequence associated
to . Then Theorem 15 proves indeed that T = . . . . . . , as well as the converse
statement at the end.
It remains to prove that the continued fraction of  is ultimately periodic with period .
Suppose this is not the case. Since T is a limit sequence associated to , the sequence
5 The group2 is a one-relator group with relation UV−1UVU−1V =1. See the presentation of +N in [10],
bottom of p. 11 and Section 8, p.20 to identify +
N
with 2.
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of partial quotients of the continued fraction of  contains arbitrarily long subsequences
N , but not ∞. By compactness, letting N → ∞ we obtain another doubly inﬁnite
limit sequence T ′ = . . .|S with S = ∞; in particular T ′ is not periodic. However,
since L(T ′)L()< 3, T ′ must be strongly admissible, hence periodic by Theorem 15,
a contradiction. 
As a preliminary to the computation of , let A = (a0, a1, . . . , an) where ai > 0 and n is
odd and let
= [A, ] = [A,A,A, . . .].
We follow here thematrix interpretation given by continued fraction theory, seeAppendixA.
Let
MA =
(
a0 1
1 0
)(
a1 1
1 0
)
· · ·
(
an 1
1 0
)
, (A.1)
so that MA = (pq p
′
q ′ ) with p/q and p
′/q ′ the last and next-to-last convergents of [A]. If
we need to emphasize the dependence on A, we write q(A) in place of q. Then =MA(),
interpreting as always the action of MA as a fractional linear transformation. Therefore, 
is a positive ﬁxed point of MA. If
MA =
(
p p′
q q ′
)
we have
= p+ p
′
q+ q ′ .
Noting that pq ′ − p′q = det(MA) = (−1)n+1 = 1, we ﬁnd
= (p − q
′) + √
2q
(8)
where  is the discriminant = tr(MA)2 − 4; the conjugate root  is
= (p − q
′) − √
2q
.
Lemma 17. We have −= [0, (A∗)∞]. Hence
L(. . . AA|AA . . .) = + (−) =
√

q
.
E. Bombieri / Expo. Math. 25 (2007) 187–213 199
Let T = . . . AAA . . . and suppose that A is a minimal period of T. Then
L(T ) =
√

q∗
where q∗ is the minimum value of c occurring in the set of matrices
MA2A1 =
(∗ ∗
c ∗
)
, MA∗1A∗2 =
(∗ ∗
c ∗
)
with {A1, A2} ranging over all decompositions A = A1A2.
Proof. The matrix MA∗ =
(
p
p′
q
q ′
)
is the transpose of MA. Then an easy calculation shows
that −= [0, (A∗)∞], proving
L(. . . AA|AA . . .) = [A∞] + [0, (A∗)∞] = − =
√

q
.
Therefore, L() is the maximum of
√
/q when A varies over all possible minimal periods
of T or T ∗. Let A′ be another choice for such a period, thus A′ = A2A1 or A∗1A∗2, with
A = A1A2. The matrices MA and MA′ are conjugate in GL2(Z), hence they have the
same trace and  remains constant. Hence L() = √/q whenever the matrix MA′ , with
A′ a minimal period of T or of T ∗, achieves the smallest q as the choice of the period
varies. 
We prove here the simple but important result that the irrational  is GL2(Z)-equivalent
to . Its proof requires a result of Frobenius on primitive words in the free group F2, which
we now state and prove.
Let us denote by r(w) (resp. s(w)) the sum of the exponents of a (resp. b) in a word
w ∈ F2 and deﬁne the Frobenius coordinate of w to be Fr(w) := (r(w), s(w)).
Theorem 18. Let (m, n) be a pair of positive coprime integers with (m, n) different from
(1, 0) and (0, 1). Then there is a unique positive 	 ∈ 2 such Fr((ab)	) = (m, n).
Proof. For every pair (m, n) not equal to (1, 0) or (0, 1) there is a strongly positive 	 ∈ 2
such that Fr((ab)	) = (m, n). To see this, we begin by applying a modiﬁed euclidean
algorithm to the pair (m, n), where the modiﬁcation consists in replacing division in the
euclidean algorithm by repeated subtractions of the divisor and ending the algorithm when
we reach (1, 1).
This being done, since (r(ab), s(ab)) = (1, 1) and
(r(wU), s(wU)) = (r(w), r(w) + s(w)),
(r(wV ), s(wV )) = (r(w) + s(w), s(w)),
we recover w = (ab)	 with Fr(w)= (m, n) by starting with ab and applying a sequence of
automorphisms U and V, retracing the modiﬁed euclidean algorithm backwards.
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In order to prove uniqueness we argue as follows. By what precedes we see that if
w = (ab)	 with a positive 	 ∈ 2 not equal to the identity element, then r(w)< s(w)
(resp. r(w)> s(w)) if 	 ends with U (resp. with V). Thus if w′ = (ab)	′ with a positive
	′ ∈ 2 with Fr(w′) = Fr(w) then 	 and 	′ must end with the same letter. By applying
the inverse automorphism u or v as needed, we obtain two shorter Markoff words with the
same Frobenius coordinates. By induction, we must have 	= 	′. 
Lemma 19. The irrational  isGL2(Z)-equivalent to .More precisely, ′=2− is purely
periodic with period ′ obtained from  by replacing the ﬁrst 22 by 211 and the last 11
by 2, and ′ is a period of . Hence B = [. . . . . .] equals its reverse B∗.
Proof. We recall the formula for , namely − = [0,∗,∗,∗, . . .] where ∗ is the
reverse of the period. Now if 	 ∈ 2 is positive we have seen that (ab)	 = awb for some
palindromic word w. Therefore, the reverse of (ab)	 is bwa. It follows that ′ = 2 −  is
purely periodic, with period ′ obtained from  by replacing the ﬁrst 22 by 211 and the
last 11 by 2.
It remains to prove that ∗ is a period of . Clearly, B∗ is also strongly admissible.
By Theorem 15, we infer that B∗ is inﬁnite periodic with period (ab)	
′
for some positive
	′ ∈ 2. It is plain that (ab)	 and (ab)	′ have the same number of occurrences of a and b.
Since they have the same Frobenius coordinates, the result follows from the preceding
theorem. 
5. The Cohn tree
Let 2 be the automorphism group of F2. We write the action of 2 on the right, hence
x	 = (x)	. We also extend the action of 2 to F2 × F2 in the obvious way, by acting
on each factor. It is known [16], [17, Section 3.5, p. 169], that 2 is generated by P, U, ,
where (a, b)P = (b, a), (a, b) = (a−1, b). For us it is much simpler to work with P, U, V
(note that = VU−1PV ).
Deﬁnition 20. A primitive pair is a free basis of F2, i.e. (a, b) with  ∈ 2; a primitive
word is an element of a primitive pair. A Markoff triple is a triple (u, v, uv) = (a, b, ab).
It is called positive if the reduced words u and v have only positive exponents. The word
(ab) for  ∈ 2 is the Markoff word associated to . A Markoff word (ab)	 is strongly
positive if 	 ∈ 2 can be written as a positive word in U, V.
Lemma 21. A strongly positive Markoff wordw determines uniquely a positive	 such that
w = (ab)	.
Proof. We argue by descending induction on the length of w. The result is clear if w = ab.
Let us write w in two ways as w = (ab)	 and w = (ab)	′ , with both 	 and 	′ positive
words. If 	 ends with U (resp. V) then w ends with bb (resp. ab), hence 	 and 	′ end with
the same letter. By applying the inverse automorphism u or v as needed, we shorten the
length of 	 and 	′. 
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The setM of strongly positive Markoff words is a binary tree, the Cohn tree, with root
ab, branching to the left with U and to the right with V:
M= ab
〈abb
〈abbb< abbbb< ······
aababab<
···
···
aabab<
ababbabb<
···
···
aaabaab<
···
···
aab
〈ababb< abbabbb< ······
aabaabab<
···
···
aaab<
abababb<
···
···
aaaab<
···
···
This deﬁnition is a modiﬁcation of a construction due to Harvey Cohn.6
6. Cohn matrices and Markoff words
We set
A0 =
(
2 1
1 0
)
, A = A20 =
(
5 2
2 1
)
,
B0 =
(
1 1
1 0
)
, B = B20 =
(
2 1
1 1
)
.
Thus, in the matrix interpretation of simple continued fractions, the matrixA corresponds to
the sequence (2, 2) of partial quotients and the matrix B to the sequence (1, 1). Extending
a sequence of partial quotients corresponds to multiplication of matrices to the right.
Let w be a primitive word of F2 =〈a, b〉, i.e. an element of a free basis of F2. Every free
basis of F2 has the shape (a, b) = (a, b) for some automorphism  ∈ 2; conversely,
every (a, b) is a free basis ofF2 TheCohnmatrixMw associated tow is thematrix obtained
by substituting the matrices A, B in place of a, b and performing the matrix multiplication.
It is clear that in the special case in which w is a positive word andA is the sequence of
ones and twos obtained by substituting 22 and 11 for a and b in w, we have Mw =MA. By
deﬁnition, the trace of a Markoff triple (u, v, uv) is tr(Mu,Mv,Muv).
Cohn matrices are elements of the group generated byA and B. It is a free group of rank 2.
In fact, we have 〈A,B〉 = ′(1) (the commutator subgroup of (1) = SL2(Z)), because(
5 2
2 1
)
=
(
2 1
1 1
)(
1 1
1 2
)−1 (2 1
1 1
)
6 See [10]. Cohn uses the group generated by the mappings R(x, y) = (y−1, x), S(x, y) = (y, y−1x−1) of
F2 × F2 → F2 × F2, building his tree with RS(x, y) = (xy, y) and (SR)−1(x, y) = (x, xy); we work instead
with the automorphisms U andV of F2 =〈a, b〉.Although the new Markoff tree is no longer identiﬁed with Cohn’s
tree as deﬁned above, the relation between the two remains quite simple, as shown in the proof of Theorem 26.
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and
(
2
1
1
1
)
and
(
1
1
1
2
)
are free generators of ′(1).7 Hence a Cohn matrix determines
uniquely the primitive word generating it.
Deﬁnition 22. By q(w)we denote the lower-left corner of a CohnmatrixMw. TheMarkoff
number m(w) of a Cohn matrix Mw is m(w) := tr(Mw)/3.
Theorem 23. We have:
(a) Let w be a primitive word in F2. The trace of the Cohn matrix Mw is positive and
divisible by 3, hence m(w) is a positive integer.
(b) Let (M,N,MN) be the matrices determined by a Markoff triple. Then
tr(M)2 + tr(N)2 + tr(MN)2 = tr(M)tr(N)tr(MN). (9)
(c) If 	 ∈ 2, the Cohn matrix Ma	 has the shape
Ma	 =
(
3q − q ′ ∗
q q ′
)
. (10)
(d) If (p, q, r) are the Markoff numbers of (M,N,MN) then p2 + q2 + r2 = 3pqr and p,
q, r are coprime, not divisible by 3, and also r is either odd or twice an odd number.
Moreover,
MN =
(
3r − r ′ ∗
r r ′
)
with p + qr ′ ≡ 0(mod r).
Since 0<r ′ <r and q is coprime with r, this congruence determines r ′.
Proof. We prove (b) with an argument due to Cohn [10]. Let (M,N,MN) be Cohn matrices
associated to (u, v, uv). A simple calculation yields
[b, a−1]U = [b, a−1]V = [b, a−1],
[b, a−1]P = (ba−1)[b, a−1]−1(ba−1)−1. (11)
Since trace in SL2(R) is preserved by conjugation and inverse, and since (u, v) = (a, b)
and 2 is generated by U, V, and P, we obtain that tr([M,N ])= tr[A,B] = −2. The proof
of (9) is now immediate using the Fricke identity for 2 × 2 matrices M, N in SL2(R):
tr(M)2 + tr(N)2 + tr(MN)2 = tr(M)tr(N)tr(MN) + tr([M,N ]) + 2.
Next, we prove (a). This is clear, because the congruence x2 + y2 + z2 ≡ xyz(mod 3) has
no non-trivial solutions.
7 See Rankin, Modular Forms and Functions, Cambridge University Press, 1977, Theorem 1.3.1, p. 16. The
deﬁnition of commutator in his book is [x, y] = xyx−1y−1; the standard deﬁnition used by group theorists is
[x, y] = x−1y−1xy, with commutators acting on the right: yx[x, y] = xy.
E. Bombieri / Expo. Math. 25 (2007) 187–213 203
For the proof of (c), let (M,N,MN) be the Cohn matrices associated to the Markoff triple
(u, v, uv) = (a, b, ab)	 with 	 ∈ 2. Since [v, u−1] = [b, a−1] (use the ﬁrst equation in
(11)), we have
[N,M−1] = [B,A−1] =
(−1 6
0 −1
)
. (12)
Let us write M =
(
a11
a21
a12
a22
)
and compute
tr([N,M−1] · M) = tr
((−1 6
0 −1
)(
a11 a12
a21 a22
))
= 6a21 − tr(M).
On the other hand, we also have
tr([N,M−1] · M) = tr(N−1MN) = tr(M),
which together with the preceding equation proves (10).
For (d), the equation p2 + q2 + r2 = 3pqr is clear from (a) and (b). Let
M =
(
3p − p′ ∗
p p′
)
, N =
(
3q − q ′ ∗
q q ′
)
, MN =
(
3r − r ′ ∗
r r ′
)
.
Then multiplying M and N (using det(N)= 1 to compute the entry ∗ in N, giving ∗= 3q ′ −
(1 + q ′2)/q) we verify that
r = 3pq − pq ′ + p′q, r ′ = 3pq ′ − p(1 + q ′2)/q + p′q ′,
from which it follows p + qr ′ = rq ′.
Now we show that p, q, r are coprime. Indeed, a prime  dividing q and r must divide
p, hence from the formula for r ′ we see that it divides p′q ′ − r ′ (note that q divides 1+q ′2).
Therefore,  divides (p′q ′)2 − r ′2. However, since M, N and MN have determinant 1 we
see that p′2, q ′2, r ′2 are all −1 modulo . This leaves us with = 2, where the veriﬁcation
is immediate, after factoring the equation p2 + q2 + r2 = 3pqr with the highest power of
2 common to p2, q2, r2.
Finally, if r is even then p, q are odd, hence p2 + q2 ≡ 2(mod 8) and r/2 is odd. 
Corollary 24. Let  and ′ be the periods associated to the positive word w = (ab)	 as
in Lemma 19. Then M and M′ have the form
M =
(
3q − q ′ ∗
q q ′
)
, M′ =
(
2q + q ′ ∗
q q − q ′
)
. (13)
with trace equal to 3q. Thus q = m(w).
Proof. The formula for M comes from Theorem 23(c), noting that (ab)	 = aU	.
The formula for M′ follows from
M′ = A0BA−1MB−1A0,
which comes from the description of ′ given in Lemma 19. 
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7. Characterization of Markoff numbers
In this section, we show that every positive solution of the equation
k2 + l2 + m2 = klm (14)
is the trace of a Markoff triple (a, b, ab) for some  ∈ 2:
(k, l, m) = tr((a, b, ab)). (15)
We say that a positive solution (k, l, m) is normalized if k lm.
Lemma 25. The following holds.
(a) If (k, l, m) is a positive solution so is any permutation.
(b) If (k, l, m) is a positive solution so is (k, l, kl − m). If (k, l, m) is normalized and
(k, l) = (3, 3), then l <m and exactly one of (k, kl − m, l) and (kl − m, k, l) is again
normalized.
(c) All solutions of (14) are obtained from (3, 3, 3) by repeated applications of (a) and (b).
Proof. Statement (a) is obvious.
For (b), let (k, l, m) be a normalized solution of (14). For ﬁxed k and l, consider the
quadratic polynomial f (x) = x2 − klx + k2 + l2. This has two positive roots x = m
and x = kl − m (the trace is kl, the norm is k2 + l2 and m is a solution). We claim that
kl−m< l <m, unless k= l=3. In fact, f (l)=2l2 +k2 −kl2(3−k)l20, with equality
only if k = l = 3. Thus f (l)< 0 and l lies strictly between the two roots kl − m, m, of f.
Since lm we must have kl − m< l <m. This completes the proof of (b).
For (c), let us deﬁne the height of a solution to bemax(k, l, m). Startingwith a normalized
(k, l, m)with (k, l) = (3, 3)we apply (b) producing a unique new normalized solution with
strictly smaller height. Continuing in this way we end with (k, l, m) = (3, 3, 3). 
Theorem 26. Every triple other than (1, 1, 1) and (1, 1, 2) in the Markoff tree is one-third
of the trace of a unique Markoff triple (a, b, ab)	 with a positive 	 ∈ 2. Also every
positive solution is one-third of the trace of some Markoff triple (a, b, ab) with  ∈ 2,
and conversely.
Proof. For M,N ∈ SL2(R) we have the Fricke identities
tr(NM) = tr(MN), tr(M−1N) = tr(M)tr(N) − tr(MN).
From this it is easy to verify that if tr((a, b, ab)) = (k, l, m) then
tr((a, b, ab)U) = (m, l,ml − k), tr((a, b, ab)V) = (k,m,mk − l).
For example, let M = Mb and N = M(ab) . Then Ma = NM−1, whence
tr((ab)U) = tr(NM) = tr(MN)
= tr(M)tr(N) − tr(M−1N) = ml − k.
E. Bombieri / Expo. Math. 25 (2007) 187–213 205
This yields the two operations in the branching of the Markoff tree; starting with (a, b, ab)
we can now climb the tree, reaching (p, q, r) = 13 tr((a, b, ab)	) with 	 the positive word
which is the reverse of the sequence of the letters U and V needed to reach it, taking U at a
left-branch and V at a right-branch of the tree.
Uniqueness of 	 (which proves that the Markoff tree is indeed a tree) is immediate from
Theorem 18 and the argument already used in the proof of Lemma 19.
It is also easy to prove that every solution (k, l, m) is of type (15). By what precedes and
Lemma 25 we need to obtain all permutations by applying automorphisms in 2. Indeed,
we see that if (a, b, ab) = (u, v, uv) is a Markoff triple with trace (k, l, m) then{
(a, b, ab)V
−1U = (uv, v−1u−1v, v),
(a, b, ab)P = (v, u, vu),
with traces (m, k, l) and (l, k,m); these two permutations generate the symmetric group
S3. Since (3, 3, 3) is the trace of (a, b, ab)UV
−1
, we obtain all positive solutions of (14) as
the trace of (a, b, ab) for some  ∈ 2. 
8. Proof of Markoff’s theorem
In this section, we complete the proof of the main Theorem 1. By Theorems 15 and 23,
we have proved all statements of the theorem (and much more), except two.
The ﬁrst is proving that if =[∞] with determined by the strongly positive Markoff
word w = (ab)	 then L() =
√
9m(w)2 − 4/m(w) (i.e. proving that q∗ in Lemma 17 is
m(w)).
The second is showing that if  is equivalent to  then∣∣∣∣− pq
∣∣∣∣< m(w)√9m(w)2 − 4q2 (16)
occurs inﬁnitely often.
Theorem 27. Letw=(ab)	 be a strongly positiveMarkoff word and let be its associated
minimal period, as in Theorem 16. Let0 be any minimal period of = [∞] and let q be
the lower-left entry of the associated matrix M0 . Then q >m(w) unless 0 is  or ′,
ıtin which case equality holds.
Proof. By Corollary 24 we know that q = m(w) is achieved for the two periods  and ′
deﬁned there. Let T =[. . . . . .]. By Lemma 19 we have T =T ∗, hence in determining
L(T ) using Lemma 17 only minimal periods of T will occur.
Let 0 = 21 be a period, where  = 12. If the length of 1 is odd (which is
the case for the period 0 =′) let us write 1 = y′1 and 2 =′2x, with x, y equal to
either 1 or 2, and apply the general formula L(P ∗|xQ) = L(Q∗|xP ) (see Lemma 5) with
Q = ′1′2y(x′1′2y)∞, so that L(Q∗|xP ) =
√
/q(0). Then Q∗|xP is a section of
T ∗ = T with
xP = (xy(′2)∗(′1)∗)∞.
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Then ′0 = xy(′1)∗(′2)∗ is a period obtained by a cyclic permutation of  with pieces
of even length, and q(0) = q(′0). Note also that if 0 = ′ = 211w2 then x = y = 2
and ′2′1 = 11w, whence ′0 = 22(11w)∗ = 22w11 =. Thus it sufﬁces to prove that if
w = (ab)	 is a strongly positive word and w′ is a cyclic permutation of w then q(w′)> q,
unless w′ = w.
Let w=w1w2 with w1, w2 positive words and let w′ =w2w1 be the corresponding cyclic
permutation. Clearly, Mw′ = M−1w1 MwMw1 . Let us write Mw1 =
(
r
s
∗
∗
)
, Mw =
(
p
q
p′
q ′
)
.
Then Mw′ = M−1w1 MwMw1 =
( ∗
q(w′)
∗
∗
)
with
q(w′) = qr2 − (p − q ′)rs − p′s2 = q(r − s)(r − s). (17)
We claim that if s1 we have
r − s > 1
3s
. (18)
We see this as follows. Since r/s = Mw1(∞) is a convergent of  with an even number of
terms, by the ubiquitous Eq. (A.10) we have
r
s
− = 1
Ls2
,
with L = L(w1|(w2w1)∞).
If (w2w1)∞ = bF or w1 = P ∗a and (w2w1)∞ = aF , Lemma 7 shows that L< 3.
If instead w1 = P ∗b and (w2w1)∞ = aF then P ∗baF is a truncation of B = . . . www . . ..
Hence we can extend P ∗b|aF to a section E∗b|aF of B. Since B is admissible we have
P ≺ E ≺ F . By Lemma 8 we conclude again that L = L(P ∗|aF)< 3.
Now using (18) we compute
q(w′) = q(r − s)(r − s)
= q(r − s)((− )s + r − s)
= q(r − s)
(√
9q2 − 4
q
s + r − s
)
>
q
3s
(√
9 − 4
q2
s + 1
3s
)
.
On the other hand, since w2 is not empty we have q > 2s, because in order to reach
Mw from Mw1 we need to multiply Mw1 to the right by Mw2 , which certainly majorizes
componentwise the matrix Mb =
(
2
1
1
1
)
. Hence
q(w′)> q
(√
1 − 4
9q2
+ 4
9q2
)
>q. 
Corollary 28. We have L() =
√
9m(w)2 − 4/m(w).
The following theorem answers completely the question of which convergents to an 
equivalent to  satisfy the strict inequality condition in (16). See also [4, Theorem 1.5,
p. 58], for the case of = , with a different proof.
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Theorem 29. Let  = [Q∞] be equivalent to  and assume that Q has length at least 2
(replacing Q byQ, if needed).We write Q˜ for the subsequence of Q obtained by dropping
its ﬁrst element. Let′ be deﬁned as before and let R, S be such that=RS and′ =SR.
Then the set of convergents to  satisfying (16) is the union of a ﬁnite set and one of the
following two sets:
(i) the set of convergents p/q = [Qk] with k0, if [Q˜∗]< [(∗)∞];
(ii) the set of convergents p/q = [QR(′)k] with k0, if [Q˜∗]> [(∗)∞].
Proof. By the preceding theorem, from some point onwards the above two sets are the only
candidates for convergents satisfying (16). By formula (A.10) and
L() = [∞] + [0(∗)∞] = [(′)∞] + [0(′∗)∞],
we need to ﬁnd whether either one of the two inequalities:
[0(∗)kQ˜∗]> [0(∗)∞],
[0(′∗)kR∗Q˜∗]> [0(′∗)∞] = [0(′∗)kR∗(∗)∞]
holds. Since the length of (∗)k is even and the length of (′∗)kR∗ is odd, by Proposition 6
the inequalities in question are equivalent to
[Q˜∗]< [(∗)∞],
[Q˜∗]> [(∗)∞]
and exactly one of them holds. This completes the proof. 
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Appendix A. A crash course on continued fractions
We review here the main properties of continued fractions needed for the proof of
Markoff’s theorem, as detailed in [3].
We use the following compact notation for a special matrix product and for continued
fractions:
{a0, a1, . . . , an} =
(
a0 1
1 0
)(
a1 1
1 0
)
· · ·
(
an 1
1 0
)
(A.1)
and
[a0, a1, . . . , an] = a0 + 1
a1 + 1
a2 + · · ·
(A.2)
By expanding the matrix product, we deﬁne(
pn pn−1
qn qn−1
)
= {a0, a1, . . . , an} (A.3)
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and, noting that the empty product must be the identity matrix, we set(
p−1 p−2
q−1 q−2
)
=
(
1 0
0 1
)
.
The relation between the product (A.1) and the continued fraction (A.2) is easy to ﬁnd.
We deﬁne
h = [ah, . . . , an], h = [ah, ah−1, . . . , a1].
Then, interpreting {∗}(x) as a fractional linear transformation of x, we have
h = {ah}(h+1).
By (A.3), this proves
ph
qh
= [a0, a1, . . . , ah] = {a0, a1, . . . , ah}(∞). (A.4)
Taking the transpose of (A.3) we deduce that(
ph qh
ph−1 qh−1
)
= {ah, ah−1, . . . , a0}, (A.5)
ph
ph−1
= [ah, ah−1, . . . , a0], (A.6)
qh
qh−1
= [ah, ah−1, . . . , a1] = h. (A.7)
Eq. (A.5) is classically written as the basic recurrence
ph = ahph−1 + ph−2, qh = ahqh−1 + qh−2. (A.8)
Taking the determinant of (A.3) we get the well-known formula
phqh−1 − ph−1qh = (−1)h+1. (A.9)
The numbers ph/qh, ah and h are called the convergents, partial quotients and complete
quotients of the continued fraction [a0, a1, . . . , an].
Finally, since = [a0, a1, . . . , ah, h+1], using (A.5), (A.7) and (A.9) we have
= h+1ph + ph−1
h+1qh + qh−1
= ph
qh
+ (−1)
h
(h+1 + qh−1/qh)q2h
= ph
qh
+ (−1)
h
(h+1 + 1/h)q2h
.
Hence we obtain the main approximation property of continued fractions, in the form
− ph
qh
= (−1)
h
(h+1 + 1/h)q2h
, (A.10)
qh− ph = (−1)
h
h+1qh + qh−1 . (A.11)
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We will be interested only in the case in which the partial quotients verify ah ∈ Z and
ah1 for h1; we shall refer to this as a simple continued fraction expansion. These
considerations extend to an inﬁnite product in (A.1) and to the corresponding inﬁnite con-
tinued fraction. Given a real number , starting with 0 =  one deﬁnes inductively the
partial quotients by ah=h and h+1 =1/(h−h), giving a simple continued fraction
expansion of . If  is irrational such an expansion is unique, but if  is rational there are
two expansions, namely
= [a0, a1, . . . , an] = [a0, a1, . . . , an − 1, 1], with an2.
To the above formalism, we may now add the equivalence theorem for simple continued
fractions (J.A. Serret, 1878):
Theorem A.1. Two real irrational numbers  and ′ are equivalent up to fractional
linear transformations in GL2(Z) if and only if their simple continued fraction expansions
eventually coincide.
Proof. We give here a short computational proof of this fact, unlike the more conceptual
proofs found in standard books. Let us write ′ ∼  if their simple continued fractions
eventually coincide. This is an equivalence relation.
It is clear that if ′ ∼  then there is an N ∈ GL2(Z) such that ′ = N(), and we want
to show that N() ∼  whenever N ∈ GL2(Z). Since GL2(Z) is generated by the two
matrices
K =
(
1 1
0 1
)
, J =
(
0 1
1 0
)
,
it sufﬁces to verify that K±1() ∼  and J () ∼ .
The ﬁrst statement is obvious because K±1([a0, x]) = [a0 ± 1, x]
For the involution J, a direct calculation yields the identities
J ([a0, x]) = [0, a0, x] (a01),
J ([0, x]) = [x]
J ([−1, a1, x]) = [−2, 1, a1 − 2, x] (a1 > 2),
J ([−1, 2, a2, x]) = [−2, a2 + 1, x]
J ([−1, 1, a2, a3, x]) = [−a2 − 2, 1, a3 − 1, x] (a3 > 1),
J ([−1, 1, a2, 1, a4, x]) = [−a2 − 2, a4 + 1, x]
J ([−2, a1, x]) = [−1, 2, a1 − 1, x] (a1 > 1),
J ([−2, 1, a2, x]) = [−1, a2 + 2, x]
J ([a0, a1, x]) = [−1, 1,−a0 − 2, 1, a1 − 1, x] (a0 − 3, a1 > 1),
J ([a0, 1, a2, x]) = [−1, 1,−a0 − 2, a2 + 1, x] (a0 − 3),
this covers all cases and shows that J () ∼ . 
We conclude this section by proving the basic property of simple continued fractions,
namely the best approximation property (J.L. Lagrange, 1770):
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Theorem A.2. Suppose  is irrational and let {ph/qh}, h = 0, 1, . . . be the sequence of
convergents of the simple continued fraction of . Then
(i) |q0 − p0|> |q1 − p1|> |q2 − p2|> . . .;
(ii) if h1 and p, q are integers with 1q <qh then |q − p|> |qh − ph|;
(iii) if |q − p|1/(2q) then p/q is a convergent of .
Proof. The ﬁrst statement follows from (A.11), since it gives
|qh − ph| = 1
h+1qh + qh−1 <
1
qh + qh−1
and
1
qh + qh−1 =
1
(ah + 1)qh−1 + qh−2 <
1
hqh−1 + qh−2 = |qh−1 − ph−1|.
For the second statement (ii), we write = qh − ph, = q − p and view this as a linear
system with a solution (,−1). Solving by Cramer’s rule yields
−= qh− q, (A.12)
where = qhp − phq.
We cannot have=0, because 1q <qh. Suppose=±1. Then |qhph−1−phqh−1|=1
shows that we must have (p, q)= ± (ph−1, qh−1)+m · (ph, qh) for some integer m. There-
fore, either (p, q)= (ph−1, qh−1) or (p, q)= (ph − ph−1, qh − qh−1) because qh >q1.
In the ﬁrst alternative, we have ||> || by (i) above, and in the second alternative again
||> ||. In order to verify this, note that by (A.11) the numbers qh−ph and qh−1−ph−1
have opposite signs, whence
|| = |q − p| = |(qh − qh−1) − (ph − ph−1)|
= |(qh − ph) − (qh−1 − ph−1)|
= || + |qh−1 − ph−1|> ||.
Finally, suppose that ||2 and || ||. Then (A.12) and (A.11) give
2 || · (qh + q)< || 2qh = 2qh
h+1qh−1 + qh−2 < 2,
a contradiction. This completes the proof of (ii).
For the proof of (iii), in view of (ii) it sufﬁces to prove that |q − p| is locally a best
approximation. To see this, take integers r, s with s < q and notice that
1 |qr − ps| = |s(q − p) − q(s − r)|
s|q − p| + q|s − r|
 s
2q
+ q|s − r|.
Hence q|s − r|1 − s/(2q)> 12 and |q − p|< |s − r|, as claimed. 
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Appendix B. The uniqueness problem
There is an interesting open problem about Markoff numbers, namely whether there is
any duplication in the sequence of Markoff numbers.8
A special case is easily treated. Suppose w1 and w2 are two positive Markoff words with
associated Cohn matrices W1, W2 having the same trace. Let 1 and 2 be corresponding
positive ﬁxed points of the associated matrices. Then 1 and 2 are both elements of the
quadratic ﬁeldQ(
√
9m2 − 4). In the special case in which 1 and 2 areGL2(Z)-equivalent
one can solve the uniqueness problem as follows. By Serret’s Theorem A.1 on continued
fractions, the continued fractions of 1 and 2 eventually coincide. Hence they have the
same period. The associated Markoff words must be a cyclic permutation of each other, a
fortiori with the same Frobenius coordinates. By Theorem 18, the Frobenius coordinates
determine the positive Markoff word uniquely, completing the proof. This shows that the
pairs (mi, i ) have inequivalent irrationals numbers i .
We present here some additional remarks about the uniqueness problem.
Lemma B.1. Let (p, q, r)= 13 tr(M,N,MN) be a solution of theMarkoff equation and let r ′
be the solution 0<r ′ <r of the congruence p+qr ′ ≡ 0(mod r). Then (r ′)2 ≡ −1(mod r)
and
(2 − √2) r < r ′ <
√
5 − 1
2
r .
Proof. The congruence (r ′)2 ≡ −1(mod r) is immediate from Theorem 23(d) and the fact
thatMN has determinant 1, hence the top-right entry ofMN is the integer 3r ′−((r ′)2+1)/r .
By Theorem 23(d) and (A.4) we see that r and r ′ are the denominators of the last and
next-to-last convergents of the ﬁnite continued fraction [] = [22 . . . 11], associated to the
period  determined by MN. Therefore, (A.7) shows that
r
r ′
= [11 . . . 2],
the ﬁnite continued fraction obtained by dropping the last 2 in the reverse ∗ of .
By Proposition 6 we deduce that r/r ′ > [1∞] = (1 + √5)/2. In the same way, r ′/r =
[011 . . . 2]> [0112∞] = 2 − √2. 
Corollary B.2. The multiplicity of the Markoff number r does not exceed the number of
solutions of x2 ≡ −1(mod r) in the interval [(2 − √2)r,
√
5−1
2 r]. In particular, we have
uniqueness if r is a prime power or twice a prime power.
Proof. We need to prove only the last part. If r = a with > 2 a prime number the
congruence x2 ≡ −1(mod r) has exactly two solutions r ′ and r − r ′ and only one is in
the required interval. If r = 2a again there are only two solutions, namely a ±  where
 is the unique even solution to 2 ≡ −1(mod a), and again only one is in the required
interval. 
8 This goes back to Frobenius and is mentioned by Cassels in [8, Chapter II, p. 33].
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Remark B.3. Alternative proofs of uniqueness if r = 2εa with  an odd prime are in
Baragar [2], Button [5,6], see also the Diplomarbeit of Senkel [23] for a lucid exposition;
these proofs depend on a study of the arithmetic of the quadratic ﬁeld Q(
√
9m2 − 4).
Schmutz [22] gives a necessary and sufﬁcient condition for uniqueness in terms of simplicity
of certain geodesics on a Riemann surface and proves a result equivalent to Corollary B.2
by geometric methods.
There are other sufﬁcient criteria for uniqueness. The paper [2] proves uniqueness also
if either 3r + 2 or 3r − 2 is of type 2 with  = 0, 1, 2 and  prime and in [23] this is
extended replacing  by a prime power. In [6] it is also shown, among other things, that
uniqueness holds if r = k is odd with k < r1/4; this remains the most widely applicable
result up to date. Heuristic considerations based on this result give some strength to the
weaker conjecture that uniqueness holds for a set of Markoff numbers of positive density.
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