In this study, the authors deal with inertial measurement units subject to uncertainties. They propose an extended robust Kalman filter (ERKF) in a predictor-corrector form to estimate a rigid body attitude. The filter is developed based on regularisation and penalisation whose approaches present the advantage of encompassing in a unified framework all state and output uncertain parameters of the system. The ERKF is tuned based on two degree of freedom which belong to a certain interval known a-priori, useful for online applications. The attitude estimation system proposed takes into account a rigid body model formulated in terms of quaternions. Experimental results are presented based on a comparative study among the ERKF, the standard extended Kalman filter and an H ∞ filter.
Introduction
Attitude estimation of rigid bodies has been used in several advanced technological applications. We can cite, for instance, to guarantee aircraft stability, to deal with autonomous vehicles guidance, to control exoskeletons, and to help sports motion analysis. This class of estimation is usually obtained through inertial measurement unit (IMU) data fusion based on Kalman filters. However, as discussed in [1, 2] , IMUs should be calibrated in order to correct non-orthogonality errors, axes misalignments, and to determine scale factors and bias values. Nonetheless, some residual errors remain as sources of uncertainties even after the calibration. These uncertainties violate the central premise of the standard Kalman filter, in which the underlying state-space model should be accurate, see for instance [3] . This kind of problem motivates the use of robust estimation methods to limit the performance degradation of standard optimal filters. Few works have been proposed to deal with attitude robust estimation. In [4] , it was designed an H ∞ filter based on [5] to deal with unmanned aerial vehicle localisation, in which only simulations were presented. In [6] , it was considered a non-linear robust filter for satellite attitude determination. This filter reduces the performance degradation of the system due to sensor misalignment. The robust approach was used as an alternative to the tedious process of tuning the covariance matrices of the standard Kalman filter for this class of application. Simulation results demonstrated that the unfavourable effect of the misalignment was partly eliminated and the attitude errors were reduced. Both filters were deduced based on deregularisation procedures. They depend on auxiliary parameters which belong to certain unknown intervals. In this case, the stability limits of the filters are unknown a-priori.
On the other hand, we can find in the literature recursive state-space estimators developed for systems subject to parameter uncertainties, see for instance [3, 7, 8] . They are based on regularisation approaches. The advantage of the regularisation is that we know a-priori the stability intervals where a Lagrange multiplier should be tuned. These methods have been useful in online applications. Actual results of these filters have shown better performance if compared with estimates performed based on the standard Kalman filter. See for instance [9, 10] . In [9] , a robust filter was applied to position estimation of an active ankle-foot orthosis. In [10] , the authors used this class of filter to fingertip tracking in human-machines interfaces.
In [11, 12] , the authors proposed robust recursive filters and control approaches for linear systems subject to norm-bounded parameter uncertainties. They were developed based on regularisation and penalty functions [13] whose solutions are based on exterior point method. The combination of both techniques aims first to encompass in a unique convex cost function all uncertain data related to the state and measurement equations. In the limit, when the penalty function parameter approaches to the infinity, it imposes that a certain Lagrange multiplier vanishes. This multiplier is related to the regularisation. As a consequence of this penalisation in both filtering and control, the cost functions are minimised without the need of performing offline computations.
Taking into account this scenario, this paper attempts to model IMUs subject to uncertainties and to apply the extended version of the robust Kalman filter (ERKF) proposed in [11] to estimate rigid body attitude. The ERKF assumes that there exist uncertainties in all parameter matrices of a non-linear model. This is an advantage if compared with the filters proposed in [3, 14] whose uncertainties are modelled only in some specific state and output parameter matrices.
Preliminary results of this paper were previously presented in the 18th IFAC World Congress [15] . The novelty of the robust filter we are proposing is the predictor-corrector version not presented in [11] with the respective stability and convergence proofs. A comparative study among this ERKF, the standard extended Kalman filter (EKF) described in [16] , and the H ∞ filter proposed in [5] is performed based on experimental results. This paper is organised as follows. In Section 2, the attitude state-space form for a rigid body is presented. In Section 3, the extended version of the robust Kalman filter developed in [12] , the standard EKF given in [16] and H ∞ filter proposed in [5] are introduced to deal with the estimation of a rigid body. In Sections 5 and 6, the results of the comparative study and the conclusion are provided.
The notation used is standard: R is the set of real numbers, R n is the set of n-dimensional vectors whose elements are in R, R m×n is the set of m × n real matrices, A T is the transpose of the matrix A, P ≽ 0 (P ≽ 0) denotes a positive definite (semi-definite) matrix, ∥x∥ is the Euclidean norm of x, ∥x∥ P is the weighted norm of x defined by (x T Px) 1/2 , and Y T XY = Y T X (·).
Attitude state-space model
In this section, we present an IMU based on uncertain output models of rate gyros, accelerometers, and magnetometers, ω g , a a , and m m , respectively [17] . The diagram depicted in Fig. 1a represents the model of the IMU considering rate gyros bias b g with correlation time of the Gauss Markov process τ g , Gaussian white noise in the rate gyros, accelerometers, magnetometers, and rate gyro bias, w g , w a , w m , and w b g , respectively, and uncertain terms due to scale factor and axes misalignment of the rate gyros, accelerometers, and magnetometers, δω, δa, and δm, respectively. They are modelled taking into account the angular velocity ω, static acceleration a, and magnetometer measurements m of a rigid body. Moreover, the Euler angles roll φ, pitch θ , and yaw ψ of the body frame B in relation to the inertial navigation frame I, Fig. 1b , with (zyx) convention, are defined as
The parameters of the stochastic model of the inertial sensor, w g , w a , w m , w b g , and b g , will be characterised by the Allan Variance method in Section 5. Moreover, the role played by the uncertainties δω, δa, and δm for each filtering approach considered in this paper will be described in Section 3.
To define a unified framework to deal with the attitude model, see [15] , we define the following state-space model subject to uncertaintiesẋ
where
is a zero mean Gaussian process with covari-
is the state that describes the attitude of the system, h(
is a zero mean Gaussian process with covariance matrix R, m ∈ R 3 is given by
m e = [m e 0 0] T is the magnitude of the Earth magnetic field, and a ∈ R 3 is calculated as
g e = [0 0 g e ] T is the Earth gravity constant. The EKF and the robust filters to be presented in the following section are based on discrete-time systems. In this sense, (2) is discretised considering a sample time T
Recursive filtering
In this section, we present an ERKF in a predictor-corrector form which complements the results presented in [12] for uncertain linear discrete-time systems. With the combination of Lagrange multiplier and penalty parameter, we obtain stability and robustness to deal with uncertainties and non-linearities of the system. The ERKF is designed to estimate the attitude of a rigid body subject to bounded data uncertainties in the parameter matrices. A comparative study is performed taking into account the standard EKF shown in [16] and the H ∞ filter proposed in [5] .
Extended robust Kalman filter
It is well-known that standard Kalman filters shown in [18] can be derived from constrained minimisation of one-step quadratic costs. The validation of this approach for the whole estimation horizon can be obtained by dynamic programming arguments, see for instance [19, 20] , through the solution of the following problem min
where x k|k−1 is the prediction of x k given the measured data {z 0 ; z 1 ; z 2 ; . . . ; z k }, whereas P k|k−1 corresponds to the weighting matrix of the estimation error e k := (x k − x k|k−1 ) (in a stochastic approach it defines the covariance matrix of the estimation error).
Matrices Q k and R k are also weighting matrices of the noises w k and v k , respectively. For more details, see [3] . Since the problem in the way presented here consists in dealing with minimisation of a quadratic function subject to linear constraints, the penalty function method is particularly attractive to perform this minimisation. The first step to apply penalty functions is to transform a constrained minimisation problem into an unconstrained one. The constraint is placed in the objective function by a penalty parameter which penalises any violation of this condition min
whose solution, as µ approaches to the infinity, tends to the solution of the constrained minimisation problem (6). However, due to the presence of uncertainties, system (5) can be presented for filtering purposes as the following general uncertain discrete-time system
where x k ∈ R n is the state variable, z k ∈ R p is the measured output variable, w k is the process noise, v k is the measurement noise;
R p×m are uncertain matrices modelled according to
and N K k are known matrices. The robust state estimator for systems (8) and (9) we present in the following is deduced under the assumption that the output z k is available at each instant k. Since the state x k is not totally known, the problem consists in obtaining the best state estimation x k|k and x k+1|k from all information available
despite the presence of parametric uncertainties. We introduce a one-step penalised quadratic cost whose optimisation provides the best state estimate in contrast to the worst influence of parametric uncertainties. The ERKF considered in this paper is based on the solution of the following optimisation problem
where (11)) with
, and µ > 0. Notice that we can obtain robust estimations from (10) with the equivalences x k+1 → x k+1|k (µ) and x k → x k|k (µ). The following lemma provides a general solution for this class of optimisation problem where regularisation and penalisation defined by Lagrange multiplier λ and parameter µ find a unique global minimum for (10) . It was proposed in [11] for the solution of robust filtering case. [11] ): Consider the specific quadratic min-max optimisation problem with equality constraints given by
Lemma 1 (Generalised uncertain prediction problem
Then, the uncertain regularised form of (1) is given by (see equation at the bottom of the next page)
In addition, the optimal solution is given by (see (13)) through the identifications
and λ a non-negative scalar parameter such that λ ∈ arg min λ>∥µM T M∥ { (λ)}.
Based on Lemma 1, the solution for the optimisation problem (11) can be obtained in terms of predictor-corrector estimates taking into account only the weighting matrix P k+1|k .
Theorem 1:
The robust predictor-corrector filter for system (8) with the corresponding weighting matrix P k+1|k of the estimation error (11) are given in Table 1 with
Proof: Applying Lemma 1, we obtain x k+1|k , x k|k , and P k+1|k through the solution of the optimisation problem (10) . To obtain (14), we solve the following linear system
where (see equation (16) at the bottom of the next page)
For any µ > 0,
After some algebra we obtain from (16) the following equation
Expanding W k , we have
and (see equation (20) at the bottom of the next page)
For the terms related with the uncertainties we can obtain the following expressions: (see equation (21)- (23) at the bottom of the next page)
With equalities (19)- (23), we obtain from (18)
In virtue of the fact that in this paper we consider an extended version of this filter to deal with non-linear systems, the penalty parameter µ can be tuned in the interval (0, ∞). In this way, the term H k x k|k−1 of z k is replaced by h( x k|k−1 ). It is important to emphasise that the robust nature of this filter remains valid in this case. More details about the motivation to use extended versions of Kalman filters can be seen in [16] .
When µ → +∞, we can show after some algebra that the filter presented in Table 1 
Step 0: (initial conditions) P 0|−1 = 0 , x 0|−1 = 0.
Step k: Given z k , update { x k |k ; x k +1|k ; P k +1|k } from {z k ; x k |k −1 ; P k |k −1 } as follows: 
with the scalar parameter
condition is guaranteed if
is full row rank, it means that the inverse of (26) exists. Notice that in this case the robust filter does not depend on any auxiliary parameters to be tuned (see equation (26)- (27) at the bottom of the next page)
= 0 , and
Stability and convergence of the steady-state robust filter
The stability of the RKF (26) can be proved based on the arguments developed in [21] . Considering the parameters of (27) time-invariant we introduce the following notation
where e i and Y (P) are partitioned in blocks according to the block partition of (P). Y (.) is partitioned as Y ij , i, j = 1, . . . , 6 and the vector of blocks e i has the identity matrix at the ith block position and zero matrices at the other block positions. The steady-state value of the matrix P k|k−1 is denoted as P. The matricesĒ,F ,Ḡ, and R are time-invariant counterparts of the corresponding variables defined in Table 1 . With these new notations we can show that the steady-state filter is given by
where (see (31) equation at the bottom of the next page)
For time-invariant case with µ → ∞ and λ k → ∞, we have the following predictor-corrector parameter matrix
according to the block matrices defined in (28). The steady-state filter (29) and (30) can be rewritten as 
The following theorem shows that (30) has a stabilising semidefinite solution P whose proof can be seen in [21] and in the references therein.
Theorem 2:
Suppose that λĒ +FḠ has full row rank for |λ| ≥ 1, R > 0 and E has full column rank. Let P be a solution of (30). If P ≥ 0 then P is the unique stabilising solution for (30).
Based on deterministic arguments we can show the convergence of the generalised Riccati recursion. We can verify that it is a monotone non-decreasing sequence bounded by P + ≥ 0.
Lemma 2: Consider a sequence {P k|k−1 } generated by the recursion (27) . If P k|k−1 ≥ 0, then P k+1|k is positive semi-definite. 
Then, we obtain
Lemma 4:
Lemma 5: Suppose that R > 0 and define {P k|k−1 } ∞ k=0 by
is a non-decreasing monotone sequence.
Lemma 6:
The Riccati recursion given by (27) can be rewritten in the following form
where we define L k := I −L p,k and
Lemma 7: Let R > 0. Consider a given arbitrary matrix S 0|0 ≥ 0, and let a sequence {S k|k−1 } ∞ k=0 be defined by
where we define L s,k := I −L s,k and
Let P 0|0 be a matrix for which 0 ≤ P 0|0 ≤ S 0|0 and define a sequence {P k|k−1 } ∞ k=0 (39). Then 0 ≤ P k+1|k ≤ S k+1|k+1 for k = 0, 1, 2, . . ..
Lemma 8:
Let the sequence {P k } ∞ k=0 be defined as in Lemma 6. If λĒ +F has full column rank for |λ| ≥ 1, then there exists a matrix
The proofs of Lemmas 7 and 8 are extensions of [22] , which in turn is due to [23] .
Theorem 3:
Assume that λĒ +F has full column rank for |λ| ≥ 1 and R > 0. Let a sequence {P k+1|k } ∞ k=0 generated by (27) , with P 0|0 = 0. Then, it is a non-decreasing sequence and converges to P + ≥ 0 which satisfies the Riccati equation
Experimental results
Experimental results were obtained through a six degree of freedom IMU produced by the SparkFun Electronics, as shown in Fig. 2a . This IMU is composed of three-axial accelerometer, three-axial rate gyro, and three-axial magnetometer. To calibrate this IMU, the noise parameters of the model presented in Fig. 1a were identified based on the approach proposed in [24] , see Fig. 3a . These parameters are shown in Table 2 . The reference angle for the comparative study performed was obtained through an encoder fixed to the IMU of Fig. 2a . The sensor output data were obtained from a standard serial port RS-232 with a frequency of 25 Hz. The code of the filters were run in MATLAB . The system maintains a flag indicating true (i.e. 0) if the rigid body is accelerating and false 
holds, where ζ (t) = ∥a a − g e ∥, ζ f (t) is ζ (t) filtered according to [25] , and the parameters β ζ , β g , and β f are tuned for this experiment as 2, 4, and 1.2, respectively. While the acceleration increases, only the magnetometer signals are used in the measured output. A block diagram of the implemented attitude system is shown in Fig. 2b .
Extended Kalman and H ∞ filters
To perform the comparative study proposed in this section we consider the standard EKF
where H k := {∂h(x)/∂x}| x= x k|k−1 , see [16] for more details. The H ∞ filter which estimates an auxiliary output defined by an appropriate algebraic combination of states, given by
The known cost function to be minimised to solve this problem is given by
where P 0 , Q k , R k , and S k are symmetric positive definite matrices. The cost function can be made lower than 1/γ (a designer-specified bound) with the following estimation procedure
where H k := {∂h(x)/∂x}| x= x k|k−1 , since the following condition
should be verified for each step k, see [5] . Recalling that both filters will be used to estimate the system subject to uncertainties (8).
Standard and robust filters: parameter matrices
The weighting matrices, Q and R, for the EKF were chosen as
whose values of these variances are presented in Table 2 . The matrices Q and R for H ∞ and ERKF filters are the same matrices used in the EKF filter. For the H ∞ filter, we consider γ = 0.1. The uncertainties of (9) are defined in order to encompass in each uncertain position of system (5) all variations of the quaternions through the summation of rows i for the respective columns l of the parameter matrices
It is shown in Fig. 3b that the non-linear approach we are adopting considering h( x k|k−1 ), provides better estimation to z k if compared with the linearisation given by H k x k|k−1 . In this figure, we can see the mean of a set of estimates based on the ERKF and the RKF proposed.
Comparative study
A comparative study among the ERKF, EKF, and H ∞ filters was performed based on the average of 10 consecutive data samples for the respective Euler angles: roll (φ), pitch (θ), and yaw (ψ). The sensor measurement accuracy depends on the temperature, uncertainties, and disturbances. To simulate static and abrupt changes in the rate gyro signals, uncertainties, and bounded disturbances were added as 
whereρ k defines the estimation errors φ r k − φ k , θ r k − θ k , and ψ r k − ψ k . The reference angles (φ r k , θ r k , ψ r k ) were obtained based on encoder measurements according to Fig. 2a . The estimated angles (φ k , θ k , ψ k ) were obtained considering N = 3000 with T = 0.04. Table 3 shows the performance improvement of the robust predictor-corrector filter proposed and the H ∞ filter over the standard EKF based on a perceptual criterion defined as
where L EKF 2 is the L 2 criterion computed to the EKF and L RF 2 is computed to the robust filters, H ∞ , and ERKF. As we can see in this table, the ERKF presented better results compared with the H ∞ filter performance. The average considering the performance of the H ∞ filter for the Euler angles over the EKF was almost 4.1%, on the other hand the ERKF improved the EKF performance in almost 8%.
To verify the ERKF performance improvement over EKF in terms of the parameters µ and α f , we consider the average of (49) in function of c, given by 
To compute (50), we first fixed α f = 1, and µ was changed from 45 to 450,000. The results are shown in Fig. 4a . After that, we fixed µ = 45, 000, and α f was changed from 0.1 to 1000. The results are shown in Fig. 4b . Notice that the best mean value of the ERKF performance improvement over EKF is found for µ = 45, 000 (20 log(µ) = 214) and α f = 10 (20 log(α f ) = 46). For the interval 0.1 ≤ α f ≤ 10, the performance of the ERKF is almost the same.
Figs. 5 and 6 show some attitude estimate results obtained based on the attitude reference system of Fig. 1b . Noted in these figures the influence of the disturbances (47) in the estimates, in particular how d g z evaluates at the interval (29-31 s). The estimate performed by the ERKF does not present some peaks observed in the EKF and the H ∞ estimates as we can observed in Fig. 6c. 
Conclusion
In this paper, we proposed a reference system based on a new ERKF for determination of a rigid body attitude. The ERKF attempts to limit the effects of the model uncertainties and disturbances on the Euler angles estimates. Thanks to the combination of robust regularisation and penalty function we combine two variables related with Lagrange multiplier and penalty parameter to design the robust filter. They provide a certain level of robustness, useful to deal with uncertainties of nonlinear estimates. As operation region of this robust filter is known a-priori, it is useful for online applications. Experimental results were provided with a comparative study among the ERKF, H ∞ filter, and the standard EKF. As future works, other approaches can be considered to model this class of systems where multiple missing measurements and multiplicative noises can be taken into account, see for instance [26, 27] . 
