Abstract: Previous network analyses of several languages revealed a unique set of structural characteristics. One of these characteristics-the presence of many smaller components (referred to as islands)-was further examined with a comparative analysis of the island constituents. The results showed that Spanish words in the islands tended to be phonologically and semantically similar to each other, but English words in the islands tended only to be phonologically similar to each other. The results of this analysis yielded hypotheses about language processing that can be tested with psycholinguistic experiments, and offer insight into cross-language differences in processing that have been previously observed.
Comparative Analysis of English and Spanish Networks
Psycholinguistic experiments have shown that the network characteristic of degree influences in English the cognitive processes of word recognition [12] , word production [20] , and word learning [21] . (Note that in the psycholinguistic literature degree is referred to as neighborhood density.) Interestingly, degree has different influences in Spanish compared to English [22, 23] , suggesting that the same network structure might have a different influence in a different language as a function of other "structural" characteristics that are not captured in current network measures (e.g., clustering coefficient, degree distribution, etc.). Recall that the lexical networks of several languages consisted of a small giant component (which we will refer to as the giant component), several smaller components (which we will refer to as islands), and many non-connected vertices (which we will refer to as lexical hermits [19] ). We present here the results of a novel analysis of the constituents of the islands, in addition to the giant components, to expose subtle differences between English and Spanish, which might provide insight into the differences observed in psycholinguistic experiments in the two languages. Similar analyses of the characteristics of the constituents of islands and giant components might prove useful in understanding complex systems in other domains.
Method
We randomly selected 100 words from each of the giant components of the Spanish and the English WF networks (where for this study, the WF network of English was created using a more complete corpus of words [24] ), and a single word from each of the 100 largest islands in both the English and Spanish networks [19] . Each word and all of the vertices immediately connected to it (i.e., a 1-hop neighborhood) were examined by hand to determine if a word and its neighbor were related in their derivational or inflectional morphology. An example of a lexical island from each language is presented in Figure 1 , and the words from the ten largest islands are listed in the Appendix.
Derivational morphology changes the meanings of words by adding a morpheme (or unit of meaning), such as changing the adjective good to the noun goodness. In contrast, in inflectional morphology a morpheme is added to tag the word with additional meaning, such as person, number, tense, case, or gender. For example, the English words dog (singular) and dogs (plural) differ in the inflectional morpheme -s, denoting a difference in number. Note that every language does not mark every distinction. While it is mandatory to mark number in English nouns, such a distinction is not made in Japanese. Similarly, and more relevant to the present analysis, marking (grammatical) gender in nouns is mandatory in Spanish (all nouns are typically designated as either masculine or feminine), but is much less prevalent in English (found in loanwords like actor/actress, or pronouns like he/she/it). 
Results
A distribution of the frequency of all components smaller than the giant component can be seen in Figure 2 , as plotted on a log-log scale, where they both adhere to a general straight line, that can be fit by power laws with exponents -2.3 (Spanish) and -2.5 (English). Power-law distributions have been observed in many aspects of language, and have been attributed to numerous causes [25, 26] . Future analysis of a larger sample of languages is necessary to understand the distributions observed in the present case. Figure 3 , and may have interesting implications for the structure and dynamics of the network. Recall that edges were placed between vertices in the networks based only on the phonological similarity of words (as defined by the one-phoneme metric). However, as can be seen in Figure 3 , in both the islands and giant component, Spanish has a larger proportion of word pairs that are also morphologically related to each other than English.
Differences in the extent to which (inflectional) morphology is used in English and Spanish can be seen in
The larger proportion of Spanish words that are similar phonologically and morphologicallysharing not just several sounds but also several semantic features-might facilitate the retrieval of the correct word-form from the lexical network. Even if the wrong phonological word-form is retrieved (hacendada instead of hacendado; the words differ only in gender), the common semantic information in the words may enable the language processing system to recover from the error. However, in the case of English, where words tend to be only phonologically similar, recognition of the spoken word might be more difficult, as the target word must be distinguished from neighbors that may have very different meanings (compare reckless and necklace). With such different meanings among neighboring vertices in English, perceptual errors might be more costly in English than in Spanish. Given the differences in the characteristics of the two languages, and the different costs in the two languages associated with a phonological error, different (but equally efficient) processing strategies might be implemented in the two languages (see [22, 23] ). 
Conclusion
From the novel analysis of the two language networks reported in Section 2, one can derive the testable prediction that words with high degree will be retrieved more quickly than words with low degree in languages that have a confluence of phonological and semantic networks, similar to Spanish. In languages similar to English, in which these cognitive networks are uncorrelated, words with high degree should be retrieved more slowly than words with low degree.
The present analysis of network structure not only provides cognitive scientists with testable predictions regarding the recognition of words across different types of languages, it may also provide network scientists with a new way to categorize complex networks in other domains (see Virtual Round Table: Are there further statistical distributions that can provide insights on the structure and classification of complex networks? [18] ). Furthermore, the confluence of phonological and semantic information in this analysis points to the importance of understanding the structure and dynamics of multigraphs in addition to graphs with a single class of edges. Moreover, orthographic information may also influence phonological representations and the recognition of spoken words [27] . Finally, the domain of language provides cognitive and network scientists a unique opportunity to collaborate to their mutual benefit to understand the structure and dynamics of complex systems more generally [28] .
