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ARMA Signals With Specified Symmetric Marginal
Probability Distribution
Bernard Picinbono, Life Fellow, IEEE
Abstract—Except in the case of normal (i.e., Gaussian) distribu-
tion, it is very difficult to calculate the marginal probability distri-
bution of ARMA signals. By using a particular form of modeling
such signals with random coefficients we show that the problem
can be solved and we present an algorithm allowing the numerical
generation of ARMA signals with arbitrary specified marginal dis-
tribution function. Their properties are analyzed in computer ex-
periments. The experimental results show in general a very good
agreement with theoretical calculations.
Index Terms—ARMA signals, autoregressive signals, Bernoulli
signals, innovation, linear prediction, moving average signals, non-
Gaussian signals and noise, probability distribution, random coef-
ficients, signal and noise modeling, statistical signal analysis.
I. INTRODUCTION
A RMA signals are probably the most important models ofrandom processes used in various fields of signal pro-
cessing such as, for example, spectral analysis, estimation and
prediction [1], [2]. This comes partially from the simplicity of
their definition. Indeed a real strictly ARMA signal is the output
of a real dynamical filter when its input is a real strictly white
noise. A discrete time dynamical filter is a filter which is stable,
causal and such that its transfer function (TF) is a rational func-
tion, i.e., a ratio of two polynomials. The causality and stability
assumptions imply that the poles of this rational fraction are lo-
cated inside the unit circle. Furthermore, a discrete time strictly
white noise is a sequence of IID random variables (RV) and
the statistical properties of such a noise are entirely defined from
the distribution function (DF) common to all these RVs.
As a result an ARMA signal is defined by the zeros and poles
of its corresponding TF, which is equivalent to the coefficients
of the polynomials of the numerator and the denominator, and
by the DF .
The second-order properties of ARMA signals are perfectly
known, even if the calculations are sometimes rather compli-
cated. The -transform of the covariance function of an ARMA
signal is then , where is the TF
of the filter and the variance of the driving noise. The co-
variance function can then be directly deduced either from the
poles and zeros of the TF or from the coefficients of the two
polynomials defining this TF.
Manuscript received June 11, 2009; accepted October 27, 2009. First pub-
lished November 20, 2009; current version published February 10, 2010. The
associate editor coordinating the review of this manuscript and approving it for
publication was Prof. Alfred Hanssen.
The author is with the Laboratoire des Signaux et Systèmes (L2S), 91192 Gif
sur Yvette, France (e-mail: bernard.picinbono@lss.supelec.fr).
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TSP.2009.2037076
There are however problems of statistical signal processing
where the DF of the signal must be known. For these prob-
lems ARMA modeling is not well adapted, except in the very
important case where the input signal is a white Gaussian
noise (WGN). Indeed in this case the ARMA signal is also
Gaussian, and all its statistical properties are defined from
those of the second order introduced above. If, on the contrary,
the DF is not a normal distribution it is difficult, and
often impossible, to calculate explicitly the DF of the resulting
ARMA signal.
The purpose of this paper is to overcome this difficulty and
to introduce a class of signals having the same second order
properties as ARMA signals, but such that their marginal DF
is specified in advance. For this we introduce polynomials with
random coefficients with specific properties. In order to simplify
the presentation we shall study separately AR and MA signals.
Note that similar problems have been already discussed in a
completely different context [3]–[5]. The methods proposed in
these papers start from a Gaussian white signal transformed by
a linear filter followed by an instantaneous nonlinear transfor-
mation. The calculations however are rather complicated and
the condition of positive definiteness of the covariance function
is not always satisfied. These papers study a general problem,
without using the specifications of AR or MA signals, which is
the main purpose of what follows.
II. ARRC MODELS
A. Review of Known Results on AR Signals
A strictly autoregressive signal of order is a dis-
crete time signal defined by the recursion
(1)
where is the regression vector with components
and the finite past vector of with components
, while is a strictly white noise.
When, however, one is interested only in second-order prop-
erties of , the assumption of independence of the ’s
can be omitted and a weakly white noise, i.e., a sequence of
uncorrelated RVs is sufficient. In this case the resulting signal
is called weakly autoregressive of order .
The recursion (1) means that is filtered in a dynamical
filter with the TF , where
. In order to obtain a signal
with finite variance (stability problem), the vector must be-
long to a domain called stability domain ensuring that the roots
of are located inside the unit circle. This domain is pre-
sented in Fig. 1 when . It is the interior of the triangle ABC
of the plane . The parabola COB defined by the equation
1053-587X/$26.00 © 2010 IEEE
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Fig. 1. Triangle of stability of an AR(2) model.
makes a separation between the parts of the sta-
bility domain corresponding to real and complex roots of .
If , the two roots have the form ,
with .
One of the most important properties of AR signals appears
in prediction theory. Let be the one-step mean square pre-
diction with infinite past of , which is the mean square esti-
mation of in terms of all the past values , . The
fact that in (1) is strictly white implies that ,
which means that whatever the probability distribution of the
driving noise may be, the mean square prediction is linear.
On the other hand the linearity of the mean square prediction
does not imply that is strictly white. This prediction indeed
is the conditional expectation value , where
is the collection of past RVs , . It results
immediately from (1) that because
the past values of can be deduced from those of . As a
consequence if the mean square prediction
, then . This means that is a
strongly white noise, as defined in [1, p. 254]. As a consequence
we say that is a strongly AR(r) signal.
Finally, if is only weakly white, which means that the RVs
are only uncorrelated, then the property of linearity of the
conditional expectation value has no reason to be true, yet
remains the best linear mean square prediction of . In this
case, we say that is a weakly AR(r) signal.
B. ARRC(2) Signals
We shall now introduce the concept of autoregressive with
random coefficients [ARRC(2)] signals. This idea was presented
in a old book which contains numerous references of papers
on this subject [6]. Much more recent references can be found
in [7]. The approaches of all these papers, however, are quite
different compared to the one presented below.
Let and be two real numbers satisfying the condition
, which means that the point is located
inside the square ADEF of Fig. 1. Let us also introduce
(2)
Let be the “rectangular” (or window) function de-
fined by
if (3)
and 0 otherwise. Consider now the three functions defined
by
(4)
These three functions yield a partition of the interval [0, 1] in
three domains of measure , and with
. The condition on introduced above ensures
that . As a consequence of (4), these functions satisfy
when .
Let now be a uniform strictly white noise in which the
RVs are IID and uniformly distributed in the interval [0, 1],
and consider the signal defined by the recursion
(5)
where is a symmetric strictly white noise. This means that
the characteristic function of is an even function of
and then, when there exists a probability density function (PDF)
, this PDF is an even function of . Suppose also that the
RVs and are independent. Equation (5) means that is
equal to with the probability , to with the
probability and to with the probability .
When considering a model like (5), the first question that oc-
curs is its stability. This question exists for all the random sig-
nals defined by a recursion from a white noise. This is for ex-
ample the case when using bilinear models introduced in the
standard book of Granger [8]. But this is also one important
topic in the analysis of autoregressive models with random co-
efficients [6], [7], [9], [10]. The question is in general rather
complicated, but the structure of the random coefficients in the
particular model (5) introduces important simplifications.
The stability problem consists in verifying whether or not
the recursion (5) defines a second-order signal, which means
a signal with finite first and second order moments for any .
Let us first consider the case of the mean value. Because of
the symmetry assumption introduced above, the driving noise
is zeromean valued. Furthermore it results from the struc-
tures of the functions that for 1
or 2. As a consequence the moments satisfy
. This equation means that is the
output of an all poles dynamical filter with a zero input. This im-
plies that, whatever the initial conditions and are, if the
coefficients and are the coordinates of a point located in
the stability domain of Fig. 1, the moments tend to 0 when
.
Let us now consider the case of the second-order moments.
For simplification suppose that the the initial moments in the
recursion of the moments are zero, which implies that
for all . In order to calculate the variance of defined by
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(5) we use the facts that the functions defined by (4) sat-
isfy and that their product is zero, as indicated
above. As a result we obtain
(6)
where is the variance of . If the ’s are the coordinates
of a point located inside the square ADEF of Fig. 1, the same
property is valid for the point with coordinates . This im-
plies that is the output of a stable all poles filter with the
constant input . Then it results from the definition of
that, whatever the initial conditions are, tends to when
. This shows that the signal (5) is stable for its first- and
second-order moments.
The ARRC(2) signals have two fundamental properties which
are the origin of their interest in the discussion that follows.
Property 1: Let be an ARRC(2) stable signal defined by
the coefficients and and by the strictly white noise . Let
be the classical strictly AR(2) signal defined by the same pa-
rameters. If the marginal probability distribution of is sym-
metric, then and have the same marginal probability dis-
tribution.
Proof: Let and be the characteristic func-
tions (CF) of and , respectively. The CF of is
. Using (5) and taking the expectation with
respect to the variable yields
(7)
This can be transformed into a recursion of the CFs that is
(8)
It is clear that if , then
, , because . Suppose now
that the initial conditions of this recursion are and .
As the roots of the polynomial are inside the
unit circle, because of the stability assumption, then the solution
of the recursion is a sum of two terms. The first, depending on
the initial conditions, corresponds to the transient regime and
tends to 0 when , and the second corresponds to the
permanent regime which is , because of the
definition of . But it is clear in Fig. 1 that if the point ,
is inside the square ADEF, this is also valid for the point ,
. As a consequence for any arbitrary initial conditions ,
we have when .
In practice this convergence is very fast and when using se-
quence of say values of , the influence of the initial con-
ditions is negligible. Note finally that (6) is a direct consequence
of (8).
This result is interesting because, as indicated above, the mar-
ginal PDF of a classical AR(2) signal is very difficult to obtain,
except in the Gaussian case, while for an ARRC(2) signal sat-
isfying the assumptions introduced it is obtained without any
calculation and is equal to the one of the noise .
Property 2: Under the same assumptions as for Property 1,
the signals and defined by (5) and (1), respectively, with
and , have the same normalized covariance
functions.
Proof: As indicated above it results from the symmetry
assumption that the signal is zeromean valued. Let us now
consider its second order properties. They are described by the
covariance function . The use of (5)
leads to the calculation of . Taking
into account the previous definitions, this expectation is equal to
. After the same calculation on the second
term of the RHS of (5), we obtain
(9)
which is the same recursion as the one obtained for a classical
AR(2) signal defined by the two coefficients and . It is clear
that the variances of and have no reason to be the same,
and it is easy to verify that they are effectively different. But it
results from the recursion (9) that their normalized covariance
functions, ratios of the covariance function and the variance, are
the same.
C. Extensions to ARR(r) Signals
The extension of this procedure to orders higher than 2 is in
its principle straightforward. The only problem is to insert in the
stability domain the condition . As
the stability domain of an all poles dynamical filter is easier to
define by using the so-called reflection coefficients appearing
in the lattice structure of the filter [1], [2], than by using the
regression coefficients appearing in (1), we shall use these
reflection coefficients in the following analysis.
By using these regression coefficients we introduce the same
procedure as for the case of AR(2) signals. The signal is then
now defined by
(10)
where the functions are defined by an obvious extension
of those of (4).
It is easy to verify that the properties 1 and 2 introduced in the
previous subsection concerning ARRC(2) models are still valid
and the proofs are exactly the same.
D. Computer Simulations and Experiments
We shall now present results of computer simulations and
experiments illustrating the previous theoretical results.
1) Order 2: In all the results reported below the parameters
, are the same. According to (9) and to Property 2 this
means that all our signals have the same normalized covariance
function. The values of the regression parameters are
and . This implies that the point is located
inside the domain allowing for the definition of an ARRC(2)
signal and that the roots of the polynomial introduced
above are with and .
The differences between the various signals studied below
come then uniquely from the PDFs of the driving noise
. In order to verify Property 1 one example of PDF could be
sufficient. We prefer however to use several examples of pos-
sible PDFs with very different structures to verify that
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TABLE I
COVARIANCE FUNCTION     OF THE INNOVATIONS OF SOME ARRC(2) SIGNALS FOR VARIOUS PDFS  
these properties are effectively independent of the nature of each
PDF and not due to a specific structure that could appear in one
single example.
We shall begin our analysis by covariance measurements.
Our aim is to show that the normalized covariance function
of the ARRC(2) signal studied is the same as the one of the
AR(2) signal defined by the same coefficients and . In-
stead of measuring directly the covariance function which is a
decreasing function but with a great number of non-vanishing
values, we shall use the point that two signals with the same
normalized covariance function introduce the same structure of
their innovation in the one-step linear prediction with infinite
past. The reason is that this structure is entirely defined from
the normalized covariance function. The innovation of the clas-
sical AR(2) signal defined by (1) and and is
. It is clear that , which is the
white driving noise of the model. It is then sufficient to show
that the signal
(11)
where is given by (5) is a weakly white noise, whatever the
probability distribution of .
The first step of the simulation is then to generate a sequence
of values of IID RVs with a specified symmetric distribu-
tion. For this we start from a sequences of RVs IID with a
uniform distribution in [0, 1], which can be obtained by various
programs of simulation. By using appropriate transformations
of we obtain another sequence of RVs that are still IID
and with the PDF . The symmetric PDFs used in what
follows are
(12)
(13)
(14)
(15)
In our experiments is equal to in order to obtain a
good statistical precision. By using (5) and (11) we obtain the
corresponding innovation and the experiment consists in mea-
suring its normalized covariance function. It is clear that the
classical conditions of ergodicity of random signals are satis-
fied, in such a way that the normalized covariance function can
be measured by time averaging instead of by ensemble aver-
aging, which is impossible in computer experiment. The results
are reported in Table I where the different lines correspond to
the various forms of PDFs .
The first line (Bernoulli) corresponds to the simplest case that
can be introduced because here is a strictly white noise
taking only the values 1 with the same probability (Bernoulli
white noise). As a consequence of Property 1, this is also the
probability distribution of , which is then a clipped ARRC(2)
signal taking also only the values 1. The PDFs used in the
other four lines are those defined by (12) to (15).
This table shows clearly that for all the PDFs con-
sidered the innovation is white with a precision of the order of
. This means that, according to the Property 2, the normal-
ized covariance functions of all these signals are the same and
equal to the one of the classical AR(2) signal (1) defined by the
coefficients and .
The innovation (11) studied in the previous table intro-
duces another interesting consequence for the modeling
of the ARRC(2) signal . Indeed it can be written as
, where is a sequence
of uncorrelated RVs, or a weakly white noise. We have no
information about the independence of these RVs, and as a
consequence our ARRC(2) signal can also be considered as
a weakly AR(2) signal, as defined above. The marginal PDF
of the innovation (11) depends only on the parameter
of the model, i.e., the coefficients , , and the PDF
of the driving strictly white noise . Its calculation how-
ever is almost impossible and then we shall present below its
experimental measurement in the framework of other PDFs
measurements.
The innovation (11) is defined, as indicated just before this
equation, as the innovation in the linear prediction. It is inter-
esting, however, to note that it is also the innovation in the best
mean square prediction. This means simply that this prediction
is linear, as it is the case for strictly AR signals. It is well known
that the mean square prediction of is the conditional
expectation value , where means the past or the
set of RVs , [1]. It results from (5) and from the
definitions of the functions that this expectation is simply
. We have then the same property as the one
of the strictly AR(2) signals: the mean square prediction is linear
and its corresponding innovation is given by (11). This means
also that is not only weakly but strongly AR(2), as defined
above.
Let us now come to probability distribution analysis. Our pur-
pose is first to verify that, according to Property 1, the marginal
DFs of the RVs given by (5) are the same as those of the
driving noises , and secondly to determine the PDFs of the
innovations when the PDFs of are those used in covari-
ance measurements reported in the previous table. Each figure
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Fig. 2. PDFs      and       of the ARRC(2) signal with a
symmetric exponential distribution     defined by (12) (continuous line) for
   and    .
Fig. 3. PDFs      and       of the ARRC(2) signal with the distri-
bution     defined by (15) (continuous line) for    and    .
corresponds to one of these PDFs. The curves in continuous line
represent the PDFs of . The PDFs of and are
measured by normalized histograms and the set of points (.) cor-
responds to the measurement of the PDFs of the RVs
appearing in (5). The purpose of the experiment is thus to verify
that these points are correctly located on the theoretical curve.
Finally the sets or points noted correspond to the measure-
ments of the PDFs of the innovation for which we have
no theoretical result available.
Let us now analyze the marginal PDFs of these signals.
This is reported in Figs. 2 and 3. In these figures, we observe that
the experimental points (.) are located with a very good preci-
sion on the theoretical curves, which means that, according to
Property 1, the signals have the same marginal distribution
as the white noise . On the other hand we see that, except in
Fig. 2, the innovation defined by (11) has a marginal PDF
which does not seem to correspond with any known PDF.
The case of Fig. 2 is especially interesting. Indeed the points
marked by are located with a very good approximation on
Fig. 4. Clipped ARRC(2) signal  and its innovation  for    and
   .
TABLE II
THEORETICAL    AND EXPERIMENTAL  	  VALUES OF THE PROBABILITIES OF
THE INNOVATION OF THE CLIPPED ARRC(2) SIGNAL
the curve with . But if we use the au-
toregressive modelization (1) where the input signal is a strictly
white noise defined by this PDF and with the same values of
and as in all this section, the PDF of the output signal is
no longer a symmetric exponential function. This comes from
the fact, already indicated, that the innovation (11) is weakly
white, but has no reason to be strictly white.
The clipped ARRC(2) signal corresponding to line 1 of
Table I cannot be analyzed by the same procedure because it
has no PDF since it takes only the values 1. Its innovation
defined by (11) is also a discrete valued signal and this
equation shows that when the two regression coefficients are
those chosen previously in the experimental analysis, the only
possible values of this innovation are 0.3, 0.7, 1.3, and
1.7. This appears clearly on Fig. 4 where two examples of
trajectories of and are presented. The probabilities of
these values can be calculated and are given in Table II. Results
of experimental measurements of these probabilities are also
presented and correspond exactly to the theoretical values.
Other experiments have been realized with other values of
and , including also the cases where the two poles of the TF
are real and the results are quite similar. We have then presented
various examples of signals with arbitrary given marginal
PDFs and such that their second-order properties are those of
AR(2) models.
2) Order 4: Let us consider the AR(4) model in which the
four reflection coefficients are equal to . By using the Levinson
recursion [1], [2] the four regression coefficients are
, , , and .
For , all these coefficients are positive and their sum is
0.5904. The condition indicated above for the application of our
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TABLE III
VALUES OF THE NORMALIZED COVARIANCE FUNCTION     OF THE INNOVATION OF THE ARRC(4) SIGNAL  WITH CONSTANT REFLECTION COEFFICIENTS,
  
method is then satisfied. Furthermore it is easy to verify that the
corresponding dynamical filter has two real and two complex
poles given by , , and
.
The signal defined by (10) takes now the form
(16)
where the functions are defined by an obvious extension
of those of (4). The innovation is defined as in (11) by
(17)
The results reported in Table III are the same as in Table I, but
correspond to the present ARRC(4) model.
These results are quite similar to those reported in Table I
and indicate that with a precision of the innovation is a
weakly white signal, which means that the covariance function
of the ARRC(4) signal (16) is the same as the one of the AR(4)
signal defined by the same reflection or regression coefficients.
Let us now verify the the PDF of in (16) is the
same as the one of the white noise . In order to simplify we
shall present only one set of results corresponding to the PDF
(15) used in Fig. 3 for the ARRC(2) signal. The results appear in
Fig. 5 and are quite similar to those of Fig. 3: the points (.) cor-
responding to the measurements of the PDF are clearly
located on the theoretical curve . On the other hand the
innovation which, according to Table II is a weakly white noise,
has a PDF represented by which does not correspond to any
known form of PDF.
The case of the clipped ARRC(4) signal is especially inter-
esting. We present in Fig. 6 results similar to those appearing in
Fig. 4. The trajectories of the signal have the same structure
of a Bernoulli signal taking only the values 1. The innova-
tions however are quite different and in the case of an ARRC(4)
signal the innovation can take possible different values
equal to . Unfortunately the calculation of the
probabilities of these possible values is much more complicated
than for ARRC(2) clipped signals and consequently we cannot
present results similar to those appearing in Table II. Note that
the extreme values of the innovation are , and
in the present case this yields 1.5904, which clearly appears
in Fig. 6. Similarly the smallest positive value of the innovation
is 0.4096, which also appears in Fig. 6. It is also interesting to
note that the condition used in the construction
Fig. 5. PDFs   (.) and    of the ARRC(4) signal with constant
reflection coefficients and for the distribution   defined by (15) (continuous
line). Reflection coefficients   .
Fig. 6. Clipped ARRC(4) signal  with constant reflection coefficients and
its innovation 	 for   .
of the model ensures that the values of the innovation cor-
responding to are all positive.
There is another AR(4) model which is especially interesting
for our discussion. It corresponds to the case where the regres-
sion vector of (1) is such that for and .
The polynomial appearing in the denominator of its TF is
thus and the corresponding four poles are
. The stability condition is then
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TABLE IV
NORMALIZED COVARIANCE FUNCTIONS OF   AND OF ITS INNOVATION    THEORY:  , EXPERIMENT:   AND  
which implies that . This means that there is no other
condition for the introduction of our procedure using random
coefficients. The (16) and (17) defining the ARRC(4) signal and
its innovation become now
(18)
where and
(19)
We shall now present some experimental results concerning
this model and we limit our analysis to the case where is
a symmetric Bernoulli white noise, which leads, as above, to a
clipped ARCA(4) signal.
Let us begin by the presentation of results concerning covari-
ance measurements. The normalized covariance function
of the pure AR(4) signal defined by ,
where is a white noise of variance equal to 1, is equal to
0, except for , integer, where we have
. This appears on the first line of Table IV in which
, in such a way that . In the second line
of this table we present results of the measurements of the co-
variance function of the ARRC(4) signal defined by (18). We
observe that the two signals have approximately the same co-
variance functions ant this is verified with values of greater
that 17. In the third line of the table we present experimental
results of the covariance function of the innovation and we
see that, with the same precision as in the previous experiments,
it is a white noise.
Its remains to verify that and have the same distribu-
tion function. It is obvious from (18) that if , then all
the ’s with take the same values 1. We have verified
this point and this appears in Fig. 7 which reports the same kind
of results as in Fig. 6 but with the signal given by (18) where
, as in the experiments of Table IV. It is clear on the
trajectory of presented in this figure that is a clipped
signal taking only the values 1. To verify that its DF is the
same that the one of it is sufficient to verify that these sig-
nals have the same mean value 0. In various experiments with
samples of and we have verified that their corre-
sponding mean values are of the order of .
On the same figure we present an example of the trajectory
of the innovation (19). It is clear from this equation that
take only the four values , and this appears on the
figure corresponding to an experiment where . Let
and be the probabilities that takes the values
and , respectively. The values of these probabilities
can be calculated and the results are compared to those given
by experiments reported in Table V. We present these values
for various values of the parameter , modulus of the poles
of the filter generating the signal . The experimental results
Fig. 7. Clipped ARRC(4) signal   of (18) and its innovation    of (19) for
  .
TABLE V
PROBABILITIES OF THE INNOVATIONS FOR VARIOUS VALUES OF . THEORY:
 AND  . EXPERIMENT:  AND 
are noted and and we see that they correspond with an
excellent approximation to their theoretical values. The column
corresponds to the sum of the results of the previous two lines.
III. MARC MODELS
A. Review on MA Models
We shall now extend the previous ideas to the case of moving
average (MA) signals. A signal is defined by the
relation
(20)
where, as previously, is a strictly white noise. The assump-
tion of weak whiteness is sufficient if one is only interested in the
second-order properties of . This relation exhibits the input-
output relationship of a finite-impulse response (FIR) filter and
the coefficients are the values of its impulse response (IR).
These coefficients are finite and since their number is finite
(FIR), there is never a stability problem, unlike the case of au-
toregressive signals. When the input is strictly white, each RV
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is a sum of independent RVs and the PDF of can be
obtained by a multiple convolution. The calculation, however, is
often very complicated and the explicit expression of this PDF
can rarely be obtained in closed form, except in the important
case of Gaussian input white noise. On the other hand the co-
variance function of is given by the very simple expression
(21)
where is the variance of , and if .
B. FIR Filters With Random Coefficients
As in the section on ARC signals we shall compare classical
FIR filters and FIR filters with random coefficients (FIRRC).
The input-output relationship in classical causal FIR filters is
the convolution (20) where the input and output are now written
and , respectively.
For the introduction of FIRRC filters let us first introduce the
coefficients defined as in (2) by
(22)
Let also be the sum
(23)
and be the quantity
(24)
It results from (23) that . With these numbers we
make a partition of the interval [0, 1] into intervals defined
as follows. Let be defined by the recursion ,
, with the initial condition . As a consequence
of (23) and (24), we have . The first function is
, and the others for are
(25)
Let, as previously, be a strictly white noise with a uniform
distribution in [0, 1]. The FIRRC input-output relationship is
then defined by
(26)
Property 3: If the marginal probability distribution of
is symmetric, then and defined by (26) have the same
marginal probability distribution.
Proof: Equation (26) means that is equal to
with the probability given by (24). This allows us to calculate
the characteristic function of . By using again the assumption
of symmetry of the PDF of , we deduce that the PDF
of is , and, as a result, this PDF is also the mar-
ginal PDF of .
Property 4: If and are obtained from by a convo-
lution like (20) and by (26), respectively, then their covariance
functions and , , are proportional.
Proof: The covariance function of given by (20)
when the input is instead of is given by the classical
expression
(27)
where is the covariance function of . This yields (21)
when is white.
Consider now the case of given by (26). For we
deduce from the relations and ,
already used in Section II, that
(28)
and since , we deduce that ,
which is also a consequence of Property 3.
Consider now the case . Since is strictly white and
independent of , we can write
(29)
and by using (24) and (27), we deduce that
, which is Property 4.
This can be summarized in only one expression written as
(30)
where is the Kronecker-delta signal equal to 1 for
and to 0 otherwise.
We shall now apply these general expressions to introduce
MARC and ARMARC signals.
C. MARC(m) Signals
Let be the signal defined by (20). With the same
values of and we can construct the random signal defined
by (26) in which the input is now and the output is called
. This signal is a signal and it results from
Properties 3 and 4 that it has the same marginal PDF as the
driving white noise and also that the values of its covariance
function for are proportional to those of .
As for ARRC signals we shall now verify these results in
experiments with simulated MARC signals.
These experiments are realized with a MARC(10) signal in
which the coefficients are for and
for . Results of PDF measurements are presented in
Fig. 8 obtained when the PDFs of are given by (12) or (15).
As in the previous figures the continuous lines represent these
two functions and the points are the results of the measurements
of the PDFs of in an experiment using values of this
signal. We observe that these points are perfectly localized on
the continuous curves, which shows that the measured PDFs of
are equal to those of the driving noise .
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TABLE VI
COVARIANCE FUNCTIONS OF MA(10) AND MARC(10) SIGNALS
Fig. 8. PDFs     (.) of the MARC(10) signal with          of
(12) and     of (15). Points: experiment. Continuous curve: theory.
In Fig. 9, we consider the case where is a symmetric
Bernoulli white noise. As indicated above it is not possible here
to make an analysis with PDF measurements, because this PDF
does not exist. The signal itself, however, can be represented
and we see in the figure that it is also a Bernoulli signal, but with
the covariance of an MA(10) signal, which is verified below. On
the other hand, we have also presented in the figure the signal
equal to given by (20), where the coefficients and the
driving noise are the same as for . As verified below the
two signals have the same covariance functions, but it is clear
that their structures are quite different.
Let us now present results of covariance measurements real-
ized with the MARC(10) signal defined by the same coefficients
and the same PDFs as in the PDFs measurements.
This appears in Table VI where values of covariance function
measurements for are presented, because the value
for requires a specific treatment. As these values must be
proportional we have normalized, the results in such a way that
these values become the same.
The results of this table require the following comments. In
line 1 we present the values of given by (21) for an input white
noise of unit variance. This covariance decreases by steps of
amplitude 3 for from 0 to 5, and afterwards increases by steps
of amplitude 1 for from 6 to 10. It is zero for . In
line 2 we present experimental measurements of the covariance
function of a simulated Gaussian pure MA(10) signal. We
observe that they coincide almost perfectly with the theoretical
values of the previous line. The following lines are devoted to
Fig. 9. Trajectories of two signals with Bernoulli input  .  : MARC(10)
signal;  : MA(10) with the same coefficients.
various MARC(10) signals. Their coefficients are the same
as in lines 1 and 2 and their difference comes uniquely from
the PDF of the driving noise . These PDFs are those
given by (12) to (15). In the last line the results correspond to
the case where the input signal is a symmetric Bernoulli
white noise. We observe that the general behavior of the exper-
imental results correspond correctly with the theoretical calcu-
lations. The precision, however, is not so accurate as in the case
of autoregressive signals.
IV. ARMARC MODELS
Consider an signal defined by (1) and the signal
defined by (20) where the input is replaced by and
the output is noted . This signal is called an
model. Note that, since the input-output relationships in these
two filters are convolutions and since the product of convolu-
tions is commutative, the order in the sequence AR MA or MA
AR does not play any role. The parameters defining the covari-
ance properties of an ARMA signals are then the coefficients
of the AR part and the coefficients of the MA part.
Consider now the signal defined from the strictly white
noise by
(31)
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in which and are two strictly white and independent sig-
nals with a marginal distribution uniform in [0, 1]. The func-
tions and the coefficients are defined as in (10), in such
a way that is the ARRC signal defined by (10) and studied
in Section II-C. On the other hand the parameters and the
functions are those appearing in (26) and called and
, respectively, and defined from the parameters , in such
a way that is obtained from by a FIRRC, as described in
Section III-B.
It results from the previous analysis that and have the
same marginal PDF. On the other hand the normalized covari-
ance function of is the same as the one of the signal
defined by the coefficients appearing in (1) and it results
from Property 4 that the covariance functions and
are proportional for . As is the covariance function
of an signal defined by the ’s and the ’s, we
have then constructed an signal with an arbi-
trary marginal PDF and with the covariance properties of a pure
signal, which was the purpose of this paper.
Note finally that the two operations appearing in (31) are not
commutative because the strictly white noise must be ap-
plied to construct the AR part of the signal.
It remains to verify these results in computer experiments. For
this purpose we start from the ARMA (4,4) signal in which the
coefficients of the AR part are , ,
while those of the MA part are , . The
signal is then the one described by (18).
We do not present results of PDF measurements because they
are completely similar to those obtained in the previous sec-
tion: whatever the PDF of the driving noise , the ex-
perimental points of the measurements of the PDF of show
clearly that and have the same PDF.
As the theoretical expressions of the covariance functions of
are rather complicated, the purpose of our experiments is to
show that the covariance functions of and are the same
after convenient normalization for various values of the param-
eter . The principle of the normalization starts from the point
noted above that the values of the covariance functions for
are insignificant and must be eliminated. Then the signals
and are normalized in such a way that the values of their
covariance functions for are the same, and the purpose of
the experiment is to verify that, as a result, all the other values
are approximately equal. This appears on the Table VII.
Note that for , , and becomes a MARC
(4) signal. We see effectively in the first two lines of the table
that the covariance functions are approximately 0 for ,
which characterizes a MA(4) model. Furthermore the numerical
values of the covariance function are those corresponding to the
coefficients chosen. For the other values of we observe
that, as expected from the theoretical analysis, the covariance
functions of the ARMA and ARMARC are practically the same.
V. CONCLUSION
, , and signals are of common
use in many fields of signal processing. Their second-order
properties (covariance functions and power spectra) are very
well investigated. On the other hand, except in the Gaussian
case, it is very difficult, and sometimes even impossible, to
obtain the structure of their probability distribution, except for
small values of the order or . The purpose of this paper was
to overcome a part of this difficulty.
By using a structure with appropriate random coefficients we
have shown that it is possible to construct signals with ARMA
second-order properties, while the marginal PDF is arbitrary
but symmetric and given in advance. Computer experiments
in which covariance functions and PDFs are measured confirm
completely the results of the theoretical analysis of such models.
However various open problems remain. It would be inter-
esting to calculate multivariate probability distributions of such
models because in some problems of statistical Signal Pro-
cessing the marginal distribution is insufficient. Some results
on this problem are already obtained and ready for another
publication. Finally it would be of interest to suppress some
assumptions introduced in the calculations, as for example the
symmetry of the PDFs or some constraints on the coefficients
of the autoregressive part of the models.
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