: This simulation is generated using finite element solver on a mesh with about 9K triangles [Tang et al. 2011b]. Our novel continuous collision detection (CCD) algorithm takes about 1.1 second (on average) on a single CPU core to perform all intra-object and self-collision queries. It is about 5X faster than prior CCD algorithms for deformable models.
Introduction
Continuous collision detection (CCD) is widely used in many applications, including physics-based simulation, computer-aided design, motion planning, etc. The main goal of CCD is to check for * lianghe.hust@gmail.com † ricardo.ortiz@kitware.com ‡ andinet.enqu@kitware.com § dm@cs.unc.edu collisions between the geometric primitives corresponding to two discrete time steps of a simulation. The simplest algorithms are based on linearly interpolating motion between the vertices of a mesh and computing the first time of contact along those trajectories. At the primitive level, the problem reduces to performing 15 elementary tests between the vertices, edges, and faces of the mesh using cubic polynomial root solvers.
In this paper, we address the problem of efficient CCD between triangulated models undergoing topological changes. Such scenarios arise frequently in many applications: surgical simulation with cutting or tearing operations, crash analysis for CAD/CAM and material evaluation, fracture, explosions, etc. In these applications, the mesh connectivity may change or a large object may break into subobjects (or vice-versa). Our goal is to develop appropriate acceleration techniques or data structures to perform interactive continuous collision detection between triangulated models.
Many techniques have been proposed in the literature for fast CCD queries. Most prior algorithms reduce the number of elementary tests between the primitives in one of three ways: by using some kind of acceleration data structures; by using the geometric properties of the mesh; or by using bounds on the motion of the objects or the primitives.. At a broad level, prior methods can be classified into high-level or low-level culling techniques. The highlevel techniques use bounding volume hierarchies, cluster decomposition, bounds on the normals, or bounds on the deformation to cull away non-overlapping primitives. The low-level techniques use simple filters or use connectivity information to reduce the number of elementary tests. Most of these methods perform some precomputation or exploit the connectivity information about the mesh; they work well in many applications (such as cloth simulation), but are less successful in representing objects that change topologically. Topological changes can result in new (sub)objects in the scene or can change the object connectivity. As a result, we need improved CCD algorithms that are applicable to all topology changing models and simulations.
Main Results We present a general algorithm for CCD computations between triangulated models. Our approach is general and is used to check for inter-object and intra-object collisions. Our Figure 2 : Sequence of simulation steps for the Car Crash benchmark with about 1.1-1.2 million triangles [Tang et al. 2011b] . We can reliably compute all collisions in about 15 seconds on a single core.
method uses a novel dynamic clustering scheme, which quickly decomposes the boundary of the objects into non self-colliding clusters. As compared to prior methods, our approach offers the following benefits:
• The dynamic clustering strategy is general, efficient and involves no precomputation.
• The merging algorithm results in tighter-fitting BVH, which reduces the number of elementary tests.
• The cluster hierarchy is used to dynamically compute the BVH using a lazy approach, which reduces the runtime overhead of computing the BVH.
We have implemented our algorithm, and we evaluate its performance on many complex benchmarks arising out of scenarios from crash analysis, medical simulation, and explosions. We have also compared with prior CCD algorithms based on BVHs and observe 1.4 − 5 times speedup in our benchmarks.
The rest of the paper is organized as follows. We survey prior work on CCD in Section 2. We introduce the notation and give an overview of our approach in Section 3. We present our dynamic clustering algorithm in Section 4 and highlight its performance on various benchmarks in Section 5.
Prior Work
CCD has been well studied in the literature, and a number of techniques have been proposed to improve its efficiency and reliability. In this section, we give a brief overview of different methods.
Bounding Volume Hierarchies (BVH) BVHs are widely used to speed up collision queries. Commonly used hierarchies are those based on simple bounding volumes such as axis aligned bounding boxes (AABBs) [van den Bergen 1998 ] and spheres [Hubbard 1995; Liang and Jur 2014] . Other algorithms that use tighter-fitting geometries include oriented bounding boxes (OBBs) [Gottschalk et al. 1996] , discrete oriented polytopes (k-DOPs) [Klosowski et al. 1998 ], or their hybrid combination [Sanna and Milani 2004] . When working with deformable objects, these hierarchies need to be updated frequently in order to account for shape changes. There are various methods to update the BVH, including linear time refitting [Larsson and Akenine-Möller 2006] , selective restructuring [Otaduy et al. 2007; Yoon et al. 2007] and kinetic data structures [Zachmann and Weller 2006] . Many techniques have also been proposed for handling self-collisions based on bound on normals [Provot 1997; Volino and Thalmann 1994; Tang et al. 2009; Heo et al. 2010] , chromatic mesh decomposition [Govindaraju et al. 2005] , or star-shaped decomposition [Schvartzman et al. 2010] or conservative advancement Kim et al. 2014] .
Bounds Computation Many techniques handle deforming objects by computing some bounds related to the deformation and using them for self-collision culling. These types include subspace culling for reduced deformation [Barbič and James 2010] and energy-based certificates for arbitrary deformation [Zheng and James 2012] . However, these techniques, which include an expensive precomputation step, may therefore not work well on models undergoing topological changes. Recently, [Wong et al. 2013; proposed a technique that accelerates continuous collision detection by performing radial view-based culling based on the skeleton structure. However, the skeleton needs to be precomputed and the overhead for models undergoing topology changes can be high.
Decomposition Methods
The many techniques to accelerate collision detection based on decomposition methods all, broadly speaking, decompose the boundary into clusters using some criteria and use the clusters to accelerate computation. These clusters have been used to compute tight-fitting bounding volume hierarchies from the bottom up [Tan et al. 1999] or used directly for collision detection [Wong et al. 2013; Ehmann and Lin 2001; Schvartzman et al. 2010; Wong and Baciu 2014] . However, all these techniques either perform some precomputation or assume fixed-mesh connectivity during the decomposition step.
Reducing Elementary Tests Many techniques have been proposed to reduce the number of elementary tests between the triangle primitives [Govindaraju et al. 2005; Wong and Baciu 2005; Hutter and Fuhrmann 2007] . These include representative triangles [Curtis et al. 2008 ] and orphan sets [Tang et al. 2009 ], both of which reduce the number of duplicate elementary tests during collision checking. These algorithms, which exploit the connectivity information of a mesh, involve recomputation when the topology or connectivity information changes.
Topological Changes Most general algorithms for topologychanging models involve recomputing the BVH for the entire scene, then performing continuous collision queries by traversing the BVH [Tang et al. 2011a] . But the BVH recomputation can have a high overhead. Many specialized collision-detection algorithms have been proposed: for CCD between volumetric meshes [Tang et al. 2011b ], for objects undergoing fracture [Heo et al. 2010; Glondu et al. 2012] and for finite-element simulation of cuts [Wu et al. 2013 ]. Our approach is quite different from these specialized recent methods, and is applicable to all types of simulations.
GPU-based Many fast techniques, proposed for collision detection between deformable models, exploit the parallel capabilities of many-core GPUs [Gress et al. 2006; Lauterbach et al. 2009; Pabst et al. 2010; Lauterbach et al. 2010; Tang et al. 2011a ]. Many of these algorithms have also been used for interactive continuous collision detection on models undergoing topological changes. Our approach is orthogonal to the speedups obtained by GPU parallelization and can be accelerated using similar parallel methods. interpolating triangles reduce to finding roots of a cubic polynomial, and the floating-point solvers used to compute these roots are prone to errors, this can affect the reliability of collision queries. Our algorithm can use any of the many recently-proposed techniques for avoiding these errors [Brochu et al. 2012; Wang 2014; Tang et al. 2014] , since the choice of the algorithm used to perform elementary tests is orthogonal to our approach.
Background and Overview
In this section, we give an overview of our algorithm. We present the problem definition and introduce the notation and terminology used in the rest of the paper. We give an overview of our approach and present the decomposition scheme.
Problem Definition
We assume that we are given a scene composed of one or more objects. Each object is represented as a triangle mesh and may correspond to an open or closed object. We assume that it is possible to perform a local inside/outside classification with respect to each triangle in the mesh and that each triangle normal is pointing outward. During the simulation, the objects may undergo motion or deformations, which can change their topology or generate new vertices and triangles; while the connectivity information may change, we assume that the new set of objects are still represented as triangular meshes with local inside/outside classification.
Given two discrete time instances in a simulation, we assume that the vertices of the objects move at a constant velocity during that time interval. If new vertices are generated due to topology changes, the CCD problem is then posed as a problem of defining appropriate mapping between the two discrete instances. Our goal is to check whether there is any collision, including self-collisions, during that time interval, which we represent as t ∈ [0, 1]. For two triangles, this computation reduces to performing 15 elementary tests corresponding to vertex-face (VF) and edge-edge (EE) pairs. Given a CCD query, we assume that there are no collisions among the primitives at t = 0. This assumption can be easily checked by using a discrete collision detection algorithm.
Notation
In this paper, we will use the following notation. The symbol M will represent a triangle mesh of an object, τ represents a single triangle and T represents a set of connected triangles. We use the symbol ν to represent a vertex.
Our algorithm decomposes the boundary of each mesh into clusters, which are represented as Ci, i = 0, 1, 2..., n, for n+1 total number of clusters. We associate an observation point with each cluster. These observation points are represented as Oi. T k represents the set of connected triangles belonging to a single cluster and V k is the set of vertices for a single cluster. We represent these clusters using a hierarchy: LC represents the lowest level or leaf cluster of the hierarchy and IC represents an intermediate cluster in the hierarchy.
Overview
The simplest general algorithms for CCD between models undergoing topological changes are based on computing a BVH of all the objects in the scene. The leaf nodes of the BVH correspond to the triangle primitives and the intermediate nodes correspond to the bounding volumes (e.g. k-DOPs). Prior CCD algorithms traverse the BVH and perform the CCD queries between the overlapping primitives. Since the connectivity information in the mesh changes when the topology changes, prior techniques that used connectivity information to reduce the number of elementary tests are not directly applicable. As a result, prior algorithms would need to recompute the BVH for the entire scene using top-down or bottom-up manner, which can become expensive for complex scenes with a lot of objects.
In order to speed this CCD computation, we decompose the object boundaries into clusters. The overall pipeline of our method is shown in Figure 3 . Our approach uses a new dynamic clustering scheme. It generates the clusters in an incremental manner by traversing the triangles on the mesh boundary, and makes no assumptions about topology or connectivity changes. We denote these clusters as LC, which correspond to the lowest level of clusters (or leaf clusters) in the final cluster hierarchy (see Figure 4) . Moreover, we ensure that each cluster has no self-collisions among its triangle primitives. As a result, CCD reduces to querying only for inter-cluster collisions.
There are two key issues that arise in terms of computing such leaf clusters. The first issue is that, while we want to decompose the boundary into as few clusters as possible, the problem of computing that minimal number of clusters based on some standard criterion (e.g. convexity) tends to be NP-hard [Chazelle et al. 1997] .
To overcome this issue, we compute these clusters using a greedy strategy. The second issue is that the clusters must be computed efficiently during each frame, as the object's topology may change from frame to frame.
Our next step is to merge these leaf clusters to generate the intermediate clusters (ICs); each of these intermediate clusters is also guaranteed to have no self-collisions. Our algorithm merges various neighboring LCs, while the merged cluster preserve the no selfcollision property, see Figure 4 . Now that we have computed the IC and LC, we use them to generate a BVH. The upper level nodes of the BVHs are obtained by combining different ICs in a bottom-up manner. We traverse the tree in a top-down manner and check the bounding volume of each IC and LC for collisions. If we need to check two LCs for further collision, we compute the corresponding BVHs in a lazy manner (see Figure 5 ). Based on this formulation, we can limit our BVH computation to those of only a few LCs, rather than computing BVHs for all the LCi or all the triangles in the scene. This overall approach reduces the time spent in BVH computation during each frame, and our use of a cluster hierarchy gives a much tighter-fitting BVH.
Figure 5:
The BVH is computed from the leaf and intermediate clusters.
We use a binary tree and combine the nodes using appropriate bounding volumes (e.g. k-DOPs). BV H(LCi) is constructed only for potentially colliding leaf clusters LCi in a lazy manner (it is computed only when needed to check for collisions).
Dynamic Clustering
In this section, we introduce our dynamic clustering algorithm. Our approach works in three steps. First, we compute the leaf cluster LCs in a greedy manner. Next, we merge these leaf clusters in order to compute the intermediate clusters (IC). Finally, we compute the dynamic BVH based on the ICs in a lazy manner and traverse the tree to perform collision queries.
Leaf Clusters
In this section, we present our approach for computing the leaf clusters. Note that we need to ensure that each LC has no selfcollisions, and that we want to decompose the boundary of a mesh into as few LCs as possible. Our formulation uses the notion of an observation point, introduced by [Wong et al. 2013; , to compute these clusters using an adaptive scheme.
Our method computes the relative orientation of a normal of a triangle with respect to the vector joining any vertex of the triangle and an observation point. We assume that the front face of each triangle is outside facing. We exploit the fact that all the triangles that enclose a connected area of the mesh and have their backfaces visible from the observation point cannot intersect each other.
We define the characteristic time dependent function as
for a triangle τ , with respect to an observation point O at time t.
Here n(t) is the triangle normal and νi(t) is the position of the vertex at time t. Note that the sign of φ does not change for different vertices (i = 0, 1, 2) of the same triangle; we can therefore use any of those vertices to define this function. We define LC as a cluster of triangles with respect to a single observation point O at a given time t satisfying:
The computation of the observation point O is a key issue in terms of computing a cluster LC, since it is used to define the function φ and its location will affect the size and location of the resulting cluster. We start with a triangle τ on the mesh that remains outside LC. The observation point is set at the centroid of the triangle τ :
where ν0, ν1, ν2 are the three vertices of the triangle.
Next, we compute concentric loops (or rings) of triangles in order to ensure that they are facing away from the observation point. This ensures that the mesh formed is not self-intersecting. Figure 6 : Incremental computation of a leaf cluster. Initially, we choose an unassigned triangle T0 (shown in red). We then collect the triangles connected (shown in blue) to T0 and name the collection T1, lastly T2 (shown in green) is constructed by collecting the triangles incident to T1 but not belonging to it. In general, this ensures that the triangles belonging to Ti form a loop (or ring) around the triangles belonging to Ti−1.
We first set T0 = {τ } and proceed in an incremental manner expanding collections of triangle loops and forming a leaf cluster LC = T0 ∪ T1 ∪ . . . (see Figure 6 ). This incremental approach assume that T0 does not collide with any triangle in T1 , T 2, . . . . This is a reasonable assumption since T0 contains only one triangle and all triangles in T1 are adjacent to T0. In order to compute Ti from Ti−1, we consider all the triangles that are incident to the vertices in Vi−1 and do not belong to Ti−1. Figure 6 illustrates how three such triangle sets are computed from a single initial triangle. If all of triangles in Ti satisfy φ(τ, O, t) ≥ 0, then we add all triangles of Ti to LC. In this case, the new leaf cluster LC corresponds to all the triangles that belong to the union of T0, T1 . . . , Ti−1. If we encounter a triangle such that φ(τ, O, t) < 0, we then terminate this iterative process and define a new set of vertices Vi consisting of the vertices of Ti triangles excluding vertices in other loops as:
Our classification criteria is conservative and ensures that all the triangles belonging to the leaf cluster LC do not self-intersect. This process is repeated until the triangles on the boundaries of all the objects are assigned to one of the leaf clusters. Depending on the choice of the initial triangle (i.e. τ in T0), we can get a high number of leaf clusters. In the right figure we use Algorithm 1 to remove the last triangle loop of LCi−1 and merged the remained triangles into LCi.
Intermediate Clusters
The algorithm for leaf cluster computation decomposes the boundary into a large number of leaf node clusters. In this section, we describe our approach to merge leaf clusters to generate the intermediate clusters. We combine neighboring or adjacent IC (i.e. the ones sharing common edges) and use the observation points associated with those adjacent clusters to compute a new observation point for the merged cluster.
Consider two adjacent clusters LCi−1 and LCi and suppose that their initial observation points are Oi−1 and Oi, respectively. Our goal is to decide whether or not to merge these clusters. The intermediate clusters are built from sequences of leaf clusters. First, we calculate the observation point Oi for each leaf cluster as follows:
In other words, we take the average location among the vertices in Vi, as defined by Equation (4). Here Vi represents the cardinality of Vi. Next, we determine if LCi and LCi−1 have any overlapping or colliding triangles. Initially, Oi is treated as a potential observation point for this new, merged cluster. We use the criteria given by Equation 2 to check if T i−1 and T i are collision free, i.e. no additional collision exist besides overlapping boundary edges, see Figure 7 . We know that the triangles in T i satisfy this criterion, as they are backfacing w.r.t. Oi. So we are left to check whether all the triangles in T i−1 also satisfy the criterion in Equation (2) 
Consider the triangle set LC i−1 = LCi−1 − T i−1 ⊂ LCi−1. If LC i−1 and LCi are not colliding, then LCi−1 and LCi are also collision free, and can be merged.
Proof. If all triangles in T i−1 satisfy Equation (6), then T i−1 and LCi are collision free. If LCi has no overlap or collision with LC i−1 , then LCi and LC i−1 are also collision free. As a result, there is no collision between LCi and LCi−1 = LC i−1 ∪T i−1 .
Note that we do not compute the BVs for the two clusters LCi−1 and LCi explicitly, since they are neighbors their BVs likely overlap and would be forced to be splitted into smaller BVs. Rather we check for overlaps by using properties of these clusters in terms of various loops and check if two specific bounding volumes, Bi and B i−1 overlap. This results in a considerable performance improvement.
Algorithm 1 Given two clusters and an observation point, check whether the clusters are collision free.
if φ(τ, Oi, t) < 0 then 4:
return FALSE. 7: return TRUE.
We process all pairs of leaf clusters and add them to an intermediate cluster in the following manner. Suppose we have a set of merged leaf clusters LCi, i = 0, 1, 2..., n − 1. We label the intermediate cluster as IC and their corresponding bounding volumes as B0, B1, . . . , Bn−1 and its union as BIC = B0 ∪ B1, . . . , Bn−1. In order to add an additional neighboring cluster LCn to IC, we first check if these two clusters, LCn and LCn−1, can indeed be merged using Algorithm 1. If they can be merged, we then check if the combined BVs B0 ∪ B1, . . . , Bn−2 do not overlap with Bn. If there is no overlap, then we add LCn to IC, otherwise LCn will will be used to defined another intermediate cluster. This process is repeated until all leaf clusters have been assigned to one intermediate cluster. Algorithm 2 gives a description of the algorithm.
Algorithm 2 Verify whether it is possible to merge a leaf cluster LCi to IC.
return FALSE. // BVs overlap 6: return TRUE.
BVH Tree Computation
Given the cluster hierarchy, the last step of our algorithm involves the computation of the BVH. Note that we have multiple intermediate clusters IC (see Figure 5 ) and each these clusters has no selfcollisions. The CCD problem then reduces to performing collision checks between various clusters (i.e. inter-cluster collisions). Since we can get a high number of clusters (say N ), we want to avoid performing O(N 2 ) cluster-cluster collision checks. We use a BVH to accelerate this computation.
The BVH computation is performed in two steps. We first merge all the intermediate clusters and generate a binary tree in a bottom-up manner. We start with the topmost nodes corresponding to the IC. We compute the BVs in terms of k-DOPs. The leaf nodes of this tree correspond to LCs, as shown in Figure 4 . However, we do not precompute the BVHs for all of the leaf clusters. Rather, we compute the only the BVHs that correspond to all the triangles within a particular LC in a lazy manner, and perform collision checking. For example, in Figure 5 , we compute the BVH for only two of the leaf clusters. This lazy approach of computing a BVH results in Figure 8 : We test our method on different deformable models and topology changing scenarios [Tang et al. 2011a] . We compute the BVHs using k-DOP as the underlying bounding volume and the CCD query computes the first time of contact, including selfcollisions.
considerable runtime savings and overhead of BVH computation. For instance, if there are no collisions, or only a few isolated collisions, we compute only the BVH corresponding to the few LCs that displayed collisions. Each node of the BVH computed in a lazy manner corresponds to a k-DOP. Given the BVH, we then perform overlap tests between the nodes. For overlapping nodes at the leaf level, we perform the 15 elementary tests between the triangles to check for possible collisions.
Implementation and Results
In this section, we describe our implementation and compare its performance with prior techniques. Our algorithm is implemented in C++ on a Intel Core i7 CPU running at 3.30GHz with 16GB of RAM on Window 7 (64-bits) personal computer. All the performance and timing results were generated using a single core. We have used our algorithm on different benchmarks described below:
• Nidus: This benchmark models the nidus of an Arteriovenous Malformation (AVM) segmented from an MRA dataset, and is used for surgical simulation. We have two versions of the models: one represents large deformation, the other cutting operations.
• Airbag: This is a model of an airbag simulated using FEM. It has self-collisions and collisions with the wheel.
• Lion: The complex model of a lion explodes and breaks into various pieces that collide with each other.
• Bunny/Dragon: This is a dynamic simulation of a bunny breaking a dragon into small pieces
The FEM model of a Ford Explorer with 1.1 million triangles crashes against a wall. This results in large topology changes and self-collisions. Table 1 shows how much time is spent in each of the algorithm; the time displayed includes the dynamic generation of clusters, the BVH computation, and all collision queries performed using tree traversal. As the table indicates, the time spent in the dynamic clustering phase is relatively small compared to the time required for the other two phases. This is because the cluster-computation algorithm performs orientation tests based on the characteristic function φ (Eq. 1), which involves a few arithmetic operations and a dot product. Similarly, Table 2 indicates that the overhead of the merging algorithm used to compute the intermediate clusters is also low; our merging algorithm can reduce the number of clusters considerably (e.g. up to 5 times). As the tables show, the average number of triangles per cluster can vary; since the bunny/dragon benchmark, for example, results in a large number of sub-objects, it has fewer triangles per cluster than the other benchmarks, which have far more triangles per cluster.
Analysis
In the benchmarks where a number of new sub-objects are generated during the simulation, we need to perform dynamic clustering on each sub-object, which increases the total time spent in the dynamic clustering stage for these benchmarks (e.g. for lion, bunny/dragon, and car-crashing benchmarks). We use k-DOPs as the underlying BVs of the BVH. The time spent in BVH computation can be divided into two parts: first, the time spent building the BVH in a bottom-up manner, starting from the leaf clusters, computing bounding volumes (BV) around the intermediate clusters (IC), and computing the trees, looking for potentially colliding pairs of clusters. Second, most of the BVH computation time is spent traversing the BVH and performing elementary tests between the vertices, edges, and faces of the mesh. This second stage of the algorithm dominates the computation. As we notice in Table  1 , columns BVH and Elementary Test (Elem. Test), our dynamic clustering algorithm and the lazy strategy results in fewer BV overlap tests as well as elementary tests. This is because our clustering scheme results in tighter-fitting BVs and the lazy strategy implies that we have to perform fewer BV computations. These efficiencies explain the overall improvements in performance displayed by our algorithm.
Comparison
We have compared the performance of our algorithm with that of prior algorithms available as part of the Self-CCD package. 1 Self-CCD computes a new BVH for the model at each frame [Tang et al. 2009 ] and traverses the hierarchies to cull away non-overlapping primitives. It also uses non-penetration filters to accelerate the elementary tests. Compared to Self-CCD, we observe speedups of 1.4-5 times with our approach. This is mainly due to fewer BV overlap tests and elementary tests. As the number of objects or subobjects in the scene increases, the overhead of dynamic clustering also increases, and we observe lower speedups. 
Limitations and Conclusions
In this paper, we have presented an algorithm for CCD queries between models undergoing topological changes. Our approach is general and applicable to all triangulated models. We use a decomposition scheme based on dynamic clustering. The algorithm generates leaf-level clusters and merges them to generate intermediate clusters. The BVH is computed in a lazy manner from the cluster hierarchy and is used to perform CCD queries. We have highlighted our algorithm's performance on different benchmarks, Figure 9 : Sequence of simulation steps for the AVM Nidus benchmark with about 33K triangles. Large deformation are computed using a linear finite element solver and the average CCD query takes about 56ms.. We compare the performance of our approach with Self-CCD algorithm and package. We report average query times for: "BVH Construction" is the time spent in tree construction; "Dynamic Clustering" is the time spent in dynamic clustering; "Elem. Tests" is the time spent in performing EE and VF elementary tests; "Tree Traversal" is the time spent in traversing the tree and bounding volume overlap tests; "Total Query Time" is the total time for CCD query on these complex models with topology changes. We also report the average number of bounding volume (BV) overlap tests and elementary tests performed during each frame. Due to clustering and lazy BVH construction, our algorithm results in fewer BV tests and elementary tests.
and we observe 1.4 to 5 times speedup over prior algorithms and implementations.
Our approach has a few limitations. The dynamic clustering scheme has an overhead that increases with the number of objects or subobjects within the scene. As a result, we observe less benefit on simulations that that generate many small objects (e.g. lion or bunnydragon benchmarks). Our criteria for generating leaf clusters works best when the object does not have many sharp edges or highly varying curvature. We also assume that the underlying simulation generates models with consistent normals and that it is possible to locally classify them into inside-outside regions; this may not be true for all objects.
There are many avenues for future work. We would like to parallelize our dynamic clustering algorithm on multi-core processors or GPUs. Furthermore, we would like to integrate our CCD algorithm into FEM, fracture or medical simulation systems and evaluate its performance. Finally, we would like to design improved dynamic simulation algorithms that can exploit the capabilities of the CCD algorithm in terms of adaptive time-stepping and collision response.
