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Background: Missing data are an unavoidable feature in longitudinal studies and inad-
equate handling can result in bias. The South London Stroke Register (SLSR) follows up
participants at three months and annually after stroke. The majority of data collected are
categorical in nature. Typically a third of survivors miss each follow-up and the impact of,
and ‘best’ methods for, dealing with these missing data are not clear. The aim of the thesis
is to compare and determine the most appropriate methods for handling non-continuous
missing data in the SLSR.
Methods: Exploratory analyses identified predictors of incomplete follow-up and in-
formed a simulation study in which the biases associated with prevalence rates of four
indicators of poor outcome were estimated and analysis methods compared across four
scenarios. Models making differing assumptions about the missing data assessed the im-
pact of missing data on associations between baseline characteristics and outcomes.
Results: Missing data were strongly associated with disability and activity level after
stroke and likely missing not at random (MNAR). Estimates of prevalence of poor out-
comes from available case analyses were relatively unbiased apart from when a strong
MNAR assumption was made and outcomes were strongly associated with dropout, with
prevalence underestimated by up to 7% points. Bias was reduced after using multiple
imputation (MI) with maximum bias of 5% points. There was no evidence that missing
data influenced associations between baseline characteristics and outcome.
Conclusions: Some subgroups of the SLSR are at greater risk of non-participation than
others but the resulting bias is likely to be minimal. When summarising population out-
comes using rates MI should be used in addition to available case analysis. Future work
will seek to further quantify potential biases using routinely collected data from GPs to
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Population based cohort studies provide valuable data on the natural history of dis-
ease and provide a means of estimating the prevalence of risk factors and disease
related outcomes in a population of interest [1]. Missing data are a common and
often unavoidable feature of such studies [2]. In any study where the aim is to draw
valid inferences about a population from a sample, it is important that the sample
is representative of the population, or that any differences are taken into account
during analysis. If differences are not accounted for, results may be biased. Par-
ticularly in longitudinal studies, it is common that some observations may be more
likely to be missing than others. Despite this, complete or available case analyses, in
which participants with missing data are excluded, are still commonly applied [3–7].
The South London Stroke Register (SLSR) is a population based cohort study which
has been collecting data on people with first ever stroke in a defined area of South
London since 1995. Participants are followed up at three months, one year and then
annually after stroke until death. Some participants have now been followed up for
20 years providing a rich source of information on outcomes following stroke. At
any given follow-up point in the SLSR, only 60-70% of participants who are alive
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and eligible, complete the follow-up. It is plausible that those who complete the
follow-ups may have different characteristics or outcomes than those who do not.
Over 200 papers have been published using data from the SLSR, many focusing on
identifying predictors or estimating prevalence of poor outcomes after stroke, but it
is not known the extent to which incomplete follow-ups may bias results from such
analyses.
The issue of non-participation at follow-up is not unique to the SLSR. Similar
patterns of non-response have been reported in other stroke and cardiovascular co-
horts [8–16] and many non-stroke cohorts [17–21]. Missing data in such studies need
to be carefully handled when some participants are more likely to dropout than oth-
ers. In a systematic review of dropout in studies of elderly populations, Chatfield
et al. included studies with up to 12 years of follow-up and found dropout rates, for
reasons other than death, of up to 50% [2]. All 25 studies included in the review expe-
rienced some dropout. They also examined characteristics associated with dropout.
While there was variation between the studies, older age, cognitive impairment
and ill-health were consistently associated with increasing likelihood of dropout.
Other studies have also found similar associations with age, ill-health and low socio-
economic status well established as being associated with dropout [10,16,17,22–31] .
It is possible to adjust for characteristics such as age, but health status can be more
problematic in a longitudinal setting. As participants’ health may change over the
course of follow-up, it may be that it is their health at the time of follow-up which,
in part, causes the follow-up to be missed.
The potential association between current health status and completeness of follow-
up was also highlighted by Chang et al., who assessed the effect of dropout in a
study of depressive symptoms over 10 years [32]. The highest levels of depression
were observed in those who dropped out the soonest, with sharp increases immedi-
ately prior to dropout. Therefore it was very likely that those who missed a follow-up
22
CHAPTER 1. BACKGROUND
were more depressed than those who remained in the study. When the data were
analysed using standard statistical models, the associations between baseline char-
acteristics and depression were underestimated compared to those obtained when
models which allow for the non-random dropout.
While it is clear that missing data are common in longitudinal studies and that
the inappropriate handling of the missing data can lead to biased estimates and a
loss of precision [33], many studies are still published in which the impact of missing
data is not considered or accounted for. The number and complexity of meth-
ods available for dealing with missing data have increased greatly over the last two
decades, stemming from work began in the late 1970’s when a number of papers were
published which first addressed the problems associated with missing data [34–36].
Prior to then most articles either assumed that all observations in a dataset were
equally likely to be missing or missing values were ‘completed’ using values derived
without consideration of what the actual values were likely to be [36, 37]. It was
not until 1987, which saw the publication of Little and Rubin’s “Statistical Analysis
with Missing Data” [38], that the development of missing data methods began to
pick up pace. Since then, with the availability of increasingly powerful software and
hardware, the number and complexity of ‘solutions’ to the missing data problem
have increased [39]. However, there is no one solution which can be applied to all
problems and the best method will vary from study to study [40].
Currently available methods range from relatively simple approaches, including sin-
gle imputation techniques and inverse probability weighting, to more complex mul-
tiple imputation and to model based approaches which allow for the inclusion of
all observations without the need for imputation [33]. These methods require that
the data are missing at random (MAR), i.e. the probability of having missing data
depend only on some factors that has been observed in the study. Selection and pat-
tern mixture models offer more complex alternatives that allow for the possibility
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that the data are missing not at random (MNAR), i.e. the probability of missing
data that depends on some unobserved factor, but they are less intuitive and are
computationally intensive [33,41]. A full discussion of methods for handling missing
data is provided in Chapter 2.
Despite the fact that binary and categorical data are common in medical stud-
ies, much of the focus of methodological research in missing data methods has been
on continuous data with numerous studies demonstrating the properties of, and
comparing, various methods. Less focus has been given to the use of methods for
handling non-continuous measures in the presence of complex missing data patterns
over extended follow-up periods. In the SLSR, at each follow-up health outcomes
are collected using a number of validated scales. Though these scales are ordinal in
nature they are often categorised prior to analysis. While this is widely acknowl-
edged to be associated with a loss of statistical power [42–44], it remains common
practice. Other information collected at follow-up, such as smoking status or per-
ceived recovery from stroke, are categorical in nature. The focus of the thesis will
be on the use of missing data methods for non-continuous response data in the SLSR.
In this thesis missing data in the SLSR are described and methods used to ad-
just for missing data in longitudinal studies are compared. In the remainder of this
chapter, before a formal statement of the aims and objectives of this thesis are pro-
vided, standard definitions used when discussing missing data are presented. This
is followed by the aims and objectives and an overview of the structure of the thesis.
1.2 Missing data mechanisms and patterns
When discussing missing data it is common to describe the missing data ‘patterns’
and ‘mechanisms’. Missing data patterns provide a means of describing the miss-
ingness within a dataset and can distinguish between groups with different levels
of missing data. Subjects who drop out of a study but have contributed complete
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information up until the point of dropout can be described as having a monotonic
missing data pattern. Non-monotonic, or intermittent, missingness describes those
who are missing at one or more waves but later return to a study. Examples of po-
tential monotonic and non-monotonic missing data patterns in a study with three
waves of data collection are illustrated in Table 1.1.
Table 1.1: Possible missing data patterns in a longitudinal study with 3 waves of
data collection.
Monotonic Non-monotonic
Wave 1 Wave 2 Wave 3 Wave 1 Wave 2 Wave 3
X X X X X
X X X X
X X
X
X indicates a completed wave
Missing data mechanisms describe the relationship between the likelihood of hav-
ing missing data and the observed data. Understanding these mechanisms, and the
ways in which they can introduce bias into results, is important to ensure appropri-
ate methods are applied when analysing longitudinal data.
Terminology, used to define missingness mechanisms, was first introduced by Rubin
in 1976 [36] and modified, into the format which remains popular in statistical lit-
erature today, by Little and Rubin in 1987 [38]. The terms commonly given to the
three mechanisms described by Rubin are missing completely at random (MCAR),
missing at random (MAR) and missing not at random (MNAR).
To formally define these mechanisms, let Y = yi,j denote a complete dataset with
i subjects and j variables and Y can be partitioned as Y = Yobs, Ymiss where Yobs
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contains values observed and Ymiss those intended to be observed but were not. Also
let M = mi,j be an i × j matrix of missing data indicators where mi,j = 1 if yi,j is
missing and mi,j = 0 otherwise.
1.2.1 Missing completely at random
Missing data are said to be MCAR if the probability of being missing does not
depend on any observed or unobserved factors that are related to the data, Y .
Therefore, the missing data are considered a completely random subset of all data
and all subjects are equally likely to have a missing value. In other words, the
missing data are MCAR if
P(M |Y ) = P(M).
MCAR data could occur if, for example, a batch of postal questionnaires were sent
out with a missing page to a number of participants in a study. When data are
MCAR, ignoring missing data would not introduce bias into the results as complete
cases are simply a random subset of the larger sample. However, particularly when
carrying out research with human subjects, it is likely that some underlying factor
will lead to some subjects being more likely to respond than others and thus unlikely
that the missing data are ever MCAR.
1.2.2 Missing at random
When data are MAR, all subjects are not equally likely to be observed but the
probability of being observed depends only on some observed factor, i.e.
P(M |Y ) = P(M |Yobs).
In a study estimating rates of depression, if for example, females were less likely to
disclose whether or not they suffered from depression than males but were also more
likely to be depressed, then an overall prevalence rate is likely to be an underesti-
mate. However, provided that the missingness does not depend on whether someone
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is depressed of not, then the rate within females and males would be unbiased and if
sex is known for all participants the overall rate can be adjusted to take into account
differing levels of missingness and the data would be considered MAR.
Although data MAR depend on some other factor, as this is observed it can easily
be incorporated into analyses, for example, by inclusion as an explanatory variable
in a regression model. Provided adjustments are made to include the known factor
on which the missingness depends, MAR data will also provide unbiased parameter
estimates. As the missingness mechanism therefore does not need to be modelled,
MAR and MCAR missing data are also referred to as ignorable missingness.
1.2.3 Missing not at random
The biggest difficulty in analyzing incomplete datasets is when the data are MNAR.
MNAR implies that the missing data depend on some unobserved factor, i.e.
P(M |Y ) = P(M |Yobs, Ymiss)
In other words there is some unobserved factor, which may not have been measured
at all or which may be a factor which was measured for some but not all subjects,
which accounts for differences in the probability of missingness. Failing to account
for this can lead to unreliable estimates but, as the factor is unknown or only par-
tially observed, doing so presents a challenge. MNAR data can also be described as
non-ignorable to reflect the need for analytic methods which explicitly allow for the
missing data patterns.
While the theoretical distinctions between these mechanisms are clear, in reality,
when presented with a dataset with missing values it is impossible to fully dis-
tinguish between them. While the observed data will provide enough information
to rule out the possibility of a MCAR mechanism, there is no way to determine
whether data are MAR or MNAR [33]. For example, in a longitudinal study where
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the outcome of interest is level of disability, it may be that those who have the
highest disability levels are most likely to drop out. Greater disability is also as-
sociated with older age. When examining the relationship between observed data
and missingness, the probability of being missing may increase with age. However,
when drop out is dependent on level of disability, independently of age, then age
cannot fully account for the drop out process and level of disability would therefore
be MNAR.
1.3 Aims and objectives
To test the hypothesis that ‘the application of suitable analytical methods to a lon-
gitudinal study with high levels of missing data will result in improved estimation
when compared to available case analysis’, the thesis will seek to answer the follow-
ing aims and objectives.
The overall aim is to compare and determine the most appropriate methods for
handling non-continuous missing data in a cohort study with multiple follow-up as-
sessments
The objectives are:
1. To review the development and application of missing data methods over time.
2. To describe patterns and predictors of missing data in the South London Stroke
Register
3. To determine the most appropriate method of handling missing data in a ‘real’
data set with complex missing data patterns.
Specifically, objective 3 will be achieved by addressing the following sub-objectives:




b To compare results of analyses of non-continuous outcomes derived from a con-
tinuous measure when imputation techniques are applied before and after trans-
formation.
c To compare the performance of missing data methods when identifying predictors
of poor outcome.
1.4 Outline of thesis
In the following chapter statistical methods used to analyse non-continuous longi-
tudinal data and for handling missing data will be formally defined and discussed.
A review, carried out to summarise the use over time of a number of missing data
methods, defined in Chapter 2, is presented in Chapter 3.
The South London Stroke Register (SLSR) is described in detail in Chapter 4 along
with results of exploratory analyses focusing on patterns and predictors of incom-
plete follow-up. The data from the exploratory analyses were then used to design a
simulation study to assess the impact of missing data on estimating the prevalence
of poor outcomes, and to compare the performance of various missing data methods
in the presence of missing data. The methods of the simulation study are described
in Chapter 5 and the results presented in Chapter 6.
In a second study, longitudinal models, which make differing assumptions about
the missing data mechanisms, were used to identify predictors of poor outcomes
in the SLSR. The methods used in this study are presented in Chapter 5 and the




Longitudinal data analysis and
methods for handling missing
data.
In this chapter models used in the analysis of longitudinal data, focusing on non-
linear outcomes, are discussed. This is followed by a description of methods com-
monly used for handling missing data in longitudinal studies.
2.1 Longitudinal data analysis
Longitudinal studies in which data are collected on participants at multiple time
points are common. Such studies can be prospective, following participants over
time, or retrospective with data from historical time points obtained by, for exam-
ple, participant recall or by extracting information from records [45]. Prospective
studies are more common, as they are less likely to suffer from recall bias and do
not rely on potentially poor quality historical records [45, 46].
When repeated measurements are made on the same individual a number of times,
these measurements are likely to be correlated. When analysing longitudinal data
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it is therefore necessary to allow for this within subject correlation [45,47].
2.1.1 Generalized linear models
Allowing for correlation in repeated measures is commonly achieved by extending
traditional generalized linear models (GLMs). GLMs are themselves extensions of
the general linear model for normal responses which takes the form
E (Y ) = µ = βX
where Y is the response, µ the mean response, β = (β0, ..., βp) a set of unknown
parameters and X = (X1, ...Xp) a set of explanatory variables. µ = βX is referred
to as the ‘linear predictor’. GLMs allow for response variables from distributions
other than the normal to be modelled by relating the response variable to the linear
predictor through a link function. That is,
E(Y ) = g (µ) = βX
where g is some link function.
2.1.1.1 Logistic regression models
In the thesis, data analysis will focus on the case of binary and ordinal response
variables. For binary response data, the logistic regression model is commonly used
and is obtained via the logit link function [48].





It is then possible to obtain the conditional probability of response through the fact
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2.1.1.2 Proportional odds models
For ordinal responses the logistic regression model can be extended to obtain the
proportional odds model [49]. In a proportional odds model, where a response vari-
able has C categories, C − 1 comparisons are made using logistic regression models
to obtain a set of cumulative logits [50]. The proportional odds model compares the
probability of having an equal or lower response, Y≤c, to the probability of a larger
response, Y>c. This is achieved through specifying a series of logits [50,51]:
gc(x) = logit[P (Y ≤ c|X)] = ln
(
P (Y ≤ c|X)
P (Y > c|X)
)
= αc + βX
The equations can equivalently be defined as:
gc(x) = logit[P (Y ≤ c|X)] = ln
(
φ0(x) + φ1(x) + ...+ φc(x)
φc+1(x) + φc+2(x) + ...+ φC(x)
)
= αc + βX
where φc(x) = P (Y = c|x). Each logit has its own intercept but the β’s are the
same. This means that the shape of the response curves are assumed to the same,
therefore the model is not equivalent to fitting separate logits for C − 1 response
categories [51]. A likelihood function which is a function of the αc’s and β can be
constructed and maximised to obtain estimates of the model parameters and allow
the cumulative probability of response in each category to be estimated [51]. The
conditional probability of response in each category can then be obtained through
subtraction of appropriate cumulative probabilities [48,50].
The model relies on the assumption that the effect of the covariates is the same
across all categories, with the differences between the categories being represented
entirely by the intercepts, αc. The Brant test can be used to test the proportional
odds assumption [52,53]. In the test a series of models are fitted to the data which
relax the proportional odds assumption and allow the effect of a covariate to differ
across response categories. These models are then compared to the proportional
odds model using likelihood ratio tests. For each covariate in the model the null hy-
pothesis that the proportional odds assumption holds is tested, with a statistically
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significant p-value suggesting violation of the assumption [52].
In this thesis the proportional odds model was used to handle ordinal outcome data,
however alternative models also exist. Along with the proportional odds model, the
other two most commonly used are the adjacent category and the continuation ratio
models [50]. In the adjacent category model each response category is compared to
the next with the logits defined as
gc(x) = ln
(
P (Y = c|X)
P (Y = c− 1|X
)
= αc + βX.
On the other hand the continuation ratio model compares a given category to all
lower categories, ie the series of logits are defined as
gc(x) = ln
(
P (Y = c|X
P (Y < c|X
)
= αc + βX.
2.1.1.3 Multinomial logistic regression models
The multinomial logistic regression model is suitable for analysing categorical out-
come data with more than two nominal response categories [50]. As the outcome
data do not have to be ordered, the model is suitable for analysing ordinal response
variables where the proportional odds assumption does not hold.
For a response variable with categories, 0,1,...,C, a series of C-1 logit link functions





















CHAPTER 2. LONGITUDINAL DATA ANALYSIS AND METHODS FOR
HANDLING MISSING DATA.
The probability of response in each category is then defined as [50]:
Pr(Y = 0|X) = 1
1 + eg1(x) + eg2(x) + ...+ egC(x)
Pr(Y = 1|X) = e
g1(x)
1 + eg1(x) + eg2(x) + ...+ egC(x)
Pr(Y = 2|X) = e
g2(x)
1 + eg1(x) + eg2(x) + ...+ egC(x)
...
Pr(Y = C|X) = e
gC(x)
1 + eg1(x) + eg2(x) + ...+ egC(x)
Multinomial models then provide an estimate of the effect of a covariate on the
probability of response for each of the categories by comparing to a single reference
category [50]. This is in contrast to the proportional odds model where a single
regression coefficient is estimated for each covariate in the model.
2.1.2 Extensions of generalized linear models to longitudi-
nal data
Approaches which extend these models to allow for correlation in repeated observa-
tions can be divided into three separate classes; marginal, transition and subject-
specific models with marginal and subject specific models being the most commonly
applied [45].
The interpretations of coefficients from marginal and subject specific models dif-
fer [54–58]. In a marginal model the average response is modelled separately from
the within subject correlation resulting from repeated measurements on the same
subject [45]. The coefficients from a marginal model represent the population aver-
age response, and are interpreted in the same way as coefficients from models applied
to uncorrelated data, for example, data obtained from a cross-sectional study [45,55].
Three assumptions underpin a marginal model, are described by Diggle (2002) [45].
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Letting i = 1, ..., n represent subjects from with data are collected at j = 1, ...J
points, then the assumptions are:
1. The marginal mean response, E(Yij) = µij depends on a set of explanatory
variables xij describing the i
th subject at the jth time point where g(µij) = xijβ
where g is an appropriate link function.
2. The marginal variance depends on the marginal mean with V ar(Yij) = v(µij)φ
where v is a known variance function and φ is a scale parameter.
3. Corr(Yij, Yik) = p(µij, µik, α) with p a known function which describes the
correlation between Yij, Yik as a function of the marginal means and some
additional parameters α.
In a marginal model, if all subjects with the same value of a covariate in the model
shared the same probability of having a specific outcome, then the estimates from
the model would represent the subjects-specific risk. However, when there is varia-
tion in risk among subjects with the same value then the coefficients represent the
average risk and therefore the population average risk, and not that of individual
subjects [54,55].
Subject-specific models are usually estimated by incorporating random effects into
a GLM [45, 54, 55]. Such models assume variation between subjects, and correla-
tion within subjects, is the result of unobserved natural heterogeneity which can be
represented by a probability distribution [45, 59]. The effect of covariates and the
within subject correlation are modelled using a single equation.
Coefficients from random effects models represent the effect of a covariate on out-
come among all subjects with the same level of the random effect [55]. When subjects
with the same value of a covariate have the same risk of a given outcome, the coeffi-
cient would be equivalent to the marginal, or population average effect. But where
there is heterogeneity, the coefficients from such models represent subject specific
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effects [55].
Subject specific, or random effects models, are usually fitted using maximum likeli-
hood estimation or conditional likelihood procedures [55]. A number of approaches
to the marginal modelling of binary outcomes, for which full likelihood can be de-
rived, exist [60]. However, the complexity of the associated likelihoods make them
difficult to evaluate in practice [45]. Instead Generalised Estimating Equations
(GEE), first proposed by Liang and Zeger [61], provide an alternative to maxi-
mum likelihood estimation.
The third class of models, transition models, allow for dependence between repeated
observations by conditioning the response on responses at previous time points [45].
Marginal, random effects and transition models are described in more detail in the
following three sections.
2.1.2.1 Generalised estimating equations
Generalised Estimating Equations (GEE) avoid the need for maximum likelihood
estimation. In a GEE working assumptions are made with respect to the correlation
through specification of a correlation matrix which assumes the correlation between
repeated measures is the same for all subjects [61]. Parameters in a GEE are esti-
mated by solving a score equation. For non-normal data, with i = 1, .., n subjects











−1(yi − µi) = 0
with µi = E(yi), β the regression parameters to be estimated, Ai = Ai(β) a ma-
trix with marginal variances shown on the diagonal and Ci a matrix containing
the marginal correlations representing the relationship between repeated measure-
ments [60, 61]. The exact form of the matrix Ci is often unknown and instead
assumptions are made about its structure and it is replaced with a working correla-
tion matrix.
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Provided that the model has been correctly specified and the appropriate link func-
tion used to relate µ to xTi,jβ where xi,j is a vector of covariates, then estimated βˆ
obtained from solving the S(β) = 0 are asymptotically normal with mean β and






































[60, 61]. The working correlation matrix can be specified in a number of ways,
though independent, exchangeable, AR(1) and unstructured are the most common
choices [39].
When data are MCAR if the working correlation matrix differs from the true corre-
lation structure in the data, estimates of β will still be unbiased [39, 60, 61]. When
data are MAR or MNAR, incorrectly specifying the working correlation matrix can
lead to bias in the estimated β [39] .
2.1.2.2 Generalised linear mixed models
Generalised linear mixed effects models (GLMM) are extensions of the GLMs de-
scribed above which incorporate random effects and provide a means of fitting sub-
ject specific models [45,59]. GLMMs can allow for correlation within subjects by the
inclusion of a random intercept and/or random slopes. A random intercept allows
for the repeated measurements from a subject to be higher or lower overall than
the average due to some unobserved factor, while a random slope can allow for the
rate of change, or the effect of an individual covariate, to vary randomly between
subjects due to some unobserved factor [45].
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A simple GLMM with a random intercept only can be obtained by specifying the
linear predictor in a GLM as:
g(µi,j) = β0 + βx
T
i,j + wi
where i is the ith subject, observed at the jth time point, xi,j is a vector of covariates
for fixed effects and wi ∼ N(0, σ1) represents the subject specific error term, i.e. the
unobserved heterogeneity, and is assumed to be normally distributed [45].
Further random effects random effects allowing for the effect of a factor, such as
time, to vary randomly between subjects using a linear predictor of the form:





where γi represents a vector of random effects and ui,j is a vector of covariates
for random effects. Like wi, γi are assumed to follow a normal distribution with
γi ∼ N(0, σ2i ) [45, 59].
Every subject specific model has an equivalent marginal, or population averaged
model [62,63]. It is possible to derive marginal estimates from random effects mod-
els in certain situations. Zeger et all, derived a formula for logistic regression random
effects models, which use the variance of the random effect to convert the model co-










where βRE are the estimates coefficients from a random effects model and V is the
variance of the random effect [58].
Both GEEs and GLMMs can be applied to unbalanced repeated measures data
meaning all subjects can be included in analyses, even when some have missing
data. GLMMs require the data are at least MAR while GEEs make the stricter
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assumption that the data are MCAR [45] or, if MAR that the missingness depends
only on covariates, which are included in the model, and not on previously observed
values of the outcome [64]. Extensions to GEEs have been proposed to allow for
valid inferences to be made under MAR. These, along with other methods suitable
for use when missing data are present are discussed further in the following sections.
2.1.2.3 Transition models
Transition models, also referred to as conditional models, simultaneously model the
average response and time dependence from repeated observations. Models where
the response is discrete are also known as Markov chain models [45]. Transition
models condition the response on past observed values of the response with the
linear predictor given as




where Hij = Yi1, ..., Yij−1 represents responses at time points before the jth time
point and fr(Hij) is a known function [45]. The simplest model is a first order au-
toregressive model (AR1) where by the response at time j depends on the response
at the previous time point only with
∑s
r=1 αrfr(Hij) = α1Yij−1. In a Markov chain
model this results in the probability of transitioning to a specific state, or level of
the outcome, at time j depends on the state at the previous time point, but not at
earlier points. More complex models condition on earlier prior outcomes and the
associations with previous states allowed to vary over time [45].
In general Markov chain models can be easily fitted using standard software. How-
ever, they were developed for use with data with measurements at regular, equal
intervals. Implementing such models becomes more challenging when data are un-
balanced and when data is missing. A further potential limitation of such models is
that estimates of β coefficients can be highly sensitive to how the time dependence
is modelled [45].
39
CHAPTER 2. LONGITUDINAL DATA ANALYSIS AND METHODS FOR
HANDLING MISSING DATA.
2.2 Methods for handling missing data in longi-
tudinal data
A range of methods have been developed to address the problem of incomplete lon-
gitudinal data [39, 65]. Simple methods such as complete or available case analyses
simply exclude subjects with missing information, while inverse probability weight-
ing uses data from cases without missing information but gives more weight to those
observed but most likely to be missing in an attempt to reduce bias. Other methods
for handling missing data can be divided roughly into two categories; those which
attempt to complete, or impute, the missing data prior to analysis, and those in
which missing data are incorporated into the analytic model. Some of the most
common methods are described below along with their advantages and potential
shortcomings.
2.2.1 Complete and available case analysis
In a complete case analysis any subject with missing data are excluded, while avail-
able case analysis, also known as listwise deletion, is slightly less restrictive excluding
only subjects with data missing in the variables under consideration for each calcu-
lation performed. The major advantage of these methods is that complete datasets
are produced allowing for standard statistical methods to be applied [66]. In either
approach, when there are many variables under consideration the cumulative effect
of missing data can mean that a substantial proportion of subjects in a study are
excluded, reducing the power of the methods applied. Further, by excluding some
participants biased estimates may result depending on the underlying missingness
mechanism [33]. It is possible to achieve unbiased estimates if the data are MAR,
with the missingness dependent on a covariate, and appropriate methods are used
which make use of the data in the variable on which missingness depends. For ex-
ample, if dropout from a study was dependent on age alone, adjustment for age in
regression analyses would be valid [67]. However, when the missingness is driven by
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the outcome, which itself is fully observed and the missingness is only in covariates
included in any analyses, results from complete case analysis may be biased [67,68].
Under these conditions methods such as inverse probability weighting (Section 2.2.2)
and multiple imputation (Section 2.2.4) can produce valid estimates [67]. Where the
missingness is driven by the outcome, which itself is not fully observed then data
would be considered MNAR and biases may result when those completing the study
are not representative of the complete sample [66].
In a study of cognitive function in over 75 year olds by Dufouil et al, the effect
of dropout and death on parameter estimates obtained from longitudinal studies
was highlighted [69]. Subjects were assessed using the Mini Mental State Exam
(MMSE), which measures cognitive impairment on a scale from 0(severe) to 30(nor-
mal), at baseline and in three further waves of data collection. The average score
of the non-completers at the last wave at which they were observed was around 3
MMSE points lower than those completing the study. The rate of decline in the
non-completers was also accelerated compared to the completers and so, in cases
such as this where missing data are associated with poorer outcome, considering
only complete cases would suggest higher levels of cognitive function and slower
rates of decline than what is actually the case.
A further consequence of complete case analyses is that, even when unbiased esti-
mates can be obtained, there will be a loss of power and precision in the estimation
due to the decreasing sample size.
2.2.2 Inverse probability weighting
Inverse probability weighting (IPW) is commonly used in the design and analysis
of surveys in which the survey sample contains an over or under representation of
subjects for some sub-populations by design [54]. In such designs the probability of
being included is known and so analyses can be weighted to produce estimates that
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are representative of the target population.
The same methodology can be applied to the missing data problem by using the
observed data to estimate the probability of response for each subject and then
weighting observed data by the inverse of these probabilities [70]. This results in
subjects with a low probability of response being given more weight to adjust for
the low response rate from subjects with similar characteristics.
The probability of response is normally estimated using a logit or probit regres-
sion model. The dependent variable in the model is an indicator for response with
0=missing and 1=observed. Seaman et al proposed a set of guidelines to guide the
development of the missingness model, consisting of five steps [71].
1. Identification of variables for inclusion in the missingness model: Any vari-
ables thought a priori to be predictors of missingness should be included along
with any strongly associated with outcome. Of those that are predictive of
missingness, any that are independent of both the outcome and all variables
in the analysis model may be removed.
2. Examine distribution of variables in the missingness model and where possible
transform any continuous variables with long tails and extreme values which
are likely to be highly influential in the model
3. Fit the model. If there are too many potential predictors identified in step
one, use a variable selection procedure, ensuring to force into the model any
variables thought to be strongly related to both missing and outcome
4. Check model fit using standard procedures, such as the Hosmer-Lemeshow
test.
5. Compare weights in those with and without missing data. If there are par-
ticularly large weights for a small number of cases or zero weights in those
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with incomplete data the model fit should be further explored and the model
refined.
A major drawback of the IPW method is the requirement of specifying the model for
missingness. Parameter estimates can be sensitive to the choice of model and miss-
specification can lead to biased results [38]. Further, parameter estimates obtained
from IPW are less efficient than those from likelihood based analyses [72].
2.2.2.1 Inverse probability weighting in the longitudinal setting
Inverse probability weights can be applied in a longitudinal setting where there is
a monotonic missing data pattern. Weights can be derived by fitting a series of
models to appropriate subsets of the data. Let j = 1, ..., J be the waves at which
data are collected, with j = 2 the first time point, Di at which a individual, i can
drop out. The probability of dropping out at time j can then be defined as [41]
P (Di = j) =

P (Di = j|Di ≥ j) j = 2
P (Di = j|Di ≥ j)
j−1∏
k=2
[1− P (Di = k|Di ≥ k)] j = 3, ..., ni
j−1∏
k=2
[1− P (Di = k|Di ≥ k)] j = ni + 1
with P (Di = j|Di ≥ j) estimated using probit or logit models applied to individuals
still in the study at time j−1. Provided that the missingness is monotone, then the
missingness models can included values of the outcome measured at previous time
points [41].
Where the missing data are not monotonic, or where baseline predictors of miss-
ingness are unknown, the Markov randomised monotone missingness (RMM) model
has been described for use in this context [70,73]. Such models are highly computa-
tionally intensive and can be complicated to fit, and are generally only suitable for
situations where the number of incomplete covariates is small [70].
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2.2.2.2 Doubly robust methods
As described above, IPW relies on the model for missingness to be correctly specified
and incorrect specification of the model can lead to bias in parameter estimates [33].
Doubly robust methods extends the ideas underpinning IPW and incorporates an
imputation model for the expected value of the missing data [74,75]. Such methods
are robust against misspecification of either the imputation model or the missing-
ness model giving an obvious advantage over IPW alone which relies on the correct
specification of a single model.
It has been shown that where both the model for missingness and the imputation
model are misspecified doubly robust methods can perform worse than non-doubly
robust methods, such as simple IPW [76]. Further, where there are highly influential
weights with estimated probability of response is close to one for some individuals,
the methods can result in substantial bias [77].
2.2.3 Single imputation
Imputation involves the ‘filling in’ of missing values using some predefined algorithm.
There are many different algorithms used to do so even though many have obvious
limitations. All single imputation methods result in the same value being imputed
for participants which share the same characteristics, for example, a mean score
may be applied to participants in a study who are the same age. Consequently,
the correlation between the factors used to impute the data and the variable being
imputed will very likely be overestimated [66]. Some of the most commonly reported
single imputation techniques are described below.
2.2.3.1 Mean, median and mode imputation:
In mean, median and mode imputation the missing values are filled in using, for
example, the mean of all observed data or of some subgroup of the population.
Estimates of averages or relative frequencies will only be unbiased if data are MCAR
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or MAR when estimates are stratified on the factors on which the missing data
depends. Other parameters, such as the variance are likely to be underestimated
due to the uncertainty in missing data values not being incorporated [38].
2.2.3.2 Hotdeck imputation
Using a hotdeck approach, missing data values are imputed by adopting values from
other subjects with similar characteristics and complete data [78,79]. The use of the
term hotdeck is not well defined and there is no standard procedure for identifying
the ‘deck’ of subjects from which an imputation can be drawn [33, 79]. When the
parameter of interest is a time constant parameter (i.e. it does not change across
different waves of the study) hot-deck imputation has been shown to produce less
biased and more efficient estimates than those obtained from available case analysis
when data are MNAR and from regression imputation and last observation carried
forward when data are MCAR [80,81]. When the aim is to assess the effect of time
on an outcome, the hotdeck approach has been shown to provide poor estimates of
time trends [65,80].
In some situations random hotdeck methods are applied, in which a value is ran-
domly selected from a pool of subjects with similar characteristics. In other cases
the average of the values from the pool of similar subjects are used to impute the
missing data. Deterministic hotdeck methods, which do not involve any random
sampling, use approaches such as nearest neighbour matching to identify a single
complete data subject most like each of the subjects with incomplete data [79].
Whatever method is used, all require a donor or pool of potential donors to be
identified. To minimise bias and to avoid a loss of precision, variables on which the
subject with missing data is matched to a donor should be associated with both the
variable with missing data and the likelihood of being missing [79,82].
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A number of measures of ‘closeness’ between the subjects with complete and in-
complete data are commonly used. Let xi = (xi1, ..., xik) be a vector containing the
values of k covariates for subject i on which the matching is to be performed. The
maximum deviation between subject i and subject j, being matched on k variables
can be defined as
d(i, j) = maxk|xik − xjk|
where the variables x1, ...xk have been standardised [79].
Another commonly used measure is Mahalanobis distance which is defined as
d(i, j) = (xi − xj)T V̂ ar(xi)−1(xi − xj).
Including categorical covariates in the these measures can be difficult where this
is necessary, using a predicted value obtained from applying models developed on
complete data to the whole sample may be more straightforward. For continuous
variables the distance measure is then given as
d(i, j) = (Ŷ (xi)− Ŷ (xj))2
where Ŷ = xTi β̂ is the predicted mean for subject i obtained from a linear model re-
gressing Y, the value to be imputed, on x using subjects with complete data, where
x can be continuous or categorical. For binary data predicted probabilities from
logistic regression can be used [79].
Once every d(i, j) has been determined for all subjects with incomplete data, then
the pool of potential donor subjects can be identified as all those with d(i, j) < δ, for
some pre-specified δ. In a nearest neighbour matching the subject for which d(i, j)
is smallest would be selected, or where there is a tie then one subject could be
randomly selected. The biggest limitation of each of the methods described above
is that they rely on complete data across the set of covariates used to determine
closeness.
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Hotdeck imputation using random recursive partitioning
An alternative approach to determining the closeness of observations is the use
of the random recursive partitioning (RRP) algorithm [83]. The RRP algorithm is
based on regression trees and uses Monte Carlo methods to derive a proximity ma-
trix which includes a measure of similarity or proximity for each pair of observations.
Rather than represent a distance between two observations the proximity measure
is interpreted as “the belief of two observations to be equal in covariates” [83].
Regression trees partition data into strata within which the outcome variable, Y , is
homogeneous [83]. This is achieved by regressing Y on a set of covariates, initially
in the whole dataset. The data are then divided into two nodes based on values of
the covariates which minimise heterogeneity between observations in each node [84].
Where the outcome is continuous the deviance from a linear regression model is of-
ten used, while the Gini-index, a measure of equality of values with zero indicating
that all values are the same and increasing values representing greater inequality,
used for categorical outcomes [83]. Each node is then split into two further nodes in
a process that continues until the homogeneity within a node is deemed to be suf-
ficient, or when a further split would reduce the sample size below some predefined
minimum [83].
The RRP algorithm makes use of the regression tree algorithm. Letting xi,j =
(xi,1, ..., xi,p) represent a set of covariates for subject i, then for each subject the
outcome used in the regression tree algorithm is a random value drawn form a uni-
form distribution, ie Yi ∼ U(0, 1) [83]. For each pair of subjects, a measure of
proximity, pi
(1)
i,j is defined with pi
(1)
i,j = 1 indicating that the pair of observations fall
within the same node in the regression tree and pi
(1)
i,j = 0 otherwise.
This process is then repeated R times, with new draws obtained from the uniform
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distribution for each of R regression trees. An overall proximity measure for each
pair of observations is then obtained by averaging the proximity measure defined







The RRP algorithm can be used in a hotdeck nearest neighbour imputation ap-
proach using the proximity measure to identify nearest neighbours. The advantage
of this approach over other distance measures is that regression trees can incorporate
subjects with missing data in covariates [83]. As described above other distance mea-
sures require that the covariates used to calculate distances are complete meaning
that they cannot be applied in many situations.
2.2.3.3 Regression imputation
In regression imputation appropriate regression models for the outcome of interest
are fitted using the observed data and used to predict missing values [85]. Models
can be cross-sectional, consisting of data observed at one time point, or extended to
include data collected from previous study waves. Regression imputation relies on
data being complete in the covariates used in the model and so incorporating longi-
tudinal data is only appropriate where there is a monotone missing data pattern.
In general the imputed values from regression imputation will be more variable
than those obtained from mean imputation, however, the overall variability in the
imputed dataset may still be too small. This can lead to underestimated standard
errors, confidence intervals which are too narrow and increased type I error rate [33].
The incorporation on an error term in the imputation step can be used to ensure
variation among imputed data is the same as in the observed data [86]. In regression
imputation with an added error term missing data are imputed with the predicted
value from the same regression model as used in simple regression imputation plus a
value randomly chosen from a N(0, s2) distribution, where s2 represents the variance
of the residuals from the regression model [85].
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In a study comparing imputation methods, regression imputation and regression im-
putation with an error term were found to have similar levels of bias, while regression
imputation resulted in underestimated standard errors, as would be expected [85].
While the addition of the error term did not bias results and retained variability,
there was found to be large differences between actual and imputed values (measured
using absolute and root mean squared deviation) using simulated data. It should
also be noted that this study used data representing longitudinal measurements of
health status and regression imputation using baseline covariates, with or without
the added error term, resulted in greater bias than using imputation techniques that
made use of longitudinal measurements [85].
2.2.3.4 Last observation carried forward
Last observation carried forward (LOCF) is probably the simplest longitudinal im-
putation method and one which is often utilized in clinical trials although relatively
uncommon in observational studies. It assumes that, where data are missing, the
value that should have been observed will remain constant since the last point at
which it was observed. In longitudinal trials it has been shown that LOCF can
produce biased treatment effects and inflated type 1 error rates even when the data
are MCAR [87–93]. Despite this it remains popular and is the basis for the primary
analysis of many trials [94].
2.2.4 Multiple imputation
2.2.4.1 Overview
One of the biggest issues surrounding the single imputation methods is their inabil-
ity to capture the uncertainty associated with ‘guessing’ the missing values. For
example, where data are MCAR, the mean of the missing data will be equal to the
mean of the observed data. However, it is extremely unlikely that missing observa-
tions are exactly equal to the mean, which is an assumption made when using mean
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imputation. By imputing mean values the standard deviation of the mean for the
missing data will effectively be zero and so any estimates of the standard deviation
using all data (observed and imputed) will give deflated results.
Multiple imputation attempts to correct for this by repeating the imputation process
multiple times, with each imputation consisting of a value randomly drawn from a
distribution of likely values determined from the observed data [95–97]. Initially,
multiple copies of the observed data sets are created. The imputation is then car-
ried out separately in each data set by randomly drawing a plausible value obtained
by fitting an imputation model using the observed data. The model of interest is
then fitted using the data in each of these completed data sets and parameter es-
timates are averaged across imputed datasets. In doing this the variation between
the datasets is also utilized and using the methods of Rubin [95] reliable estimates
of the errors can be obtained.
There have been several different figures suggested for the optimum number of im-
putation datasets to be used [98]. Some authors have suggested that as few as five,
or even three, are adequate [95]. Others suggest 20 imputations to be sufficient in
many cases [99], or that the number of imputations should equal the percentage of
data points that require imputation [98,100].
After creating m imputed datasets analysis is conducted separately on each dataset.
Rubin defined a set of rules which can then be used to combine the parameters from
the analysis [95]. Letting Q be the estimate of the parameter of interest and V the
variance of that parameter, then the overall parameter estimate is taken to be the







where Q(t) is the parameter estimates from dataset t = 1, ...,m. The variance of Q
is then given as
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with V (t) the estimated variance within dataset t = 1, ...,m and Vbetween is the







Rubin’s rules can be used to combine estimates of means, proportions, regression
coefficients, linear predictors and area under receiver operating curves. Other pa-
rameters such as odds ratios, hazard ratios, correlations and standard deviations can
also be combined but first an appropriate transformation must be performed [68].
In general, parameter estimates and their associated standard errors are first de-
rived using Rubin’s rules before appropriate hypothesis tests, often based on Wald
test statistics, are conducted [68, 98, 101]. Though not often applied in practice,
Rubin’s rules have been extended to combine likelihood ratio test statistics [68] and
methods proposed for the combining of p-values across imputation datasets [68,102].
When data are MAR or MCAR, multiple imputation will provide unbiased esti-
mates of both the effect of interest and of its associated error, provided that the
imputation model is correctly specified [103]. Further, there is no loss of power or
efficiency as data from all subjects are included [104].
In the following sections approaches to used to create imputed datasets are described
generally, and then issues specific to the imputation of longitudinal, or clustered
data, are discussed.
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2.2.4.2 Specification of the imputation model
Prior to imputing missing data consideration must be given to the variables that are
to be included in any imputation model. When the imputation model is misspecified
then results can be biased [97]. It is therefore important that the imputation model
is consistent, or congenial, with the substantive model to be used in analysis [68].
When a substantive model is used which cannot be derived from the model used
to perform the imputations, estimators obtained from the imputed datasets may be
inconsistent [68,105].
All variables that will be included in the substantive model should also be included
in the imputation models, this includes both outcomes and covariates. Imputation
models for variables which are the dependent variable in the substantive model also
need to take account of the structure of the substantive model, e.g. if interaction
terms appear in the final analysis they should also be included in the imputation
model. Where the substantive model incorporates clustered or repeated measures
data, the imputation model should also incorporate such structures [68, 98, 106].
Multiple imputation for longitudinal data is discussed further in Section 2.2.3.5.
In addition to variables in the substantive model, auxiliary variables can be in-
cluded in the imputation model, resulting in a model which is more complex than
the substantive model [68,98]. Carpenter and Kenward (2012) describe the proper-
ties of variable which should be included [68]. The inclusion of auxiliary variables
which predict the chance of being missing and the underlying missing values will re-
duce bias compared to a complete case analysis (for example via a regression model
which includes incomplete covariates). Where the auxiliary variable is predictive of
the underlying missing values, but not of the likelihood of being missing, then their
inclusion will improve efficiency but not reduce bias. On the other hand where the
variable is predictive of only the probability of being missing, and not the actually
value of the variables being imputed, their inclusion will neither reduce bias nor
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improve efficiency and so can be omitted from the imputation model.
2.2.4.3 Imputation strategies
Theoretical justification for multiple imputation requires that the values which are
imputed are independent Bayesian draws from the posterior distribution of the miss-
ing data given the observed data [41]. In practice, imputation techniques used often
provide an approximation to the posterior distribution [41]. Several different algo-
rithms have been proposed and developed for the imputation stage [66].
The earliest approaches to multiple imputation were often based on the assump-
tion that the missing variables could be defined using a multivariate normal distri-
bution [107]. Where there is a monotone missing data pattern then it is possible
to approximate the posterior distribution of the multivariate normal distribution
using estimates of the mean and covariance matrix obtained from maximum likeli-
hood estimation [41]. While a multivariate normal distribution may be a reasonable
assumption for normally distributed variables, such a method requires that non-
normal variables be approximated using a normal distribution. It has been argued
that the use of a multivariate normal approach is reasonable for the imputation of
binary data [101] but simulation studies have highlighted issues when both binary
and ordinal variables are imputed [108–113]. In particular, incorporating binary or
ordinal variables in this way may mean that imputed data have to be rounded to
the nearest valid value prior to analysis, which can potentially introduce bias [110].
Further, nominal variables can not easily be incorporated [41],
2.2.4.4 Multiple imputation using chained equations (MICE)
Often missing data will occur in more than one variable, and multiple imputation
using chained equations (MICE), or fully conditional specification (FCS), provides
a routine suitable for imputing missing data and can handle variables of different
types. [98].
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In MICE, imputations are performed using a series of equations, with one for each
variable with missing data. Let z1, ...., zk be variables that have been selected for
inclusion in the imputation model (these may be outcomes or covariates in the sub-
stantive model, or variables selected for inclusion as a result of other properties as
described above) some or all of which may have missing data. Then the following
steps are used to create imputed datasets:
1. All missing values are filled in using simple random sampling, with replace-
ment, from the observed values.
2. The first variable with missing data, say z1, is regressed on an appropriate
subset of variables which include the values imputed in step 1, using an ap-
propriate model applied to all cases without missing data in z1. The missing
values in z1 are then imputed with a single draw from the posterior predicted
distribution of z1.
3. For the second variable with missing data, say z2, the process is repeated with
the regression model fitted to all cases without missing data in z2. In this
model, the imputed values for z1 from the previous step are used in place of
those obtained in the simple random sample in step 1.
4. The process is then repeated for all other variables with missing data in turn
to complete a cycle, or iteration.
5. The process is then repeated several times, starting from step 2, using the
dataset in which all variables have been imputed produced at the end of step
4. Using 10 or 20 iterations helps to ensure that the models are stable and
not highly influenced by the random sampling used in step 1. At the end of
the desired number of iterations, the first imputed dataset is stored.
6. The process is then repeated to give m imputed datasets [98, 107].
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To complete the above steps, it is necessary to define; the types of regression models
to be used, the set of variables to be used in the imputations, and the number of
imputed datasets to be created. As described above, when non-normal data are to
be imputed, the assumption of a multivariate normal distribution can, depending
on the sample size, distribution of the data, level of missing data and the method
used to round the imputed values, result in substantial biases [108–113], which do
not occur when a proportional odds model is used instead to perform the impu-
tations [112, 113]. As MICE uses a separate imputation model for each variable,
different variable types can be easily handled [98, 107]. Continuous variables are
most commonly imputed based on linear regression models, logistic models used
for binary variables, proportional odds models for ordinal, multinomial models for
nominal variables and count data can be handled using Poisson regression [98]. One
of the potential limitations of the MICE approach is that there may be no known
joint distribution for the conditional distributions specified in the imputation equa-
tions [98]. This can occur when variables of different types (e.g. one continuous
and one ordinal) are both being imputed. Although the impact of this has not been
extensively studies, existing evidence suggests that the incompatibility is unlikely
to cause serious problems [98,114].
2.2.4.5 Multiple imputation in a longitudinal setting
Multiple imputation offers a flexible approach that can be used to impute both
dependent and independent variables prior to fitting the substantive model. The
imputation strategies presented above can be applied longitudinal studies with in-
complete outcome data. As discussed previously in Section 2.2.4.2 any imputation
model must reflect the structure of the final substantive model, and where mod-
els are applied to longitudinal data, imputation models should therefore take into
account correlations between measurements from repeated measures taken from in-
dividual subjects.
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In the context of multiple imputation which draws from a multivariate normal dis-
tribution, macros have been developed for multilevel imputation with missing data
in either level 1 or level 2 variables using MLwiN [115]. This work has been fur-
ther developed, along with software (REALCOM-IMPUTE) which handles multiple
imputation for clustered data with mixed response types. Rather than assuming
a multivariate normal distribution for all variable types, a late multivariate latent
normal structure is assumed for non-normal data meaning binary, discrete and cat-
egorical data can be appropriately incorporated [116]. Where there is a non-linear
relationship between the dependent and an independent variable in the substantive
model, REALCOM-IMPUTE cannot impute missing values allowing for the non-
linear relationship, which may result in the imputation model not being compatible
with the substantive model [116].
When using MICE, random effects models for the imputation of linear variables
have been described [114]. For other data types alternative solutions have been pro-
posed including the addition of an indicator variable for group as a fixed effect [98].
However, in the longitudinal setting it is often the case that there will be many indi-
viduals with only a small number of measurements making this approach unfeasible.
It has also been suggested that multilevel structure can be ignored when the rela-
tionship between clustered data is not the focus of analysis, but the implications of
doing so have not been fully explored [98]. For longitudinal data, outcomes at a given
time point can be imputed using information about the same outcome collected at
other time points, resulting in dependence between the individuals measurements.
Where individuals have many repeated measurements, which may prohibit the in-
clusion of data from all other time points to be included in each conditional model,
an alternative approach has been proposed which imputes missing data using infor-
mation from the X time points immediately before and after the one at which data
are missing [117].
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When analysing a longitudinal dataset with incomplete follow-up, multiple imputa-
tion and inverse probability weighting both offer solutions where the mechanism is
MAR, but both have strengths and limitations. In multiple imputation it is assumed
the distribution of the missing data is known conditional on the observed data, while
IPW assumes that the drop-out process can be explained by the observed data. It
has been argued that IPW is easier for non-statisticians to understand, and that
specifying a correct model for missingness may be easier than specifying an impu-
tation model for multiple imputation [70]. An imputation model must take into
account the final substantive model structure, and in some cases the final model
may not be known, or the dataset may be used for multiple sets of data analysis
which may result in imputations being carried out on multiple occasions. With IPW
a single set of weights can be derived which can then be used in any future analysis.
However, the major limitation of IPW is that, in order to include information from
follow-ups which in many cases may be predictive of drop-out from a study, the
missingness must be monotone. In reality, many studies will suffer from intermit-
tent missingness as well as drop out, a situation which can easily be handled using
multiple imputation.
2.2.5 Model based approaches
2.2.5.1 Maximum likelihood estimation
Parameter estimates in random effects models can be obtained through maximum
likelihood (ML) estimation. When there is no missing data present maximum like-
lihood estimation can provide a relatively simple means of estimating parameters
in the model of interest [33]. The EM (expectation maximisation) algorithm, pro-
vides a means of estimated maximum likelihood parameters when it is not possible
to directly maximise the likelihood [33]. In the presence of missing data the EM
algorithm is an iterative process in which missing values are first filled in using
appropriate estimates values. Parameter estimates are then derived using this com-
plete dataset. The missing values are then replaces using new values obtained by
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assuming that the parameter estimates in the second step are correct. A new set of
parameter estimates are then derived from the likelihood using the newly imputed
missing values. This process is repeated until the parameter estimates converge [33].
In a random effects model, maximum likelihood estimation means that the correla-
tion between repeated measurements within a subject are used to adjust parameter
estimates made using observed data for the unobserved data at each time point [118].
2.2.5.2 Extensions to generalised estimating equations
Generalised Estimating Equations(GEE) offer an alternative to the need for maxi-
mum likelihood estimation for marginal models, but require that missing data are
MCAR or that the missingness is dependent on covariates only, an assumption which
is often unlikely to be true in reality. Robins et al proposed an extension to GEE in
which observations are weighted using inverse probability weights (WGEE) resulting
in estimates which are valid under a MAR assumption [119–121] .
Prior to fitting a WGEE weights are derived using the approach described in section
2.2.2.1 For each individual i = 1, ....n measured at time j = 1, ....J , the probability
of being missing at each time point, vij is determined using a series of logistic regres-
sion models and appropriate multiplication of weights as shown in section 2.2.2.1.















−1(j)(y(j)i − µ(j)i) = 0
where I(Di = d) is an indicator variables coded 1 if individual i was observed at time
j and 0 otherwise [60, 119]. The model therefore gives greater weight to subjects
observed at points where the population of subjects with similar characteristics are
overall unlikely to be observed.
Another alternative is the use of MIGEE in which multiple imputation is applied
prior to fitting the GEE [60]. In a MIGEE approach, multiple imputation is carried
58
CHAPTER 2. LONGITUDINAL DATA ANALYSIS AND METHODS FOR
HANDLING MISSING DATA.
out using the methods described in section 2.2.4.5. ensuring that the longitudinal
nature of the data is represented by the imputation model, for example via the use
of MICE with missing outcomes conditioned on the values of the outcomes at other
time points. In each of the imputation sets a GEE is fitted and the results are then
combined using Rubin’s rules.
Both WGEE and MIGEE can provide unbiased estimates under a MAR assump-
tion [60,89,121], but as described in sections 2.2.2 and 2.2.4, IPW methods rely on
the correct specification of the missingness model and multiple imputation relies on
the correct imputation model being used. MIGEE and WGEE therefore also require
the correct specification of the appropriate models. Further, in order to construct
weights within longitudinal data WGEE can only be applied in situations where the
missing data are monotone, whereas multiple imputation is not restricted by the
missing data pattern.
This potential for bias resulting from incorrect model specification was demonstrated
by Beunckens et al. [60] in a simulation study to compare the performance of WGEE
and MIGEE. They simulated missing data patterns in a binary outcome variable to
reflect data MAR due to dropout. The performance of both methods was compared
across different sample sizes and the robustness of the methods when the model
of response in the WGEE and the imputation model in MIGEE was incorrectly
specified. WGEE was found to perform poorly in small sample sizes even when the
model of response was correctly specified and across all sample sizes when it was
incorrectly specified. In contrast, MIGEE were more robust to model misspecifica-
tion and provided less biased estimates than WGEE when sample sizes were small.
Although these studies have demonstrated that WGEE and MIGEE theoretically
improve estimation when data were MAR, they both relay on simulated datasets
and, in particular for WGEE, the correct specification of the model of response.
In reality, missing data patterns are likely to be more complex with intermittent
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missingness likely to be present and many real life studies collect data over many
more waves of data collection than were represented in these simulations.
2.2.5.3 Missing not at random models
While the methods described above can be used to reduce bias and increase pre-
cision when the data are MCAR or MAR the same does not apply when the data
are MNAR. A number of methods have been developed which allow for non-random
dropout [122]. These models can be split into three distinct types; pattern mixture,
selection and shared parameter models with each model making different assump-
tions about the underlying missing data mechanism [33, 41, 122]. As the models
make assumptions about the missingness mechanism, which are untestable given
the observed data, MNAR models are most useful as part of a sensitivity analysis.
In particular parameter, estimates when compared to results from a MAR model
can give an indication as to whether the conclusions hold under a specific MNAR
assumption [41].
Pattern mixture, selection and shared parameter models differ in the way in which
the full data density is factorised. Using notation set out in Molenbergs and Ken-
ward (2007) [41], let i = 1, ...., n represent n individuals for which it was intended to
collect data on an outcome Y at j = 1, ...,mi occasions with Yi = (Yi1, ..., Yim1)
T a
vector of planned responses for individual i. Further, let Ri = (Ri1, ..., Rim1)
T be a
vector of missing data indicators where Rij = 1 if Yij was observed and 0 otherwise.
The density for the full set of data can then be summarised as
f(yi, ri|Xi,Wi,θ,ψ)
where XI is a design matrix for the outcome and θ is a vector of the corresponding
parameter estimates, and Wi and ψ are corresponding matrix and parameters for
the missingness mechanism.
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In pattern mixture models the density is factorised as:
f(yi, ri|Xi,Wi,θ,ψ) = f(yi|ri, Xi,θ)f(ri|Wi,ψ)
with the first factor representing the marginal density of the outcome of interest
which is conditional on the missingness pattern. The second factor represents the
missingness mechanism which does not depend on the outcome.
Selection models assume a different factorisation with
f(yi, ri|Xi,Wi,θ,ψ) = f(yi|Xi,θ)f(ri|yi,Wi,θ,ψ).
Here the first factor represents the marginal density of the outcome of interest while
the second again represents the missingness mechanism which is this time condi-
tional on the outcome.
Finally, an alternative factorisation gives rise to shared parameter models where
f(yi, ri|Xi,Wi,θ,ψ, bi) = f(yi|ri, Xi,θ, bi)f(ri|Wi,ψ, bi)
with bi representing a vector of random effects where at least one element is shared
between both the first and second (ie the model of interest and the missing data
mechanism) factors [41].
In the following sections pattern mixture, selection and shared parameter models
are discussed in more detail. Following this a discussion of the use of these models
as part of a sensitivity analysis is provided.
2.2.5.4 Pattern mixture models
As shown above, the pattern mixture factorisation splits the full data distribution
into a marginal distribution for the missing data process and the conditional dis-
tribution of the outcome given the missing data process [123]. In order to fit a
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pattern mixture model subjects are stratified into distinct groups according to pat-
terns of missingness and models formulated within each group with the effect of
covariates allowed to vary between groups. This leads to models which are over
specified and parameters which are non-identifiable. While the effect of a covariate
is allowed to vary by time of drop-out, once a drop out has occurred, the effect
cannot be estimated. In the pattern mixture framework this is usually handled
by specifying identifying restrictions which specify the parameters which cannot
be estimated as functions of the corresponding parameters estimated in those with
complete data [41].
Pattern mixture models can be fitted by adding additional parameters representing
drop out time or pattern, and include interactions between pattern and other pa-
rameters, to the GLMM described in section 2.1.2.2 [123,124] . For a single covariate
of interest, X1 with a random intercept and subjects arranged into k patterns or
groups, the model would take the form
µi,j = β0 + βX1 +
k−1∑
m=1
(βm0 Dm + β
m
1 DmX1)) + wi
where Dm = D1, ....Dk−1 are dummy variables representing the K groups. If partic-
ipants with complete data are in group K = k then β0 and β1 represent the intercept
and slope for completers. βm0 and β
m
1 then indicate the difference between the in-
tercept and slope in group m compared to group k. Where these are significant, it
would suggest that the impact of the covariate on the outcome differs according to
missing data pattern.
Pattern mixture models provide estimates of effects within groups, usually defined
by time of drop-out. Comparing these estimates in this form is useful for assessing
the impact of dropout but when comparing with results from alternative models the
fact that pattern mixture models do not lead to estimates of overall effects is one
of their disadvantages over other MNAR models [123]. Some authors have however
combined these estimates to give an overall estimate [124–126]. To do so the pa-
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rameter estimates are weighted using the proportion of the population in each of
the groups. So for any parameter in the model, the combined estimate is




where pim are estimated as the sample proportion in group m = 1, ...k − 1.
Calculating a standard error is less straight forward and must account for the un-
certainty in the estimation of the population proportions estimated by pim. Hogan
and Laird (1997) derived pooled standard error estimates using the delta method
for the case where two groups or patterns were included in the model [125]. Letting
βˆ(c) and βˆ(d) be the estimated parameter of interest in the completers and drop outs,
respectively and pˆic and pˆic be the estimated proportion of completers and dropouts.
The pooled variance estimate is then




The above approach for combining parameter estimates assumes that associations
between covariates of interest in outcome in those who did not complete the study
are the same before and after drop-out. Alternative assumptions can be made
through the specification of a set of identifying restrictions which are used to specify
the conditional distributions of unobserved outcomes given the values of observed
outcomes at previous time points. Multiple imputation methods can then be applied
which draw from these conditional distributions and to then determine a pooled
parameter estimate with an estimate [41].
2.2.5.5 Selection models
As shown above, the selection model is based on factorising the full data density
as [41]
f(yi, ri|Xi,Wi,θ,ψ) = f(yi|Xi,θ)f(ri|yi,Wi,θ,ψ).
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The second factor represents the relationship between the missingness and the ob-
served data, and allows for the presence or absence of missing data (or the prob-
ability of being ‘selected’, ie contributing data, at each time point) to depend on
the subjects measurements, which may themselves be missing or observed [41,127].
Selection models make the assumption that the relationships between a subjects
measurements are the same in subjects who were observed and those unobserved,
an assumption that cannot be verified given the observed data only [41].
Using a selection modelling approach, the hazard of selection is most commonly
fitted using probit or logistic regression [35]. The outcome of interest is then mod-
elled using an appropriate model, for example a GLMM. The two models can then
be modelled simultaneously using maximum likelihood estimation or the Heckman
two stage approach where the outcome is linear [33,35]
The biggest limitation of selection models arises through the need to model missing-
ness jointly with model of interest. When there is significant overlap in the factors
which predict both missingness and outcome the method can be unreliable [122].
However, unlike pattern mixture models, selection models directly model the effect
of covariates on the outcome making them more intuitive.
2.2.5.6 Shared parameter models
Shared parameter models were also defined by Little (1995) as a random effects
dependent selection model [128]. They differ from the above approaches in that,
rather than assuming the errors are correlated, a random effect is shared between
the two models with the data density factorised as [41]
f(yi, ri|Xi,Wi,θ,ψ, bi) = f(yi|ri, Xi,θ, bi)f(ri|Wi,ψ, bi).
Applications of shared parameter models are based on the assumption that given the
random effects bi, Yi andRi are then conditionally independent [41]. A model for the
outcome with appropriate random effects can then be specified along with a model
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for the missingness. The missingness model which describes the drop out or missing
data process then also incorporates some, or all of the random effects. The random
effects which are shared between the two models then represents a latent attribute
which is associated with both the outcome of interest and the missingness [41].
Where the estimated variance of the random effect is significantly different from
zero, this may suggest that this underlying, unobserved process exists and that
therefore the data are MNAR [32]. However, as described in the next section and
evidence for or against a MNAR assumption based only on observed data must be
treated with caution
2.2.5.7 Sensitivity analysis using MNAR models
The MNAR models each make different, untestable, assumptions regarding the un-
derlying missing data mechanism. The models also rely on the assumption that the
chosen measurement model is adequate for modelling the outcome of interest in the
complete data. However, when the data are partially missing the assumptions un-
derlying the measurement model cannot be tested [41]. MNAR models are therefore
best placed to form part of a sensitivity analysis, to assess the robustness of con-
clusions drawn from the data under possible departures from a MAR assumption,
rather than be applied in the primary analysis of any dataset [41].
While it is possible to distinguish between MCAR and MAR patterns, distinguish-
ing between MNAR and other mechanisms is not possible given only observed data.
Where there is evidence that a MNAR model fits the data better than a MAR
model, this may not necessarily be a result of a missingness mechanism working in
precisely the manner assumed by the MNAR model. Additionally, lack of evidence
of a MNAR process based on a single MNAR model cannot rule out a general MNAR
mechanism, but can only provide evidence against the specific MNAR mechanism
hypothesised by the model used. While MNAR models can in theory be used to
construct a test of the hypothesis that the data are MAR (for example, by testing
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the significance of the shared random effect variances in a shared parameter model
or by comparing a selection model to a simpler model which excludes the drop out
process), such tests can be highly sensitive to small changes in the dataset. For ex-
ample, a selection model used to analyse data from 107 cows over two years showed
some evidence of a MNAR process, but the removal of just two cows from the dataset
altered the conclusions and resulted in no evidence being found [41, 129]. Molen-
bergs and Kenward (2007) demonstrated how, for the case of incompletely observed
longitudinal data, any MNAR model could be reformulated as a MAR model which
proved the same fit to the observed data but that could potentially leads to different
conclusions [41]. They also, via the use of simulations, summarise the behaviours
of a likelihood ratio test statistic used test for a MNAR mechanism in a selection
model, and illustrated its atypical behaviour and particular sensitivity to the pres-
ence of any unusual longitudinal profiles in the data [41]. Due to these limitations
of MNAR models, they should not be used to conduct primary analyses of data
and instead used in a sensitivity analysis designed to reflect plausible missingness
mechanisms.
2.3 Summary
In this chapter a range of models applied to longitudinal data were described and
methods used for handling incomplete data discussed. Methods described in this
chapter are referred to throughout the remainder of the thesis. In Chapter 3 trends
in the use of these methods are described. The methods of two studies used to
explore the impact of missing data in the South London Stroke Register are pre-
sented in Chapter 5 with the results of the first study in Chapter 6 and the second
in Chapter 7. In the first study the impact of missing data on estimates of the
prevalence of poor outcomes after stroke was explored and analyses conducted us-
ing complete cases, available cases, inverse probability weighting, single imputation
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methods (mean, median, regression and hot-deck) and multiple imputation imple-
mented using chained equations. In the second study a series of models were fitted
to the whole SLSR dataset which make differing assumptions about the missing data
mechanism. The models used were GEEs, weighted-GEE, MI-GEE, random effects,
shared parameter and pattern mixture models.
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Chapter 3
Review: Trends in the publication
and application of missing data
methods
3.1 Abstract
Background: Missing data are common in clinical studies, particularly those fol-
lowing subjects over time. With increasingly powerful hardware and software the
number and complexity of methods for handling missing data have increased dra-
matically. Many studies still apply methods which can lead to biased and imprecise
results if the data are not missing completely at random.
Methods: A review was conducted to identify longitudinal studies applying miss-
ing data methods and articles describing missing data methods. Articles published
up to the end of 2009 were included.
Results: The use of multiple imputation(MI) and mixed models increased rapidly
after 2005. However, last observation carried forward (LOCF) was common in trials
with the numbers published increasing year on year. LOCF was also increasingly
used in observational studies and other single imputation methods used in both
study types.
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Conclusions: Methods such as MI were increasingly applied to deal with missing
longitudinal data but sub-optimal single imputation methods which lead to substan-
tial bias remained popular.
3.2 Introduction
The appropriate handling of missing data is of concern in both longitudinal epi-
demiological studies and clinical trials with dropout rates of up to 50% not unusual
in either [2, 130]. Despite the range of, and advances made in, methods for han-
dling missing data available (see Chapter 2 for a detailed description of methods),
researchers are thought to often choose methods due to their familiarity or simplic-
ity [39]. Consequently, methods such as complete case analysis and last observation
carried forward continue to be applied in the analysis of longitudinal data despite
their limitations.
There are numerous reviews which aim to describe missing data methods in a man-
ner which makes them accessible to applied researchers (see for example, [131–133] ).
Further, many of the modern missing data methods can now easily be implemented
using standard statistical software. For example, the PROC MIXED command to
fit linear mixed models in SAS has been included since 1996 [134] while similar
commands were added to Stata in 2005 [135], SPSS in 2001 [136] and R via several
packages including the lme package first released in 1999 [137] followed by lme4 in
2003 which has been under continuous development since [138,139]. Multiple impu-
tation can also easily be handled, with routines available in SAS since 2001 [140],
R since at least 2006 [114,141], SPSS since 2008 [142] and in Stata since 2004 [143]
with improved commands introduced in 2011 [144]. Although possible to fit mixed
models and carry out multiple imputation prior to the release dates, these packages
simplified the process making them more attractive and accessible.
It is widely acknowledged that the ‘best’ missing data method will vary from study
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to study [40]. And while methods have been repeatedly described in detail with il-
lustrated examples, there is limited literature available to aid applied researchers in
deciding on the most appropriate methods for individual studies [131]. Many stud-
ies do exist which compare the performance of different methods, though these tend
to focus on missing continuous data. However, findings differ from study to study
with some concluding complete case analyses lead to less bias than other methods in
some situations [145] while others show all methods other than MNAR models to be
associated with substantial bias when the data are MNAR [146]. Additionally, the
majority use simulated data which may make it difficult for researchers to determine
how the findings will impact their own analyses.
Historically there has been limited guidance on how missing data should be han-
dled and reported in trials and epidemiological studies published in peer reviewed
journals. The CONSORT guidelines, which provide a checklist for the reporting
of clinical trials, require dropout to be detailed but do not provide guidance on
handling of missing data in analyses [147]. The ICH (International Conference on
Harmonisation of Technical Requirements for Registration of Pharmaceuticals for
Human Use) guidelines, which cover all aspects of conducting clinical trials, are also
unable to offer any guidance [148,149]. In ICH E9 Statistical Principles for Clinical
Trials, it is stated that effort should be made to avoid missing values. Where this
is unavoidable ‘sensible’ methods should be used. It is stated that missing values
should be avoided as far as possible but ‘Unfortunately, no universally applicable
methods of handling missing values can be recommended’. In 2008 the Food and
Drugs Administration (FDA) in the United States commissioned a report, which
was published in 2010, from the National Research Council to provide recommenda-
tions for reducing and handling missing data in clinical trials [150,151]. This report
provides more detailed guidance on handling unavoidable missing data in phase III
trials. They recommend researchers should first develop a plausible set of assump-
tions regarding the missing data mechanism, and then run an analysis which would
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be valid under this assumption. This should then be followed up with a series of
sensitivity analyses which allow for departures from the assumed missing data mech-
anism, using methods such as pattern mixture modelling where appropriate [150].
In the publication of observational studies, many journals (including the British
medical journal and the Lancet) now require studies to follow criteria set out in
the STROBE guidelines [152]. STROBE suggest the researcher explain how missing
data were addressed but no guidance is given on what methods might be appropriate.
Although these guidelines do not suggest which methods should be applied, some
authors have published suggested guidelines to aid researchers and ensure methods
are appropriately applied and reported. For example, Sterne et al. (2009) provide
a set of guidelines for the appropriate use and reporting of multiple imputation,
published in the British Medical Journal [97]
A number of reviews of the use and reporting of missing data have set out to de-
termine the extent to which appropriate missing data methods are applied and to
determine whether this has changed over time with the advances in missing data
methodology [3, 153–156]. In 2012 Karaholios et al reported results of a review of
the reporting of missing data in large (¿1000 participants) cohort studies indexed in
PubMed and published between 2000 and 2009 [3]. Of the 82 included studies, 45
used complete case analysis only, seven used last observation carried forward, five
used multiple imputation and 14 did not describe the method used. Missing data
were also poorly reported with only 35 reporting the amount of missing data at each
follow-up and only three provided details of the reasons for missing data. STROBE
guidelines recommend amount and reasons for missing data at each follow up are
fully described, but even after their publication in 2007 only one (of nine) studies
fully met all criteria described by STROBE.
A study by Jelicic et al. looked at reporting practices in a sample of longitudi-
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nal studies in psychological journals published between 2000 and 2006 [155]. Very
few were found to apply any missing data methods. Of 57 articles that reported
missing data, 84% used complete or available case analyses, 12% used maximum
likelihood approaches, one used multiple imputation and one other used a single
imputation method. The studies using maximum likelihood were spread across the
whole time period giving no evidence of a change in the use of missing data methods.
Another study, focusing on the handling of missing data in educational research
compared articles published in 1999 and 2003 [154]. While the proportion of articles
reporting the presence of missing data doubled, there was little difference in the use
of missing data methods. Again, the majority applied complete or available case
analyses. Only six of the 223 articles published in 2003 used multiple imputation or
maximum likelihood methods.
The use of methods in randomised controlled trials (RCTs) with missing outcome
data, published one year later in 2004, in the Journal of the American Medical Asso-
ciation, the New England Journal of Medicine, the British Medical Journal and the
Lancet was reviewed by Wood et al. [153]. In 37 trials which repeatedly measured
the outcome, around half used a complete case analysis. A further 19% used last ob-
servation carried forward and 11% used a worst case imputation. Only 14% applied
a repeated measures analysis (such as GEE or mixed-models) using all observed data.
The same four journals were examined in a review of the use of multiple impu-
tation in medical research [156]. Here all articles published up until the end of 2008
were considered. A total of 49 RCTs and 50 other studies (the majority of which
were retrospective reviews) were identified which used multiple imputation, with a
substantial increase observed between 2005 and 2008.
These studies suggest low use of methods other than complete or available case
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analysis and last observation carried forward up to 2004, with the use of multiple
imputation appearing to have increased since 2005. However, these studies have
included articles published over short periods of time and in a limited number of
journals, making it difficult to determine the extent to which methodological de-
velopments in missing data methods have led to a change in the choice of methods
used in routine data analysis.
A review was conducted to summarize the use of methods over time in longitu-
dinal studies since 1987 when Little and Rubin’s book “Statistical Analysis with
Missing Data” [38] was published. Prior to the publication of this book very little
consideration had been given to missing data and it was not until after its publi-
cation that the development of methodology began to pick up pace. The methods
and results of this review are presented in the remainder of this Chapter.
3.3 Aim
The aim of this study was to investigate whether the advances in missing data
methodology have translated into an increase in more advanced missing data meth-
ods being used in practice.
3.4 Methods
To achieve this aim a search of all literature published between 1st January 1987
and 31st December 2009 was carried out to identify any articles appearing in peer-
reviewed journals relating to either the development of methods for handling missing
data or longitudinal studies which routinely applied one or more of the methods
described in detail in Chapter 2.
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3.4.1 Literature identification
Searches of online databases were carried out to identify relevant literature. Data
were extracted from PubMed, Embase/Medline and from Web of Science in January
2010. Using PubMed, Embase and Medline it was only possible to conduct searches
of titles, abstracts and keywords. Using Web of Science full texts of articles were
searched.
The search terms applied to all three databases are summarised in Table 3.1. Arti-
cles, either describing or applying one or more missing data methods, were extracted
if they included data from an appropriate source (column 1) OR of a specified type
(column 2). They were also required to mention missing data (column 3) AND the
use of a method appropriate for handling the missing data (column 4). Other varia-
tions of the terms included in the table were also used, where appropriate, to ensure
alternative spellings and phrasings were included. For example, LOCF, Last Obser-
vation Carried Forward and Last-Observation-Carried-Forward. All of the methods
listed in the 4th column are described in full in Chapter 2.
A single search was used to identify papers describing methods and the application
of methods. This means that articles describing methods must have been identified
as being suitable for data arising from one of the sources, or of a specific type, listed
in Table 3.1. While there may be further methods or description of methods with
application to other types or sources of data, it is unlikely that methods which had
never been described in the context of longitudinal data would be routinely applied
to such data. Therefore, a single search was deemed to be sufficient to identify
articles relating to longitudinal data with incomplete follow-up and which either
described or applied one or more of the missing data methods of interest.
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Table 3.1: Overview of search terms used to identify articles reporting use or devel-
opment of missing data methods
Data Source Data type Missing Data Method
Register Longitudinal Missing Complete case
Registry Follow up Incomplete Available case
Survey Dynamic Attrition LOCF
Observational Panel Drop out Imputation
Trial Repeated measures Lost to follow up Multilevel
Experiment Prospective Withdrawal Mixed effects
Cohort Growth curves Retention Random effects
Response GEE
Noncompliance Maximum likelihood
Compliance Shared parameter model
Adherence Selection model




Note: Additional terms were included for alternative spellings or specification of the broad terms
above, e.g. “Follow-up” and “Followup” were included in addition to “Follow up”.
Abbreviations: LOCF last observation carried forward, GEE generalised estimation equations, EM
expectation maximisation, MCMC markov chain monte carlo, MCAR missing completely at random,
MAR missing at random, MNAR missing not at random.
3.4.2 Inclusion criteria
Following identification of articles, they were eligible for inclusion in the study if
they met one of two sets of inclusion criteria. The first identifies articles relating to
the development of missing data methods while the second focuses on the applica-
tion of missing data methods to longitudinal studies.
Inclusion criteria: Studies relating to methods for missing data
Articles were included if they provided a description of, or focused on, the develop-
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ment or performance of methods for handling missing data suitable for application to
longitudinal studies. More specifically, articles of the following nature were included:
• General reviews of missing data methods,
• Reviews of use of missing data methods in specific research areas (e.g. Quality
of life studies),
• Proposals of new missing data methods,
• Extensions or validations of existing missing data methods or
• Comparisons of multiple missing data methods (using simulated or empirical
data).
Only articles published in the English language were included.
Inclusion criteria: Applications of missing data methods
Articles reporting the use of missing data techniques in the routine analysis of stud-
ies following participants over time were included. More specifically, articles were
required to meet the following criteria for inclusion:
• Repeated measurements taken on two or more separate occasions
• Human participants
• Missing data reported
• At least one method, other than complete or available case analysis, for han-
dling missing data used.
Studies in which repeated measurements were made during a single data collection
session or not on humans were excluded in order to gain an overview of the use of
methods in studies in which non-random dropout or loss to follow-up was possible.
Again, only articles published in the English language were included.
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3.4.3 Data extraction
All identified literature was reviewed to determine eligibility using the above criteria.
Initially titles were surveyed and any articles which clearly did not meet inclusion
criteria from the title were excluded. For the remaining articles, the abstract was
first used to identify those which met the inclusion criteria and, where the abstract
provided insufficient information, the full text was consulted.
A database was created in Microsoft ACCESS to aid coding of the articles. All
articles were initially defined as ‘not eligible’, ‘method’ or ‘application’. Where an
article was not eligible, the main reason was provided. For ‘methods’ articles, all
missing data methods discussed were recorded. The nature of the article was also
recorded as one of the following: general review, review specific to a research area,
description of new or extension of existing methods or comparison of methods. In
the ‘application’ group, all missing data methods applied in the study were recorded
and the source of the data (i.e. trial or observational study) also noted.
3.5 Analysis
Data were exported into STATA 11ME. The frequency of method and application
articles were calculated by year of publication. Histograms were constructed to
assess trends in the development and use of each missing data method over time.
Comparisons were also made between the use of methods in studies with data arising
from clinical trials and those from other observational studies.
Crude estimates of the total number of all observational studies and randomised
controlled trials (RCTs) published over the same time period were extracted using
an online trend database (http://dan.corlan.net/medline-trend.html). The database
provides the total number of articles, by year of publication, indexed in medline and
meeting a set of inclusion criteria. To identify RCTs articles (randomi* AND con-
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trolled AND trial) was used as a search strategy and ((observational OR cohort OR
regist* OR survey) AND (follow up OR longitudinal OR panel OR repeated mea-
sures)) to obtain estimates for observational studies. Bar charts were constructed
to allow comparisons between publication rates of studies which applied missing
data methods and the overall numbers published. These data were extracted in
July 2011 and contained all articles published from 1st January 1987 to the 31st
December 2009.
3.6 Results
The results of the electronic database searches are summarised in the flow diagram
in Figure 3.1. Across all three databases, a total of 11094 articles were identified,
of which 8534 were unique. Nine hundred and twelve articles related to the de-
velopment of missing data methods and 1687 were studies which applied one or
more of these methods. Table 3.2 summarizes the main focus of the remaining 5935
articles that were not included. The most common reason was that they were sys-
tematic reviews or meta-analyses. Descriptions of statistical methods not directly
related to the missing data problem or not applicable to analysis of longitudinal
data were common. Meanwhile, case studies and small case series, in which out-
comes are summarised using a series of rates and proportions, and studies not on
human participants, and so not subject to random dropout, were also frequently
excluded.
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Figure 3.1: Flow diagram of study selection for inclusion in review
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Table 3.2: Reasons for exclusion
Reason N Reason N
Methodological Not Human
Not missing data methods 637 Animal 286
Not applicable to longitudinal data 112 Environmental 80
Sample size and power calculations 25 Other 534
Reviews Other
Systematic review and meta-analyses 1011 Dynamic Models 60
Other reviews and consensus statements 230 Cost 231
Follow up studies Cellular 52
Adherence to interventions 26 Audit 22
Administrative databases 100 Time Series 148
Case Series 552 Genetic/Microarray 111
Case Study 182 Sensitivity/Specificity 145
Complete case analysis only 254 Other 398
No missing data reported 107
Single data collection point 518
Survival analysis 95
The total number of application and method papers using or describing various miss-
ing data methods are summarised in Table 3.3. The most common method to be
both described and used in practice was mixed model analysis which was included in
22.8% of the method articles and used in 45.6% of the applications. Last observation
carried forward (LOCF) was the second most commonly applied method, being used
in 39.2% of studies. However, it featured in only 6.4% of the method articles and
the majority focused on the limitations of the method. Conversely, more advanced
and computationally intensive methods, such as likelihood based approaches and
MNAR models, featured in 12.9 and 12.5% of the method papers but were applied
in only 0.8 and 1.7% of studies, respectively.
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Other Imputation 68(7.5%) 58(3.5%)
Multiple Imputation 110(12.1%) 119(7.1%)
Generalized Estimating Equations 46(5.0%) 24(1.4%)
Mixed models 208(22.8%) 766(45.6%)
Other likelihood based 118(12.9%) 14(0.8%)
MNAR models 114(12.5%) 28(1.7%)
Other 223(24.5%) 37(2.2%)
Abbreviations: LOCF last observation carried forward, MNAR missing not at
random.
The proportion of all 912 method articles and 1687 applications published by cal-
endar year are displayed in Figure 3.2. While the number of methodological studies
has increased linearly over time since 1987, the number reporting the routine use
of these methods has grown exponentially, with the majority of the studies being
published after 2000 highlighting the delay between methods being developed and
being adopted into routine data analysis.
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Figure 3.2: Distribution of articles reporting the development and application of
missing data methods over time
This trend is further highlighted in Figures 3.3 to 3.8 which illustrate the publication
rates by calendar year for the six most commonly applied missing data methods:
last observation carried forward, other single imputation methods, multiple imputa-
tion, mixed models, generalised estimating equations and MNAR models. For each
of the missing data methods, the publication rate of method articles shows a steady
increase while the number of applications increases at a more rapid rate, starting
several years after the initial increase in the number of method papers. While there
has been an increase in modern missing data methods such as multiple imputation
and mixed model analysis, the application of last observation carried forward and
other single imputation methods are also continuing to increase.
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Articles which included examples of applications of missing data methods were di-
vided into two broad groups, namely clinical trials and observational studies, accord-
ing to the source of the data used in the study. Figure 3.9 displays the distribution
of studies over time by source of the data and indicates similar increases in obser-
vational studies and trials.
While the number of studies applying methods increased rapidly since 2000, this
could potentially be due to an overall increase in publishing rates. As it was not
feasible to include all longitudinal studies in this review, a search of all articles
published since 1987 and indexed in MEDLINE was conducted to provide crude es-
timates of overall publication rates. In total 68417 observational studies and 336268
randomised controlled trials were identified. The distributions of these studies by
publication year is provided in Figure 3.10. While the proportion of studies re-
porting missing data methods grew exponentially, with almost 20% of trials and
observational studies which used at least one method being published in 2009, the
rate of increase in the total number published was less steep. Publication of ob-
servational studies increased at a steady rate, before increasing more rapidly after
2000. However, 2009 studies made up less than 15% of the total. The increase
in publication of trials followed a linear trend increasing at a slower rate than the
increase observed in studies applying a missing data method. This suggests that the
number of studies applying one or more method as a proportion of the total number
published has increased over time.
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Figure 3.9: Distribution of observational
studies and trials reporting applying miss-
ing data methods
Figure 3.10: Distribution of all observa-
tional studies and trials indexed in MED-
LINE
The distribution of articles by missing data method and source is presented in Fig-
ures 3.11 to 3.16. Few observational studies used last observation carried forward,
but those that did apply this technique were published towards the end of the study
period, whereas, its use has continued to increase in clinical trials. The earliest
studies applying multiple imputation were all observational, however, its use is now
increasing in both trials and observational studies.
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Figure 3.17 illustrates the proportion of articles from trials and observational studies
which applied each of the included methods. While last observation carried forward
was applied in around 65% of trials, it was used by fewer than 5% of observational
studies. Meanwhile, mixed-effects models were the most common method in obser-
vational studies, but they featured far less in trials.
Abbreviations: LOCF last observation carried forward, MI Multiple imputation, GEE generalised estimating equa-
tion, MNAR missing not at random
Figure 3.17: Comparison of methods used in trials and observational studies
3.7 Discussion
The articles included in this review highlight both the increased attention given to
missing data in the methodological literature and the increasing use of the methods
in the analysis of longitudinal studies.
The use of multiple imputation, mixed models and generalised estimating equa-
tions were all observed to rapidly increase after 2005. This is likely aided in part
by the availability of routines to implement these methods in most statistical soft-
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ware packages by this time. While it is encouraging to see these increases, concerns
have been highlighted about the quality of reporting of multiple imputation making
it impossible to determine whether the method has been correctly applied [156].
While multiple imputation can reduce bias and improve efficiency of analyses, when
the imputation model is incorrectly specified they can produce poorer results than
a simple complete case analysis [74, 145]. It is therefore important to ensure that
methods applied to missing data are fully reported to allow readers to assess the
appropriateness of the analyses for themselves.
Last observation carried forward and other single imputation methods were also
observed to be increasingly applied, particularly in the analysis of clinical trials.
Only 6% of the methodological literature identified discussed the use of last ob-
servation carried forward and the majority of these highlighted its limitations and
the potential bias associated with its use [88, 89, 94]. Instead they suggested other
methods, such as mixed models or generalised estimating equations, might be more
appropriate. It was therefore surprising to observe an increase in its use, even after
other methods became easily accessible.
Models suitable for data MNAR were described in 13% of the identified methodolog-
ical studies. However, very few applications of these models were observed. This
may be in part a result of the complexity associated with fitting these models [122]
and slow integration into standard software packages. However, they can provide
a useful approach to sensitivity analyses [88] when it is suspected that data may
be MNAR and so further work to ensure such techniques are accessible could help
integrate them into routine analyses.
It was not possible to include all longitudinal studies with missing data in the anal-
ysis to examine trends in the use of complete or available case analyses due to the
volume of such studies published. Crude estimates of the number of clinical trials
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and observational studies showed that the number of studies reporting an applica-
tion of missing data methods has increased at a more rapid rate than the overall
publication rate. This implies that the proportion of all studies applying a method
is increasing over time. This is encouraging and suggests that the recently increased
focus in the methodological literature on missing data methods has led to greater
awareness of the impact of missing data in the routine analysis of longitudinal stud-
ies.
As overall numbers of studies published has increased, the total number published
each year using complete or available case analysis is also likely to be increasing. It is
therefore important to ensure that researchers have sufficient information available
to them to determine which methods are appropriate for use in their own analyses.
A further limitation of this study was the reliance on electronic databases to identify
studies which specified the use of a missing data method. Using PubMed, Embase
and MEDLINE it was not possible to conduct searches of the full text of articles,
though in Web of Science full texts were searched. It is therefore likely that some
articles indexed in the database, which do not mention missing data methods in
the abstract, may have been missed. With increased awareness of missing data it is
possible more recent studies may be more likely to mention the method of analysis
in the abstract. Previous smaller reviews of the use of missing data methods, which
used detailed searches of specific journals, reported trends similar to those observed
in this study [153–156], suggesting the impact of any change in the likelihood of
missing data methods being reported in the abstract is likely to be small.
The work presented here was carried out in 2010-11 with articles published un-
til the end of 2009 included. Since this time, access to methods and software for
handling missing data have become more widely available. Further, the number of
studies published every year was shown to be growing exponentially. Therefore ex-
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panding the review to take account of new articles would not be feasible due to the
expected volume of recent studies. Despite the increasing availability of methods,
a more recent review of trials published in the BMJ, JAMA, Lancet and the New
England Journal of Medicine in between July and December 2013 revealed that the
majority of trials with missing outcome data continue to rely on complete case or
single imputation methods [6]. Model based approaches were used by just 19% of 73
trials reporting missing data and multiple imputation by 8%. Sensitivity analysis
was applied in 35% of the trials, but in almost all cases the assumption about the
missing data mechanism underpinning the sensitivity analysis was the same as the
main analysis.
A review of the reporting and handling of missing data in articles published in
three leading epidemiology journals in 2010 revealed that complete case analysis
was by far the most common method of analysis, used in 81% of the studies [7].
Although this review did not distinguish between cross-sectional and longitudinal
studies, it revealed that as in RCTs, the use of complete case and single imputation
methods were still prominent in epidemiological studies. Fourteen percent of studies
used single imputation methods, 11% reported a sensitivity analysis and multiple
imputation, maximum likelihood estimation and inverse probability weighting were
reported by 8%, 2% and 3% of studies respectively.
Studies in which multiple methods are applied and compared across a range of sce-
narios can be useful in illustrating the strengths and weaknesses of different methods
in different situations. Many existing comparative studies focus on continuous miss-
ing data making choice of method more difficult when missing data are binary or
categorical, despite such data being common in medical research. Further, many
studies that do exist use simulated data and tend to represent studies that are very
simplistic in design and lack the complexity often seen in real datasets. Simulation
studies mean that the performance of methods can be assessed by comparing results
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to a known true value. Comparative studies that use real datasets are only able to
compare results of methods to each other and can’t assess bias as ‘true’ values are
unknown. The remainder of this thesis focuses on the comparison of methods for
non-continuous outcomes using a combination of real data and simulations with the
aim of illustrating the impact of missing data and the performance of methods when
applied to a large longitudinal cohort study.
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Chapter 4
Missing data in the South London
Stroke Register
4.1 Abstract
Background: The South London Stroke Register (SLSR) is a population based
register of all first ever strokes in a defined area of South London. Participants are
followed up three months and annually after stroke but typically only two thirds of
those eligible complete each follow-up. The patterns, predictors and impact of the
resulting missing data have not been fully explored.
Methods: In this chapter the data collection tools and methods used by the SLSR
are described in detail. Exploratory analyses were then carried out to identify and
describe patterns and predictors of missing follow-up data.
Results: Non participation at follow-up was not completely random with age and
stroke severity both associated with incomplete follow-ups. Disability and activity
level after stroke were lowest in those dropping out soonest and deteriorated rapidly
in the follow-ups prior to dropout or death. Dropout was also more likely closer to
death.
Conclusions: It is highly likely that current disability and activity levels at a given
follow-up are associated with likelihood of participation and it is possible that the
92
CHAPTER 4. MISSING DATA IN THE SOUTH LONDON STROKE
REGISTER
missing follow-up data are missing not at random (MNAR).
4.2 Introduction
The South London Stroke Register (SLSR) is a longitudinal population based study
collecting information on all first in a lifetime strokes in a defined area of south
London. Participants are followed up at three months, one year and then annually
after stroke. At any given time point, between 30 and 40% of participants who are
still alive do not complete the scheduled follow-up.
Over 200 papers using SLSR data have been published with many focusing on out-
comes after stroke such as cognitive impairment [157–159], incontinence [160, 161],
anxiety [158], depression [158, 162], disability [158], inactivity [158], health related
quality of life [163], recovery [164], epilepsy [165], prevalence of other known risk
factors for stroke [166] and risk factor management [167]. Almost all of the SLSR
studies on stroke outcomes have conducted an available case analysis with miss-
ing data not taken into consideration. Many do report comparisons between the
baseline characteristics of those who had incomplete data and those who did not to
identify where potential biases may arise. However, the extent to which the incom-
plete follow-up may be biasing findings has not been explored, nor has the ability
of existing methods for handling missing data to correct for such biases.
To address this, in this thesis, two studies were conducted to investigate the poten-
tial impact of missing follow-up data and to compare the performance of methods
for handling the missingness; the methods and results are presented in chapters 5
to 7. To inform the design of these studies exploratory analysis of the SLSR was
carried out first to meet the second objective of this thesis. In the first half of
this chapter an overview of the methods used and data collected by the SLSR is
presented. This is followed by results of exploratory analyses of the SLSR dataset
focusing on patterns and predictors of incomplete follow-up.
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4.3 Background: definition and impact of stroke
Stroke is defined by the World Health Organisation (WHO) as “rapidly develop-
ing clinical signs of focal or global neurological deficit, lasting more than 24 hours
or leading to death, with no apparent cause other than of a vascular origin” [168].
Around 80-85% of strokes are ischaemic strokes which are a result of a blockage in
the blood supply to the brain [169,170]. In other cases primary intracerebral haem-
orrhage [PICH] causes a bleed within the brain; these cases account for around 10%
of all strokes. The remaining 5% are subarchnoid haemorrhages [SAH] resulting
from a bleed from a vessel just outside the brain [169,170]. More severe strokes and
greater mortality rates are associated with PICH [171,172] and SAH [172] compared
with ischaemic stroke.
Worldwide in 2010, around 17 million people had a first ever stroke, 6 million died
from stroke and over 33 million were estimated to have survived a stroke sometime
in the past [173]. Compared to 1990, these were increases in absolute numbers of
68%, 26% and 84%, respectively [173]. Globally, the overall incidence of stroke has
remained stable over the past 20 years while mortality rates have decreased, with
the increases in absolute numbers resulting from shifts in the demographic struc-
ture of the population [173]. Significant differences exist in trends observed in high
compared to middle and low income countries. The incidence was greatest in mid-
dle and low income countries and increased, though non-significantly, by 12% (95%
confidence interval -3 to 22%) between 1990 and 2010. In high income countries
during the same time period incidence decreased by 12% (6-17%) [173]. However,
with an ageing population and improved survival after stroke, even with this decrease
in incidence the prevalence rate rose by 27% (14-38%) in high income countries [173].
In the United Kingdom [UK], stroke was the second leading cause of death in 2010,
accounting for 8.8% of all deaths [174]. Here, the treatment of stroke accounts
for around 5% of the total NHS health budget. When treatment and loss of pro-
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ductivity are combined, it has been estimated that stroke costs the UK 8.9 billion
annually [175]. Accurate estimation of the burden of stroke is important to enable
efficient planning of healthcare budgets and services. Such estimations rely on data
from a variety of sources with unbiased estimates from population samples providing
a vital contribution when assessing the burden of stroke worldwide [158,176].
The SLSR is one such population based study and has recorded all strokes in a
defined geographical region continuously since 1995. Data collected has been used
to demonstrate a decrease in stroke incidence in the UK of approximately 40% be-
tween 1995 and 2010 [177]. The mortality rate after stroke also reduced by 40%
when data from participants with a stroke in 2007 to 2010 were compared to that
from 1995 to 1998 [172].
The inner city position and source population of the SLSR, which consists of approx-
imately 56% white, 25% black and 19% other ethnic groups, has enabled researchers
to focus on differences between white and black populations. An early analysis of
data collected between 1995 and 1996 found those from black ethnic groups were
over twice as likely to have a stroke compared to white [178]. When trends in inci-
dence over time were broken down by ethnicity it was also found that between 1995
and 2010 the decrease in incidence was significant in whites only [177]. While people
of black ethnic origin were most likely to have a stroke, they have also been shown
to be more likely to survive, even after adjusting for age and other confounding
factors [172,179]. Other findings from the SLSR have highlighted ethnic differences
in stroke risk factors [180], type of stroke [180] and in access to acute and rehab
stroke care [181].
Participants in the SLSR are followed up annually after stroke and this data has
been used to contribute to the understanding of the incidence, prevalence, and pre-
dictors of adverse outcomes after stroke, including recurrent stroke [182], cognitive
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impairment [157–159], incontinence [160, 161], epilepsy [165],anxiety [158], depres-
sion [158,162], disability [158] and inactivity [158].
While the population based nature and length of both recruitment and follow-up
are obvious strengths of the SLSR, one of the biggest potential limitations is the
possibility of bias being introduced due to participants being lost to follow-up. Ap-
proximately 40% of follow-ups are missed by participants still alive at that point.
Much of the work described above has used data from participants who have com-
plete information; there is therefore a need to determine whether the incomplete
data leads to bias and, if so, what the best method of dealing with this is. The
following section describes the methods used to maximise completeness of data and
summarises information collected by the SLSR, with the issues surrounding missing
data described in detail in section 4.5.
4.4 SLSR data collection methods and tools
4.4.1 Source population and identification of participants
The area covered by the South London Stroke Register consists of 22 wards in the
North of the boroughs of Lambeth and Southwark in South London (Figure 4.1).
The population of the area is ethnically diverse. At the time of the 2011 census the
total population was 357,308 individuals of which 56% were of white ethnicity, 25%
black (14% black African, 7% black Caribbean, 4 % black Other), 6% Asian and 12%
other ethnic groups (according to the Office of National Statistics census definitions).
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Figure 4.1: SLSR catchment area
Participants are eligible to be included in the SLSR if they meet the following broad
criteria:
• First in a lifetime stroke since 1st January 1995.
• Usual residence at the time of stroke is within the SLSR area.
• Stroke confirmed using WHO definition [183].
To ensure that all cases of stroke in the area are identified, multiple overlapping
sources of notification are used. Using capture-recapture models, it has been esti-
mated that between 75 and 84% of stroke cases in the area are identified by the
register [184].
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4.4.2 Baseline data collection
The SLSR uses specially trained fieldworkers to collect data at baseline, as soon as
possible after the initial stroke event. Data collected includes demographic charac-
teristics, prior to stroke risk factors and prescribed medications, stroke symptoms,
severity and subtype, location and type of care received, newly diagnosed risk fac-
tors and medication use at discharge. The list below provides a summary of the
data collected at baseline which is used in the analyses described later in this thesis.
These factors were selected as previous SLSR studies have identified them as likely
to be associated with completeness of follow-up and/or outcomes after stroke.
• Age at stroke onset
• Ethnicity - self-reported ethnic group using 2001 census definitions and cate-
gorised as white, black, other or unknown in the remainder of the thesis
• Gender
• Stroke Severity - measured using the Glasgow Coma Score [GCS] (where higher
scores represent greater degrees of consciousness) and Barthel index (at 7-10
days after stroke)
• Stroke Subtype - defined using WHO criteria [183] and classified as ischaemic
stroke, primary intracerebral haemorrhage [PICH], subarachnoid haemorrhage
[SAH] or unknown/unclassified [178,184].
4.4.3 Follow-up data collection
All surviving participants are followed up three months and annually after stroke.
Trained fieldworkers conduct face to face interviews with participants where possi-
ble. The majority of data are collected using face to face interviews but when that
is not possible, a postal version of the questionnaire is used instead. The most com-
mon reasons for the use of postal questionnaires are that the participant has moved
out of the area or that it is more convenient, particularly for younger participants
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who may be employed.
At all follow-ups information is collected relating to: service use (for example,
contact with a general practitioner or specialist doctor and continuation of reha-
bilitation therapies), newly diagnosed risk factors and prescribed medications and
other outcomes measured using standardised scales, each of which are summarised
below.
4.4.3.1 The Barthel Index
The Barthel Index [BI] assesses a participants’ ability to carry out activities of daily
living [185] and has been included in all SLSR baseline and follow-up data collection
forms since the register began. It consists of 10 items each assigned a score from
0 to 1, 2 or 3. These are then summed to give a total score ranging from 0 to 20.
The items included in the BI look at whether assistance is required with walking,
dressing, climbing stairs, bathing, grooming, toilet use, transfers (for example, from
bed to chair) and feeding, or whether there is any faecal or urinary incontinence.
Higher scores on the BI indicate greater levels of independence in carrying out
of activities of daily living, with 20 indicating full independence. The BI is often
categorised for analysis grouping participants by degree of disability in the following
way:
• BI = 20: Independent
• BI = 15-19: Mild disability
• BI = 10-14: Moderate disability
• BI = 0-9: Severe disability [186]
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4.4.3.2 The Frenchay Activities Index
The Frenchay Activities index [FAI] is a measure of extended activities of daily liv-
ing [187] and has been included in all SLSR follow-up forms. While the BI measures
what a participant is capable of doing, the FAI assesses what they actually do. A
score, ranging from 0 to 3, is assigned to each of 15 items according to the frequency
with which an activity has been undertaken in the previous three or six months.
The activities considered cover domestic chores (such as preparing meals and wash-
ing clothes), leisure/work activities (such as reading a book) and outdoor activities
(including travel outings and walking outside). Scores from each item are summed
to give a total score ranging from 0 to 45 with higher scores indicating greater ac-
tivity levels. The FAI can be used to categorise participants according to activity
level as:
• FAI = 0-15: Inactive
• FAI = 16-30: Moderately active
• FAI = 31-45: Active [188]
4.4.3.3 Hospital Anxiety and Depression Scale
The Hospital Anxiety and Depression Scale [HADS] is a 14 item screening tool orig-
inally designed as a screening tool for use in hospital patients [189] but it has also
been validated for use in stroke patients [190]. Each item on the scale forms part
of either an anxiety [HADS-A] or depression [HADS-D] domain. Items are scored
from 0 to 3 and are summed within each domain to give a score from 0 to 21.
A review of studies applying the HADS found a score of more than 7 in the corre-
sponding domain to be the optimal cut-off for identifying probable cases of anxiety
or of depression [191].
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The HADS was added to SLSR follow-up data collection forms in 1997 and has
been used in all follow-ups since that time.
4.4.3.4 Abbreviated mental test and Mini-mental state exam
Level of cognition is recorded in the SLSR at both baseline and follow-up. Up until
1st January 2000 all assessments were carried out using the mini-mental state exam
[MMSE] [192] and since then using the abbreviated mental test [AMT] [193].
The MMSE is scored on a 30 point scale and takes up to 10 minutes to complete [194]
while the AMT is much shorter, consisting of 10 simple questions each awarded 1
point if answered correctly [193]. Low scores on either scale can be used to identify
participants with cognitive impairment; SLSR participants with an AMT <8 [195]
or an MMSE <24 [196] are classed as being cognitively impaired.
4.4.3.5 SF-12 and SF-36
Health related quality of life [HRQoL] is assessed at follow-up in the SLSR. Prior to
1st March 1999, the SF-36 (36-Item Short Form Health Survey) [197] was used before
switching to the shorter SF-12 [198]. The SF-12 or corresponding 12 items from the
SF-36 can be used to produce a mental health and a physical health summary
score [197–199]. These scores range from 0 to 100, with higher scores indicating
better HRQoL. In the general population the summary scores have a mean of 50
and a standard deviation of 10.
4.4.3.6 Outcomes considered in this thesis
It is widely recognised and acknowledged that categorization of continuous data
leads to a loss of information and statistical power with the loss most severe when
data are dichotomised [42–44]. As described above, many of the outcomes used by
the SLSR are commonly categorised for analysis [43]. Other outcomes, such as re-
current stroke events, prevalence of risk factors, speech problems, incontinence, use
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of services, social support and perceived recovery are categorical in nature. Only
the SF-12 is routinely analysed in its continuous form [198]. As the vast majority of
studies of stroke outcome use either truly categorical variables or categorise scales
prior to analysis, the focus of this thesis is on handling non-continuous missing data.
In the studies described in the following three chapters, four outcomes were con-
sidered; these were disability derived from the BI, activity level derived from the
FAI and the presence of anxiety or of depression defined using the HADS-A and
HADS-D, respectively. These outcomes were selected to give a mixture of binary
and ordinal outcomes. As they are all derived from an underlying scale this also
gave the opportunity to compare methods when imputations were made on the con-
tinuous form and the categorical form. Along with cognition, they also represent
the most commonly reported consequences of stroke.
4.4.4 Recording of deaths
Details of all participants recruited to the SLSR are sent to the Health and Social
Care Information Centre (HSCIC, formerly to the Office of National Statistics) for
flagging. Official date and cause of death of any participants who have passed away
are then notified to the register on a regular basis. Occasionally fieldworkers are
notified of a death prior to receiving data from HSCIC, in which case the date (or
approximate date) of death is recorded and then updated with official records once
received.
4.4.5 Ethical approval
The ethics committees of Guy’s and St Thomas’ Hospital NHS Foundation Trust,
King’s College Hospital Foundation trust, National Hospital for Nervous Diseases,
Queen’s Square Hospital, St George’s Hospital and Westminster Hospital approved
the study. Before being registered patients or their relatives gave written informed
consent to be included on the register and followed up.
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4.4.6 My role in the SLSR
I have been employed as a research assistant on the SLSR since 2006. During
this time I have been responsible for data management and cleaning of the SLSR
data. I regularly attend team meetings and work closely with the field workers
responsible for collecting the data. I also provide support to other internal and
external researchers wishing to use the data. This includes giving guidance on
the completeness of data, identifying the data required to meet the research aims
and provide advice regarding, or carrying out, statistical analysis of the data. I
have carried out analyses or supported other non-statisticians conducting analyses
of the SLSR data and co-authored around 20 articles published in peer reviewed
journals or currently under review. I have also presented findings from the SLSR at
national and international stroke conferences. This has provided me with a thorough
understanding of the workings of the register and the issues surrounding follow-up
data collection.
4.5 Missing data in the SLSR
4.5.1 Sources of missing data
4.5.1.1 Baseline data
Overall the level of missing data among information collected at the time of stroke
is low. Much of the information required is routinely collected and recorded in
medical notes, and fieldworkers are trained to obtain information directly from the
participant or next of kin, as appropriate. Some items do have some missing data.
The items considered in this thesis as potential predictors of outcome or missing
data were previously listed in section 4.4.2. Among those, age and gender have no
missing data. Other key variables in the register, such as date of stroke, also have
no missing data.
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Ethnicity is missing for approximately 3% of participants. In the majority of these
cases it was not possible to meet the participant while in hospital and the information
was not recorded in medical records, and that they would not have taken part in a
follow-up interview where the missing data could have been collected retrospectively.
Stroke subtype is unknown for just under 10% of the register. To be included in the
register a stroke must have been confirmed; thus in these participants a stroke has
occurred but it was not possible to determine the exact subtype of stroke. There-
fore, unknown or unclassified subtype is considered to represent a distinct group of
participants and is not treated as missing.
BI at 7-10 days is missing for approximately one quarter of the SLSR participants.
However, the majority of these are participants who died shortly after stroke and so
are not included in most analyses of stroke outcome. Among those with at least one
follow-up, only 5% have missing data. Glasgow coma score, also used as a marker
of stroke severity, is missing in less than 5% of participants.
In the exploratory analyses presented in the remainder of this chapter, participants
with missing ethnicity and stroke severity measures were excluded.
4.5.1.2 Follow-up data
Missing data patterns at follow-up are complex but typical of studies following el-
derly populations [2]. There are a number of reasons why any given follow-up may
not have been completed. Although every effort is made to identify and recruit
patients to the register as soon as possible after stroke onset, a number of patients
are only notified to the register some months (and in a few extreme cases years)
after onset. This may be due to the patient having had the stroke outside the study
area, for example while on holiday, or they may not have been admitted to hospital.
The earliest follow-up points may therefore have already been passed by the time
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the patient is recruited, resulting in missed follow-ups.
At each follow-up fieldworkers are unable to contact a number of patients. This
can results from patients moving home or change of telephone details. Where pa-
tients details are found to no longer be correct, or when repeated attempts to make
contact fail, fieldworkers attempt to update records and trace the patients through
contact with GP’s, NHS tracing and by checking recent hospital records. If current
contact details cannot be obtained then the process is repeated the following year.
It is not uncommon for patients to miss several years of follow-ups before contact is
made and they then contribute further data to the study.
A small number of patients also refuse to take part in a given follow-up but still wish
to remain in the study while a small number also request that no further contact is
made and they drop out of the study and are not contacted again.
The majority of missing data are a result of follow-ups not being conducted at
all, but among those that are, item non-response can also be a problem. Most of the
data collected at follow-up can be obtained from a relative or carer if the participant
is unable to answer for themselves. The measures used to assess cognition and the
HADS cannot be obtained from a proxy. Therefore if a participant is unable to, or
has trouble answering directly, these scales in particular will be incomplete.
The second objective of this thesis was to describe the patterns and predictors of in-
complete follow-up in the SLSR. The results of the exploratory analyses undertaken
to achieve this objective are presented in the remainder of this chapter. The results
were then used to inform the design of the simulation study, described in Chapter
5.
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4.5.2 Completeness of follow-up data
Between 1st January 1995 and 31st December 2009 a total of 3617 first ever strokes
were registered by the SLSR. Figure 4.2 describes the flow of participants through
follow-up, providing the numbers included at each follow-up time point. Partici-
pants were considered ‘not eligible’ for a follow-up (and any future follow-ups) if
the specified point had not yet been reached. Participants registered later than the
date of a given follow-up are described as late notifications in the diagram. Late
notification was the reason for incomplete three month follow-ups in 409 out of 2629
(15.6%) patients alive three months after stroke. Twenty-two patients were recruited
at least five years after stroke, with one identified more than 11 years beyond the
initial event.
The number of patients surviving to each follow-up point reduced year by year.
To ensure a sufficient number of participants to explore the relationship between
completeness of follow-up and baseline sociodemographic and clinical characteris-
tics and to ensure a sufficient sample size for the studies presented later in this
thesis, only the first five years of follow-up were considered in analyses from this
point onwards. Further, to ensure all participants included were eligible for all five
years of follow-up, analyses were restricted to participants with a date of stroke
before 31st December 2005.
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Figure 4.2: Flow of SLSR participants over 15 years of follow-up
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In total 3145 participants had a stroke before the end of 2005. The status of these
patients at each follow-up point is summarised in Table 4.1. Participants were
defined as having dropped out if they missed a follow-up and completed no further
follow-ups until death or the end of the study period. Otherwise, at least one future
follow-up must have taken place and so was classed as an intermittent missed follow-
up. By five years after stroke 56% of the participants had died. Among those who
survived approximately 70% completed the early follow-ups, with the rate falling to
just below 60% by the five year follow-up.
Table 4.1: Follow-up status of SLSR patients (1995-2005)
Follow-up 3 month 1 year 2 years 3 years 4 years 5 years
All participants, n(%)
Follow-up complete 1595(50.7) 1472(46.8) 1293(41.1) 1155(36.7) 1040(33.1) 817(26.0)
Dropout 228(7.3) 183(5.8) 222(7.1) 217(6.9) 245(7.8) 318(10.1)
Intermittent Missed 437(13.9) 340(10.8) 318(10.1) 273(8.7) 228(8.7) 253(8.1)
Died 885(28.1) 1150(36.6) 1312(41.7) 1500(47.7) 1632(47.7) 1757(55.9)
Survivors only, n(%)
Follow-up complete 1595(70.3) 1472(73.8) 1293(70.5) 1155(70.2) 1040(68.7) 817(58.9)
Follow-up incomplete 665(29.7) 523(26.8) 540(29.5) 490(29.8) 473(31.3) 571(41.1)
Among participants who were alive five years after stroke, so eligible for a total of
six follow-ups, only 24.6% completed all six. A further 28.5% missed one follow-up
and 15.2% missed two. Six percent of participants known to be alive at five years
had had no follow-ups completed, and a further 6.0% had only one.
While 60-70% of survivors took part in follow-up interviews, there was also non-
response to individual items or full scales which meant that even when a follow-up
was done, some participants still had missing data. The rate of missing data in
the BI, FAI and the anxiety and depression domains of the HADS are summarised
in Table 4.2. Overall the BI and FAI are completed at the majority of follow-ups.
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Where they are incomplete, there is often only a single item missing in question-
naires completed and returned by post. However, up to one quarter of participants
at three months did not complete the HADS. While the missing BI and FAI data
are likely to be missing completely at random, the HADS is most often due to some
underlying reason which prevents the participant from being able to complete the
scale. Unfortunately, the specific reason has not been routinely recorded in the
SLSR, but it’s likely that those who do not complete the HADS are sicker than
those who do.
Table 4.2: Item non-response in the SLSR (1995-2005)
3 month 1 year 2 years 3 years 4 years 5 years
Follow-up complete, (N) 1595 1472 1293 1155 1040 817
BI, (% missing) 0.8 0.8 0.9 3.5 4.2 5.4
FAI, (% missing) 4.6 4.1 3.3 4.2 5.1 6.2
HADS-A, (% missing) 23.2 21.9 23.2 20.2 14.8 14.4
HADs-D,(% missing) 24.3 21.3 23.5 19.9 15.0 14.0
Percentages calculated using the proportion of participants who completed a follow-up
but which did provide complete data on specific scales.
Abbreviations: BI Barthel index, FAI Frenchay activities index, HADS-A hospital anx-
iety and depression scale - anxiety domain, HADS-D hospital anxiety and depression
scale - depression domain.
4.5.3 Predictors of incomplete follow-up
Table 4.3 contains the results of analyses conducted to examine the relationship
between characteristics of participants at baseline and incomplete follow-ups up to
five years after stroke. Multivariable logistic regression models were used to compare
the odds of completing a follow-up in participants surviving at least to the time of
the follow-up in question. No associations between gender and incomplete follow-up
were found. There were significant associations found with age, with the odds of
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completing follow-up increasing by between 10 and 20% for every 10 year increase
in age at the time of stroke. Ethnicity and stroke severity, when assessed using
the GCS were not significant. BI at 7-10 days after stroke was a strong predictor
of completeness of follow-up at three months with participants who were indepen-
dent half as likely to complete the three month follow-up as those with moderate
to severe disability. Beyond three months, BI was not significantly associated with
incomplete follow-up. Type of stroke was not associated with incomplete follow-up
at the earlier time points but was significant at four and five years after stroke.
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Time of death was also found to be associated with completeness of follow-up. In
Table 4.4 the percentage of surviving patients followed up at each time point is
presented broken down by time of death. The figures in bold represent participants
who were alive at that follow-up but who had died before the next follow-up time
point. At all follow-up points, the follow-up rate among those dying prior to the
next follow-up was more than 10% lower than that for patients who died later in
the study.
Table 4.4: SLSR follow-up rates according to time of death
Follow-up, % N 3 month 1 year 2 years 3 years 4 years 5 years
Alive, 957 62.7 69.7 68.9 65.0 57.2 44.2
Time of death
< 3 months 885
3 months - 1 year 265 59.3
1 - 2 years 162 70.8 68.8
2 - 3 years 188 72.1 70.2 59.1
3 - 4 years 132 74.5 80.0 73.1 65.5
4 - 5 years 125 76.0 79.2 75.2 78.4 64.0
> 5 years 431 77.7 79.4 78.7 75.9 71.9 64.7
Overall, younger participants, those with less severe stroke or with unknown stroke
subtype, were the most likely to miss a follow-up, particularly at the earliest follow-
up points. This could potentially be due to younger, less severe cases not being
admitted to hospital or having a very short stay in hospital, and so not being seen
face to face by fieldworkers at the time of stroke. They may also move home or return
to work and become more difficult to contact. This may also have lead to difficulties
in obtaining up to date contact details for these participants resulting in lower follow-
up rates soon after stroke. However, all participants are actively pursued at each
follow-up and effort is made each year to obtain updated contact information; this
may partly explain why these associations diminish over time. Participants who
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died soon after a follow-up point were also more likely to be missed, so it is possible
that those who are sickest at the time of follow-up are actually the ones most likely
to be missing.
4.5.4 Predictors of outcome after stroke
Linear regression models were applied to examine associations between outcome
after stroke and the participant characteristics considered as potential predictors of
completeness of follow-up in the previous section. The BI is skewed to a greater
degree than any of the other outcomes and age and GCS are slightly negatively
skewed. However, residuals from all models were approximately normal and so no
transformations were made before fitting the models. In Table 4.5 the associations
with BI, FAI, HADS-A and HADS-D at one year after stroke are presented, with the
corresponding data at five years after stroke summarised in Table 4.6. Age, ethnicity
and stroke severity were found to be strongly associated with outcomes at both one
and five years after stroke. These were characteristics that are also associated with
completeness of follow-up.
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4.5.5 Relationship between incomplete follow-up and out-
come
To explore the relationship between outcome and completeness of follow-up partici-
pants were divided according to time of death, dropout or first missed follow-up (if
they did not drop out). The mean BI, FAI and HADS at each follow-up were then
calculated according to time of death, dropout or missed follow-up.
The mean profiles for the BI are displayed in Figures 4.3 to 4.5. In Figure 4.3,
only patients with complete data prior to death are included. Scores were highest in
those completing all follow-ups and, at each time point, scores tended to be lowest,
or poorest, in those dying sooner. Figure 4.4 represents patients who were alive until
at least five years after stroke but who had complete data until a given follow-up,
after which no further data have been collected. Here, there is less variation in
mean scores compared to in patients who died, however, lower scores still appear
associated with earlier dropout from the study. In Figure 4.5 any patient who did
not drop out but was alive five years post stroke was included. They are grouped
according to the time of the first missed follow-up (although all completed at least
one further follow-up) and here there appears to be less distinction between the
profiles.
Similar plots exploring the association between activity level, measured using the
FAI are presented in Figures 4.6 to 4.8. These figures exhibit similar patterns to
those observed when considering the BI.
Mean HADS-A and HADS-D scores are displayed in Figures 4.9 to 4.11 and Figures
4.12 to 4.14, respectively. While there does not appear to be any pattern in the
HADS-A profiles or HADS-D scores of those who had incomplete follow-up, mean
HADS-D scores were observed to increase sharply in the follow-up prior to death
(Figure 4.12).
116
CHAPTER 4. MISSING DATA IN THE SOUTH LONDON STROKE
REGISTER
Figure 4.3: Mean Barthel Index prior to
death
Figure 4.4: Mean Barthel Index prior to
dropout in five year survivors
Figure 4.5: Mean Barthel Index prior to
first missed follow-up in five year sur-
vivors
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Figure 4.6: Mean Frenchay Activities In-
dex prior to death
Figure 4.7: Mean Frenchay Activities In-
dex prior to dropout in five year sur-
vivors
Figure 4.8: Mean Frenchay Activities In-
dex prior to first missed follow-up in five
year survivors
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Figure 4.9: Mean anxiety score prior to
death
Figure 4.10: Mean anxiety score prior to
dropout in five year survivors
Figure 4.11: Mean anxiety score prior
to first missed follow-up in five year sur-
vivors
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Figure 4.12: Mean depression score prior
to death
Figure 4.13: Mean depression score prior
to dropout in five year survivors
Figure 4.14: Mean depression score prior
to first missed follow-up in five year sur-
vivors
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4.5.6 Item non-response at follow-up
The majority of missing data in the SLSR results from non-participation in follow-up
interviews. Among those who do participate item response is generally low across
most items, and relatively uncommon in the BI and FAI (Table 4.2). Up to one
quarter of those who participate in interviews do not complete the HADS. In most
cases this is due to the participant being unable to complete the scale themselves and
so they are generally sicker and older than other participants. The relationship be-
tween the outcomes after stroke and incomplete HADS measurements were explored
and summarised in Figures 4.15 to 4.18. The figures represent data from all partic-
ipants who completed a follow-up at five years after stroke who were then stratified
into two groups representing those who did and did not complete the HADS.
The mean BI scores across all follow-ups were lower in those with incomplete HADS
measurements than in those with complete data (Figure 4.15), as were FAI scores
(Figure 4.16). Levels of depression were also slightly higher in those missing the
HADS (Figure 4.18) but anxiety levels did not differ (Figure 4.17). Overall the
trajectories of those who did not respond were similar to those who dropped out at
five years.
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Figure 4.15: Mean Barthel Index in
participants who complete the five year
follow-up but did and did not complete
the HADS
Figure 4.16: Mean Frenchay Activities
Index in participants who complete the
five year follow-up but did and did not
complete the HADS
Figure 4.17: Mean anxiety score in par-
ticipants who complete the five year
follow-up but did and did not complete
the HADS
Figure 4.18: Mean depression score in
participants who complete the five year
follow-up but did and did not complete
the HADS
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4.6 Summary
The SLSR is a rich source of data and has provided valuable contributions to the
study of stroke incidence, management and outcomes. While every effort is made
to minimise missing data due to missed follow-up interviews, often this is unavoid-
able. Exploratory analyses of the SLSR dataset identified younger participants
with less severe strokes to be the most likely to miss a follow-up when associations
between baseline data and individual follow-ups were examined. Meanwhile, par-
ticipants with similar characteristics at the time of stroke were also those who had
the best outcomes after stroke. Where the scales considered in these analyses are
dichotomised to enable estimation of the prevalence of poor outcome in any of the do-
mains, there is the potential for bias if only those with complete data are considered.
The issue of missing data in the SLSR is further complicated by the relationship
between completeness of follow-up and outcome. BI scores were found to be lowest
among participants who dropped out soonest after stroke. There was also shown to
be a decline in health (in particular in the BI and HADS-D scores showing a sharp
decline) prior to death while follow-ups were more likely to be missed in the years
immediately prior to death.
Based on the observed associations between completeness of follow up and it is
plausible that at least some of the data are MNAR. An increase in the rate of de-
cline of BI appears to be associated with drop-out. For BI to be considered MAR
data prior to drop out would need to be fully observed and an assumption made that
drop out depends only on the decline in disability level up to one year prior to the
drop out occurring. In reality, before dropping out, many participants miss one or
more follow up and so changes between previous follow ups are not fully observed.
It is also plausible that there would be even steeper declines in in the year during
which drop out occurred and that current BI may still be associated with drop out
even after adjusting for previous changes. Similarly FAI showed similar patterns to,
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and is highly correlated with, BI and so may also be MNAR.
Anxiety and depression had less of an association with drop out or intermittently
missing data and could potentially be considered MAR. Unlike disability level which
tends to decline steadily after an initial recovery period [200,201], symptoms of both
anxiety and depression tend to vary over time [162, 202] and so it may be follow-
ups are missed during an episode of high depressive symptoms or increased anxiety.
Therefore a MNAR process dependent on current anxiety or depression levels cannot
be ruled out. Therefore a MNAR process dependent on current anxiety or depres-
sion levels cannot be ruled out.
To explore further the impact that the incomplete follow-up information may have
had on estimating prevalence of poor outcome and on exploring association with
baseline characteristics, two separate studies were conducted. The first, a simu-
lation study, was designed to reflect the patterns of missing data described in this
chapter as closely as possible. The methods and results of these studies are presented





The patterns of missing data observed in the South London Stroke Register (SLSR)
were described and illustrated in the previous chapter. While it is clear that certain
groups of stroke survivors are at greater risk of missing follow-ups, it is not known
what consequences this may have on analyses focusing on outcome after stroke.
Two studies were conducted to examine the impact of missing data on the per-
formance of missing data methods when estimating the prevalence and predictors
of poor outcome after stroke. The results of these studies, presented in Chapters 6
and 7, will be used to address the third objective of this thesis which was to com-
pare and determine the most appropriate methods for handling missing data in the
SLSR. The objective was further broken into three sub-objectives. These were:
a To compare the performance of missing data methods when estimating prevalence
of poor outcome.
b To compare results of analyses of non-continuous outcomes derived from a con-
tinuous measure when imputation techniques are applied before and after trans-
formation.
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c To compare the performance of missing data methods when identifying predictors
of poor outcome.
The first study addressed objectives a and b, while objective c was explored in the
second and the methods used in both studies are described in the remainder of this
chapter.
5.2 Study 1: Simulation study comparing miss-
ing data methods for estimating prevalence
of poor outcome after stroke
5.2.1 Overview of method
A brief overview of the process used to carry out the simulation study is described
below and summarised in Figure 5.1. A subset of the SLSR in which all participants
had complete follow-up data was used. From this dataset, data from a random sam-
ple were extracted in order to obtain a complete data sample in which the ratio of
survivors to deaths at each follow-up point reflected that in the SLSR. This dataset
was then analysed to obtain the prevalence of poor outcome when there is no miss-
ing data present. These estimates were saved to later be compared to estimates
obtained after missing data were introduced. For the purpose of this thesis, poor
outcome was defined as moderate to severe disability (Barthel Index <15), inactivity
( Frenchay Activities Index <16 ) and anxiety and depression (defined as a score
>7 on the relevant sub-scales of the Hospital Anxiety and Depression Scale).
Next, missing data were then generated in the dataset by removing a random sam-
ple of outcome data according to one of four scenarios. The four different scenarios
used varying probabilities of dropout and intermittently missed follow-ups to pro-
duce missing data that was missing completely at random (MCAR), missing at ran-
dom (MAR) dependent on baseline characteristics only, MAR dependent on baseline
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characteristics and time of death and missing not at random (MNAR) depending
depending on current disability level. The fact data within the sample are com-
plete, make it possible to simulate missing data where by the missingness depends
on health status at the point at which the data are missing. Further, as the data
used are longitudinal and the previous chapter has shown that people tend become
more unwell over time, by creating a drop out process in which those who are most
disabled at a given time point are most likely to drop out, then at both that point
and future time points it will be those who are most unwell who are most likely to
be missing.
Within the dataset with now incompplete outcome measures, a number of differ-
ent methods for analysing data in the presence of missing data were then applied
and parameter estimates saved. The process was then repeated 1000 times for each
of the four missing data scenarios.
Parameter estimates from missing data analyses were then compared to the ‘true’
values obtained earlier from analyses carried out on the datasets without missing
values. Two performance measures (bias and precision, described in section 5.2.5)
were then derived by averaging across all methods of analysis and missing data
scenarios. In the following sections each of these stages is described in more detail.
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Impute missing baseline data in the SLSR
Extract all SLSR patients with complete data
Select random subset based on time of death
Save ‘complete data’ parameter estimates
Create missing data patterns to reflect scenario I
Conduct (multiple) data analyses us-
ing methods appropriate for missing data
Save parameter estimates from each analysis
Use saved estimates from analyses with and with-


























Figure 5.1: Flow chart illustrating process used to conduct simulation studies
.
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5.2.2 Software
All simulations were carried out in Rv2.12 [203]. Details of any packages used are
given where applicable in the following sections. The full R code used to run the
simulations is available with details provided in Appendix A.
5.2.3 Generation of simulation datasets
To be eligible for inclusion in the SLSR complete data subset, participants were
required to have had a stroke between 1995 and 2005, and so eligible for at least
five years of follow-up at the time of data extraction in 2011. It was also required
that they had outcome data recorded across every follow-up, up to five years after
stroke, or where they had died before this point, complete data at every follow-up
prior to death. The outcome measures required to be complete for inclusion were
those used to define poor outcome (i.e. Barthel index [BI], Frenchay activity index
[FAI] and the Hospital Anxiety and Depression scale [HADS]).
5.2.3.1 Missing baseline variables
In order to simulate data that is MAR and MNAR, the probability of each par-
ticipant in the complete dataset dropping out or missing a follow-up was derived
from the whole SLSR. This was achieved by fitting models to the SLSR to predict
missingness based on baseline characteristics and time of death (see Sections 5.2.3.5
and 5.2.3.6 for details). It was therefore desirable that the baseline data selected for
inclusion in the prediction models was complete for all SLSR participants.
Baseline variables, collected across all patients since 1995, which are known or ex-
pected to be associated with missingness or poor outcome after stroke and so were
utilised in the simulation studies were:
• Age at stroke onset
• Gender
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• Ethnicity (white, black, other)
• Stroke Subtype (Infarction, primary intracerebral haemorrhage, subarachnoid
haemorrhage or unknown/unclassified)
• Glasgow Coma Scale [GCS]
• BI at 7-10 days post stroke (0-9: severe disability, 10-14: moderate disability,
15-19: mild disability or 20: independent)
Although missing data were present in the SLSR in some of these variables, the
overall amount of missing data in the variables discussed above was low. Rather
than exclude participants with missing baseline data, reducing the number of cases
available with complete outcome data, missing baseline variables were imputed us-
ing methods detailed below. The imputations were carried out on the entire SLSR
cohort.
Data on age and sex were available for all patients. Ethnicity and subtype were
both recorded on the register with an unknown category. Overall 2.5% of the SLSR
have unknown ethnicity and 8.8% have an unknown or unclassified stroke subtype.
For subtype this category was retained as these participants form a distinct group
known to have had a stroke but for whom it is not possible to determine the exact
subtype.
BI and GCS recorded after stroke were missing in 24.7% and 3.9% of patients re-
spectively. Among those with missing BI 40.8% died within two weeks of the stroke.
In analysis BI was treated as a 4 level ordinal variable using categories described in
Chapter 4 Section 4.4.3.1. Ninety-six percent of all other patients dying within two
weeks of stroke were categorised as ‘severely disabled’ using the Barthel. Therefore,
missing BI data for those dying within 14 days were imputed as ‘severely disabled’.
This left 10.1% of the SLSR with unknown BI. A hotdeck approach (described in
Chapter 2 Section 2.2.3.2) was employed to impute all unknown ethnicity and GCS’s
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and the remaining unknown BI scores by imputing scores using those from partici-
pants with similar characteristics. This resulted in a single dataset with no missing
data in the baseline variables utilised in the simulation studies.
5.2.3.2 Complete data sample
In total 1604 SLSR participants had complete data until five years after stroke or
death, which ever was soonest. Participants who died earlier, were eligible for less
follow-ups than those surviving beyond 5 years. Consequently, among all partici-
pants with complete data, a greater proportion died sooner after stroke compared
to the corresponding proportion among all SLSR participants. To obtain a dataset
with complete outcome data in which the distribution of deaths was as similar as
possible to the SLSR, a random sample of participants was extracted from all 1604
participants with complete data.
To achieve this, the proportion of all complete cases dying by each follow-up, which
were required to produce a death distribution similar to the SLSR was estimated as
illustrated in Table 5.1. The proportion of participants in the SLSR dying within
each follow-up period is provided in the first column, and the number of partici-
pants with complete data prior to death in the second. The number of complete
cases selected was maximised when all 319 patients surviving to at least five years
after stroke were included. When these 319 participants were assumed to represent
44.7% of the sample, as in the SLSR, the estimated total sample size was 713.65.
The expected number of complete cases dying in each follow-up period was then ob-
tained by multiplying this total by the SLSR proportion. Finally, the proportion of
complete cases required to achieve the desired distribution of deaths, and to define
probability of inclusion, was calculated as ExpectedNo.
ObservedNo.
.
For each participant, i, a random draw, ui ∼ U(0, 1) from a uniform distribu-
tion was made. A participant was then selected for inclusion in the dataset when
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Table 5.1: Complete dataset - sample size
Time of death SLSR proportion No. of complete cases Expected no. Expected/Observed
0 - 3 months 0.281 885 200.54 0.227
3 months - 1 year 0.082 167 58.52 0.350
1 - 2 years 0.053 98 37.82 0.386
2 - 3 years 0.058 64 41.39 0.647
3 - 4 years 0.043 38 30.69 0.808
4 - 5 years 0.037 33 26.41 0.880
5+ years 0.447 319 319 1.000
Total 713.65
ui < p(inclusion|D = di,), where D is the period in which death occurred and
p(inclusion|D = di,) is the probability of inclusion given death occurred in follow-
up period, d.
5.2.3.3 Missing data scenarios
When presented with a dataset with missing data it is not possible to distinguish
between missing data machanisms (See Chapter 2 Section 2.2.5.7). Therefore, it
was not possible to simulate missing data using exactly the same mechanism behind
missingness in the SLSR, as it is not known. Instead, four scenarios were derived in
which different assumptions about the missing data were made. This was to allow
comparisons of methods for handling missing data when specific groups of patients
were more likely to drop out or miss a follow-up than the others; an assumption
which is likely but untestable.
In all scenarios missing data were simulated to ensure that at each follow-up the
rates of dropout, intermittent missingness and completed follow-ups reflect those
observed in the SLSR (shown in Table 5.2). The first scenario assumes that all
participants have an equal probability of having incomplete follow-ups and so are
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MCAR. The second assumes that missing data are dependent only on baseline char-
acteristics, which can be adjusted for in analyses, and so MAR. In addition to
baseline characteristics, the third scenario allows the probability of missingness to
be dependent on time of death, which, while known is not routinely adjusted for in
analyses of prevalence rates prior to death. In the final scenario, follow-up BI, which
in exploratory analyses was found to be the outcome most strongly associated with
dropout, was used to simulate a mechanism in which participants who were more
severely disabled were most likely to be missing. As the BI score on which missing
data are dependent then becomes unknown, this scenario represents data MNAR.
In all four scenarios dropout was first introduced into the dataset in survivors at
three months, at the rate outlined in Table 5.2, then at one year in those who had
not dropped out at three months and subsequently at two, three, four and five year
follow-ups. Next, intermittent missingness was introduced at each follow-up. For
a follow-up to be intermittently missing it was required that the participant must
be alive and not have completed at least one future follow-up otherwise the current
follow-up would be considered the time of dropout. Therefore, intermittent missing-
ness was simulated at a given time point in the subset of patients who were alive,
and had not been identified as a dropout at the proceeding follow-up.
Table 5.2: Follow-up status of all SLSR patients (1995-2005) from three months to
five years after stroke
n(%) 3 month 1 year 2 years 3 years 4 years 5 years
F/up complete 1595(50.7) 1472(46.8) 1293(41.1) 1155(36.7) 1040(33.1) 817(26.0)
Dropout 228(7.3) 183(5.8) 222(7.1) 217(6.9) 245(7.8) 318(10.1)
Missed f/up 437(13.9) 340(10.8) 318(10.1) 273(8.7) 228(8.7) 253(8.1)
Died 885(28.1) 1150(36.6) 1312(41.7) 1500(47.7) 1632(47.7) 1757(55.9)
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For every participant, i, a series of random draws
ui,t,1 ∼ U(0, 1) and ui,t,2 ∼ U(0, 1)
where t =3m, 1, 2,3 ,4 ,5 year follow-up, were made. Eligible participants, i were
then identified as a dropout at time T if pi(drop|T = t) < ui,t,1 and intermittently
missing if pi(int|T = t) < ui,t,2. Individual probabilities of dropout and intermittent
missingness were derived to reflect the missing data mechanisms assumed in each
of the four scenarios. The methods used to derive these probabilities are described
below.
5.2.3.4 Scenario I: Missing Completely At Random
To obtain data that was MCAR, the probabilities of dropout and intermittent miss-
ingness at each follow-up, were defined using the corresponding rates in all surviving
SLSR participants (Table 5.2).
At three months after stroke, pi(drop|T = 3m) =proportion of SLSR survivors
who dropped out at three months. Rates of dropout at one year and beyond are
made up of a combination of participants who dropped out prior to the follow-up
and new dropouts. As the proportion already dropped out at each follow-up varied
from simulation to simulation, to ensure overall rates matched the fixed SLSR rates,
the probability of new dropout was defined as
pi(drop|T = t) = expt − obst
Nt
where
t=follow-up at 1, 2, 3, 4 or 5 years
expSLSRt=expected dropouts at t = number survivors*SLSR dropout rate
obst=number of survivors at t who already dropped out
Nt=number of survivors at t.
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The probability of intermittently missed follow-ups was then defined as pi(int|T =
t) =rate of missed follow-ups in all SLSR participants at time t who were alive and
not dropped out by t+ 1.
5.2.3.5 Scenario II: Missing At Random
In the second scenario, missingness was assumed to depend on observed baseline
data. To achieve this, a series of logistic regression models were fitted to the SLSR
dataset. First models to predict dropout among survivors at each follow-up were
fitted. Further models were then fitted to predict intermittently missed follow-ups
among participants who were alive and who had not dropped out. Fitted models
were then used to derive individual probabilities of dropout, pfiti(drop|t), and in-
termittent missingness pfiti(int|t) for all participants at each time point,t, based on
baseline covariates.
Covariates included in the models were age, gender, ethnicity, stroke subtype, 7-
10 day Barthel and GCS (stroke severity). The distribution of probabilities in the
complete cases were very similar to those observed in the whole SLSR.
Fitted probabilities at time point t, were used to determine the pi(drop|t) and
pi(int|t) used in simulations. To ensure that the overall levels of missing data
matched the SLSR rates it was necessary to rescale the probabilities to ensure the
average probability of dropout and intermittent missingness at each time point was
equal to the proportion with missing data in the whole SLSR.
Starting at three months the probability of dropout was calculated as:




p(dropSLSR|3m)=Probability of dropout in SLSR at 3 months.
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Participants were then marked as dropped out at the three month and all future
follow-ups until death if pi(drop|T = 3m) < ui,3m,1. Next probability of dropout at
one year, then two years and so on, was calculated by rescaling the fitted probabil-
ities to ensure the mean dropout probability at each time point was the same as in
the SLSR. The following formula was applied at follow-ups after three months:





t=follow-up at 1, 2, 3, 4 or 5 years
expSLSRt=expected dropouts at t = number survivors*SLSR dropout rate
obst=number of survivors at t who already dropped out
Nt=number of survivors at t.
After missing data due to dropout had been added to the datasets, intermittent
missingness among those not dropped out was added. The probability of intermit-
tent missingness used in the simulations was derived from the fitted probabilities
from the SLSR and rescaled to ensure the mean probability in the non-dropouts at
each time point was the same as in the SLSR. To achieve this, the following formula
was applied:





t=follow-up at 3 months, 1, 2, 3, 4 or 5 years
expSLSRt=expected missing at t = number survivors*SLSR miss rate
Nt=number of survivors at t.
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5.2.3.6 Scenario III: Missing At Random - dependent on time of death
In exploratory analyses described in the previous chapter, patients dying soonest
had the poorest outcomes prior to death, particularly with regards to disability
level. In the complete data sample, time of death during the five year follow-up pe-
riod was known for all participants and as such was used to simulate a second MAR
scenario (MAR(d)). As time of death occurs after the measurement of prevalence in
survivors, it is not normally considered as a predictive factor or adjusted for when
estimating prevalence of poor outcome, and so, although it was measured for all
participants and used to simulate the missing data patterns, time of death was not
explicitly adjusted for in the analyses of the simulated data.
Methods used in this scenario were identical to those applied in scenario II with
the exception of covariates included in the logistic regression models. In this sce-
nario, time of death (categorised as before 3 months, 3 months - 1 year, 1-2, 2-3,
3-4, 4-5 or more than 5 years after stroke) was included in addition to the baseline
covariates.
5.2.3.7 Scenario IV: Missing Not At Random
Analyses presented in Chapter 4 suggested that lower Barthel scores are associated
with earlier dropout as well as death. In the final scenario, missing data were as-
sumed to be associated with current Barthel score. A linear relationship between
Barthel score and probability of dropout and intermittent missingness was assumed.
In Table 5.3 the dropout rate at five years among participants who completed a
four year follow-up is broken down by actual Barthel Score at four years. Partic-
ipants who had a Barthel score in the three lowest possible scores were three to
four times more likely to drop out before five years than those who had scores from
18-20. Similar trends were observed at other time points. As shown in Chapter 4,
the average Barthel score dropped more rapidly between the two follow-ups prior to
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dropout than between any other two time points, so it is possible that the Barthel
scores of those who dropped out at five years would have been even lower than those
observed at four years. Therefore in the simulation, to produce a MNAR mechanism
that would allow for this, it was assumed that those with a Barthel score of zero at
a given follow-up were six times more likely to drop out and miss that particular
follow-up than those with a score of 20.
Intermittent missingness was not so obviously associated with Barthel scores. How-
ever, to allow for a possible but weaker MNAR association here it was assumed that
those with a Barthel score of zero were twice as likely to drop out.
Missing data were simulated to ensure that the above relationships held true and
that the overall rates of dropout and intermittent missingness were the same as
those observed in the SLSR as a whole. Letting pdrop be the true or desired av-
erage probability of dropout at a desired time point, across the whole sample and
let m =the relative increase in the probability of dropout(i.e. m=6) for those with
Barthel score of zero relative to those with a score of 20. Then let a = m/20 be
the corresponding increases in probability of dropout associated with a one unit
increase in Barthel score. Then with ntot =total sample size in which the missing
data are to be simulated, the overall desired number of dropouts equals ntot ∗ ptot.
As probability of dropout was assumed to be linearly associated with Barthel there
then exists a value p such that the
n20p+ (1 + a)n19p+ (1 + 2a)n18p+ ...+ (1 + 20a)n0p = ntotptot
where n0, ...n20 are the number of participants with Barthel scores 0,...,20. Rear-
ranging the equation and solving for p gives
p =
ntotptot
ntot + (an19 + 2an18 + ...+ 20an0)
.
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Table 5.3: Dropout rates at five years after stroke in participants surviving at least
five years broken down by Barthel score at four years after stroke
All Dropped out by five years
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For each participant their individual probability of dropout at that time point is then
calculated with the probability of dropout for those with a Barthel score of 20, no-
tated as p(drop|BI = 20) equal to p. It then follows that p(drop|BI = 19) = (1+a)p,
p(drop|BI = 18) = (1 + 2a)p,....,p(drop|BI = 0) = (1 + 20a)p.
Individual probabilities of intermittent missingness can be defined in the same way.
The methods described above in scenario IV for simulating the missing data based
on individualised probabilities of response, while ensuring overall dropout and in-
termittent missingness rates reflect the SLSR were then applied.
Although the missingness was dependent only on Barthel score, the other outcomes
considered are correlated with Barthel to varying degrees. As Barthel score was
used to simulate the missing data it was considered very strongly correlated with
the MNAR mechanism. Inactivity was measured using the Frenchay Activities In-
dex which at one year after stroke is correlated with Barthel score with r=0.654
and r=0.648 at five years. Therefore the activity level data will also be missing
not at random, and the strength of the association with the mechanism was consid-
ered strong. The HADS-D score was moderately correlated with Barthel (r=0.380
and r=0.352) and so depression considered to be moderately associated with the
MNAR mechanism. HADS-A was only weakly associated with Barthel (r=0.185
and r=0.223) and considered weakly associated with the MNAR process.
5.2.4 Data analysis methods
The simulation study focused on the effect of missing data mechanisms on estimates
of prevalence of poor outcome across four domains: disability level, inactivity, anxi-
ety and depression. The performance of various methods for handling missing data
were compared to examine the effect that choice of method has under different as-
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sumptions about the missing data mechanism.
Prevalence rates at one and five years post stroke were calculated. Considering
estimates at two times points allowed for the impact of a higher rate of death, re-
sulting in lower sample sizes, as observed at five years compared to one year, to be
assessed.
Methods for handling missing data were described in detail in Chapter 2. Below,
the techniques used to apply these methods to the SLSR data are described. For
each of the methods estimates of prevalence rate, associated standard error and
sample size were stored. These parameters were required to derive the performance
measures summarised in section 5.2.5. The true prevalence was calculated as the
proportion, p, of survivors in the dataset before missing data were introduced, who
had a poor outcome in each of the four domains at one and five years. For each of
the methods, the estimated prevalence, pˆ was the rate of poor outcome in survivors





, where n is the number of participants included in the analyses.
5.2.4.1 Complete case analysis
In complete case analyses, only survivors with complete data up to the point of
analyses were included. In other words, to be included in the calculation of preva-
lence at one year, the three month follow-up must also have been completed. At
five years, all follow-ups must have been completed to be eligible for inclusion.
5.2.4.2 Available case analysis
All participants who had complete data at one or five year follow-ups were included
in the respective available case analyses, regardless of whether or not they had
completed previous follow-ups.
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5.2.4.3 Last observation carried forward
In last observation carried forward, the missing disability, inactivity, anxiety and
depression data, were imputed at one year and five years in survivors using data
from the last completed follow-up. In the analysis of outcomes at one, participants
without a three month follow-up were excluded as no information was available to
carry forward. Similarly any participants alive at five years but who dropped out
before the three month follow-up, and so contributed no follow-up data at all, were
excluded from analyses.
5.2.4.4 Inverse probability weighting
Logistic regression models are used to model the probability of being observed among
survivors at one and five years after stroke (see section 2.2.2 for more details on
IPW). The models adjusted for the factors used to simulate MAR data (i.e. age,
gender, ethnicity, stroke subtype, GCS and Barthel index at 7-10 days after stroke).
Fitted probabilities from these models were then used to weight the data using the
formula weight= 1/prob(obs).
The fitted probabilities from the model of response in participants the SLSR as
a whole were examined. There was no evidence that slight skewness in the con-
tinuous variables in the model resulted in large weights being assigned to a some
subjects. As two continuous variables were included in the model (age, and GCS
(treated as continuous, though strictly ordinal)), the assumption that the relation-
ship between these variables and the logit of the outcome (i.e. missing or complete
follow-up) is linear was assessed by plotting the lowess smoothed curve of age and
GCS against the logit of the outcome. The continuous variables were therefore
included without transformation. The goodness of fit of the model was also as-
sessed using the Hosmer and Lemeshow test and there was no evidence of a lack of
fit (p=0.423 and p=0.658, for the models applied at one and five years respectively).
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The distribution of the weights in participants with complete data are shown in
Figure 5.2
Figure 5.2: Distribution of inverse probability weights among those with complete
data at one and five years after stroke
5.2.4.5 Mode imputation
Using the categorical outcome variables used to define poor outcome, missing data
were imputed at one and five years using an age ic mode. The mode at one and five
years was calculated in available data across four age groups, namely, <65, 65-74,
75-84 and ≥ 85 years.
5.2.4.6 Hotdeck imputation
A hotdeck approach was used to impute missing values by matching those with
missing data to other subjects with similar baseline characteristics (age, gender,
ethnicity, social class, stroke subtype and GCS).
The rrp.impute command in the ‘rrp’ package in R was used [204] to perform a
nearest neighbour matching (See Section 2.2.3 for more details) with a single value
imputed into each missing data point.
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5.2.4.7 Regression imputation
Regression models were used to predict outcome at one and five years based on
baseline information. Models were fitted to patients without missing information
and then parameter estimates used to predict outcome for those with missing data.
Models included terms for age, gender, ethnicity, stroke subtype, GCS, and BI at
7-10 days. The models imputed data using the categorical version of each variable.
Logistic regression was used for the binary anxiety and depression data and pro-
portional odds models used for the ordered three activity variable. Applying Brant
test following a proportional odds regression showed no violation of the proportional
odds assumption in the models for activity level. There was some suggestion that
the effects of some variables may not be proportional in the models for disability
level and so multinomial logistic regression was applied instead.
5.2.4.8 Multiple imputation
Multiple imputation by chained equations (see Chapter 2 Section 2.2.4 for detail)
was carried out using the ’MICE ’ package in R [114]. For each of the four outcomes,
the imputations were performed independently. The outcome measures considered
in this thesis are correlated to varying degrees, and so one outcome potentially pre-
dictive of another. However, imputing all four outcomes using a single imputation
requires more complex (due to the inclusion of additional covariates) imputation
models. The MICE procedure was the most computationally intensive step in the
simulation study. Initial estimates of running time on a single PC for the simulation
study was almost one calender year. This was reduced by upgrading hardware and
by refining the R code used. Running the imputations seperately four times required
less processing time than running once with all outcomes immputed simultaneously,
and so independent imputations were one of the steps taken to minimise processing
time required by MICE.
The imputation models for each of the outcomes included all the baseline variables
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used to simulate the MAR data in scenario II, as summarised in Table 5.4. They
also included the relevant outcomes at previous follow-up points.











































Age 0 0 0 0 0 0 0 0 0 0 0 0
Sex 0 0 0 0 0 0 0 0 0 0 0 0
Ethnicity 0 0 0 0 0 0 0 0 0 0 0 0
GCS 0 0 0 0 0 0 0 0 0 0 0 0














Subtype 0 0 0 0 0 0 0 0 0 0 0 0
Var3m 1 1 1 1 1 1 0 0 0 0 0 0
Var1 1 1 1 1 1 1 1 0 0 0 0 0
Var2 1 1 1 1 1 1 1 1 0 0 0 0
Var3 1 1 1 1 1 1 1 1 1 0 0 0
Var4 1 1 1 1 1 1 1 1 1 1 0 0
Var5 1 1 1 1 1 1 1 1 1 1 1 0
Table summarises the variables included in the imputation models for
outcomes from 3 months to five years after stroke. Baseline variables had
no missing data and so were not imputed. A 1 indicated the variable was
included in the model for the corresponding independent variable.
Abbreviations: GCS Glasgow coma score, BI Barthel Index.
where var3m,....var5 are the categorical outcome variables at 3m,.....5 years, respec-
tively. At each follow-up time point only outcomes measured up to that point were
included in the imputation models. For example at one year, only the outcome at
three months was included in addition to the baseline variables. This approach was
taken due to the substantial mortality rate among the participants.
All missing data were imputed in the same way regardless of whether it was miss-
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ing due to dropout, was intermittently missing or missing due to death. After the
imputations were carried out, those who had died were recoded as missing and so
not included in prevalence estimates. An alternative approach would have been to
define all participants who had died as having a poor outcome. However, this would
likely lead to those who had died being far more likely to be identified as having a
poor outcome than is true in practice, particularly when looking at rates of anxiety
and depression. By five years, 55% had died, and so, had all future outcomes been
used to impute data at the earliest time points, the majority of the data at, say, five
years, would have itself have been imputed and for the substantial proportion who
had died by five years, the information used in the imputation model would actually
represent implausible values. However, the disadvantage of taking this approach is
that for participants with intermittent missingness, potentially useful information
from future follow-ups was not used.
As described in Chapter 2 Section 2.2.4.4, in MICE draws from the porterior distri-
bution, which are used to multiply impute missing data, of the multivariate outcome
are obtained by sampling from a series of conditional distribution estimated using
appropriate regression models. To obtain values with which to impute the missing
data, for anxiety and depression logistic regression models were used, proportional
odds models for FAI and multinomial models for BI (via the logreg, polr and polyreg
options in MICE).
Twenty imputations were carried out for each of the outcomes within each of the
1000 simulation datasets per scenario. Five iterations of the MICE cycle were used
prior to saving each of the imputed datasets. While increasing the number of cycles
helps to ensure that the random start values used in the imputations are not highly
influential, and that the draws are independent of one another, processing time for
MICE was again highly dependent on the number of iterations used. To explore
the association between the imputed values and number of cycles, the mean and
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standard deviation of imputed values across 50 iterations for a sample of five chains
were examined and are provided in Tables B1 to B4 in Appendix B. Where the
cycle has converged, random variation is expected, but there would be no evidence
of a trend. Imputed values for all four outcomes did not show any evidence that
the process did not converge quickly, and means and variation after five cycles were
similar to that after further cycles.
The prevalence of poor outcomes at one and five years were then determined within
each imputation dataset and the prevalence rates and standard errors combined
using Rubin’s rules.
5.2.4.9 Imputation for continuous scales
Imputation techniques were also applied to continuous forms of the scales used to
define poor outcome. This was done to allow comparisons to be made between sim-
ilar methods which impute continuous and categorical data.
After performing the imputations, new binary outcome variables were derived by
dichotomising the variables using the same cut-off points as used to define poor/not
poor outcome previously. Parameter estimates were then obtained using the same
methods as described above.
Mean and median imputations were carried out using the same approach as for mode
imputation above. Mean or median values in observed cases in four age groups were
calculated using data from survivors without missing data and then used to impute
values for other participants in the same age group with missing data.
Linear regression imputation again used a similar approach to regression impu-
tation for categorical data, but rather than using logistic, linear regression models
were applied.
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Similarly, multiple imputation was carried out using the same process as for the
binary outcomes, but with linear regression models used in the chained equations
used to perform the imputations. As before five iterations were used over 20 impu-
tations and figures summarising the mean and standard deviation of the imputed
values are provided in Appendix B (Figures B5-B8). As before, similar variation
was observed across all cycles, though for BI and FAI at some time points there was
a downward trend prior to the means levelling out. However, this happened very
quickly and by five iterations the mean was at a level at which it remained constant
across further iterations.
5.2.5 Definition of performance measures
The ability of each of the above methods to produce unbiased and precise estimates
of prevalence of poor outcomes was assessed by comparing estimates to the true
values obtained from datasets without missing data. For each of the four scenarios,
1000 datasets with simulated missing data were created. The performance measures
below were estimated by averaging across all 1000 datasets.
Bias: Average difference between prevalence, pˆ estimates obtained in the simulated
datasets and the true prevalence, p.
Precision: Average within simulation standard error of prevalence estimates.
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5.3 Study 2: Effect of missing data on associa-
tions between baseline characteristics and out-
come
5.3.1 Overview
The second study undertaken explored the impact of incomplete follow-up on as-
sociations between baseline characteristics and outcomes after stroke. Initially, it
was planned that the simulation datasets produced in study one would also be used
in the second study with a range of models applied to each dataset and parameter
estimates from the models compared to one another and to the known ’true’ value
obtained by fitting the corresponding models to the complete dataset without miss-
ing data. However, many of the models described later in this section are complex
and highly computationally intensive. This meant that it was not feasible to im-
plement most of these models within a simulation study. Instead a series of models
were applied to the full SLSR dataset, each of which made a different assumption
about the underlying missing data mechanism. Although this meant that a known
truth was not available, the range of models described below allow each made a
different assumption about the underlying missing data mechanism meaning that
the robustness of results to possible MNAR mechanisms could be assessed. The
methods used in this study are described in the remainder of this chapter.
At the time of data extraction for this study, complete follow-up data and death
records were available up to the end of 2012. Models were applied to data from
follow-ups up to five years after stroke. Therefore, all SLSR participants who had
a stroke between 1st January 1995 and 31st December 2007, and so eligible for five
years of follow-ups, were included.
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5.3.2 Model specification
The same four outcome measures as used in the simulation study described in the
first half of this chapter were included. In the simulation study the focus was
on estimating the prevalence of poor outcomes after stroke, with each measure di-
chotomised as poor or not poor. However, as described in chapter four, while anxiety
and depression are most often dichotomised, activity level is often reported using a
three level ordinal scale and disability level using a four point ordinal scale. In this
study the categorical forms were used to explore the effect of incomplete data when
models suitable for both binary and ordinal outcomes are applied.
The covariates included in the models were those previously described in section
4.4.2 and also used in the simulation study. These covariates provide a mix of
binary, ordinal, nominal and continuous variables and have been shown to be asso-
ciated with outcome, completeness of follow-up, or both (chapter 4). The covariates
included were age at stroke onset, gender, ethnicity, stroke subtype, Glasgow coma
score and Barthel index at 7-10 days after stroke.
Two of the outcomes, anxiety and depression, were binary and so models which
were extensions of logistic regression were used to model these outcomes. For activ-
ity and disability level, both represented by an ordinal scale, exploratory analysis
was conducted to determine the most appropriate models. The proportional odds
model assumed that the effect of each covariate on the odds of being in one cat-
egory relative to the one below is the same across all levels of the variable. As
described in section 2.11, the Brant test can be used in a proportional odds model
for non-correlated data. The test has not been extended to correlated data, there-
fore to give some indication regarding whether the proportional odds assumption is
likely to hold in a longitudinal model, cross-sectional models were applied at each
follow-up point. Where there was evidence that the assumption did not hold, the
multinomial model was used instead.
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As the estimates of outcome were made repeatedly over time, time since stroke
needed to be included in the model. Previous analysis of post stroke disability sug-
gest a sharp improvement up to three months to one year after stroke followed by a
plateau and then gradual decline [158, 200, 201].Therefore the relationship between
disability level and time since stroke is unlikely to be linear. Similarly, activity level
is closely related to disability level and likely to have a similar relationship. Rates
of anxiety and depression in the population of stroke survivors has been shown to
remain stable over time, with new and relapsing cases equally likely at any time
point up to 15 years after stroke [158, 162, 162]. The relationship between anxiety
and depression and time is therefore less clear.
To determine the most appropriate form for the relationships between time and
outcome a series of random effects models were applied. Logistic, proportional odds
or multinomial models, as appropriate, with a random intercept, were fitted to the
data. Each model included the baseline covariates listed above. In the first model
time was included as a linear term only. Where significant a quadratic term was
then added, followed by a cubic and so on until adding a higher power did not
significantly improve the model fit. For two outcomes there was no evidence of a
linear relationship and so quadratic and cubic models terms were added to ensure
a non-linear relationship had not been missed. Where there was no evidence of a
relationship a linear term was included only.
Non-linear mixed effects models, a class of models which allow for the non-linear
association between covariates and outcomes, would potentially be useful in the
analysis of the SLSR given the non-linear relationship between time and outcome
described above. The advantage of such models is that they can often be speci-
fied such that all parameters have a meaningful interpretation [205]. The use of
polynomial in equivalent linear models result in the inclusion of parameters which
151
CHAPTER 5. ANALYSIS METHODS
are not easily interpreted and generally required more parameters. Further, while
polynomials can offer good approximations of a non-linear relationship within the
range of the observed data, when extending the model outside the observed data in
general, a non-linear models result in more reliable predictions. However, non-linear
models can be highly computationally intensive and require approximations of the
maximum likelihood function to be made [205]. As some of the models used in this
thesis are themselves difficult to fit and computationally intensive, and as the models
used aimed to assess the relationship between baseline characteristics and outcome,
rather than to describe the evolution of outcomes over time or predict outcomes out
with the range of observed data, the use of simple polynomials as described above,
were deemed sufficient.
Interactions between time and baseline covariates were not included in the mod-
els. The MNAR models applied to the data were highly computationally intensive
and increasing the complexity of the models lead to increasing issued with conver-
gence when fitting the models. In order to compare estimates across models, all
models needed to include the same parameters, and therefor interactions were not
included in any.
All covariates were considered individually in models that included only time in
addition to the covariate of interest. Models were then applied which included and
adjusted for all covariates simultaneously.
5.3.3 Marginal models
Four marginal models were fitted to the data; a GEE, two weighted GEEs and
a multiple imputation GEE. Each of these models were previously described in
Chapter 2, and their applications to the SLSR dataset are described below.
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5.3.3.1 Generalised estimating equations
GEEs were applied to all four outcomes. For logistic and proportional odds models
PROC GENMOD in SAS was used model the data [206] and the multGEE package
in R used to fit multinomial GEEs [207]. Only the independent working correlation
matrix is supported in analyses incorporating weights in SAS and in the multino-
mial GEEs in R. As only the logistic and proportional odds models could be fitted
with different assumptions regarding the correlation structure, the effect of alter-
ing the assumptions was explored using logistic GEEs for the binary outcomes and
proportional odds GEEs for the ordinal outcomes (even where there was violation
of the proportional odds assumption). There was very little difference in param-
eter estimates from models with different working correlation assumptions and so
an independence working correlation matrix was used in all models reported in the
results chapter.
5.3.3.2 Weighted generalised estimating equations
As described in section 2.2.5, weighted GEEs (WGEEs) incorporate inverse prob-
ability weights and are appropriate for use when the missing data are monotone.
The SLSR has both drop out and intermittent missingness, so in order to achieve a
monotone missing data pattern, with missing data only due to exit from the study,
intermittent missing values were imputed. In Chapter 4, exploratory analysis of the
SLSR data did not reveal differences in outcomes according to pattern of intermit-
tent missing data. Although a sudden temporary change in health status at the
time of the missed follow-up cannot be ruled out, a MAR assumption appears plau-
sible for the intermittently missing data. Further, in Chapter 6 the use of a simple
LOCF was found to produce relative unbiased estimates of prevalence even in the
presence of MNAR drop out in the SLSR. Therefore to impute the intermittently
missing values a single imputation approach was used. As, by definition, intermit-
tently missing values have at least one future observed value, there was assumed to
be a linear relationship in the four outcomes between the next and last observed
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outcome for each individual with values at the missed follow-ups imputed accord-
ingly. Where the first follow-up was missed, the next observed follow-up was used to
impute the data. Although this provided a monotone missing data pattern, the use
of a single imputation methods for some of the missing data will result in artificially
small standard errors and so estimates of variability and confidence intervals need
to be treated with caution.
Weights were then constructed to estimate the probability of drop out at each
follow-up point. Logistic regression models were then used to model the proba-
bility of being observed at a given follow-up in those who were still in the study at
the end of the previous follow-up and these conditional probabilities multiplied to
obtain the probability of drop out at any time point (see Chapter 2 Section 2.2.2.1
for details) The models included terms representing age, gender, ethnicity, stroke
subtype, GCS and Barthel index at 7-10 days after stroke. Weights were then con-
structed as the inverse of the probability of being observed at each time point.
Two different WGEEs were applied, one representing a mortal analysis and the
other an immortal analysis [69]. In the mortal WGEE, only participants alive at
each follow-up point were included, by applying the logistic regression models and
assigning IPWs to only those still alive. In contrast, in the immortal WGEEs the
logistic regression models predicted the probability of being observed among all par-
ticipants, including those who had already died who were classed as missing.
It was not possible to incorporate weights in a multinomial GEE using R, or any
other standard statistical package, and so WGEEs were not applied to disability
level post stroke, the outcome which violated the proportional odds assumption.
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5.3.3.3 Multiple imputation and generalised estimating equations
Multiple imputation GEEs were fitted to the data. Data were imputed using PROC
MI in SAS, using chained equations as described in section 2.2.4. The implementa-
tion of the multiple imputations was the same as in the simulation study (described
in Section 5.2.4.8) with the exception of the imputation of disability level. PROC
MI only allows for imputation of nominal variables using a discriminant function
and so a multinomial logistic regression model was not used here.
Twenty imputations were used in each model.
5.3.4 Random effects models
Three models were applied which incorporated random effects and were fitted us-
ing maximum likelihood estimation. Before fitting the models exploratory analysis
was carried out to explore the random effects structure. For each outcome an ap-
propriate, i.e. a logistic, proportional odds or multinomial, GLMM with a random
intercept was first applied to the data. A random slope was then added to allow
for random variation in the rate of change over time and compared to the simpler
random intercept model using a likelihood ratio test.
5.3.4.1 Generalised linear mixed models
Logistic, proportional odds and multinomial GLMMs were fitted to the data using
PROC NLMIXED in SAS.
5.3.4.2 Shared parameter models
Shared parameter models were fitted to the binary and ordinal outcomes using
PROC NLMIXED. As previously described in section 2.2.5.6 shared parameter mod-
els include a model for the outcome and a model for the drop out process which
are linked via shared random effects. The outcomes of interest were modelled using
mixed effects models which included a random intercept. In unadjusted analyses
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single covariates were included along with time since stroke and all were added in
the fully adjusted model. While death can occur at anytime and is therefore contin-
uous in nature, dropout can only be defined as having occurred after a completed
follow-up. If a participant dropped out after the four year follow up or died between
4 and 5 years after stroke, they were considered to have exited the study after the 4
year follow-up. Therefore time to exit from the study, for any reason, was treated as
discrete and modelled using complimentary log-log models. Participants who missed
a follow-up but later returned to the study were not deemed to have dropped out
until after the latest follow-up in which they participated. The random effect from
the outcome model was included as a covariate in the dropout model which also
included age and gender. As multiple models were fitted, estimates of teh effect of
age and gender on the drop out process have been omitted from the results tables in
Chapter 7, as estimated coefficients were similar across all models. Age was highly
significant with increasing likelihood of exit from the study with increasing age (beta
ranged from 0.0201 (se=0.0024)) to 0.0247 (se=0.0026) and all p<0.001). Age was
also included as exit from the study may be due to death or drop-out and gender
is known to be associated with likelihood of death, but was not significant (beta
ranged from -0.0400 (se=0.0554) to -0.0031 (se=0.0496), p=0.4669 to 0.9971)
It was not possible to fit models which would converge for disability level, which
was modelled using a multinomial model nor for the adjusted proportional odds
model for activity level. Additionally, the model for drop-out included only age and
gender; and the complexity of the drop-out model increased there were again issues
with model convergence.
5.3.4.3 Pattern mixture models
Pattern mixture models were also applied to the data. Participants were grouped
according to the time at which they were last followed up. For example, a partici-
pant who died between the three month and one year follow-up would be classed as
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having a final follow-up at three months. Similarly a participant who was still alive
at five years but who completed only the three month follow-up would have had
their final follow-up at three years after stroke. It was not possible to break drown
the patterns further and separate those who dropped out and those who died due
to sample size. Exploratory analyses of the SLSR presented in Chapter 4 showed
that the outcome trajectories over time followed similar patterns in those who died
and those who dropped out. Further, outcomes differed across all time points when
grouped by time of death or dropout. It was therefore deemed more appropriate
to define the patterns which incorporate time of exit rather than simply group by
death or dropout. Participants who missed one or more follow-ups but completed
at least one later follow-up were not deemed to have left the study at the time of
the intermittently missed follow-up.
A series of dummy indicator variables were then derived to identify the point at
which exit from the study occurred. These were then added to the random effects
model described above in section 2.2.5.4 as interactions with the covariates in the
model. This allowed the effect of the covariates to differ by time of exit from the
study.
The parameters across the groups were also combined to give a single overall ef-
fect using the method described in 2.2.5.4. in which the estimated overall effect is
obtained by weighting the model coefficients using the proportion of participants
falling within each group. A pooled standard error was also calculated. However, a
simple pooled standard error does not take into account the fact that the population
proportions are also estimated. In section 2.2.5.4 the standard error for a simple
case with two groups was described. No previous work has been reported in which
standard errors have been derived for situations in which more than two groups are
present. Further the main benefit and purpose here in fitting a pattern mixture
model is the ability to compare parameter estimates across groups, rather than in
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obtaining an overall effect size. Combined parameter estimates allow for compar-
isons with other models and simple pooled standard errors were used to calculate
confidence intervals but it is acknowledged that the true standard errors are likely
to be underestimated in the pooled results.
5.3.5 Comparing models
The results from the four GEEs all represent population averages effects and so are
directly comparable with each other. Likewise, the random effects based models all
represent subject specific effect and can be compared to each other. As described
in section 2.1.2, it is possible to estimate marginal, or population average effects,
from logistic regression GLMMs. The variance of the random effect was therefore
used to rescale the parameter estimates and standard errors from the random effects
based models. After being rescaled odds ratios and corresponding 95% confidence
intervals were calculated and compared across all models.
In the absence of a more precise estimate of the relationship between population
averaged effects and subject specific effects estimated using proportional odds and
multinomial models, the same rescaling method was applied. This allowed for some
comparison between the two model classes, but any differences need to be treated
with caution.
All code used to fit the models above are available, with details provided in Ap-
pendix A.
5.4 Summary
In this chapter the methods used to explore the impact of incomplete follow-up
data in the SLSR were described. The results of the simulation study are provided
in Chapter 6 and the results from the study in which models were compared are
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summarised in Chapter 7. Brief summaries are provided at the end of each of these
chapters with a more detailed discussion given in Chapter 8.
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Results: Effect of missing data on
prevalence estimates
6.1 Abstract
Background: Missing data in the South London Stroke Register are potentially
missing not at random (MNAR). It is not known what impact the incomplete follow-
up data have on estimates of the prevalence of outcomes after stroke or how best to
handle the missing data.
Methods: A simulation study was carried out to compare estimates from com-
plete and available case analyses (AC), inverse probability weighting (IPW), single
imputation techniques and multiple imputation (MI). Missing data were simulated
in a subset of the SLSR with complete data and reflected four different scenarios.
Estimated prevalence of disability, inactivity, anxiety and depression, outcomes for
which the strength of the association with probability of missingness differed in
the simulated datasets, were compared to the true prevalence rate in the complete
dataset.
Results: The lowest biases were observed following MI, followed by IPW. AC anal-
ysis was only marginally worse than MI and IPW and all three methods had similar
standard errors. Single imputations resulted in substantial bias. When a strong
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MNAR assumption was made AC analysis underestimated the true prevalence by
up to 0.07 or 7% points for one outcome, and by up to 0.05 or <5% for the others.
Using MI the maximum bias was 0.05 (5%).
Conclusions: Biases in the estimation of poor outcomes after stroke are not likely
to be substantial when AC analyses are used. MI can reduce any bias, even when
the data are MNAR.
6.2 Introduction
To determine the potential impact of missing follow-up data when estimating the
prevalence of poor outcome after stroke, and to assess the performance of various
missing data methods, a simulation study was conducted utilising data from the
South London Stroke Register (SLSR). The methods used to carry out the study
were described in detail in the Chapter 5 and the results presented here.
6.3 Comparison of SLSR and simulation datasets
6.3.1 Comparison of baseline characteristics
As previously described (Chapter 5), missing data were simulated in a subset of
the SLSR in which participants had complete data. The missing data were simu-
lated to reflect one of four scenarios in which the missing data mechanism varied.
One thousand datasets were produced for each of the four scenarios. In the first
scenario, the missingness reflected data that were MCAR, and so all participants
had an equal chance of having missing follow-up data. In the second, the data were
MAR, depending only on baseline participant characteristics and in the third, the
missingness was MAR depending on time of death as well as baseline characteristics.
In the final scenario, a MNAR mechanism which assumed missingness was depen-
dent on current Barthel Index (i.e. level of disability) was used.
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To ensure that participants included in the simulation datasets were representative
of all SLSR participants baseline characteristics, rates of poor outcome and missing
data patterns, averaged across each dataset within a scenario, were compared with
the whole SLSR. The distribution of age, gender, ethnicity, stroke subtype and prior
to stroke disability level are summarised in Table 6.1. Overall, participants included
in the simulation datasets tended to be slightly older than those in the SLSR, more
likely to be of white ethnicity and less likely to be black. They were also more likely
to have had an ischaemic stroke. However, the size of the differences between the
SLSR and the simulation datasets was relatively small.
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Table 6.1: Comparison of demographic characteristics of the SLSR and simulation
datasets
SLSR Sc I Sc II Sc III Sc IV
mean(sd) mean(sd) mean(sd) mean(sd)
Total 3145 690(15.2) 692(14.9) 690(15.1) 689(15.1)
Age, mean 70.3 72.3(0.3) 72.3(0.3) 71.3(0.3) 71.4(0.3)
Gender,%
Male 50.7 49.2(1.1) 47.2(1.1) 51.4(1.2) 50.7(1.1)
Ethnicity,%
White 72.5 74.8(0.9) 75.4(0.9) 74.7(0.9) 74.5(0.9)
Black 19.4 17.0(0.8) 17.0(0.8) 17.8(0.8) 17.4(0.8)
Other 5.6 6.6(0.6) 5.5(0.6) 6.0(0.6) 6.4(0.6)
Unknown 2.5 1.4(0.4) 2.1(0.4) 1.5(0.4) 1.7(0.4)
Stroke Subtype,%
Ischaemic 72.3 77.8(0.9) 74.6(1.0) 74.7(1.1) 73.1(1.1)
PICH 13.4 12.5(0.8) 13.1(0.8) 13.9(0.8) 13.9(0.8)
SAH 5.5 4.7(0.5) 5.9(0.5) 6.4(0.5) 8.1(0.6)
Other 8.8 5.1(0.7) 6.4(0.6) 4.9(0.7) 5.0(0.6)
7-10day Barthel,%
Independent 58.6 56.7(1.0) 58.5(0.9) 58.5(0.9) 56.0(1.0)
Mild Disability 17.2 18.1(0.7) 15.8(0.6) 17.4(0.7) 17.8(0.7)
Moderate- Severe Disability 24.2 25.2(0.6) 25.7(0.6) 24.1(0.6) 26.2(0.6)
Table displays the mean (standard deviation) of proportions with a given characteristic averaged across
1000 simulated datasets in each scenario. Figures in the SLSR column are the means and proportions in
the SLSR as a whole.
Scenario I assumes outcome data are MCAR, Scenario II assumes MAR, Scenario III assumes MAR with
missingness dependent on time of death and Scenario IV assumes MNAR data with missingness dependent
on current disability level
Abbreviations: SLSR South London Stroke Register, sd standard deviation, PICH primary intracerebral
haemorrhage, SAH subarachnoid haemorrhage, MCAR missing completely at random, MAR missing at
random, MNAR missing not at random.
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6.3.2 Comparison of status at follow-up and rates of poor
outcome
The average rates of poor outcome and follow-up status, for participants in the simu-
lation datasets and the corresponding observed values from the SLSR, are presented
in Table 6.2. The simulation studies were designed to mimic, as closely as possible,
the missing data patterns observed in the SLSR. The average rates of completed
follow-up, dropout, intermittently missed follow-ups and death are consistent across
the datasets used in each of the four scenarios and very similar to the SLSR.
To compare the rates of poor outcome in the simulation datasets, rates were cal-
culated in each dataset prior to the introduction of missing data. As described in
Chapter 5 Section 5.2.3.3, to maximise the sample size of the complete dataset used
in simulations, all participants alive at five years were included. Random samples of
those who died earlier were then selected to ensure that the mortality rates in the
simulated dataset mimicked those in the SLSR. Consequently, these is no variation
in the numbers alive at five years as all participants were included in all datasets,
prior to the introduction of missing data.
Overall, the prevalence rates in the simulation datasets were similar to those ob-
served in the SLSR. At one year after stroke the average prevalence of depression
in the simulation datasets was around 0.023 lower than the SLSR. Meanwhile, at
five years the prevalence of anxiety was approximately 0.021 lower. For all other
outcomes and time points, the average prevalence rates were within 0.005 of the
corresponding SLSR rates.
Although the simulation datasets consisted of a sub-sample of the SLSR, selected
as a result of the completeness of their data, the included participants appear to be
representative of the whole SLSR cohort in terms of their baseline characteristics
and rates of poor outcome.
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6.4 Comparison of methods for handling missing
data
As previously described in Section 5.2.5 two measures were used to assess the per-
formance of a number of methods for handling missing data. For each method,
within each scenario, the average bias (i.e. the difference between the estimated
prevalence of poor outcome and the true prevalence) and precision (i.e. the average
standard error of the prevalence estimate) were calculated. In the following sections
the results for each of these measures are presented.
Four outcomes were considered in the simulation study. Two of these, anxiety
and depression, both binary in nature, and moderately correlated with each other,
produced similar results. For brevity the results for anxiety have been omitted from
this chapter. Figures and tables for the anxiety outcome, corresponding to those
presented within this chapter for the other outcomes, are available in Appendix C.
6.4.1 Depression
6.4.1.1 Bias
The bias associated with each of the methods applied to the binary form of the
depression outcome is summarised in Figure 6.1 and Table 6.3. Using available case
analyses, under the first three scenarios there was very little bias, with the largest
difference between the estimated and true proportion with depression being 0.026
at five years. When only participants with complete data at all time points were
included the bias was larger, with the magnitude of the differences between the true
and estimated propotion being up to 0.023 in scenarios I to III and 0.035 and 0.064
points in scenario IV at one and five years, respectively.
Last observation carried forward resulted in an overestimation of the proportion with
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Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion with depression in complete data=0.27 at one year and 0.29 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.1: Bias of estimates of prevalence of depression using categorical missing
data methods
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depression of up to 0.028 in scenarios I to III. The bias was lower in scenario IV at
0.015 at one year and 0.010 points at five years. Other single imputation methods
resulted in substantial biases with the underestimation of up to 0.162 using mode
imputation, 0.089 using hotdeck imputation and 0.144 using regression imputation.
IPW resulted in levels of bias which were very similar to those observed using com-
plete cases only. Multiple imputation resulted in an overestimation of up to 0.017
at one year and 0.035 at five years, with the smallest biases observed in scenario IV.
The bias associated with imputation methods applied to the underlying scale before
dichotomising the depression measure are summarised in Figure 6.2 and Table 6.3.
The single imputation methods resulted in substantial underestimation of the true
prevalence, at similar levels as when these methods were applied to the binary form
of the depression measure.
When multiple imputation was applied to the continuous measure the bias was
smallest in scenario IV. Across all four scenarios the bias was smaller when multiple
imputation was carried out using the continuous form rather than the binary.
In addition to the bias associated with each methods the standard deviation of the
prevalence estimates was also extracted from the simulations and is provided in Ta-
ble D1 (Appendix D) for estimates of depression. At five years, all participants with
complete data were included in all simulation dataset and so the standard deviation
of the prevalence is equivalent to the standard error of the bias. However at one
year, a random sample of those with complete one year data were included in each
simulation and so there was some variation in the true prevalence rate used to calcu-
late bias. The standard deviation of the prevalence is therefore not the same as the
standard error of the bias, though offers an approximation. The largest standard
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Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion with depression in complete data=0.27 at one year and 0.29 at five years.
Figure 6.2: Bias of estimates of prevalence of depression using continuous imputation
methods
deviations were observed during complete case analysis (up to 0.079. Across the
majority of simulations the standard deviations were less than 0.02. For a standard
deviation of 0.08 a corresponding 95% confidence interval for the bias would have
width +/-0.16 while for most scenarios and methods the confidence intervals would
be at most +/-0.04.
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6.4.1.2 Precision
The average standard errors across the simulations from the methods applied to the
binary form of the depression data are summarised in Figure 6.3 and Table 6.4. The
largest standard errors were associated with complete case analysis at five years after
stroke. Available case analysis, IPW and multiple imputation all produced standard
errors that were similar to each other.
Among the single imputation methods, LOCF resulted in standard errors that were
similar to available case, IPW and multiple imputation. Other single imputation
methods, which were highly biased, had standard errors which were lower than any
of the other methods.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion with depression in complete data=0.27 at one year and 0.29 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.3: Standard error of estimates of prevalence of depression using categorical
missing data methods
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When imputations were carried out on the continuous depression scale, mean, me-
dian and regression imputation resulted in standard errors that were similar to those
obtained from the corresponding imputations applied to the binary form (Figure 6.4
and Table 6.4).
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion with depression in complete data=0.027 at one year and 0.029 at five years
Figure 6.4: Standard error of estimates of prevalence of depression using continuous
imputation methods
Standard errors from multiple imputation on the continuous scale were slightly
smaller than when multiple imputation was conducted using the binary form of
the outcome measure.
Within each method the standard errors did not differ much across the four sce-
narios.
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The bias associated with estimating rates of inactivity using methods applied to the
categorical form of the inactivity measure are summarised in Figure 6.5 and Table
6.5. Estimates from complete case analyses were relatively unbiased in scenarios I to
III, with the difference between the true and estimated proportion ≤0.016. However,
in scenario IV, where the missing data were dependent on current level of disability,
available case analysis led to an underestimation of 0.039 at one year and 0.071 at
five years. Using only data from participants with complete data up to the time
point being analysed in a complete case analysis resulted in overestimation of the
prevalence in scenarios I to III, with the largest overestimation observed in scenario
II at five years where it was 0.096. In scenario IV, the prevalence was underesti-
mated by 0.044 at one year and 0.121 at five years after stroke.
Last observation carried forward lead to a small overestimation at one year in sce-
narios I to III, but an underestimation in scenario IV of 0.022. At five years the rate
was underestimated in all four scenarios, with the largest difference between the true
and estimated prevalence found in scenario IV. Among the other single imputation
methods, mode imputation gave the most biased estimates, with the proportion who
were inactive being overestimated by up to 0.230.
Both IPW and multiple imputation produced estimates that were less biased than
available case analysis in scenario IV, where the data were MNAR. Across the other
three scenarios they did not consistently produce estimates that were less biased
than available case analysis.
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Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion who were inactive in complete data=0.510 at one year and 0.500 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.5: Bias of estimates of prevalence of inactivity using categorical missing
data methods
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The biases associated with imputation methods applied to the continuous form of
the activity data, before being dichotomised, are summarised in Figure 6.6 and Table
6.5. Mean and median imputations resulted in underestimation of the prevalence,
while mode imputation using the categorical form resulted in an overestimation.
The magnitude of the bias was less for mean and median imputation than for mode,
but was still substantial, with the prevalence being underestimated by up to 0.130
at five years after stroke in scenario IV.
For both regression and multiple imputation, the bias was larger in some scenarios
when the continuous measure was used, and in others, when the categorical form
was used.
Estimates of the standard deviation of prevalence estimates of inactivity are pro-
vided in Table D2 of Appendix D. As with depression, the largest standard deviations
were observed in complete case analysis, particularly when the data were MNAR
(sd=0.0955). Standard deviations were also larger when the data were MNAR using
all methods than under other mechanisms. In general the standard deviations when
the data were not MNAR were up to 0.05. Therefore, 95% confidence intervals for
the biases reported above would have width up to +/-0.2 when the data were MNAR
and up to +/-0.1 under other scenarios.
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Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion who were inactive in complete data=0.510 at one year and 0.500 at five years.
Figure 6.6: Bias of estimates of prevalence of inactivity using continuous imputation
methods
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CHAPTER 6. RESULTS: EFFECT OF MISSING DATA ON PREVALENCE
ESTIMATES
6.4.2.2 Precision
The standard errors associated with methods applied to the categorical form of the
activity data are summarised in Figure 6.7 and Table 6.6. As with depression, the
largest standard errors were observed when complete case analysis was conducted
at five years post-stroke. Overall the standard errors associated with the single im-
putation approaches, i.e. LOCF, mode, hotdeck and regression, were similar to each
other and again lower than those from available case, IPW or multiple imputation.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion who were inactive in complete data=0.510 at one year and 0.500 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.7: Standard error of estimates of prevalence of inactivity using categorical
missing data methods
The standard errors were smaller for multiple imputation than for the available case
analysis or IPW.
When imputations were conducted using the continuous activity measure (Figure
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6.8 and Table 6.6), the estimated standard errors were similar to the equivalent er-
rors estimated following imputation of the categorical form. In multiple imputation,
the standard errors were very slightly lower, and so closer to the true standard error,
when the imputation was conducted using the categorical form.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion who were inactive in complete data=0.510 at one year and 0.500 at five years.
Figure 6.8: Standard error of estimates of prevalence of inactivity using continuous
imputation methods
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The biases associated with methods applied to the categorical disability measure are
summarised in Figure 6.9 and Table 6.7. All methods underestimated the prevalence
of moderate-severe disability in scenario IV, where missing data were dependent on
current level of disability. The largest biases were associated with complete case
analysis, mode imputation and regression imputation where the proportion with
moderate to severe disability was underestimated by up to 0.119 at five years after
stroke in scenario IV.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion with moderate-severe disability in complete data=0.240 at one year and 0.250 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.9: Bias of estimates of prevalence of disability using categorical missing
data methods
In scenarios I to III, there was very little bias observed in the available case analysis,
though the prevalence was underestimated by 0.023 and 0.053 at one and five years
after stroke respectively in scenario IV.
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IPW produced the least biased estimates across scenarios I to III, but in scenario
IV the prevalence was underestimated by 0.018 at one year and 0.039 at five years
respectively. In scenario IV, the bias was smallest following multiple imputation
where the true prevalence was underestimated by just 0.010 at both one and five
years.
When imputations were applied to the continuous disability measure, mean and me-
dian imputation all led to underestimation of the true prevalence, with the largest
biases observed in scenario IV (Figure 6.10 and Table 6.7). Regression imputation
led to an overestimation.
Multiple imputation of the continuous scale produced unbiased estimates of preva-
lence in scenarios I to III, where the bias was lower than that observed when impu-
tations were on the categorical form. However, the bias was greater in scenario IV
using the continuous form.
Standard deviations of estimates of the prevalence are provided in Table D3 (Ap-
pendix D). The standard deviation of the estimates were up to 0.05, but for the
majority of scenarios were less than 0.02, implying that 95% confidence intervals for
the estimates of bias above would be at most +/-0.1 in width, and in many cases
+/-0.04 wide.
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Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion with moderate-severe disability in complete data=0.240 at one year and 0.250 at five years.
Figure 6.10: Bias of estimates of prevalence of disability using continuous imputation
methods
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6.4.3.2 Precision
The standard errors associated with methods applied to the categorical disability
measure were largest for complete case analysis, followed by available case and IPW
at five years after stroke (Figure 6.11 and Table 6.8). The standard errors follow-
ing multiple imputation were lower than those from IPW or available case analysis.
Standard errors from the single imputation methods were again lower than for the
other methods.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean proportion with moderate-severe disability in complete data=0.240 at one year and 0.250 at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure 6.11: Standard error of estimates of prevalence of disability using categorical
missing data methods
The standard errors obtained from single imputation methods applied to the contin-
uous form of the data were similar to those from the corresponding methods applied
to the categorical disability measure (Figure 6.12 and Table 6.8). The standard
errors from multiple imputation were also very similar to those obtained when the
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imputations were performed on the categorical measure.
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean proportion with moderate-severe disability in complete data=0.240 at one year and 0.250 at five years.
Figure 6.12: Standard error of estimates of prevalence of disability using continuous
imputation methods
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6.5 Summary and conclusions
The results from this simulation study highlight the potential impact incomplete
follow-up data may have on estimates of the prevalence of poor outcome after stroke
among participants in the SLSR as well as comparing the ability of various missing
data methods to correct for this bias.
Exploratory analysis of the SLSR suggested that missingness, particularly dropout
rather than intermittent missingness, was not missing completely at random. As
described in Chapter 4 some groups of participants (for example, younger stroke sur-
vivors) were more likely to drop out than others, Further, declines in health across
the domains considered in this simulation study were observed prior to dropout and
death, with participants most likely to drop out in the years leading up to death.
The third scenario considered in this simulation study was designed to reflect the
patterns observed in the SLSR as closely as possible, with a MAR pattern intro-
duced into the simulation datasets by assuming missingness was dependent on both
baseline characteristics and time of death (MAR(d)). The first two scenarios made
less strict assumptions by assuming the data were MCAR or MAR dependent on
baseline characteristics only. The final scenario made the strictest assumptions by
creating missingness patterns in which missingness was dependent on currently level
of disability, an assumption that is plausible but untestable in the SLSR dataset.
When estimates of the prevalence of poor outcome were obtained from the simula-
tion datasets after applying various methods for handling missing data the largest
biases were observed when data were assumed to be MNAR depending on current
disability level. There were few differences observed in the levels of bias associated
with missingness that was MCAR, MAR or MAR(d).
There was wide variation in the performance of methods for handling missing data.
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Overall, multiple imputation provided relatively unbiased estimates of prevalence.
Even when data were MNAR, dependent on disability level, the associated bias was
minimal. Available case analysis and estimates obtained using IPW were associated
with similar levels of bias to that resulting from multiple imputation, although the
standard errors were larger.
The maximum bias associated with these three methods, as well as LOCF, which
also produced largely unbiased extimates, across are summarised in Table 6.9.
Table 6.9: Summary of bias in estimates of poor outcome after stroke across under
MNAR assumption
Maximum absolute bias
Outcome True Prevalence Available case IPW LOCF MI
One year after stroke (% survivors with incomplete data=38.6%)
Depression 0.290 -0.017 -0.014 0.015 0.004
Inactivity 0.509 -0.039 -0.033 -0.022 -0.028
Disability 0.255 -0.023 -0.018 -0.022 -0.010
Five years after stroke (% survivors with incomplete data=41.0%)
Depression 0.295 -0.026 -0.025 0.010 0.016
Inactivity 0.495 -0.071 -0.054 -0.071 -0.051
Disability 0.229 -0.053 -0.039 -0.060 -0.010
Abbreviations: LOCF last observation carried forward, MI multiple imputation, MNAR miss-
ing not at random.
Under a MAR or MNAR mechanism, available case analysis would be expected to
be biased, and MI and IPW biased under a MNAR mechanism. In this study the
overall bias associated with each method was relatively low, even when the data
were MNAR. The MNAR mechanism used in this simulation study resulted in in-
creasing likelihood of being missing from a follow-up as level of disability at that
follow-up increased. While assumptions were made that the level of disability was
strongly predictive of missingness, the distribution of barthel scores, the measure
of disability used, is highly skewed, with the majority of patients having only mild
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or no disability. For example, at five years after stroke 39% of SLSR participants
have no disability, achieving the maximum possible barthel score. Conversely, only
1% score zero, the lowest possible score and 10% score between zero and nine, the
range classified as severe disability. Therefore, while drop out may be strongly as-
sociated with barthel score at a given time point and those who are most unwell are
most likely to be missing, the actual impact on parameter estimates using observed
follow-up data is minimal due to the fact that those who are most unwell represent
only a small proportion of all stroke survivors.
In the simulation study IPW was used to weight responses with weights derived
from a missingness model which included only baseline characteristics. On the
other hand, the multiple imputation procedure used made use of data from previ-
ous follow-ups in addition to the baseline characteristics in the imputation model.
Where the data were MNAR, bias was lower using MI than IPW or available case
analysis. Although MI cannot remove all bias in this MNAR scenario, the inclusion
of follow-up data, which will, to a certain extent be correlated with the missing
values, may help to reduce biases arising from a potential MNAR mechanism in
analyses of SLSR follow-up data.
The results also confirm the limitations and highlight the dangers of applying sin-
gle imputation techniques. Using mean, median or mode imputation all resulted in
large biases with the estimates of poor outcome being under or overestimated by
as much as 0.200 or 20%. This demonstrates the dangers of applying these simple
imputation techniques, which performed far worse than simply ignoring the missing
data and analysing using available data only. While mean, median and mode impu-
tations involved imputing age specific averages, hotdeck and regression imputation
methods, also single imputation techniques, made use of more of the participants’
available data to impute the missing values. These methods improved upon imput-
ing averages but were still associated with large biases.
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Last observation carried forward had the least biased estimates among these sin-
gle imputation methods and was associated with a low level of bias overall and
in fact produced estimates with similar, or lower, bias than available case analysis
when the data were MNAR. Due to the nature of recovery after stroke, while there
is often an initial period of recover, disability and activity levels tend to deteriorate
after this initial recover period. While there is some fluctuation in scores, in general
it seems reasonable that the category in which participants are classed at one follow
up may be the same at the next.
Imputation methods were applied to both categorical outcomes and the original
continuous scales from which the categories were derived. Overall there were few
differences between the estimates from the categorical outcomes and continuous
scales. In particular multiple imputation produced similar levels of bias in both
cases.
In terms of the precision of the estimates of prevalence, the low standard errors
associated with the single imputation methods, when combined with the highly bi-
ased estimates again highlight the potential dangers of such methods. Ninety-five
percent confidence intervals for the prevalence estimate may not include the true
prevalence and there is an increased likelihood of type I error when applying hy-
pothesis tests.
Available case analysis resulted in standard errors which were similar to IPW, while
Multiple imputation standard errors were marginally lower than available case. In
general incorporating weights results in larger standard errors than those obtained
in available case analysis. However where there is low variability in the weights
used, then estimates will be closer to those observed for complete cases [33]. As
shown in Chapter 5 Section 5.2.4.4, the weights used in the simulations, particularly
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at one year were not highly variable, which may explain the similarity between the
available case and IPW results.
Using multiple imputation, all cases are used in the analysis which in general in-
creases precision and where the data are MAR and the correct imputation model
has been used, it is expected that standard errors would be similar to those observed
using the complete data, prior to the simulation of the missing data. In some cases
the MI standard errors were the same as available case, however, where this occurred
there were slight differences in levels of bias between the methods and as the stan-
dard error is a function of the prevalence estimate they are not directly comparable
when the parameter estimates differ. Differences in bias were small so this may
have minimal impact on the standard errors. Otherwise the standard errors from
MI were marginally lower than available case when the imputation was performed
on the categorical version of the outcome variable. For disability the standard errors
were similar when multiple imputation was performed on the original barthel index
and the derived categorical variable. However for the other two outcomes, standard
errors were lower when the continuous version was used.
When estimating rates and proportions of outcomes at a given time point after
stroke it would be recommended that MI, be used in addition to any available case
analyses, particularly where the variable of interest is likely to be strongly related
to dropout. However, standard errors associated with MI were larger than expected
and so further work is needed to explore the imputation models used and determine
the most appropriate set of predictors to include in the models as well as the type
of model used to avoid potentially mis-specified or over-specified models which may




Results: Effect of missing data on
predictors of poor outcomes after
stroke
7.1 Abstract
Background: In populations of people sharing a common condition identifying
those at greatest risk of poor outcome is important. The South London Stroke
Register (SLSR) collects data from stroke survivors which have often been used to
estimate associations between characteristics at time of stroke and outcomes after
stroke. Around one third of participants do not participate and this data may be
missing not at random (MNAR) and the impact of the missing data on estimated
associations is not clear.
Methods: Seven models (namely, generalised estimating equations (GEE), two
weighted GEEs, multiple imputation GEE, generalised linear mixed models, pattern
mixture and shared parameter models) which differ in the way they treat and make
assumptions about the underlying missing data mechanism were applied to the SLSR
data and parameter estimates compared. Two binary outcomes were analysed using
logistic based models and proportional odds and multinomial models applied to two
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ordinal outcomes.
Results: Parameter estimates were consistent across all the models, even those
which allowed for a MNAR dropout process.
Conclusions: There was no evidence that the incomplete follow-up data in the
SLSR biases estimates of associations between baseline characteristics and outcome
after stroke.
7.2 Introduction
In this chapter the results of analyses conducted to explore the effect of missing
data on associations between baseline covariates and outcomes in the South London
Stroke Register (SLSR) are presented. A number of models, each making different
assumptions about the missing data mechanism, were applied and the parameter
estimates from the models were compared. The methods and models used were de-
scribed in detail in Chapter 6 and the models and underlying assumption regarding
the missing data mechanism are summarised in Table 7.1.
The first model was a standard GEE, followed by two weighted GEEs. In the first,
the ‘mortal’ GEE, logistic regression models were used to derive weights in those
who were alive at that time point, with no weights assigned to those who had died.
In the ‘immortal’ GEE, logistic regressions compared those who were followed to
those who had missing data, for any reason, including death. In models used to
derive the weights included baseline characteristics, and so make the assumption
that the drop-out process is explained by the characteristics of participants at the
time of stroke. In the final model, multiple imputation was combined with the GEE
(MIGEE). The MIGEE also assumes the data are MAR, but the imputation models
include follow-up data observed at previous time points. The MIGEE therefore is
assuming that the missing values themselves depend on baseline characteristics and
previously observed values of the same outcome.
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Shared parameter model MNAR
Pattern mixture model MNAR
Abbreviations: GEE generalised estimation
equations, WGEE weighted generalised esti-
mating equations, MIGEE generalised esti-
mating equations with multiple imputation,
GLMM generalised linear mixed model, MCAR
missing completely at random, MAR missing at
random, MNAR missing not at random.
Three models which incorporated random effects were also fitted. The first was
a standard generalised linear mixed model (GLMM), followed by shared parameter
and pattern mixture models which were fit to the data using maximum likelihood
estimation. As described in Chapter 6, the shared parameter model jointly modelled
the outcome and time to exit from the study due to death or being permanently
lost to follow-up through the specification of a shared random effect. The pattern
mixture model broke down the participants into distinct groups based on the time
at which they left the study and the effect of each covariate was allowed to vary
within each group.
Four different outcomes were considered; anxiety and depression (both binary out-
comes), activity level (a three level ordinal outcome) and disability level (a four level
ordinal outcome). However, as in the previous Chapter the results for anxiety, which
exhibited similar patters to those for other outcomes, have been omitted from this
chapter and can be found in Appendix E. Unadjusted and multivariable adjusted
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models were run for all outcomes and the results are presented in this chapter.
7.3 Dataset
The dataset used in analyses included data from 3617 participants in the (SLSR)
who suffered a stroke between the 1st January 1995 and the 31st December 2007.
The baseline characteristics of the participants are summarised in Table 7.2. All
characteristics displayed in Table 7.2 were previously described in Chapter 4 and
selected for inclusion in the study as they were thought to be potential predictors
of poor outcome and dropout. They were also complete for the majority of partic-
ipants and provided a mix of binary, ordinal, nominal and continuous independent
variables.
There were some missing data within these variables, most notably in disability
level, measured using the Barthel Index recorded 7-10 days post stroke, which was
unknown for 25% of all SLSR participants. This was missing in the majority of
cases due to deaths which occurred shortly after the stroke event. Ethnicity was
unknown in 2.5% of participants and level of consciousness, measured using the
Glasgow Coma Score [GCS], in 3.9%. Stroke subtype, as previously described in
Chapter 4, includes an unknown/unclassified category. The unknown category rep-
resents a distinct group and includes participants for which it was not possible to
identify a specific subtype. Stroke had to have been confirmed for all participants
in order to be eligible for inclusion in the SLSR, but for some it was not possible to
determine the type of stroke, despite having scans and diagnostic tests. Therefore
unknown subtype is not considered to be missing data.
Only participants who contributed follow-up data in the first five years after stroke
were included in the models presented in this chapter. In total 2288 patients were
eligible for inclusion. Among these participants Barthel Index was missing for 6.2%,
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Table 7.2: Baseline characteristics of all SLSR participants (1995-2007), and of those
with ≥1 complete follow-up
All participants Participants with ≥1 follow-up
Total, N 3617 2288
Age, mead(sd) 70.3(14.7) 68.4(14.0)









Missing, n(%) 92(2.5) 28(1.2)
Glasgow coma score, median (IQR) 15(11-15) 15(14-15)
Missing, n(%) 142(3.9) 66(2.9)
Barthel Index at 7-10 days, n(%)
Moderate-severe disability 1590(58.6) 1079(50.3)
Mild disability 465(17.2) 438(20.4)
Independent 657(24.2) 629(29.3)







Missing at least one characteristic, n(%) 1005(27.8) 201(8.9)
Abbreviations: sd standard deviation, IQR inter quartile range, PICH primary intracerebral haem-
orrhage, SAH subarachnoid haemorrhage.
GCS for 2.9% and 1.2% had unknown ethnicity. Across all baseline variables, 27.8%
of all participants had one or more missing values, while the rate was 8.9% in those
eligible for inclusion in the models. Participants with missing data were excluded
from the models. While missing covariate information may also have an impact, this
was not explored here and analyses focus on the impact of missing outcome data.
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Some participants did not complete certain items during a follow-up despite tak-
ing part in a face to face interview or partially completing and returning a postal
questionnaire. This resulted in varying numbers of participants being included in
the models for each of the four outcomes. Missing data in individual outcomes are
further described in the following sections prior to the results from the models.
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7.4 Comparison of models exploring the associa-
tion between baseline characteristics and post
stroke depression
Baseline characteristics associated with depression were also explored using the same
models as for anxiety. Depression was measured using the depression subscale of
the Hospital Anxiety and Depression Scale and is often categorised in analysis. The
binary form which identified participants with possible or probable depression was
used in this section.
The completeness of the depression data, along with rates of depression, at each
time point are summarised in Table 7.3. Depression measurements were only avail-
able for between 36.2% and 59.3% of participants alive at each time point, with 1877
providing at least one HADS-D measurement. Up to 40% of the missing data at
the three month and two year follow-ups were due to the scale not being included
on the data collection form. Up to one quarter of participants who did complete
the follow-up did not complete the HADS-D, despite it being included on the data
collection form.
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Table 7.3: Completeness of HADS Depression measurements and prevalence of de-
pression in SLSR participants (1995-2007)
3 months 1 year 2 years 3 years 4 years 5 years
Total alive, N 2615 2320 2123 1917 1782 1654
Completed depression measurement, n(%) 947(36.2) 1076(46.4) 842(39.7) 1137(59.3) 978(55.4) 814(50.3)
Not depressed 640(67.6) 767(71.3) 585(69.5) 779(68.5) 672(68.7) 564(69.3)
Depressed 307(32.4) 309(28.7) 257(30.5) 358(31.5) 306(31.3) 250(30.7)
Reason for missing measurement, n(%)
Lost to follow-up 783(46.9) 595(47.8) 534(41.7) 571(73.2) 578(73.3) 627(77.8)
HADS not on form 609(36.5) 371(29.8) 521(40.7) 0 0 0
HADS not done for other reason 278(16.8) 278(22.4) 226(17.6) 209(26.8) 211(26.7) 179(22.2)
Table shows parameter estimates from logistic GLMMs with random intercept for the relationship between depression and
time since stroke. Models were adjusted for age, sex, ethnicity, stroke subtype, Glasgow coma score and disability 7-10 days
after stroke.
7.4.1 Handling of time in models for depression
Depression was a binary outcome and so analysed using logistic models. Prior to
conducting the main analyses, the relationship between time and depression was ex-
plored in a logistic GLMM (Table 7.4). There did not appear to be any significant
change over time in the likelihood of being depressed, and no evidence of a nonlinear
relationship. Time was therefore included as a linear covariate in the models.
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Table 7.4: Relationship between time after stroke and depression
beta se t p-value
time -0.001 0.025 -0.04 0.97
time -0.04 0.093 -0.43 0.666
time2 0.008 0.018 0.44 0.662
time -0.372 0.241 -1.54 0.123
time2 0.169 0.11 1.54 0.123
time3 -0.021 0.014 -1.49 0.136
Table shows parameter estimates from logis-
tic GLMMs with random intercept for the re-
lationship between depression and time since
stroke. Models were adjusted for age, sex,
ethnicity, stroke subtype, Glasgow coma score
and disability 7-10 days after stroke.
7.4.2 Unadjusted logistic models for depression
The results of the unadjusted GEE approaches for depression are summarised in
Table 7.5. The models were fairly consistent with the strength and direction of
the relationships similar in the majority of the models. The GEE and WGEE
models found an increased risk in those of other ethnicity when compared to white
but the difference was not significant in the MIGEE model; although there was a
slightly increased risk, the beta coefficient was lower than in the other models. All
models, except for the mortal WGEE model, also found an increase in the odds of
depression with increasing level of disability. The standard errors estimated from
the MIGEE models were greater than those from the other models. However, as
described in Chapter 5 Section 5.3.3.2, as WGEEs are only applicable in situations
with monotone missing data patters, intermittent missing values were imputed to
allow for the weighting of data to account for missingness due to drop out and
therefore the standard errors are likely to be underestimated.
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The findings of the unadjusted likelihood based models are presented in Table 7.6
with the full results from the pattern mixture models presented in Table 7.7. Prior
to fitting these models the random effects structure was explored. Initially a random
intercept model was fitted to the data which included all baseline characteristics of
interest and time since stroke. A random slope was then added to the model and
compared to the random intercept model using a likelihood ratio test. The ran-
dom intercept+slope model was not a significantly better fit than the intercept only
model (χ21 = 1.78, p=0.182 ). Therefore, all random effects models for depression
included only a random intercept.
In the pattern mixture models there was again no evidence that the associations
between baseline characteristics and depression differed by time of exit from the
study.
Using the weighted averages of the coefficients from the pattern mixture models,
the findings from the GLMMs, shared parameter and pattern mixture models were
broadly similar (Table 7.6). As with the GEE approach models, all identified dif-
ferences by level of disability. There were again discrepancies between the models
regarding ethnicity and statistically significance; the beta coefficient for the differ-
ence between white and other ethnic groups in the shared parameter and pattern
mixture models was larger than in the GLMM, with a statistically significant differ-
ence observed in the shared parameter model only.
The level of uncertainty surrounding the parameter estimates also differed across
the three models; the standard errors were largest in the pattern mixture models,
followed by the shared parameter models.
The variance of the shared random effects in each of the shared parameter mod-
els are also displayed in (Table 7.6). The variance was significantly different from
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zero in all models. This suggests that there exists some underlying trait, not ac-
counted for by the factors in the models, which drives increases in both the likelihood
of exit from the study and the odds of being depressed.
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The estimates from the likelihood based models were transformed into marginal
estimates and compared to the results from the GEE approach models in Figure
7.1. There was good agreement between the GEE approach models and random ef-
fect based models. The conclusions drawn from the models regarding the direction,
strength and significance of the associations between the covariates in the models
and odds of depression were the same in the majority of cases.
As a result of the larger standard errors in some models, the confidence intervals
for the odds ratios estimated using MIGEE, shared parameter and pattern mixture
models were wider than for any of the other models.
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Figure 7.1: Unadjusted estimates of the marginal effect of baseline characteristics
on the odds of post stroke depression 210
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7.4.3 Adjusted logistic models for depression
The depression analysis was also repeated using models which adjusted for other
baseline characteristics. The results of the GEE approach models are in Table 7.8
and the likelihood based models in Table 7.9. The findings from both sets of models
were very similar to those observed for the unadjusted models described in the previ-
ous section. Significant differences were observed only by disability level at 7-10 days
after stroke and, in some models, between other and white ethnic groups. Standard
errors from the MIGEE model were larger than for the other GEE approach models
and the shared parameter model produced larger standard errors than the random
effects model. The variance of the shared random effect remained significant in the
adjusted model, again suggesting the presence of an underlying MNAR process.
The results of both the GEE approach models and the marginal estimates from
the random effects based models are also summarised in Figure 7.2. This figure fur-
ther highlights the consistency between the models with only a few slight differences
observed. All models apart from the MIGEE suggested a slightly reduced risk of
depression in those with an undefined stroke subtype relative to infarcts, though
this was not significant; the point estimate in the MIGEE model suggested a pos-
sibly increased risk, though again this was not significant. Again, the conclusions
drawn were relatively consistent across all models, with large overlap in confidence
intervals even where differences were observed.
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Figure 7.2: Adjusted estimates of the marginal effect of baseline characteristics on
the odds of post stroke depression 214
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7.5 Comparison of models exploring the associa-
tion between baseline characteristics and post
stroke activity level
The Frenchay Activities Index is used by the SLSR to measure activity levels. The
Frenchay is often categorised into three groups; not active, moderately active and
active. The distribution of participants in each of these groups, along with the com-
pleteness of the data, are summarised in Table 7.10.
Between 53.5% and 69.0% of those who were alive at each follow-up completed the
Frenchay assessment. Among those for which no data were available, the majority
were lost to follow-up and did not complete the interview at all. At each follow-up,
between 5.8% and 13.0% of the missing data were due to incomplete Frenchay as-
sessments in participants who otherwise completed the interview, at least in part.
Overall 2233 participants contributed at least one Frenchay measurement.
Missing data were treated the same in the models regardless of the reason for being
missing.
Table 7.10: Completeness of Frenchay Activities Index and prevalence of inactivity
in SLSR participants (1995-2007)
3 months 1 year 2 years 3 years 4 years 5 years
Total alive, N 2615 2320 2123 1917 1782 1654
Completed Frenchay assessment, n(%) 1638(62.6) 1600(69.0) 1136(53.5) 1261(65.8) 1105(62.5) 911(56.2)
Active 203(12.4) 293(18.3) 216(19.0) 212(16.8) 192(17.4) 170(18.7)
Moderately active 460(28.1) 492(30.8) 364(32.0) 422(33.5) 386(34.9) 303(33.3)
Not active 975(59.5) 815(50.9) 556(48.9) 627(49.7) 527(47.7) 438(48.1)
Reason for missing measurement, n(%)
Lost to follow-up 856(87.4) 643(89.3) 930(94.2) 571(87.0) 578(87.3) 627(88.4)
Follow-up done - Frenchay not done 124(12.7) 77(10.7) 57(5.8) 85(13.0) 84(12.7) 82(11.6)
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7.5.1 Handling of time and the proportional odds assump-
tion in models for inactivity
Activity level was summarised using a three level ordinal variable. The proportional
odds model is appropriate for modelling ordinal outcomes provided that the assump-
tion that the effect of a covariate on the odds of being in outcome category k+1
relative to k is the same as on the odds of being in category k+2 relative to k+1.
Before fitting the models to the activity data, the robustness of this assumption was
explored. Proportional odds models were fitted to the data at each follow-up point
and then the Brant test was used to determine whether there was any evidence that
the covariates had a greater impact on the likelihood of being in one category over
another.
The results of the test at one year after stroke are shown in Table 7.11; they were
also typical of those observed at each of the other time points. None of the p-values
were <0.05 and so there was no evidence to suggest violation of the proportional
odds assumption. Therefore, it is likely that the assumption would hold in the ran-
dom effects longitudinal models and so proportional odds models were used in the
analysis of activity level.
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Table 7.11: Brant test of proportional odds assumption in models for activity level
at one year after stroke
Variable chi2 df p-value
All 10.59 10 0.39
Age 0.47 1 0.493
Sex 1.22 1 0.269
Black ethnicity 1.52 1 0.217
Other ethnicity 0.48 1 0.488
GCS 0.01 1 0.92
PICH 0.78 1 0.377
SAH 0.28 1 0.599
Unknown subtype 1.84 1 0.175
Mild disability 1.92 1 0.165
Moderate disability 1.23 1 0.267
Abbreviations: GCS Glasgow coma score,
PICH primary intracerebral haemorrhage, SAH
subarachnoid haemorrhage.
The association between time and activity level was explored in a series of pro-
portional odds GLMMs. The estimated associations are summarised in Table 7.12.
Initially a model assuming only a linear term was fitted, and then a quadratic, then
a cubic and so on, until adding additional powers no longer improved the model fit
significantly. The models suggested a cubic relationship existed and so terms for
time, time squared and time cubed were included in all models for activity level.
To explore the random effects structure a random intercept proportional odds model
was fitted to the data, which included all baseline characteristics of interest and time
since stroke. Next, a random slope for the linear time component was added and
there was no evidence to suggest that this random intercept+slope model was a
better fit than the intercept only model (χ21 =3.02, p=0.082). Therefore all random
effects based models included a random intercept only.
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Table 7.12: Relationship between time after stroke and inactivity
beta se t p-value
time -0.027 0.012 -2.34 0.019
time 0.202 0.043 4.7 <0.001
time2 -0.046 0.008 -5.54 <0.001
time 0.651 0.108 6 <0.001
time2 -0.269 0.05 -5.37 <0.001
time3 0.029 0.006 4.51 <0.001
time 1.082 0.228 4.74 <0.001
time2 -0.661 0.189 -3.49 <0.001
time3 0.149 0.056 2.64 0.008
time4 -0.01 0.019 -0.53 0.298
Table shows parameter estimates from pro-
portional odds GLMMs with random inter-
cept for the relationship between activity
level and time since stroke. Models were ad-
justed for age, sex, ethnicity, stroke subtype,
Glasgow coma score and disability 7-10 days
after stroke.
7.5.2 Unadjusted proportional odds models for activity level
Four proportional odds unadjusted GEE approach models were fitted to the data
and the results are presented in Table 7.13. There was good agreement between
the models in terms of identifying the factors associated with activity level. All
GEE approach models found an increasing likelihood of being more inactive with
increasing age. Females were less likely to be inactive than males, but only signif-
icantly so in the GEE and mortal WGEE models. Differences by ethnicity, stroke
subtype, Glasgow coma score and disability level at 7-10 days after stroke were also
significantly associated with level of activity.
Unlike in the logistic based models for anxiety and depression, the standard errors
from the MIGEE models were similar to those from the other models.
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GLMMs and shared parameter proportional odds models were also fitted to the
activity data and the results are reported in Table 7.14. Again, the two models pro-
duced very similar estimates and agreed with the GEE approach models in terms
of the characteristics identified as being significantly associated with activity level.
The standard errors were only slightly larger in the shared parameter model than
in the random effects model. In the shared parameter models, the shared random
effect variance was significant across all models, suggesting the presence of an un-
derlying trait, not measured by the variables in the models, which results in some
participants being more likely to be inactive and exit the study.
As with the models for depression, the coefficients and standard errors from the
GLMMs and shared parameter models were transformed into estimates of the marginal
effects; odds ratios and 95% confidence intervals are compared to those obtained
from the GEE approach models in Figure 7.3.
The difference between the other and white ethnic groups was less in the GLMM
and shared parameter model but otherwise the agreement across all the models was
good. Confidence intervals were of similar width and apart from gender, all models
agreed on the factors which were significantly associated with activity level.
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Figure 7.3: Unadjusted estimates of the marginal effect of baseline characteristics
on the odds of increase level of inactivity222
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7.5.3 Adjusted proportional odds models for activity level
The analysis of activity level was repeated using multivariable models which ad-
justed estimates for the other baseline characteristics as well as time since stroke.
The results of the GEE approaches are presented in Table 7.15 and the GLMM and
shared parameter models are summarised in Table 7.16. The marginal odds ratios
and 95% confidence intervals are also summarised in Figure 7.4.
All models led to the same interpretations regarding associations between base-
line covariates and level of activity. The same factors, i.e. age, other ethnicity, GCS
and Barthel Index at 7-10 days post stroke, identified as significant predictors in the
unadjusted models were also significant in the adjusted models. In the unadjusted
models no differences were observed between black and white ethnic groups, however
after adjustment, increasing odds of inactivity were found in all models for black
and other ethnic groups compared to white.
The point estimates of the odds ratios for all models were very similar overall and,
as with the unadjusted models, there were only slight differences in the standard
errors from different models.
Overall, in the analysis of activity level after stroke using proportional odds mod-
els, the choice of model, and the underlying assumption regarding the missing data
mechanism, made no difference to the estimated associations between baseline char-
acteristics and level of activity.
In the shared parameter model, the shared random effect variance remained signifi-
cant in the adjusted model, again suggesting the presence of a MNAR mechanism.
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Figure 7.4: Adjusted estimates of the marginal effect of baseline characteristics on
the odds of increase level of inactivity 226
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7.6 Comparison of models exploring the associa-
tion between baseline characteristics and post
stroke disability
The final outcome considered was disability level, measured using the Barthel Index.
The Barthel Index can by categorised to identify participants with severe, moderate
and mild disability and those who are independent in activities of daily living. At
follow-up, around one third of participants were independent and one third had mild
disability. Among the remainder, approximately half were moderately disabled and
the other half had severe disabilities (Table 7.17).
Between 55.4% and 71.2% of participants alive at each follow-up point completed
the Barthel Index (Table 7.17). Missing Barthel scores in those who partially com-
pleted a follow-up were rarer than for other outcomes, accounting for <10% of the
missing data. In total 2260 participants had at least one Barthel measurement.
Table 7.17: Completeness of Barthel Index and prevalence of disability in SLSR
participants (1995-2007)
3 months 1 year 2 years 3 years 4 years 5 years
Total alive, N 2615 2320 2123 1917 1782 1654
Completed BI measurement, n(%) 1751(66.9) 1659(71.2) 1176(55.4) 1294(67.5) 1146(64.9) 942(58.2)
Severe disability 331(18.9) 220(13.3) 141(12.0) 179(13.8) 141(12.3) 100(10.6)
Moderate disability 223(12.7) 201(12.1) 125(10.6) 139(10.7) 128(11.2) 111(11.8)
Mild disability 582(33.2) 578(34.8) 439(37.3) 471(36.4) 457(39.9) 364(38.6)
Independent 615(35.1) 660(39.8) 471(40.1) 505(39.0) 420(36.7) 367(39.0)
Reason for missing measurement, n(%)
Lost to follow-up 856(98.7) 643(97.3) 930(98.2) 571(91.7) 578(93.1) 627(92.5)
Follow-up done - BI not done 11(1.3) 18(2.7) 17(1.8) 52(8.4) 43(6.9) 51(7.5)
Abbreviations: BI Barthel Index.
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7.6.1 Handling of time and the proportional odds assump-
tion in models for disability
Level of disability was summarised using a four point ordinal scale derived from
the Barthel Index. Prior to fitting any models to the data the proportional odds
assumption was explored. As with activity level, a series of Brant tests were applied
after fitting proportional odds models at each follow-up time point. The results of
the model at one year are shown in Table 7.18. The results at one year were typical
of those observed at other time points with evidence that the proportional odds
assumption did not hold. Therefore, the multinomial model was used in all analyses
of level of disability.
Table 7.18: Brant test of proportional odds assumption in models for disability level
at one year after stroke
Variable chi2 df p-value
All 65.36 20 <0.001
Age 21 2 <0.001
Sex 4.59 2 0.101
Black ethnicity 3.74 2 0.154
Other ethnicity 0.43 2 0.806
GCS 0.86 2 0.652
PICH 4.75 2 0.093
SAH 0.03 2 0.987
Unknown subtype 6.73 2 0.035
Mild disability 18.98 2 <0.001
Moderate disability 4.65 2 0.098
Abbreviations: GCS Glasgow coma score,
PICH primary intracerebral haemorrhage, SAH
subarachnoid haemorrhage.
The association between time and disability level was explored in a series of multi-
nomial GLMMs with random slopes. The estimated associations are summarised in
Table 7.19. There was evidence of a cubic relationship and so terms for time, time
squared and time cubed were included in all models for disability level.
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Table 7.19: Relationship between time and disability
beta* se t p-value
time -0.074 0.011 -6.71 <0.001
time 0.1 0.045 2.25 0.025
time2 -0.034 0.009 -4.02 <0.001
time 0.357 0.095 3.75 <0.001
time2 -0.173 0.046 -3.74 <0.001
time3 0.019 0.006 3.05 0.002
time 0.496 0.237 2.1 0.036
time2 -0.302 0.207 -1.46 0.144
time3 0.058 0.061 0.94 0.346
time4 -0.004 0.006 -0.64 0.521
Table shows parameter estimates from multi-
nomial GLMMs with random intercept for
the relationship between disability level and
time since stroke. Models were adjusted for
age, sex, ethnicity, stroke subtype, Glasgow
coma score and disability 7-10 days after
stroke.
7.6.2 Unadjusted multinomial models for disability level
Two unadjusted models were applied to the Barthel data. The results from the
multinomial GEE models are presented in Table 7.20 and the results of GLMMs in
Table 7.21. A random intercept multinomial model was fitted to the data, which
included all baseline characteristics of interest and time since stroke. The likelihood
from the same model with a random slope for the linear time component was com-
pared to the intercept only model and was not found to provide a better fit to the
data (χ21 =1.01, p=0.315). Therefore all random effects based models included a ran-
dom intercept only. The odds ratios from the models, after transforming estimates
from the random effects based models to marginal estimates, are also summarised
in Figure 7.5.
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Both models found differences by age and gender, with those of older age and female
gender more likely to be more disabled. There were some differences between the
estimated odds ratios from the two models. However, there were no obvious pat-
terns with neither consistently producing higher or lower estimates than the other
and the conclusions drawn regarding statistical significance were the same.
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7.6.3 Adjusted multinomial models for disability level
Finally, multivariable multinomial models were applied to the disability data. The
results of the multinomial GEE model are presented in Table 7.22, the multinomial
GLMM in Table 7.23, and the corresponding marginal odds ratios displayed in Fig-
ure 7.6.
Overall the models agreed in terms of the effect of age, gender and disability level
7-10 days after stroke. However, there were some discrepancies in terms of ethnicity.
In the GEE model, there were no statistically significant differences between black
and white ethnic groups, though there was a trend towards increased risk in the
black participants. In the GLMM, black participants were significantly less likely
to have a disability than white participants. Further, in the GLMM differences be-
tween white and other ethnic groups were much smaller than those estimated by
the GEE model, which found statistically significant differences. There was also a
difference in the effect of Glasgow coma score at the time of stroke; in the GLMM
participants with higher scores, i.e. those with greater levels of consciousness after
stroke, were less likely to have moderate or severe disabilities, but no such differences
were observed in the GEE model.
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CHAPTER 7. RESULTS: EFFECT OF MISSING DATA ON PREDICTORS OF
POOR OUTCOMES AFTER STROKE
7.7 Summary and conclusions
Models which assumed missing data were either MCAR, MAR or MNAR were used
to explore the relationship between three outcomes and a number of baseline covari-
ates.
Overall there was very good agreement between the models in terms of the fac-
tors identified as being significant predictors of outcome and in the point estimates
of the associated odds ratios. Where differences were observed there were large over-
laps in associated confidence intervals and none of the models consistently produced
estimates that were higher or lower than all others.
In the logistic based models for depression the standard errors were greatest in
the shared parameter and pattern mixture models. However, as described in Chap-
ter 5 Section 5.3.4.3, a pooled standard error was used to combine the estimates
across groups which does not take into account the fact that the proportions in each
group, used in pooling, are themselves estimated, and so is likely to be underesti-
mated. Similarly, in the WGEE analyses which require a monotone missing data
pattern, intermittent missingness was imputed using data from the last and next
completed follow-up. Although the results from Chapter 6 showed that a last obser-
vation carries forward imputation approach produced relatively unbiased estimates,
imputing missing data using a single imputation approach results in standard errors
which are too low. Multiple imputation of these data would prevent this, but this,
but if employing multiple imputation for some outcomes data, it would be may be
reasonable to use multiple imputation for all missing data as was done in the MIGEE
models. Although there are limitations to these approaches, which in some cases
produces unreliable standard error estimates, the estimates of the regression coeffi-
cients remain useful in detecting any biases arising from certain analytic approaches.
Shared parameter models were fitted for both depression and inactivity. In all
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models (unadjusted and adjusted) the variance of shared random effect was signifi-
cant. This suggests that there was some underlying trait not captured by the models
which means that some participants are inherently more likely to exit the study and
to have poorer outcomes. However, the parameters in the model were similar to
the random effects model based on a MAR assumption. Therefore, although the
drop-out from the study may be MNAR, the impact this had on associations be-
tween the baseline data included in the models and the outcomes of interest was
minimal. This finding is in line with those from the pattern mixture models. In
the pattern mixture model, the effect of the baseline characteristics were allowed to
differ between groups which were defined according to time of exit from the study.
There was no evidence that the effect of the coefficients differed across groups.
In conclusion, there was no evidence that the findings from the simpler, routinely ap-
plied models, such as a GEE approach or a GLMM, were affected by the potentially
MNAR missing outcome data in the SLSR. However, the MNAR models applied
in this study themselves rely on assumptions about the nature of the missing data
mechanism. The shared parameter model makes the assumption that the outcome
is independent of the missingness given the random effect. A simple shared random
effect structure was assumed in this study with the drop-out process and the out-
come model sharing a random intercept. There could potentially be further latent
traits not accounted for by this model. For example, a shared random slope would
allow for the possibility that there was an underlying process driving a deterioration
in health as measured by the outcomes studied which also leads to the participant
dropping out sooner. The structure of the models used in this study was somewhat
limited by the fact that fitting these models is highly computationally intensive.
The missingness process was modelled using a discrete time survival model which
adjusted only for age and sex. Increasing the number of parameters and complexity
of random effects structure lead to programs which would run for several days and
fail to converge. Therefore, it is possible that the conditional independence of the
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missing data and outcome processes does not hold.
Pattern mixture models also have limitations. To fit the pattern mixture model
groups were defined by time of exit from the study and the effect of baseline vari-
ables allowed to differ by means of including an interaction between each variable
and an indicator for group. Where there are many groups and several variables
in the model, the number of parameters in the model can be high, again leading
to potential computational difficulties. It was only possible to fit these models for
the unadjusted models for depression. The pattern mixture approach assumes that
the distribution of the outcome in the complete data is known conditional on the
missing data pattern. In the analyses presented in this chapter groups were defined
according to time of exit from the study, be that death or drop-out. It may be that
the effect of the baseline variables on outcome differs between those who died and
those who dropped out, but it was not possible to fit models which stratified partic-
ipants into groups according to time of drop out and time of death. An additional
limitation of both the MNAR used is that they allowed for potential MNAR drop
out mechanisms but intermittent missingness was not considered in either.




8.1 Summary of findings
The aim of this thesis was to compare and determine the most appropriate methods
for handling non-continuous missing data in a cohort study with multiple follow-up
assessments, namely the South London Stroke Register (SLSR). There was evi-
dence found in exploratory analyses, presented in Chapter 4, that completeness of
follow-up was related to characteristics at the time of stroke, such as age and stroke
severity. Participants were also more likely to drop out of the study as they neared
the end of their life, and deterioration was observed in health status during the
follow-ups immediately prior to death and prior to dropout in those who survived.
It is therefore highly likely that the missing data in the SLSR depends, at least in
part, on current health status and may therefore be missing not at random (MNAR).
Many analyses of SLSR data focus on estimating prevalence of poor outcomes, of
risk factors or proportions of patients accessing services. Although the missing data
appear to be related to health status after stroke, particularly level of disability as
measured by the barthel index, the distribution of Barthel scores is highly skewed,
with the majority of participants scoring highly, or being classed as having mild or
no disability. The impact that missing data had on rates estimated cross-sectionally
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at individual follow-up points was found to be minimal, as those at greatest risk of
drop-out represent a minority of participants. The impact was explored in a simu-
lation study for which the results were summarised in Chapter 6. In this study a
number of methods for handling missing data were explored in four scenarios, each of
which made different assumptions about the mechanism underlying missing outcome
data in the SLSR. When missing data were dependent on current level of disabil-
ity at the time of follow-up, a scenario which was plausible based on exploratory
analysis of the SLSR, prevalence rates of moderate-severe disability, inactivity and
depression were underestimated using available case analysis, the approach used in
the majority of SLSR papers published to date. Overall multiple imputation pro-
duced the least biased estimates of prevalence in this scenario. The bias was largest
for inactivity, where differences between the observed and true prevalence rate of
50% were up to 5% points. Across the other three outcomes, where the true preva-
lence rate was lower, the maximum bias associated with multiple imputation was 2%
points. Although available case analysis did underestimate true prevalence, it was
only slightly worse than multiple imputation. Under the MNAR assumption, dis-
ability was underestimated by 5.2% and inactivity by 7.1% points. For depression,
the difference between the true and estimates prevalence was less than 3% points.
The dangers of using single imputation methods were highlighted with substantial
biases observed, even when the missing data were missing completely at random
(MCAR). In the most extreme example the prevalence of inactivity was overesti-
mated by almost 25% points following mode imputation. The other single imputa-
tion method applied in the simulation study was last observation carried forward,
which in most cases produced unbiased prevalence estimates, though as each missing
observation was imputed with a single value, the overall variability in the study is
likely to be underestimated.
The hypothesis being tested in the thesis was that ‘the application of suitable ana-
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lytical methods to a longitudinal study with high levels of missing data will result in
improved estimation when compared to available case analysis’ and in terms of the
analysis of rates post stroke the simulation study supported the hypothesis. The use
of multiple imputation, and to a lesser extent inverse probability weighting, reduced
bias observed when only available data were used. However, in the SLSR available
case analyses are unlikely to result in large biases and are substantially less biased
than using single imputation techniques. The lack of bias observed in the SLSR
results from the distribution of the outcome data in the population of stroke sur-
vivors. Other data are collected in the SLSR at follow-up and there may potentially
be other outcomes which are associated with missingness. To explore the potential
impact of incomplete data on other outcomes, or in other studies, it is therefore
important when exploring the data to consider not just the relationship between the
observed data and missingness, but also the distribution of the variable(s) on which
it is hypothesised that missing data might depend upon.
The measures of poor outcomes used in the simulation study were all derived from
underlying scales. Imputation methods were applied directly to the categorised out-
comes and also to the original scales with no substantial differences observed.
The impact of missing follow-up data on associations between baseline characteris-
tics and outcomes after stroke was also assessed, with results presented in chapter
7. A number of models were fitted to the SLSR data which each made different
assumptions about the missing data mechanism. There was no evidence of any dif-
ference in the regression coefficients from models which allowed for a missing not
at (MNAR) mechanism and standard longitudinal models which assumed the data
were MCAR or missing at random (MAR). This suggests that the relationship be-
tween the baseline characteristics and outcomes studied in this thesis may not differ




In the following sections of this chapter the results described above are discussed in
more detail, with consideration given to the relevance to other studies and implica-
tions for future work.
8.2 Incomplete follow-up in the SLSR and other
cohort studies
One of the objectives of the thesis was to describe the patterns and predictors of
missing data in the South London Stroke Register. Across the three month and an-
nual follow-ups up to five years after stroke up to 30% of survivors did not complete
the scheduled follow-up. Among those, between half and three quarters were classed
as having dropped out and they did not complete any further follow-ups until the
end of the study or death. Other participants did return to the study and completed
a follow-up at at least one time point. There were a variety of reasons for the data
being missing; some participants were registered too late after stroke to participate
in the earlier follow-ups, some refused to participate in current follow-up or in all
future follow-ups, and others were not contactable.
At any given follow-up point younger participants with less severe strokes were the
most likely to not complete follow-up. Looking at the association between dropout
and outcomes after stroke revealed that participants who dropped out earliest were
more disabled and less active across all follow-ups and outcomes appeared to worsen
sharply between the follow-ups immediately prior to dropout.
The missing data in the SLSR is not atypical of that found in other cohort studies.
The North East Melbourne Stroke Incidence study (MENISIS) is a population based
stroke study based in Melbourne Australia [8]. At three months after stroke they
reported 63% of survivors were followed up, and 67% followed up at one year, a
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similar rate as observed in the SLSR. At three months 28 of the 60 survivors did
not complete follow-up as they were referred to the study too late [8]. At two and
five years after stroke 15% and then 20% were lost to follow-up [9, 10]. As in the
SLSR, younger participants were overall less likely to complete follow-up, as were
those born outside of Australia [10].
Some stroke studies do achieve higher follow-up rates. Across Europe, follow-up
rates in a German population based stroke study were 82% at one year [13], 95% at
four and 16 months in a Swedish population based study [14] and 93% at one year
in Greece [15].
In Auckland, New Zealand, a population based study achieved a follow-up rate
of 94% at six months after stroke [11] and 93% at 21 years [12]. In Perth, Australia,
another population based cohort study achieved a follow-up rate of 96% of survivors
recruited to the study between 1989 and 90. The rate was lower among participants
recruited six years later, who had a five year follow-up rate of 84%.
The Copenhagen heart study followed a sample of the general population aged 18
years and over recruited from a well defined area in Copenhagen, Denmark [208].
Across four waves of data collection between 64% and 81% of those who invited to
each wave took part. In this study, low income, being single, widowed or divorced,
being in unskilled employment or self employment, living alone, being less well edu-
cated, high alcohol consumption, being a heavy smoker, inactivity and obesity were
all associated with increasing odds of dropping out [208].
Another Danish study followed a cohort with coronary heart disease who had un-
dergone a coronary angioplasty [27]. Data were collected at eight time points over
the 36 months following the angioplasty. The cohort included 1726 participants and
of the 1652 alive at the end of follow-up, only 470 completed all follow-ups. Partici-
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pants who failed to respond to any follow-up, and those who initially responded but
subsequently dropped out were significantly older, were more likely to be smokers,
had more co-morbidities, more severe disease and had lower levels of education
Similar predictors of attrition including age, ill-health, low levels of education or
low socio-economic status and being from a minority ethnic group have also been
observed in non cardiovascular studies [17,20–26,28–31].
The decline in health status prior to death observed in the SLSR has also been
observed in other cohort studies [32,209,210], as has the association between death
soon after the follow-up point and non-response [211].
In summary, although there are some differences in rates of missing data between
studies, missing data are a problem in most, if not all, longitudinal studies. Par-
ticipant characteristics measured at baseline are often shown to be associated with
missing data, with age, variables reflecting low socioeconomic status and ill health
consistently shown to be predictors of incomplete follow-up, particularly in studies
following elderly cohorts. While the analysis presented in this thesis looks specifi-
cally at missing data in the SLSR, the findings may be generalisable to other studies,
particularly those assessing health status over time.
Ideally the best way to handle missing data is to avoid it in the first place. SLSR par-
ticipants are contacted first by telephone and then by post or email if required. Very
few participants return postal questionnaires without having first been contacted by
phone. When not possible to contact a participant then medical records are checked
to ensure there has not been a change of address or telephone. Despite this lost to
follow-up rates remain relatively high and other studies have shown non-response
to be increasing over time. In a household survey in the United States participants
were contacted and completed surveys by telephone [212]. Response rates decreased
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from 1979 to 1996 but the rate of decrease became significantly larger between 1996
and 2003. Increasing difficulty in contacting participants by telephone is likely to
be driven, at least in part, by people being more likely to regularly change mobile
numbers and to screen or block calls from unknown numbers with caller identifica-
tion services being widely available.
Offering incentives, making repeated contact (e.g. by sending postal or telephone
reminders to complete postal questionnaires) and offering a range of data collection
methods have been shown to increase retention in a number of population based
studies [213]. In the SLSR, in the majority of cases where the follow-up was not
completed, it was not possible to contact the participant. Offering incentives is
unlikely to be beneficial in most of these cases. The SLSR also already contacts
participant in a number of ways and participants are able to complete follow-ups by
postal questionnaire, over the telephone or by email where face to face interviews
are not possible or an alternative method is preferred. As it seems much of the miss-
ing data are unavoidable, understanding the impact it has on analyses is therefore
important.
8.3 Impact of missing data on estimates of preva-
lence of poor outcomes
A simulation study was used to compare methods for handling missing in the esti-
mation of prevalence rates of poor outcome after stroke. Previous analysis of the
SLSR data have largely relied on available case analysis [158–161,165], with inverse
probability weighting (IPW) being applied in a few recent studies [162]. In the sim-
ulation study, estimates from available case analyses only resulted in slightly larger
biases than those from IPW, which in turn were only marginally larger than those
from multiple imputation. In multiple imputation outcomes measured at other time
points were used in the imputation models along with baseline data, whereas in
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IPW only baseline data were considered.
Engels et al (2003) used data from the Cardiovascular Health Study, a popula-
tion based study which aimed to identify predictors of coronary heart disease and
stroke in adults aged 65 and older, to compare imputation methods for incomplete
follow-up data [85]. Known values on scales measuring depression, weight, cognitive
function and self rated health, which followed one or more missing follow-ups were
identified and assigned as being missing. These were then imputed using number of
different methods and the imputed values compared to the true value. Only single
imputation methods were applied, but it was found that methods which used any
follow-up data available from the participant were far superior to those which im-
puted using population values or using baseline data only.
The model for non-response in the IPW approach included baseline characteristics
to estimate the probability of response at each of the two time points. Theoretically,
this model could include outcomes at previous time points when missing data pat-
terns are monotone. When there is also intermittent missingness, as in the SLSR,
the ability of multiple imputation to be able to handle missing data in multiple
variables is one of the major advantages it has over IPW.
Single imputation methods were also applied to the SLSR data, which in general
performed very poorly. Mode, median, mean, regression and hotdeck imputations
all produced very biased estimates of prevalence, with rates of disability being un-
derestimated by up to 20% points and inactivity overestimated by up to 25% points.
The highly biased point estimates also resulted in very low coverage for some of these
methods. Last observation carried forward (LOCF) was the best of all the single
observation methods, with bias similar to that observed in available case analysis.
LOCF, despite still being widely applied, particularly in trials, can lead to very
biased treatment effects and inflated type 1 error rates [89]. After stroke, health
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status tends to remain relatively stable or gradually decline. Once a participant is
classed as disabled, inactive, anxious or depressed, it is highly likely that they will
have the same status at the next follow-up which explains why in this case LOCF
produced largely unbiased estimates.
Available case analyses did not result in large biases in the SLSR when estimating
rates of poor outcomes and appeared to provide adequate estimates of prevalence
of the outcomes studied. As described above, this finding was largely due to the
distribution of the variable on which missingness was assumed to depend in the
simulations (and on which it it likely the missing data does depend based on ex-
ploratory analyses of the SLSR). Participants who had the lowest possible score on
the Barthel index were assumed to be six times more likely to drop out as those with
the highest possible score. However, Barthel index is skewed, and most participants
have high scores, so those at greatest risk of drop out represented a minority. Had it
been assumed that those who were most well were most likely to drop out, available
case analyses would have given highly biased results. Therefore, when presented
with longitudinal data with drop-out it is important to consider not just the factors
associated with drop out but also the distribution of these factors within the popu-
lation to help understand the likely impact of incomplete data.
While biases were low, available case analysis was not unbiased and it was shown,
bias can be reduced through the use of multiple imputation or inverse probability
weighting. As IPW relies on complete data in the variables used in the model of
response, multiple imputation would in general be the more favourable method as
follow-up data from other time points can easily be incorporated. Ideally available




8.4 Imputations before and after dichotomisation
In the simulation study imputation methods were applied to the underlying scale
used to derive the categorical outcome variables and compared to imputations made
directly on the categorical form of the variables. Overall there was very little differ-
ence between the two. The majority of the methods applied were single imputation
techniques, which are not recommended for use. Using multiple imputation, there
was very little difference in the bias, coverage and standard errors when applied
directly to the binary outcome or when treated as continuous and imputed before
dichotomisation.
In multiple imputation linear regression models were used to impute the underlying
scales. However, each of the scales have an upper and lower bound and without any
constraints it is possible that values which are implausible may be imputed. In the
simulation study the scales were dichotomised and so no restrictions were placed on
the range of imputed values. The majority of follow-up data in the SLSR is categor-
ical by design, but if the original forms of these scales are to be used in analysis then
the appropriateness of the imputation model would require further consideration.
8.5 Impact of missing data on identifying predic-
tors of outcome
The final objective was to assess the impact of missing data when exploring asso-
ciations between baseline characteristics of participants and post-stroke outcomes.
The models that were fitted to the data assumed that the missingness was MCAR,
MAR or MNAR and there were very few differences between the parameter esti-
mates from the models, though the MNAR and MIGEE models had larger standard
errors than the others. As described in Chapter 2 Section 2.2.5.7 models which allow
for a MNAR mechanism must be interpreted with caution and are best places in the
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context of a sensitivity analysis [41]. Any model makes a specific assumption about
the missing data mechanism and so a single model cannot be used to account for
all possible MNAR processes. However, fitting one or more models which allow for
plausible MNAR mechanisms and comparing parameter estimates to the primary
model, which most likely assumes a MAR process, can be useful in checking robust-
ness of conclusions against possible MNAR processes.
In this thesis shared parameter and pattern mixture models were applied. In the
pattern mixture model the effect of covariates on outcome were allowed to vary
across groups defined by time of exit from the study. There was no evidence that
any differences in effect existed.
In the shared parameter model, the variance of the random effects that were shared
between the drop-out model and the models for the outcomes were significantly
different from zero. Though any hypothesis test needs to be treated with caution,
this does suggest that the likely presence of an unmeasured trait that is associated
with both drop out and outcome. Despite this, and in line with the results from
ten pattern mixture model, when this train was allowed for, there is no change in
the conclusions drawn from the model in terms of the effect of baseline covariates
on outcome.
A number of other studies have also found no evidence of any bias in the estimates
of model coefficients in the presence of missing data. In a study which imputed food
frequency information collected longitudinally, there was little difference on the es-
timated impact on survival using complete case or multiple imputation methods.
Several imputation methods were applied, some of which attempted to take account
of correlation in the food frequency data which was collected longitudinally, but
the additional complexity of these methods did not appear to offer any benefit or
produce different results compared with imputations which did not take this into
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account and assumed a multivariate normal distribution [214]. A study of patients
following coronary angioplasty over three years had similar dropout patterns to those
observed in the SLSR [27]. Available case analysis and multiple imputations were
conducted on the data from this study and simulations based on the data developed
to explore the effect of a MNAR assumption. The outcome of interest here was
SF-12 scores, a measure of quality of life, which is summarised on scale from 0-100.
The analyses explored whether varying the assumptions regarding the missing data
mechanism had any impact on the association between gender and quality of life.
While the mean scores were slightly different before and after imputation, suggest-
ing bias in the estimation of the mean, there was little difference in the estimated
effect of gender on quality of life.
As described previously, low socioeconomic status is often cited as a predictor of
non-response. Data from the Avon Longitudinal Study of Parents and Children has
been used to study the effect of non-response on socio-economic inequalities. Non
response was associated with socio-economic status and outcomes and while bias
in the effect of inequalities increased as non-participation increased, the qualitative
conclusions drawn from the data regarding inequalities were broadly similar even
when less than half the original sample provide outcome data [215].
While in the SLSR and the other studies highlighted above it appears that in many
cases the estimated association between baseline characteristics and outcome are
not significantly influenced by missing follow-up data, even when it is likely MNAR,
this is not always the case. In a study of depressive symptoms in an elderly cohort,
similar trajectories to those observed in the SLSR were observed prior to dropout,
i.e. outcomes were observed to worsened rapidly immediately prior to dropout [32].
A mixed model and two shared parameter models (one of which treated time to
dropout as continuous and the other as discrete) which allowed for the very likely
MNAR dropout process were applied to the data and across most of the variables
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included the parameter estimates were consistent. However, the use of an anti-
depressive drug was associated with a three-fold increase in odds of depression in
the mixed model, but in the joint models the odds were increased sixteen fold.
Encrenaz et al (2005) also conducted analysis on a real dataset which included a
drug use severity score in participants who has started maintenance therapy in their
treatment for opiate addiction [216]. At the follow-up 18 months after recruitment
only 38% of the cohort provided data. Using a random effects model both age and
treatment setting were found to be associated with drug use. When a joint model
was applied instead these associations diminished and were non-significant.
In both of these examples it was very likely that the missing data were strongly
related to the outcome of interest. In the example in participants with depressive
symptoms, it was only the variable that was also very strongly related to the outcome
that was underestimated using a standard MAR model. In the SLSR, it appeared
that current level of disability and activity level were most strongly associated with
drop-out, while there was less evidence of a change in level of depression of anxiety
prior to dropout. In the models for level of disability and inactivity after stroke,
disability at the time of stroke was very strongly associated with the outcomes.
Multinomial models were applied to the disability data and it was not possible to
fit MNAR models. In the analysis of activity level using proportional odds mod-
els, shared parameter models were fitted and there was no evidence of any bias in
the estimated relationship between disability at the time of stroke and activity level.
Six covariates were included in the models applied to the SLSR data. While there
was no evidence of bias across these six covariates it is possible the same might
not be true of other factors recorded in the SLSR. Where the outcome of interest
is likely to be strongly associated with the missing data mechanism then it seems
particularly important to ensure models are not being influenced by the missing
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data. Although no evidence of bias was found in the work presented in the thesis,
there remains a need to ensure appropriate sensitivity analyses are carried out.
When conducting analysis the choice of a GEE (i.e. a population averaged) ap-
proach or a random effects model (i.e. a subject specific model) should be driven
by the aim of the analysis [45]. There were no differences observed between GEEs
in this study, which assume MCAR data, and weighted GEE (WGEE) or multiple
imputation GEEs (MIGEE) which both allow for MAR data. MIGEE have been
shown to be more robust against specification of the underpinning model and also
have the advantage that missing covariates can be incorporated [60]. If a GEE ap-
proach is undertaken and the data are unlikely to be MCAR, to fit a model more
robust against then missing data then MIGEE would be preferred over a standard
GEE or WGEE.
Random effects models are valid under MAR assumptions without the need for
imputation or weighting and applying multiple imputation prior to model fitting
has been shown to have no benefit [146,217,218].
In addition to carrying out exploratory analyses of the data to help understand
patterns and predictors of missing data an appropriate sensitivity analysis should
also be carried out using MNAR models where possible. In this thesis pattern mix-
ture and shared parameter random effects models were applied to the data. It is
also possible to construct pattern mixture models for GEE based analyses and for
continuous or binary data selection models may also be appropriate [41]. Although
software and packages to fit these models are becoming increasingly available fitting
the models can be very computationally intensive and models may fail to converge
when there are multiple covariates. As described in Chapter 5, this was a particular
issue in this thesis for the proportional odds and multinomial models. Where it
is not possible to fit a MNAR model analogous to the main multivariable model,
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univariable analyses could be conducted where possible.
8.6 Strengths and limitations
The work presented in this thesis has a number of strengths and limitations resulting
from the design and scope of the included studies.
8.6.1 Simulated versus empirical data
A mix of simulations and analysis of a ‘real’ dataset were used in this thesis. Simu-
lation studies allow properties of methods to be assessed by comparing results to a
known ‘true’ value [219]. One of the major limitations of simulations studies is that
they often lack the complexity observed in real datasets. To investigate the impact
of missing data on estimates of prevalence of poor outcomes after stroke, real data
from the SLSR was used with missing values added to the dataset using simulation
methods. The distribution of, and relationship between, the baseline and outcome
variables used therefore reflected a real scenario. The missing data were simulated
so as to reflect rates of dropout and intermittent missingness in the SLSR as closely
as possible. The mechanisms used to simulate the missing data were based on plau-
sible scenarios following exploratory analysis of the SLSR, including one in which a
MNAR assumption was made. As the true missing data mechanism in the SLSR is
not known it’s not possible to replicate exactly the true missing data mechanism.
Simulating missing data according to four possible scenarios did however give an
indication of the performance of methods and to estimate potential biases which
may result from incomplete follow-ups.
In the study exploring the effect of missing data on associations between baseline
data and outcome after stroke models were applied directly to the full SLSR dataset.
In theory, had the models been applied to the simulation datasets created in the
first study then parameter estimates could have also been compared to a known true
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value. This was not feasible, as many of the models applied to the data took up to
a day to run individually on a personal PC. In the simulation study 1000 datasets
were used in each of four scenarios, and so attempting to fit the models in every one
of these would not be possible without significantly more powerful computing re-
sources. Applying the models directly to the full dataset did still have an advantage
over a simulation study. The mechanism and patterns of missing data were those
actually observed and no assumptions were required to attempt to produce realistic
missing data mechanisms as in the simulation study.
8.6.2 Item non-response
All the work presented focused on missing outcome data which is arguably the
source of missing data most likely to result in bias. In the SLSR some items are
not completed at follow-up or in the baseline interview. For the scales used in this
thesis, in some cases the full scale was not completed and in others single items were
missing and therefore the full scale not computed, although this was rare. Overall,
item non-response, with the exception of the hospital anxiety and depression scale
(HADS) was low. In the work presented in this thesis missing data in the outcomes
were treated the same regardless of the reason for being missing. Characteristics
which predicted missing HADS in participants who had participated in a follow-up
were similar to those which predicted non-participation in the follow-up. It is pos-
sible that HADS and the association with baseline characteristics may be different
in the those missing only this scale.
Treating item non-response and non-participation in a follow-up in the same way is
common. A review of 262 studies with missing data published in Epidemiology, the
International Journal of Epidemiology and the Americal Journal of Epidemiology
revealed that in almost half (46%) it was not possible to distinguish between item
non-response and non-participation [7]. In many cases the underlying mechanism
may be quite different for the two types of missing data. Where there is substantial
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item non-response at follow-up care needs to be taken where those participants may
differ from those who did not complete the follow-up at all.
Six variables representing baseline characteristics of the SLSR participants were used
in the simulation studies and included in the models. These variables were selected
as they are known to be associated with poor outcome after stroke, completeness of
follow-up or both, and had very little missing information. Other variables collected
at baseline are less complete. The majority of SLSR analyses thus far have used
an available case analysis, with participants with missing baseline or follow-up data
excluded. When fitting models incorporating baseline data multiple imputation can
reduce bias in covariates when data are MCAR or MAR, though often available case
is not more biased [220]. When data are MNAR it has been shown that parameter
estimates can be biased [221]. The impact of missing baseline data in the SLSR is
an area which could be explored further.
8.6.3 Handling missing data due to death
The focus of the thesis was on handling potentially MNAR outcome data in the
SLSR. By far the largest source of missing data in the SLSR is due to non-response
at follow-up.
In the SLSR mortality rates are high, with over 50% of the original cohort hav-
ing died by five years after stroke. In the simulation study the population of interest
was survivors and so the was no bias as a result of missing data due to death. In
the study of the association between baseline characteristics and outcome, in all but
the weighted GEEs, missing due to death was in no way accounted for. However,
in the WGEE two approaches were taken - a mortal analysis and an immortal anal-
ysis. In the former any participant who was missing due to death was excluded
from the point onwards, where as in the later those who were missing due to death
were treated the same as those missing due to dropout. There were no differences
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observed between these two models suggesting missingness due to death may have
little impact.
Some studies attempt to address survivor biases which may arise when participants
who died are excluded. Some simple approaches include imputing scores in the same
way as missing data in survivors or assigning the worst possible outcome at all time
points following death [27]. Kurland et al (2009) summarised the application of a
number of models to simulated and real longitudinal studies with missing data due to
death. They describe models such as a joint model for the outcome and death which
can be used to estimate, for example, the probability of being alive and healthy at
a given time point. GEEs fitted to the observed data describe the outcome in the
cohort who are alive at each time point. Random effects models can be used, for
example to fit unconditional models describing outcomes which are independent of
death, or to model ‘terminal decline’ where the outcome is described in terms of time
before death. Pattern mixture models with participants stratified by time of death
can be useful for summarising individual trajectories when outcomes are related to
time of death. Each of these models would not necessarily be appropriate in all set-
tings, but instead the choice of model should be driven by the research question [222].
Applying these models in situations where the dropout is potentially MNAR and
intermittent missingness also exist is not straight forward. A pattern mixture model
which divides participants according to time of death and dropout may become im-
possible to fit when the data are divided into many groups.
A two stage imputation approach has also been suggested and demonstrated in
longitudinal studies in elderly populations where there is a decline in the outcome
of interest prior to death [223]. In this approach time until death is included as
a predictor in the imputation model for the outcome. As, in many studies, some
participants have unknown time of death, as they have not yet died, a two stage
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procedure allows for missing data in the outcome and time until death to be treated
separately. Two imputation models are then employed, the first describes the pop-
ulation response based on baseline covariates and then the second describes the
response conditional on the time to dropout. Parameter estimates from the two
models can then be combined.
In studies such as the SLSR, and others in elderly or sick cohorts, death is of-
ten an outcome of interest and so it is arguable that data missing due to death
should never be thought of as missing data [224]. Further, in cohort studies where
the sample are an unbiased subset of the population of interest at baseline, any
deaths and predictors of deaths which occur in the sample will also occur in the
population. Therefore it is likely that bias from dropout, giving an unrepresentative
sample would be greater than biases due to death [225].
Knowledge of time of death may however be useful in reducing biases associated
with summarising outcomes after stroke. In the simulation study reported in this
thesis, missing data in the third scenario were simulated by allowing missingness to
depend on time of death as well as baseline characteristics. However, the methods
for handling missing data used did not take into account the time of death. This
reflects normal practice where in the estimation of a rate at a given time point
adjustment is not usually made for a future even (i.e. death). As drop-out and
outcome are both observed to be associated with time of death in the SLSR, the
incorporation of an indicator for time of death may help to minimise bias. The
most appropriate way of including death in any analyses and any associated bias
reduction is an area that warrants further investigation.
8.6.4 Implementation of missing data methods
A range of missing data methods were applied to the simulated and real SLSR
data but some limitations exist due to the assumptions made regarding the rela-
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tionship between observed data and missingness. In both the simulation study and
in the longitudinal models applied to the whole SLSR dataset a subset of baseline
covariates were used to simulate missing data patterns and in analyses. In the sim-
ulation study this meant that all factors associated with missing data were known
and could be adjusted for. Inverse probability weighting relies on the assumption
that the model for non-response is correctly specified [70] and as expected when all
variables used to simulate the missing data were included as predictors in the model
for non-response the estimates of prevalence were unbiased. In reality missing data
in the SLSR are likely to depend on more factors than those included in the study.
For example, social class is often cited as being associated with non-response. In
the SLSR a substantial proportion of participants have unknown social class and
so it was not included as a determinant of non-response in the simulated data. As
well as ensuring all predictors of non-response are included, it is also important to
ensure the model fits well and that continuous variables are handled appropriately.
Age and GCS were both slightly skewed but did not appear to effect model fit and
so were not transformed in any analyses. When including continuous covariates
transformations may be necessary. Seaman et al provide a comprehensive guide to
implementing inverse probability weighting, including the selection of variables for
inclusion in the model of response and checking model fit [70].
Estimates in this thesis based on IPW did not differ substantially from available
case analysis. The weights derived using baseline characteristic were not hugely
variable. Including information from previous follow-ups may result in missingness
models which are better able to discriminate between drop-outs and non-drop-outs
whether the likelihood of drop-out is related to current and previous values of the
outcome. However, where there is intermittent missingness the construction of ap-
propriate models is challenging.
When IPW was used in conjunction with GEEs the intermittent missing values
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were imputed using an average of the last and next completed observations. This
was done to create a dataset with monotone missingness which is required for the
construction of weights and the fitting of weighted GEEs. Although intermittent
missingness appears less likely to be dependent on the outcome than drop-out, such
an imputation approach assumes the data is not MAR and results in underestimated
standard errors.
The implementation of the IPW approach for GEEs used in this thesis could be
improved upon, perhaps by using multiple imputation for the intermittent missing-
ness and then constructing weights based on the imputed values of outcome at earlier
time points. However, there such an approach is unlikely to offer any advantage over
MIGEE in which all the missing data are imputed using multiple imputation.
Multiple imputation also requires that the imputation model is correctly speci-
fied. The model should include all factors which are associated with outcome and
non-response and should include all variables to be included in, and maintain the
structure of, the analysis model [98]. As with inverse probability weighting in the
simulation study, all variables associated with dropout were known, and so could be
incorporated to obtain valid estimates under a MAR assumption.
In the imputation models used for both the simulation study and the MIGEEs,
only outcomes prior to the one being imputed were included in the models. This
was to avoid imputed values at early follow-ups being dependent on the imputed
values at later follow-ups where a substantial proportion of participants had actually
died. The imputations were also carried out separately for each outcome. The stan-
dard errors obtained following multiple imputation were only marginally lower than
those using available cases. Further refinement of the imputation model may help
to produce models which are better able to predict the posterior distribution of the
missing values and in turn improve precision. The work in this thesis suggests that
261
CHAPTER 8. DISCUSSION
MI is useful for reducing bias in the SLSR but further investigation is warranted
to explore the impact of the structure of the imputation models. In particular,
although only the first five years after stroke were considered in this thesis, some
participants have completed over twenty follow-ups. When analysing long term out-
comes it would not be feasible to construct models which incorporate all follow-up
information. Further simulations could therefore be useful in providing guidance on
choosing the most appropriate set of predictor variables which balance information
on other outcome measures and the outcome of interest measured at other time
points.
Both inverse probability weighting and multiple imputation were used in conjunc-
tion with generalised estimating equations in analysis of the SLSR data. It is likely
in this dataset that other factors, in addition to the six included in the models, ex-
ist which predict non-response, or outcomes of interest. These additional variables
may also have missing data themselves. Mice allows for missing data in covariates
to be imputed at the same time as outcomes making it more attractive than in-
verse probability weighting which requires variables in the model of response to be
complete. As a result of this it was also possible to include outcomes measured at
previous follow-ups in imputation models. Non response in the SLSR was related
to health status at follow-up and so incorporating this information resulted in lower
biases when the data were missing not at random and multiple imputation was used.
Pattern mixture and shared parameter models were also applied to the SLSR data
and allowed for the possibility of non-random dropout. In both cases the cohort
were defined according to the time at which they left the study, be it due to death
or dropout. In exploratory analyses of the SLSR deterioration were observed prior
to death and prior to dropout in survivors, but at a slower rate than in those who
died. Ideally patterns would be formed to allow for differences between those who
dropped out and those who died. Increasing the number of groups or patterns in a
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pattern mixture model was not feasible. The number of parameters required meant
that analyses were restricted to univariable associations.
8.6.5 Alternative missing data methods
Many of the most common methods for handling missing data were included in the
studies presented in this thesis, but they do not provide an exhaustive list. Handling
missing data is an area of ongoing interest with new methods or developments and
improvement of existing methods regularly being proposed. Multiple imputation
produced the least biased estimates of the prevalence of poor outcomes after stroke
and alongside available case analysis would be the method recommended for use in
studies summarising outcomes after stroke.
Multiple imputation required that data are MAR but in the SLSR it is plausi-
ble that the data are MNAR. Fraser and Yan (2007) illustrated that valid estimates
can be obtained under MNAR mechanisms by obtaining data from participants who
were originally missing [226]. By re-contacting a random sub-sample of participants
with missing data it was shown that obtaining missing information from as few
as 10% of those missing and using the new information to update the imputation
model provides estimates which are unbiased in MNAR situations. While this may
be possible in some situations, in the many cohort studies like the SLSR, every effort
is put into contacting the participant to prevent missing data in the first place. It
would therefore be extremely difficult to contact those who were missing. Even if it
was possible to obtain data from 10% of the original non-responders it is unlikely
that they would be a random subsample of all non-responders, and instead would
likely be more similar to the original responders.
Another extension of multiple imputation involves imputations being combined with
inverse probability weights. As describe previously multiple imputation requires on
the correct specification of the imputation model while inverse probability weighting
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relies on correct specification of the model of response. Both methods can be sensi-
tive to mis-specification of the respective model. In a doubly robust approach the
methods are combined by including only participants who, for example attended a
follow-up. Multiple imputation is then carried out for these participants and within
the imputed dataset analyses are weighted to account for participants not included
due to non-response [71].
When analysis aims to identify predictors of outcome by modelling the longitudinal
data, sensitivity analyses should be conducted after fitting standard longitudinal
models. Pattern mixture models can be sensitive to model mis-specification [123].
Demitris (2005) proposed an alternative pattern mixture model which employs
Bayesian techniques to smooth parameter estimates across patterns [227]. This
means that information from within other patterns or groups is also used when es-
timating parameters within a group [227] and through the use of simulations and
analysis of empirical data it has been shown the model is more robust against model
misspecification than conventional pattern mixture models [227,228].
8.7 Recommendations for handling missing data
Until recently analysis of SLSR data has been via available case analyses. Most
studies did report rates of missing data and compared the characteristics of those
with and without missing data but the impact that any differences between those
with and without missing data may have on findings had not been investigated.
Many researchers have and continue to use the SLSR data without any guidance
on how best to deal with missing data. Similarly many analyses of other cohort
studies are published, which describe missing data and factors associated with non-
response, but which present findings from available case analyses only. Many of
these studies exhibit patterns and predictors of non-response which are similar to
those in the SLSR and so recommendations for handling missing data in the SLSR
may also apply elsewhere.
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Based on the findings presented in this thesis missing data in the SLSR is un-
likely to result in substantial biases when summarising outcomes after stroke using
available case analyses as even though the missingness is likely dependent on health
status, the majority of participants are relatively healthy. Despite this, the use of
appropriate sensitivity analyses should always be carried out to ensure findings from
individual studies are as robust as possible [229–231]. For future studies of outcome
after stroke it is recommended that
1. In studies summarising data recorded at follow-up multiple imputation should
be applied in addition to available case analysis to ensure minimal bias.
2. The multiple imputation should be performed using chained equations which
make use of outcomes recorded at other time points.
3. In studies measuring associations between baseline data and follow-up stan-
dard longitudinal models (GEE or random effects models) should be followed
by a sensitivity analysis applying an appropriate MNAR model (i.e. a shared
parameter or pattern mixture model) where possible.
8.8 Future research
The work presented in this thesis focuses on four outcomes; disability, inactivity,
anxiety and depression. The SLSR collects data on many more outcomes and mea-
sures of resource use after stroke. Apart from the scales described and applied in
this thesis most of the data are recorded using binary, ordinal or nominal variables.
As the outcomes describe in this thesis are most often categorised for analysis (de-
spite this resulting in a loss of information) the categorical or binary formats of
these scales were used. Therefore findings may also apply to other outcomes not
considered here. It was shown that biases associated with prevalence estimates are
not likely to be substantial even when missing data were related strongly to current
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(poor) health status given that the majority of participants are in relatively good
health. However, as a simulation study was used to estimate bias, the true bias
resulting from missed follow-ups cannot be accurately determined.
Work is ongoing to link the SLSR with a number of other databases, including
Lambeth datanet. This database includes GP records from the borough of Lam-
beth, one of the two boroughs covered by the SLSR. In the first merging of the
two datasets over 800 SLSR participants were matched to data in Lambeth datanet.
Using participants who appear in both datasets it may be possible to design a study
to compare factors such as the prevalence of risk factors, and use of services in par-
ticipants who did and did not drop out of the SLSR.
Similar study designs have been used in other cohorts. In a study of subjects
with gastrointestinal disorders (GI), a response rate to a postal survey of 52% was
achieved [232]. Medical records were then reviewed for a random sample of respon-
ders and non-responders which revealed that non-response was not associated with
GI symptoms or specific diagnoses, the outcomes of interest in the survey. Com-
parisons have also been made between risk factor profiles and service use in elderly
population based cohort people aged 50+ and data from primary care consulta-
tions [233]. In this case the data were not directly linked but comparisons between
the two data sets suggested that there was no increase in bias in the estimation of
the prevalence of risk factors resulting from dropout in the cohort study. Work is
ongoing to merge the SLSR and Lambeth datanet databases and produce a dataset
in which it would be feasible to conduct such analyses.
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Appendix A
R and SAS code
Copies of the R and SAS code used in the analyses presented in Chapters 6 and 7
are provided on the CD attached to the back cover of the thesis.
R code used to run the four scenarios explored in the simulation study (Chapter
6) is included in the folder titled “Simulation study” with a separate file for each
scenario.
Codes for the models applied in Chapter 7 are stored in the folder titled “Lon-
gitudinal models”. Within this folder there are individual files for each model type
(i.e GEE, mortal WGEE, immortal WGEE, MIGEE, GLMM, shared parameter and
pattern mixture models). All models were fitted using SAS with the exception of
the multinomial GEE which was fitted using R.
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Imputed values by iteration
number using MICE
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.1: Mean and standard deviation of imputed values of categorical disability
level variables
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.2: Mean and standard deviation of imputed values of categorical activity
level variables
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.3: Mean and standard deviation of imputed values of binary anxiety vari-
ables
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.4: Mean and standard deviation of imputed values of binary depression
variables
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.5: Mean and standard deviation of imputed values of Barthel Index score
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.6: Mean and standard deviation of imputed values of Frenchay Activities
Index score
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain
Figure B.7: Mean and standard deviation of imputed values of HADs - anxiety score
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APPENDIX B. IMPUTED VALUES BY ITERATION NUMBER USING MICE
Note: Mean and standard deviation of imputed values across using MICE with five chains and 50 iterations per
chain




Impact of missing data on
estimates of prevalence of anxiety
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean prevalence rate in complete data=31% at one year and 32% at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure C.1: Bias of estimates of prevalence of anxiety using categorical missing data
methods
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APPENDIX C. IMPACT OF MISSING DATA ON ESTIMATES OF
PREVALENCE OF ANXIETY
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean prevalence rate in complete data=31% at one year and 32% at five years.
Figure C.2: Bias of estimates of prevalence of anxiety using continuous imputation
methods
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APPENDIX C. IMPACT OF MISSING DATA ON ESTIMATES OF
PREVALENCE OF ANXIETY
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses
with the following exceptions: complete case analysis included mean n=277 at one year and n=100 at five years;
available case and IPW included mean=337 and n=206 and LOCF used data from mean n=419 and n=302 with
data recorded at at least one previous follow-up.
Mean prevalence rate in complete data=31% at one year and 32% at five years.
Abbreviations: LOCF last observation carried forward, IPW inverse probability weighting
Figure C.3: Standard error of estimates of prevalence of anxiety using categorical
missing data methods
307
APPENDIX C. IMPACT OF MISSING DATA ON ESTIMATES OF
PREVALENCE OF ANXIETY
Note: Mean number alive at follow-up was 450 at one year and 319 at five years and were included in analyses.
Mean prevalence rate in complete data=31% at one year and 32% at five years.
Figure C.4: Standard error of estimates of prevalence of anxiety using continuous
imputation methods
308

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Variation of parameter estimates
between simulations
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Effect of missing data on
predictors of anxiety after stroke
Table E.1: Completeness of HADS Anxiety measurements and prevalence of anxiety
in SLSR participants 1995-2007
3 months 1 year 2 years 3 years 4 years 5 years
Total alive 2615 2320 2123 1917 1782 1654
Completed anxiety measurement, n(%) 950(36.3) 1070(46.1) 840(39.6) 1134(59.2) 979(55.4) 808(49.9)
Not anxious 639(67.3) 748(69.9) 572(68.1) 785(69.2) 667(68.1) 555(68.7)
Anxious 311(32.7) 322(30.1) 268(31.9) 349(30.8) 312(31.9) 253(31.3)
Reason for missing measurement, n(%)
Lost to follow-up 783(46.9) 595(47.6) 534(41.6) 571(72.9) 578(73.4) 627(77.2)
HADS not on form 609(36.5) 371(29.7) 521(40.6) 0 0 0
HADS not done for other reason 276(16.6) 284(22.7) 228(17.8) 212(27.1) 210(26.7) 185(22.8)
Abbreviations: HADS Hospital anxiety and depression scale.
315
APPENDIX E. EFFECT OF MISSING DATA ON PREDICTORS OF
ANXIETY AFTER STROKE
Table E.2: Relationship between time after stroke and anxiety
beta standard error t-value p-value
time 0.015 0.024 0.63 0.527
time -0.168 0.090 -0.19 0.852
time2 0.006 0.017 0.37 0.710
time 0.014 0.232 0.06 0.954
time2 -0.008 0.106 -0.08 0.937
time3 0.002 0.013 0.14 0.888
Table shows parameter estimates from logistic GLMMs
with random intercept for the relationship between anxi-
ety and time since stroke. Models were adjusted for age,
sex, ethnicity, stroke subtype, Glasgow coma score and
disability 7-10 days after stroke.
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APPENDIX E. EFFECT OF MISSING DATA ON PREDICTORS OF
ANXIETY AFTER STROKE
Figure E.1: Unadjusted estimates of the marginal effect of baseline characteristics
on the odds of post stroke anxiety 321













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































APPENDIX E. EFFECT OF MISSING DATA ON PREDICTORS OF
ANXIETY AFTER STROKE
Figure E.2: Adjusted estimates of the marginal effect of baseline characteristics on
the odds of post stroke anxiety 324
