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INTRODUCTION 
Depuis quelques années, on constate un intérêt croissant pour 
l'évaluation des performances des systèmes d'exploitation. Le 
coût et la complexité du matériel et des programmes ont 
tendance à augmenter; l'intérêt économique d'une bonne utili-
sation des ressources est donc certain. 
La clé du problème de l'évaluation des performances d'un 
système est dans la compréhension de son fonctionnement. C'est 
dans cette optique que cette expérience de rèqlage d'un sysème 
VAX/VMS a été réalisée. 
La complexité d'un système d'exploitation et la diversité des 
fonctions qu'il remplit nécessitent l'élaboration d'une synthèse 
de celui-ci. C'est ce que nous présentons dans le chapitre I, 
tandis que le chapitre II détaille la manière dont le système 
VAX/VMS, en particulièr, a implémenté ces fonctions. 
Le chapitre III présente les problèmes de contrôle d'un système 
multiprogramrné à mémoire virtuelle et les interactions entre 
les Processus. A l'aide du modèle de Wilkes de flux des 
processus dans un système à mémoire virtuelle, nous avons tenté 
de déterminer le rôle des paramètres. En effet, bien que la 
politique générale d'un système d'exploitation soit déterminée 
par le constructeur, un système doit être, si possible, adaptable 
aux exigences particulières de chaque environnement d'utilisation. 
Sur base du modèle de Wilkes, le chapitre IV explicite l'implé-
mentation concrète dans le système VAX/VMS des politiques 
choisies et décrit l'influence des principaux paramètres. 
Le processus de réqlaqe de ces paramètres est essentiellement 
cyclique, ce fut la base de la démarche des expériences . 
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Par un processus itératif de mesure de l'utilisation de la 
mémoire, modifications des paramètres et nouvelles mesures 
pour évaluer les effets des modifications, la performance 
du mécanisme de gestion de la mémoire virtuelle fut étudiée. 
C'estranalyse des résultats de ces mesures que relate le 
chapitre V. 
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CHAPITRE I 
PRINCIPES DE GESTION DYNAMI0UE DES SYSTEMES A MEMOIRE VIRTUELLE 
1. Mémoire virtuelle 
2. Principe de localité 
3. Traduction des adresses 
4. Politiques de transfert des pages 
5. Politiques de chargement 
6. Working-set 
4. 
Depuis quelques années, de nor.i.breux svstèmes d'exploitation 
d'ordinateurs disposent d'une mémoire virtuelle. Elle permet 
de réaliser l'indépendance des programmes des utilisateurs 
vis-à-vis de la mémoire physique disponible. Pour fonctionner 
avec efficacité, un tel système doit avoir une gestion des 
mémoires centrales et auxiliaires et des transferts qui ne crée 
pas une charge trop lourde pour le p rocesseur central. 
I.l MEMOIRE VIRTUELLE 
Un système informatique peur être décrit comme un ensemble de 
ressources. L'exécution d'un programme est un processus deman-
deur de ressources, elle est constituée d'une séquence d'opéra-
tions élémentaires, chacune d'elles requérant l'utilisation de 
certaines ressources pendant un certain temps. Parmi ces 
ressources, les t?rocesseurs sont les unités qui "traitent" les 
informations. Chaque traitement élémentaire nécessite l'accès 
à certaines informations. Celles-ci sont stockées sur des 
supports physiques appelés "mémoires". 
Il existe plusieurs types ou niveaux de mémoires. Les informa-
tions directement accessibles du processeur sont celles de la 
mémoire dite central e. Celle-ci est très rapide et donc 
conteuse et par conséquent limitée. Elle est alors complétée 
par des mémoires secondaires ou auxiliaires beaucoup plus 
vastes et moins coOteuses. 
Afin de permettre une utilisation rationnelle et efficace des 
différentes ressources, les systèmes travaillent généralement 
en multiprogrammation. Ainsi plusieurs programmes peuvent être 
pris en charge simultanément par le système. Une ressource 
momentanément non u t ilisée par un programme peut alors être 
allouée à un autre programme. Cette utilisation en parallèle 
des ressources améliore leurs taux d'activité individuels et, 
par conséquent, les performances du système tout entier. 
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La gestion d'un système de multiprogrammation pose de nombreux 
problèmes. Il s'agit d'allouer les ressources aux programmeurs 
de manière optimale. Un des problèmes clé est l'allocation de 
la mémoire centrale. 
D'une part, étant elle-même limitée, la mémoire centrale 
limite la taille et le nombre de programme pouvant être 
exécutés simultanément. 
D'autre part, les performances propres à l'allocation de 
la mémoire conditionnent étroitement les performances 
globales du système. 
Parmi les techniques permettant un usage partagé de la mémoire 
centrale, celle de la mémoire virtuelle est de plus en plus 
utilisée dans les systèmes actuels. Elle a notamment pour 
but de reculer "virtuellement" les limites phy siques de la 
mémoire centrale. 
I.2 PRINCIPE DE LOCALITE 
-Au cours de l'exécution d'un programme, les informations accédées 
sont généralement concentrées dans certaines zones spécifiques 
du code objet. C'est sur cette constatation que se base la 
mémoire virtuelle. Le principe de localité a été énoncé par 
DENNINE. Il revient à dire que les adresses virtuelles 
utilisées par un processus en exécution tendent à être groupées 
dans de petites régions de l'esoace d'adresses virtuelles et 
les changements de ces ~roupes sont intermittents. 
Du fait de cette localisation des références, les besoins 
instantanés des processus en espace sont réduits comparativement 
à leur taille totale. Pour chacun des programmes, il est donc 
raisonnable de ne garder en mémoire centrale que les parties 
momentanément requises. Les parties restantes sont mises sur 
une mémoire secondaire et chargées en mémoire centrale en fonction 
des besoins. 
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Le mécanisme de la mémoire virtuelle prend en charge cette 
allocation partielle et dynamique de la mémoire. Les problèmes 
posés sont 
d'une part, la découpe des programmes en morceaux de même 
dimension appelé "pages" et l'identification des inforP1ations 
de chacune des pages par une adresse virtuelle, 
d'autre part, le transfert d'une information entre la mémoire 
centrale et la mémoire secondaire. 
Tout au long de l'exécution des programmes, le système devra 
décider de la répartition dynamique des informations et par 
conséquent, de leurs mouvements entre les différents niveaux 
de la mémoire. Les informations requises par le processeur 
doivent être présentes en mémoire centrale. Par conséquent, 
lorsqu'un programme encourt un défaut de page (référence à une 
information absente de la mémoire centrale) ,il est interrompu 
au moins jusqu'à ce que la page manquante soit chargée en mémoire 
centrale. 
L'allocation de la mémoire joue donc un rôle important. Chaque 
programme devrait être interrompu le moins souvent possible par 
ces attentes de transferts. 
I.3 TRADUCTION DES ADRESSES 
Le problème est de concevoir une méthode d'organisation de la 
mémoire telle qu'il soit possoble de traduire une adresse 
mémoire virtuelle en une adresse mémoire physique réelle. 
Une solution à ce oroblème est la pagination. Son principe 
est le suivant 
l'espace d'adresses virtuelles de chaque processus est divisé 
en "pages" de dimension fixe, 
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la mémoire physique est divisée en "pages frames'' ou cadres 
de même dimension qu'unepage. 
Chaque processus possède un ensemble de pages qui peut, à tout 
instant, être subdivisé en deux sous-ensembles 
les pages résidentes en mémoire centrale, 
les pages conservées en mémoire secondaire. 
Le rnécanisme de pagination a pour tâche 
de faire la transformation d'une adresse virtuelle en une 
adresse physique, 
de gérer les transferts de pages entre la mémoire centrale 
et la mémoire secondaire. 
Une adresse virtuelle est un doublet f ormé du numéro de la page, 
suivi du déplacement par rapport au début de la page. A chaque 
processus est rattaché une table de pages dont chaque entrée 
correspond à une page de l'espace virtuel du processus. Une 
entrée contient 
un indicateur de page en mémoire centrale ou secondaire, 
l'adresse de la page en mémoire centrale ou la position 
de la page en mémoire secondaire. 
En examinant une entrée de la table des pages sur base du numéro 
de la page, il se peut qu'on constate que la page n'est pas en 
mémoire centrale. C'est ce qu'on appelle un défaut de page. 
Dans ce cas, le processus devient non exécutable jusqu'à ce 
que la page soit amenée en mémoire centrale. Ce transfert est 
organisé par le système d'exploitation. 
L'avantage primordial de la mémoire virtuelle est de libérer 
le programmeur de la contrainte imposée par la taille de la 
mémoire physique sur la taille de ses programmes. 
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Cependant, la mémoire virtuelle a pour désavantage que tout 
accès à la mémoire est indirect, via l a table des pages. Mais 
cet inconvénient peut être compensé par l'utilisation d'un 
mécanisme hardware basé sur une mémoire associative pour effec-
tuer la transformation d 'adresse. (1) 
I.4 POLITIQUES DE TRANSFERT DES PAGES 
Au fur et à mesure de son exécution , l es pages dont le processus 
a besoin changent. Il faut donc remo l acer les pages en mémoire 
centrale. 
La question est de savoir "Quel l e page va être choisie pour 
fournir la "page frame" (ou cadre en mémoire centrale) nécessaire?" 
La solution idéale serait de oouvoir déterminer la page qui ne 
sera plus référencée avant le laps de temps le plus long. Mais 
les références des programmes ne sont jamais connues à l'avance. 
Toute stratéqie d'allocation de la mémoire repose donc sur une 
méthode de prévision au fur et à mesure du déroulement 
d'un programme, son comportement passé est mémorisé pour estimer 
celui à venir. 
Les politiques de remplacement les plus utilisées sont 
a. LRU least 
L'idée est de 
depuis un laps 
recently used 
sélectionner 
de temps le 
la page qui 
plus grand. 
n'a plus été référencée 
Cela nécessite la 
mise en oeuvre d'un mécanisme hardware spécial. A chaque 
"page frame" (ou cadre en mémoire centrale) est associé 
un bit de référence qui est positionné dès qu'un accès à 
la page est exécuté et initialisé périodiquement. 
b. LFU least frequently used 
L'idée est de conserver pour chaque page un compteur du 
nombre d'accès effectués dans le dernier intervalle de temps. 
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Le cadre en mémoire centrale choisi est celui qui est 
occupé par la page dont le compteur d'utilisation a la 
valeur la plus faible. 
En plus de l'adaptation d'un mécanisme hardware particulier 
cette politique a le défaut qu'une page récemment chargée 
risaue d'avoir la valeur la plus faible pour le compteur 
du nombre d'accès. Aussi faut- i l garantir un temps de 
séjour minimum en mémoire centrale pour chaque page. 
c. FIFO first-in, first-out 
La page choisie pour l'expulsion est celle qui réside en 
mémoire centrale depuis le plus long temps. Ce mécanisme 
est particulièreroent simple, ma i s risaue fort d'engendrer 
une politique fort éloignée de l a solution idéale. 
Il reste à savoir 
si la politique choisie de transfert de pages s'applique au 
niveau du système complet en considérant toutes les pages en 
mémoire centrale indépendamment des processus auxquels elles 
appartiennent, 
ou bien, si chaque orocessus est considéré indépendamment. 
Ce qui reviendra 
soit à une politique de pagination d'un processus contre les 
autres processus, 
soit à une politique de pagination du processus contre lui-
rnême, 
soit à un compromis entre ces deux politiques. 
10. 
I.5 POLITIOUES DE CHARGEMENT 
Ainsi les modèles de prévision du comportement sont formulés 
comme des règles d'estimation des références futures sur la 
base de celles passées. Les pages estimées comme "probablement" 
requises dans un avenir proche sont maintenues (ou chargées) 
en mémoire centrale, tandis que celles "peu probables" sont 
laissées (ou déchargées) sur la mémoire secondaire. Il reste 
à savoir 
pages? 
quand active-t-on le processus des demandes de 
Lès demandes de pages sont générées par un programme au cours 
de son exécution. Mais plus que le transfert d'une page depuis 
un disque vers un cadre de la mémoire centrale, c'est la 
recherche de la page sur le disque et le positionnement du bras 
de lecture qui prennent du temps. Aussi différentes politiques 
de chargement sont possibles pour répondre au plus vite à ces 
défauts de page. 
a. Politique "à la demande" 
Un transfert de page est activé à chaque défaut de page. 
Pendant toute la durée du transfert, le processus qui subit 
le défaut de page est non exécutable. 
b. Politique "anticipatoire" 
Cette politique se base sur une hypothèse de comportement 
futur du processus. Ainsi il est possible d'anticiper les 
défauts de page en activant préventivement les transferts 
de pages par charge~ent de plusieurs pages d'un coup. De 
cette manière, on peut supprimer les changements d'état du 
processus et les changements de contexte qui y sont associés. 
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I.6 WORKING-SET 
Il est à remarquer que jusqu'à présent, nous avons considéré 
l'allocation de l'esoace en mémoire centrale à chacun des pro-
grammes considéré individuellement. Par conséquent, à côté 
du coût temporel qu'un programme encourt suite aux attentes 
de transferts de pages, il faudra lui imputer un coût spatial 
mesurant le quantité d'espace alloué au programme. En effet, 
la mémoire centrale étant limitée, l'espace alloué à un programme 
l'est toujours au détriment des autres. 
Une allocation "efficace" devrait donc réaliser un certain 
compromis entre ces deux objectifs contradictoires. De là vient 
la notion de "working-set" ou ensemble d'activité. Conceptuelle-
ment, c'est un principe de l'offre selon les besoins. A tout 
moment de l'exécution d'un programme, on doit allouer à ce 
dernier toutes ses pages qui sont très vraisemblable~ent requises 
dans un futur proche et ces pages-là seulement. 
Cet ensemble de pages requises forment le "working-set". C'est 
le nombre de pages nécessaires en mémoire centrale, pour que le 
processus puisse utiliser efficacement le processeur, sans quoi 
il subirait une série de défauts de page et ne pourrait pas 
progresser. 
D'un point de vue pratique, une telle allocation exige oue le 
système d'exploitation dispose d'une certaine méthode pour 
estimer les besoins instantanés des programmes sur la base de 
leur comportement passé. La plupart de ces méthodes se basent 
sur ·les références récentes des programmes pour estimer leur 
besoin actuel, tenant compte ainsi du princi~e de localité. 
Ainsi le working-set d'un processus est constitué, à chaque 
instant, de ses pages qui ont été référencées au moins une 
fois depuis une certaine durée fixe de temps. Il varie au fur 
et à mesure de la progression du processus. 
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Si test le te~ps eth le nombre de dernières références 
considérées, l'ensemble d'activité varie en fonction de h 
selon l'allure suivante (2) 
En effet W (t,h) = { page i I page i apparait dans les h 
dernières références J 
Si h croît, l'ensemble des pages i, aui contiennent 
les h dernières références, croît. Mais à partir 
d'une certaine valeur h 0 , vu le principe de localité, 
tout accroissement de h n'entraîne olus qu'un très 
faible accroisse~ent du nombre de pages contenues 
dans le working-set. 
Une autre stratégie pour estimer le working-set dont un 
processus a besoin se base sur la fréquence des défauts de 
pages passés. Ainsi les programmes ayant subit de fréquents 
défauts de page peuvent acquérir des pages supplémentaires au 
détriment des autres. Inversément, on décroit le nombre de 
pages résidentes pour le processus dont la fréquence des défauts 
de page est faible. 
13. 
L'importance accordée à la réduction des défauts de page provient 
du rapport des temps d'exécution d'une instruction machine 
(± 2psec de temps CPU) et des temps de transfert d'une page 
(± 40 msec de temps écoulé depuis sa demande jusqu'à sa présence 
en mémoire centrale). Aussi si trop de processus subissent trop 
de défauts de page, le processeur ne peut être utilisé efficace-
ment. 
En conclusion, la stratégie de l'ensemble d'activité potentiel 
représente davantage un "principe" d'allocation plutôt que des 
règles opératoires bien déterminées. Elle suggère comment le 
principe de l'offre en fonction de la demande devrait être 
transposé dans le contexte de la gestion d'une mémoire virtuelle. 
Ainsi, à tout instant, on vise 
à remplir la mémoire centrale d'informations les plus utiles 
actuellement, en prévision des demandes futures, 
à permettre d'utiliser toute cette mémoire comme un pot 
commun dans lequel chaque programme peut puiser selon ses 
besoins du moment. 
CHAPITRE II 
LE SYSTEME VAX / VMS 
1. L'organisation de la mémoire 
1.1 Traduction des adresses 
1.2 Contrôle de l'accès à la mémoire 
1.3 Politique de transfert de pages et de chargement 
2. Working-set d'un processus 
3. Pagination 
3.1 Liste des paqes libres 
3.2 Liste des pages modifiées 
4. Evolution d'un working-set 
4.1 Progression d'un working-set lors de l'exécution 
d'un programme 
4.2 Transferts possibles de pages pour un working-set 
II.l 
15. 
LE SYSTEME VAX/ v~s 
D'un point de vue architecture, la principale caractéristique 
qui distingue les mini-ordinateurs des gros ordinateurs est 
la taille de l'espace d'adresses virtuelles c'est-à-dire l'es-
oace d'adresses disponibles individuellement par processus. 
Le système d'exploitation à mémoire virtuelle VAX/ VMS fait 
sauter cette distinction. En effet, il s'agit d'un s y stème 
multiprograrnrné qui combine une architecture de 32 bits avec 
un système d'exploitation à mémoire virtuelle qui fournit 
un espace d'adressage potentiel quasi illimité 
(2 32 = 4.3 G = 4.3 x 10 9 adresses). De là vient la dénomi-
nation VAX-11 pour "Virtual Address Extension of PDP-11 archi-
t é cture" (C .G .Bell) . 
L'OR~ANISATION DE LA MEMOIRE 
Nous allons à présent découvrir comment le système d'exploita-
tion VAX / vr-~s procède pour résoudre les nombreux problèmes 
posés par la gestion d'une mémoire virtuelle 
Traduction des adresses virtuelles générées par les nrocessus 
en adresses mémoires physiques. 
Contrôle de l'accès à la mémoire. 
Gestion des mémoires qui nermettent à un processus de 
s'exécuter même si tout son espace d'adresses virtuelles 
n'est pas simultanément transformé en adresses physiques 
dans la mémoire réelle. 
La méthode choisie par le système d'exploitation VAX/ VMS 
est la gestion de la mémoire par découpe en page, avec un 
contrôle d'accès au niveau de la naqe, ainsi qu'un netit 
no~bre de mode d'accès hiérarchique, pour la gestion de 
oroblèmes spécifiques. 
16. 
II.1.1 Traduction des adresses 
Ainsi sur le VAX, une page est définie comrr.e un ensemble 
contigu de 512 bytes. Cela reorésente à la fois l'unité de 
méMoire virtuelle, l'unité de mémoi r e physique et l'unité sur 
disque. L'espace d'adresses virtuelles est divisé en régions 
d'une part, la région programme et la région contrôle qui 
forment l'espace d'adresses virtuelles défini pour chaque 
orocessus individuellement, 
d'autre part, la région système qui est l'espace d'adresses 
virtuelles défini en com~un pour tous les processus, 
enfin, une réoion réservée. 
La réqion programme contient les programmes et données des 
utilisateurs. Le sommet de la région est le point de départ 
de l'allocation dynamique de la mémoire pour chaque orocessus. 
La région contrôle contient les structures de données du 
système d'exploitation spécifique au orocessus ainsi que les 
piles de l'utilisateur. 
Tandis que la région système contient les procédures communes 
à tous les processus tels que le système d'exploitation, les 
fonctions RMS, et les tables de pages. 
Sur le VAX, une adresse virtuelle est alors représentée par 
une suite de 32 bits, dont la structure est la suivante 
31 30 29 09 08 00 
___ "T""""" _ _ ______________ ____ ___ - -- -
nuroéro de la oage virtuelle 
- ~ 
byte dans la page : 
__J_ _ -· - ··---- · - -- ---- - j 
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où les bits 08 : 00 donne un byte dans une page de 512 bytes 
qui est l'unité de base d'adressage, 
les bits 29 9 donne un numéro de page virtuelle 
les bits 31 30 donne la réCTion d'adresses virtuelles 
0 0 la région programme 
0 1 la région contrôle 
1 0 la région système 
1 1 la récrion réservée. 
Le mécanisJP.e de traduction d'adresse consiste à sélectionner 
la table des ~ages de la région concernée sur base des bits 
31 : 30 déterminant la région. 
Après avoir vérifié aue le numéro de page virtuelle est un 
de ceux oermis pour le processus, le numéro de page virtuelle 
sert à indexer la table des pages oour sélectionner l'entrée 
de la table des!;B.ges correspondantes. 
Cette entrée contient 
soit le numéro de la "page frame" ( ou cadre de la méIT'.oire 
centrale) correspondante sur 21 bits aui concaténés avec 
les 9 bits de rang inférieur de l'adresse virtuelle initiale 
forme l'adresse physique de 30 bits 
soit un indicateur signifiant que la nage virtuelle accédée 
n ' est pas en mémoire centrale c'est-à-dire qu'il y a défaut 
de pa~e. L'exécution de l'instruction du processus courant 
est alors susoendue et le contrôle est transféré au système 
d'exploitation qui se chargera du transfert de la page 
manquante en mémoire centrale. A ce moment, 
l'exécution de l'instruction du orocessus courant pourra se 
poursuivre. 
Le schéma suivant décrit la transformation d'une adresse virtuelle 
en une adresse physique dans le cas on la page est en méMoire 
centrale. 
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la page est en mémoire centrale 
la page n'est pas en mé~oire cen-
trale, alors les bits 25 : 00 sont 
util i sés pour repérer la position 
de la nage sur le disaue. 
les "protect bits'' : (PROT) indiauent les modes d'accès 
possibles Pour la page (read-only, read-write) selon les 
différents modes de fonctionnement du CPU (Kernel, Executive, 
Suoervi sor , User) ; 
le "modi fy bit" : M est positionné par le hardware dès qu'une 
instruction a modifié une information dans la page. 
La table des pagP.s dP. la régjon sys~ème es~ définie p~r le 
registre système de base qui contient l'adresse physique de début 
de la table des pages de la région système et le second reqistre 
système qui contient la longueur de la table. Donc la table 
des pages de la région systeme est contigue en mémoire centrale. 
Les tablesùe pages de chaque processus son~ déEin~es ~im~la~re -
me~t peur ~es =éqions contrôle et programme par des registr~s d~ 
base et des registres pour les longueurs des tables. Cependant, 
les registres de base ne contiennent pas les adresses ohysiques, 
mais les adresses virtuelles de la région système. Ainsi, les 
tables des pages de cha9ue nrocessus sont contigues dans l'espace 
d'adresses virtuelles de la région système, mais ne le sont pas 
nécessairement dans la mémoire physique. Cette méthode oermet 
de paginer les tables des pages de chaque orocessus et évite 
ainsi des problèmes d'allocation de mémoire physique. 
II.1.2 Contrôle de l'accès à la mémoire 
- - - - -
A tout moment, un processus s'exécute dans un des 4 modes d'accès 
possibles qui sont par ordre décroissant de privilège 
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le mode Kernel pour les traitements d'interruption, la pagi-
nation, les I/O physiques, le scheduling, 
le mode Executive pour le I/O logiques provenant de fonctions 
RMS, ••• 
le mode Superviser pour l'interpréteur des commandes. 
le mode User pour les nrocédures des utilisateurs et les 
données. 
L'accessibilité de chaque nage (lecture, écriture ou aucun) pour 
chaoue mode d'accès est spécifié dans l'entrée de la table des 
nages pour la page. L'accessibilité est ordonnée hiérarchique-
ment si une page peut être écrite dans un mode donné, elle 
peut aussi y être lue et si une page est accessible dans un 
mode moins privilégié, elle l'est également dans un mode plus 
oriviligié. 
Le mode d'accès courant est stocké pour chaque processus dans son 
"processor status longword". Les nrocédures utilisent à chaque 
mode d'accès une oile séparée avec l 'accessiblité correspondante. 
Aussi à chaque processus sera associé 4 oointeurs de oile dont 
on sélectionnera celui approprié au mode d'accès courant pour 
le "nrocessor status longword". 
Ainsi donc le contexte d'un orocessus dans l'architecture VAX 
est déterminé nar les 15 registres généraux RO à Rl3 et Rl5 
les 4 copies de Rl4 (pointeurs de pile) 
une par mode d'accès 
le "processor status longword" 
les 2 registres de base et de longueur 
oour les tables de pages des régions 
programroe et contrôle. 
Ce contexte est conservé pour chaque processus dans une structure 
de donnée appelée "process control block". 
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II.1.3 Politiaue_de_transfert_de_pages_et_de_chargement 
Au fur et à mesure de la progression des processus, la politique 
de remolacement des nacres en mémoire centrale suivie par le VAX 
est la politique FIFO au niveau de chaque orocessus. Le choix 
Provient Probablement de la simplification hardware qui en 
résulte. 
D'autre part, l'introduction de zones tampons pour les pages 
écartées nermet d'atténuer le défaut du FIFO. Pour répondre 
aux demandes de pages ~énérées par un processus au cours de son 
exécution, le VAX/VMS suit une Politique de charqement à la 
demande. 
Mais le VAX/ VMS oermet de modifier la politique suivie 
soit en gelant une page en mémoire centrale, celle-ci n'est 
alors jamais choisie pour un remplacement, 
soit en changeant les pages anticioativement, il définit alors 
le nombre (cluster) de nages 0ui sera automatiquement chargé 
en mé~oire centrale lors d'un défaut de page. 
II.2 
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WORKING-SET D'UN PROCESSUS 
Dans le contexte du système VAX/VMS , le terme "î-'TORKING-SET" 
sionifie l'ensemble des paqes en mémoire centrale pour un 
processus. 
Cette signification ne rejoint pas nécessairement celle donnée 
dans le chapitre précédent (le nombre de pages nécessaires en 
mémoire pour aue le Processus puisse utiliser efficacement le 
processeur). Il n'y a aucune garantie que l'ensemble des pages 
résidentes en mémoire centrale au temps t soit l'ensemble des 
pa~es qui seront très vraisemblablement requises dans un futur 
proche par le processus. 
Toutefois, pour une progression normale du processus, il faut 
essayer de fixer la taille du working-set POUr qu'il en soit 
ainsi. 
Le système VAX/ VMS permet d'ajuster la taille du workinq-set 
sur base de certaines caractéristiques. 
soit au niveau global du système pour tous les Processus en 
fixant les Paramètres . WSMA.X : la taille maxiMale d'un 
working-set en nombre de pages 
. MINWSCNIT : le nombre minima de pages 
fluides dans un working-set 
soit au niveau individuel de chaque processus en fixant les 
paramètres • WSDEFAULT la taille par défaut d'un working-set 
d'un Processus utilisateur, 
WSQUOTA 
exprimé en nombre de pages 
le nombre maximum de ~ages de la 
mémoi r e centrale aue peut contenir 
le processus utilisateur dans son 
working-set 
• WSEXTENT 
. 2 3. 
la limite absolue du nombre de pages 
que peut accorder le système au 
work inq-set du processus utilisateur, 
ce nombre dépasse WSQUOTA et les pages 
ne seront disponibles pour le processus 
que pour autant que le système ait un 
excédent de pages libres. 
Pour chaque working-set, la condition suivanteest invariante 
MINWSCNT ( WSLIMIT (. WS!-1.AX, où WSLIMIT représente la taille 
limite du working-set courant. 
Les oaramètres globaux sont fixés à l'installation du système 
tandis que les paramètres oar process u s sont déterminés à la 
création de l'utilisateur mais le para~ètre WSDEFAULT est 
modifiable au lancement de chaque orocessus par l'utilisateur. 
La taille limite du working-set courant, WSLIMIT, · pour un 
processus donné, varie en fonction des défauts de page qu'il 
encourt. La valeur initiale qui lui est donnée est celle du 
paramètre WSDEFAULT. Ultérieurement, elle est ajustée en 
_fonction de la fréquence des défauts de page. Si la fréquence 
dépasse la valeur seuil PFRATH, WSLIMIT est augmenté d'une 
valeur paramètre WSINC, tandis que si la fréquence descend en-
dessous d'une autre valeur seuil PFRATL, WSLIMIT est diminué 
d'une autre valeur oaramétrable WSDEC. Cette ooération a lieu 
à l'expiration de chaque quantum de temos CPU. 
II.3 
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PAGINATION 
La pagination est l'action d'amener des pages d'un processus en 
exécution en mémoire centrale au moment où elles sont référencées. 
En effet, quand un processus s'exécute, ses pages sont dites 
résider en mémoire virtuelle. Seules les pages actives sont 
nécessaires en mémoire centrale. Les autres peuvent rester sur 
disque jusqu'à ce qu'elles deviennent actives. Dans un tel 
système, un processus pagine quand il référence des pages qu'il 
ne possède pas dans son working-set ou lorsqu'il démarre son 
exécution en mémoire. Quand un processus référence une page 
hors de son working-set, un défaut de page apparaît. Le "pager" 
lit la page manquante et la rend disponible en mémoire centrale 
(ainsi que d'autres nages suivant le facteur de qroupage (cluster)) 
en remplaçant la page la moins récemment référencée, si nécessaire. 
Ainsi le système ne pagine un processus que contre lui-même. 
II.3. 1 Liste_des_Eages_libres 
Si l'on veut augmenter le nombre de pages d'un working-set, il 
faut acquérir des "pages frames" (ou cadres en mémoire centrale) 
dans lesquelles on pourra copier les nouvelles pages. Ces pages 
frames sont extraites d'une liste des pages libres. La liste 
des pages libres est donc une réserve de pages. Un paramètre 
du système FREELIM permet de fixer une valeur plancher minimum 
pour le nombre de pages de cette liste. La liste est organisée 
selon la méthode FIFO. 
II.3.2 Liste_des_oages_modifiées 
De même, lorsqu'un working-set abandonne une de ses pages, cette 
page est ajoutée soit à la liste des pages libres, soit à la liste 
des pages modifiées, selon que le contenu de la page n'a pas été 
modifié ou a été modifié pendant le séjour de la page dans le 
working-set. 
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La liste des pages modifiées est une zone tarn?on pour les pages 
qui doivent être reco~iées sur disque parce que leur contenu a 
été modifié et que la version de la paqe qui est sur disque n'est 
plus à jour. Deux paramètres du système fixent la taille maximum 
(MPN-HILIMIT) et la taille minimum (MPW-LOLIMIT) de cette liste. 
Si la taille de la liste dépasse MPW-HILIMIT, des pages sont 
recopiées sur disque par groupe (ou cluster) de MPW-WRTCLUSTER 
jusqu'à ce que la taille de la liste atteiqne la valeur MPW-LOLIMIT. 
L'organisation de cette liste est également du tyoe FIFO. Les 
"pa~es frames" (ou cadres en mémoire centrale) libérées après leur 
réécriture retournent à la liste des pages libres. 
1 --
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EVOLUTION D'UN WORKING-SET 
Considérons un program~e dont l'image, ou version exécutable, 
est en mémoire secondaire sur disque. L'imaae contient essen-
tiellement les instructions-machine correspondantes au programme 
source et les liens éventuels entre modules. Cela détermine 
l'espace d'adresses du oroararnme. Rien n'est encore réservé au 
niveau mémoire pour les divers objets à manipuler dans l'i~age. 
C'est à l'exécution du programme que les pages destinées à les 
contenir seront crééesau fur et à mesure des besoins. C'est 
ce au'on appelle des "demandes-zéro" de pages. 
II.4.1 Progression_du_working-set_lors_de_l'exécution_d'un_orogramme 
Suivons schématiquement l'évolution du working-set d'un processus 
chargé d'exécuter l'image de ce p rogramme. 0uand le système 
d'exploitation active l'exécution d'une image, un certain nombre 
de pages sont lues en mémoire sec ondaire deouis le fichier image 
situé sur disque et transférées en mémoire principale pour cons-
tituer le working-set initial du processus. Le nombre de nages 
lues d'un disque vers la mémoire centrale en une seule opération 
dépend d'un paramètre système (PFCDEFAULT) fournit à l'initiali-
sation du système. Cette possibilité de lire un bouquet de pages 
(ou cluster) en une fois oermet au processus de progresser dans 
son exécution sans encourir troo vite des défauts de pages. 
Au fur et à mesure que l'exécution de l'image progresse, des 
défauts de page peu~ent se produire. 
Si la page mancruante est une page de l'image, un "cluster" de 
paqes du fichier image sur disque est ajouté aux pages déjà en 
mémoire centrale dans le working-set. 
Si la page manquante est celle d'une zone de données du programme, 
une page "demande-zéro" est ajoutée au working-set. 
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Ainsi progressivement, la taille du working-set risque d'atteindre 
la valeur limite du working-set courant WSLIMIT. Celle-ci ayant 
cependant été réajustée à chaque quantum de temns CPU suivant le 
nombre de défauts de page encouru par augmentation de WSINC ou 
diminution de WSDEC si la fréquence des défauts de page était 
inférieure à une borne fixée. 
Dès qu'un working-set a atteint sa taille limite WSLIMIT, le 
processus devra, au prochain défaut de page, céder une ou plusieurs 
de ses pages afin d'inclure dans son working-set la page ou 
l'ensemble de pages. Les pages cédées quittent le working-set 
pour appartenir à la liste des pages libres ou la liste des pages 
modifiées, suivant qu'elles ont été modifiées durant leur séjour 
dans le working-set. 
La politique de paoination du VAX/ VMS est donc une politique de 
- - ·- ~ . . -
pagination contre le processus. Si un processus pagine, il ne 
pagine que contre lui-même c'est-à-dire qu'en aucun cas, il ne 
peut retirer des pa0es appartenant aux workinq-sets des autres 
processus. Par conséquent, un processus exécutant un programme 
dont la localité est faible encourt une foule de défauts de page, 
mais il ne déplacera que les pages de la liste des pages libres 
et celles de la liste des pages · modifiées et ne touchera pas 
aux working-sets des autres processus. 
En effet, lorsqu'un processus encourt un défaut de page, la page 
qui fait défaut appartient 
soit au fichier image (image file) 
La page n'a jamais été lue en mémoire, ou bien elle l'a été 
mais n'a oas été modifiée. Dans ces cas, dans la table des 
pages, on possède des informations sur $a situation sur les 
disques. 
soit au fichier pagination (paging file) 
Lorsaue la liste des nages modifiées atteint sa taille maximum 
(MPW-HILIMIT), les pages qui séjournent dans cette liste 
28. 
depuis le plus long temps sont copiées sur disque dans un 
fichier spécial (paqinq file). 
soit aux pages en transition. 
Ce sont les pages de la liste des pages libres et celles de la 
liste des pages modifiées. 
soit à la zone des données. 
C'est une "demande-zéro" de page. Cette page n'a jamais 
été accédée précédemment. Alors une page venant de la liste 
des pages libres sera fournie au processus après avoir été 
réinitialisée (tous les bits de la page sont mis à zéro). 
soit son transfert est en cours depuis ou vers le disque. 
Par conséquent, on voit que les 2 listes contenant les pages 
en transition agissent en fait comme une extension du working-set 
des processus. Puisque si la page qui fait défaut appartient à 
l'une de ces listes, le défaut de page est résolu en~ 200 )lSec 
au lieu de+ 40 msec pour un défaut de oage nécessitant le 
transfert d'une page depuis un disque. 
Si la rotation des pages dans ces 2 listes n'est pas trop rapide, 
on vo i t oue l'existence de ces listes peut compenser le défaut 
·de l'algorithme de remplacement FIFO. En effet, si la page 
écartée par FIFO est une page fortement utilisée, une demande 
de page pour cette oage surviendra alors qu'elle se trouve dans 
une des 2 listes en transition. Cette page sera donc récupérée 
à faible coût. Cependant, on voit que l'effet d'un programme à 
faible localité pour les autres processus est de provoquer une 
rotation anormalement raoide des listes des pages en transition. 
Il en résulte que, dans ce cas, les listes de pages en transi-
tion ne sont plus de véritables extensions des working-sets 
étant donné aussi que l'évolution d'un working-set est affectée 
par la variation de WSLIMIT en fonction de la fréquence des 
défauts de page. 
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II.4.2 Transferts_oossibles_de_nages_Eour_un_working-set 
Résumons à présent les transferts de pages possibles pour un 
workina-set. 
Le transfert d'une oaoe est reorésenté par un trait fin. 
Le transfert d'un groupe de pages est représenté oar un trait 
épais. 
Les symboles Tet Q désignent respecti vement la tête et la queue 
dès listes et du working-set . L'organisation est toujours du 
type FIFO. 
Lorsque le transfert a lieu entre la mémoire et les disques, il 
est constitué de deux transferts différents 
a. les pages elles-mêmes du disque vers la mémoire 
b. les "paoes frames" (ou cadres de la mémo i re centrale) requises 
pour contenir les pages l ues en mémoire secondaire. 
(1) Un cluster de pages passe du fichier image au workinq-set 
les "pages frames" nécessaires sont extraites de la liste 
des pages libres. 
( 2) Un certain nombre de pages sont transférées de la liste des 
pages modifiées au fich i er de paoination; les pages reco-
oiées rejoignent la liste des pages libres. Ce transfert 
a lieu dès que la taille de la liste des pages modifiées 
dépasse MPW-HILIMIT; les pages sont transférées par clus-
ter jusqu'à ce que la taille de la liste soit inférieure 
à MPW-LOLIMIT. 
(3) Un cluster passe du fichier de pagination au working-set; 
les "pa~es frames" nécessaires sont extraites de la liste 
des pages libres. 
(4) Une page passe du working-set à la liste des pages libres. 
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(5) Une page passe du working-set à la liste des pages modifiées. 
(6) Un défaut de page a lieu pour une page qui appartient à la 
liste des pages modifiées, la page retourne au working-set. 
(7) Un défaut de page a lieu pour une page qui appartient à la 
liste des pages libres; la page retourne au working-set. 
(8) Suite à un défaut de page pour les données, une page 
"de~ande-zéro'' est ajoutée au working-set en provenance 
de la liste des pages libres. 
Il est à remarquer que seules les pages en transfert entre disque 
et mémoire centrale sont déplacées physiquement. Les transferts 
internes à la mémoire centrale reviennent en fin de compte à la 
mise à jour de la table des "pages frames" qui forment les listes 
des pages en transition et de chacun des working-sets. 
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Considérons à présent l'allocation des ressources du réseau à un 
ensemble de programmes, c'est-à-dire les interactions entre les 
différents programmes au niveau global du système. 
Etant donné un certain ensemble de programmes à exécuter, il 
s'agit de déterminer les règles de partage de la mémoire centrale 
et les règles de priorité à chacune des unités du système, cela 
de façon à ce que certaines unités fondamentalesdu système 
(processuer, E/S, oar exemple) soient utilisées le plus possible. 
La question se posera alors de la caractérisationd ' une charge 
optimale à imposer au système en fonction de critères mesurables. 
COMPORTEMENT DYNAMI0UE D'UN SYSTEME MULTIPROGRAMME A MEMOIRE VIRTUELLE 
L'analyse du comportement dynamique d'un système multiprograrnmé à 
mémoire virtuelle permet de mettre en évidence l'existence d'un 
degré de multiprogrammation ootimal. Autrement dit, il apparaît 
un nombre maximum de nrocessus possédant des pages en mémoire 
centrale au delà duquel le taux d'utilisation du CPU cesse de 
croître pour se détériorer très rapidement. 
Pour une taille de mémoire donnée, le pourcentage d'utilisation 
du CPU en fonction du dearé de multiorograrnrnation fournit une 
courbe d'allure suivante (2) 
Utilisation 
du CPU 100 % 
degré de multiprogrammation 
~ ') 
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où le pourcenta~e d'utilisation du CPU signifie le rapport du 
temps utile consommé par le CPU au temps total écoulé. La partie 
ascendante de la courbe s'explique par le fait aue plus le nombre 
de processus croît, olus la probabilité de trouver un processus 
exécutable croît. 
Par contre, la partie descendante signifie que passé une valeur 
seuil, le nombre de processus qui subissent des défauts de pages 
croît. En fait, aucun processus ne peut conserver en mémoire 
suffisamment de pages pour progresser à une allure suffisante. 
Dès qu'un processus exécutable acquiert le processeur, il subit 
un défaut de page. Ainsi, tous les processus s'étran9lent au 
niveau de l'unité de pagination, il y a saturation du canal de 
transfert entre la mémoire centrale et les disaues. C'est ce 
qu'on appelle l'écroulement du système (ou trashing). 
III.2 MODELE DE WILKES 
Un modèle général du flux des processus 
virtuelle a été proposé par M.V. WILKES 
dans un 
(1973). 
système 
(17) 
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à mémoire 
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' Le comoortement d'un système informatique est modélisé par un 
réseau de files d'attente dans lequel circulent des processus 
demandeurs de ressources. 
Les processus sont réoartis en 3 listes : 
la liste des processus en attente (waiting list) 
Un nouveau processus qui arrive réside d'abord dans cette file 
d'attente externe jusqu'à ce qu'il soit admis par le système. 
la liste des processus acceptés (accepted list) 
Ce sont les processus pris en charge par le système, mais qui 
n'ont pas de pages en mémoire centrale pour l'instant. 
la liste des processus actifs (active list) 
Ce sont l'ensemble des processus pris en charge par le système et 
qui ont des pages en mémoire centrale. 
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La réserve de "pages frames" rassemble les cadres de la mémoire 
centrale momentanément inemployés. 
En résumé, le modèle est un réseau de files d'attente dans lequel 
les caractéristiques opérationnelles des processus (notamment 
leur taux de défauts de page) varient avec le nombre total de 
processus en mémoire. Le flux de processus entre les différentes 
listes est commandé par un ensemble de vannes. Chacune d'elle 
représente un point de commande du système. C'est en ces points 
gue doivent se prendre les décisions relatives au partage des 
ressources et aux règles de priorité aux différentes unités du 
système. 
Ainsi la vanne v3 représente l'implémentation d'une politique 
de transfert de certains processus inachevés de la mémoire 
centrale vers une mémoire secondaire. C'est le swapping. 
Les vannes V 4 et V 5 gèrent la réserve de "paÇ?es frames" ( ou 
cadres de la mémoire centrale) et sont donc fonction de la 
politique de pagination. 
La vanne S correspond à la politique d'attribution du processeur. 
Quant à v2 , elle implémente la politique de passage de la liste 
des acceptés à celle des actifs. 
Et la vanne v1 , détermine le nombre de orocessus pris en charge 
par le système. 
Il apparaît donc que selon le type de politique que ces vannes 
implémentent, le flux des processus dans le svstème sera différent. 
III.3 
37. 
LE ROLE DES PARAMETRES 
Il est clair que le système d'exploitation implémenté par le 
constructeur contient déjà les choix des politiques. Cette 
politique implémentée n'est pas modifiable par l'utilisateur 
du système. 
Par contre, étant donné qu'un système doit être d'usage général, 
l'application de la politique doit être adaptable aux exigences 
de chaque environnement d'utilisation. Cette adaptation se 
fait en fixant les valeurs des paramètres du système. Ceux-ci 
déterMinent l'ouverture des diverses vannes afin d'assurer un 
certain flux des processus. 
III.3.1 Choix des politiques 
A. Politigue_de_scheduling 
C'est la politique de trans f ert des processus de la liste 
des processus acceptés à la liste des processus actifs et 
vice-versa ainsi que les transferts des processus de la 
liste des processus en attente à la liste des processus 
acceptés. 
Le point de décision crucial est dans ce cas le transfert 
des processus entre la liste des acceptés et la liste des 
actifs. 
Dans un système time-sharing, il est souhaité que les processus 
après un temps suffisant passé dans la liste des actifs, 
retournent dans la liste des acceptés, afin d'assurer une 
rotation. Par contre, dans le système batch, un processus 
passé dans la liste des actifs devrait pouvoir y rester 
jusqu'à son achèvement. Aussi les facteurs à prendre en 
compte pour ce transfert de la liste des actifs à la liste 
des acceptés sont 
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le total du temps processeur reçu durant son séjour 
dans la liste des actifs. 
si le processus attend une entrée/sortie, faire la 
différence entre une attente de page ou de sémaphore. 
l'exigence du processus en "page frames" (ou cadres en 
mémoire centrale). 
Les facteurs dont il faut tenir compte pour le passage 
d'un processus de la liste des attentes à la liste des 
acceptés sont 
si le orocessus sera libre de s'exécuter 
le nombre de processus dans la liste des acceptés 
le nombre de processus dans la liste des actifs 
le nombre de processus qui se sont récemment achevés 
la priorité attachée au processus 
B. Politigue_d'allocation_du_Er ocesseur 
Elle gouverne l'allocation du temps nrocesseur aux processus 
de la liste des processus actifs. 
Le processeur peut devenir libre suite à une fin de processus, 
un transfert d'un orocessus hors de la liste des actifs ou 
une attente de page. Suivant la politique adoptée, il peut 
également être libéré si un processus y a terminé une tranche 
de temps peut-être inférieure à sa consommation totale 
permise pendant son séjour dans la liste des actifs. 
A ce moment, les facteurs s u ivants doivent être pris en 
compte pour déterminer le prochain utilisateur du processeur 
soit le choix arbitraire d'un processus 
soit l'ancienneté des processus dans la liste des actifs 
soit la priorité des processus. 
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C. Politigue_de_Eagination 
El le se subdivise en deux routines d'allocation et de dés-
allocation des pages . 
Il est nécessaire de déterminer 
quand elles sont déclenchées, dans quelles circonstances 
quelles actions prendre à leur déclenchement 
les critères sur lesquels se basent cette action. 
* La routine d'allocation peut être déclenchée 
quand un nouveau processus entre dans la liste des actifs 
quand un processus demande une page. 
L'action prise à son déclenchement est 
soit l'allocation d'une page unique 
soit l'allocation d'un nombre spécifioue de pages. 
Les facteurs prix en compte pour décider si l'allocation 
peut se faire sont 
le nombre de pages déjà en mémoire centrale pour le 
processus 
l'ancienneté du processus 
la priorité du processus 
* La routine de désallocation peur être déclenchée 
quand un processus quitte la liste des actifs, 
quand la réserve des "pages frames" libres passe sous une 
borne fixée à priori, 
à intervalles réguliers. 
L'action prise à son déclenchement est : 
soit l'ajoute d'une simple "page frame" à la réserve 
des ~ages frames libres, 
soit l'addition d'un nombre déterminé de pages frames, 
soit l'ajoute à la réserve des "pages frames" de toutes les 
pages satisfaisant un certain critère. 
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Les facteurs à nrendre en compte pour décider des pages 
à désallouer sont 
le temos écoulé depuis le dernier accès à la page 
si le processus propriétaire est dans la liste des 
actifs 
le nombre total de pages déjà possédées par le processus 
l'ancienneté du processus propriétaire 
si la page est partagée par plusieurs processus. 
III.3.2 Flux des processus 
Les politiques adoptées sur les systèmes particuliers doivent 
répondre à 2 objectifs 
donner au système un degré de performance constant 
maximiser la proportion de temps processeur dépensée au 
travail utile et donc maximiser le flux du système. 
Ce problème peut se décomposer par le fait que les évènements 
concernés (changements d'état du système) se décomposent naturel-
lement en 2 classes suivant leurs fréquences relatives 
d'une part, ceux provoquant un changement du nombre de processus 
dans le système, c'est-à-dire les entrées de nouveaux processus 
ou les départs de processus arrivés à leur fin; ces événements 
sont relativement espacés. Le contrôle de ces événements est 
assuré par la vanne v1 . 
d'autre part, les transitions de processus à l'intérieur du 
système, c'est-à-dire les passages des processus d'une file 
interne à une autre ces événements sont consécutifs à des 
fins de traitements élémentaires à une unité du système. 
Le contrôle de ces événements est assuré par la vanne v2 . 
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En ce qui concerne v2 
Si trop peu de processus entrent dans la liste des actifs, 
il y aura du temps processuer inoccupé. Par contre, si le 
nombre de processus dans la liste des actifs croît trop, il 
y aura finalement insuffisance de pages pour satisfaire leurs 
besoins et cela provoquera l'écroulement du système. 
(cf. figure p. 41). 
Si les processus sont uniformes dans leurs exigences en pages, 
le nombre de processus de la liste des actifs pourra être un 
nombre prédéterminé, sinon, la méthode de contrôle de la vanne 
v2 devra se baser sur la connaissance du comportement passé 
des processus pour déterminer leur comportement futur. Cela 
entraîne donc l'utilisation d'un modèle basé sur la notion 
de working-set. 
En ce qui concerne v1 
Si trop de processus sont tolérés dans la liste des acceptés, 
la conséquence sera la dégradation du système. Le contrôle 
de v1 consiste donc à garder la charge totale du système dans 
les capacités de celui-ci. 
Ainsi donc, nombre de politiques différentes peuvent être appli-
quées, dans le cadre d'une politique générale implémentée par 
le système d'exploitation, par adaptation des paramètres d'un 
système. 
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43. 
Etudions à présent le fonctionnement global du système VAX/ V~S 
et plus particulièrement l'allocation de ses ressources entre 
un ensemble de processus concurrents àu processeur. 
L'ENVIRONNEMENT D'UN VAX 
Le système consite en une unité centrale et en 3 sous-systèmes 
le sous-système de la console 
le sous-système de la mémoire 
le sous-système des I/0 
Le CPU, les sous-systèmes de la mémoire et des I/0 sont reliés 
par un bus de synchronisation, le SBI (synchronous backplane 
interconnect). 
Schématiquement, le système revient à la figure suivante 
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a. Le CPU. 
Le CPU contient une mémoire cache pour réduire les temps 
d'accès mémoire. De plus, il contient un buffer de mémoire 
associative de 128 entrées pour accélérer le mécanisme de 
transformation des adresses virtuelles en adresses physiques. 
(address translation buffer) (16) 
b. Le sous-système de la console. 
Il est composé d'un micro LSI-11 avec 16 K de RAM et 8 K de 
ROM pour stocker le bootstrap du LSI-11, les routines de la 
console et les routines de diagnostiques. Il comporte 
également un floppy disk et un interface avec le terminal 
console. 
c. Le bus de synchronisation (SBI 
interconnect). 
synchronous backplane 
C'est le chemin de contrôle et transfert des données. Il a 
un cycle de 200 nanosecondes et la largeur du chemin des 
données est de 32 bits. Ce bus est utilisé pour l'envoi 
des données, mais est libéré durant le temps d'accès à la 
mémoire. Chaque interface a une priorité spécifique d'accès 
au SBI. Chaque transfert subit un contrôle de oarité et 
est confirmé par le receveur. 
d. Le sous-système de la mémoire. 
Il est constitué d'un maximum de 8 contrôleurs de mémoires 
supportant chacun un maximum d'un Mégabytes de mémoire. 
La mémoire est construite en composants de 4 K bits MOS 
de mémoire RAM. 
e. Le sous-système des entrées/sorties. 
Il est formé d'adaptateurs entre le SBI et 2 types de bus 
pour périphériques utilisés sur les svstèmes PDP-11 
l'unibus et le rnassbus. Le VAX-11/780 supporte un unibus 
et de 1 à 4 massbus. En plus des fonctions habituelles, 
ces adaptateurs effectuent la transformation des adresses 
de 18 bits de l'unibus ou du massbus en adresses physiques 
de 30 bits pour le SBI. 
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BALANCE-SET ET SCHEDULING 
Décrivons à présent l'organisation de l'ensemble des working-sets 
en mémoire centrale. 
L'ensemble des mémoires dont dispose un système VAX / VMS 
peut être schématisé par 
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Le balance-set est l'ensemble des working-sets de tous les 
processus résidents en mémoire centrale. Le balance-set est 
maintenu à jour par le processus système de swapping (swapper). 
Le scheduler est la routine d'interruption qui provoquera le 
scheduling entre les processus exécutables. Il lui est associé 
des files d'état (state queue) qui sont des listes de processus 
par état. Celles-ci permettent au scheduler de connaître les 
processus éligibles au CPU. 
Le swapping est la méthode utilisée pour partager les ressources 
mémoire entre plusieurs processus en transférant l'entièreté du 
working-set d'un nrocessus sur mémoire secondaire (swap-out) ou 
inversérnent en mémoire centrale (swap-in). 
IV.2.1 Le scheduler 
Le scheduling dans le système VAX/ VMS est basé sur la notion 
de priorité associée au processus. A la création d'un processus, 
une priorité de base lui est associée. Le système d'exploita-
tion reconnaît 32 niveaux de priorité de processus (du niveau 
le plus bas O au niveau le plus élevé 31). Les niveaux 16 à 31 
sont réservés aux processus en temps réel tandis que les 
niveaux O à 15 sont associés aux processus normaux. Les priori-
tés des processus en temps réel ne seront ~as modifiées par le 
système, seule une intervention manuelle pourra le faire. 
Par contre, le système pourra temporairement accroître la 
priorité de base d'un processus normal, puis diminuer la priori-
té courante du processus en fonction de l'activité du processus. 
Mais la priorité courante ne pourra jamais descendre sous le 
niveau de la priorité de base. 
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Pour un processus donné, cette variation peut se schématiser 
ainsi 
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_ Cette méthode permet à la fois de gérer efficacement en parallèle 
des processus en temps réel et des orocessus normaux. D'autre 
part, elle permet de rectifier l'allocation du processeur en 
fonction de l'activité du processus. 
Le rôle du scheduler et du swapper est d'assurer que les proces-
sus exécutables reçoivent du temps processeur en rapport avec 
leur niveau de priorité. 
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Leur fonctionnement peut se représenter par le schéma suivant 
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Il s'en suit que le scheduler a peu de choix à faire. Il 
sélectionnera toujours le processus exécutable de plus haut 
niveau de priorité. Le scheduler est déclenché par les événe-
ments qui affectent la capacité d'un processus d'être exécutable. 
Ce sont 
soit des événements externes au processus actuellement en 
exécution tels que des fins d'E/S, des fins de tranche de 
temps, ..• 
soit des événements internes au processus en exécution tels 
qu'une demande d'E/S, une demande de ressource (exemple 
défaut de page), ••. 
Chaque processus est inscrit dans une des listes par état qui 
identifie si le processus est exécutable, ou non et, dans ce cas, 
l'événement attendu ou la ressource manquante. 
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Lorsqu'un événement se produit, le scheduler met à jour ces 
listes. Il modifie la priorité des processus (en restant 
toujours entre la priorité de base et 15), 
en augmentant la priorité du processus pour lequel un événe-
ment s'est produit (fin d'E/S, ..• ) 
en diminuant la priorité du processus courant en fin de 
tranche de temps. 
Il replace ensuite le processus concerné en queue de la file 
de sa priorité. Ces files, suivant les priorités, doivent 
faciliter le choix du processus, candidat au processeur par le 
scheduler. 
Le swapper, quant à lui, assure que la balance-set contient 
toujours les processus de plus haute priorité au cas où le 
système n'a pas assez de mémoire centrale pour garder tous les 
working-setsdes processus résjdents en mémoire centrale. 
Le swapper est activé quand un événement rend un processus non 
résident exécutable ou un processus résident non exécutable. Il 
utilise alors 3 conditions pour déterminer si un processus doit 
être swap-in ou swap-out: les états des processus 
les priorités des processus 
si le quantum de temps d'un proces-
sus a exoiré. 
Le quantum est à la fois le temps minimum de séjour d'un 
working-set dans le balance-set et la tranche de temps CPU 
maximum qui lui est accordé en une fois. Ainsi le quantum 
provoque une rotation des processus dans le balance-set tout 
en garantissant un temps minimum de travail à chaque processus 
avant d'être swappé. Un processus aura donc pu être schédulé 
plusieurs fois avant d'avoir eu droit à un quantum- complet, mais 
il sera resté au minimum un quantum de temps dans le banlance-set. 
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DESCRIPTION DES PARAMETRES 
Les paramètres du système VAX/ VMS se rapportent 
au processus 
au système 
protections 
limites 
priorités 
privilèges 
les paramètres qui affectent les opérations 
du système 
les oaramètres de contrôle des jobs 
les paramètres associés au processus de 
contrôle 
les paramètres associés au terminal 
les paramètres associés aux fonctions RMS 
les paramètres qui contrôlent les 
"system communication services" 
les paramètres associés aux ressources 
et quotas à la création de processus. 
IV.3.1 Par_Erocessus 
L'ensemble des protections,limites, priorités et privilèges sont 
rassemblés oar utilisateur dans le "User Authorization File" (UAF) 
qui contient entre autres 
le nom et le mot de passe de l'utilisateur lui permettant 
d'entrer en contact avec le système 
le "User Identification Code'' (UIC) qui identifie l'utilisateur 
par un numéro de groupe et un numéro de membre 
(xxx,yyy) où xxx numéro de groupe 
yyy : numéro de membre 
les limites d'utilisation des ressources du système par 
l'utilisateur 
la priorité de base des processus créés par l'utilisateur 
les privilèges ou limites d'action de l'utilisateur. 
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a. La protection contrôle l'accès aux programmes et fichiers. 
Elle est basée sur le code ure de 1 'utilisateur qui crée 
le fichier. 
Les actions possibles sont R pour lire le fichier 
W pour écrire dans le fichier 
E pour exécuter le fichier 
D pour supprimer le fichier 
Les classes possibles sont SYS pour l'utilisateur avec un 
numéro de groupe entre O et 7 
ou avec le privilège SYSPRV 
GR pour l'utilisateur avec même 
numéro de groupe 
OWNER pour l'utilisateur avec 
même ure 
WORLD pour n'importe qui. 
La protection est alors donnée sous la forme 
PROTECTION = ( SYS : RWED, GR : RWED, OWNER : RWED, WORLD RE) 
(par dé faut) • 
b. Les limites aux ressources contrôlent la quantité des ressour-
ces du système et des caractères sur disque. 
Par exemple CPUTIME : temps CPU maximum qu'un processus 
utilisateur peut utiliser par session 
MAXJOBS : nombre maximum de processus actifs 
en même temps, permis à l'utilisateur 
PGFLQUOTA: nombre maximum de pages qu'un 
processus de l'uti l isateur oeut prendre dans 
le paging file 
WSDEFAULT: nombre de pages d'un working-set 
courant par défaut 
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WSQUOTA: nombre maximum de pages du working-set 
d'un processus de l'utilisateur 
WSEXTENT: la limite absolue (en nombre de 
pages) du working-set d'un processus, elle 
sera supérieure à WSQUOTA, mais le s y stème ne 
lui accordera ce surplus que pour autant qu'il 
y ait un exédent de pages libres disponibles. 
c. La priorité contrôle le moment auquel une demande de l'utili-
sateur sera exécutée (PRIO) 
d. Les privilèges contrôlent le droit d'exécuter certaines 
commandes. 
Certains de ces paramètres peuvent en outre être modifiés avant 
ou pendant une exécution par l'instruction"SET". 
Par exemple SET PROCESS (process-name)/PRIORITY = n 
/PRIVILEGES= 
(privilège (, ... )) 
SET PROTECTION (=code) file-soec (, ... ) 
SET WORKING-SET / EXTENT = n 
/ LIMIT = n 
/ Quota = n 
Certaines commande;permettent de contrôler les valeurs de 
certains de ces paramètres. 
Par exemple 
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SHOW PROCESS (process-narne) / ACCOUNTING 
/ PRIVILEGES 
/ QUOTAS 
SHOW PROTECTION 
SHOW QUOTA 
SHOW STATUS 
SHOW SYSTEM 
SHOW WORKING-SET 
:t 
s SH PROCESS/ACCOU~TIN& 
13-AUG-1983 09:30:12.68 
SH 
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buff, I / 0 51 16 CuF. ws. : 1:.iJ ()pen f Iles : 0 
[} 1 r , , / (; : '.:1 i ü F' h ~ s • ri e m • 6E: f·a9e Fcults : t.38t-
w or 1-. 1 n ::i ;:> '= ·._. . L. 1 111 i t = 1 5 0 / 0 u o t a = 3 5 0 / E :< t e n t =- 1 D 2 4 
Ad .iu;•m~nt enabled Authorized Quota= 350 Authorized Extent= 1024 
LOGOUT /flll .. L-
~< H t, l :... r· .. l o99t?.d out at 13-AUG-1983 17:48:03.63 
Accounting information: 
8utfered 1/0 count: 
Direct 1/0 count: 
F'a9t?. fault=>: 
512'/ 
510 
6446 
ElaPsed CPU time: o oo:o o :47.88 
Peak workin9 set size: 175 
Peak page file size: 1299 
Mounted volumes: 0 
ElaPsed time: 0 01:19:1 7 .00 
( i 
IJ 
-, c:-
: . ..J 
10 9 
1 I'.' · 
u , ( ' -.:, 
? 8 
121 
105 
10 7 
62 
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IV.3.2 Pour_le_système 
C'est ici qu'interviennent les paramètres qui permettent de 
contrôler l'ensemble du système et de l'ajuster suivant laper-
formance voulue et la configuration disponible. 
L'ensemble des 160 paramètres du système VAX/ VMS (V.3.0) se 
subdivise en 11 catégories 
MAJOR 
SYS 
JOB 
ACP 
TTY 
ses 
les paramètres majeurs, les plus sujets à des réajus-
les paramètres systèmes, qui affectent toute opération 
du système 
les paramètres de contrôle des jobs 
les paramètres associés aux processus de contrôle 
des I/O 
les paramètres associés au terminal 
les paramètres qui contrôlent le "System Communication 
Services" 
RMS les paramètres associés aux fonctions RMS 
PQL les paramètres associés aux limites et quotas lors 
de la création des processus 
GEN les paramètres qui affectent la création et l'initiali-
sation des structures de données au lancement du système 
SPECIAL les paramètres spéciaux utilisés par Digital 
DYNAMIC les paramètres dont les valeurs peuvent ~tre réajustées 
pendant le fonctionnement du système, sans devoir 
réinitialiser le système. 
Aussi, nous limiterons nous à l'analyse des 24 paramètres 
majeurs les plus couramment soumi s à des réajustements. 
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!; _ 
. _NOM 
PFCDEFAULT 
GBLSECTIONS 
GBLPAGES 
MAXPROCESSCNT 
SYSMWCNT 
BALSETCNT 
IRPCOUNT 
WSMAX 
NPAGEDYN 
PAGEDYN 
• DESCRIPTION 
taille du cluster lu lors d'un défaut de page 
nombre de descripteurs de section globale 
nombre d'entrées dans la table des pages 
globales 
nombre maximum de processus 
taille maximale du working-set du système 
nombre maximum de working-sets résidents 
nombre de packets intermédiaires préalloués 
taille maximale de tout working-set 
taille du pool dynamique non paginé 
taille du pool dynamique paginé 
Valeur . Minimum. maximum Unité 
par 
défaut 
32 0 
80 20 
3072 512 
72 12 
160 20 
36 4 
60 0 
1024 60 
64000 16384 
80000 8192 
127 
- 1 
- 1 
8192 
16384 
1024 
32768 
16384 
- 1 
- 1 
pages 
sections 
pages 
processus 
pages 
entrées 
packets 
pages 
bytes 
bytes 
u, 
-..J 
Dyna-
mique 
D 
NOM DESCRIPTION 
VIRTUALPAGECNT espace virtuel maximum par processus 
LRPCOUNT nombre de grands packets préalloués 
SRPCOUNT nombre de petits packets préalloués 
QUANTUM temps maximum qu'un processus peut utiliser 
en une fois et temps minimum qu'un processus 
doit recevoir avant d'être swapr,é 
PFRATL limite inférieur du toux de défauts de paqe 
PPRATH limite supérieure du tr1.ux ne défauts ae pr1.ge 
WSINC incrérnentation du working-set 
W0DEC décrémentation du working-set 
FREELIM taille minimum de la liste des pages libres 
Valeur 
par 
défaut 
8192 
4 
120 
20 
1 
l20 
150 
35 
32 
Minimum Maximum Unité 
512 262144 pages 
0 4096 packets 
0 4096 packets 
2 32767 10 milli-
sec 
0 - 1 défauts/ 
10 sec. 
n 
- 1 rléf~.ut/ 
10 s ec. 
0 - 1 pages 
0 - 1 pages 
16 - 1 pages 
Dyna-
mique 
D 
D 
D 
D 
D 
V1 
CD 
NOM 
FREEGOAL 
GROWLIM 
BORROWLIM 
LOCKIDTBL 
RESHASHTBL 
DESCRIPTION 
nombre de pages exigées 
pages libres après une 
nombre de pages exigées 
dans la liste 
pénurie 
dans la liste 
des 
des pages 
Valeur 
par 
défaut 
200 
63 
libres pour permettre à un processus de dépasser 
son quota 
taille minimum de la liste des pages libres 300 
avant qu'un processus puisse s'étendre au-delà 
de son quota 
nombre d'entrées dans la table des verrous du 128 
système 
nombre d'entrées dans la table des noms des 32 
ressources verrouillables 
Minimum Maximum Unité 
16 - 1 pages 
0 - 1 pages 
0 - 1 pages 
16 16000 entrées 
1 8192 entrées 
V1 
\.0 
Dyna-
mique 
D 
D 
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1. PFCDEFAULT 
Pendant l'exécution des programmes , PFCDEFAULT contrôle le 
nombre de pages lues sur disque, depuis le fichier image 
(image file) ou depuis le fichier de pagination (paging file), 
par opération I/0, lorsqu'un défaut de page se produit. 
La valeur de ce paramètre doit être suffisamment grande pour 
assurer la performance des I/0, mais ne doit pas être trop 
élevée par rapport au working-set moyen sans quoi elle risque 
de forcer le déplacement d'une partie importante du working-set 
du processus. 
2. GBLSECTIONS 
Ce paramètre indique le nombre de descripteurs de sections 
globales allouées au système au moment du lancement. Il 
sera fonction du nombre potentiel d'images partagées que 
les processus voudront utiliser. 
3. GBLPAGES 
Ce paramètre indique le nombre d'entrées de la table des 
pages globales allouées au moment du lancement. Chaque 
section globale requiert une entrée dans la table des pages 
globales par page dans la section. 
4. MAXPROCESSCNT 
MAXPROCESSCNT détermine le nombre maximal de processus 
concurrents admis dans le système. 
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5. SYSMWCNT 
SYSMWCNT est la taille maximale du working-set du système 
(qui contient la partie paginable du système). Une valeur 
trop élevée réserve de la place mémoire au détriment des 
working-sets des processus utilisateurs tandis qu'une valeur 
trop faible peut sérieusement ralentir le système en le 
forçant à paginer excessivement. 
6. BALSETCNT 
Ce paramètre détermine le nombre maximum de processus dans 
le balance-set, c'est-à-dire de working-sets résidents en 
mémoire centrale. Ce nombre sera donc toujours inférieur à 
MAXPROCESSCNT. Diminuer ce paramètre a pour effet d'augmenter 
la taille de la liste des pages libres, mais à ce moment, il 
sepeut que le taux de swapping croisse, ce qui peut affecter 
la performance du système. 
7. IRPCOUNT 
Ce paramètre fixe le nombre de "packets" moyens (160 bytes) 
préalloués pour les E/S. S'il est surdimensionné, une partie 
de la mémoire centrale est gaspillée. 
8. WSMAX 
WSMAX est le nombre maximum de pages pour un working-set. 
Ce paramètre affecte la taille du swapping file ainsi que 
la taille de mémoire allouée à la partie du système résident 
en permanence en mémoire centrale. 
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9. NPAGEDYN 
Ce paramètre détermine la ta i lle du pool dynamique non paginé. 
Il fixe en fait la valeur in i tiale qui peut être augmentée 
dynamiquement, si nécessaire, mais au prix d'une perte de 
mémoire centrale supplémentaire. S'il est surdimensionné, 
une partie de la mémoire centrale est gaspillée. 
10. PAGEDYN 
Ce paramètre détermine la taille du pool dynamique paginé. 
Ce oool de pages sert à stocker les noms logiques, les 
entêtes des images résidentes, les structures partagées pour 
les fichiers RMS. 
11. VIRTUALPAGECNT 
VIRTUALPAGECNT est le nombre maximum de paqes virtuelles d'un 
processus. 
12. LRPCOUNT 
Ce paramètre fixe le nombre de ~rands "packets" (640 bytes) 
préalloués pour les E/S. S'il est surdimensionné, une partie 
de la mémoire centrale est gaspillée. S'il est trop petit, 
le système accroît automatiquement sa valeur, suivant ses 
besoins, mais au prix d'une perte de mémoire centrale supplé-
mentaire. 
13 . S RPCOUNT 
Ce paramètre fixe le nombre de petits "packets" ( 96 bytes) 
préalloués pour les E/S. S'il est surdimensionné, une 
partie de la mémoire centrale est gaspillée. S'il est trop 
petit, le système accroît aut omatiquement sa valeur, suivant 
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ses besoins, mais au Prix d'une perte de mémoire centrale 
supplémentaire. 
14. QUANTUM 
Ce paramètre définit 
a. Au point de vue du processeur 
C'est le temps processeur maximum qu'un processeur peut 
recevoir en une fois avant de passer le contrôle à un 
orocessus d'égale priorité qui est orêt à s'exécuter. 
b. Au point de vue du balance-set 
C'est le temps process2ur ~inimum qu'un processus 
exécutable doit recevoir avant d'être éjecté du 
balance-set. 
Son unité est la tranche de 10 millisecondes. 
15. PFRATL 
PRFATL soécifie le norobre de défauts de pages sous lequel 
un working-set est automatiquement diminué. L'unité de 
mesure est la tranche de 10 secondes de temps processeur. 
Par exemple, s'il est positionné à 1, cela signifie que le 
système diminue automatiquement le working-set, si le processus 
a exécuté moins d'un défaut de page par 10 secondes. Par 
conséquent, augmenter la valeur de PFRATL tend à diminuer 
les working-sets des processus tandis que la diminuer aura 
tendance à accroître la taille des working-sets. 
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16. PFRATH 
Ce paramètre est le pendant du précédent. Il spécifie le 
nombre de défauts de pages au-dessus duquel un working-set 
est automatiquement agrandi. L'unité de mesure est la tranche 
de 10 secondes de temps processeur. Par exemple, s'il est 
positionné à 120, cela signifie que le système agrandit auto-
matiquement le working-set si le processus a exécuté plus de 120 
défauts de pages par 10 secondes. Par conséquent, diminuer 
la valeur de PFRATH tend à agrandir les working-sets des 
processus tandis que l'augmenter aura tendance à diminuer 
la taille des working-sets. 
17. WSINC 
Ce paramètre spécifie le nombre de pages dont est automatique-
ment augmenté un working-set à chaque fois qu'un réajustement 
croissant est requis (en fin de quantum). Diminuer la valeur 
de ce paramètre tend à ralentir la croissance des working-sets 
à fort taux de défauts de page. 
18. WSDEC 
Ce paramètre est le pendant du précédent. Il spécifie le 
nombre de pages dont est automatiquement diminué un working-
set à chaque fois qu'un réajustement décroissant est requis 
(en fin de quantum). Augmenter la valeur de ce paramètre 
tend à accélérer la décroissance des working-sets à faible 
taux de défauts de page. 
19. FREELIM 
FREELIM fixe le nombre minimum de pages que doit comporter 
la liste des pages libres. Pour maintenir ce nombre le sys-
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tème devra recooier les pages de la liste des pages modifiées, 
éjecter des working-sets de la mémoire par swapping ou 
réduire la taille des working-sets. 
Une liste des pages libres importante signifie moins de pagi-
nation avec opération I/O, mais cela implique moins d'espace 
pour le balance-set et donc une tendance à plus de 
swapping. 
20. FREEGOAL 
Ce paramètre spécifie le nombre de paqes souhaitées dans la 
liste des paqes libres suite à une nénurie (passage sous le 
nombre minimum FREELIM). Il sera donc toujours suoérieur 
ou égal à FREELIM. 
21. GROWLIM 
Ce paramètre détermine le nombre minimum de pages de la liste 
des pages libres pour qu'un processus puisse ajouter une page 
à son working-set lorsqu'il a déjà atteint son quota. GROWLIM 
n'a donc aucun effet si le working-set du processus est sous 
son quota. 
Ce paramètre a donc pour effet de n'autoriser l'extension 
d'un working-set que pour autant ou'il y ait suffisa~ment 
de mémoire disponible. 
22. BORROWLIM 
Ce paramètre détermine le nombre minimum de pages de la liste 
des pages libres nécessaire pour que le working-set d'un 
processus puisse dépasser son quota. Ce paramètre devra donc 
toujours être supérieur à FREELIM. 
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Ce paramètre fixe donc l'excédent de pages libres nécessaire 
avant de permettre à un working-set de s'étendre, ce qui lui 
permettra d'alléger la charae des défauts de page. 
23. LOCKIDTBL 
Ce paramètre établit le nombre d'entrées dans la table des 
verrous du système, ce qui limite le nombre de verrous du 
système. 
24. RESHASHTBL 
Ce paramètre définit le nombre d'entrées dans la table des 
noms des ressources verrouillables. 
En dehors de ce paramètres dits "majeurs" nous en avons relevé 
quelques autres dont l'influence sur le système pourrait être 
signi fi cati ve. 
MPW-WRTCLUSTER 
Ce paramètre fixe le nombre de pages qui seront réécrites par 
cluster à partir de la liste des pages modifiées vers le 
paging file ou un fichier ordinaire, en une seule opération 
I/0. Si MPW-WRTCLUSTER est trop petit, il faudra beaucoup 
d'opérations I/0 pour vider la liste des pages modifiées. 
MPW-HILIMIT 
Ce paramètre fixe la limite supérieure de la liste des pages 
modifiées. Dès aue le nombre de pages de la liste des pages 
modifiées devient supérieur à cette limite, il y a réécriture 
des pages dans le paging file et transfert des "pages frame" 
(ou cadres de la mémoire centrale) vers la liste des pages libres. 
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Si MPW-HILIMIT est trop bas, il y aura un nombre excessif de 
défauts de page résolus par le paging file. Par contre, s'il 
est trop élevé, un nombre de pages mémoire trop important sera 
consommé. 
MPW-LOLIMIT 
Ce paramètre fixe la limite inférieure de la liste des pages 
modifiées. Lorsque le nombre de pages de la liste des pages 
modifiées tombe sous cette limite, la réécriture des pages 
est stoppée. 
:MPW-LOLIMIT assure qu'un certain nombre de pages seront 
disponibles dans la liste des pages modifiées pour la résolu-
tion des défauts de ~age. Si ce paramètre est trop petit, 
cette liste ne parvient plus à jouer son rôle d'extension 
des workinq-sets. S 1 il est positionné trop haut, moins de 
mémoire est disponible pour les processus, aussi le swapping 
risque-t-il d'augmenter. 
La différence entre MPW-HILIMIT et MPW-LOLIMIT indiquera le 
nombre d'opérations I/0 à exécuter lors de la réécriture de pages 
de la liste des pages modifiées, et cela, en fonction de MPW-
WRTCLUSTER. Si on augmente MPW-LOLIMIT ou si on diminue MPW-HILIMIT, 
on réduit le nombre d'opérations I/0 lors de la réécriture, mais 
on risque d'accroître le taux de swapping. 
Toujours dans le cadre des paramètres gérant la taille des 
working-sets 
AWSMIN détermine le nombre minimum de pages qu'un working-set 
peut atteindre par décroissance lors des réajustements automa-
tiques. 
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AWSTIME spécifie le temps processeur minimum pour calculer le 
taux de défauts de page d'un working-set. Ce temps est exprimé 
en tranche de 10 millisecondes. 
Nous reviendrons sur leur influence dans le système, dans le 
chapitre suivant concernant le rèqlage du système. 
IV.4 
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POLITI0UES ET FLUX DES PROCESSUS DANS LE VAX/ VMS 
Dans la suite, nous allons examiner le rôle des paramètres du 
système VAX/ VMS à la lumière du modèle de WILKES. 
IV.4.1 Les_valeurs_des_EaramètresL_irnage_d'une_oolitiaue (2) 
-Les vannes (fiq. p. 43) entre la liste des processus acceptés 
et la liste des processus actifs (swap-in et swap-out) sont 
réalisées par un processus le "swapper". Il gère l'intro-
dtiction des processus en mémoire centrale et le retrait de 
ceux-ci. Son action dépend de la politique implémentée dans 
le système et de valeurs données à certains paramètres du 
système. La politique est inchangeable, mais son application 
peut être adaptée par le choix des paramètres. 
Les paramètres du système MAXPROCESSCNT et BALSETCNT fixent 
respectivement le nombre maximum des processus présents dans le 
système et le nombre maximum de processus résidents en mémoire 
centrale. Le "swapper'' tente d'assurer la valeur de BALSETCNT, 
c'est-à-dire le nombre de processus dans la liste des processus 
actifs. 
D'autre part, le paramètre FREELIM fixe la taille de la liste 
des pages libres. Si sa taille descend en-dessous de cette valeur, 
le swapper recopie des pages de la liste des pages modifiées, 
s'il y en a plus que le minimum défini par le paramètre MPW-LOLIMIT. 
Si cette opération ne suffit pas, le "swapper" choisit un processus 
de la liste des actifs et le transfert dans la liste des processus 
acceptés. Ce transfert implique la cooie sur disque de toutes les 
pages appartenant au working-set du processus choisi, libérant 
ainsi des pages qui rejoignent la liste des pages libres. Ce 
transfert d'un working-set s'appelle un "outswap" et correspont 
à la vanne v3 du modèle de Wilkes. 
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Pour choisir le processus qui sera transféré, le "swapper" 
essaye de déterminer le processus qui a la possibilité la plus 
faible d'être exécutable à bref délai (par exemole parmi 
les processus non exécutables, on choisira celui en attente d'une 
réponse d'un terminal plutôt qu'un processus attendant la fin 
d'une E/S sur dique). S'il n'y a que des processus exécutables, 
le swapper en choisit un en fonction de sa priorité. 
La liste des processus acceptés contient donc des processus non 
exécutables qui y ont été amenés par le swapper. Ces processus 
sont non-exécutables tant qu'un évènement n'a pas eu lieu (fin 
d ' .une E/S, par exemple) • Dès qu ' un de ces processus devient 
exécutable, le "swapper" va essayer de récupérer des pages libres 
afin de ramener le working-set de ce processus en mémoire centrale. 
Pour libérer des pages, il peut être amené à transférer certains 
processus de la liste des actifs à la l iste des acceptés. Le 
transfert d'un working-set de la liste des acceptés à la liste 
des actifs s'appelle un "inswap" et correspond à la vanne v2 de 
Wilkes. Le nombre de processus dans la liste des processus 
actifs correspond au degré de multiprogrammation du système. 
Le nombre maximum en est fixé dans le VAX/ VMS par le paramètre 
-BALSETCNT. Sa valeur, autrement dit le règlage de la vanne v2 , 
est fondamental pour l'utilisation effi cace du système. 
En effet, si on n'admet trop peu de processus, le CPU risque de 
rester inactif, si on n'admet trop de processus, la mémoire risque 
d'être engorgée, et le système s'écroule sous le nombre de défauts 
de page. 
Par un choix adéquat de MAXPROCESSCNT et BALSETCNT, on peut 
adapter le rôle joué par le swapping aux objectifs de chaque 
installation. On peut soit, considérer que le swapping fait 
partie de la routine du système c'est-à-dire qu'il n'est pas 
anormal qu'un processus soit transféré plusieurs fois d'une 
l!ste à l'autre (le système garantit de toute façon qu'un proces-
sus de la liste des actifs ne peut être candidat au transfert que 
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s'il a déjà progressé d'au moins un quantum depuis son entrée 
dans le balance-set) ,soit se poser sur le swapping comme sur 
une soupape de sécurité intervenant en cas de surcharge quant à 
l'utilisation de la mémoire. 
~ 
IV.4.2 Influence_sur_les_performances_d ' un_système 
L'ingénieur système a la responsabilité d'optimiser à la fois la 
performance et l'efficacité du s y stème. Pour prendre ses décisions, 
il devra à la fois avoir une bonne connaissance. des besoins 
d~s utilisateurs et des capacités du système d'exploitation 
du VAX/ VMS. Ce sont ces dernières que nous développerons dans 
ce paragraphe. 
Dans un système à mémoire virtuelle, il est certain que les 
capacités mémoire physique primaire et secondaire jouent un 
rôle primordial. Mais d'autre part, un système VAX/ VMS à 
la limite de sa charge devrait pouvoir être sensiblement 
amélioré du point de vue de ses performances par un meilleur 
ajustement de ses paramètres à sa propre charge. C'est ce que 
nous allons essayer de j ustifier dans ce paragraphe. 
Nous partirons des hypothèses 
1. Les ressources hardwa:resont adaptées à la charge 
2. La charge est distribuée de la façon la plus équilibrée 
possible. 
3. Les processus travaillent en code partagé le plus fréquement 
possible. 
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· Bien que les facteurs influençants la performance d'un système 
VAX/ VMS apparaissent être très imbriq ués, nous en étudierons 
quatre principaux 
la ta i lle des working-sets 
les caractéristiques des listes de pages libres et modifiées 
la priorité des processus 
le quantum. 
A. La taille des working-sets 
Diminuer la taille limite des working-sets revient à augmenter 
le nombre de working-sets pouvant résider en mémoire centrale 
et donc à réduire le besoin en swapping, mais aussi à 
accroître le besoin en pagination. Cependant, il semble 
qu'une pagination importante soit de loin préférable à un 
swapping important car 
le swapping correspond à un transfert aller et retour 
d'un working-set complet, tandis que la pagination ne 
concerne habituellement qu'un sous-ensemble du working-
set, 
la pagination n'implique pas nécessairement des opérations 
physiques d'I/O sur disque grâce aux listes des pages 
libres et modifiées. 
Les limites initiales des working-sets peuvent être fixées 
par le paramètre propre à chaque utilisateur WSDEFAULT. 
D'autre part, le système utilise un ajustement automatique 
des limites du working-set, basé sur le comportement observé 
de celui-ci, grâce aux paramètres WSINC (WSDEC), PFRATH 
(PFRATL) et AWSTIME. Ceux-ci permettront mêrreà un processus 
de s'étendre au-delà de la valeur WS0UOTA jusqu'à WSEXTENT 
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pour autant que le système ait une réserve suffisante de 
pages libres. Cette augmentation atténuera le taux de pagi-
nation. 
Ainsi un taux de pagination pourra être diminué 
soit en réduisant la valeur de PFRATH 
soit en réduisant la valeur de PFRATL 
en accroissant la valeur de WSINC 
et en décroissant la valeur de WSDEC. 
De même, un taux de swapping pourra être diminué 
soit en accroissant la valeur de PFRATH 
soit en augmentant la valeur de PFRATL, 
en diminuant celle de WSINC 
et en accroissant celle de WSDEC, pour autant que les 
working-sets soient de petites tailles et en 
espérant accroître le no~bre de working-sets dans 
le balance-set. 
B. Les caractéristiques des listes de pages libres et modifiées 
Quoique les working-sets et les l i stes de pages libres et 
modifiées soient gérés par la méthode FIFO, le retour dans 
les working-sets de pages à nouveau référencées des listes 
de pages libres ou modifiées a pour effet d'éjecter de la 
mémoire les pages les moins fréque w~ent utilisées et retenir 
celles le plus fréquemment utilisées. 
L'efficacité de ce système dépendra à la fois de la taille de 
ces listes en fonction de leur ut i lisation et de la taille des 
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clusters (ou bouquets) de pages lues sur disque pour les 
working-sets ou écrites sur disque à partir de la liste des 
pages modifiées. 
Au_Eoint_de_vue_de_la_tai l le_des_listes 
Le paramètre système FREELIM donne la taille minimum de 
la liste des pages lues. Mais la liste pourra s'étendre 
tant qu'il y a des ~ages disponibles. 
En plus de l'ajustement des working-sets, celui de FREELIM 
peut diminuer le pourcentage de défauts de pages résultant 
en une lecture sur disque en accroissant la valeur de 
FREELIM. De même un haut taux de swapping peut indiquer 
que la valeur de FREELIM doit être réduite pour donner 
plus de place au balance-set. 
La liste des pages modifiées est réglée par 3 paramètres 
MPW-HILIMIT, MPW-LOLIMIT, et MPW-WRTCLUSTER. Le réglage 
de ces paramètres peut-~tre déterminé par le nombre d'opé-
rations d'écriture sur disque et le taux de swapping. 
Augmenter les limites inférieures et supérieures de la 
liste des pages modifiées normalement diminue le taux 
d'opération I/0 en écriture. Mais le taux de swapping 
pourrait s'accroître car des valeurs arbitrairement 
grandes de FREELIM et MPW-LOLIMIT réduisent le nombre de 
pages restantes dans le balance-set en mémoire centrale. 
Au_Eoint_de_vue_de_la_tai l le_des_clusters 
Le paramètre système PFCDEFAULT contrôle le nombre de 
pages lues du disque vers les working-sets en une opération 
I/0. Une taille de cluster trop importante par rapport 
au working-set provoque une rotation importante de pages 
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dans le working-set, car les pages transférées éjectent 
des pages du working-set dès que celui-ci atteint sa 
limite. 
C. La priorité des processus 
La priorité des processus permet de réfléter les temps de 
réponse relatifs tolérés par les différents processus. Ainsi 
les processus batchs seront munis d'une priorité de base la 
plus basse, si l'on désire privilégier les temos de réponses 
des travaux interractifs. 
Cependant, en diminuant la priorité de base des processus 
des utilisateurs, on obtient un effet secondaire au but 
poursuivi (influencer la stratégie d'allocation du CPU). 
En effet, les processus les plus actifs auront le plus de 
pages sorties de leur working-set. Ainsi on augmente le coût 
moyen en temps du service d'un défaut de page pour ces 
processus. 
D. Le quantum 
Un quantum important assure en général un meilleur service 
dans la mesure où il signifie des swappings moins fréquents, 
pour autant que les tailles des working-sets des utilisateurs 
actifs dépassent le nombre de "pages frames" (ou cadres en 
mémoire centrale) disponibles. Sans quoi un quantum légère-
ment inférieur au temps moyen d'exécution d'une demande I/0 
des processus utilisateurs, permet une meilleure rotation 
des processus au processeur, et cela, sans désavantager les 
processus effectuant beaucoup d'I/0 par rapport aux autres 
processus. 
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De plus, dans ce cas, les working-sets seront réajustés plus 
souvent (à la fin de chaque quantum), c'est-à-dire aue les 
tailles des working-sets seront mieux adaptées et le taux de 
pagination devrait diminuer. 
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Ce chapitre se propose de relater les différents tests réalisés 
sur un VAX-11/780 afin de constater l'influence réelle des para-
mètres sur les performances d'un système. 
V.l OBJECTIFS ET METHODES 
V.1.1 Obiect ifs_des_mesures 
Dans le cadre d'un centre informatique, le gestionnaire a la 
responsabilité d'exploiter la charge qu i lui est fournie avec 
les moyens dont il disoose dans les meilleures conditions d'exé-
cution possibles. Il doit donc déterminer quelles sont les 
modifications souhaitables à imposer à la charge ou au système 
afin d'améliorer les conditions d'exécution. 
Dans le cadre de ces tests, nous sommes partis de l'hypothèse 
que la charge était fixée et il n'était pas possible au gestion-
naire de la modifier. Le but de ce règlage se réduit alors à 
la réduction des pertes d'efficacité dues à la mauvaise adap-
tation du système à la charge. 
Suivant les conclusions théoriques du chapitre précédent, nous 
avons envisagé de faire varier certains paramètres du système 
afin d'étudier l'évolution de son comportement en vue d'une 
optimisation du système par l'observation des files d'attente 
et la réduction des opérations non productives. 
Dans un premier temps, nous avons envisagé de créer un benchmark 
complet afin de déterminer le meilleur ajustement des paramètres 
du système à la charge. Malheureusement, des contraintes tempo-
relles nous empêché de développer ce benchmark et nous avons da 
nous résoudre à réaliser certains tests élémentaires. 
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Aussi, nous nous so~~es finalement limités à l'étude de l'influ-
ence des variations des paramètres du système relatifs à la gestion 
de la mémoire virtuelle. Ceux-ci sont, en effet, une des particu-
larités les plus marquantes du système VAX/ VMS. Leur étude 
permet d'analyser le comportement réel de cette gestion de mémoire 
virtuelle au niveau des défauts de page, du swapping, des opéra-
tions I/O nécessitées par cette gestion et de l'utilisation effec-
tive de la mémoire. Cette étude a été réalisée sur base d'un 
benchrnark fourni par Digital (UETP). 
Finalement, étant donné le temps machine qui nous était imparti, 
nous n'avons pas pu réaliser ces tests un nombre de fois suffisam-
ment grand que pour en tirer de réelles statistiques. Malgré 
cela, leurs résultats peuvent quand même nous fournir certaines 
indications sur l'orientation que prendrait une analyse plus 
précise. 
V.1.2 Environnement_exEériment al 
La configuration sur laquelle se sont déroulés les tests est 
un VAX 11/780 avec 3 mégabytes de mémoire centrale (6144 pages) 
dont 1292pages sont allouées en permanence au système d'exploi-
tation VMS. En outre, il est muni de 3 disques RMO3 et 2 disques 
RPO6. Chaque disque RMO3 a une capacité de 67 mégabytes, un taux 
de transfert de 1200 Kbytes/sec et un temps d'accès moyen de 
0.0383 secondes. Chaque disque RP06 a une capacité de 176 Méga-
bytes, un taux de transfert de 806 Kbytes/sec et un temps d'accès 
moyen de 0.0363 secondes. Le système possède également 2 armoires 
à bande magnétique TE16. Il possède pour périphériques lents 
une imprimante LA120 (120 caractères/sec), 2 imprimantes LPll 
(1000 lignes/min), 48 terminaux et 2 lecteurs de carte. 
Le système d'exploitation est le système à mémoire virtuelle de 
DEC (VAX/ VMS). Il supporte en concurrence le développement et 
l'exécution de programmes time-sharing, batch ou temps réel 
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écrit en BASIC-11 ou FORTRAN. La version est actuellement la 
V3.2. VAX supporte 2 langages de commandes (CLI cornmand 
language interpreter et DCL digital command language), 
un éditeur et di vers utilitaires. 
Lors des tests, un seul disque était accessible. Un seul canal 
cumulait donc les I/O des utilisateurs, les I/O venant de la 
pagination et du swapping. 
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V.1.3 Méthodes_de_Erise_des_mesures 
L'outil de mesure employé durant les tests est un logiciel de 
mesure fournit par Digital : "MONITOR". 
Ce logiciel de mesure a l'avantage d'être indépendant vis-à-vis 
des éléments observés. Il procède principalement par lecture des 
tables du système. Ce mesureur est introduit comme une tâche 
indépendante parmi l'ensemble des tâches concurrentes. Quand 
le processeur lui sera alloué, elle pourra effectuer les mesures. 
Une fois effectuées, elle se suspend pour un temps déterminé. 
It s'en suit une certaine imprécision quant à la périodicité 
exacte de l'échantillonnage qui dépend de l'environnement. 
D'autre part, la fréquence d'échantillonnage doit être suffisante 
pour observer avec une bonne résolution les modifications de 
l'état du système, mais elle augmente la surcharge due à la 
prise de mesure. Puisque le mesureur est une tâche concurrente, 
il introduit une perturbation dans le système. Les temps et 
ressources nécessaires aux mesures seront mesurés eux-mêmes. 
Ces quantités sont approximativement équivalentes à celles 
utilisées par un utilisateur simulé dans le benchmark. 
"MONITOR" permet d'obtenir des mesures de différents types sur 
les performances du système d'exploitation vis-à-vis de la charge 
qui lui est soumise : 
DECNET 
FCP : 
IO 
LOCK 
MODES 
PAGE 
POOL 
: 
: 
: Statistiaues sur le réseau DECNET-VAX 
Statistiques sur le fichiers 
Statistiques sur les opérations I/O 
Statistiques sur la gestion des verrous 
Temps passé dans chaque mode par les processus 
Statistiques sur la gestion des pages mémoires 
Statistiques sur l'espace alloué au pool dynamique 
non paginé 
PROCESSES : Informations sur tous les processus dans le 
système 
STATES Nombre de processus dans chacun des états. 
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Il permet de spécifier l'intervalle d'activation du mesureur et 
la présentation des résultats (voir annexe). Ceux-ci seront, 
soit stockés de façon brute en code binaire, soit synthétisés 
afin de représenter le comportement globalisé des variables 
observées pour la période, ou soit encore divers tableaux donne-
ront la chronologie du comportement des variables observées. 
En ce qui concerne l'observation de la gestion de la mémoire 
virtuelle, nous nous sommes basés sur les statistiques concer-
nant la gestion des pages de la mémoire centrale (PAGE). L'irter-
valle d'activation considéré fut de 3 secondes. 
V.1.4 Connaissance_de_la_charge 
La charge fut simulée grâce à un logiciel fournit par Digital 
l'User Environment Test Package (UETP). 
l'UETP simule un environnement typiquement time-sharing. En fait, 
il crée une série de processus détachés qui exécutent une procé-
dure de commande. Chacun des processus simule un utilisateur à 
son terminal. Chacune des procédures est formée de différentes 
commandes du langage DCL. Celles-ci se déroulent en parallèle 
et ont, sur le système, un effet similaire à un ensemble d'utili-
sateurs interactifs. 
Cette charge a été choisie car elle met particulièrement à 
l'épreuve la capacité multi-utilisateur du VAX. Par conséquent, 
avec un nombre important d'utilisateurs, la place mémoire devient 
critique. Dès lors, cela permet de mettre en évidence le méca-
nisme de gestion de la mémoire virtuelle. 
Le nombre d'utilisateurs considérés pour les tests fut de 30. 
Ce chiffre fut déterminé suite à quelques essais au cours dequels 
on constata 
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un nombre inférieur n'apparaissait pas étre un nombre critique 
pour ce qui est de l'occupation mémoire, 
un nombre supérieur provoquait un taux relativement élevé 
de swapping. 
D'autre part, habituellement, l'installation tourne avec un 
nombre moyen de 35 processus. 
Les conditions de réalisation des tests étant à présent posées, 
dans la suite nous décrirons et analyserons les phénomènes 
observés. 
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V.2 COMPORTEMENT DU SYSTEME VIS-A-VIS DE LA CHARGE 
Rappelons brièvement les conditions de tests 
1. La configuration est un VAX 11/780 de 3 mégabytes de mémoire 
centrale muni d'un seul disaue RM03. 
2. Les mesures sont prises par le logiciel de mesure "MONITOR" 
dont l'intervalle d'activation est de 3 secondes. 
3. La charge est simulée par le logiciel "UETP''. Elle est 
constituée de 30 utilisateurs interactifs, des 8 jobs sys-
tèmes permanents (NULL, SWAPPER, PRTSYMB2, PRTSYMBl, OPCOM, 
JOB-CONTROL, DRAOBACP, ERRFMT), du batch qui exécute le 
programme "MONITOR" et d'un utilisateur interactif supplé-
mentaire, observateur du comportement du système (SHOW MEMORY, 
SHOW SYSTEM). 
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V.2.1 DescriEtion_des_Earamètres_initiaux 
Dans une première étape, le benchmark a tourné avec les para-
mètres du système tels qu'ils étaient réglés pour la configuration. 
Cela permit de déterminer les valeurs "étalons" de référence pour 
les tests suivants. 
Voici les paramètres majeurs initiaux 
F'arëlmete r ·,;: 1 r·, USE• ! Art.i·.1f• 
F'aranieter Name C1J r rer,t [1ef éllJ l t Mi ni 11i1Jm Ma >: i 1t11Jnr Unit [1 'cl 1-1 2, Il l 1 r · 
--------------
------- ------- ------- ------- --------· 
PFCDEFAULT 1 -,ï ~ -" ,., -•..:.. 0 1,..,-.... 1 F'ases [1s r1ë'-rTI 1 c 
GF<LSECTIONS 1 00 80 20 -1 S1::ctic,11 !:: 
GBLF'AGES 3326 3072 512 -1 F'ases 
HAXPROCESSCNT 70 72 12 8192 F'rocesses 
SYSMWCNT 247 160 20 16384 F'ëtSes 
BriLSETCNT c--, ,.J,.; . 36 4 1024 Slots 
IRF'COUNT 75() 60 0 32768 Pëtckets 
WSMAX 30 72 1024 60 16384 F'ases 
NF'AGEIIYN 179712 64000 16384 -1 I<!:ltes 
F'AGEDYN 84992 80000 8192 -1 B!:f'Les 
VIRTUALF'AGECNT 16384 8192 512 262144 Pa!:les 
LRF'COUNT 8 4 0 4096 Packets 
SRPCOUNT 380 120 0 4096 Packets 
QUANTUM ?O 20 2 32767 10t'l!:i [l ~r,arri 1 c-
PFRATL 1 1 0 -1 Flts/10Sec [1sr1anr i c 
F'FRATH 120 120 0 -1 Flts/10Sec [1 '::< r t a ITI :i C 
WSINC 21 150 0 -1 F'a.!:ies Ir'::mam i c 
WSDEC 3:i 3~i 0 -1 f•ases [I '::ff1 a 1T1 i C 
FREELIM 16 32 16 -1 Pases 
FREEGOAL 156 200 16 -1 F'a!'ies 
GROWLIM 51 63 0 -1 F'ases DYr1ami c 
BORROWLIM 300 300 0 -1 F'ases [l~r ,am :i c 
L.OCKIDTBL 1000 128 16 16000 Entrie s 
RESHASHTBL 256 32 1 8192 Entries 
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Dans les tests, nous parlerons également des paramètres suivants, 
bien qu'il ne soient pas considérés comme "majeurs" par Digital 
Nom du paramètre Courant Par Défaut Mi n Max Unité Dynamique 
MPW-WRTCLUSTER 120 96 16 120 pages 
MPW-HILIMIT 500 500 0 16384 pages 
MPW-LOLIMIT 120 32 0 16384 pages 
AWSMIN 50 50 0 - 1 pages D 
AWSTIME 20 20 1 - 1 l0milli D 
sec. 
V~2.2 Résultats_des_mesures 
Les tests ont été analysés sur base du tableau fourni par le 
monitor, synthétisant la période mesurée PAGE MANAGEMENT 
STATISTICS. Celui-ci nous a semblé suffisamment représentatif 
. 
. 
de la réalité. En effet, un test consiste à soumettre le système 
à 30 utilisateurs interactifs pendant une dizaine de minutes. 
Cette charge étant intensive, il ne nous a pas paru nécessaire 
d'étudier la chronologie du comportement des variables observées, 
ce qui aurait considérablement alourdi le travail de dépouillement. 
Dans ce cas-ci, la moyenne et le maximum fournissent une première 
indication sur l'orientation que prendrait une analyse plus 
poussée. 
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Lors de la première étape, le benchmark a tourné avec les para-
mètres initiaux. 
Voici les observations réalisées 
'-'AX / VMS Mord t.o r Ut i 1 il':! 
F"?:!GF MANAGEMENT STAT I ST I CS 
SUMM~RY F rom: 1 4-A l IG-l 9R 3 ()c• ! :?. 6: 4 6 
Tc,: 14-AUG-19~:3 · o·=-;3~:4·? 
CUF: AVE MIN MA Y 
F'ase Fault. Rë:,t.e 24.26 114.24 o.oo o- . .. -'-' \~û. '-'~ 
f'ase Read Rate 1.96 7.99 o.oo 57.51 
F'age Read I /D Ra: t e 1.31 2.88 o.oo 15.68 
f'ase Write Rate o.oo 9.94 o.oo 394. 7~~ 
f'ase i.Jrite IIO F.:2te o.oo 0.08 o.oo 3.28 
Free List Faul t r::ate 9.83 17.72 o.oo 317.9f: 
Hodified List Fault R ë1t,e 7.54 67.40 o.oo 758.41 
Demand Zero Fa ul;.. F:ate o.oo 5.80 o.oo 252.4 7 
Global Valid Fault Rate 5.57 ]9.19 o.oo 83 .12 
Wrt ln F'rogress Fault. R~te:, o.oo o.79 o.oo 60.85 
s~stem Fault. Rate o.oo o.oo o.oo 0.92 
Free List Size 4111.00 2623.41 146.00 4120.00 
Hodified List Size 127.00 280.48 27.00 495.00 
F'LAYBAC~~ SUMMARIZING 
Cette statistique de la gestion des pages mémoire fournit 
Page fault rate 
le taux de défaut de page pour tous les working-sets 
(nombre de défauts de page/sec) 
Page read rate 
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le taux des pages lues sur disque suite à un défaut de page 
(nombre de pages lues/sec) 
Page read I/0 rate 
le taux d'opérations I/0 de lecture sur disque suite à un 
défaut de page (nombre d'opérations de lecture/sec) 
Page write rate 
le taux de réécriture des pages de la liste de pages modifiées 
vers le paging file (nombre de pages écrites/sec) 
Page write I/0 rate 
le taux d'opérations I/0 d'écriture sur disque de la liste 
des pages modifiées vers le paging file (nombre d'opérations 
d'écriture/sec) 
Free list fault rate 
le taux de pages lues dans la liste des pages libres suite à 
un défaut de page (nombre de pages lues/sec) 
Modified list fault rate 
le taux de pages lues dans la liste des pages modifiées 
suite à un défaut de page (nombre de pages lues/sec) 
Demand zero fault rate 
le taux de pages réinitialisées allouées aux working-sets 
suite à un défaut de page (nombre de pages allouées/sec) 
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Global valid fault rate 
le taux de défaut de page pour des pages qui ne sont pas dans 
le working-set du processus mais en mémoire centrale renseignées 
dans la table des pages globales du système (nombre de défauts 
de pages/sec) 
WRT in progress fault rate 
le taux de pages demandées lors d'un défaut de page qui sont 
déjà dans le processus de réécriture sur disaue (nombre de 
pages/seconde) 
System fault rate 
le taux de défaut de page pour des pages du système 
(nombre de défauts de page/seconde) 
Free list size 
nombre de pages dans la liste des pages libres 
Modified list size 
nombre de pages dans la liste des pages modifiées 
WoR.Kitv& - 'SET(!:.) 
,---,- 7· 
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A partir de ces statistiques, il est possible de calculer 
le nombre moyen de pages lues par opération I/O de lecture 
page read rate 
page read I/O rate 
le nombre moyen de pages réécrites dans le paging file oar 
opération rio d'écriture page write rate 
page write I/O rate 
le pourcentage de défauts de page provoquant une opération I/O 
page read I/O rate 
page fault rate 
De plus, on peut apprécier les pourcentages relatifs des différents 
types de défauts de pages à l'aide du tableau suivant 
Page fault rate 
page read rate 
Free list fault rate 
Modified list fault rate 
Damand zero fault rate 
Global valid fault rate 
WRT in progress fault rate 
System fault rate 
Moyenne/seconde 
114.21 
7.99 
17.72 
67.40 
5.80 
19.19 
0.79 
0.00 
Pourcentage de 
"page fault rate" 
100 % 
7.0 
15.5 
59.0 
5.1 
16.8 
0.7 
0 
Ainsi, on observe que la plus grande partie des défauts de page 
est résolue grâce à la liste des pages modifiées. 
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V.3 · DEGRE D'AJUSTEMENT DU SYSTEME A LA CHARGE 
Il nous semble utile, à ce stade de notre étude, de faire une 
mise au point. En effet, malgré les justifications avancées 
au chapitre ~récédent, il se oeut que les améliorations atten-
dues ne se réalisent pas. Dans le cas où elles ne se vérifieraient 
~as,l'un des attraits de ces tests sera alors de nous amener à 
réfléchir aux divergences entre les ~esures et les estimations 
ainsi qu'à leurs causes. 
V.3.1 Variations_des_Earamètres 
Comme annoncé précédemment, l'objectif de ce chapitre est l'étude 
de l'influence des variations des paramètres du système sur le 
mécanisme de gestion de la mémoire virtuelle. 
Les paramètres concernés sont PFCDEFAULT 
MAX PROCESSCNT 
SYSMWCNT 
BALSETCNT 
~7St--'.AX 
QUANTUM 
MPW-WRTCLUSTER 
MPW-HILIMIT 
MPW-LOLI.MIT 
MPW-THRESH 
MPW-WAITLIMIT 
PFRATL 
PFR..'.rl.TH 
NSINC 
\'7SDEC 
AWSMIN 
AWSTIME 
FREELIM 
FREEGOAL 
GROWLIM 
BORROWLIM 
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Mais seul la variation des oaramètres soulignés a été étudiée. 
Les raisons en sont multiples 
D'après l'étude théorique des chapitres précédents, ce sont 
ces paramètres qui devraient avoir une influence déterminante 
sur le comportement du système. 
Il a été supposé que les paramètres concernant la taille des 
tables, des zones tampons, ainsi que ceux relatifs au nombre 
de processus admissibles (MAXPROCESSCNT, BALSETCNT) et aux 
pages réservées au système (SYSMWCNT) étaient adaptés à la 
configuration du VAX 11/780 en présence. 
L'accent a été mis sur les paramètres dynamiques, qui peuvent 
être réajustés à tout moment, sans devoir relancer le système. 
V.3.2 Analyse_des_résultats 
n.uelques expériences initiales nous permirent d'évaluer la repro-
ductibilité des mesures. Par la même occasion, celles-ci nous 
permirent de découvrir une façon de gagner de la place mémoire 
en Période d'intense activité des utilisateurs. En effet, un 
certain nombre de processus système (ERRFMT, JOB-CONTROL, OPCO.M, 
PRTSYMBl et PRTSYM~2) sont invoqués peu fréquemment. De plus, 
ils ont une ~riorité de base élevée et, à part OPCOM, ils hiber-
ent la Plupart du temps. Aussi en lançant tous les processus 
du benchmark avec une priorité 8, en période de surcharge de la 
mémoire, ces processus système seront swappés avant les 
processus utilisateurs. 
D'autre part, étant donné le mécanisme de réajustement automatique 
des working-sets, nous ne nous sommes pas attardés au réglage des 
workino-sets par défaut des utilisateurs. 
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Enfin, le processus de prise de mesure "MONITOR" tournait dans 
une queue batch "locked'' afin d'éviter son swapping. Les ressour-
ces utilisées par ce logiciel étaient approximativement équiva-
lentes à celles utilisées par un utilisateur simulé dans le 
benchmark. 
1. Variation des paramètres relatifs à la liste des pages 
modifiées 
A présent, analysons Plus en détail les tests 2 et 3 Portant 
sur la variation des paramètres relatifs à la liste des pages 
modifiées, synthétisée dans le tableau suivant 
MPi-1-WRTCLUSTER 
MPW-HILIMIT 
MPW-LOLIMIT 
Situation 
initiale 
120 
500 
120 
Test 2 
120 
500 
380 
Test 3 
96 
500 
32 
Le test 2 a pour but, en augmentant la valeur de MPW-LOLIMIT, 
d'accroitre la taille de la liste des pages modifiées et par 
la même occasion de diminuer le nombre d'opérations nécessaires 
aux réécritures des pages modifiées dans le paging file. En 
effet, le nombre de pages à recopier passe d'environ 380 
(500-120) à plus ou moins 120 (500 - 380) ~our un ~ême cluster 
(MPl•1-WRTCLUSTER = 120) . De plus, cette extension du working-
set que constitue la liste des pages modifiées, devrait 
contribuer à un plus grand nombre de résolutionsdes défauts 
de page et donc réduire le nombre d'opérations I/O de lecture 
lors de défauts de page. 
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Par contre, le test 3 devrait vérifier exactement les 
conclusions inverses. En effet, en diminuant simultané-
ment le cluster (MPW-WRTCLUSTER 120~96) et la taille 
minimum de la liste des pages modifiées (MPW-LOLIMIT 
120~32), le nombre d'opérations I/0 de réécriture vers le 
paqing file devrait s'accroître. 
Les résultats des ~esures fournies par ~onitor donnent 
Situation initiale Test 2 Te st 3 
moyenne max moyenne max moyenne max 
Page fault rate 114.24 836.63 98.85 262.82 108.52 610.56 
Page read rate 7.99 57.51 7.29 39.80 8.06 43.17 
Page read I/O rate 2.88 15.68 2.57 12.13 2.94 13.15 
Page write rate 9.94 394.73 1.33 118.03 13.58 405.61 
Page write I/O rate a.on 3.28 0.01 0.98 0.14 4.29 
Free list fault rate 17.72 317.98 10.58 124.53 20.10 316.50 
Modified list fault rate 67.40 758.41 62.25 830.26 58.56 401.31 
Demand zero fault rate 5.80 252.47 4.17 22.69 5.87 131.90 
Global valid fault rate 19.19 83.12 18.75 76.31 19.36 63.96 
Wrt in proqress fault rate 0.79 60.85 0.06 11.47 1.24 44.82 
System fault rate o.oo 0.92 0.00 0.33 0.01 1.97 
Free list size 2623.41 4120 2630.46 4148 2627.68 4139 
Modified list size 280.48 495 329.78 491 306.08 495 
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Ce qui traduit en termes de pourcentage des variations des 
valeurs moyennes par rapport à la situation initiale se résume 
par le tableau suivant 
Page fault rate 
Paqe read rate 
Page read I/0 rate 
Page write rate 
Page write I/0 rate 
Free list fault rate 
Modified list fault rate 
Demand zero fault rate 
Global valid fault rate 
Wrt in progress fault rate 
System fault rate 
(nb moyen/seconde) 
Free list size 
Modified list size 
On constate donc 
Test 2 
- 13.4 % 
- 8.8 % 
- 10.8 % 
- 86.6 % 
- 87.5 % 
- 40.3 % 
7.6 % 
- 28.1 % 
- 2.3 % 
- 92.4 % 
0.00 
+ 0.3 % 
+ 17.9 % 
Test 3 
- 5 % 
+ 0.9 % 
+ 2.1 % 
+ 36.6 % 
+ 75 % 
+ 13.4 % 
13.1 % 
+ 1. 2 % 
+ 0.9 % 
+ 57 % 
0.01 
+ 0.2 % 
+ 9.3 % 
a. En ce qui concerne le test 2 (augmentation de MPW-LOLIMIT 
120,1'380) le taux de réécriture des pages dans le paging file 
ainsi que le nombre d'opérations I/0 correspondantes décrois-
sent de plus de 80 %. En corollaire, il y a une augmentation 
de la liste des pages modifiées de 17.9 %. Du même coup, 
la résolution des défauts de page par la liste des pages 
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libres a diminué de 40.3 %, car celle-ci ne contient plus, 
comme dans la situation initiale, les pages recopiées plus 
tôt dans le paging file. De là vient aussi la décroissance 
de 92 % des défauts de page pour des pages déjà dans le 
processus de réécriture sur disque. Ce pourcentage doit 
cependant être atténué oar le fait que tous les I/O se 
concentrent sur un seul canal. Vu l'allongement de la liste 
des pages modîfiées le nombre de défauts de page demandant 
une nage du paging file est aussi moins important (-8.8 % 
et - 10.8 % en nombre d'opérations I/O). Globalement, la 
di minution des 13.4 % du taux global de défauts de page 
révèle que la rotation des pages est moins importante. 
En effet, le nombre de pages écrites dans le paging file 
diminuant, le nombre de clusters revenant du paging file 
décroît et par conséquent les éjections de pages du working-
set nécessaires oour les accueillir sont moins importantes, 
ce qui ralentit la croissance de la liste des pages modifiées. 
L'accroissement de MPW-LOLIMIT provoque ainsi un effet boule 
de neige non négligeable. 
b. Dans le test 3 (MP117-LOLIMIT : 120\i 32 et MPW-WRTCLUSTER 
120 \i 96) , les effets sont inversés. Il y a une augmentation 
de 36.6 % du taux de recopie des pages modifiées dans le 
paaing file alors que le nombre d'opérations I/O correspon-
dantes croît de 75 %. Cette forte différence de croissance 
est dûe à la diminution simultanée du cluster et du nombre 
minimum de pages dans la liste des pages modifiées. D'autre 
part, on constate que les défauts de page précédemment 
résolus par la liste des pages modifiées (- 13.1 %) sont 
désormais résolus par la liste des pages libres (+ 13.4 %) , 
puisqu'une fois recopiées, les pages de la liste des pages 
modifiées sont transférées dans la liste des pages libres. 
De plus, l'utilisation d'un cluster de réécriture plus petit 
provoque apparemment une surcharge au niveau de l'unique 
canal disponible, d'où l'augmentation de 57 % des défauts de 
page pour des pages dans le processus de réécriture sur disque. 
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La réoartiton des différents types de dé f aut de page reflète 
exactement les mêmes conclusions 
Page fault rate 
(nombre moyen/sec) 
Page read rate 
Free list fault rate 
Modified list fault rate 
Dernand zero fault rate 
Global valid fault rate 
Wrt in progress fault rate 
System fault rate 
(nombre moyen/sec) 
Situation 
initiale 
114.24 
7 % 
15.5 % 
59 % 
5.1 % 
16.8 % 
0.7 % 
0.00 
Test 2 Tes t 3 
98.85 108.52 
7.4 % 7.4 
10.7 % 18.5 
63 % 54 % 
4.2 % 5.4 
19 % 17.8 
0 . 1 % 1.1 
0.00 0.01 
De ces premiers tests, il résulte que la taille de la liste 
des pages modifiées est critique, 
% 
% 
% 
% 
% 
d'un part, la diminution deMPW-WRTCLUSTER ne fait qu'accroî-
tre inutilement le nombre d'opérations I/O d'écriture sur 
le paqing file 
d'autre part, l'augmentation de MPW-LOLIMIT est un gai n 
considérable, tant au niveau du nombre total de défauts de 
page, qu'au niveau des o pérations I/O orovoquées par les 
transferts de pages. 
Il reste à voir si la oerte de place mémoire correspondante 
(260 pages) est supportable pour la configuration. Ce qui 
semblait être notre cas sur le VAX 11/780 avec 3 rnégabytes 
de mémoire centrale. 
100. 
2. Variation_du_paramètre_PFCDEFAULT 
Dans un deuxième temps, nous avons étudié les résultats donnés 
par les tests 4 et 5 portant sur la variation du cluster de 
pages lues sur disque (PFCDEFAULT), lors d'un défaut de page 
nécessitant un I/0. 
Ces tests se basaient sur la constatation suivante : quand 
un défaut de page se produit pour une page extérieure à la 
mémoire, VMS n'amène pas seulement la page manquante mais 
aussi un certain nombre de pages contigues. Ce chargement 
anticipatif a pour but de diminuer le nombre d'onérations 
I/0 de lecture. 
Malheureusement, l'arrivée de ces pages dans le working-set 
force bien souvent l'éjection d'autres pages, causant de 
nouveaux défauts de page et peut-être des transferts de pages 
supplémentaires. Bein entendu, ce sont les transferts de 
pages, plus que les défauts de pages supplémentaires, qui 
sont déterminants pour la oerformance du système. 
Dès lors, des mesures ont été réalisées avec les valeurs 
successives PFCDEFAULT = 32 et PFCDEFAULT = 64. Les 
résultats de celles-ci sont regroupés dans le tableau suivant 
Page fault rate 
Page read rate 
Page read I/O rate 
Page write rate 
Page write I/O rate 
Free list fault rate 
Modified list fault rate 
Demand zero fault rate 
Global valid fault rate 
Wrt in progress fault rate 
System fault rate 
Free list size 
Modified list size 
Situation initiale 
PFCDEFAULT = 127 
moyennne max 
114.24 826.63 
7.99 57.51 
2.88 15.68 
9.94 394.73 
0.08 3.28 
17.72 317.98 
67.40 758.41 
5.80 252.47 
19.19 83.12 
0.79 60.85 
0.00 0.92 
2623.41 4120 
280.48 495 
Test 4 
PFCDEFAULT = 32 
moyennne max 
112.87 709.29 
7.55 43.23 
2.75 15.84 
11.15 354.09 
0.09 2.95 
18.61 341.11 
65.75 542.12 
5.35 176.92 
lü. 6 7 74.67 
0.76 29.93 
0.00 0.98 
2617.59 4095 
261. 29 493 
Test 5 
PFCDEFAULT = 64 
moyennne max 
208.82 799.34 
7.31 45.72 
2.68 17.10 
9.50 393.44 
0.07 3.27 
16.89 367.62 
64.09 781.90 
5.73 226.79 
18.35 72.03 
0.65 33.33 
0.01 1. 78 
1653.50 4139 
269.08 489 
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Ces résultats paraissent difficilement interprétables. 
Seuls le taux de défauts de paqe provoquant une lecture sur 
disque se~ble varier quelque peu 
Situation initiale 
PFCDEFAULT = 127 
Page read rate 
Page read I/0 rate 
PFCDEFAULT = 32 
- 5.5 % 
- 4.5 % 
PFCDEFAULT = 64 
- 8.5 % 
- 6.9 % 
Si l'on interprète ces résultats, il s'en dégage 
Le paramètre PFCDEFAULT = 32 est un cluster mieux approprié 
car il provoque 5.5 % de défauts de page de lecture sur 
disaue en moins, autrement dit il a réalisé moins d'éjec-
tions par son arrivée de 32 pages que par c e lle de 127. 
Le paramètre PFCDEFAULT = 64 semble mieux indioué encore 
que le précédent car il nécessite 8.5 % en moins de défauts 
de page de lecture sur disque, ce qui correspond à un gain 
de 6.9 % en ooérations I/0 de lecture. 
Dans un premier temps, on concluerait donc que le cluster de 
32 pages est trop petit et nécessite des opérations I/0 de 
lecture supplémentaires par rapport au cluster de 64, malgré 
que celui-ci éjecte plus de pages du working-set par son 
arrivée. 
Cependant, si l'on calcule le rapport du nombre de pages lues 
sur disoue sur le nombre d'opérations I/0 correspondantes, 
on obtient 
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PFCDEFAULT=l27 PFCDEFAULT=32 PFCDEFAULT=64 
page read rate 2.77 2.75 2.73 
page read I/O rate 
Cela signifierait que lors d'une opération I/O de lecture sur 
disque, un cluster moyen de 2 à 3 pages est transféré en mémoire. 
Ce qui contredit les conclusions du paragraphe précédent. 
Il est certain que le oaramètre PFCDEFAULT ne semble avoir 
auère d'influence sur le mécanisme de la gestion de la mémoire 
virtuelle. Il n'en reste pas moins que les raisons en demeu-
rent inconnues à ce stade de l'étude. 
3. Variation_du_Quantum 
Le troisième type de tests se rapporte à la variation de la 
longueur du quantum. 
L'effet de la longueur du quantum sur le scheduling au processeur 
est peu significatif puisqu'il force la rotation parmi des 
processus d'égale priorité. Par contre, un long quantum 
est nécessaire pour régler le taux de swapping qui est déter-
minant pour la performance du système si la taille des working-
sets des utilisateurs actifs dépasse le nombre de "pages frames" 
(ou cadre en mémoire centrale) disponibles pour les processus 
utilisateurs. Si le swapping est négligeable, un long quantum 
n'est plus nécessaire. Une valeur plus petite provoquera le 
réajustement automatique des limites des working-sets plus 
fréquemment. Ce qui devrait diminuer la pagination. 
Partant d'un quantum initial de 20, les tests ont été réalisés 
avec les valeurs successives de 40 et 60 (l'unité est 10 milli-
secondes). 
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Les résultats en sont donnés par le tableau suivant, en termes 
de pourcentage de variation des valeurs moyennnes 
Situation initiale 
QUANTUM= 20 
Page fault rate 
Page read rate 
Page read I/O rate 
Page write rate 
Page write I/O rate 
Free list fault rate 
Modified list fault rate 
Demand zero fault rate 
Global valid fault rate 
Wrt in progress fault rate 
System fault rate 
(nb moyen/seconde) 
Free list size 
Modified list size 
QUANTUM = 40 QUANTUM= 60 
+ 11. 7 + 14.6 
-
15.6 9.5 
- 15.3 + 0.4 
+ 79.4 + 142 
+ 75.0 + 150 
+ 40.5 + 66.8 
+ 10.8 + 6.6 
0.5 - 28.5 
6.6 3.4 
+ 79.8 + 31.9 
0.00 0.00 
1.0 0.2 
+ 7.5 + 14.6 
Dans les deux cas, les mêmes phénomènes sont observés, mais 
ils sont ?lus marqués pour le quantum de 60. 
une augmentation du nombre total des défauts de page de 
plus de 10 % 
une diminution des défauts de page demandant la lecture 
d'une page sur disque 
une augmentation impressionnante des recopies de pages 
modifiées sur disque et des I/O correspondants (75 % et 
150 %) 
un fort accroissement du nombre de défauts de page résolus 
par la liste des pages libres et un fa i ble accroissement 
de ceux résolus par la liste des pages modifiées. 
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On constate ainsi qu'un quantum plus grand, et par conséquent 
un réajustement moins fréquent des working-sets, provoque une 
augmentation du taux de pagination et un plus grand transfert 
de pages vers les listes des pages libres et modifiées, ce 
qui accroît considérablement le nombre d'I/O en écriture vers 
le paging file. Mais étant donné que la rotation des processus 
au processeur est moins rapide, on observe aussi une diminution 
du taux de défauts de page résolu par lecture sur disque au 
profit des pages libres, non encore réutilisées par un autre 
processus. 
La répartition des différents t ypes de défauts de ' page traduit 
ce glissement 
Sit. initiale QUANTUM=40 QUANTUM=60 
QUANTUM = 20 
Page fault rate 114.24 127.56 130.89 
(nombre moyen/sec) 
Page read rate 7 % 5.3 % 5.5 % 
Freelist fault rate 15.5 % 19.5 % 22.6 % 
Modified list fault rate 59 % 58.5 % 54.9 % 
Demand zero fault rate 5.1 % 4.5 % 3.2 % 
Global valid fault rate 16.8 % 14.1 % 14.2 % 
Wrt in progress fault rate 0.7 % 1 .1 % 2.5 % 
System fault rate 0.00 0.00 0.00 
(nombre moyen/sec) 
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4. Interaction_des_eararnètres 
Comme il était aoparu dans les chapitres précédents, nos multi-
oles expériences de réglage révélèrent un nombre important 
d'interactions entre les paramètres. Il est certain que 
celles-ci étaient accentuées par la sévère contrainte de 
l'unique canal cumulant tous les types d'I/0. 
Le test 8 espérait cumuler les avantages 
j'un petit quantum (20), c'est-à-dire un réajustement plus 
fréquent des working-sets, 
d'une augmentation de la liste des pages modifiées 
(MPW-LOLIMIT = 380) afin de gagner des opérations I/0 de 
lecture et principalement d'écriture, 
d'une diminution du cluster de pages lues (PFCDEFAULT = 64). 
Chacune de ces opérations, individuellement, provoque une dimi-
nution du nombre de défauts de page global et un nombre moins 
important d'opérations I/0 pour la gestion de ces défauts de 
page. 
Les mesures donnèrent pour résultats 
Situation initiale Test 8 
moyenne max moyenne max 
Page fault rate 117. 24 836.63 115.72 588.38 
Page read rate 7.99 57.51 8.69 54.40 
Page read I/O rate 2.88 15.68 3.09 15.14 
Page write rate 9.94 394.73 8.46 237.62 
Page write I/O rate 0.08 3.28 0.07 2.23 
Free list fault rate 17.72 317.98 16.83 204.83 
Modified list fault rate 67.40 758.41 69.00 468.42 
Demand zero fault rate 5.80 252.47 6.24 162.17 
Global valid fault rate 19.19 83.12 19.75 71.06 
Wrt in progress fault rate 0.79 60.85 0.32 26.40 
System fault rate 0.00 0.92 0.001 1.23 
Free list size 2623.41 4120 2527.35 4106 
Modified list size 280.48 495 341.64 486 
1-' 
0 
-..J 
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Dans l'ensemble, on observe une variation moins marquée que dans 
les variations individuelles des paramètres : 
Le gain d'opérations I/O en écriture des pages modifiées 
est moindre qu'attendu. 
La liste des pages modifiées s'allonge effectivement, ce 
qui provoque un gain marqué sur le nombre de défauts de 
page portant sur des pages dans le processus de réécriture 
et moins de recopies de pages modifiées. 
Par contre, le taux de défauts de page du système s'accroît, 
ce qui indique que la mémoire est chargée, et a pour consé-
quence d'augmenter le nombre de défauts de page demandant 
une lecture sur disque. 
Ceci met en évidence les interactions complexes entre le 
swapping, la pagination et les listes des pages libres et 
modifiées. 
5. Conclusions des différents tests 
--------------------------------
Les tests suivants sont nartis de la situation du test 8 
afin d'étudier les variations combinées de paramètres. 
TEST 9 
====== 
Le nombre maximal de défauts de page par 10 secondes forçant 
la décroissance automatique d'un working-set, PFRATL, passe 
de 1 à O. Autrement dit, la décroissance automatique des 
working-sets et annulée. Bien que le nombre total de défauts 
de page décroît, le test montre un pourcentage de défaut de 
page provoquant des I/O plus important. 
page read I/0 rate 
page fault rate 
Situation initiale 
2.52 % 
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Test 9 
3.88 % 
Ce résultat s'explique aisément. Dans l'ensemble, les défauts 
de page sont moins importants puique les working-sets sont 
plus grands. Mais les working-sets s'étant toujours étendus, 
ils ont considérablement restreint les listes des pages libres 
et modifiées. Aussi la résolution des défauts de page se 
fait-elle déso rmais par lecture sur disque. 
TEST 10 
======= 
Le nombre maximal de défauts de page par 10 secondes forçant 
la décroissance automatique d'un working-set, PFRATL, passe 
de 1 à 2. Seul un gain en recopie de pages modifiées est 
constaté. 
TESTS 11 et 12 
Le nombre minimum de défauts de page par 10 secondes provoquant 
une croissance automatique du working-set PFRATH influence 
la vitesse de croissance d'un working-set. 
Situation initiale 
PRFATH = 20 
Nombre de défauts de page 
avec lecture sur disque 
Nombre de pages modifiées 
recopiées sur disque 
PFRATH = 60 
- 8 % 
- 29 % 
PFRATH = 80 
- 35 % 
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TESTS 13 et 14 
Le nombre de pages ajoutées à un working-set lors de la 
croissance automatique, WSINC, passe respectivement de 21 
à 10 et de 21 à 150. 
Ces 2 tests donnent des résultats presque identiques. Cette 
variation provoque un qain considérable sur le nombre total 
des défauts de page et un gain de plus de 80 % dans la reco-
pie des pages modifiées. 
TESTS 15 et 16 
Variation du nombre de pages retirées à un working-set lors 
de la décroissance automatique, WSDEC. 
Situation initiale WSDEC = 10 WSDEC = 100 
WSDEC = 35 
Page fault rate - 8 % + 16 % 
Page read rate + 4 % - 1 % 
Page write rate - 31 % - 28 % 
Free list fault rate - 33 % + 18 % 
Modidied list fault rate - 6 % + 22 % 
La plus grande partie de . ce nombre supplémentaire de défauts 
de page dans le cas WSDEC = 100 est résolu par les listes 
des pages libres et modifiées, ce qui n'engendre aucune 
opération I/0. 
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TESTS 17 et 18 
Variation de la taille minimum du working-set tolérée lors 
des réajustements automatiques. 
Situatïon initiale AWSMIN = 20 AWSMI N = 100 
AWSMIN = 50 
Page fault rate + 12 % 7 % 
Page read rate + 2 % + 1 % 
Page write rate - 29 % - 36 % 
Free list fault rate 5 % - 35 % 
Modified list fault rate + 13 % 2 % 
Dans le premier cas, on constate une augmentation significative 
du nombre total de défauts de page. Cela est an à un working-
set inutilement petit. Tandis que dans le second cas, le 
nombre total de défauts de page décroît mais les tailles des 
working-sets sont plus importantes. 
TESTS 19 et 20 
Variation du temps d'estimation du taux de défauts de page 
pour pratiquer le réajustement automatique des working-sets. 
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Situation initiale AWSTIME = 40 AWSTIME = 60 
AWSTIME = 20 
Page fault rate + 10 % + 28 % 
Page read rate + 9 % + 12 % 
Page write rate + 51 % + 216 % 
Free list fault rate + 16 % + 93 % 
Modified list fault rate + 12 % + 18 % 
Cette forte augmentation du taux de défauts de page dans les 
2 cas prouve le mauvais ajustement des working-sets des 
processus. La tranche de temps pour permettre de déterminer 
ces ajustements est trop longue et n'est pas en rapport avec 
le quantum (20). 
Cette dégradation brutale suite à une variation d'un paramètre 
non "majeur" (pour Digital) met l'accent sur l'influence que 
peut avoir le règlage des paramètres sur le comportement du 
système. 
En conséquence, le mécanisme de gestion de la mémoire virtuelle 
apparaît être une des clés de la performance du système 
VAX/ VMS. Ses paramètres principaux de réglage peuvent se 
regrouper dans les objectifs 
1 • Les priorités des divers processus 
2. Les tailles des working-sets des processus 
3. La longueur du quantum 
4. La gestion des pages libres et modifiées. 
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V.3.3 Evaluation_des_Eerformances 
Comme déjà signalé précédemment, vu les contraintes temporelles, 
seul un petit nombre d'expériences ont pu être réalisées. Aussi 
les chiffres présentés ne sont-ils pas le reflet d'un échantil-
lonnage statistique complet. C'est pourquoi l'étude des résultats 
a toujours été faite en termes de variations par rapport à la 
mesure "étalon" choisie, les résultats du benchmark avec les 
paramètres initiaux de la configuration. 
Il n'en est pas moins vrai que cet ensemble de tests est indicatif 
sur l'orientation que prendrait une analyse plus précise. D'autre 
part, leur examen confirme la tendance découverte dans les 
mécanismes du fonctionnement de la mémoire virtuelle dans le 
VAX/ VMS. De plus, il souligne l'importance relative de la 
variation de l'un ou l'autre paramètre. En ce sens, ces résultats 
sont exploitables puisqu'ils mettent en évidence les principaux 
paramètres de règlage du VAX/ VMS à ajuster suivant la configuration 
et la politique du gestionnaire. 
Certes, de nombreuses mesures sont encore nécessaires pour étendre 
l'étude au-delà du mécanisme de gestion de la mémoire virtuelle 
au système tout entier afin d'analyser d'autres grandeurs telles 
que l'utilisation du CPU, l'utilisation des disques, le temps 
de réponse, ... 
Mais dès à présent, ces considérations suggèrent un ensemble de 
point dont un gestionnaire doit tenir compte pour l'optimisation 
de son système. Dans le système VAX/ VMS, le responsable du 
système a à sa disposition un éventail considérable de variables 
à adapter à sa configuration. En supposant que la charge soumise 
au système n'est pas disproportionnée par rapport aux ressources 
hardwares disponibles, les paramètres reflèteront ses choix. 
Les principales caractéristiques de sa politique se traduiront 
à travers les éléments suivants 
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La répartition de l'utilisation de la mémoire grâce 
aux paramètres propres à chaque utilisateur concernant la 
taille de son working-set (WSDEFAULT, WSQUO'IA, WSEXTENT) 
aux paramètres limitant le nombre de processus admis dans 
le système et le nombre de rée l lement actifs (MAXPROCESSCNT, 
BALSETCNT), ce qui sera déterminant pour le taux de swapping 
aux paramètres déterminant les caractéristiques des pages 
libres et modifiées 
aux oaramètres concernant l'ajustement automatique des 
working-sets 
aux paramètres relatifs aux espaces mémoires dont le bon 
réglage peut être vérifié par la commande "SHOW MEMORY". 
PhYsical Memor ~ Usage (pages): 
Main MeMorY (3.00Mb) 
Slot Usage (slots): 
Process Entr ~ Slo t s 
Bala~ce Set Slots 
Fixed-Size Pool Are as (packets): 
Small Packet CSRP ) List 
1/0 Request Packet (IRP) List 
Large Packet (LRP> List 
OynaMic MeMorY Usase (bytes): 
Nonpag~d DYnamic MemorY 
Pased DYna~ic MeMorY 
Pasins File Usage (pages): 
Total 
6144 
Total 
7 0 
52 
Total 
380 
750 
8 
Total 
179712 
84992 
DISKSVAXlOO:[SYSO.SYSEXEJSWAPFILE.SYS 
DISK$VAX10Q:[SYSO.SYSEXEJPAGEFILE.SYS 
0 f' +. h e P h -~ s i c a l P a s e s i n us e , 1 2 9 2 P a g e s a r •~ 
Frt::e In Use 
4018 183 7 
Free F:e ·;, i dent 
60 10 
44 8 
Free In US!:! 
196 184 
707 .:,3 
3 i= .J 
Frei2 ln IJ s ·~ 
100512 79200 
29984 550û8 
Fre~ In Use 
21808 1200 
39762 246 
P ~rmanent. l '::! :l l l O C .3 t --~ ,j 
1"1od i f i ed 
289 
SwaPP@d 
0 
0 
Size 
96 
160 
64C 
i...arses t 
98816 
~9984 
Total 
23008 
40008 
i.1 M~ . 
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L'ordonnancement des tâches grâce 
à l'influence sur le scheduling par le jeu de priorités 
à la variation du quantum pour la rotation des processus 
au processeur. 
Mais l'interaction importante entre ces variables de réglage 
est un élément à ne jamais perdre de vue. Cependant, le système 
VAX/ VMS offre un outil majeur aux néophytes (MONITOR) pour 
l'observation du comportement du système et donc de l'impact des 
règlages successifs. De plus, il offre la souplesse d'un 
réajustement dynamique pour un certain nombre de paramètres. 
Cela permet au gestionnaire de rectifier sa politique en fonction 
de la charge du moment sans devoir interrompre le système. 
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CONCLUSION 
Ce travail a permis d'explorer, dans certains de ses détails, 
le système d'exploitation VAX/ VMS. Nous avons e u l'occasion 
de travailler sur différentes versions et avons dû nous adap ter 
à ces versions successives, ce qui n'a pas facilité l'avancement 
du travail. 
L'objectif de cette étude était de tenter d'évaluer l'impact des 
très nombreux paramètres du s y stème VAX / VMS sur les performances 
de celui-ci. 
Le mécanisme de la gestion de la mémoire virtuelle est le noeud 
de ce s y stème d'exploitation. Aussi nous sommes nous limité à 
l'influence des principaux paramètres relatifs à la gestion 
de la mémoire. Vu les contraintes temporelles, nous n'avons pas 
pu réaliser un benchmark complet et toutes les mesures nécessaires. 
Par le fait même, nous avons pu apprécier les outils mis à la 
disposition des néophytes par Digital sur le VAX. Ceux-ci ont 
permis la réalisation d'un ensemble élémentaire de mesures qui 
ont permis d'approcher les réalités du comportement du système 
VAX/ VMS. Leurs résultats peuvent nous fournir certaines indi-
cations de l'impact de la variation de certains paramètres sur 
le mécanisme d'allocation de la mémoire. 
Au-delà de cette étude, le problème de l'évaluation du système 
implique la définition de grandeurs caractérisant la performance. 
Pour des systèmes interactifs, une voie intéressante de recherche 
pourrait être orientée vers des critères tels que le temps de 
réponse, l'utilisation du CPU, ••. 
Au terme de cette première approche, il apparaît déjà qu'un 
ajustement des paramètres du système VAX/ VMS, à sa charge dans 
le cadre d'une configuration donnée, est un élément non négli-
geable pour la performance du système au niveau de l'utilisation 
des unités E/S. Aussi serait-il intéressant de perfectionner une 
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méthode de simulation ou un modèle analytique afin de déterminer 
les paramètres optimaux pour des charges précises, dans le cadre 
d'une configuration donnée, en tenant compte de la politique 
souhaitée par le gestionnaire. Cette assistance au règlage des 
paramètres constituerait un instrument précieux pour l'adaptation 
des systèmes VAX/ VMS aux besoins actuels et futurs des utilisa-
teurs. 
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1. LES PARAMETRES DU SYSTEME 
Les catégories des paramètres sont 
MAJOR 
SYS 
JOB 
ACP 
TTY 
ses 
RMS 
PQL 
GEN 
SPECIAL 
DYNAMI 
paramètres majeurs les plus sujets à des 
réajustements 
paramètres systèmes qui affectent l'ensemble 
des opérations 
paramètres de contrôle des jobs 
paramètres associés aux processus de contrôle 
des I/0 
paramètres associés au comportement du terminal 
paramètres qui contrôlent les "system communica-
tion services" 
paramètres associés aux fonctions RMS 
paramètres associés aux limites et quotas lors 
de la création des processus 
paramètres qui affectent la création et l'initiali-
sation des structures de données au lancement du 
système 
paramètres spéciaux utilisés par Digital 
paramètres dont les valeurs peuvent être réajustées 
pendant le fonctionnement du système, sans devoir 
le relancer 
A. TABLEAUX DES PARAMETRES PAR CATEGORIE 
-------------------------------------
Paramètres majeurs {MAJOR) 
Parameter Name 1 
1 
Description 
PFCDEFA ULT - r~ef:u l t 
pages) 
page fault cluster si ze (in 
GBLSECTIONS 
GBLPAGES 
MAXPROCESSCNT 
SYSMWCNT 
BALSETCNT 
IRPCOUNT 
. Number of global section descriptors 
Number of global page table entries 
Maximum number of processes 
Maximum size of system worki ng set 
(in pa ge s) 
Maximum num ber of resident work i ng 
sets 
Nu mber o f preallocated intermediate 
reguest packets 
120. 
Dynamic 
D 
121. 
Parameter Name Description Dynamic 
WSMAX Maximum si ze of any working set ( in 
pages) 
NPAGEDYN Si ze of nonpaged dynamic pool (in 
bytes, but rounded down to an inte-
gral number of pages by the system) 
PAGEDYN Size of paged dynamic pool (in byte s , 
but ro unded down t o an integral 
number of pages by the system) 
VIR TUA LPAGECNT Maximum virtual space per process 
(in pages) 
LRPCOUNT Number of preallocated large request 
packets 
SRPC OU NT Number of preallocated smal 1 request 
! 
pac kets 
QUANT UM i Maximum time a process can use at D 
1 
1 
once and minimum service a proces s 
1 
must receive before being outswapped, 
1 
(in lOms units) 
PFRATL Page fault rat e low limit (in faults D 
1 per iO seconds of processor time) 
1 
PFRATH 1 Pag e fault rat ':? hi g h 1 imi t ( in D 
1 
fa ults pe r 1 0 s e con d s of processor 
tiM e } 
l WSINC Working set incremen t (in pages) D 
WSDEC Working set decrement (in pages) D 
FREELIM 1 Minimum size of the free page list 
FREEGOAL Number of page s required on the free 
page list after a memory shortage 
GROWLIM Nu :-i ber o f pages required on the free D 
page list to allow process to exceed 
wo rking set quota 1 
1 
! 
BORROWLIM 1 Minimum si ze of the free page D 
1 
li s t bef o re pr ocess can grow beyond 
proces s wo r king set quota (in pages) 
LOCKIDTBL Number of entries in the system lock 
id table 
RESHASHTBL Number of entries in the lock 
management resource name hash table 
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Parameter Name Descript i on Dynamic MAJOR 
PFCDEFAULT Def a ul t page fault 
page s) 
<;luster size (in D M 
KFILSTCNT Number of known file list heads 
GBLSECTI0NS Nu mber of global section de scriptors M 
GBLPAGES Number of global page table entries M 
GBLPAGFIL Maximum number of system-wide pages 
al l owed fo r global pa ge-file sections 
MAXPR 0CESSCNT 
1 
Maximum nurn ber o f processes M 
PR0CSECTO: ".' 
1 
Numbe r of p r ocess secti o ns 
MINW SC NT i Minimum number of fl u id page s in 
1 
1 
any work ing set 
PAGFILCNT 1 Maximum nu mber of pag ing files t hat 
1 ca n be i r. stalled 
1 
1 SWPFI LCNT 1 Max i r.rnm number of swapping files that 
1 
can be installed 
SYSMWCNT 1 Maximum s i ze of system wo r king set 1 M 
1 
(in page s ) 1 
1 
INT STKPAGE S S i ze of interrupt sta c k (in pages ) 
BALSE':'Ct-,;T Ma xi mum r.umbe r of resident working M 
sets 
IRPC0 UN T Numbe r of preallocated intermediate M 
r eguest packets 
IRPC0UN7V Maxi mu m s i ze t o which IRPC0UNT can be 
inc rea scd 
WSMA Y. Maximum size of a ny working set (in M 
pages) 
NPAGE DYN S izc of nonpaged dyn amic pool (in M 
1 
i bytes , but rou nded down to an integral 
1 
number of pages by the system) 
1 
NPAGEVI R 
l 
Maximum si ze t o wh ich NPAGEDYN can 
be increased 
PAG EDYN 1 Size of paged dynamic poo l (in bytes, M 
1 
bu t r ounded down to a n integral nu mh er 
o f pag e s by the s ys te m) 
VTRT UALPf..GF.CN 7 Maximum v i rtual space per process M 
( in pages) 
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Parameter Name Description Dynamic MAJOR 
SPTREQ Nu:r,be r of additional system 
pa ge table entries 
LRPCOUNT Number of preallocated large request M 
packets 
LRPCOUNTV Maximum value to which LRPCOUNT can 
be increased 
LRPSIZE Si ze of the large request packets 
(in bytes) 
SRPCOUN".' Number of p rea llocated small request M 
packets 
SRPCOUNTV Maximum value to wh ich SRPCOUNT can 
be increased 
QUA!sTUM Maximum time a process can use at D M 
once and minimum ser v ice a process 
must rec eiv e be fore being outswappe è , 
(in lOms units) 
' 1 
. MPW WRT CLUSTER Numbe r of pages written per I/0 
- f r om the modified page list 
• MPW HILIMIT Ma ximum si ze of modifie d page list 
- ( in pages) 
• MPW LOLIMIT Minimum size of modifie d page list 
- (in pages) 
MPW THRESH Minimum si ze' of the modified page D 
- list requiring swapper action 
(in pages) 
MPW WAITLIMIT Number of pages on the modified page D 
- 1 i s t that forces a process to wa i t 
until the next time the modified pac;e 
w~iter writes the modified page list 
PFRATL Page fault rate low 1 i mit (in faults D M 
per 10 seconds of processor time) 
PFRATH Page fault rate high limit (in faults D M 
pe: 10 s econds of processor time) 
WSINC Wo r king set increment (in pages) D M 
WS DEC Working set decrement (in pages ) D M 
.. AWSMIN Aut omat ic wo rking set minimum (in D 
pages) 
1 
• AW STIME 
1 
Automatic wo rking set time for D 
c ol lecting samp1e (in lOms uni ts) 
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Parame te r Na me Descri ptio n Dynami c MAJOR 
SW POUTPGCNT Pr ocess size befor e o"utswapping D 
occurs ( in pages) 
LONGWA IT Ti me to elaps e b e f o re a p rocess D 
j s judged id le by t he s wapper 
( i n 6 . 6ms uni ts) 
EXTRACPU Ex t ra CP U ti me a dd ed to process D 
a fter CPU t im e is expi red (in l0ms 
un i t s) 
1 
MAXSYSGP. OUP 
1 
!lighest system UI C D 
MVTIMEOUT .l'.mount of time a:lo wed for a mount D 
ver if ication atte mpt t o succeed 
be fo r e it is cancelled 
MAXBUF Ma xi mum number of hytes th a t can be D 
transf e rred in one b:..if fered I/O 
DEFMBXBU FQUO Def a ul t mailbox buffer quota (in D 
bytes) 
DEFMBXMXMSG De f .:!U 1 t mai 1 box maximum message D 
1 size ( in bytes) 
DEFMBXN UMMSG 1 Not implemented D 
1 
FREELIM 1 Lower limit of free page list (in M 1 
1 
bytes) 
1 
FREE GOAL Î Numbe:- of pages 
' 
req ui red on the free M 
1 p age l ist af ter a mem o ry shortage 
GROWLI M 1 Number of pages req u ired on the f r ee D M i page l i s t to allo w process to excee d 1 
1 1 
1 working set quota 
1 1 BORROWLrn 
1 
Minimum size of the free page D M 
1 1 i St be f o re pr oce s s can grow beyond 
\ 
process wo r king set qu ot a ( in pages ) 
1 
XF!-1.l>. XRATE 1 Maximum rate of transfer for DR32 D 
1 
devices 
1 i LAM!,PRE G~ ' regist e rs allocated ! l>lumber of ma p to an LP.l\l 1 device d r iver 
RE ALTIME SPTS Nu mbe r of s ystem page table entries 
-
re serve d fo r connect-to-interrupt 
processes 
CLISYMTBL 
' Si ze of command interpreter symbo l D 1 ta bl e (in pag es) 
1 
LOCKIDTBL 1 Numbe r of e ntr i es in the s ystem lock M 
1 id t a ble 
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Parameter Name Description Dynamic MAJOR 
RESHASHTBL Number of en tries in .the lock M 
ma n agement resource name has h table 
DEADLOCK WAIT Time that a lock request waits D 
- befo re deadlock search is 
initiated (in seconds) 
TI ME PR OM PTW A I T Time allowed for entry of the system 
time during a boot (in micro-
fortnights) 
LOGSHASHTBL Number of en tr ies i n the system 
logical name hash table 
1 
LOGGHASHTRL Number of entries in the group 1 
logical name hash tab l e 
LOGPHASHTBL Number of entries in the process 
log ical name hash table 
BUGREBOOT Automati c reboot on fatal bugcheck; D 
sw itch 
CRDENABLE De tect ion and logging of memory-
corrected read errors; switch 
DUMPB UG Writing of dump file on fatal 
bugcheck; switch 
BUGCHECKFATAL All bugchecks fatal; switch D 
SETTIME Time-of-èay prompt at boot time; swi tch 
UAFALTERNATE Use of alternate UAF; swi tch 
MOUNTMSG Controls OPCOM handling of volume D 
1 
mount messages; sw i tch 
DISMOUMSG Controls OPCOM handling of volume D 
dismount message s ; switch 
DEFPR I Sets the base default priority for D 
processes 
• 
Parameter Name 
TTY SCANDELTA 
1:TY _DI.h.LTYPE 
TTY SPEED 
TTY RSPEED 
TTY PARITY 
TTY BUF 
TTY DEFCHAR 
TTY DEFCHAR2 
TTY TYPAHDSZ 
TTY ALTYPAHD 
TTY ALTALARM 
TTY DMASIZE 
TTY PROT 
TTY OWNER 
TTY CLASSNAME 
TTY SILOTIME 
Description 
Terminal dial-up/hang-up scan 
interval ( in increments of l00ns) 
Dialup flag bits 
Default speed for terminals; code 
Receive speed for terminals 
Not implemented 
Default line width for terminal 
Default terminal characteristics, 
longword 1 
Default terminal characteristics, 
longword 2 
Size of terminal type-ahead 
buffer (in bytes) 
Size of alternate type-ahead 
buffer (in bytes) 
Size of alternate type-ahead 
buffer alarm (in bytes) 
Minimum number of output buffer 
characters to invoke DMA transfers 
Terminal protection against 
allocation by another process; mask 
Owner UIC for TTY_PROT specification 
Terminal class driver name prefix for 
booting 
Input silo polling interval for DMF-32 
hardware (in milliseconds) 
· 126 • 
Dynamic 
D 
Parameter Name 
ACP MULTIPLE 
~CP_SHARE 
ACP MAPCACHE 
ACP HDRCACHE 
ACP DIRCACHE 
ACP WORKSET 
ACP FIDCACHE 
ACP EXTCACHE 
ACP EXTLIMIT 
ACP QUOCACHE 
ACP SYSJ>.CC 
ACP MAXRE AD 
ACP WINDOW 
ACP WRITEBACK 
ACP DATACHECK 
ACP BASEPRIO 
ACP SWAPFLGS 
Description 
One ACP per disk volume mounted 
on different device types; switch 
Sharing of ACP code; switch 
Size of bitmap cache (in pages) 
Size of file header cache (in 
pages) 
Size of directory cache (in pages) 
Working set default for ACP 
Size of file identification 
cache ( in pages) 
Size of extent cache (in pages) 
Maximum amount of free space in 
extent cache (in tenths of a percent 
of available free space) 
Number of entries i n quota cache 
Size of directory access cache 
(in pages) 
Maximum directory blocks to read 
(in blocks) 
Default number of window pointers 
Caching of file headers; switch 
Data verification on ACP I/0 
Base priority for ACP processes 
Swapping of ACP working sets; 
code 
Dynamic 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
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Parameter Name Description 
JOBQUEUES Pr int or batch queue utilization; 
switch 
REINITQUE Reinitialization of queue file; 
switch 
MAXPRINTSYMB Maximum number of print symbionts 
DEFPRI Default priority 
IJOBLIM Not implemented 
BJOBLIM Not implemented 
NJOBLIM Not implemen t ed 
RJOBLIM Maximum number of remot e terminals 
• ?i+R.IIME TRE! R.ns (At1s) 
Parameter Name 
RMS DFMBC 
RMS DFMBFSDK 
RMS DFMBFSMT 
RMS DFMBFSUR 
RMS DFMBFREL 
RMS DFMBFIDX 
RMS DFMBFHSH 
RMS PROLOGUE 
RMS EXTEND SIZE 
RMS FILEPROT 
Description 
Default multiblock count 
Default multibuffer count for 
sequential disk operations 
Default multibuffer count for 
magnetic tape operations 
Not implemented 
Default multibuffer count for 
relative disk operations 
Default multibuffer count for 
indexed sequential disk operations 
Not implemented 
Default file structure level for 
VAX-11 RMS files; code 
Default file extend size (in 
blocks) 
Default file protection; mask 
Dynamic 
D 
D 
D 
D 
D 
D 
D 
D 
Dynamic 
D 
D 
D 
D 
D 
D 
D 
D 
D 
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Parameter Name Description Dynamic 
POL DASTLM Defaul t number of pendin g ASTs D 
-
POL MAST LM Minir:ium number of pending ASTs D 
-
POL DBIOLM Default 
-
buffered I/0 limit D 
PQL MBIOLM Minir:ium buffered I/0 limit D 
-
PQL DBYT LM Default buffered I/0 byte limit D 
-
1 PQL MBYTLM Minimum buffered I/0 byte limit D 
-
1 
POL DCPULM De fa ul t CP U time li mit (in D 
- increments of lOms) 
PQL MCPULM Minimum CPU 
-
time limit (in D 
increments of lOms) 
PQL DDIOLM Default d i rect I / 0 limi t D 
-
PQ L MDI OLM Mi n i n um direct I / 0 limit D 
-
PQL DFIL LM De fa ul t open file limit D 
-
PQL MFILLM Mini mum open f i le limit D 
-
PQL 
_DPGFLQUOT.l'\ 1 Default paging file quota D 
1 
PQL MPGFLQUOTl\ Minimum paging file quota D 
-
PQL DPRCLM De f aul t subpr oc ess limit D 
-
-- ·- -- ---
-- ·-- -- ---
POL MPRCLM Minimum subprocess limit D 
-
PQL _DTQELM Default timer queue entries D 
PQL MT QELM Minimum timer queue entries D 
-
PQL DWSDEFAULT Default working set si zes 
PQL MWSDEFAULT Minimum default working set si ze 
-
POL_DWSQUOTA Default working set quota D 
PQL 
_MWSQUOTA Minimum working set quota D 
PQL DWSEXTENT Default working set extent D 
PQL MWSEXTENT Minimum wo rking set ex tent D 
-
PQL _DENQLM Default number of locks queued D 
at one time 
POL MENQLM Minimum number of locks queued D 
-
at o.ne time 
• 
Parameter Name 
SCSBUFFCNT 
SCSCONNCN T 
SCSRESPCNT 
SCSMAXDG 
SCSMAXMSG 
SCSFLOWCUSH 
SCSSYSTEM ID 
PASTRETRY 
Description 
Not implemented 
Maximum number of ses connections 
for System Applications 
1
. Maximum number of response descriptor 
I table entries for System Applications 
Maximum amount of application data 
. in one datagram (in bytes) 
Maximum am ount of application data 
in one ses message (in bytes) 
Thr esh ol d value for notifying 
the remote ses of new receive 
buffers 
Identifier of the system within a 
cluster 
Maximum number of times CI port 
driver attempts start datagram 
exchange 
-- --- ------ -------
- ---- ------· 
PASTIMOUT 
PASTDGBUF 
PAPOLLINTERVAL 
PAPOOLINTERVAL 
UDABURSTRATE 
Time interval between CI port 
driver wakeups for time-based 
operations (in seconds) 
Maximum number of CI port driver 
start ha ndsha kes in progress 
simultaneously 
Time between CI port drive r 
polling activations (in seconns) 
Time between wakeups for CI 
port driver message buffer alloca-
tion requests (in seconds) 
Not implemented 
130 . 
Dynamic 
D 
D 
--- -
D 
D 
D 
B. LISTE_DES_~~~~!~~-PAR_ORDRE_ALPHABETIQUE 
NOM 
ACP-BASEPRIO 
ACP-DATACHECK 
ACP-DIRCACHE 
ACP-EXTCACHE 
ACP-EXTLIMIT 
ACP-FIDCACHE 
ACP-HDRCACHE 
ACP-MAPCACHE 
ACP-MAXREAD 
ACP-MULTIPLE 
ACP-QUOCACHE 
ACP-SHARE 
ACP-SWAPFLGS 
ACP-SYSACC 
DESCRIPTION 
Priorité de base des processus ACP 
vérification des données sur les ACP 
taille de la directory du cache 
no:rrbre d'extensions du cache 
grandeur maximum de l'espace libre dans 
l'extension du cache 
Valeur par 
défaut 
8 
2 
80 
64 
300 
nombre d'identification des fichiers du cache 64 
taille de l'entête des fichiers du cache 128 
taille du map de bits du cache 8 
nombre maximum de blacks de la directory 32 
à lire 
un ACP par volume disque monté 1 
nombre d'entrées dans le quota du cache 64 
code ACP en partagé 1 
swapping des working-sets ACP 15 
nombre de directory d'accès au cache 8 
Min Maximum Unité Dynamique 
4 31 priori té D 
0 3 booléen D 
2 - 1 pages D 
0 - 1 extension D 
0 1000 pourcent/10 D 
0 - 1 id.fichiers D 
2 - 1 pages D 
1 - 1 pages D 
1 64 blacks D 
0 1 booléen D 
0 - 1 utilisateurs D 
0 1 booléen 
0 15 booléen D 
0 - 1 directory D 
f--' 
w 
f--' 
NOM DESCRIPTION Valeur par 
défaut · 
ACP-WINDOW nombre, par défaut, de pointeurs de fenêtre 7 
ACP-WORI<SET working-set par défaut pour ACP 0 
ACP-WRITEBACK cache pour les entêtes de fichiers 1 
AWSMIN working-set réajusté minimum 50 
AWSTIME temps de collecte d'échantillon pour le 20 
réajustement automatique d'un working-set 
BALSETCNT 
BJOBLIM 
BORROWLIM 
nombre maximum de working-setsrésidents 
non utilisé 
taille minimum de la liste des pages libres 
avant qu'un processus puisse s'étendre au-
delà de son quota 
BUGCHECKFATAL tous les bugs sont fatals 
BOGREBOOT relancement automatique lors d'un bug fatal 
CLISYMTBL 
CRDENABLE 
taille de la table des symbols de l'interpre-
teur de commandes 
détection et enregistrement des erreurs de 
lecture corrigés en mémoire 
36 
300 
0 
1 
40 
1 
Min 
1 
0 
0 
0 
1 
4 
0 
0 
0 
10 
0 
Maximum 
- 1 
- 1 
1 
- 1 
- 1 
1024 
- 1 
1 
1 
128 
1 
Unité Dynamique 
pointeur D 
pages D 
booléen D 
pages D 
10 millisec D 
entrées 
pages 
booléen 
booléen 
pages 
booléen 
D 
D 
D 
D 
NOM DESCRIPTION Valeur par 
défaut · 
DEADLOCK-WAIT temps d'attente d'une demande de verrou 
avant qu'une recherche de l'interblocage 
soit amorcée 
DEFMBXBUFQUO 
DEFMBXMXMSG 
DEFMBXNUMMSG 
DEFPRI 
DISMOUMSG 
quota du buffer de botte aux lettres par 
défaut 
taille maximale des messages par boîte 
aux lettres par défaut 
non utilisé 
priorité de base par défaut des processus 
contrôle du traitement par OPCOM des messages 
de démontage de volume 
écriture du fichier dump sur bug fatal 
10 
1056 
256 
4 
0 
1 DUMPBUG 
EXTRACPU temps CPU supplémentaire accordé aux processus 1000 
quand leur temps CPU est écoulé 
FREEGOAL 
FREELIM 
nombre de pages exigées dans la liste des pages 
libres après une pénurie 
limite inférieure de la liste des pages libres 
200 
32 
Min 
0 
256 
64 
1 
0 
0 
0 
16 
16 
Maximum 
- 1 
64000 
64000 
31 
1 
1 
- 1 
- 1 
- 1 
Unité 
secondes 
bytes 
bytes 
priorité 
booléen 
booléen 
Dynamique 
D 
D 
D 
D 
D 
10 millisec D 
pages 
pages 
..., 
w 
w 
NOM 
GBLPAGES 
GBLPAGFIL 
GBLSECTIONS 
GROWLIM 
IJOBLIM 
INTSTKPAGES 
IRPCOUNT 
IRPCOUNTV 
JOBQUEUES 
KFILSTCNT 
LAMAPREGS 
DESCRIPTION 
nombre d'entrées dans la table des pages 
globales 
nombre maximum de pages systèmes accordées 
aux pages de fichier globales 
nombre de descripteurs de section globale 
nombre de pages exigées dans la liste des 
pages libres pour autoriser un processus 
à dépasser son quota 
non utilisé 
taille de pile d'interruption 
nombre de packets intermédiaires alloués 
taille maximale jusqu'où IRPCOUNT peut 
accroître 
utilisation des queues batch ou print 
Valeur par 
défaut 
3072 
1024 
80 
63 
2 
60 
1000 
l 
nombre d'entête de listes de fichiers connus 4 
nombre de registres map alloués à un driver 
pour LPA 11 0 
Min Maximum Unité Dynamique 
512 - l pages 
128 - l pages 
20 - l sections 
0 - l pages D 
l - 1 pages 
0 32768 packets 
0 32768 packets 
0 1 booléen D 
2 255 entrées 
0 255 mapregs 
NOM 
LOCKIDTBL 
LOGGHASHTBL 
LOGPHASHTBL 
LOGSHASHTBL 
LONGWAIT 
LRPCOUNT 
LRPCOUNTV 
LRPSIZE 
MAXBUF 
MAXPRINTSYMB 
DESCRIPTION 
nombre d'entrées dans la table des verrous 
du système 
nombre d'entrées dans la table hash des 
nom logiques par groupe 
nombre d'entrées dans la table hash des 
noms logiques par processus 
nombre d'entrées dans la table hash des 
noms logiques pour le système 
temps écoulé avant que le swapper juge un 
processus oisif 
Valeur par 
défaut 
128 
32 
128 
128 
700 
nombre de grands packets préalloués 4 
valeur maximale jusqu'où LRPCOUNT peut croître 80 
taille des grands packets 576 
nombre maximum de bytes qui peuvent être 
transférés en une opération I/O par buffer 
nombre maximum d'imprimante 
MAXPROCESSCNT nombre maximum de processus 
1056 
3 
72 
Min 
16 
l 
l 
l 
40 
0 
0 
256 
512 
l 
12 
Maximum 
16000 
16383 
16383 
16383 
32767 
4096 
4096 
16384 
64000 
32 
8192 
Unite 
entrées 
entrées 
entrées 
entrées 
6.6 mil.sec 
packets 
packets 
bytes 
bytes 
processus 
processus 
Dynamique 
D 
D 
D 
i-' 
w 
\.Jl 
NOM DESCRIPTION 
MAXSYSGROUP le plus grand ure system 
MINWSCNT nombre minimum des pages fluides dans un 
working-set 
MOUNTMSG contrôle du traitement par OPCOM des 
messages de montage de volume 
MPW-HILIMIT taille maximale de la liste des pages 
modifiées 
MPW-LOLIMIT taille minimale de la liste des pages 
modifiées 
MPW-THRESH taille minimale de la liste des pages 
modifiées qui requiert l'action du 
swapper 
MPW-WAITLIMIT nombre de pages de la liste des pages 
modifiées qui force un processus à attendre 
jusqu'à la prochaine recopie de pages de la 
liste des pages modifiées 
MPW-WRTCLUSTER nombre de pages de la liste des pages 
modifiées recopiées par opération I/0 
Valeur par 
défaut 
8 
20 
0 
500 
32 
200 
500 
96 
Min 
1 
10 
0 
0 
0 
0 
0 
16 
Maximum 
32768 
- 1 
1 
16384 
16384 
16384 
16383 
120 
Unité Dynamique 
groupe ure D 
pages 
booléen D 
pages 
pages 
D 
D 
pages 
..... 
w 
O"I 
NOM 
MVTIMEOUT 
NJOBLIM 
NPAGEDYN 
NPAGEVIR 
PAGEDYN 
PAGFILCNT 
DESCRIPTION 
temps autorisé pour la vérification du 
succès d'une opération de montage avant 
d'être annulée 
non utilisé 
taille du pool dynamique non paginé 
taille maximale jusqu'où NPAGEDYN peut 
croître 
taille du pool dynamique paginé 
nombre maximum de fichiers de pagination 
PAPOLLINTERVAL temps entre les activations du CI port 
driver 
PAPOOLINTERVAL temps entre les réveils pour demandes 
d'allocation de buffer pour message par 
CI port driver 
PASTDGBUF nombre maximum de CI port driver commençant 
simultanément 
Valeur par 
défaut 
600 
64000 
400000 
80000 
2 
15 
15 
4 
Min 
1 
16384 
16384 
8192 
1 
2 
2 
1 
Maximum 
64000 
- 1 
- 1 
- 1 
63 
32767 
32767 
16 
Unité 
secondes 
bytes 
bytes 
bytes 
fichiers 
secondes 
secondes 
buffers 
Dynamique 
D 
D 
NOH DESCRIPTION 
PAS TI MOUT intervalle de temps entre les réveils de CI 
port driver pour des opérations synchromi-
sés 
PASTRETRY nombre maximum de fois q'un CI port driver 
tente de commencer un envoi de données 
PFCDEFAULT taille du clu ster lu lors d'un défaut de 
page 
PFRATH limite supérieure du taux de défaut de 
page 
PQL-DASTLM nombre, par défaut, d 'AS T en attente 
PQL-DBIOU1 limite, par défaut, des I/0 bufferisés 
PQL-DBYTLH limite, par défaut, en byte des I/0 buffe-
risés 
PQL-DCPVLM limite, par défaut, du temps CPU 
PQL-DDIOLM limite, par défaut, des I/0 directs 
Valeur par 
défaut 
5 
4 
32 
120 
6 
6 
8192 
0 
6 
Min 
2 
0 
0 
0 
- 1 
- 1 
- 1 
- 1 
- 1 
Maximum 
100 
32767 
127 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
Unité Dynamique 
secondes D 
essais D 
pages D 
défaut/ D 
10 sec 
AST D 
I/0 D 
bytes D 
10 milli D 
sec. 
I/0 D 
...... 
w 
(X) 
NOM 
PQL-DENQLM 
PQL-DFILLM 
PQL-DPGFLQUOTA 
PQL-DPRCLM 
PQL-DTQELM 
PQL-DWSDEFAULT 
PQL-DWSEXTENT 
PQL-DWSQUOTA 
PQL-MASTLM 
PQL-MBIOLM 
PQL-MBYTLM 
DESCRIPTION 
nombre de verrous, par défauts, en file 
en un temps donné 
limite, par défaut, du nombre de fichiers 
ouverts 
quota, par défaut, dans le fichier de pa-
gination 
limite, par défaut, de sous-processus 
nombre d'entrées en file en même temps, 
par défaut 
taille des working-sets, par défaut 
extension des working-sets, par défaut 
quota des working-sets, par défaut 
nombre minimum d 'PST en attente 
limite inférieure des I/O bufferisés 
Valeur par 
défaut 
20 
16 
2048 
8 
8 
100 
200 
200 
2 
2 
limite inférieure en byte des I/O des buffe-
risés 1024 
Min Maximum Unité Dynamique 
- 1 - 1 verrous D 
- 1 - 1 fichiers D 
- 1 - 1 pages D 
- 1 - 1 processus D 
- 1 - 1 D 
- 1 - 1 pages 
- 1 - 1 pages D 
- 1 - 1 pages D 
- 1 - 1 AST D 
- 1 - 1 I/O D 
- 1 - 1 bytes D 
1-' 
w 
\D 
NOM DESCRIPTION 
PQL-t-lCPULM limite inférieure du temps CPU 
PQL-MDIOLM limite inférieure des I/0 directs 
PQL-MENQLM nombre minimum de verrous en file en un 
temps donné 
PQL-MFILLM limite inférieure du nombre de fichiers 
ouverts 
PQL-MPGFLQUOTA quota minimum dans le fichier de pagina-
tion 
PQL-MPRCLM limite inférieure des sous-processus 
PQL-MTQELM nombre minimum d'entrées en file en 
même temps 
PQL-MWSDEFAULT taille minimale des working-sets 
PQL-MWSEXTENT extension minimale des working-sets 
PQL-MWSQUOTA quota minimum des working-sets 
PROCSEC'ICNT nombre de sections d'un processus 
Valeur par 
défaut · 
0 
2 
2 
2 
256 
0 
0 
10 
10 
10 
32 
Min 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
- 1 
5 
Maximum Unité Dynamique 
- 1 10 milli D 
sec. 
- 1 I/0 D 
- 1 verrous D 
- 1 fichiers D 
- 1 pages D 
- 1 processus D 
- 1 D 
- 1 pages 
- 1 pages IJ' 
- 1 pages D 
1024 sections 
NOM DESCRIPTION 
QUANTUM temps maximum qu'un processus peut utili-
ser en une fois et temps minimum qu'un 
p r ssus doit recevoir a vant d'être 
swappé 
REALTIME-SPTS nombre d'entrées dans la table des pages 
système réservées pour les processus de 
connection d'interruption 
REINITIQUE réinitialisation des queues 
RESHASHTBL nombre d'entrées dans la table hash des 
noms de ressources verrouillables 
RJOBLIM nombre maximum de terminaux à distance 
RMS-DFMBC nombre de blocks, par défaut 
R.MS-DFMBFHSH non utilisé 
RMS-DFMBFIDX nombre de buffers, par défaut, pour les 
opérations disque avec fichier séquentiel 
indexé 
Valeur par 
défaut 
20 
0 
0 
32 
16 
16 
0 
Min 
2 
0 
0 
1 
0 
1 
0 
Maximum 
32767 
- 1 
1 
8192 
254 
127 
127 
Unité Dynamique 
10 milli 
sec. i) 
pages 
booléen D 
entrées 
jobs D 
blocks D 
buffers D 
NOM DESCRIPTION 
RMS-DFMBFREL nombre de buffers, par défaut, pour les 
opérations disque avec fichier relatif 
RMS-DFMBFSDK nombre de buffers, par défaut, pour les 
opérations disque avec fichier séquentiel 
RMS-DFMBFSMT nombre de buffers, par défaut, pour les 
opérations avec bande magnétique 
RMS-DFMBFSUR non utilisé 
RMS-EXTENT-SIZE taille d'extension de fichier, par défaut 
RMS-FILEPROT protection de fichier, par défaut 
RMS-PROLOGUE niveau de structure de fichier, par défaut 
pour les fichiers VAX-II RMS 
SCSBUFFeNT non utilisé 
SCSCONNCNT nombre maximum de connections ses pour 
les applications système 
SCSFLOWeUSH valeur initiale pour notifier les ses de 
nouveaux buffers reçus 
Valeur par 
défaut 
0 
0 
0 
80 
64000 
0 
18 
0 
Min Maximum 
0 127 
0 127 
0 127 
0 65535 
0 65535 
0 3 
2 32767 
0 16 
Unité Dynamique 
buffers D 
blacks D 
blacks D 
blacks D 
prot-
mark D 
niv. 
prologue D 
entrées 
crédits D 
~ 
~ 
I\J 
NOM 
SCSMAXDG 
SCSMAXMSG 
SCSRESPCNT 
SCSSYSTEMID 
SETTIM.E 
SPTREQ 
SRPCOUNT 
SRPCOUNTV 
SWPFILCNT 
DESCRIPTION 
nombre maximum de données d'application 
dans un envoi 
nombre maximum de données d'application 
dans un message ses 
nombre maximum d'entrées dans la table 
des descripteurs de réponse pour les ap-
plications système 
identifieur du système dans un cluster 
heure du jour donnée au lancement du 
système 
nombre d'entrées dans la table des pages 
du système supplémentaires 
nombre de petits packets préalloués 
valeur maximale jusqu'où SRPCOUNT peut 
croître 
nombre maximum de swapping files 
Valeur par 
défaut 
576 
96 
20 
1 
0 
720 
120 
1000 
2 
Min 
28 
52 
0 
l 
0 
- 1 
0 
0 
0 
Maximum 
985 
985 
32767 
255 
1 
- 1 
4096 
131072 
63 
Unité 
bytes 
bytes 
entrées 
nombre 
pur 
booléen 
pages 
packets 
packets 
fichiers 
Dynamique 
NOM DESCRIPTION 
SWPOUTPGCNT taille du processus avant dêtre swappé 
SYSMWCNT taille maximale du working set du système 
TIMEPROMPTWAIT temps autorisé pour l'entrée de l'heure 
système pendant le lancement 
TTY-ALTALARM taille de l'alarme de buffer secondaire 
TTY-ALTYPAHD taille du buffer secondaire 
TTY-BUF longueur des lignes, par défaut, pour les 
terminaux 
TTY-CLASSNAME préfixe du nom de driver de la classe des 
terminaux 
TTY-DEFCHAR caractéristiques des terminaux, par défaut 
TTY-DEFCHARZ caractéristiques des terminaux, par défaut 
TTY-DIALTYPE dialup flag bits 
Valeur par 
défaut 
60 
160 
- 1 
64 
200 
80 
21588 
402657952 
2 
0 
Min 
0 
20 
0 
0 
0 
0 
16705 
0 
0 
0 
Maximum Unité Dynamique 
- 1 pages D 
16384 pages 
- 1 
- 1 bytes 
- 1 bytes 
65535 caractères 
23130 ASCII 
-
1 bit en-
codé 
- 1 bit en-
codé 
255 bit en-
codé 
NOM 
TTY-DMASIZE 
TTY-OWNER 
TTY-PARITY 
TTY-PROT 
TTY-RSPEED 
TTY-SCANDELTA 
TTY-SILOTIME 
TTY-SPEED 
T'rY-TYPAHD S Z 
UAFALTERNATE 
UDABURSTRATE 
DESCRIPTION 
nombre minimum de caractères en buffer pour 
invoquer le transfert Dt-1A 
ure pour la spécification TTY-PROT 
non utilisé 
protection du terminal contre l'allocation 
par un autre processus 
vitesse de réception des terminaux 
intervalle pour l'élection des terminaux 
aux événements dial-up/hang-up 
intervalle d'électron de silo input pour 
l'hardware DMF-32 
vitesse, par défaut,· des terminaux 
taille du buffer terminal 
utilisation des UAF secondaires 
non utilisé 
Valeur par 
défaut 
64 
,,540 
65520 
Min 
0 
0 
0 
0 0 
10000000 100000 
8 
15 
78 
0 
0 
1 
0 
0 
Maximum 
1 
- 1 
- 1 
16 
- 1 
255 
16 
- 1 
1 
Unité 
bytes 
ure 
protection 
spécial 
100 nano-
sec 
millisec 
special 
bytes 
booléen 
Dynamique 
D 
NOM DESCRIPTION 
VIRTUALPAGECNT espace virtuel maximum par processus 
WSDEC décrémentation d'un working-set 
WSINC inerémentation d'un working-set 
WSMAX taille maximale de tout working-set 
XFMAXRATE taux maximum de transfert pour les de-
vices DR 32 
Valeur par 
défaut 
8192 
35 
150 
1024 
236 
Min 
512 
0 
0 
60 
0 
Maximum Unité Dynamique 
262144 pages 
- 1 pages D 
- 1 pages D 
16384 pages 
255 special D 
147. 
2. LE LOGICIEL DE MESURE "MONITOR" 
Les états de sortie sont 
1. Processes 
2. Process states 
3. Time in processor modes 
4. Page management statistics 
S. I/O system statistics 
6. File primitive statistics 
7. Nonpaged pool statistics 
8. Lock management statistics 
9. Decnet statistics 
F'rocess Count: 18 VAX/VMS Monitor LJtjlit~ 
F'ROCESSES 
~,UMMARY Fronr: 
To: 
F'ID UIC ~,TATE F'RI NAME ~;IZE 
00010000 [000,000J COM 0 NULL 0/0 
00010001 [000,000J HIB 16 SlJAF'F'ER 0/0 
0006002B [001,004] HIB 8 F'RTSYMB1 0/16 
0004002D [001,004] HIB 8 F'RTSYMB4 0/16 
00060037 [001,004] HIB 8 F'RTSYMB3 0/16 
00010039 [001,003] HIB 8 REMACF' ()/21 
0003003A [001,004] HIB 5 EVL 0/19 
0006003B [001,004] HIB 10 NETACF' 0/92 
OOOE003C [001,005] CUR 4 _JOB32 0/90 
0003003D [007,004] LEF 4 _TTBO: 40/100 
0001003E [007,004] LEF 4 _TTB1! 17/74 
0001003F [001,004] HIB 8 F'RTSYMB2 0/16 
OOOB0040 [113,101] LEF 4 DOUC01 27/76 
00010041 [001,004] LEF 5 OF'COM 0/44 
00010042 [001,004] HIB 9 JOB_CONTROL 23/76 
00210043 [113,101] LEF 4 _CRAO: 4/106 
00010044 [001,003] HIB 10 DRAOBACF' 58/174 
00020045 [001,0061 HIB 3 Er,r,FMT 0/46 
Ui.:,tinre: 0 22:54:00 
5-AUG-1983 os:oo:OO 
5-AUG-1983 1s:oo:5; 
D10CNT FALJLTS CF'l.l TIME 
0 0 15:46:35.7 
0 0 00:00:50.5 
168 2902 00:01:05.3 
461 6034 00:01:58.4 
311 4936 oo:oi:45.6 
1 33 00:00:00.0 
2 4967 00:00:03.5 
69 407 00:00:02.6 
412 1804 00:00:11.9 
16 641 00:00:03.0 
91770 243034 00!15!36.8 
581 8391 00:03:00.1 
24 4802 00:00:17.7 
101 602 00:00:02.s 
1303 7001 oo:oo:43.3 
7 75 00:00:00.7 
47S71 69040 00:19:29.2 
431 118 00:00:06.0 
1-' 
,t,. 
00 
Collided F'ase Wait 
Mute:-: & Mise Resource 
Common Event Flas Wait 
F'ase Fault Wait 
Local Event Flas Wait 
VAX/VMS Monitor Utilit~ 
F'ROCESS STATES 
SUMMARY From! 5-AUG-1983 08!00!00 
Ta! 5-AUG-1983 18!00!57 
CLJR AVE MIN Mf.lX 
o.oo o.oo o.oo o.oo 
Wait o.oo 0.03 o.oo 1.00 
o.oo o.oo o.oo o.oo 
o.oo o.os o.oo 4.00 
5.00 17.53 4.00 27.00 
Local Evt Flas <OutswaPPed) o.oo o.oo o.oo o.oo 
Hibernate 11.00 10.84 s.oo 14.00 
Hibernate (OutswaPPed) o.oo o.oo o.oo o.oo 
SusF,ended o.oo o.oo o.oo o.oo 
Susi:,ended ( OrJtswaPPed) o.oo o.oo o.oo o.oo 
Free F'ase Wait o.oo o.oo o.oo o.oo 
Compute 1.00 1. !:,i9 1.00 11.00 
ComPute <DutswaPPed) o.oo o.oo o.oo o.oo 
Current F'rocess 1.00 1.00 1.00 1..00 
SUMMARIZING RfCORDING 
+-- - --+ 
l CUR l 
+-----+ 
InterruPt Stack 
Kernel Mode 
Executive Mode 
Supervisor Mode 
User Mode 
CornPatibilit~ Mode 
Idle Tirne 
VAX/VMS Monitor Utilit~ 
TIME IN PROCESSOR MODES 
SUMMARY Frorn! 5 - AUG-1983 08!00!00 
To! 5 - AUG-1983 18!00!5/ 
0 25 50 100 
+ - - - - + - - - - + -
75 
- - - + - - - - -+ 
2 
4 * 
1 
90 ************************************ 
+ - - - - + - - - - + - - - - + - - - - -+ 
SUMMARI ZING RECORDING 
VAX/VMS Monitor· Utilit~ 
PAGE MANAGEMENT STATISTICS 
151. 
SUMMARY F r·om: 5-AUG-1983 08 ! 00 ! 00 
To: 5-AUG-1983 18!00!57 
CUR AVE MIN Ml'I X 
Page Fault Rate 6. 17 78.03 0. 18 301.83 
Page Read Rate 0.74 8,35 o.oo 27,55 
Pase Read I/0 Rate 0.3 1 1.17 o.oo 4 C " '") • t.J .:-
Page Write Rate 0.3 1 3.89 o.oo 18.05 
Pas e Write I/0 Rate 0.02 0+06 o.oo 0.32 
Free List Fault Rate 2.38 20.90 o.os 75.61 
Modified List Fault Rate 2.09 33.56 0.02 164.99 
[len,and Zero Fault Rate 0+84 4.85 o.oo 14.11 
Global Valid Fault Rate 0.52 17.33 o.oo 73.61 
Wrt In F'ro9ress Fault Rate · o.oo 0.03 o.oo o.54 
S!:!stem Fault F~ate o.oo 3.04 o.oo 11.97 
Free List Size 3'.':ï89. 00 2086.54 948.00 3/12,00 
Modified List c· ,.,1ze 202.00 283.84 14.00 491.00 
SUMMAE: I Z I NG RECORI1ING 
VAX/VMS Mc:ir, i to r Ut:i.lit!:i 
Direct I/0 Rate 
Buffered I/0 Rate 
Mai l bo x Write Rate 
Window Turn Rate 
Log Name Translation 
File 0Pen Rate 
Page Fault Rate 
Page Read Rate 
Page Read I/0 Rate 
F' as e W r i te Rate 
Page Write I/0 Rate 
InswaP Rate 
Free List Size 
Modified List Size 
I/0 
Rate 
SYSTEM STATISTICS 
SUMMARY F r·om: 
To! 
CUR AVE 
0.57 9+22 
10.14 20.78 
0.06 o.os 
o.oo 0.01 
1.81 5.88 
0.09 0+56 
6 • 17 78.03 
o.74 8,35 
0.31 1.17 
0.31 3.89 
0.02 0.06 
o.oo o.oo 
3'.':i89. 00 2086.40 
202.00 283.65 
SUMMARIZING 
5-AUG-1983 os:oo:oo 
5-AUG-1983 18!00!5/ 
MIN MAX 
0.01 40.71 
o.oo 58.80 
o.oo 0.63 
o.oo o.57 
o.oo 26.90 
o.oo 3.83 
0.18 301. St, 
o.oo 27,55 
o.oo 4.52 
o.oo 18.05 
o.oo 0.32 
o.oo o.oo 
948.00 3712,00 
14.00 491.00 
RECORDING 
FCF' Call Rate 
Allocation Rate 
Create Rate 
Disk Read Rate 
Disk Write Rate 
Cache Hit Rate 
CF'U Tick Rate 
W i r, do w Tu r n Rate 
File LookuP Rate 
File 0Pen Rate 
SRF's Left 
IRF's Left 
LRF's Left 
Total SPace Left 
Holes In Pool 
Larsest Blod:. 
Snrallest Block 
Blocks Less or E~ 32 
VAX/W,S Mor,i tor Utilit~ 
FILE PRIMITIVE STATISTICS 
SUMMARY From: 
To: 
Cl.JR AVE 
0.72 1.95 
0.01 0. 10 
0.01 0.09 
0.12 0.48 
0.20 0.40 
2.81 4.13 
1.03 2.29 
o.oo 0.01 
0.29 0.66 
0.09 0.56 
SUMMARIZING 
VAX/VMS Mord toY· Uti 1 i t~ 
NONF'AGED POOL STATISTICS 
SUMMARY From: 
To: 
CUR AVE 
739.00 258.99 
649.00 603.41 
5.00 4.01 
88368.00 79714.26 
3.00 15.46 
86176.00 76963.47 
496.00 86.70 
B~tes o.oo 2.14 
SUMMARIZING 
152. 
5-AUG-1983 os:oo:oo 
5-AUG-1983 1s:oo:57 
MIN Mi'\X 
o.oo 15.28 
o.oo 0.41 
o.oo 0.68 
o.oo 7.97 
o.oo 1.56 
o.oo 113.44 
o.oo 29.01 
o.oo o.57 
o.oo 4.06 
o.oo 3.83 
RECORit I NG 
5-AUG-1983 OB~oo:oo 
5-AUG-1983 10:00:57 
MIN Mt-IX 
7.00 742.00 
567.00 656.00 
1.00 5.00 
7:·~264-. 00 88368.00 
2.00 28.00 
71536.00 86176.00 
16.00 496.00 
o.oo 7.00 
RECORDING 
New ENQ Rate 
Cor,verted ENQ Rate 
{IEQ Rate 
VAX/VMS Mc,1-,i tor Uli 1 i t~ 
LOCK MANAGEMENT STATISTICS 
153. 
SUMMARY Frorn: 5-AUG-1983 08:oo:oo 
To: 5-AUG-1983 18!00!57 
CUR AVE MIN MAX 
0.03 7.88 o.oo 7~i. 89 
0.02 15.61 o.oo 147.85 
0.03 7.87 o.oo 75.68 
ENQs Forced To Wait Rate o.oo o.oo o.oo 0.14 
ENGs Not Queued Rate 
Deadloc+. Search Rate 
Deadlock Find Rate 
Total Locks 
Total Resources 
Arrivins Local Pack.et 
Dei=--artins Local F'acket 
Arrivins T rar,s Packet 
Trans Consestion Lass 
Receiver Buff Failure 
LRF's Left 
o.oo o.oo o.oo 0+44 
o.oo o.oo o.oo o.oo 
o.oo o.oo o.oo o.oo 
o.oo 127.92 o.oo 255.00 
o.oo 87.31 o.oo 193.00 
SUMMARIZING RFCORDING 
VAX/VMS Monitor Utilit~ 
DECNET STATISTICS 
SUMMARY Frorn: 5-AUG-1983 08!00!00 
To: 5-AUG-1983 18!00! 57 
CUR AVE MIN MAX 
Rate o.oo 0. 18 o.oo 13.39 
Rate o.oo 0. 18 o.oo 13.27 
Rate o.oo o.oo o.oo o.oo 
Rate o.oo o.oo o.oo o.oo 
Rate o.oo o.oo o.oo o.oo 
5.00 4.01 1.00 5.00 
SUMMARIZING RECORDING 
154. 
3. f C! 
It,1i'11 AU.X . 
F' ar a ITI et e r s in use: Active 
F'arameter Na1Tte Curr e nt Dc-:>fault MinilTIUITI Ma:-: i1Ttuir1 l.Jriit D1.:mam i c-
--------------- ---·---- -·------- --- - --- ------- -------
F'FCDEFAULT 127 32 0 127 F'ases Ihmamic-
lffIL STCNT 4 4 ri ,., r.- 1.: · S:lots ,;.. ..:..J-.! 
GBLSECTIONS 100 80 2 0 -1 Scct i or1s 
GBLF'AGES 3 3 26 3072 512 -1. F'r.:ses 
GBLF'AGFIL 1024 1024 128 -1 F'a s es 
MAXF'ROCESSCNT 70 72 12 8:192 F' rocesses 
F'ROCSECTCNT 32 3:?. 5 1024 Sec tions 
MINWSCNT 20 20 10 - 1 F' ases 
f-'AGFILCNT ,., ,., 1 63 Files ,;.. ,;,. 
SWF' F ILCNT 2 2 0 6 "' ":'i Fi.les 
SYSMWCNT 247 160 20 16384 F'ases 
INTSTKF'AGES 2 ri 1 -1 F' ases ... 
BALSETCNT C:-") ... J.:.. 36 4 1024 S:lots 
I RF·COUNT 750 60 0 :.3:?.7 68 F·acket s 
:CRF'COUNTV 780 1000 () 32768 F' i:lc ket s 
WSMAX 3 072 1024 é,O 16381'! F'a s es 
NF'AGEDYN 179712 64000 16384 -1 Bstes 
NF'AGE 1v1IR 28160 0 400000 1 é,38-4 -1 B~tes 
F'A GE IWN 84992 80000 8192 -- 1 :B·c.;t. es 
V I R TU AL F' AGE C NT 1638~ 8192 512 262144 F· ases 
SF'TF.:EQ ?:"?.O 720 -·1 -1 F' d ':.if-'S 
I..RF'COUNT 8 4 0 4096 F'ac-ket.s 
L.F,F'C OUNTV 60 80 0 4096 F' ackets 
LRF'SI ZE 576 576 236 16381 Bl3t es 
SRF·COUNT 380 120 0 409 6 F' ;:;e:kels 
SRF'COUNTV 1140 1000 0 131072 F' 2- ckets 
our-iNTUM 20 20 ri 32767 10Ms [I ':! r1 ëi ITI i C ... 
MF'W _ l,JRTCLUS TER 120 96 16 120 F'a!:!es 
Vi F' W _ H I L I M I T 500 500 0 :1.6:38-1 F' ,=.=5es 
MF'lil_LOL I MIT 120 32 0 16384 F' ases 
Mf·'W _ THRESH 200 200 0 1638-1 [1sr12m i <: 
MF'W _WAITLIMIT 50 0 500 0 16384 [1 ':ffl ë'=fTI i ( 
F'FRATL 1 1 0 - 1 Flts/lOSec fi '=-lnam :i. c 
F'FRATH 120 120 0 --1 Flts / 10Sec [I <:ffl ,;, Ill i ( 
kl S INC 21 150 0 -:l F' as es [11:rn a m i c 
l,ISDEC 7c· ...,~ 35 0 -1 F'ases [l<:ff1am i c 
AWSMIN 50 50 0 -1 F'ases r1sr1 a lîl j_ '· 
AWSTIME 20 20 1 - 1. :1. 0Ms [l <.:H1 ël lT1 i ( 
S l.1JF· OUT F' G C NT 60 60 0 -1 F'i:lses [I '::ffl ë.< rTI j_ C 
UJNGWAIT 700 700 40 32767 6+6Ms flsr,am i c 
EXTF,ACF'U 1000 1000 0 -1 10Ms fl ':::!r1 i';: ITI :i. ( 
MAXSYSGRDUF' 8 8 1 32768 u1r Gro1_1p [l•:c:r, a m i < 
MV TIMEOUT 600 600 1 64000 s~:•c-or1ds [l ':::!1'1 ëi lTI i \. 
MAXBUF l.056 1056 512 64000 B~tes fl\:inami ( 
DEFMBXBUFQUO 1056 1056 256 64000 B·~tes D ·:·!n a 11 :i. , 
DE FMB XMXMS G r--.r·· ' .::....Jb 256 64 6~0()0 B\-d .. es [l~nam i .-
IIEFM:BXNUMMSG 16 16 1 -1 Mcissasc-,,s [1sr1-?-ITI i r 
155. 
Parameters in use: Active 
Parameter Name Current DE:>fault Minim1Jn1 Ma:-: i mu111 Unit D·::inam i, 
--------------
--------- ------- ------- ------- ---- --- ----- - -· 
FREELIM 16 -Z'"l .... , ._ 16 -1 Pases 
FREEGOAL 156 200 16 -:l Pas.es 
GROWLIM 51 63 0 -1 F'ases [lynami r 
BORROlJLIM 300 300 0 -1 Pa9es [l':-3nan1 :i. c. 
XFMAXRATE 236 236 0 "1 ,·.· r:-.:. . ... , .... Si=·ec i a 1 r,~i-,am i c 
L.AMAPREGS 0 0 0 255 MaPre9s 
REAL.TIME_SPTS 0 0 0 -l Pages 
CLISYMTBL. 40 40 10 128 Pi=l~es [l •~ r,am i r.:. 
LOCKIDTBL 1000 128 16 16000 Entries 
RESHASHTBL 256 32 1 8192 Er1tries 
DEADl..00~-.WAIT 10 10 0 -1 Seconds [l~Jnam i c 
SCSf:UFFCNT 10 10 0 3?767 Entries 
SCSCONNCNT 18 18 '") 32767 Entries ""-
SCSRESPCNT 20 20 0 32767 Entries 
SCSHAXDG 576 576 28 985 BYtes 
SCSHAXMSG 96 96 Ï- r) ...J,: . 98~ B~tes 
SCSFLOlJCUSH 0 0 0 16 Credits fi <::Ti 2- ITI i C: 
SC SS YS TEH I[1 1 1 1 255 F'u re··numbt-r 
PASTRETRY 4 4 0 32767 Retries [I Y r·1 a rr, i c 
PASTIMOUT c:· 5 '") 100 Seconds [I Y 1·1 2- ITI i C: .J ""-
F'ASTDGBUF 4 4 1 16 Buffers 
F'AF'OLL. I NTERVAL 15 15 2 32767 Sc, conds [1 \:-?r, a m i c 
F'AF'OOL I NTEF.:VAL j c · . .J 1 '.'.i 2 32767 Soconds [lyr, a m i c 
TI MEF'F,OMF'TlJA I T 65535 ··· 1 0 --1 uFortnisht..s 
Ul:IABUF.:STF.:AT E 0 0 0 3:1 Lor1swo rds 
L..OGSHASHTBL 128 128 l 1.-S383 Entries 
LOGGHA:::;HTBL 32 32 1 1 é:,383 Er,tries 
LOGPHASHTBL 128 l :rn 1 16383 Entries 
BUGREBOOT l 1 0 :1 Br.iCJlean DYn a mi c 
CRDENABLE l l () 1 Boolean 
DUMF'BLJG :l 1 0 1 Boolean 
BUGCHECKFATr-iL 0 0 0 1 Booleë<n [1 ,,m a mi c 
ACF' _MUL TI F'LE 1 1 0 1 Boolear1 [1sn a mi c 
SETTIME () 0 0 1 Boolean 
~iCF'_SHARE 1 1 0 1 Boole;:-1 ·, 
UAFALTERNATE 0 0 0 1 Boolean 
.JOBQUEUES 1 1 0 1 Boolean [l·~r,am i c 
REINITQUE 0 0 0 1 Boo 1 ear, fi '·HI ël Ill :i. C 
MOLJNTMSG 0 0 0 l Boolean [l ynami c: 
IIISMOUMSG 0 0 0 1 Boolean [l•::mamic 
TTY_SCANDELTA 10000000 10000000 100000 -1 lOONs 
TTY_DIALTYF'E () 0 0 ,,, .... 1:.: .:...., J ..,J B:it-Encoded 
TTY_SF'EED 15 15 1 16 SPecial 
TTY_RSF'EED 0 0 0 16 Sr-,ecial 
TTY _F·AR I TY 24 24 0 -1 SPecial 
TTY_BUF 80 80 0 65'.'j3'.:i Characters 
TTY_DEFCHAR 402657952 4026579~2 0 -1 Bit-Encodcd 
TTY_DEFCHAR2 2 2 0 -1 B :i t-Encoded 
TTY _ TYF'AHDSZ 78 78 0 - 1 B~tes 
TTY __ AL TYF'AHD 200 200 0 -1 BYtes 
TTY_ALTALARM 64 64 0 -1 Bstes 
TTY _DMASIZE 6~ 64 0 -:1 B~tes [1 ·:::1 n a m i .-· 
TTY _F'ROT 65520 65!:.i20 0 -l F'rc,tec-tion 
TTY_OWNER 65540 65540 () -1 UIC 
TTY_CLASSNAME 21588 21588 16705 23130 Ascii 
TTY_SILOTIME 8 8 0 ,., r. L: .:,. ,J,. I Ms 
156. 
F'ararrieters in use: Active 
F'arameter Name Current [lpfault Minimum M8 :-:i mulf, Unit r . .l '::!r12:1Ttl C 
--------------
------- ------- -------
--------
-· -· -- ---· - -· 
RMS_[IFMBC 16 16 1 12/ :t,:Jücks li'::!l"li:llTI i c 
RMS_[IFMBFSDK 0 0 0 127 Blocks [I~:na1Tt i c 
RMS_DFMBFSMT 0 0 0 127 E<locks Û':<l'l,":: ll't :i. C 
RMS_[IFMBFSUR 0 0 0 l?ï Buffers fi '::! ri a Ili i C 
RMS_[IFMBFREL 0 0 0 127 Buffe 1·s [l '::<l"tëillt j_ C 
RMS_[IFMBFIDX 4 0 0 127 B1Jffe rs D':·.ll'tclllt i C 
RMS _  [IFMBFHSH 0 0 0 12'7 Buffers [IYl"t a llti C 
RMS_F'ROLOGUE 0 0 0 3 F' r o 1 o s - L. V l [I•::ma1Tti c 
RMS_EXTEN[I_SIZE 80 80 0 6553::; B:locks [lynamic: 
F:MS_F ILEF'F,OT 64000 64000 0 6i::-c-,c· ,.J,.J-..,J F'rot-mask 
F'QL_[IASTLM 6 6 -1 -1 Ast [l'::mami c 
f'QL_MASTLM ,., 2 -1 -1 Ast II ·,,ma ITt i c ... 
F'QL_I)B I OLM 6 6 -1 -·1 I/0 l1 ':c!f'1 3 1l1 i C 
F'QL _ MBIDLM 2 2 -·1 -:1 I / 0 [l •,,.J I' 1 d Ill :i. C 
t-=·QL _[I BYTLM 8192 8192 -· 1 -· :t B ':sl tes [1 •,:.; r, a Ili i c: 
r' Q L -· M B Y TL M 1024 1024 -·1 -1 f:·~ t.es ff ,:i nam i c 
F' I]L._ DCF'UL..M 0 0 -:1 -1 lOMs [l •,c; I"! a Ill :i. C 
t-=·GL _MCF'ULM 0 0 -1 -:1 10Ms [I '::ffl ë,: Ili i C 
f'Ol. . .... [l[IJ OLM 6 6 -1 -· 1 1/0 D ·a1 r , ë:: Ili i c: 
r'OL_M[I I OLM 2 2 - 1 -1 I /0 D ,,.: n i-:3 IT, i c 
F' Q 1... _ .. D F I L l.. M 16 16 -:1. -1 File s [l •;-:; r, ,~ITt :i C 
f'(]L_.MF I LL.M ,., 2 -1 -1 F:i. les [l ': i r·, a ITI :i. C ... 
F·m __ DF'GF LQUOT A :W48 2048 -1. -·1 F" ;;:ses [1 '::, I"! a Ill i C: 
f-•QL _ MF'GFLQUOTA 256 236 -1 -·1 F'ases D•::-:r,ami c 
F'QL._. DF'F,CL M 8 8 -1 - 1 F' roce·:;ses Dsr ,a n, :i. c 
f-•QL _MF'F~CL M 0 0 -1 -· :t. F' r·oces <;es [1 :.,.; r, ë:: ITt i c: 
PQL __ [IHŒL.M 8 8 -1 -1 Timers [t s n ë:rrri c 
F'Ol._M T QE L.M 0 0 --1 -1 Timers fi 'cl f' 1 i3 Ill :i. C 
F' DL._ [1 lJ S [1 E FAU l.. T 100 100 - ·1 -1 F' 2~:es 
t-=·QL_MlJSflEFAUL T 10 10 -1 -1 F' a :-3es 
F'QL_.DlJ ~'.QUO TA 200 200 --1 _ .. :L F'3 s es fl sr,an, :i. c. 
F'QL_MW SQUOT A 10 10 -.. 1 -:l F';:1!:'ies [I '::ffl ë:: ITt i C: 
PQL_DWSEXTENT 200 200 -1 -1 F'ases fl '::<1"12: ITt i C: 
F'Ql .. _MWSEXTENT 10 10 -1 -1 F'ases I'l::!f' ti3 1Tt,:tC. 
F'QL_DENQLM ~iO 20 -1 -:l Locks fi '::fft ëHTI i C 
t-='QL_MENQLM i::· ,., -1 -1 l...ocks [I •~ r, ë:: Ili i C J .:.. 
ACF'_MAF'CACHE 20 8 1 -1 F'ases f.i '::!l"të: ITt:i C 
ACF'_HDRCACHE 120 128 ,., -1 F'a:;;es [l s nan, i c 
··-
?';CF' _ [I I r.:cr-1C HE 104 80 2 -l F'a5es D '::!- r, ë:: 11, :i. c: 
?:CF' _WOF,t<SET 0 0 0 -:t F',,.:!.'; es D'::< rt a n, i c: 
ACF' _FI [ICt-1CHE 64 64 0 -l. File-· Ids [Iy1 ·1a 1Tti c 
ACP _ EXTCACHE 32 64 0 -1 E :-: t.erits fi ':< l"I Ô 11'1 :Î. ( . 
AC F' _EX TL I M I T 300 300 0 1000 F'ercent/10 [I •:::! r1 .:;: !Tt l C 
ACF'_QLJOCACHE 70 64 0 -1 Users [l •:::: na m i c 
f~CF' _SYSACC 10 8 0 -1 [I i r·ecto r :i. fJ'..;.. f1 1-n ,a 1Tt:i. c 
ACF'_MAXREA[I _,_, ..:> ... 32 1 64 Blocks [I 1:, l"lalTI :i C: 
ACF' _W I NDOW 7 7 1 -1 F' o i ri t. e T' s [l'::!l"1BIT1 :i. C 
{i CF'_ W R I TE BACK 1 1 0 1 Bcio l e;:,:r, [l·,,.: r, am :i. r: 
ACF'_DATACHECK r) ,., 0 3 Boolean [Isnarn :i. c 
"· 
"-
ACF·_.BASEF'F, I 0 8 8 4 3:1 F· rio r :i t'::! [I •.,,: I"! 2- ITI l (' 
hCF' _S WAF'FLGS 14 15 0 1 r:· ') Br_1D 1 pa r, [I '::! 1-1 a Ili j_ C 
Vi,~XF'R I NTSYMB 4 3 1 32 F' roce,;; '..,., es D·::::r, a llt i c 
DEFF'RI 3 4 1 31. Priori t·::: J:t ':·'.l'i d lîl :i C 
LJOf:LJ M 61 64 1 1024 ~lob s [I •:::: ,-, .::;: Ili i. (' 
BJDBL.IM 16 16 0 1024 Jot:,s [l ':::!f'lëlrlt :i. C 
N . JOBL I M 1.6 16 0 1024 Jobs [1 •,-{ ; ,ami c 
RJDBL..IM 16 16 0 23 -1 Jobs 1) '::i 1 1 ël ITt :i. C 
VAX/VMS Monitor Util :i. l'-:i 
PAGE MANAGEMENT STATISTICS 
Page Fault Rate 
Page Read Rate 
Page Read I/0 Rate 
Page IJrite Rate 
Page Write I/0 Rate 
Free List Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Progress Fault R~te 
s~stem Fault Rate 
Free List Size 
Modified List Size 
PLAYBACK 
Sl.lMMiîRY 
CUF.: 
24.26 
1.96 
1.31 
o.oo 
o.oo 
9.83 
7.54 
o.oo 
5.57 
o.oo 
o.oo 
4111.00 
127.00 
SUMMARIZING 
From: 
Tc.i ; 
AVE 
l14. 24 
ï'.99 
2.88 
9.94 
o.os 
17.72 
67.40 
::; • 80 
:19. 19 
0.79 
o.oo 
2623.41 
280.48 
l4-Alff,-t9R3 0 9!26!46 
14-AUG- 1983 00!3 7 !49 
MIN MAX 
o.oo 836.63 
o.oo 57.51 
o.oo 15.68 
o.oo 394. 7~~ 
o.oo 3.28 
o.oo 317.98 
0.00 758.41 
o.oo 2'.:i2. 47 
o.oo 83.12 
o.oo 60.85 
o.oo 0.92 
146.00 4120.00 
:n.oo 495.00 
l.,IAX / l.,IMS Mur1:i. tor Uti 1 i -L·:::i 
PAGE MANAGEMENT STATlSTJCS 
158. 
SUMMA F('r' From: 13-ALJG- 1983 2?!10:3? 
To! 13- ALJG-·198J 2?:21!03 
Pase Fault Rate 
Pase Read Rate 
Pase Read I/0 Rate 
Pase lJ ri te RatE) 
Pase lJrite 1 / 0 Rate 
Free List Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Pro~ress Fault Ra te 
s~stem Fault Rate 
Free Li st Size 
Modified List Size 
F'L.{1 Y EiAC t< 
19.47 
o.oo 
o.oo 
o.oo 
o.oo 
6+27 
9 . 24 
o.oo 
3.96 
o.oo 
o.oo 
4l48.0 0 
123.00 
SU MM (1 F; I Z I N G 
S' El. 8 !:.i 
7.29 
- , r:" ··-,. 
.:. . ~ ,JI 
1.33 
O,Ol 
10.~.:of: 
4.17 
UL7:i 
0.06 
0,00 
2/: .. 30. 41.:, 
329. n :: 
VAX / VMS Murütor Utilit.'::! 
PAGE M~NAGEMENT STATISTICS 
MH~ Mt, X 
o.oo 86:~. B2 
o.oo 39 , flO 
o.oo 12, 13 
0,00 118.03 
0,00 0,98 
o.oo 124. ~:.i3 
o.oo E::.?:,O • ?,~, 
0,00 22 .69 
o.oo 76.31 
o.oo 11 4·7 • I 
o.oo 0.33 
14 f3 ,00 4 :i. 48. 00 
1:.13 .00 49l .oo 
SUMMARY Fi·om: 14 -· ALJCJ-·· 19 ::3:7. Ocl t ~~7!!':",~~ 
F' a g e F a u 1 t R a t E• 
F' a s e F-: e a d f;: a t e 
Pase Read I/0 Rate 
Pase lJrite Rate 
Pase Write 1/0 Rate 
Free List Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Pro~ress Fault Rate 
Ssstem Fault Rate 
Free List S:i.ze 
Modified List Size 
F'L.AYBACI-~ 
Cl.JR 
27.39 
0. 6é.i 
0.33 
o.oo 
o.oo 
11.88 
9 .,.-, 
• ..J .,. 
o.oo 
5+61 
o.oo 
o.oo 
4139.00 
124.00 
SUMMAF..:I Z I NG 
To! 
AVE 
l.OF.:. 5:? 
8.06 
2.94 
13.58 
0.14 
20 .10 
58.56 
5.87 
19.36 
1.24 
0.01 
2627. t,f; 
306. Of-\ 
14- AUG-198 3 08!48:49 
MIN MM( 
o.oo 610.56 
0,00 43.17 
o.oo 13+1 ~i 
o.oo 40:;.t,1 
o.oo 4 ~,c:, • ... 7 
o.oo 3l6,'.:'i0 
o.oo 401. 3:l 
o.oo 131. 90 
o.oo 63,96 
o.oo 4 4. f:2 
o.oo 1,97 
157.00 413Si.OO 
13.00 49'.':.i . 00 
t ~ J'-;- 4 : ? Fe b E FA V 1-T 159. 
\.)A:X: / ~JM~:; Monitor l.l t:i] :i. ·( . \,! 
F'fil3E Mt:N,; GFMENT ST?) TI ST I Ch 
F' as e Fau 1 t Rat E• 
F'ase Read F<at1:-, 
Pase Read I / 0 Rate 
Pa se Write F< atE• 
F'ase Write 1/0 Rate 
Free L.ist Fault Rate 
Modified List F~ult R~te 
Dem and Zero Fault Rate 
Global Valid Fa ult Rate 
W r t I n P r os r· es s Fau 1 t R .,:d .. e 
s~stem Fa ult Rate 
Fre E- L.i·st Si:2:e 
M• dified List Size 
F'L.t YL: ACI< 
?Fè !)[ FA-U t..1 
SUl·iMA F< 'r' 
CUF: 
32.67 
3.b3 
2+31 
o.oo 
o.oo 
lO. B9 
9. S'O 
1 • 6 ~~j 
o.oo 
o.oo 
40<;,'~j. 00 
<n_ .oo 
SUMM~iR I Z IN(, 
From: 14-?11..113 ·· 1?t:J 1 01 14 !00 
Tc,: 14 -· AUG - l <;;'tl:3 :1. o;:,;4t.;b 
AVE MIN MAX 
ï'. s~·.; 
2.75 
11.1~:; 
0. 09 
18,61 
6'.':i. 75 
:1 f.l, 6} 
0, 7 6 
o.oo 
'.2b1 7 , :::;c,· 
o.oo 
o.oo 
0. 00 
0,0 0 
o.oo 
0. ()() 
0,0 0 
0,00 
0,00 
o.oo 
0,00 
S:'li. 00 
32 ,00 
4 3 , ::,3 
15,B4 
3'..'; .1 • or; 
2,95 
2>: l.ll 
542,l2 
l "76, c;,::_i 
74,67 
29.93 
0,. 9 F: 
4 0S'5, 00 
4 S:'3 ,00 
'v'?, >':l 1v1MS Mc:,r,i tcn· Ut:i.1 i t\:J 
PAGE MANAGEMENT STATISTICS 
F' E: se F au l t F< a te 
F' ;:_,sie RE•Bd Rate 
F'ase Read I/0 Rate 
F· a ~: e W r :i. t E• R a t e 
Pa5e Wri te I/0 R~te 
Free Li st Fault Rate 
Modifie d List Fa ult Rate 
Dem and Zero Fault R2te 
Global Val.id Fault Rate 
Wrt In Prosress Fault Ra te 
Ssstem Fault kate 
Fr·ep List ~;:i.zt-:• 
Modified List Size 
F'l .r.·, Y fi A C:I< 
SUMMAFO' 
ClJR 
3'.J. t., 0 
B. s·o 
5.63 
o.oo 
o.oo 
13.35 
6.23 
2+6ï' 
7. 71 
o.oo 
l. 7B 
407B.OO 
108,00 
Frun,: 14 --t1'.JG-- 19El ~~ i o :3c;,;o•.:_; 
To! 14--?-,l.l Fi-· :L S~'H}, 10 ~4 c;;·: 4s 
108, 82 
7.31 
2+68 
c,·. ::_;o 
0.0 7 
l l,, 89 
64. os;· 
~;. 73 
18.35 
0 ,. t,'."'i 
0,01 
26S'. OE; 
Mii'~ 
o.oo 
0,00 
o.oo 
o.oo 
0,00 
o.oo 
0,00 
0,00 
o.oo 
0,00 
0,00 
!-'3. 00 
"i'S;, '1, , 34 
4~·-·; + }:? 
1 7 .10 
393,44 
ï'F.U,9 0 
72,03 
l. 7f: 
4:l.3 '7' ,00 
4 f:: '~;• , 00 
160. 
\,.JAX / V MS M Ci r, i t o r Ut :i. 1 i t \:! 
PAGE MnNAGEMENT STATISTICS 
Sl.Jl-1Mt,F.:Y F r·orn ! l 4-AU G-·· :l C/F: 3 1 0: :::;B ! :?07 
Tü! 14 - AUG - 19 83 11 ; 09! 2 0 
Pase Fault Rate 
F'ase Read Ratf,! 
Pase Read I/0 Rate 
F· as e W r i t P R a t 1,1 
Pase Write 1/0 RatP 
Fr ee List Fault Rale 
Modified List Fault Ra te 
Dern and Zero Fault Rate 
Glob a l Valid Fault Rate 
Wrt In Prosress Fault Rate 
s~stern Fault R~te 
Fr·ee List SL:'.P 
Modified List Size 
F'I.. AYF::ACI·< 
Cl.I F, 
21.4~:; 
1.S-'8 
1.32 
o.oo 
o.oo 
12 + 5'1 
::'i. 28 
o.oo 
2 . 31 
o.oo 
o.oo 
4088.00 
1.39.00 
!:::UMMAF~ I Z I NG 
C2..UANTUrJ ,to f 1 (;..c, 
A',..JE 
12 / . ~;6 
6.74 
2.44 
17.B3 
0+14 
24.90 
74+67 
~i. 77 
l 7. 9'.? 
1.42 
o.oo 
'") c:· Q -7 C, ··: 
...:.. ,.) I I ~ / " ~' 
30 0 . 7:1. 
\..-'AX / tJM !;; McJ11 i to r Ul :i. J. i t \J 
F'AGE MANAGEMENT STAT I ST I CS 
F' as e Fau 1 t Rat E·' 
Pa<::le Read Ratr.-1 
Pase Read I/0 Rate 
Pas r:.:• Wri te:- Rate 
Pase Write I/0 Rate 
Free List Fault Ra te 
Modified List Fa ult Rate 
Dernand Zero Fault Rate 
Global Valid Fault Rate 
Wrt ln Prosress Fault Rate 
s~stern Fault Rate 
F. r e e L i s t. S i:0·: e 
Modified List Size 
F'LAYf:Aet-:'. 
SUMMARY Fr·om: 
Cl.IF: 
20.46 
1.98 
1 "7. '") 
• -...J .:. 
o.oo 
o.oo 
9.5/ 
7.26 
o.oo 
2+31 
o.oo 
o.oo 
4071.00 
147.00 
To! 
A'JE 
130 .8'7' 
7. 2:·5 
2+89 
24. o:::; 
0.20 
29. ~.;~~' 
71.85 
4 • 1 :::_; 
1 8 . ~i3 
~L31 
o.oo 
2617. 5f=: 
320. 6 ... t 
MIN 
o.oo 
o.oo 
o.oo 
o.oo 
o.oo 
0,00 
o.oo 
o.oo 
o.oo 
0. ()() 
0. 00 
294.00 
l C•. 00 
Mt,\ 
7 F: O. B~; 
43.~.i{. 
4 1:cn c:·c:, ..... r., . .... , / 
3. 8:::1 
3 / l.94 
69 2 . 30 
1 f.;:t . o•~;• 
Bf., , '.:il 
4 2 ,0l 
0.32 
40E:c;•. 0 0 
4F.i:_; .oo 
14···AUCi ···· 1 s:·c-: :·~ l l: 16: ::'i3 
14-AUG- 1983 1:1. :27 ! 21 
MI N Mr1X 
o.oo 1 26'.:j ,6 7 
0,00 53, 13 
o.oo 17. 4S' 
o.oo 5~i!.l. 4 ::·; 
o.oo 4. 6:-~ 
o.oo 467.9 E: 
o.oo 1064, f.:, f: 
o.oo 2E:, c, 4 
o.oo 86. 1 E 
o.oo 11~;.ni 
o.oo (: ·7 ••y ,} • •. J ••. \ 
64Si. 00 4073.0 0 
20,00 4'i'7'. 00 
TES, 6 · M P i4,i _ Lo L, H, r A to 1' 3 ~l:) 
I 
Vt1X / VMS Mrnli tcn· Uti li t•:1 
PAGE MANAGEMENT STATI STICS 
SUMMARY Froffi! 14- AUG-1 9 83 1 9 !24!13 
F'ase Fault Rat<0 
F'a ,:h? Re a d f~at1:, 
Page Re a d 1/0 Ra te 
F'ase Wr· i te f~ a t e 
F'age Write I/0 Rate 
Free List Fault Rate 
Modified List Fa ult Ra te 
Deffiand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Progres s Fa ult Ra t e 
s~steffi Fault Ra te 
Free Li s t ~;L~P 
Modified Li s t S ize 
PL.AYBAO~ 
CUR 
29.4:1. 
4. 9~5 
3. 7 1 
o.oo 
o.oo 
l:t.. 7 6 
6.8:1. 
2 . :1.6 
4. 6 4 
o.oo 
:1. .23 
4 0 </ 0, 0 0 
:l.:?B . 0 0 
1:)1 .. IMM(iF, I Z T NG 
Tu! 14 - AUG - 198 3 19: 35! 20 
AVE MIN Mt:X 
:l.1~:i.72 o.oo ~-'ifl8. 3H 
B.69 o.oo ~'.i4.40 
3.09 o.oo l '."i. 14 
lL 46 o.oo 2 3 7.62 
0.07 o.oo 2 .23 
:1. 6 .83 o.oo 20'1. 8 3 
f.; 9.00 0. 00 41.:,B . 4 2 
6, 2 4 o.oo :l. 6 ::.! • 17 
:1. 9. 7'.".i 0, 0 0 7:1. .06 
0.3 2 o. oo 26.40 
0,01 o. oo 1 • :? ~~ 
2 ~-:j 7 7 • ~3 ~:.~, 1:1.l .oo 4106.00 
34 1 . 64 1:1. ,l., ,()() 48 6.00 
,A ~ 0 . 
VAX/t. . .Jr~S Mc:.o11itor Util:it..":!-
PAGE M~NAGEMENT STATISTICS 
162. 
SUt·•iMAFi Y From: 14-AUG - 1983 15 ~59:5 l 
T0! 14-AUG-198 3 16 : 10!38 
PasE• Fault F,atE-
F'ase Re a d F, ê= te 
Pa se Re a d I/0 Rate 
F' as e W r· i te F, a tf:::-
Pase Write I/0 Rate 
Free List Fault Rate 
Modified List Fault Rate 
De rnand Zero Fault Rate 
Glob a l Valid Fa ult Ra te 
Wrt Ir1 Prosress F;;:,ult F,:at.P 
s~stem Fault Rate 
Free Li s t S:i. :-::P 
Modified List S:ize 
PL.AYBACI, 
Cl.JR 
21, 4~j 
3,96 
l., 32 
0,00 
o.oo 
2,97 
:i. 61 
o. oo 
ll, 22 
o.oo 
o.oo 
3900. 00 
lA.,00 
f.:; U r- î MA F: l Z l N C~ 
AVE 
9f,. 3 ~ 
9. '2 7 
3,74 
8.72 
0,07 
10, :'"i2 
55. 6C,' 
é., , 06 
l <;;· . 1 t, 
0.6 7 
0,00 
224 0 . C,' 4 
MIN ritiX 
o.oo 6f:.S, 7 / 
o.oo 6 7 , 30 
0 , 00 l:.;,B 2 
0,00 '2 77, 22 
o.oo 2.31 
0,00 24 / ,<;•0 
o.oo 447, '.'5:? 
o.oo 1 '.':i 3. <;·4 
o.oo 64, 2 4 
o.oo 24,09 
o.oo 0.99 
l 7 '.'.';. 00 3s;·oo. oo 
16,00 496,00 
TEST A~ M?W- L.Ol-1· 1-1 ,ï A~ fi .3tc 
1 
?FlDlFAU1.., >1'2.t \.l l'-1 1 
PrRA-rL II f' z. 
VAX/ 1,...'MS Mc:ir1 i to r Ut :il i ts 
PAGE MANAGEME NT STATISTICS 
Sl.lMMt1F, Y F r·om: l 4-Al.JG -· 19B3 l. 6 ! 2 0 ! 30 
F' a s E• F au 1 t R a t E• 
Pa~e Read Rate 
Pase Read I/0 Rate 
F' as e W r i t P Rate 
Pase Write I/0 Rate 
Free List Fault R~te 
Modified List Fault Rate 
Dernand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Pro5ress Fault Rate 
Ssstern Fault Rate 
Free List !::~i:z.P 
Modified List Size 
ctm 
11,8B 
0 • M :., 
0,33 
0,00 
o.oo 
7,26 
3.30 
o.oo 
0. C,'9 
o.oo 
0,0 0 
41:1. 7 ,00 
97.00 
Tü! 14-AUG-1983 16!31!14 
A\.JE 
l.1l,47 
7,81 
2,77 
6,89 
0,05 
1 ::; • 71 
67,2t:o 
5.96 
is:·. 09 
0.20 
0,04 
2646,81 
307 + 13 
MIN 
o.oo 
0,00 
0,00 
o.oo 
0,00 
o.oo 
0,00 
0,00 
0,00 
0,00 
0,00 
17 7 , 0 0 
97,00 
M~ X 
7'7'9, 00 
4 2 ,90 
11. 2 '.? 
1!,'7 ,36 
1.64 
23 0 ,26 
7::i4. 78 
11 l.. 8 1: 
6B.57 
17,10 
6,9 0 
4117 + 00 
49 0 ,0 0 
rf Pw _ i..CL,· M, ~ 1.\ ALo I 3lo ?Ft.DEFl+Ut...~ Af-7 ~ t-4 
· 16 3. 
VA X/ VM S McH1i tcJT· Ut :i li 'l,\;! 
PAGE MANA GEMENT STATISTICS 
SUMMARY Fr·om: 14-AUG-1983 16!43 !48 
F' as e F au 1 t F~ a t. e 
F'ase F<e ad Rate 
Pase Read 1/0 Rate 
F' as e W r i te Rat P 
Page Write 1/0 Rate 
Free List Fault Rate 
Modif ied List Fault Rate 
Demand Zero Fa ult Rate 
Global Valid Fault Rate 
Wrt In Prosres s Fault Rate 
s~stem Fault Rate 
Fret:-:- L_ist Si7.E.' 
Modifi ed List Size 
F'LAYf:ACI< 
CUF, 
5. ~~8 
o.oo 
o.oo 
o.oo 
o.oo 
2 ,31 
2,97 
0 . 00 
o.oo 
o.oo 
o.oo 
41 27 .00 
l 1 :1. • 00 
SUMMAF: J 7 J NG 
1[J-r A 2. r1?W-L(JL i H ,· -: ,AU) {' 3tv 
PF~A 1'J-I ,,O .. o f' A·to 
To! 14-AUG-1983 16~54! 29 
A\,,1E MIN Mt. X 
112+9~.ï o.oo 6E:1.2~i 
7+32 o.oo 4é, . 20 
2. t,;0 o. oo 1 :? , 50 
7 . 10 o.oo 234,5 2 
0. O~i 0,()0 1. 9 ~:i 
1 !'.'.i. 4 3 o.oo :?46. 3 B 
69,52 o.oo 631 . 25 
5,91 o.oo lt:,2 , 8 4 
18,64 o.oo 71 , 47 
0, :3S' o.oo 24.42 
o.oo o.oo 0.30 
2é,3é.,. 4? l!:'i4,00 41 32 .00 
31é·,.03 :l ll. 00 4 ~• 4. 00 
VAX/VM!:; Mord tor Ut :i. lit ·,,! 
PAGE M~NAGEMENT STATISTICS 
SUMMARY From : 14-AUG-1983 17!20:21 
To: 14 - AU G- 1983 17!31:26 
CUR A1,...'E MIN MAX 
Pase Fault Rate l.6.77 114. 29 o.oo 8::1 9 • 60 
Pase Read Rate 5.59 8,08 o.oo 44.6 9 
Pase Read I/0 Rate 4.60 2. B~i o.oo 10.80 
F'ase Write Rate o.oo 6.49 o.oo 198.01 
Pase Write 1/0 Rate o.oo 0.05 o.oo 1.65 
Free List Fault Rate 4 +93 15+31 0,00 173.68 
Modified List Fault Rate 1+64 69.90 o.oo 635.19 
Demarid Zero Fault Rate 2,63 5.98 o.oo 165 .67 
Global Valid Fault Rate 2.96 19.48 o.oo 69.40 
Wrt Iri PT'osress Fault Rate o.oo 0.2s o.oo 14,4? 
S'dstE•m Fault. F~ate 1.97 0.01 o.oo 1_,c:n 
Free List Si:z.e 4140.00 2!:'i7'6. :':d 128.00 414 3.00 
Modified List Size 141.00 319.00 141.00 499 ,00 
F'L.AYBi::iCK SUMMARIZING 
T"E.$T A3. HPW- 1-01..1H1T .Aù 1' 3tc, 
WSifll. l A J' ,«,c, . 
VA X/ \.JM E Mcirii tcn Uti 1 i t~ 
PAGE MANAGEMENT STnTISTICS 
164. 
SUMMARY F r · c:,111 ! 14-AU(3-· 1983 l / : 3f:: : 46 
Page Fault F~ate 
F'ase F~ead Rate 
Pase Read I/0 R6te 
Pase Write Rate 
Pase Write I/0 Rate 
Free Li s t Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Glob a l Va ljd Fault Rate 
Wrt ln Prosres s Fault Rate 
s~stem Fault Rate 
Fr·ee List Size 
Modified List Size 
PL.AYBA Cf':.: 
Cl.JR 
15.24 
0.60 
0.30 
o.oo 
o.oo 
7.62 
3 + 9é, 
0,00 
3 + 3~:i 
0,00 
0,00 
4067.00 
107,00 
Sl..lMMARI ZING 
To! 14-AUG-1983 17 :49:37 
AVE MIN M(') X 
93.38 o.oo 49c;;•.01 
7. s:i o.oo 3'-1, 42 
2. 7~j o.oo 11. 88 
1.85 0,. 00 l~ï7,8 9 
0.03 o.oo l.98 
-, 
,18 o.oo 4c;•.1 7 , 
58,09 o.oo 403.30 
6.(1.:1 o.oo 24 5' , 0 1 
1B,75 o.oo 76, 7 9 
0.21 o.oo 11.92 
0,00 o.oo 0.33 
:?4~jC,•. 21 120.00 4067,00 
2s:·c;•, 23 76, 00 4ï'3,00 
VA X/ V MS M ü 11i 'Lc:11 · Ut :i 1 i t i,; 
PAGE MANAGEMENT STATISTJCS 
Pase Fault f~ate 
Pase Read Rate 
Pase Read I/0 Rate 
F' as e l,.I r i te Rate 
Pase Write I/0 Rate 
Free List Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Prosress F2ult Rate 
Ssstem Fault Rate 
Free List Size 
Modified List Size 
PL.AYBACI, 
SLJMMAF-:Y 
CUR 
21.0'.'.".i 
1. 3:1 
0,98 
o.oo 
o.oo 
f.,.90 
6.25 
o.oo 
6,90 
o.oo 
o.oo 
4060.00 
97,00 
SUMMARIZING 
F Î "Ülil: :1.11-~·il.J(:;-- 19E:3 1 7 : 55 ! 3 8 
To ! 14- AUG-198 3 18!06!56 
A\,,JE 
94,29 
8. 13 
2,76 
1+22 
0 ,. 0:1. 
:i,81 
60, 8:::'i 
6. 11 
18.34 
0+08 
o.oo 
243:l.,2B 
299.44 
MIN 
0,0 0 
0,00 
o.oo 
o.oo 
o.oo 
o.oo 
0,00 
o.oo 
o.oo 
0,00 
0,00 
89.00 
4:::'i, 00 
Mr~ x 
48 é':,, 46 
39,14 
10.19 
99.0:1 
1+64 
41,58 
37:,:_;, 3f.-, 
243. ~.i6 
6EL 61! 
14.33 
0 , 99 
4060.0 0 
47::'i, 00 
nPN- J.t)t.,,"n, ·, .A ~,(J f' 3iD ?Fe.J>E FA-(..Ji... T Al7- ~ (.4 ,-
\>I i' J)e c. 3, ~ .w 
VAX/VMS Monitor Ut ilits 
F'AGE M(.iNAGEMENT f;TAT I !:;TI u -: 
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SUMMr;Rï F r o ni : l 4 - A t.l G -· l 9 F: :,: l H i l 2 ! :-:i '.:'_; 
To: 14-AUG-1983 i s : 23:50 
F'ase Fault F<ate 
Pase F<e•ad F<ë::t,e 
F'a 5 e Re a d I/0 Rate 
F'ë:se Wri te Ri:d,E• 
F'a se Write 1 / 0 Rate 
Free Li st Fa ult Rat.e 
Modified List Fault R~te 
Deni a nd Zero Fault Rate 
Global Va l.id Fault Rate 
Wr t In Pro5ress Fault R3 l e 
s~stem Fault Rate 
Free List Size 
Modified List Size 
PL AYf:~iCI< 
CUR 
31..47 
6 + :,::2 
4 . s· 1 
o.oo 
o.oo 
1:1 +4 / 
6+22 
2+62 
o.oo 
1 + 9f.:, 
40S'4 + 00 
'ï' I) + ()() 
nPw_ t..01...,· n , r Aw f'3-zo 
WSl)éC 35 f' Mi-o . 
AVE 
104,S' l 
EL30 
3 + 0 :L 
6+8S 
0+05 
11+89 
6,17 
l. 9+ 50 
0 + 3;:_; 
0.01 
24t, 1.f.-.:l 
VAX / I~JM~:; Mor1 i to r- LI t i 1 i ·(, ·,i 
F:•r-iCiE Mr:N('iGEMENT ~:;T ?i TI f;T I c~: 
MIN Mr;:x: 
o.oo 7~-~1f: • 7 4 
o.oo :_;1 ,64 
o.oo 12,87 
0,00 :~3!:) . ::~· 
o.oo 1 .96 
o.oo 2 11 + Bf: 
o.oo 4'7'S,Ol 
o.oo 1 '') r·· ·-;: ,-, ... · • .... J • ._; , .... 
0,00 6é:, , 8 8 
0. oc, 22 ,44 
o.oo 1 .96 
14 ::·;. 00 40S-' 8 + 00 
73 +00 45'3,0 0 
From! 14-AUG-1 98~ 18 142 !43 
ln ~ 1 4-AUG- 1983 1 8 !54: 09 
F' 2: s f:.' Fau l t. Fi 2, t t:· 
Pa~ie F:e ad Ra tE• 
F'a5e Read I/0 Rate 
F'a :~e lJr-i te F:;;:te 
F'a5e Wr-ite 1/0 Rate 
Free List Fault Ra te 
Modified List Fault R~te 
Deniand Zero Fault Rate 
Glob a l Val.id Fault R~te 
Wrt ln Pr-o s r-e ss Fault R~te 
Ssstem Fault Ra te 
Fret> List. f;ize 
Modified List Size 
F'L AYF.:?iCI< 
CUF: 
l + 3~_i 
0.99 
o.oo 
o.oo 
é,,. 93 
7 • :iS' 
0+00 
7. 9:-.) 
o.oo 
o.oo 
4106.00 
l:1.5.00 
Sl.JMM~·1F, I Z I NCi 
AVE 
13:? .17 
} <· 9,1 
2 . 7~.i 
7 , l 7 
0+05 
20, E: 9 
82.0 'ï' 
6 + 12 
0+34 
0,0() 
3:?1,62 
MIN MA X 
o.oo 7 1 3,P.l 
0,00 44 ,26 
o.oo 1 1 , !:'il 
o.oo 2E:B.28 
0. 00 2+4 0 
o.oo 2 3 '?-t?3 
0, 00 5:.; o . 88 
o.oo 2 :1 ~.j.!:.~l 
0+00 69.44 
o.oo -x ,:· '-' .. .1 • 1 3 
0,00 0 . f.·,•.·:; 
lf.,7,00 411 3 , 00 
ll:.i,00 47•::_; + 00 
-rE.11 A+ : n?w-to1..1t1, J A2.o t 3tD 
Aw.SH,N ,;,!) ~ l.D . 
VAX / VMS Münitor Utilit~ 
PAGE MnNAGEMENT STATISTICS 
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SUMMARY Frc,m! 14-AUG-:l.983 2 :1 :2 1 :;·.: '.:i 
Pase Fault Rate 
Pase Read Rate 
Pase Read I / 0 Rate 
F' as e lJ r i te Rat e 
Pase lJrite I/0 Rate 
Free List Fault Rate 
Modif ied List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
lJrt In Progress Faul t Rate 
Ssstem Fault R~te 
Free List Si::€~ 
Modified List Size 
PLAYBACK 
Cl.lR 
4 7 .03 
14.80 
7.56 
o.oo 
o. oo 
14.:l.4 
12.17 
2.96 
s· . 5 3 
o.oo 
1.97 
410 2 .00 
u. :).oo 
Sl.JMMARIZING 
HPW-t-oLin, ·, A!.o f ,~o ' 
Aw.s M,fll >.c> 1' .A~c . 
Tü! ]~-ALJG - :l.9 83 21 ! 32!53 
Al.,.JE MIN Mf";X 
127 . B2 o.oo 7~;:~ . s ,1 
8. l 7 o.oo 41.8 3 
2.86 o.oo 14. 70 
7.07 o.oo 277.22 
0.05 o. oo 2.31 
16.88 o. oo 2 4 7 .4 6 
76.06 o.oo 517. 77 
6.0 2 o.oo lt,O. 7 2 
2'.:i . Of.) o.oo 78.31 
0.4 é., o.oo 3~.65 
O,Ol 0,00 1.97 
26/.:.3,66 190,00 41 24.00 
2 B~.~J + ?3 10-<'!,00 49 S-', 00 
VAX/VM S Mc:,n :i. te:, r Ut :i. li t~:l 
PAGE MANA GEMENT STATISTICS 
F' a~ e Fau 1 t Rate 
F'2!:!e Rf.c'ad F, ate 
Page Read 1/0 Rate 
Pase lJri tE• Rate 
Pase lJrite I/0 Ra te 
Free List Fault Rate 
Mod ified List Fault Rate 
Dem and Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Progress F~ult Rate 
s~steffi Fault Rate 
Free List Siz.e 
Modifi ed List Size 
SUMMARY Frc,111: J t.:--~ll..1(3-·lS'B:.3 :) 1: 3c:;• : 09 
CUF, 
41. 2'.:i 
6+'2'7 
4.95 
o.oo 
o.oo 
16.:l. 7 
8.91 
2.64 
8.25 
o.oo 
1. 9El 
4139.00 
102.00 
SUMMAF: I Z I ,~G 
To: 14-AUG- :l.9 83 21 : so:o~ 
A\.JE 
106.02 
8.08 
2.79 
6.40 
o. o::; 
11.é:.l 
6A,2l 
6. 17 
lB,49 
0.30 
0.01 
21,12 , 8'.:; 
2Bc;·. 77 
MIN 
0,0 0 
o.oo 
o.oo 
0. ()() 
o.oo 
0,0 () 
o.oo 
o.oo 
o.oo 
o.oo 
o.oo 
14B.OO 
102.00 
M(iX 
828.71 
3 f: • 7'4 
1 2 . :) :1. 
197.36 
l.64 
2:B . 33 
71:,9 .f.,3 
200. 66 
69. 63 
l El . H:? 
1. c.;•[:: 
414 0.00 
4 9~:; . 00 
1, .f ,- A 9 - L · A lo f' .3 -e P Fe DE.FA u '- T ,A 2- t- ~ 6 ~ ; 1: nP«- 01,1M 1 T O 1 167. 
Awrri ME .lo t '10 _ 
l,.J(.i X/ 1..JM'.~'. Mc,11i toi-· Ul i 1 i t.s 
P(.1 (3[ MA N?1G Et•îF1 -: T S T t-i TI f3T I c~: 
F y-ü Ill : 1 4 - AU Ci --1 •:;;• E: ~: ;;_; :1 ! ~; ,_~; : ;3 :? 
F' a :si e F ë= u l t F, 2 t. f.? 
Pase F~f:' a d Rat e 
Pase Read I / 0 Ra te 
F· as e l,._I r i t. e F;: a t. E? 
Pas e Wr ite I / 0 Ra te 
Fr- e e-:, 1... j_ s t Fa •-11 t Rat P 
Modi f ied Lis t F a ult Ra te 
r ie lît a 1-, r::i z p l' D F a IJ 1 t F, a t E-' 
Gl oba l Va l id Fault Ra te 
Wrt In Pr-osre s s Fa ult Ra te 
Ss s tP m Fau l t Ra te 
F r-PE:• Li s t ~'.i :-~F• 
Mnd t fjed Li ~t Size 
CUR 
:~8 . ï ' l 
5. 28 
3 +9 6 
o . oo 
o. oo 
f:: • 2 ~5 
7,-~.8 
;,:_:: . 3 l 
o. oo 
l.+ 32 
41 0 1 . 0 0 
8 4, 00 
rt P W' _ L O L ,· N, 1 A l,o f' 3 ~;:; 
A- W r, 1 Hf" -2,(, f ~ . 
T u! :14 - AU G-- 1 c.;•s:3 ? :?! Of.:,! ?/ 
A'-.-'E 
1 2 ~_-_; . 2 :? 
B. /:,ü 
3 . 09 
1 :::; • 02 
0 .1 2 
20 +63 
75 . l 9 
f:., , 15 
18 .:.8 
l . 09 
0 . 0 :1. 
26 00 + ~-; l 
MIN 
o.oo 
o.oo 
o.oo 
o.oo 
0 . O•:.:i 
o. oo 
o. oo 
o. oo 
0 . 0 0 
() + 00 
0 , 00 
: .i() --;/. 0() 
) 'O . o ,:) 
f:_.3 /) ,l f: 
4 7 + :_; :::: 
16. 1l 
26f::+37 
r ) '"} 7 
.:. • JI,: •• \ _, 
2 t.. ? .1 0 
~-; ~.:; 3 . ï' 9 
l.31.:, • ~.d 
8 ·=1 . 4 t1 
2!:L 7l 
1. 3:'. 
4 :IO l. 00 
4 9'7' . 00 
l..1AX / l..!MS Mc,1-ii to r Uli 1 i t~ 
PAGE MANAGE MEN T STATI S TI CS 
F' a se Re a d F~ a te 
Pa se Read I/0 Rate 
Pase Wr i te F~atf.:" 
Pas ~ Writ e I/0 Rate 
Fr e e List Fa ult Rate 
Modified Li s t Fault Rate 
De ma n d Zero Fa ult Ra te 
Glob a l Val id Fault Rate 
Wrt In Pr-os r-e ss Fault Rate 
s~ s tem Fault Rate 
Fr- Pe List SizP 
Modi f ie d Li s t Si ze 
SUMMr:F: Y F r- ü111: 14-- A l.JG -- 1 9 E:3 '.? ::.:: ! 1 0 : ;.i l! 
To : 14 -A UG- 19R3 22~2 2 ! 10 
CLIR AVE: MIN M(-)X 
9.57 l.4 6 .00 () + 00 8 8 7 . ~_;4 
0.66 8 • <;•~; o. oei : ;2 . 5'6 
0+33 3 +43 0,00 15+18 
o.oo 31.45 o.oo 423. 07 
o.oo 0 + 2/.; o.oo 3 C ''") • ~ .:.. 
4+9 5 34.l.9 o. oo 4 0 4. 2S:' 
2.97 7 5' . 2 ~, o. oo 7 18 .1 '.':i 
o.oo 6.40 o.oo 2 14, 14 
1,37 19. 3 3 o.oo 7 1+ 5' 4 
o. oo 2.92 0,00 !:.i ·7 • f.) ·7 
o. oo o.oo o. oo 0. 3:..1 
4031.00 2483. Oï' 53 7 .00 4 0 3 ~i. OO 
78 . 00 302. S C..' 78,0 0 49 5'. 00 
SUMM r1R I Z I NG 
168. 
C. TABLEAUX_SYNTHETIQUES_DES_RESULTATS 
1. Variation des paramètres 
La variation des paramètres a porté sur 
MPW-WRTCLUSTER 
nombre de pages de la liste des pages modidifiées recopiées 
en une opération I/0 
MPW-HILIMIT 
taille maximale de la liste des pages modifiées 
MPW-LOLIMIT 
taille minimale de la liste des pages modifiées 
PFCDEFAULT 
nombre de pages lues sur disque lors d'un défaut de page 
en une seule opération I/0 
QUANTUM 
temps processeur maximum qu'un processus peut utiliser 
en une seule fois 
temps processeur minimum qu'un processus exécutable 
doit recevoir avant d'être éjecté du balance-set 
PFRATL 
nombre de défauts de page sous lequel un working-set 
est automatiquement diminué 
169. 
PFRATH 
Nombre de défauts de page au-dessus duquel un working-set 
est automatiquement agrandi 
WSINC 
nombre de pages dont est automatiquement augmenté un 
working-set lors d'un réajustement croissant 
WSDEC 
nombre de pages dont est automatiquement diminué un 
working-set lors d'un réajustement décroissant 
AWSMIN 
nombre minimum de pages que peut atteindre un working-set 
par les réajustements automatiques 
AWSTIME 
temps processeur minimum pour calculer le taux de défauts 
de page d'un working-set 
170. 
2. Résultats des tests 
=======-=========== 
Les données fournies par les tests sont 
PAGE FAULT RATE 
le taux global de défaut de page pour tous les working-sets 
(nb défauts de page/sec) 
PAGE READ RATE 
le taux de pages lues sur disque suit~ à un défaut de page 
(nb pages lues/sec) 
PAGE READ I/O RATE 
le taux d'opérations I/O de lecture sur disque suite 
à un défaut de page 
(nb d'opérations I/O sec) 
PAGE WRITE RATE 
le taux de recopies des pages de la liste des pages 
modifiées dans le paging file 
(nb pages écrites/sec) 
PAGE WRITE I/O RATE 
le taux d'opérations I/O d'écriture dans le paging file 
des pages de la liste des pages modifiées 
(nb opérations I/O sec) 
FREE LIST FAULT RATE 
le taux de pages lues dans la liste des pages libres 
suite à un défaut de page 
(nb pages lues/sec) 
171. 
MODIFIED LIST FAULT RATE 
le taux de pages lues dans la liste des pages modifiées 
suite à un défaut de page 
(nb de pages lues/sec) 
DEMAND ZERO FAULT RATE 
le taux de pages réinitialisées allouées aux working-sets 
suite à un défaut de page 
(nb pages allouées/sec) 
GLOBAL VALID FAULT RATE 
le taux de défauts de page pour des pages renseignées 
dans la table des pages globales du système 
(nb défauts de page/sec) 
WRT IN PROGRESS FAULT RATE 
le taux de pages demandées lors d'un défaut de page et 
qui sont déjà dans le processus de réécriture sur disque 
{nb pages demandées/sec) 
SYSTEM FAULT RATE 
le taux de défauts de page pour des pages du système 
(nb défauts de page/sec) 
FREE LIST SIZE 
nombre de pages dans la liste des pages libres 
MODIFIED LIST SIZE 
nombre de pages dans la liste des pages modifiées 
TESTS 
PARAMETRES 
MPW - WRTCLUSTER 
MPW - HILIMIT 
MPW - LOLIMIT 
PFCDEFAULT 
QUANTUM 
PFRATL 
PFRATH 
WSINC 
WSDEC 
AWSMIN 
AWSTIME 
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Q) fil ~ Q) Q) Q) Q) Q) Q) Q) Q) Q) Q) 8 - 8 8 8 8 8 8 8 8 8 8 
120 120 ® 120 120 120 120 120 120 120 120 120 
5U0 500 500 500 500 500 500 500 500 500 500 500 
120 8 ® 120 120 120 120 8 8 8 8 8 
127 127 127 ® ® 127 127 ® e ô e ô 
20 20 20 20 20 e 8 20 20 20 20 20 
1 1 1 1 1 1 1 1 0 0 1 1 
120 120 120 120 120 120 120 120 120 120 ® 8 
21 21 21 21 21 21 21 21 21 21 21 21 
35 35 35 35 35 35 35 35 35 35 35 35 
50 50 50 50 50 50 50 50 50 50 50 50 
20 20 20 20 20 20 20 20 20 20 20 20 
0 indique une augmentation du paramètre par rapport à la situation initiale 
o indique une diminution du paramètre par rapport à la situation initiale 
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fil fil fil fil fil fil fil fil 
Q) Q) Q) Q) Q) Q) Q) Q) 
8 8 8 8 8 8 8 8 
120 120 120 120 120 120 120 120 
500 500 500 500 500 500 500 500 
8 8 8 8 8 8 8 8 
® e e e ® ® ® ® 
20 20 20 20 20 20 20 20 
1 1 1 1 1 1 1 1 
120 120 120 120 120 120 120 120 
e e 21 21 21 21 21 21 
35 35 ® e 35 35 35 35 
50 50 50 50 @ e 50 50 
20 20 20 20 20 20 G) G 
~ s 
Page Fault Rate 
Page Read Rate 
Page Read I/0 Rate 
Page Write Rate 
Page Write I/0 Rate 
Fr ee List Fault Rate 
Modified List Fault Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Progre s s Fault Rate 
Sys t em Fault Ra te 
Free Li s t Si ze 
Modifi ed List S i ze 
Test 1 Tes t 2 Tes t 3 Tes t 4 
(Sit. initiale) 
MOYENNE MOYENNE MOYENNE MOYENNE 
MAX MAX MAX MAX 
114 . 2 836.6 98.9 862.8 108.5 610 .6 11 2.9 709. 3 
7.99 57.51 7 . 29 39 .80 8.06 43 . 17 7.55 43.23 
2.88 15.68 2.57 12 . 13 . 2.94 13.15 2.75 15.84 
9.94 394.73 1. 33 118 .03 13. 58 405 . 61 11.15 354.09 
0.08 3. 28 0.01 0.98 0.14 4. 29 0.09 2 .9 5 
17. 72 317 .98 10.58 124.55 20. 10 316.50 18.61 341 . 11 
67.40 758.41 62.25 830.26 58 . 56 401. 31 65 . 75 542 .12 
5.80 252.47 4. 17 22 .69 5 . 87 131 .90 5.85 176 . 92 
19. 19 83.12 18 . 75 76.31 19 . 36 63.96 18 . 67 74. 67 
0.79 60 . 85 0.06 11.47 1. 24 44.82 0.76 29 . 93 
0.00 0 . 92 0 . 00 0 . 33 0 .01 1. 97 0 . 00 0 .98 
2623 41 20 2630 4148 2628 4139 2618 4095 
280 495 330 49 1 306 495 26 1 493 
Tabl eau synthé tique des r ésultats des diffé rents tes t s 
(nb moye n/s ec , nb max/pér i ode ) 
Tes t 5 
MOYENNE 
MAX 
108.8 799 . 3 
7.31 45.72 
2.68 17. 10 
9. 50 393 . 44 
0 . 07 3 .2 7 
16 . 89 367 . 62 
64 .09 781 .90 
5 . 73 2 26 . 79 
18. 35 72 . 03 
0.65 3). 33 
0.01 1. 78 
2654 4 139 
269 489 
Tes t 6 Test 7 Test 8 Tes t 9 Test 10 
MOYENNE MOYENNE MOYENNE MOYENNE MOYENNE 
MAX MAX MAX MAX MAX 
127 . 6 780.9 130.9 1265. 7 115 . 7 588.4 96 . 4 669. 8 111.5 799.0 
6 . 74 43. 56 7 . 23 53 . 13 8.69 54 . 40 9. 27 67 . 30 7.81 42.90 
2.44 12 . 69 2.89 17.49 3.09 15.14 3 . 74 15.82 2. 77 11. 22 
17 . 83 458 . 59 24.05 554.45 8.46 237.62 8.72 277. 22 6.89 197 . 36 
o. 14 3 . 82 0.20 4.62 0.07 2 . 23 0. 07 2.31 0.05 1.64 
24 . 90 371. 94 29. 56 467.98 16.83 204 . 83 10.52 247 .90 15. 71 230 . 26 
74.67 692. 30 71.85 1064.68 69.00 468 . 42 55.69 447 . 51 67.26 754.78 
5 . 77 161.09 4.15 28.94 6 . 24 162 .17 6. 06 153.94 5 .96 111.84 
17 . 92 86 . 5 1 18. 53 86 . 18 19.75 71.06 19 . 16 64.24 19.09 68.57 
1.42 42. 01 3 . 31 115 . 78 0.32 26 . 40 0 . 67 24 .09 0 . 20 17. 10 
0 . 00 0.32 0 .00 0 . 33 0.01 1. 23 0 .00 0.99 0.04 6.90 
2598 4089 2618 4073 2527 4106 2241 3900 2647 4117 
301 485 32 1 499 34 2 486 239 496 307 490 
-~ Test 1 Test Il Test 12 Test IJ Test 14 Test 15 Test 16 Test 17 Test 18 Test 19 (Sit. initial!!) MOYENNE MOYENNE MOYENNE MOYENNE MOYENNE MOYENl'IE MOYENNE MOYENNE MOYENNE MOYF.NNE MAX MAX MAX MIIX MI\X MI\X MIIX MI\X MAX MIIX s Test 20 MOYENNE MIIX 
Page Fault Ra te 114 . 2 836.6 112.9 681.3 114.3 829.6 93.4 499 .0 94 . 3 486 .5 104 .9 758 . 7 IJ2.2 713.8 127 .8 752.8 106.0 828.7 125 .2 fi3(,. 7. 146.0 8137.5 
Page Read Rate 7.99 57 .51 732 46 .20 8.08 44 .69 7 .8 1 34.42 8.13 39.14 8.30 SI .64 7 .94 44. 26 8 . 17 41.83 8.08 38.94 8.68 47 .52 A.95 52."6 
Page Read I/0 Rate 2.88 15.68 2.60 12.50 2 .85 10 . 80 2.75 11.88 2.76 10.19 J.01 12.87 2.75 11.51 2.86 14.70 2. 7'l 12 .2 1 ].09 16.1 1 3 .43 15.18 
Page write Rate 9.94 394. 73 7. JO 234 .52 6 . 49 198.01 1.85 157 . 89 1. 22 99.01 6 .A8 235 . 29 7 .17 288.28 7.07 277. 22 6 . 40 197.36 15 .02 760.)7 J 1.45 423.07 
Page Wr ite I/0 Rate 0.08 3 .28 0.05 1.95 0 . 05 1.65 0.03 1.98 0.01 1.64 0 .05 1.96 0.05 2 .40 o.o~ 2 .31 O. O'i I.M 0 .1 2 2.23 0 . 26 J.52 
Free List Fault Rate 17 . 72 317.98 15 . 43 246 .38 15.31 173.68 7 . 18 49. 17 5.8 1 41 .58 11 . 89 211.88 20.89 237.23 16 .88 247 .41i 11 .61 233.33 20 . fi) 2(,7. 10 34 .19 404 .29 
Hodified List Fault Ra te 67 .40 758 . 41 69.52 63 1.25 69.90 635. 19 58.09 403 .30 60.85 372 . 36 fi) . 52 498 .0 1 82.07 550.88 76.0li 517 . 77 66 . 21 762.63 75 . 19 55 l. 7~ 7'l. 25 718.15 
Demand Zero Fault Rate 5. 80 252 .47 5 .91 1f;2 .84 5.98 165.67 6.04 249.01 6.11 243 .56 6 . 17 125 . 32 6. 12 215.51 6 .02 11i0 . 72 6.17 200.li6 6. 15 11h. r; 1 F;. 40 214 .14 
Global Valid Fault Rate 19. 19 8) . 12 18 .64 71.47 19.48 69.40 18.75 7/i.79 18 . 34 68.64 19.50 66. 88 19. 52 69.44 25 .06 78 .3 1 10 . 4<) Gq_,;3 1P. 5<J 04.41! 19.33 71 . 94 
Wrt In Progress Fault Rate 0 .79 60.85 0.39 24 . 42 0.28 14 . 47 0.21 11 .92 0.08 14 . )) 0.35 22. 44 0 .34 35.13 0. 46 34 .65 0.30 18 .82 1.09 28. 71 2.92 57.87 
System Fault Rate 0.00 0.92 0.00 0.30 0.01 1.97 0.00 0 .33 0.00 0 .99 0.01 1.96 0.00 0.65 0.01 1.97 0 . 01 1.98 0.01 1. 37 0.00 0 .32 
Free List Slze 2623 41 20 2636 41 32 2597 4143 2459 4067 7431 4060 2462 4098 2627 411 3 2664 41 24 2613 4140 2600 4 IOI 2-183 4035 
Hodlfied List Size 280 495 316 494 319 499 299 473 29~ 475 293 493 322 495 285 499 2'l0 495 286 4'19 303 499 
Tableau synthétiqu e des résultats des différents tests (suite) 
·- Page Fault Ra te 
Page Read Rate 
Page Read I/0 Rate 
Page write Rate 
Page Write I/0 Rate 
Free List Fault Rate 
Hodified List Faùlt Rate 
Demand Zero Fault Rate 
Global Valid Fault Rate 
Wrt In Progress Fault Rate 
System Fault Rate (nbmoyen/ 
sec) 
Free List Size 
Hodifled List Size 
N 
., 
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., 
8 
., 
.. 
., 
8 
-13.4 - 5.0 - 1.1 
- 8.8 + 0.9 - 5.5 
-10.8 + 2.1 - 4.5 
-86.6 +36.6 +12.2 
-87.5 +75.0 +12.5 
-40.3 +13.4 + 5.0 
- 7.6 -13.1 - 2.5 
-28 . 1 + 1.2 + 0.9 
- 2.3 + 0.9 - 2.7 
-92.4 +57.0 - 3.8 
0.00 0.01 0.00 
+ 0.3 + 0.2 - 0.2 
+17.9 + 9.3 - 6 . 8 
Ill 
., 
.. 
., 
8 
- 4.7 
- 8.5 
- 6.9 
- 4.4 
-12.5 
- 4.7 
- 4.9 
- 1.2 
- 4.4 
-17.7 
0.01 
+ 1.2 
- 3 . 9 
"' ., 
.. 
., 
8 
+! 1. 7 
-15.6 
-15.3 
+79.4 
+75.0 
+40.5 
+10.8 
- 0.5 
- 6.6 
+79.8 
0.00 
- 1.0 
+ 7 .5 
r--
., 
.. 
., 
8 
+14.6 + 1.3 
- 9.5 + 8.8 
+ 0.4 + 7.3 
+142 -14.9 
+150 -12 . 5 
+66.8 - 5.0 
+ 6.6 + 2.4 
-28.5 + 7.6 
- 3 . 4 + 2.9 
+319 - 59.5 
0.00 0.01 
- 0.2 - 3 . 7 
+14.6 +21.1 
"' 
., 
.. 
~ 
0 
-
., 
.. 
., 
!-< 
-15.6 - 2.4 
+16.0 - 2.3 
+29.9 - 3.8 
-12.3 -30 . 7 
-12.5 -37. 5 
-40 . 6 -11. 3 
-17.4 - 0.2 
+ 4.5 + 2.8 
- 0.2 - 0.5 
-15.2 -74.7 
0 . 00 0.04 
-14.6 + 0.9 
-14.6 + 9 . 6 
Tableau synthétique des variations des mesures moyennes (en pourcentage) 
-
-
., 
., 
., 
8 
N 
-
., 
.. 
., 
8 
,., 
-
., 
.. 
., 
8 
., 
.. 
., 
(-< 
- 1.1 + 0.1 -18.2 -17.4 
- 8.4 + 1.1 - 2 . 1 + I . R 
- 9 . 7 - 1.0 - 4. 5 - 4.2 
-28.6 -34 . 7 -81.4 -87.7 
-37.5 -37.5 -62.5 -R7 . S 
-12 . 9 -13.6 -59 . 5 -67.2 
+ 3 . 2 + 3.7 -13.8 - 9 . 7 
+ 1.9 + 3.1 + 4.1 + 5 . 3 
- 2. 9 + 1.5 - 2.3 - 4.4 
-50 . 6 -64.6 -73.4 -89.9 
0.00 0 . 01 0.00 0.00 
+ 0.5 - 1 . 0 - 6 . 3 - 7 . 3 
+12 . 9 +13.9 + 6.8 + 6.8 
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., 
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., 
.. 
., 
8 
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-
., 
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., 
!-< 
a, 
-
., 
.. 
., 
8 
., 
.. 
., 
8 
0 
N 
... 
.. 
., 
E--< 
- 8.1 +15 . 8 +11.9 - 7.2 + 9.6 +27 .9 
+ 3.9 - 0 . 6 + 2.3 + 1.1 + 8.6 +12.0 
+ 4.5 - 4.5 - 0 . 7 - 3.1 + 7.3 +19.1 
-30.8 -27.9 -2~.9 -35.6 +51.1 +216 
-37.5 -37 . 5 -37.5 -37.5 +50 . 0 +225 
-32.9 +17 . 9 - 4.7 -34.5 +16.4 +93.0 
- 5.8 +21.B +12.9 - 1.8 +11.6 +17.6 
+ 6.4 + 5.5 + 3.8 + 6.4 + 6.0 +10.J 
+ 1.6 + 1.7 +30 . 6 - 3.7 - 3.1 + 0.7 
-55.7 -57.0 -41.8 -62 . 0 +38 .0 +270 
0.01 0 . 00 0.01 0.01 0.01 0.00 
- 6.1 + 0.2 + 1.6 - 0.4 - 0.9 - 5 . 3 
+ 4.6 +1 5 .0 + 1.8 + 3.6 + 2.1 + 8.2 
~ .. .... .. .... ., - •,! N ,., ... ~ - N ,., :!: ~ ~ r-- ~ ~ 0 .... "' "' r-- m "' - - - - N ., .; ., ., ., ., ., ., ., ., ., ., ., ., ., ., ., ., ., ., ., CIi ., CIi ., ., CIi ., CIi Cil Ill Cil ., ., Cil Ill ., Cil ., ., Ill TS .. .... " " " " .. Il " " " " " .. .. .. E " ., .. .. .. f< Ill f< f< f< f< f< f< f< f< f< f< f< f< f< f< f< f< f< f< f< 
Page Fault Rate (nb noyen/ 114. 24 100 98.85 108.52 112.87 108. 8 2 127.56 130.89 11 5. 72 96. 35 111.47 112 .95 114.29 93 .38 94.29 104 .9 1 13 2.17 127 .82 1.06.0 2 125.22 146 . 00 
Page Re ad Rate sec) 7 . 99 7.0 7.4 7.4 6.7 6. 7 5.3 5.5 7 . 5 9.b 7 . 0 6.5 7 .1 8.4 8.6 7 .9 6. 0 6 . 4 7.6 6.9 6.1 
Free List Fault Rate 17. 72 15.5 10. 7 18 . 5 16 . 5 15.5 19.5 22 .6 14 . 5 10.9 14 . 1 13.7 13 . 4 7.7 6 . 2 11.3 15.8 13. 2 11.0 lb.5 23.4 
Modified List Fault Rate 67 . 40 59.0 63 .0 54.0 58 . 3 58.9 58 .5 54.9 59.6 57.8 60.3 61.6 61.2 62.2 64.5 60.6 62.1 59 . 5 62 . 5 60 . 1 54.3 
Demand zero Fault Rate 5 .80 5. 1 4 .2 5.4 5 .2 5.3 4.5 3.2 5. 4 6. 3 5.4 5.2 5 . 2 6 .5 6 . 5 5.9 4.6 4 .7 5.8 4.9 4.4 
Global Valid Fault Rate 19 .19 16.8 19 .0 17 .8 16.5 16 . 9 14 .1 14.2 17 . 1 19.9 12 .1 16.5 17 .0 20.1 19 .5 18 . 6 14.8 19.6 17.4 14 .9 13 . 2 
Wrt In Progress Fault Rate o. 79 0.7 0 . 1 1.1 0.7 0 .6 1.1 2 .5 0 .3 0.7 0 . 2 0.4 0.2 0.2 0 . 1 0.3 0.3 0.4 0.3 0.9 2.0 
System Fault rate 0 .00 0 .00 0.00 0 .01 0 .00 0 . 01 0 . 00 0 .00 0.01 0 . 00 0.04 0.00 0 . 01 0 .00 0 . 00 0.01 0.00 0 . 01 0.01 0.01 0.00 
(nb moyen/sec ) 
Tableau synthétique de la répartition du nombre moyen de dé fauts de page (en pourcentage) 
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