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Abstract—In this paper, we develop an enhanced pilot-based
spectrum sensing algorithm for cognitive radio. Unlike conven-
tional pilot-based detectors which merely detect the presence of
pilot signals, the proposed detector also utilizes the presence of
the signal that carries the actual information. We analytically
compare the performance of the proposed detector with the
conventional one, and we show that the detection performance
is significantly improved.
Index Terms—Cognitive radio, feature detection, performance
analysis, pilot signals, spectrum sensing.
I. INTRODUCTION
Cognitive radio has established itself as the strongest can-
didate to enhance spectrum utilization by enabling secondary
users (SUs) to effectively utilize the unused bands when their
licensed users (also known as primary users (PUs)) are inactive
[1], [2]. One of the key tasks of SUs is to reliably detect
the presence or absence of the PUs using efficient detection
techniques. This task is commonly known as spectrum sensing.
Spectrum sensing algorithms can be categorized into three
different types: coherent detection, feature detection, and en-
ergy detection [3], [4]. Each algorithm requires a different
amount of prior information about the structure of the PU
signal, and accordingly each has a different detection perfor-
mance. For instance, if the SU completely knows the PU signal
structure, coherent detection has the optimal performance
that maximizes the output signal-to-noise ratio (SNR) [5].
However, if the SU has absolutely no clue about the signal
structure, energy detection can be implemented instead, and
due to its simplicity, it has grown to be one of the most
well-known spectrum sensing algorithms. Because it does not
incorporate any prior information in detection, this algorithm
poorly performs at the low SNR-region, a region that is a
commonplace for cognitive radio applications [6]. These two
algorithms represent two extreme scenarios, and thus feature
detectors strike a good balance between them.
In feature detection, partial information is exploited by
the SU to enhance the sensing reliability (e.g., signal fea-
tures). Clearly, this requires additional processing complexity
compared to energy detection. Nevertheless, it is still easier
to implement in comparison to coherent detection, which
requires full information, and this is usually infeasible to
obtain because of the existence of numerous PU networks.
One of the features that can be exploited is the pilot signal.
Thus, pilot-based feature detectors merely require information
about the structure of this pilot signal to enhance spectrum
sensing.
The conventional pilot-based sensing algorithm focuses on
detecting the presence of the pilot signal [6]. This is done
by matching the received signal with a replica of the pilot
signal, which is known a priori at the SU side. However,
this algorithm ignores the presence of the signal that carries
the actual data. In general, more power is allocated to the
data-carrying signal, and we show that if a detector utilizes
both the presence of the pilot signal and the presence of the
data-carrying signal, the detection performance can be further
boosted.
In this paper, we develop a spectrum sensing algorithm,
that is optimal in the Neyman-Pearson sense. The proposed
detector exploits both the energy of the received signal and
the presence of the pilot signal. We analytically derive the
performance of the proposed detector in terms of the false
alarm and miss detection probabilities. We show that the
detection performance of the proposed detector outperforms
the performance of the conventional one.
The rest of the paper is organized as follows. Section II
presents the system model. The performance of the proposed
detector is derived in Section III, and the simulation results
are presented in Section IV. Finally, the conclusions are drawn
in Section V.
II. SYSTEM MODEL
In practical communication systems, part of the signal
power is allocated for a pilot signal to aid detection at the
receiver side. For instance, pilot signals are embedded in
Digital TV signals, and are set to be 11 dB weaker than the
data-carrying signal [7].
In spectrum sensing, the SU wants to decide if the PU
is present or absent, and thus this problem is commonly
described by the classical binary hypothesis testing problem,
which is expressed as
H0 : yi = ni
H1 : yi =
√
θxi,p +
√
(1− θ)xi,d + ni,
(1)
where yi is the received signal at the SU side, xi,p is the pilot
signal transmitted along with the data-carrying PU signal, xi,d,
and ni is a zero-mean white Gaussian noise with variance
σ2 (i.e. ni ∼ N (0, σ2)). Here, θ denotes the fraction of the
total power allocated to the pilot signal. We assume that the
SU observes N independent and identically distributed (IID)
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samples. Furthermore, we assume that |xi,p|2 = |xi,d|2 = P ,
where P = (1/N)
∑N
i=1 |xi,p|2 is the total power allocated
to the PU signal (pilot and data). In other words, the power
allocations to the pilot signal and the actual data are θP and
(1− θ)P , respectively. We denote the SNR by γ = P/σ2.
Conventionally, the following test statistic is recommended
to detect the presence of the pilot signal [6]
ΛP =
1
N
N∑
i=1
xi,pyi, (2)
where it is assumed that the pilot signal is orthogonal to the
data-carrying signal. That is, this detector ignores the presence
of the data-carrying signal.
The objective is to develop a detector that exploits the
presence of the actual data as well as the prior information
about the pilot signal. Because we assume no prior knowledge
of the actual data, it is reasonable to assume that xi,d follows
a zero-mean Gaussian distribution with variance V(xi,d) =
E
[|xi,p|2] = P . In other words, the data-carrying signal is
modeled as xi,d ∼ N (0, P ), and we assume it is independent
of ni. Also, because we assume that xi,p is known a priori,
then it is deterministic.
It can be shown that the probability distribution of the
received signal under both hypotheses is
H0 : yi ∼ N (0, σ2)
H1 : yi ∼ N (
√
θxi,p, P˜ + σ
2),
(3)
where P˜ = (1− θ)P .
Now, we derive the optimal Neyman-Pearson (NP) detector,
where the probability of miss detection is minimized with
constraints on the probability of false alarm [5]. The NP
detector is the likelihood ratio, which is expressed as
N∏
i=1
f(yi|H1)
f(yi|H0) , (4)
where we have used the fact that the samples are IID, and
f(yi|Hj) is the probability density function (PDF) of yi under
hypothesis Hj .
Using (3), then the PDF of one sample under H0 is
f(yi|H0) =
exp
(− y2i2σ2 )√
2piσ2
, (5)
and the PDF under H1 is
f(yi|H1) =
exp
(− (yi−√θxi,p)2
2(P˜+σ2)
)√
2pi
(
P˜ + σ2
) . (6)
Substituting (5) and (6) in (4), and then doing some straight-
forward simplifications, we get the following likelihood ratio
test (LRT)
1
N
N∑
i=1
|yi|2 + 2
√
θσ2
P˜
xi,pyi
H1
≷
H0
λ, (7)
where λ is the threshold that distinguishes between the two
hypotheses. Therefore, the optimum Neyman-Pearson detector
is expressed as
ΛNP =
1
N
N∑
i=1
|yi|2 + 2
√
θσ2
P˜
xi,pyi. (8)
We observe that (8) is a summation of the energy of yi and the
output of matching yi with the pilot signal. This is reasonable
because the hypothesis testing problem in (3) differs in both
the mean and the variance. Thus, the optimal detector exploits
these two parameters to enhance the detection performance as
follows. To exploit the difference in the mean, the detector
correlates yi with xi,p, and to exploit the difference in the
variance, the detector computes the energy of the received
signal.
Because the proposed detector exploits two parameters in-
stead of one, we expect the detection performance to improve.
Clearly, this is at the expense of additional computational
complexity. For instance, in ΛP , we have N+1 multiplication
operations, whereas in ΛNP , we have 2N + 1 multiplication
operations (excluding the multiplication of 2
√
θσ2/P˜ ). Nev-
ertheless, the additional complexity is negligible thanks to the
advancements in computer software and hardware.
III. PERFORMANCE ANALYSIS
The performance of the spectrum sensing algorithm can be
analyzed in terms of the false alarm probability, PFA, and the
miss detection probability, PMD. The former is the probability
that the SU falsely decides the presence of the PU, and it is
expressed as
PFA = P(Λ > λ|H0). (9)
The latter is the probability that the SU falsely decides the
absence of the PU, and it is expressed as
PMD = P(Λ < λ|H1). (10)
Clearly, we want to minimize PFA to enhance the throughput
of the SU. Also, we want to minimize PMD to limit the
harmful interference on the PUs. Unfortunately, there is an
inevitable tradeoff between these probabilities, and this will
be demonstrated using the complementary receiver operating
characteristic (CROC), which is a plot of PMD versus PFA.
A. Proposed Pilot-Based Sensing Algorithm
To find the false alarm and miss detection probabilities, the
probability distribution of ΛNP must be derived. Under H0,
we have
ΛNP
∣∣H0 = A0 +B0, (11)
where A0 = (1/N)
∑N
i=1 |wi|2, and
B0 =
2
√
θ
N
· σ
2
P˜
N∑
i=1
xi,pwi. (12)
We note that A′0 = (N/σ
2)A0 is a central chi-square distribu-
tion with N degrees of freedom (i.e. A′0 ∼ X 2N ). We assume
that the number of observed samples is sufficiently large to ap-
proximate the chi-square distribution as a Gaussian distribution
using the central limit theorem (CLT) [8]. Therefore, it can be
shown that A′0 ∼ N (N, 2N). Similarly, let B′0 = (N/σ2)B0.
Because B′0 is a linear combination of independent Gaussian
random variables, then it is still Gaussian, and it can be fully
characterized by its mean and variance. We have E[B′0] = 0
since E[wi] = 0, and the variance is
V(B′0) =
4θ
P˜ 2
N∑
i=1
V(xi,pwi)
=
4φσ2
P˜
,
(13)
where φ = θ/(1− θ). To summarize, we have
B′0 ∼ N
(
0,
4φσ2
P˜
)
. (14)
Therefore, we observe that when N is large, ΛNP
∣∣H0 can be
approximated as a Gaussian random variable. That is, we have
(N/σ2)ΛNP
∣∣H0 ∼ N(N, 2N
P˜
[
P˜ + 2φσ2
])
. (15)
Following the same procedure, we have under H1
ΛNP
∣∣H1 = A1 +B1, (16)
where A1 = (1/N)
∑N
i=1 |yi|2 and
B1 =
2
√
θ
N
· σ
2
P˜
N∑
i=1
xi,pyi. (17)
Note that A′1 = [N/(P˜ + σ
2)]A1 is a non-central chi-square
distribution with N degrees of freedom and a non-centrality
parameter of η, which is expressed as
η =
θNP
P˜ + σ2
. (18)
That is, A′1 ∼ X 2N (η). Using the CLT, we can approximate
this random variable as a Gaussian one, where A′1 ∼ N
(
N +
η, 2N + 4η
)
. We can expand this such that
A′1 ∼ N
(
N(P + σ2)
P˜ + σ2
,
2N [(1 + θ)P + σ2]
P˜ + σ2
)
. (19)
Similarly, let B′1 = [N/(P˜ + σ
2)]B1, then B′1 has a Gaussian
distribution with mean
E[B′1] =
2Nφσ2
P˜ + σ2
. (20)
Furthermore, the variance is expressed as
V(B′1) =
4θσ4
P˜ 2(P˜ + σ2)2
N∑
i=1
V(xi,pyi)
=
4Nφσ4
P˜ (P˜ + σ2)
.
(21)
To summarize, we have
B′1 ∼ N
(
2Nφσ2
P˜ + σ2
,
4Nφσ4
P˜ (P˜ + σ2)
)
. (22)
When N is large, ΛNP
∣∣H1 can be approximated as a Gaussian
random variable. It can be shown that
[N/(P˜ + σ2)]ΛNP
∣∣H1 ∼ N (m, v), (23)
where
m =
NP +N(1 + 2φ)σ2
P˜ + σ2
, (24)
and
v =
2N
[
(1− θ2)P 2 + (P˜ + 2φσ2)σ2]
P˜ (P˜ + σ2)
. (25)
Finally, the probability of false alarm is expressed as
PNPFA = Q
(√
N/2(λNP − 1)√
1 + 2φγ˜−1
)
, (26)
where γ˜ = (1 − θ)γ, and Q(.) is the tail probability of the
cumulative density function (CDF) of the standard Gaussian.
Similarly, the probability of miss detection is expressed as
PNPMD = 1−Q
( √
N/2[λNP − γ − (1 + 2φ)]√
(1 + γ˜−1)[(1− θ2)γ2 + γ˜ + 2θ]
)
. (27)
Note that from (26), we have
√
N/2(λNP − 1) =√
1 + 2φγ˜−1Q−1
(
PNPFA
)
. Thus, we can rewrite (27) as
PNPMD = Q
(√
N/2(γ + 2φ)−
√
1 + 2φγ˜−1Q−1
(
PNPFA
)√
(1 + γ˜−1)[(1− θ2)γ2 + γ˜ + 2θ]
)
,
(28)
where we have used Q(x) = 1−Q(−x).
B. Conventional Pilot-Based Sensing Algorithm
Ignoring the data-carrying signal, it can be shown that
H0 : ΛP ∼ N (0, (Pσ2)/N)
H1 : ΛP ∼ N (
√
θP, (Pσ2)/N).
(29)
Thus, the probability of false alarm is
PPFA = Q
(
λP√
(Pσ2)/N
)
, (30)
and the probability of miss detection is
PPMD = 1−Q
(
λP −
√
θP√
(Pσ2)/N
)
. (31)
By eliminating λP from (30) and (31), we have
PPMD = Q
(√
Nθγ −Q−1(PPFA)
)
(32)
IV. SIMULATION RESULTS
In this section, we analyze the performance of both the
proposed detector and the conventional one in terms of the
false alarm and miss detection probabilities. We assume here
that θ = 0.1.
Fig. 1 illustrates the CROC curves for different SNR values.
We assume that the SU observes N = 100 samples. We
have the following remarks. It is observed that at moderately-
low SNR-region (e.g., γ = −5 dB), the proposed detector
significantly outperforms the conventional detector. The gains
diminish as the SNR decreases, and in particular, at the very
low SNR-region (e.g., γ = −15 dB), the performance of the
proposed detector slightly outperforms the conventional one.
This can be explained as follows. Recall that the proposed
detector consists of two components: an energy-based compo-
nent and a feature-based one. At the very low SNR-region,
the energy-based component has a very poor performance,
and hence its contribution becomes negligible. In other words,
the proposed detector does not gain from it, and hence it
merely relies on the feature-based component. Consequently,
the performance of the proposed detector is very close to the
conventional one at the very low SNR-region.
Fig. 2 illustrates the performance of the probability of miss
detection with variations of SNR. We observe the following.
Clearly, the miss detection probability is less for the proposed
detector compared to the conventional one. Also, we observe
that the proposed detector is more robust when we need a
tighter false alarm probability (e.g., PFA = 0.001). Finally, in-
creasing the number of samples significantly reduces the miss
detection probability, but such parameter must be carefully
tuned because of the fundamental tradeoff between sensing
time and throughput (i.e. increasing N improves the detection
at the expense of the SU’s throughput) [9]. Alternatively, the
proposed detector requires fewer samples, compared to the
conventional one, to achieve a predetermined PFA and PMD.
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Fig. 1: CROC curves for different SNR levels.
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V. CONCLUSION
Pilot-based detectors strike a good balance between energy
detection and coherent detection. In particular, it requires
partial information (instead of full information), and it is
more robust at low SNR (compared to energy detection).
In this paper, we propose an enhanced pilot-based spectrum
sensing algorithm. Unlike conventional detectors, the proposed
detector does not only search for the pilot signal, but it also
computes the energy of the entire signal. We show that the
probability of miss detection can be significantly reduced espe-
cially for tight false alarm requirements. These results motivate
sharing information about pilot signals between the PU and the
SU networks in order to maintain reliable detection, which
enhances the throughput for the SU and limit the interference
on the PUs.
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