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Abstract
The Study of Optoelectronics in Semiconductor and Metallic Nanoparticle Hybrid Systems
by
Daniel Schindel
Department of Physics and Astronomy
The University of Western Ontario
This thesis examines optoelectronics of photonic crystals and photonic nanofibers, especially
with quantum dots and metallic nanoparticles doped into them. The simulations produced
focus on the quantum dots, which are presented in an ensemble of 3-level systems.
In order to consider a photonic nanofiber in isolation, a model was developed for the density
of photonic states. We studied two profiles, a square cross-section and a circular cross-
section. In addition, we consider two architectures, one where a photonic crystal surrounds a
dielectric fiber, and one where the fiber is another photonic crystal. We found several photonic
nanofibers with a single bound photonic state and calculated the density of states.
We studied dipole-dipole interactions through photon absorption in three-level quantum
dots doped in a photonic nanofiber. The density matrix method was used to calculate the
absorption coefficient and the mean field approximation was used to incorporate dipole-dipole
interactions. It was found that a transparent state can become an absorbing state if the dipole-
dipole interactions are switched on. It is also predicted that one absorbing peak can be split
into two absorbing peaks through judicious selection of the resonance energies of the quantum
dots and the location of the bound photon state in the nanofiber.
We calculated the energy transfer and photoluminescence in donor and acceptor quantum
dots which were embedded in a nonlinear photonic crystal. These quantum dots interacted
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via the dipole-dipole interaction. It was found that the photoluminescence of the acceptor
quantum dot could be controlled by a pump laser.
We have also studied the interactions between a metallic nanosphere and a quantum dot
embedded on a dielectric substrate. Dipole-dipole interactions between them caused energy
absorption, evaluated with the density matrix method. The absorption spectrum was found to
switch from one peak to two peaks when the intensity of the control laser increased. Adding
a metallic nanosphere can also cause splitting. Additionally, fluorescence efficiency in the
quantum dot was found to be quenched by the presence of the metallic nanosphere.
Finally, we studied quantum coherence and interference phenomena in a quantum dot and
metallic nanorod hybrid system. It was predicted that the power absorption spectrum of the
metallic nanorod can be switched from two transparent states to one transparent state by the
control laser.
These findings can be used to create ultrafast all-optical switching and sensing nanodevices.
Also, the systems discussed here have applications in photovoltaics, quantum computation, and
cryptography, among others.
Keywords: dipole-dipole, nanofiber, photoluminescence, photonic crystal, quantum dot,
plasmon-polariton
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Chapter 1
Introduction
1.1 Photonic Crystals and applications
The aim of this thesis is to study optoelectronic properties of quantum dots and metallic
nanoparticles doped in photonic crystals and photonic crystal nanofibers. The field of photonic
crystals has seen a plethora of study and has impacted a wide variety of other fields because
of the current and future potential applications in optoelectronic and all-optical devices [1],
[2], [3], [4], [5]. With photonic crystals and photonic nanofibers, the optical properties are
determined not only by the bulk atomic structure properties, but also by the geometry of where
the groups of atoms are placed. In other words, visible light implies a length scale of a few
hundred nanometers, so optical photonic crystals behave according to shapes of ∼100 - 1000
nm in length, in addition to the properties of atomic structures of sizes ∼0.1 - 1 nm. The sim-
plest photonic crystal is often called a Bragg reflector, and was first described by Lord Rayleigh
in 1888 [6]. This simple reflector qualifies as a 1-dimensional photonic crystal, but 2- and
3-D photonic crystals were not produced until one hundred years later [7], [8]. It should be
mentioned though, that these were cm-scale constructs which affected microwaves, but optical
photonic crystals didn’t have to wait another hundred years. [9].
Photonic crystals reflect light because they have photonic bands which are separated by a
band gap in their photonic energy spectrum. Unlike metallic reflectors, which absorb most
of the photons that manage to penetrate the surface, photonic crystals absorb virtually nothing
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and simply don’t have any allowed modes for propagation within the band gap of the crystal.
When the wavelength of light lies within the bands of the photonic energy spectrum, light
passes through and the photonic crystal transmits the light. However, when the wavelength
of the light in question lies within the band gap, the light is totally reflected. In that case, the
photonic crystal acts as a reflector [7], [8], [10], [11], [12], [13], [14], [15], [16], [17].
One reason this field is such a diverse and fertile area of study is that smaller and faster
optoelectronic devices are seen as important. Photonic nanofibers, which are long cylinders
which confine light to a line with a thickness in the nanometer scale, would qualify as a promis-
ing field to produce such devices [15], [18]. The terms photonic nanowire and nanofiber will
be used interchangeably in this document, as their theoretical treatment is identical. The pur-
pose of a nanofiber in a photonic circuit is to transmit light and possibly select frequencies to
block or allow through.
It is also possible to use an ensemble of quantum dots to allow some frequencies of light
through, while others are preferentially absorbed. Strictly speaking, they don’t need to have
the same length scales as the photonic structures discussed above, but the photons that they
absorb and emit can depend on the size and shape of the dot, rather than depending only on
the bulk properties of the materials used. In other words, while the sizes of quantum dots are
much smaller than the wavelengths of light in question, their optoelectronic properties depend
strongly on the size of these quantum dots. That is, quantum dots have energy levels which
can be adjusted significantly when the sizes of the quantum dots are changed. In that sense,
quantum dots can be an integral part of a photonic circuit, defined as a series of photonic wires
connecting elements which modify light in more interesting ways [19], [20], [21], [22], [23].
Quantum dots were first built in the early 1980s by two groups, [24], [25] but the term ‘quantum
dot’ was not used until 1988 [26].
While a 1-D photonic crystal has been around for a long time, a 0-D photonic object (a
box with inward facing mirrors) did not strike the authors of the Bragg reflector as particularly
useful. More recently, 0-D, 1-D, and 2-D photonic objects have found applications in lab-
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on-chip devices, [27], quantum computation, [28], cryptography, [29], optical switching, [30],
optical detection, [31], etc. [14], [15], [32], [33], [34]. To be clear on terminology here,
a gap between two 1-D photonic crystals creates a 2-D photonic object. A 3-D photonic
object is simply a dielectric, since light is free in all directions. Therefore, a 0-D photonic
object usually requires a 3-D photonic crystal to confine light in all 3 dimensions. The 1-D
photonic heterostructure, where photons are confined to a line, would then typically require at
least a 2-D photonic crystal to fabricate. These have been referred to as photonic nanofibers
to emphasize the connection to fiber-optic cables, or as photonic nanowires to emphasize how
photons are confined within the wire. The nanowire term also helps illustrate connections
between semiconductor confinement of electrons and photonic crystal confinement of photons.
In other words, the photonic band gap in photonic crystals is analogous to the electronic band
gap in semiconductors, and the nanowire term emphasizes this more than the nanofiber term.
Some of these items require some additional clarification. In [27], photonic crystals are
used to slow the propagation of light down so that there is more opportunity for absorption.
Then, infrared light is used, at a frequency where methane absorbs strongly. In this way, the
device is an efficient methane detector. In [28], a photonic crystal waveguide, of the type
depicted in figure 2.5, was used to couple two photonic cavities. In the first cavity, quantum
dots emitted into a cavity mode, and in the second, single photons from the first cavity were
observed. In this way, a photonic fiber was used to connect two elements in a potential
photonic circuit, for use in quantum information processing. In [29], a 2-D photonic crystal
cavity with 1 or 2 quantum dots inside is used as a source for single photons of a predefined
energy, direction, and polarization. The use for quantum cryptography is that this source is
needed. This need is illustrated in [35], where a broad description of many different schemes
for quantum cryptography is given. The first of which involves a set of bits sent from Alice
to Bob to be measured in either the + basis or the X basis. If eavesdropping takes place,
25% of the eavesdropped on bits will be wrong, and normal error correction methods which
are necessary would detect this eavesdropping. Thus, the single photon generation with a
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well-defined polarization is indeed a requirement for this type of encoding.
To further describe some of the results referenced here, in [30], a non-linear photonic crystal
made of polystyrene and air is used as an ultrafast switch, shifting a band gap, so that light will
be blocked and one end or allowed through at the other. In this way, a non-linear photonic
crystal can, by itself, form an ultrafast all-optical switch. In [31], a photonic crystal fiber is
used to confine a light beam, and then probe molecules such as DNA or antibodies are used to
coat the inner surface of the air-holes within the photonic crystal (2D). A thin layer of some
protein would then attach to the probe molecules, creating a thin layer with a different index of
refraction, but enough to detect the molecules in question.
Photonic nanowires or nanofibers technically describe any construct in which light is con-
fined to a line of nanoscopic thickness, but in this document, we restrict ourselves to those
made with photonic crystals. Nanowires have some highly unusual optical properties. One
example of such a property being quantized photonic states. A broad range of new optical
devices have been, and are being produced [13], [14], [33], [36]. Photonic nanowires by
themselves though, can only provide a backdrop to adjust the flow of light. To exert control
over that light, it is usually helpful to have other nanostructures involved. This control can be
achieved when nanoparticles such as quantum dots are doped into photonic nanowires.
Photonic nanowires, also known as photonic nanofibers, can form a photonic circuit ele-
ment with only the addition of quantum dots. When photonic fibers are doped with quantum
dots, it often enables the fiber to act as a switch for certain frequencies of light. That is, when
quantum dots are present in a photonic nanowire, one laser can turn on or off the transparency
of the nanowire to another laser. Our technique for studying the coupling between quantum
dots which are embedded in a photonic environment is that we consider dipole-dipole inter-
actions (DDI) between quantum dots. The photonic environment for chapters 3 and 4 is a
photonic nanofiber, for chapter 5 it is a photonic crystal substrate, and for chapters 6 and 7 it
is simply a dielectric substrate. Our techniques have identical structure, in principle, whether
using photonic or polaritonic crystals, which have a band gap due to the interactions between
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phonons and the electronic structure rather than designed shapes of materials. That is, polari-
tonic crystals, like photonic crystals, have a photonic band gap, it just arises from a different
mechanism. Polaritonic crystals are not considered here though, since they typically have a
band gap in the microwave region, and we prefer the optical regime [11], [16], [17].
For photonic cavities (0-D objects) and photonic fibers (1-D objects) the usual method for
measuring how much a photonic or polaritonic crystal will ‘leak’ photons is through the quality
factor, Q. The quality factor is defined as the ratio of the energy stored in a resonator to the
power loss within that resonator, multiplied by the resonant angular frequency of the waves
in question. However, this is not what is typically measured. Measurements of the quality
factor are generally performed in terms of the location of the resonant frequency and the width
of the resonant peak. For all practical purposes, these definitions are equivalent, with the
common measured quantity being:
Q =
fr
∆ f
(1.1)
In the above, fr is the resonant frequency, and ∆ f is full-width half-maximum of the cavity’s
steady-state vibration spectrum. The quality factor has been measured and calculated for many
different types of fibers and wave guides, several of which made use of photonic crystals. The
Q factor is derived from transmission or absorption spectra of bound photon states. Values for
the Q factor have been observed as high as 40 000 in some systems, and even as high as 600
000 [15], [16], in certain optical cavities designed with photonic crystals.
Whether making photonic crystal cavities, nanowires, or other nanostructures, the emphasis
is usually on the production of smaller and faster optoelectronic devices. Photonic nanowires,
or nanofibers, are studied here and can be made from photonic crystals [15], [18]. It is worth
mentioning, given that the first description of photonic crystals themselves was only twenty-
five years ago, nanophotonics is still an emerging research area. Photonic nanofibers have
been produced with a significant and complete band gap in the optical spectrum. This affords
a similar level of control over photons as semiconductors have for electrons [7], [8], [10], [11],
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[12], [13], [14], [15], [16], [17].
As with semiconductors, photonic nanowires are promising structures, since they have
many optical characteristics which would enable them to form the basis of many optical devices
[13], [14], [33], [36]. Among the possible fields of application are quantum computation, op-
tical switching, and optical detection [14], [15], [32], [33], [34], [37]. Investigating these
systems may enhance our understanding of optoelectronic and nanoscale science.
When an oscillating external electromagnetic field is present, dipole moments will be in-
duced in any quantum dots in the system. These induced dipole moments interact with each
other. This interaction between quantum dots is called the dipole-dipole interaction (DDI).
One common technique for evaluating the effects of the DDI is the local field approximation,
wherein the DDI has been studied for atomic systems and nanostructures [38], [39], [40], [41].
Other phenomena that the DDI influences include quantum entanglement [42], quantum jumps
[43], and resonance fluorescence [44] in two coupled atoms. Atomic gases have also shown
several interesting new effects when DDI effects have been included, such as the enhancement
of inversionless gain and index of refraction, or ultrafast optical switching.
For further clarification, in [42], the degree to which states of 2 two-level quantum dots
are entangled are examined as a function of the distance between the quantum dots. The
interactions between quantum dots which allow states to become entangled are dipole-dipole
interactions here. In [43], ‘quantum jumps’ are investigated which result from dipole-dipole
interactions between two ladder-type three-level quantum dots. A quantum jump is shown
to be a situation where one dot is emitting light consistently, but then the other dot begins
emitting at the same time that the first dot goes dark. This phenomenon was modeled to
arise from dipole-dipole interactions between the quantum dots. In [44], the fluorescence
of two quantum dots is investigated for two Lambda-type three-level dots with dipole-dipole
interactions. They found that under some circumstances, the ‘steady state’ contains persistent
oscillations in the observed fluorescence.
Interesting new effects arising from the DDI have been studied in photonic crystals as well
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[45], [46], [47], [48]. Two noteworthy instances of DDI effects would be self-induced trans-
parency and spontaneous emission, in this case in a photonic crystal doped with two-level
atoms [45]. Also considered previously by Dr. Singh are the effects of the DDI using the
mean field approximation in nanoparticles [46], [47], [48], [49], [50]. Other significant ef-
fects considered by him include electromagnetically induced transparency and the spontaneous
emission cancellation, which have been calculated for photonic crystals doped with multi-level
nanoparticles [46], [47], [48]. He has also studied a selected electronic transition’s ability
to inhibit two-photon absorption [49], [50]. Photonic crystals constitute an important way to
adjust how photons will interact with nanoscopic systems.
Quantum dots are not the only nanoscopic systems where energy transfer is of current inter-
est. In particular, metallic nanostructures have been considered in conjunction with quantum
dots [51], [52]. Quantum dots have excitation energies defined by their size, so their tailored
characteristics have been used to study the optical properties of metallic, biological, and chem-
ical nanosystems [51], [52], [53]. Many optical properties can be significantly enhanced by
the addition of metallic nanostructures. This enhancement is due to the interaction between
the electromagnetic field from localized surface plasmons on the metallic nanostructure and
the exciton within the quantum dot. Among the phenomena which these hybrid systems have
been used to investigate are light harvesting [54] and surface plasmon-enhanced fluorescence
[55].
To further ellucidate, in [51], a two-level quantum dot is considered in the presence of
a metal nanoparticle. They investigate interference effects between the dipole field of the
quantum dot and the external field at the metal nanoparticle. This results in power loss in
the metal nanoparticle having an asymmetric minimum. In [54], a two-level quantum dot is
placed near one of several metal nanorods arranged in the form of a Yagi-Uda antenna which is
resonant with the quantum dot transition frequency. This is used to enhance the directionality
and uniform polarization of emission from the quantum dot. In this way, light is harvested
by the quantum dot, and emitted in a preferred direction. In [55], two-level quantum dots are
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considered in the presence of a rough metal substrate. Fluorescence from the quantum dots are
enhanced three-fold or more. Thus, non-localized surface plasmons enhance the fluorescence
of the quantum dots.
In particular, many studies have focused on fast optical switching mechanisms. In several
chapters, we consider interactions between optical excitations of the components of the system
in question, either quantum dots, metal nanospheres or nanorods, and point out transparent
states which may be switched on or off. Optical excitations in quantum dots are excitons which
arise due to transitions between discrete levels in the conduction and valence bands. The
excitations in the metallic nanorod are called localized surface plasmons, which are nothing
but collective oscillations of conduction band electrons. The surface plasmons arise from the
dielectric contrast between the nanorod and the non-conductive environment. The resonance
frequency of localized surface plasmons can be controlled by the shape and size of the metallic
nanoparticle. When light of the right frequency is incident on a metal nanoparticle, it results
in surface plasmon-polaritons. Interactions between excitons and localized surface plasmons
occur when a metal nanoparticle and a quantum dot are in close proximity. In this hybrid
system, the optical excitation frequencies of the two constituents are resonant with one another.
A large variety of metal nanostructures have been used to study exciton-plasmon interactions
such as gold, aluminum and silver.
For photovoltaic applications, quantum dots possess certain advantages over organic dyes.
For example, their photon absorption and emission depends on the size of the quantum dots,
they emit at a narrow and stable frequency, and quantum dots have a much higher quantum
yield than conventional organic dyes [56]. Quantum dots have been used to label nano- and
microscopic structures for biological imaging and sensing [57]. While quantum dots do emit
at a narrow and stable frequency, they have a broad absorption spectra, which means they make
excellent donors of light energy. Two additional hybrid systems based on quantum dots are
solar cells [58] and bio-sensing [59]. Systems such as these take advantage of resonant energy
states to drive energy from donor quantum dots to acceptor quantum dots. The mechanism
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for this energy transfer is DDIs between quantum dots. These DDIs depend on the distance
between the quantum dots, and the overlap between the resonance energies of the donor and
acceptor quantum dots. Several quantum dot-based biosensors have been developed [59].
Many studies have been recently performed in the field of plasmonics within nanoscopic
systems containing multiple elements. Plasmons, particularly when confined to a finite metal
object, will often be far more localized than photons of the same energy. This can enable plas-
mons to transfer photon-excited energy better than photons. Efficient exciton-plasmon-photon
conversion has been demonstrated, which means that quantum dots and metallic nanoparticles
can produce many promising structures [54], [60], [61], [62]. Entanglement, for one thing,
survives the conversion processes among these three energy packets, so several geometries in-
volving quantum dots and metal nanoparticles have been considered for quantum information
processing [63], [64], [65]. In addition, metal nanostructures have been investigated regarding
the possibility of a two q-bit gate [65], [66]. The metal nanostructures we wish to consider
further are metal nanoparticles near quantum dots.
For further clarification, in [60] and [61], energy transfer from an exciton to a surface
plasmon on a long nanowire is demonstrated. At the end of the nanowire, emission of photons
is observed. Efficient generation of surface plasmons from excitons is demonstrated. In [63]
and [64], quantum dots are not present. Two entangled photons are created, one of them
passes through a metal film. This excites a plasmon which reradiates the photon on the other
side of the film. Entanglement of the final photon to its pair which did not pass through any
film was found to be maintained. In [65], 2 two-level quantum dots are placed with a metal
nanowire between them. The plasmons which travel between the quantum dots enable the
quantum dots to become entangled. In [66], 2 three-level Lambda-type quantum dots are
coupled by a metal nanowire between them. They then devise a 2-qbit quantum gate based on
this coupling. This gate is meant to invert the phase of one and only one possible state of the
system.
Quantum dots and metal nanoparticles have been coupled by linker molecules, [67], [68],
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but these are not always necessary [69], [70], [71]. Some other examples of systems in-
volving this pair of nanostructures are: fluorescence enhancement in the quantum dot, [72],
[73], [74], [75], altering emission rates for the quantum dot, [76] enhancement of the Fano
effect, [77], [78], as a pulse controller for a quantum dot, [74], and electromagnetically in-
duced transparencies [51], [52], [79]. With regards to the shape of the metal nanoparticle,
nanorods, nanospheres, and nanodiscs have been investigated, [69], [73], [80] and also multi-
ple nanospheres [81].
To further outline some of these results, in [72], a metal sphere attached to an armature is
maneuvered close to a two-level quantum dot. In the presence of the metal sphere, fluores-
cence of the quantum dot is enhanced. Also, the models used in this reference claim that
plasmon dipole excitations are not significant, instead quadrupole excitations are more signifi-
cant. In [73], a two-level quantum dot is considered in the presence of a metal nanorod. The
simulations here show fluorescence enhancement in the quantum dot, and also energy loss in
the metal, which shows the same behaviour as in [51]. In [74], a two-level quantum dot is
considered in the presence of a metal nanosphere. The simulations here show fluorescence
enhancement in the quantum dot, and also the metal sphere acts as a pulse controller for the
quantum dot. In [75], silver nanodiscs are used to enhance fluorescence in two-level quan-
tum dots. The polarization of the light in question is shown to make a significant difference
between the absorption spectra for these quantum dots.
For additional clarification, in [76], a metal nanorod was placed near a two-level quantum
dot. Emission rates for the quantum dot in the presence of the nanorod were calculated.
Several configurations were considered as well as the elipticity of the rod. In [77], a two-
level quantum dot is examined in the presence of a metal nanosphere. A Fano peak, where
interference between background photons and resonant excitations produces and asymmetric
profile, is enhanced with the presence of the metal nanosphere. In [78], a two-level quantum
dot is investigated in the presence of a metal nanosphere. In these simulations, fluorescence is
enhanced by the metal sphere, and a Fano peak is also enhanced. In [79], a two level quantum
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dot is considered in the presence of a metal nanosphere. The power loss in the metal was
calculated to have the same type of behaviour seen in [51]. Also, a double-Fano peak was
found for this system.
In this document, nanospheres and nanorods are considered as partners to quantum dots.
The number of possible hybrid materials that can be built from existing nanostructures is enor-
mous [51], [76], [78], [82], [83], [84], [85], [86], [87], [88]. The combination of a quantum
dot and a metallic nanorod has been studied, [76] as well as a metal-dielectric nanoshell [88].
Another example would be [51] and [78], where studies of the effects of weak and strong
exciton-plasmon coupling regimes on the power absorption in a QD-metallic nanoparticle sys-
tem were undertaken by the authors. A three-level quantum dot interacting with a metallic
nanoparticle in the presence of two external fields has been studied for both a ladder-type [83]
and a V-type configuration [84], [85], [86], and [87].
1.2 Thesis outline
The thesis is organized as follows. In chapter 2 we have explained the fundamental physics
needed to understand the thesis. For example, we have explained the basic physics of photonic
crystals, quantum dots, and metallic nanoparticles.
In chapter 3, the energy modes for a photonic nanowire have been studied and calculated.
We model our photonic crystals after reference [89], where logs of semiconductor material
are stacked to produce photonic band gaps in both the near and far infrared regions. A
nominal dispersion relation consistent with photonic crystals was adopted in order to achieve
qualitatively useful results. Photonic wires were modeled in two schemes, each with two
specific geometries. In the first scheme, a pillar of one photonic crystal is embedded in
a larger photonic crystal to produce a wire. This pillar was modeled as having either a
square or a circular cross section. In each case, the photonic density of states was calculated,
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to describe the optical properties of the nanowire. The second scheme investigated was a
dielectric material for the central pillar, rather than a photonic crystal. Again, circular and
square cross sections were considered. It was found that many more modes fit into the near
infrared band gap than the far infrared band gap, and that a circular cross section permits fewer
modes. Finally, a dielectric pillar allows for a wire which is physically much smaller than
a wire with a photonic crystal in the middle. As many photonic devices include such wires,
these qualitative results could be useful in their design.
In chapter 4, we study the coupling between quantum dots through the dipole-dipole inter-
action in photonic nanofibers manufactured by embedding a dielectric material into a photonic
crystal. The embedded dielectric material is doped with an ensemble of three-level quantum
dots. A probe field is applied to monitor the absorption and a control field is applied to induce
dipole moments in quantum dots. Dipoles are induced in quantum dots due to the external
fields, and they are interacting with each other via the dipole-dipole interaction. Quantum dots
are also interacting with the nanofiber through the electron-bound photon interaction. The ab-
sorption coefficient has been calculated using the density matrix method, and the dipole-dipole
interaction has been evaluated in the mean field approximation. It is found that the absorption
spectrum splits from one peak to two peaks in the presence of the dipole-dipole interaction.
The splitting of peaks can be controlled by either the resonance energy of quantum dots or
bound photon states of the nanofiber.
In chapter 5, we have studied energy transfer and photoluminescence in donor and acceptor
quantum dots embedded in a nonlinear photonic crystal. The quantum dots are interacting
with each other via the dipole-dipole interaction. The nonlinear photonic crystal modifies the
dielectric constant of the quantum dots. Using the density matrix method, it is found that the
energy transfer and photoluminescence in a donor quantum dot can be controlled by the pump
field due to the nonlinearity of the photonic crystal. Additionally, our theoretical calculations
agree with recent experiments [90], [91], [92]. This hybrid system can be used to fabricate
ultrafast switching and sensing nanodevices.
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In chapter 6, we studied energy absorption and interference in a quantum dot-metallic
nanosphere system embedded on a dielectric substrate. A control field is applied to induce
dipole moments in the nanosphere and the quantum dot, and a probe field is applied to mon-
itor absorption. Dipole moments in the quantum dot or the metal nanosphere are induced
by the external fields and each other’s dipole fields, and they interact via the dipole-dipole
interaction. The density matrix method was used to show that the absorption spectrum can
be split from one peak to two peaks by the control field, and this can also be done by placing
the metal nanosphere close to the quantum dot. In addition, the fluorescence efficiency can
be quenched by the addition of a metal nanosphere. Again, it would be possible to produce
ultrafast switching and sensing nanodevices using this hybrid system.
In chapter 7, we have studied quantum coherence and interference phenomena in a quantum
dot (QD)-metallic nanorod (MNR) hybrid system. Probe and control laser fields are applied
to the hybrid system. Induced dipole moments are created in the QD and the MNR and they
interact with each other via the dipole-dipole interaction. Using the density matrix method,
it was found that the power spectrum of the MNR has two transparent states, and they can
be switched to one transparent state by the control field. Here also, ultrafast switching and
sensing nanodevices could be produced using this model.
In chapter 8, the main results of the thesis are summarized. Also, possible future research
directions have been proposed.
13
Chapter 2
Fundamentals
In this thesis we studied hybrid systems which are made from photonic crystals, quantum dots,
and metal nanoparticles. Therefore, this chapter will review some basic properties of each of
these constructs.
2.1 Photonic Crystals and Photonic Nanowires
In this section, basic properties inherent to photonic crystals will be discussed. The defining
characteristic of photonic crystals is the reflection of light via interference effects from reflec-
tions at material interfaces. That is, a photonic crystal consists of a periodic arrangement of
alternating layers of two different dielectric materials. A schematic diagram for two dimen-
sional and three dimensional photonic crystals is shown in figure 2.1. In that figure, the two
dielectric materials are shown as being red and yellow, with indices of refraction of nA and nB.
The two materials are shown as having the same thickness in each direction, but these can be
different. The two or three lengths involved could also be different, but then the band gaps
would be different for each direction you consider. If the reflections interfere constructively,
light will be unable to propagate through the crystal, and total reflection will be observed. In
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1 dimension, this is called a Bragg reflector. For reflections in multiple directions, we call it
a photonic crystal. An example of other kinds of reflection would be in metals where electric
fields are simply excluded by the high concentration of ‘free’ charges.
Figure 2.1: Potential geometries for 2D and 3D photonic crystals. Note that they have periodic
arrangements of dielectric materials so as to reflect light in multiple directions.
An important feature of photonic crystals is that they have photonic bands, and these bands
are separated by band gaps in which there is no propagation of light. The band referred to
here is meant to evoke the semiconductor conduction and valence bands for electrons, which
are separated by a band gap. One difference between the two is that photons are not bound
to atoms, so they do not come with an energy level structure which is the origin of the band
structure in solids. Instead, the band gaps in photonic crystals result from multiple reflections
interfering constructively. That is, in a semiconductor, the atomic energy levels and the gaps
between them result in bands and band gaps. In a photonic crystal, interference effects result
in band gaps. One example of a photonic crystal would be silica for the red material and air
for the yellow. Some other examples include titania and air, titania and silica, and aluminum
arsenide and air. In figure 2.2, the dispersion relation, i.e. a plot of energy, ε, vs. wave vector,
k, for a simplified photonic crystal is shown.
Some other features of figure 2.2 are worth mentioning. Near the band edge there is
a region where the effective index of refraction is large, since the slope here is small. In
other words, the speed of light in this material is slow, since the slope of the energy vs. wave
vector curve is small. This means that the effective index of refraction for that frequency
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Figure 2.2: Dispersion relation for a simple photonic structure in 1 dimension, showing a single
valence and conduction band. Note the band gap where photons cannot propagate.
is large. In real photonic crystals the dispersion relation tends to be highly directional [93].
For microwaves, where photon wavelengths are comparable in size to Lego blocks, photonic
crystals as shown in figure 2.1 are attainable [94]. Note that for a 3D photonic crystal at
typical ultraviolet wavelengths of ∼10 nm, this would be akin to stacking quantum dots. The
dispersion relation for a photonic crystal in the visible spectrum is of interest for this thesis.
Given that the defining characteristic of a photonic crystal is the existence of a photonic
band gap, the defining parameters for an extant photonic crystal tend to be the size, location,
and directionality of the band gap in question [95]. The gap-to-midgap ratio, for example, is
often used, [96] and it is defined as:
rgm =
2 (εc − εv)
εc + εv
(2.1)
where εc is the energy at the upper edge of the band gap and εv is the energy at its lower edge.
These letters are chosen to emphasize the similarities with semiconductors, where conduction
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and valence bands exist. All models used here ignore any absorption within photonic crystals,
so any skin depth that may be reported would not be considered here.
One way to increase the size of a band gap is to increase the refractive index contrast
between the two materials used. It is worthwhile to have large band gaps, since the larger they
are, the more control one would have in adjusting the behaviour of light within an arrangement
of photonic crystals.
The simplest way to increase refractive index contrast is to have one high index material,
such as silica, and let everything else be air or vacuum, which do not absorb significantly.
Metals typically have a real part of their refractive index which drops below one, but this
always accompanies some absorption [97].
It is worth pointing out that all photonic crystals discussed in this thesis are assumed to
be isotropic. This would seem to be a problematic assumption to make, considering that no
completely isotropic photonic crystals have yet been produced. However, omnidirectional
band gaps do exist, so photonic crystals which have been produced have some frequencies
which are excluded in every direction. These photonic crystals may be anisotropic in their
band structure, but they do possess band gaps. The model employed in this thesis produces a
band gap, so in any particular direction, the physics is correct. It is only when one considers
the whole structure does the problem of anisotropic band structures arise. Also, the purpose
of these calculations is to simulate qualitatively accurate effects, and not necessarily to provide
quantitatively exact results. The isotropic model for photonic crystals is sufficient for that
purpose.
2.1.1 Photonic Crystal Fabrication and Doping of Quantum Dots
In this section, techniques to produce photonic crystals will be discussed. One way to produce
a photonic crystal with a band gap in 3 dimensions is to arrange spheres periodically in a con-
tainer, fill the empty spaces with a background material, and dissolve the spheres away [98].
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This leaves air spheres with a background material acting as a photonic crystal. Another
technique involves a photosensitive material which is exposed to several lasers that interfere
constructively in order to cross the intensity threshold for exposure, after which either the ex-
posed or unexposed portion is dissolved [89]. The geometry in that reference is also different,
in that their crystal follows the ‘log cabin’ approach. This is where the high-index material is
arranged in rods in a perpendicular cross-hatch, where one layer has lines parallel to the x-axis,
and the next layer has lines parallel to the y-axis, as seen in figure 2.3. If the low index of
refraction material is air or a vacuum, then that leaves a lot of empty space in which objects
smaller than 100 nm or so (such as quantum dots) may be placed.
Figure 2.3: A log cabin geometry for a photonic crystal. 4 layers are shown in different
colours for a photonic crystal. Each layer consists of rods of the same material.
Many of the results discussed in this thesis rely on having an ensemble of quantum dots
within a photonic crystal. The dispersion relation of the photonic crystal, and the specific
geometry of the system enables us to affect density of photonic states at the location of the
quantum dots. The density of states is defined as the number of k-space photon modes
allowed in the system per unit energy. That is,
D (ε) =
dN
dε
= cn(k)
dk
dε
(2.2)
where D is the density of states, k is the wave vector of photons, N is the number of allowed
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photon modes, and cn(k) is a prefactor that depends on the geometry of the system in question.
The subscript n refers to the number of dimensions in the system. The density of states, in
turn, affects the decay rates for the various energy levels of the quantum dots, as per Fermi’s
golden rule. Thus, we wish to have quantum dots doped into the photonic crystal, which is
to say that we want them dispersed within the photonic crystal or dielectric which defines the
photonic circuit element we wish to simulate. Many photonic crystals have a large fraction of
their volume as air [99], [100]. If this is the case, a liquid can be filtered through the crystal,
and then removed. In some cases, this liquid can be a solution of quantum dots, many of
which are left behind in the photonic crystal structure [101]. Since the typical dimensions
of a photonic crystal unit cell are ∼500 nm for visible light, and the dimensions of a typical
quantum dot are ∼3 nm, quantum dots do not interfere with light propagation through the
photonic crystal except when an exciton is excited.
Another technique for doping quantum dots into photonic crystals is to use ultrasound to
disperse quantum dots into the photonic crystal structure, i.e. sonication [102]. If the doping
is to be done into a photonic nanowire or certain other structures, it can be accomplished
effectively by growing them on top of the structure, prior to the formation of the photonic
crystal [103]. The growth of quantum dots is discussed in section 2.2, and the doping process
is discussed at the end of section 2.1.2. The process relies on the specific geometry for the
nanowire.
2.1.2 Photonic Nanowires
In this section, different types of structures made from different photonic crystals will be dis-
cussed. Nanowires, or nanofibers, are fabricated by embedding a cylindrical section of a
photonic crystal or dielectric material into an existing photonic crystal. The light is free to
move along the interior of the cylinder, and it is confined in the perpendicular directions. This
configuration is shown in figure 2.4. Note that a photonic crystal is still a composite structure.
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A cross section is shown in figure 3.1 for a photonic crystal core, or figure 4.1 for a dielectric
core with quantum dots. For reference, the 1-dimensional band structure is shown in figure
2.4b and 2.4c. The interior of the nanowire in that figure is either a dielectric and labeled as
C, or labeled as photonic crystal A. The photonic crystal that forms the background of ev-
erything is labeled as photonic crystal B. Thus, the energies displayed in that figure are: εcB,
the conduction or upper band edge for photonic crystal B, εcA, the conduction or upper band
edge for photonic crystal A, εvB, the valence or lower band edge for photonic crystal B, εvA, the
valence or lower band edge for photonic crystal A, and εp, the energy of a trapped photon.
Figure 2.4: A wire shape with a square cross section cut out of a larger material. For all wires
considered in this document, the larger material is a photonic crystal, but the central region may
be a dielectric or another photonic crystal. That is, the blue region, region B is a photonic
crystal. Region A is also a photonic crystal, but may be replaced by region C, a dielectric.
In figure (b), we see the band structure for this system when there is a photonic crystal in the
centre. A photon of energy εp is confined within the wire. In figure (c), there is a dielectric
material C in the wire, but the photon is still confined to the wire.
A completely different geometry for a photonic nanofiber is a flat sheet with holes drilled in
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it so that it acts as a photonic crystal in the two dimensions of the plane of the flat sheet. This
is shown in figure 2.5. In the upper half of that flat sheet, there is a continuous 2D photonic
crystal, and below that is a horizontal region where light in the band gap may pass through.
Thus, light is confined by the photonic crystal in the direction from the top of the diagram to
the bottom, and is free to propagate horizontally. In addition, the thin, flat sheet confines the
light due to total internal reflection. In this way, light can be confined on nanoscopic scales
by two different mechanisms.
Figure 2.5: A two-dimensional photonic crystal with two waveguides. If this is a thin sheet,
the waveguides may be nanofibers. Quantum dots are shown resting on the surface of the thin
sheet, effectively doped into the interior of the nanofiber.
Another facet of figure 2.5 is the quantum dots which lie on the surface of the nanofiber.
Given the typical sizes mentioned, quantum dots would be much smaller than depicted, and
presumably there would be more of them. Also, according to the fabrication method of
figures 2.6-2.8, the quantum dots can be grown in place prior to etching out the circles of
figure 2.5. This means that, for that fabrication method, the photonic nanofiber shown in
figure 2.5 would be appropriate. This method produces quantum dots attached to a surface,
and the evanescent field of any light passing through the nanofiber would be able to interact
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with quantum dots on the surface. Therefore, quantum dots are interacting with the photon
modes which are confined to photonic nanofiber. Finally, this scheme can lay out nanofibers
according to a desired circuit pattern, and quantum dots can form a photonic circuit element.
Just what that circuit element does is the subject of each chapter. However, it is worth noting
that the geometry of figure 2.5 is not discussed further in this document, only the geometry of
figure 2.4.
2.2 Quantum Dots
In this section, some basic properties as well as fabrication methods for quantum dots will be
discussed. Quantum dots are studied further in chapters 4, 5, 6, and 7. A quantum dot is
defined as any nanoscopic structure with a small number of discrete energy levels. Given that
an atom satisfies these criteria, but is around 10 to 100 times smaller, (diameter, not volume)
quantum dots are sometimes referred to as artificial atoms. Typically, quantum dots are
spheres that are around 3 nm in diameter, and are made of semiconductors such as CdTe or
GaAs. It may be sufficient to confine an electron with a homogeneous nanostructure, but it
is sometimes preferable to have additional confinement. This can be achieved if a sphere of
one semiconductor is surrounded by a shell of another semiconductor, when the band structure
is set up similar to figure 2.4b. Electrons are confined in a quantum dot and have quantized
energy levels which for a spherical dot are:
En =
s2nl~
2
2mR2
(2.3)
where snl is the normalization factor associated with the nth zero of the lth spherical Bessel func-
tion of the first kind, m is the mass of an electron, and R is the radius of the inner sphere. This
is only an approximation, derived for an impenetrable spherical boundary. In a real quantum
dot there would be some penetration of the wave function into the shell. The main point here
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being that the energy levels of a quantum dot can be set at desired levels by adjusting the size of
the quantum dots in question. For the purposes of this thesis, however, the internal structure
of a quantum dot is largely ignored, and an energy-level structure is assumed. Quantum dots
hold localized excitons and they interact with photons and each other through dipole-dipole
interactions.
However, it is worth examining briefly how quantum dots are produced. After all, any
theoretical calculation remains a thought experiment until something physical is built based on
that calculation. One way to create quantum dots is through molecular beam epitaxy. In
molecular beam epitaxy, atoms are laid down on a substrate at an arbitrarily slow rate, such that
one has enough control to lay down one layer of one species, followed by a single atomic layer
of another species. When molecular beam epitaxy is used to produce a slab of one material on
top of a slab of another material, the lattice constants of the two materials in question need to
match. For a single layer this doesn’t really matter, the new species will simply fit itself onto
the lattice of the substrate, but with successive layers, the bulk properties of the new material
will assert itself, and its lattice structure will eventually take over. If the mismatch is too great,
the new material won’t form nice single layers anymore, but instead form ‘bubbles’ or ‘islands’
where the new material builds up. These structures, while consisting of a wide variety of sizes,
do function as quantum dots [104].
Another method of producing quantum dots, one which provides significantly more control
over the energy levels of the finished product, also employs molecular beam epitaxy. This
sort of quantum dot works best with the nanowire geometry found in figure 2.5. To produce
this sort of quantum dot, one starts with a substrate coated in a thin layer of something that will
dissolve, known as a resist. A desired pattern (such as a circle for a disc-shaped quantum dot)
is then etched into the resist. This is done with an electron beam to alter the chemical structure
of the resist in a pre-defined area. This can be seen in figure 2.6. A developer removes only
the exposed portion of the resist, and a layer of metal or semiconductor is laid down. This
phase is shown in figure 2.7. Finally, the remainder of the resist is dissolved away leaving a
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quantum dot on the surface of a specified size and shape, as in figure 2.8. So long as the layer
of metal that will form the quantum dot is thinner than the resist, the quantum dot will not be
connected to the rest of the layer, and when the underlying resist is dissolved away, only the
quantum dot remains [105].
If it is necessary for the particular application, a more complicated series of resists and
layers can result in a more elaborate geometry [106], such as a semiconductor sandwich on top
of the substrate or another resist. Different types of resists can be used that dissolve in different
solvents, so that a quantum dot can be produced with an inner and outer semiconductor. Then,
if it is necessary, the sides of this sandwich could be coated with another exposure to the
coating semiconductor. All quantum dots discussed in this thesis are assumed to be precisely
controlled, not only in their energy levels, but also in the allowed transitions.
Figure 2.6: A substrate with a resist being exposed. First, the substrate is coated with a resist,
and then an electron beam exposes a portion of the resist in the desired shape of the eventual
quantum dot.
To dope quantum dots in something in the form of figure 2.4, it may not be sufficient to use
the techniques described above. One could certainly have one more layer of a different type
of resist, so that when this layer underneath everything is dissolved away it carries the quantum
dot with it, and the quantum dot exists in solution. If this mechanism does not provide
quantum dots with the requisite properties, or does so at too high a cost, another technique may
be necessary. Many techniques have been employed, including assembly by viruses [107], but
the only remaining one that will be described further here is colloidal synthesis. When certain
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Figure 2.7: A substrate with a quantum dot laid down. The exposed portion of the resist was
removed by a developer, and then a layer of the desired material for the quantum dot was laid
down.
Figure 2.8: A substrate with only the quantum dot remaining. The resist was dissolved away,
taking the excess material with it.
compounds are heated sufficiently in solution, they dissolve and transform into monomers.
Normal crystal growth happens when there are nucleation sites and a supersaturated solution,
and the strategy usually does not include nucleation sites beyond the monomers themselves.
Once crystal growth has begun, the equations of state for the system will define a critical size,
where crystals neither grow nor shrink. With careful timing of different chemical processes,
the final solution will contain quantum dots with very similar sizes [108].
The allowed transitions for a quantum dot is another important consideration. That is,
as with atoms, not every transition is allowed within a quantum dot. For dipole transitions,
those that take place with only a single photon, the angular momentum quantum number must
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change by exactly one. This means that for a 3-level quantum dot, which is the case for all
quantum dots considered in this thesis, one level may transition to either of the others, but those
other two may not transition between each other. In other words, one level is ‘special’, and
those levels which are not ‘special’ can only decay or be excited to the ‘special’ level. The
level transition scheme is often denoted as quantum dots which are: V-type [109], (the ground
state is the special one) ladder type [110], (the middle state is the special one) or Λ-type [111]
(the highest energy level is the special one). V-type quantum dots are investigated in chapters
4 and 7, with an example being figure 2.9. Ladder-type quantum dots are investigated in
chapters 5 and 6, with an example being figure 2.10. The level structure for a Λ-type 3-level
quantum dot is shown in figure 2.11.
Figure 2.9: A V-type 3-level quantum dot. The only disallowed transition is the |2〉 ↔ |3〉
transition.
Finally, quantum dots can interact with one another in addition to interactions with external
electric fields. Much of chapters 4, 5, 6, and 7 describes these interactions, so it is worthwhile
to outline them here. When a quantum dot is excited by an external fields, there is a transition
dipole moment associated with that excitation. This dipole moment produces an electric field
which other quatum dots can interact with. They interact, since each quantum dot will be
excited, having its own transition dipole moment, and dipole moments have some energy of
orientation in an electric field. In this way, external laser fields enable quantum dots to interact
with one another. These interactions are called dipole-dipole interactions (DDIs).
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Figure 2.10: A ladder-type 3-level quantum dot. The only disallowed transition is the |1〉 ↔
|3〉 transition.
Figure 2.11: A Λ-type 3-level quantum dot. The only disallowed transition is the |1〉 ↔ |2〉
transition.
2.3 Metal Nanoparticles
In this section, the interactions between metallic nanoparticles and quantum dots are consid-
ered. For an ensemble of quantum dots, photonic crystals can be used to affect emission
rates for these quantum dots, but there are other structures which can also have this effect. In
chapters 6 and 7, a metal nanoparticle is paired with a quantum dot, which impacts the effec-
tive electric field that the quantum dot feels, since it is polarized by the laser, and produces a
dipole electric field which is felt by the quantum dot. Metal nanoparticles can therefore be an
important part in photonic circuit elements.
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The effect of a metal nanoparticle on a quantum dot can proceed in this way: A typical size
for metallic nanoparticles could be up to 600 nm, certainly enough that electrons are effectively
free within them. However, for the purposes of this thesis, 1 - 20 nm is more appropriate [112],
[113]. This is small enough that collective oscillations of electrons, known as plasmons,
are dominant at the surface, not the interior. These surface plasmons are excited by the
electric field at the metallic nanoparticle’s location. For those systems under consideration,
the energy of these localized surface plasmons is similar to that of an exciton transition in the
nearby quantum dot, so in this way, they can interact. Therefore, energy may be transferred
between an external field and the metal nanoparticle, or between a quantum dot and that metal
nanoparticle.
Energy may also be transferred to the metal nanoparticle when it is polarized by the quan-
tum dot’s dipole field. That is, dipole-dipole interactions may be considered, as they were for
quantum dots alone. This means that the decay rate of the quantum dot from an excited state
has been affected. Finally, the polarization of the metal nanoparticle by the dipole field of the
quantum dot may be felt in turn by the quantum dot. When modelling these interactions, a
metal nanoparticle may be treated as another quantum dot, in that it will be excited at a specific
resonance energy, but there are a few differences. For one, at the energies considered here, the
excitations are localized surface plasmons, so that the fields they produce are not screened by
the interior of the nanostructure in question. Another difference is the fact that the dielectric
function of a metal is generally more complicated than that for a semiconductor, not to mention
complex. An imaginary part to the dielectric function introduces another source of energy loss
in the system. These effects will be examined further in chapters 6 and 7.
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Chapter 3
The theory of cylindrical photonic wires1
In the previous chapter some background material was given. In this chapter, photonic
nanowires, also known as nanofibers, are investigated, and energy levels and the density of
states are calculated.
3.1 Introduction
There has been much interest in finding materials for use in the production of smaller and
faster optoelectronic devices. One such group studied here is the nanophotonic wires made
from photonic crystals [15], [18]. It is worth pointing out that nanophotonics is an emerging
research area, and has applications in signal processing, information technology, cryptography,
and in sensing and imaging applications. Even photonic crystals themselves are barely twenty
years old as structures with a multidimensional band gap.
By definition, photonic crystals have an energy gap in their photonic energy spectrum.
That is, some wavelengths of light will be reflected, in a band, but most wavelengths will pass
1Material in this chapter has been published: M. R. Singh and D. Schindel, Solid State Communications, vol.
151, p. 582, (2011).
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through. There has been considerable interest in photonic crystals recently, because they can
be used to control the properties of light in the same way semiconducting materials can control
the propagation of electrons [7], [8], [10], [11], [12], [13].
When a photonic crystal is used as a cladding in something like a fiber optic cable appli-
cation, it is referred to as a photonic wire. If it is small enough, the term photonic nanowire
may be used. Work on photonic nanowires as a class of structures shows great potential as
they have intriguing optical properties, and can be used to create a broad range of new types
of optical devices [13], [14], [33], [36]. Several of these were discussed in chapter 2; in this
chapter, we focus on the energy structure for photons in nanowires themselves. We hope that
by studying these systems we can enhance our knowledge of nanoscale science and optoelec-
tronic technology.
The aim of this chapter is to calculate the energies and the density of states for the vari-
ous photonic bound states within a photonic nanowire, using nominal parameters for existing
materials. The transfer matrix method was used to find bound state energies, and the density
of states is used in numerical simulations. It is found that the density of states has singular-
ities near the bound states. It is also found that the number of bound states depends on the
cross-sectional area of the nanowire.
Nanowires can be made by embedding a three dimensional (3D) photonic crystal into an-
other photonic crystal. A schematic diagram of the nanofiber is shown in figure 3.1. Another
view of a fiber was shown in figure 2.4, as with the band structures that will be discussed.
Due to this band structure engineering, the photons are confined within the embedded crystal.
Hence, this structure acts as a nanowire. The central crystal in a photonic wire is referred to
as the ‘core’, and the photonic crystal that surrounds it will be referred to as the ‘jacket’. Note
that the jacket photonic crystal is infinitely large. We have modeled the core photonic crystal
with either a square or circular cross-section. We have also investigated photonic wires made
by embedding a dielectric material such as silica into a photonic crystal. A dielectric core was
examined with either a square or circular cross-section.
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Figure 3.1: Here we see a cross-section of two photonic crystals with different photonic crystal
wires running through them. On the left, we have a circular cross-section, and on the right it
is square. Each photonic crystal in this example uses the same materials, the only difference
being the lattice constant. The lattice constant though, is enough to make the difference
between photonic crystal A and photonic crystal B.
3.2 Photonic Crystal Wires
In this section we study a photonic crystal wire made from two 3D photonic crystals, A and B,
where A is embedded in B. The wire lies along the z-direction, and its length is taken as dz.
Both crystals A and B are fabricated from dielectric spheres which are arranged periodically in
a background material. These types of crystals have been widely fabricated by many research
groups [114], [115]. For example, Wijnhoven used air spheres in a titania background [100].
The refractive indices of a sphere and the background material in crystal A are taken as nsA and
nbA, respectively. Likewise, for crystal B we have n
s
B and n
b
B. Diameters of the spheres in
crystals A and B are denoted by 2rA and 2rB, respectively.
We consider a system where the band gap of crystal A lies within the band gap of the B
31
crystal. Therefore, in this geometry, photons with energies lying within the band gap of the B
crystal, but outside the band gap of the A crystal are confined within the wire.
To calculate the Bloch wave vectors for photonic crystals we have used the dispersion
relation derived for a three-dimensional photonic crystal by John’s group [116]. This model
has been widely used to calculate optical properties of three-dimensional photonic crystals.
According to this model, the components of Bloch wave vectors in photonic crystals A and B
are written as:
kA =
√
f 2A(εk) − k2z (3.1a)
kB =
√
k2z − f 2B(εk) (3.1b)
where kz is the component of the Bloch wave vector along the z-direction. The function f j(εk)
is written as:
f j(εk) =
1
L j
arccos
(
M j − F j
)
(3.2a)
M j =
(
nsj + n
b
j
)2
4nsjn
b
j
cos
2εk
(
nsjr j + n
b
jb j
)
~c
 (3.2b)
F j =
(
nsj − nbj
)2
4nsjn
b
j
cos
2εk
(
nsjr j − nbjb j
)
~c
 (3.2c)
where j = A, B, 2ba = LA − 2ra, and 2bb = LB − 2rb. Here, LA and LB are the lattice constants
for crystals A and B, respectively.
With the help of equation (3.1), kB can be expressed in terms of kA:
kB =
√
f 2A(εk) − f 2B(εk) − k2A (3.3)
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3.2.1 Cylindrical Wire
First we consider a photonic wire which has a cylindrical shape (see figure 3.1a). The cross
section of the wire A is circular, and its diameter is taken as d. The cylindrical coordinates for
the wire are taken as (r, θ, z). Using boundary conditions at r = d/2 and a particular angle θ for
the Bloch waves at the interfaces between crystal A and B, the following dispersion relations
for bound photons have been obtained as [117]:
Dm −
(
fB
fA
)2
Nm = m2Gm (3.4a)
where:
Dm =
Jm−1(kAd/2) − Jm+1(kAd/2)
(kAd/2)J(kAd/2)
(3.4b)
Nm =
Km−1(kBd/2) + Km+1(kBd/2)
(kBd/2) Km(kBd/2)
(3.4c)
and functions Jm(x) and Km(x) are the m
th order Bessel function and the mth order modified
Bessel function of the second kind, respectively. Also, kA and kB are the components of Bloch
wave vectors perpendicular to the z direction, and along the radius of the circular wire. For
what follows,
Jm = Jm(kAd/2) (3.5a)
Km = Km(kBd/2) (3.5b)
and now we can define:
Gm =
S PJmKm
Qm
(3.6a)
where:
S =
[
(kAR)−1 (kBd/2)−3 + (kAd/2)−3 (kBd/2)−1
]
(3.6b)
P =
( fBfA
)2
(kAd/2)2 + (kBd/2)2
 (3.6c)
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Qm = (kBd/2) Km
[
(Jm−1 − Jm+1)
] − (kAR) Jm [Km−1 + Km+1] (3.6d)
Also, m is the quantum number related to the angular coordinate θ, and it has values m = 0,
1, 2, and so on. The above equation is valid both for transverse electric (TE) and transverse
magnetic (TM) modes.
Therefore, by putting the value of kB from equation (3.3) into equation (3.4), we can eval-
uate numerically the quantized values of kA for a given value of quantum number m. We
denote the quantized values of kA as kmn. Here, the quantum number n is due to the radial
boundary condition. It has values n = 1, 2, 3, and so on. Therefore, in circular wires we
have two quantum numbers, m and n. The energies of bound photons in the wire are denoted
as εk = εmnkz , and they can be obtained from equation (3.1). They are:
fA
(
εmnkz
)
=
√
k2mn + k2z (3.7)
where εnm is the energy of a bound state when kz = 0.
For both TE and TM cases it has been shown [117] that m = 0. Bound photon energies
are calculated from equation (3.4) by putting m = 0. This gives:
J1(kAd/2)
J0(kAd/2)
=
(
fB
fA
)2  kA√ f 2A − f 2B − k2A
 K1(kBd/2)K0(kBd/2) (3.8)
where quantized energies are denoted as ε0nkz .
3.2.2 Rectangular Wire
Let us consider a rectangular wire. The width and height of the wire are assigned dx and
dy, respectively. (see figure 3.1b) For convenience, we set the origin in the middle of the
wire, so that the boundaries occur at x = ±dx/2 and y = ±dy/2. Photons propagate along
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the z-direction in the wire and exponentially decay in crystal B. Using boundary conditions
for the Bloch waves at the interfaces of crystals A and B, the following dispersion relations for
photons confined in the wire have been obtained [18]:
kx tan(kxdx − mpi2) =
f 2A(εk)
f 2B(εk)
√
f 2A(εk) − f 2B(εk) − k2x (3.9)
ky tan(kydy − npi2) =
f 2A(εk)
f 2B(εk)
√
f 2A(εk) − f 2B(εk) − k2y (3.10)
where m = 0, 1, 2, . . . and n = 0, 1, 2, . . . Here, kx and ky are x and y components, respectively,
of the Bloch wave vector kA.
The wave vectors kx and ky in equations (3.9 and 3.10) are quantized and have quantization
number m and n, respectively. Let us rename kx and ky to be km and kn, respectively. The
quantized energy is found from equation (3.7), where k2mn = k
2
n + k
2
m.
Now we calculate the density of states (DOS) for these nanowires. As we know, the DOS
plays a very important role in calculations of the refractive index, absorption coefficient, and
photo-luminescence studies. The DOS was discussed briefly in chapter 2, section 2.1.1. The
expression for the DOS for square and circular nanowires is calculated in reference [14], and it
is written as:
ρ(ε) =
dz
pi
∑
m,p
fA(ε)ς (ε)√
f 2A(ε) − f 2A(εmn)
Θ (ε − εmn) (3.11a)
where:
ς(εmpkz) =
1
La
η+
(
εmnkz
)
− η−
(
εmnkz
)
√
1 − cos2
[
fA(εmnkz)La
] (3.11b)
η±
(
εmpkz
)
=
(
nsa ± 1
)2 (nsara ± ba)
2nsa~c
κ±
(
εmpkz
)
(3.11c)
κ±
(
εmpkz
)
= sin
(
2εmnkzn
s
ara
~c
± 2εmnkzba
~c
)
(3.11d)
Here we comment on the validity and limitations of our theoretical equations (3.1-3.11).
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These equations are derived for photonic crystal and dielectric wires under the assumption that
the interface between the embedded material (core) and the host material (jacket) is smooth and
does not have any roughness or defects. For photonic crystal wires (i.e. (3.8-3.10)) we have
assumed that the core photonic crystal must have a perfect band gap. It means that there is no
leakage of photons from the core to the jacket. In other words, the core should be a perfect
reflector when the energy of photons lies within the band gap of the core photonic crystal. It
is experimentally found that if there are less than 10 unit cells, the photonic crystal is not a
perfect reflector and there is a leakage of photons [118]. In our formulation we have used the
band structure for 3D photonic crystals from reference [89]. This band structure was obtained
for photonic crystals containing an infinite number of lattice cells. Therefore, when the core
has less than about 10 lattice cells, the theoretical equations derived for photonic crystals are
not valid.
3.2.3 Dielectric Wires
Now we study the dielectric wires which are fabricated by embedding a dielectric material A
(the core) into photonic crystal B (the jacket). In the literature, we can see that these types
of wires have been fabricated widely [13]. Let the refractive index of the dielectric material
be nd. The equations derived for bound photon states for the rectangular (equations (3.9 and
3.10)) and circular wires (equations (3.4 and 3.8)) in the previous subsections are valid for these
types of wires, except for the following equation. The function fA for both wires (circular or
square cross section) should be replaced by the following function:
fA (εk) =
(
εk
~c
)
nd (3.12)
Finally, we calculate bound states and DOS of nanowires whose core is made from a di-
electric material. The expression for the DOS for a square nanowire is calculated in reference
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[116], and is written as:
ρ(εnmkz) =
dz
pi
∑
m,p
(
nddz
pi~c
)
ε√
ε2nmkz − ε2nm
Θ
(
εnmkz − εnm
)
(3.13)
3.3 Results and Discussion
We modeled 3D photonic crystal A (core) as GaAs spheres with the background material, air.
The refractive indices for GaAs and air are taken as nsA = 3.32 and n
b
A = 1, respectively. The
diameter of GaAs spheres is aA = 175 nm, and the lattice constant for this photonic crystal
is LA = 700 nm. Using the band structure model of reference [89], we have calculated the
band structure of this crystal and found that the upper and lower band edge of the band gap
lies at εuA = 0.381 eV and ε
l
A = 0.179 eV, respectively. Hence the band gap of this crystal is
ε
gap
A = ε
u
A − εlA = 0.202 eV.
On the other hand, we have considered a 3D photonic crystal B, (jacket) made from AlAs
spheres and air. The refractive index for AlAs is taken as nsB = 2.87. The diameter of
AlAs spheres is aB = 175 nm, and the lattice constant for the photonic crystal B is LB = 700
nm. For this crystal, the upper and lower band edges lie at εuB = 0.399 eV and ε
l
B = 0.205
eV, respectively, and εgapB = ε
u
B − εlB = 0.194 eV. Note that the upper edge of the band gap
in the core crystal is lower than that of the jacket crystal. Therefore, it satisfies the band
gap engineering requirements. The difference between the upper band edges of the core and
jacket energies is calculated as ∆εc = εuB − εuA = 0.018 eV . We call this the well depth
of the nanowire. In other words, when a photon propagates within the core crystal and its
energy lies within ∆εc, this photon will be confined within the core. For example, photons
with wavelengths from 3111 nm to 3256 nm could be trapped within the core crystal. All
simulations were performed using the software package, Maple.
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We have calculated bound states for a trapped photon within a nanowire which has a square
shape. The size of the wire is dx = dy = 7000 nm. Using equations (8) and (9), we have
found four bound states located at ε00 = 0.385 eV, ε10 = ε01 = 0.391 eV, ε11 = 0.396 eV, and
ε20 = ε02 = 0.398 eV. Note that energies for quantum numbers n = 1, m = 0 and n = 0, m = 1
are degenerate. When we decrease the size of the square wire, such as dx = dy = 2800 nm,
we get only one bound state, the ground state of the wire, and it lies at ε00 = 0.395 eV. If we
reduce the size of the wire further there will be no bound states in the wire. This means that
by changing the size of the wire, the number of bound states will be controlled.
A wire with a circular shape, with diameter d = 7900 nm was also considered. Using
equation (3.8), and thereby limiting ourselves to TE modes, we have found only one bound
state located at ε10 = 0.391 eV. In this case we do not have degenerate states as we had
in a square nanowire. Note that the number of bound states is less than that of the square
nanowire, while the diameter of the circular nanowire has almost the same magnitude as the
square nanowire. This is because we have not calculated the hybrid modes for the circular
wire. We have only calculated the TE modes here.
The DOS is plotted in figure 3.2 for the square nanowire. The figure contains four peaks
which correspond to four bound states. Note that the DOS has very large values near the
bound photon energies. The second state appears broader than the other three because it is
degenerate and has a contribution from two states. The fourth state is also degenerate, and
would appear broader, but the jacket photonic crystal band gap extends less than 1 meV above
that state, so the broadening is not shown. That is, photons with higher energy would not be
confined in the wire, so the region where this state would appear broadened is cut off.
The density of states for a photonic wire with a circular cross section, considering only the
TE modes, is plotted in figure 3.3. There is only a single state within the band gap of the jacket
photonic crystal. We point out that uses for photonic wires (for example, by doping them with
quantum dots and using the wire as a switching mechanism) are often easier to control if there
is only one bound state in the photonic wire [18].
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Figure 3.2: Density of States for our Photonic Nanowire, with a square cross-section. Note
that the well is nominally between 0.381 and 0.399 eV, and the second and fourth states shown
here have degeneracies.
If the spheres in photonic crystal A (core) are made up of AlxGa1−xAs, then the well depth of
the wire will be smaller than this one, ∆εc = 0.018 eV . This is because the index of refraction
of AlxGa1−xAs lies between AlAs and GaAs. For example, we consider spheres made from
Al0.5Ga0.5As with refractive index nsA = 3.01. For the nanowire with dx = dy = 7000 nm we
found one bound state located at ε00 = 0.397 eV. This means that the number of bound states
within the wire can be controlled by adjusting the proportions of AlxGa1−xAs.
We have calculated the bound states of the square nanowire when the core is made from
dielectric materials such as air and silica. To get the bound states within the band gap of the
jacket photonic crystal, we have to adjust the width dx of the wire. For example, we found
one bound state within the band gap of the jacket crystal for air and silica cores when d = 1200
nm and d = 800 nm, respectively. As we increase the size of the nanowire from d = 800 nm
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Figure 3.3: Density of States for our Photonic Nanowire, with a circular cross-section. Note
that there is only a single TE mode. Any other photonic states in this wire would either be a
TM or a hybrid mode.
to d = 1600 nm, the number of bound states increases from one to two. Similarly, we have
also calculated the bound states for air and silica circular nanowires. We found one bound
state when the diameter of the air and silica nanowire were d= 6300 nm and d= 4300 nm,
respectively.
In figure 3.4, we have plotted bound energy levels for a square nanowire with a dielectric
core as a function of width dx and the index of refraction nd of the dielectric. The energy of
the allowed state drops with increasing width and increasing index of refraction. Note that
this is for a square cross-section, and in this region, a state exists. This may be due to an
overestimate of the size of the band gap in this system, and in [89], we may only see the low
energy region of this plot. However, we may still conclude that there will be a single state in
the wire for many possible widths and dielectric constants of the core of this wire.
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Figure 3.4: Allowed photon modes in a photonic nanowire with a square cross-section and a
dielectric core.
Finally, when the dielectric core has a circular cross-section, a larger wire seems to be
necessary. The calculated modes for such a wire are shown in figure 3.5. Since we restricted
ourselves to TE modes, the wires needed to be somewhat thicker in order to contain bound
photon states. It is worth noting that for the narrow strip of states at n = 3.5 and d = 655 nm,
for example, there are two allowed modes everywhere in that region. Even though the circular
cross-section geometry needs a larger wire to propagate TE modes, it is worth mentioning that
this is still much narrower than a wire with a photonic crystal core, which cannot be made
much thinner than 7000 nm [118].
Our theory is suitable for all types of photonic crystal structures. The only requirement for
our theory is that both core and jacket photonic crystals must have band gaps, and the energy
at the upper edge of the band gap of the core must be lower than that of the jacket. The model
band structure used in this chapter produces a band gap and also gives correct physics for a
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Figure 3.5: Allowed photon modes in a photonic nanowire with a circular cross-section and a
dielectric core.
photonic crystal [12]. It does not have information about the crystal structure containing the
specific unit cell. This model is similar to the effective mass approximation band structure
model used in semiconductors. The effective mass approximation gives the correct physics
but does not have information about the unit cell of the crystal structure.
3.4 Conclusion
The allowed photon modes for a photonic nanowire have been studied for several different se-
tups. The photonic crystals were modeled using the transfer matrix method, [18], adopting
parameters from an existing three dimensional photonic crystal [89]. When two different pho-
tonic crystals were used to produce the nanowire, several photon modes were found. The num-
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ber of modes can be reduced as much as desired by adjusting the proportions of AlxGa1−xAs
used to produce either photonic crystal. Square and circular cross-sections were considered
for the wire, which shifted the energy levels of the photon modes. It was also found that when
we have a photonic crystal in the core of our wire, it was easier to produce a wire with only
a single allowed photon mode if we have a circular cross-section and restrict ourselves to TE
modes. Having a photonic nanowire with a core that is a dielectric material was considered,
and it was found that more options arise for producing nanowires with only a single mode.
The wire can be made much smaller, and many different materials could be used to produce a
nanowire with only a single photon mode. In modeling the circular cross-section wire with
a dielectric core, the wire needed to be thicker, though not as thick as was the case with a
photonic crystal core. These results, while only meant to be qualitative, can be useful to those
producing new photonic devices. Photonic wires can be doped with quantum dots to better
control the emission and absorption properties of the quantum dots.
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Chapter 4
Photon absorption in interacting quantum
dots doped in nanofibers1
In the previous chapter, various forms of photonic wires were discussed, and the density of
photonic states was calculated. In this chapter, the optoelectronic properties of photonic
nanofibers doped with quantum dots are calculated.
4.1 Introduction
There has been considerable interest in studying quantum optics of photonic fibers which are
made from photonic crystals [14], [15]. They will play an important role in quantum compu-
tation, optical switching, and optical detection [14], [15], [32], [33], [34], [37]. In this chapter
we study the coupling between quantum dots through the dipole-dipole interaction (DDI) on
nanofibers doped with an ensemble of quantum dots. Photonic and polaritonic crystals are
materials which have an energy gap in their photonic spectrum [11], [16], [17]. Many inter-
1Portions of this chapter have been published: M. R. Singh and D. Schindel, Journal of the Optical Society of
America B, vol. 27, p. 2759, (2010).
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esting phenomena are predicted due to the existence of such energy gaps [11], [16], [17]. The
quality factor, Q, has been measured and calculated for many different fibers and wave guides
made from photonic crystals. The Q factor is calculated from the transmission or absorption
spectra of bound photon states. Values of the Q factor have been observed as high as 40 000
in some systems, and even as high as 600 000 [15], [16] in certain optical cavities made from
photonic crystals.
The effect of the DDI in the local field approximation has been investigated in multi-level
atomic systems [38], [39], [40], and also in nanostructures [41]. The inclusion of the DDI has
led to many fascinating effects in atomic gases. For example, the ultrafast optical switching
and the enhancement of inversionless gain and index of refraction have been predicted in gases.
The DDI has also been investigated in quantum entanglement [42], quantum jumps [43], and
resonance fluorescence [44], in two coupled atoms.
Some work has also been done to investigate the effect of DDI in photonic crystals [45],
[46], [47]. For example, both self-induced transparency and spontaneous emission in the pres-
ence of this interaction have been studied in photonic crystals doped with two-level atoms [45].
We have also investigated the effect of the DDI using the mean field approximation in nanopar-
ticles [46], [47], [48], [49], [50]. Additionally, electromagnetically induced transparency
(EIT) and spontaneous emission cancellation have been calculated for photonic crystals doped
with multi-level nanoparticles [46], [47], [48]. The inhibition of two-photon absorption due
to a selected electronic transition has also been investigated [49], [50].
We have considered a photonic nanofiber which is fabricated by embedding a dielectric
material such as silica into a photonic crystal. A schematic diagram of a nanofiber is shown
in figure 4.1. The embedded dielectric material has been doped with an ensemble of three-
level quantum dots. Without the quantum dots, this was one of the four geometries studied
in chapter 3. Recently, quantum dots have been doped in photonic crystals by several groups,
and the typical size of a doped quantum dot varies between 5 nm and 14 nm [119]. Quan-
tum dots have been used as multi-level atoms to study interference and coherence phenomena
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[120], [121]. The size and configuration of the quantum dot does not matter in the present
calculation, as any quantum dot that has been produced is too small for the size to come into
play here. Any quantum dot which has three levels is suitable for the present work.
Figure 4.1: Schematic diagram is shown for a photonic nanofiber (top view). The nanofiber
is made from embedding a dielectric material into a photonic crystal A. Quantum dots are
doped into the embedded material.
A probe field is applied to monitor the absorption process in quantum dots, and a control
field is then applied to manipulate said absorption process. In figure 4.2, a schematic diagram
of a three-level quantum dot is shown. As pointed out in chapter 2, this is called a V-type
structure. Quantum dots contain dipole moments due to electronic transitions induced by the
probe and control fields. Hence, quantum dots are interacting with one another via the DDI.
Photonic wires have bound photon energy states, which were evaluated in chapter 3. There-
fore, doped quantum dots are interacting not only with each other, but also with the nanofiber
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Figure 4.2: Schematic diagram of a three-level quantum dot. The levels are denoted by |1〉,
|2〉, and |3〉. A control laser couples |3〉 and |1〉 whereas a probe laser couples |2〉 and |1〉.
Levels |3〉 and |2〉 decay to level |1〉 due to the electron-bound photon interaction.
via the electron-bound photon (EBP) interaction. The absorption coefficient has been cal-
culated using the density matrix method, and the DDI has been included in the mean field
approximation. Numerical simulations have been performed to find the absorption coeffi-
cient. It was found that the absorption peak splits into a transparent state and two absorbing
peaks due to a strong DDI. The mechanism for this splitting can be explained by the physics
of dressed states. It has also been predicted that the splitting of the photon absorption peak
can be controlled by tuning either the resonance energies of quantum dots or the bound photon
states in the nanofiber.
4.2 Dipole-dipole interaction in photonic nanowires
Within the last five years, photonic fibers have been fabricated by inserting a dielectric material
into a photonic crystal [16]. Photonic crystals are used as a cladding material since they are a
perfect reflector of light within their band gap. In this chapter, a photonic crystal is made from
dielectric spheres which are arranged periodically in a background material. The background
material is taken as air with a refractive index of 1.
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The isotropic band structure model developed by John’s group [122] has been used in this
chapter. This model has been used widely in photonic crystal literature to study optical
properties [12], [122], [123], [124], [125], [126]. The dispersion relation for the photonic
crystal is written as [122]:
εkp =
}c
4npr
arccos
4np cos
(
kpL
)
−
(
np − 1
)2(
np + 1
)2
 (4.1)
where np is the refractive index of spheres. Parameters L and r are the lattice constant and
radius of the dielectric spheres, respectively. Finally, kp is the wave vector for photons in the
crystal, and c is the vacuum speed of light.
The dispersion relation for the embedded dielectric nanofiber is taken as:
εkd =
}c
nd
kd (4.2)
where nd is the refractive index of the embedded material and kd is the wave vector for photons
in the dielectric material.
We have taken the nanofiber as having a square cross-section, because analytical expres-
sions for the quantized energies and the density of states (DOS) are easily obtained in that case.
However, the end results of the present work do not depend on the shape of the nanofiber. The
width and height of the nanofiber are denoted as dx and dy, respectively. The nanofiber lies
along the z-direction, and is assigned the length dz. The value of dz is taken to be very large
(i.e. dz → ∞). Using the transfer matrix method of references [14], [117], [127], and [128],
we found the following energy states for photons in the nanofiber:
kn tan(kndx/2 − npi2) =
√
k2d
(
εnmkz
)
− k2p
(
εnmkz
)
− k2n (4.3)
km tan(kmdy/2 − mpi2) =
√
k2d
(
εnmkz
)
− k2p
(
εnmkz
)
− k2m (4.4)
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where functions kp and kd are obtained from equations (4.1) and (4.2), respectively, and are
written as:
kp
(
εnmkz
)
=
arccos [Gk −Gn]
L
(4.5)
where:
Gk =
(
np + 1
)2
4np
cos
(
4εnmkznpr
}c
)
(4.6)
Gn =
(
np − 1
)2
4np
(4.7)
and of course, from equation (4.2):
kd
(
εnmkz
)
=
nd
~c
εnmkz (4.8)
Here, n and m are the quantum numbers. kn, km, and kz are x-, y-, and z-components of the
wave vector for a photon in the nanofiber. Solving for the values of kn and km self-consistently
from equations (4.3)-(4.8) yields the bound state energy for given quantum numbers n and m,
and is obtained from equation (4.2):
εnmkz =
~c
nd
√
k2z + k2n + k2m (4.9)
Finally, we would like to make a comment on the isotropic model used in equation (4.1).
This model is a one-dimensional representation of an face-centered cubic (fcc) array of dielec-
tric spheres. The fcc lattice of dielectric spheres does not have a complete photonic band gap
in all directions [16]. It also yields a divergence in the photonic density of states. While
this does not invalidate the main findings of the present work, it is worth pointing out that this
model does not describe a real 3D photonic crystal [12].
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4.3 Density of States
We calculate the density of states (DOS) of the nanofiber. Using the concept of the DOS, the
summation over kz is replaced by the integration over energy, εnmkz:
where D(εnmkz) is called DOS and is obtained as:
D(εnmkz) =
dz
pi
dkz
dεnmkz
(4.11)
Note that the component kz is responsible for photon propagation along the nanofiber. The
expression for kz is obtained from equation (4.2) to be:
kz =
√(nd
~c
εnmkz
)2
− k2n − k2m (4.12)
With the help of the above expression we get the following expression of the DOS:
D(εnmkz) =
(
nddz√
2pi~c
) √
εnm√
εnmkz − εnm
(4.13)
where:
εnm =
~c
nd
√(
k2n + k2m
)
(4.14)
It is important to note that the DOS of the nanofiber has a singularity at εnmkz = εnm. This is
the same form for the density of states found in chapter 3, which we would expect, since it is
precisely one of the systems considered in that chapter.
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4.4 Dipole-Dipole Interaction
The energy levels of quantum dots are denoted as |1〉, |2〉, and |3〉. Two laser fields are applied
to study the DDI in the nanofiber. A tunable probe field of energy εp and Rabi energy Ω12 is
applied to monitor the absorption coefficient between states |1〉 and |2〉. A control laser field
of energy εc and Rabi frequency Ω13 is applied between states |3〉 and |1〉. Dipole moments
µ21 and µ31 are induced in quantum dots due to electronic transitions |1〉 ↔ |2〉 and |1〉 ↔ |3〉,
respectively.
Quantum dots are interacting with one another via the DDI. Following the method of the
mean field approximation of references [49] and [50], the DDI Hamiltonian is obtained as:
Hdd = −2γ0 [C21ρ21 +C23ρ31]σ+21e−i(εp−ε21)t/~
−2γ0 [C31ρ31 +C23ρ21]σ+31e−i(εc−ε31)t/~ + h.c. (4.15)
where ρ j` is the density matrix element for the transition | j〉 ↔ |`〉. Here, h.c. stands for the
Hermitian conjugate, and γ0 represents the linewidth for an electron in the quantum dot in a
vacuum. The parameters C21, C31, and C23 are called the dipole-dipole coupling constants and
they measure the strength of the DDI. They are obtained as:
C21 =
(
N0
3ε0γ0
)
µ221 (4.16)
C31 =
(
N0
3ε0γ0
)
µ231 (4.17)
C23 =
(
N0
3ε0γ0
)
µ21·µ31 (4.18)
Here N0 is the concentration of quantum dots. Note that the coupling constants are measured
with respect to γ0.
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Quantum dots are also interacting with bound photons through the EBP interaction. There-
fore, excited states |3〉 and |2〉 decay to |1〉 due to the EBP interaction. The EBP Hamiltonian
for the system is written as:
HEBP =
∑
j=2,3
ε j1σ
z
j1 +
∑
n,m,kz
εnmkz p
+
nmkz pnmkz
−
∑
j=2,3
∑
n,m,kz

√
εnmkzµ
2
j1
20V
 pnmkzσ+j1ei(ε j1−εnmkz)t/~ + h.c. (4.19)
where σ+j` = | j〉 〈`| and σzj1=| j〉 〈 j| − |1〉 〈1|. Here, j and ` stand for energy levels of a quantum
dot. The resonant energy ε j` corresponds to transition | j〉 ↔ |`〉. The first and second
terms correspond to the Hamiltonian of a quantum dot and of bound photons in the nanofiber,
respectively. The third term (the term with µ j1) denotes the decay of levels |3〉 and |2〉 to
the level |1〉. Operators pnmkz and p+nmkz are the photon annihilation and creation operators for
bound photon energy state εnmkz , respectively. Also, V is the volume of the nanofiber.
4.5 Density Matrix Method
In the interaction picture of quantum mechanics, the expectation value for an observable can
be calculated by:
〈A〉 = Tr (ρA) (4.20)
where:
ρ = |ψ〉 〈ψ| (4.21)
We now take the Schrodinger equation:
i~
d |ψ〉
dt
= H |ψ〉 (4.22)
52
and we simply differentiate equation (4.21) to find:
dρ
dt
=
d
dt
(|ψ〉 〈ψ|) = d |ψ〉
dt
〈ψ| + |ψ〉 d 〈ψ|
dt
(4.23)
From equation (4.22) we know:
i~
d 〈ψ|
dt
= − 〈ψ|H (4.24)
This leads us to:
i~
dρ
dt
=
[
H, ρ
]
(4.25)
4.6 Reduced Density Matrix
In the Hamiltonian given in equation (4.19), there are creation and annihilation operators for
both photons and excitons. This means that the density matrix given in equation (4.25) will
have elements both for photon states and exciton states in the quantum dots. We define a
reduced density matrix for only the excitonic states. This means taking the trace over the
photon reservoir states, so that only the excitonic states remain:
ρe ≡ TrR (ρeR) (4.26)
In the interaction picture, the Hamiltonian is split up into two parts. First, there are
the separate exciton and photon portions of the Hamiltonian, H0, and second there are the
interaction portions of the Hamiltonian, V . The density matrix is now defined as:
ρI = eiH0t/~ρe−iH0t/~ (4.27)
so that:
i~
dρI
dt
=
[
VI , ρI
]
(4.28)
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If we integrate this, we find:
Next, this is used in equation (4.28) to yield:
Lastly, equation (4.26) is used to find:
This is the master equation which is used to find the density matrix equations for individual
quantum dot states. This will be used in all subsequent chapters.
4.7 Density Matrix Equations for a 3-level Quantum Dot
Following equation (4.31) and the Hamiltonian derived thus far for the system in this chapter,
the following density matrix equations can be derived:
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dρ22
dτ
= −2Γ2ρ22 + i (Ω12 +C21ρ21 +C23ρ31) ρ12 − i (Ω12 +C21ρ12 +C23ρ13) ρ21 (4.32)
dρ33
dτ
= −2Γ3ρ33 + i (Ω13 +C31ρ31 +C23ρ21) ρ13 − i (Ω13 +C31ρ13 +C23ρ12) ρ31
dρ32
dτ
= − (Γ32 − iδ21 + iδ31) ρ32 − i (Ω12 +C21ρ12 +C23ρ13) ρ31
+ i (Ω13 +C31ρ31 +C23ρ21) ρ12
dρ21
dτ
= − [(Γ21 + Γ2) − iδ21] ρ21 + i (Ω12 +C21ρ21 +C23ρ31) (ρ11 − ρ22)
− i (Ω13 +C31ρ31 +C23ρ21) ρ23
dρ31
dτ
= − [(Γ31 + Γ3) − iδ31] ρ31 − i (Ω12 +C21ρ21 +C23ρ31) ρ32
− i (Ω13 +C31ρ31 +C23ρ21) (ρ33 − ρ11)
where:
Γ32 = (Γ2 + Γ3) (4.33)
Here, Γ j is the spontaneous decay rate for the transition |1〉 ↔ | j〉 in the absence of the DDI.
Note that in the above, the dipole approximation and the rotating wave approximation were
used.
4.8 Electric susceptibility
To measure the absorption coefficient from transition |1〉 ↔ |2〉, we have applied a probe field.
The absorption coefficient is obtained from the susceptibility χ. In the linear approximation,
the expression for the susceptibility is written as [129]:
χ =
N0µ221γ0ρ21
20~xp
(4.34)
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where xp = Ω12/γ0 and ρ21 is the expression for a density matrix element, which is evaluated
as being linear in xp so that it cancels out from the numerator and the denominator of the
susceptibility expression. Therefore, the susceptibility does not depend on the strength of the
probe field (i.e. xp) in the linear approximation.
It is useful and interesting, both from the point of view of theory and experiment to find an
analytical expression for the susceptibility. The density matrix method has been developed for
three-level quantum dots in references [39] and [125]. Using the method of these references,
density matrix ρ21 has been calculated. The following approximations have been used to find
an analytical expression for the absorption coefficient.
We consider dipole moments µ21 and µ31 as being perpendicular to each other. This
means that the C23 term does not contribute. The density matrix element ρ31 appearing in
equation (4.15) is evaluated in the absence of the DDI. By making this approximation, the third
and higher order terms of the DDI Hamiltonian containing the C31 term have been neglected.
This means that only the second order terms in the C31 coupling have been included in our
calculations. In fact, this is an excellent approximation. All orders of the C21 coupling have
been included in this calculation. Similarly, all orders of the control field xc = Ω13/γ0 are also
included in the calculation of the susceptibility. Without the above two approximations, an
analytical expression can not be obtained.
After some mathematical manipulations, the following expression for the susceptibility has
been obtained from equation (4.34):
χdd = χ0
 ξ1ξ2 + ξ3d13 (d21d23 + |xc +C31ξ4|2) −C21 (ξ1ξ2 + ξ2)
 (4.35)
The susceptibility expression has the effect of dipole-dipole coupling through the coupling con-
stantsC21 andC31. Note that second order terms inC31 have been included in our calculations.
The variable χ0 is a constant and is written as:
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χ0 =
2N0µ221
~0γ0
(4.36)
Functions ξ1, ξ2, ξ3, and ξ4 are obtained as:
ξ1 = i
(
2 |xc +C31ξ4|2 − d23d13
)
(4.37)
ξ2 =
|xc|2 (d31 + d13)
γ31d31d13 + 2 |xc|2 (d31 + d13)
(4.38)
ξ3 = i
(
d23d13 − |xc +C31ξ4|2
)
(4.39)
ξ4 = i
xc
d31
(1 − 2ξ2) (4.40)
where d31 = δ31 − Γ31/2, d13 = d∗31, d32 = (δ31 − δ21) − (Γ31 + Γ21) /2, and d21 = δ21 − (Γ21) /2.
The parameters δ21 and δ31 are called the probe and control field detunings, respectively, and
are defined as: δ21 =
(
ε21 − ∆21 − εp
)
and δ31 =
(
ε31 − ∆31 − εp
)
. In the calculation of the
susceptibility, the probe and control detunings are used as variables.
Parameters ∆ j1 and Γ j1 in the above paragraph are the real and imaginary parts of self
energy Ξ j1. Here j = 2 and 3. The self energy is found to be:
where γ21 and γ31 are decay linewidths for the transitions |2〉 ↔ |1〉 and |3〉 ↔ |1〉 in the absence
of the EBP interaction, and D(εnmkz) is given in equation (4.13). Using the DOS expressions
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to find self-energies yields:
∆ j1 =
 ε3/2j1 µ2j1nd√2~2c0dxdy
∑
nm
cos
(
φ j1/2
)
[√(
εnm − ε j1
)2
+ γ2j1
]1/4 ; j = 2, 3 (4.42)
Note that the real parts of the self energies shift the transition energies of the quantum dots,
since δ21 =
(
ε21 − ∆21 − εp
)
, for example. Similarly, the imaginary part Γ j1 is obtained as:
Γ j1 =
∑
nm
η j1[(
εnm − ε j1
)2
+ γ2j1
]1/4 ; j = 2, 3 (4.43)
η j1 =
ε3/2j1 µ2j1nd sin φ j1/2√2~2c0dxdy
 ; j = 2, 3 (4.44)
φ j1 = arctan
(
γ j1
εnm − ε j1
)
; j = 2, 3 (4.45)
The imaginary part of the self energy is also called the linewidth. Note that linewidths have
a very large value when the resonance energy εi j lies near a bound state εnm. The expression
of the susceptibility can be further simplified if we substitute the expression of ξ1 and ξ3 into
equation (4.35):
χdd = χ0
i
[
|xc +C31ξ4|2 (2ξ2 − 1) + d23d13 (1 − ξ2)
]
d13
(
d21d23 + |xc +C31ξ4|2
)
−C21
[
|xc +C31ξ4|2 (2ξ2 − 1) + d23d13 (1 − ξ2)
] (4.46)
We have also calculated an expression for the susceptibility in the absence of the control
field. In this case, the C31 coupling is also absent. We found the following expression:
χdd = χ0
(
i
i (δ21 +C21) + (Γ21) /2
)
(4.47)
Note that the DDI due to the C21 coupling shifts the probe detuning. This point has been
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verified numerically in the next section. A similar expression for the susceptibility to the
above equation was calculated in reference [130] for a dense resonance medium. In that
paper, the Lorentz local field shift had also been measured for a dense potassium vapor. In
the absence of the DDI (i.e. Hdd = 0) the susceptibility has also been calculated. It has the
following form:
χdd = χ0
 i
[
|xc|2 (2ξ2 − 1) + d23d13 (1 − ξ2)
]
d13
(
d21d23 + |xc|2
)  (4.48)
Note that the expression for the susceptibility is nonlinear in the control field.
4.9 Simulations of the Absorption Coefficient
We consider a photonic crystal made from the silica spheres which are periodically arranged
in air. The embedded dielectric material is also made from silica. Crystal parameters for
the nanofiber are taken as np = nd = 1.45, L = 250 nm and r = 0.23L. Other parameters are
taken as γ31 = 0.001γ0 [125], [126], γ21 = γ0 [125], [126], and η21 = η31 = 0.1γ0. The energy
gap for this crystal has been calculated from equation (4.1), and it lies between 1.015 eV and
1.341 eV.
The size of the nanofiber is taken to be dx = dy = 250 nm. We have calculated bound
photon energies for the nanofiber. One bound state is found within the band gap of the
photonic crystal. It is located at ε00 = 1.254 eV, where ε00 is the ground state of the nanofiber.
All the energies in this section are measured in terms of the linewidth γ0. For simplicity, it
is taken as 1.0 meV [14], [49], [50]. In this representation, the bound states energy can be
rewritten as ε00 = 1254.
The normalized absorption coefficient Im
(
χdd/χ0
)
has been calculated as a function of the
probe detuning parameter δ21. The control field is taken to be resonant with the transition
|1〉 ↔ |3〉. This makes the control field detuning equal to zero. The probe detuning parameter
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is measured with respect to γ0. Linewidths are calculated when resonance energies of quantum
dots lie away from the bound state (i.e. ε21 = ε31 = 1330).
All simulations presented here were perfomed using the software package, Maple. The
density matrix equations (4.32) were used to find equilibrium values for the density matrix
elements, assuming initial conditions such that all populations is in the ground state. In other
words, ρ011 = 1, and ρ
0
j` = 0 for all other values of j and `. Since analytical expressions using
the stated approximations produce qualitatively simlar results to those produced numerically,
only the analytical results were shown here. The same procedure was used to evaluate the
density matrix elements for all subsequent chapters, except that analytical expressions were
not obtained in those cases.
Let us first calculate the absorption coefficient when the control field is absent. This makes
C31 and xc zero. The results are plotted in figure 4.3. The solid and dashed curves correspond
to C21 = 0 and C21 = 2, respectively. Note that the absorption peak shifts to the right due to
the C21 coupling. The shift is approximately proportional to the C21 coupling. This behavior
is due to the additional dynamical detuning, and is added to the absorption coefficient due to
this interaction. This effect is shown theoretically in equation (4.47). That is why there is
a shift in the absorption spectrum. This type of behavior has also been observed in atomic
gasses [38], [39], [40], and photonic crystals [46], [47], [48].
Now let us apply a very weak control field in the system. The strength of the control field
is taken as xc = 0.1. In this case, the DDI due to the transition |1〉 ↔ |3〉 contributes to the
absorption coefficient. The results are plotted in figure 4.4. The solid and dashed curves are
plotted for C31 = 0 and C31 = 5, respectively. The other coupling term is taken as C21 = 2.
Note that the absorption spectrum splits into two peaks in the presence of the C31 coupling, and
a minimum appears between the two peaks. This minimum corresponds to a transparent state.
This is an interesting result which predicts that the system can be switched from an absorbing
state to a transparent state due to the DDI.
We have also calculated the energy separation (i.e. energy splitting) between two peaks in
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Figure 4.3: The absorption coefficient Im
(
χdd/χ0
)
is plotted as a function of the normalized
probe detuning δ21 when the control field is absent. The solid and dashed lines correspond to
C21 = 0 and C21 = 2, respectively. Note that the absorption peak shifts to the right due to the
DDI. Linewidths are calculated when both resonance energies ε21 and ε31 lie far away from
ε00.
the absorption spectrum due to the DDI parameter C13. Let us denote the energy splitting
as ∆. As the DDI parameter increases, the energy splitting is also found to increase. For
example, we found that ∆ = 2.3, ∆ = 3.6, and ∆ = 4.9 for C31 = 3, C31 = 5, and C31 = 7,
respectively.
The phenomenon of transparency can be explained by using physics of dressed states [49],
[50], [131]. We have shown in figure 4.3 that the coupling C21 shifts the location of the
absorption peak but does not split it. Therefore, it is not responsible for the splitting of the
peak. In the absence of the coupling C31, only one transition route, |1〉 → |2〉 is available for
absorption. That is why we get one absorption peak represented by the solid line in figure 4.4.
However, in the presence of a strong C31 coupling, the level |1〉 splits into two dressed states,
|1−〉 and |1+〉. The energy splitting of these dressed states is proportional to this coupling.
Now the system has two routes which are available for the absorption process (i.e. |1−〉 → |2〉
and |1+〉 → |2〉). This is the reason the single absorption peak splits into two absorption peaks,
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Figure 4.4: The absorption coefficient Im
(
χdd/χ0
)
is plotted as a function of the normalized
probe detuning δ21 when the control field is present. The solid and dashed lines correspond
to C31 = 0 and C31 = 5, respectively. Note that the absorption peak splits into two peaks due
to the dipole-dipole coupling C31. The C21 coupling is taken as C21 = 2. Linewidths are
calculated when both resonance energies ε21 and ε31 lie far away from ε00.
and the spectrum contains a transparent state between two peaks.
A similar type of splitting in the absorption peak has been observed in atomic gases due
to the EIT phenomenon [129]. When an intense pump laser is applied to a quantum dot,
the coupling between the quantum dot and the pump laser field becomes very strong. The
transition energy of the quantum dot then splits into two dressed states. For this reason, the
absorption peak splits into two peaks, and a transparent state appears between two peaks. This
is known as the EIT phenomenon. On the other hand, the splitting of the absorption peak in
this chapter is due to the DDI. The EIT phenomenon has been studied in a three-level quantum
dot doped in a photonic crystal [132], [133].
Next, we consider the effect of the EBP coupling on the DDI. The EBP coupling is nothing
but the interaction between quantum dots and bound photons. We know that the resonance
energy ε31 moves towards the ground photon state ε00. On the other hand, the transition energy
ε21 remains in the same place as in figures 4.3 and 4.4. The solid, dashed, and dotted lines in
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figure 4.5 are calculated when resonance energy ε31 lies at 1330, 1260, and 1256, respectively.
It is interesting to note that as the resonant energy nears the ground state energy, (i.e. 1254) the
two peaks merge into one peak, and the transparent state disappears.
Figure 4.5: In this figure, the effect of the EBP interaction due to the linewidth Γ31 is presented.
The absorption coefficient Im
(
χdd/χ0
)
is plotted as a function of the normalized probe detuning
δ21 when the control field is present. Parameters are taken as C31 = 5 and C21 = 2. The solid,
dashed, and dotted lines are calculated when resonance energy ε31 lies at 1330, 1260 and 1256,
respectively.
The results found in figure 4.5 can be explained as follows. The broadening of the two
peaks depends on Γ31. When the transition energy ε31 lies near the bound photon state ε00,
this linewidth has a very large value (see equation (4.28)). The large value is due to the DOS
of the nanofiber. The DOS is plotted in figure 4.6 near the bound photon energy ε00. One
can see that the DOS has a singularity near the bound photon state. In this situation, the
linewidths of the two peaks become larger than the energy splitting due to the C31 coupling,
which means that two peaks merge into one peak. The height of the absorption peaks also
depends on linewidths. Therefore, the linewidth Γ31 also affects the height of these peaks.
We have shown in figures 4.4 and 4.5 that the absorption peak splits from one peak to two
peaks by the DDI between the quantum dots. The splitting of the peak can be controlled by
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Figure 4.6: The normalized DOS is plotted as a function of energy near the photon bound state
ε00.
changing the location of the resonant energy of the quantum dots. In figure 4.5 it is shown that
as the resonance energy changes with respect to the bound photon energy, the system switches
from a transparent state to an absorbing state (i.e. two peaks to one peak). This can be
achieved by applying a pulse electric field or a pulse magnetic field to the quantum dots.
The splitting of the peak can also be controlled by the control field. Note that in figure
4.4, the absorption peak splits into two peaks due to the C31 coupling which is induced by the
control field. Finally, the splitting can also be controlled by changing the concentration of
quantum dots. This can be done by applying a temperature pulse to the nanowire.
Recently, Yoshie et al. [134] and Hennessy et al. [135] have studied experimentally the
crossover between strong and weak coupling regimes when quantum dots are doped in photonic
crystal cavities. They found that the absorption spectrum splits into two peaks when the
coupling between the electromagnetic field and a quantum dot exceeds the decay rates of the
cavity and the quantum dot. This is known as Rabi splitting. The Rabi splitting in three-
level atoms in the V-level scheme in the presence of a control field has also been investigated
by Sautenkov et al. [136]. They have experimentally studied the reflection of a weak probe
64
beam from a dense atomic potassium vapor in the presence of a strong laser field tuned to the
atomic resonance transition. They have observed an Autler-Townes doublet when the Rabi
frequency induced by the strong laser field is much smaller than the self-broadened width of the
resonance transition of the unexcited vapor. They attributed their observation to a reduction
of the atomic decoherence by the strong drive field. However, in this chapter, the absorption
peak splits into two peaks when the dipole-dipole coupling is larger than the decay rate of the
quantum dot.
4.10 Conclusion
The effect of the DDI has been investigated in quantum dots which are doped in photonic
nanofibers prepared by embedding a dielectric material into a photonic crystal. These nanofibers
have bound photon energy states. The embedded material is doped with an ensemble of three-
level quantum dots. Then, probe and control fields are applied to monitor the absorption
coefficient. Due to these fields, dipoles are induced in quantum dots which are interacting
with each other via the DDI. Quantum dots are also interacting with the quantum nanofiber
through the EBP interaction. The absorption coefficient has been calculated using the density
matrix method, and the DDI has been evaluated in the mean field approximation. It was found
that the system can be changed from a transparent state to an absorbing state by the DDI. It has
also been predicted that by changing either the locations of resonant transitions in the quantum
dots or the location of the bound photon state in the nanofiber, the absorption peak can be split
into a transparent peak and two absorbing peaks. While this behaviour has been seen in other
systems, this is the first prediction we are aware of where these DDI effects have produced this
level of splitting for V-type quantum dots in a photonic fiber.
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Chapter 5
Controlling the photoluminescence of
acceptor and donor quantum dots
embedded in a nonlinear photonic crystal1
In the previous chapter, optoelectronic properties and dipole-dipole interactions has been dis-
cussed for quantum dots doped into a photonic nanowire. In this chapter, we will develop
a theory for photoluminescence between two quantum dots deposited on a photonic crystal.
The theoretical results are compared with experiments.
5.1 Introduction
Semiconductor quantum dots (QDs) have been intensively used to study the optical properties
of biological, chemical, and metallic hybrid nanosystems because their excitation energy is
tunable to optical properties by simply changing their size [51], [52], [53]. Recently, there
1Reprinted with permission from M. R. Singh, C. Racknor, and D. Schindel, Applied Physics Letters, vol.
101, p. 051115, (2012). Copyright 2012, American Institute of Physics.
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has been considerable interest in studying energy transfer in QD-metallic nanostructure hybrid
systems [51], [52]. Metallic nanostructures greatly enhance a variety of optical processes
which are due to the interaction between an exciton in the QD and the enhanced local electro-
magnetic field of a metal-surface plasmon. Light-harvesting, photovoltaics [137], and surface
plasmon-enhanced fluorescence [55] have also been studied in these hybrid systems.
The photoluminescence (PL) spectrum of QDs, in contrast to conventional organic dyes,
possess high quantum yield, narrow and stable fluorescence, and size-dependent absorption
and emission [56]. They have been used as excellent fluorescent labels for biological imaging
and sensing [57]. QDs have broad absorption and narrow emission spectra, and hence they are
used as donors of fluorescence resonance energy transfer. QD based hybrid systems have also
been used for bio-sensing, [59] solar cells, [58] and light harvesting. These hybrid systems
employ resonant energy transfer to generate energy flow from a donor QD to an acceptor QD.
The energy transport occurs in the nanoscale range via dipole-dipole interactions (DDIs), which
depend on spectral overlap in the emission spectrum of the donor with the absorption spectrum
of the acceptor, and the distance between the donor and acceptor. Based on energy transfer
mechanisms, a series of QD-based biosensors have been developed [59].
5.2 Quantum Dot Energy Transfer
In this chapter we study the energy transfer rate and PL quantum efficiency between donor
and acceptor QDs embedded in a nonlinear photonic crystal. The photonic crystal structure
consists of a periodic arrangement of nonlinear dielectric spheres (polystyrene) in a dielectric
background material (air). These photonic crystals have been fabricated recently [138]. The
refractive index of the dielectric spheres and the background dielectric material are denoted
as na and nb, respectively. Let a be the radius of the dielectric spheres and let b be half the
distance between two spheres. The dispersion relation of the Bloch photons for this photonic
crystal has already been calculated by John’s group [122] and is written as:
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cos(kL) = F (ωk) (5.1)
F (ωk) =
∑
±
[
± (na ± nb)
2
4nanb
cos
(
4ωkβ±
c
)]
(5.2)
β± = (naa ± nbb) (5.3)
where L = 2a + 2b is the lattice constant. We consider that acceptor and donor QDs have
three excitonic states which are denoted as |1〉, |2〉, and |3〉, where |1〉 is the ground state and |2〉
and |3〉 are excited states. This is known as the ladder-type QD configuration in the literature,
and has been used in the study of a QD-metallic nanoparticle hybrid system [84]. A V-type
configuration QD interacting with a metallic nanoparticle has also been studied in the presence
of two external laser fields [139]. A schematic diagram for the hybrid system is shown in
figure 5.1. In chapter 4, quantum dots were considered within a photonic nanofiber, in this
chapter, they rest on a photonic substrate. Also, chapter 4 used a V-type quantum dot, whereas
here we have used a ladder-type quantum dot. Finally, if one compares the DDI treatment
presented in this chapter to that of chapter 4, they would not be an equivalent treatment unless
µ12·µ23 = 0 .
A probe field E2 is applied to excite the first exciton between |1〉 and |2〉 with an energy
difference of ~ω12, where:
E2 = E02 cos (ω2t) (5.4)
Similarly, a second exciton is created by applying a control laser field, E3 between states
|2〉 and |3〉, with an energy difference of ~ω23, where:
E3 = E03 cos (ω3t) (5.5)
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Figure 5.1: Schematic diagram of a three level atom embedded in the photonic crystal. The
parameters used in the present calculation are taken as na = 1.59, nb = 1, a = 100 nm, and
L = 400 nm. The band gap of this photonic crystal has been calculated to lie between
energies εv = 1.031 eV and εc = 1.358 eV. The induced dipole moment of the QD is taken as
µ12 = µ23 = 0.4 e nm and its dielectric constant is d = 6. The vacuum decay rates for the QD
are taken as Γ02 = Γ
0
3 = 1 µeV.
The probe and control electric fields induce dipole moments in the donor and acceptor QDs.
The donor and acceptor therefore interact with each other via the dipole-dipole interaction.
The polarization produced due to the induced dipole in the acceptor is denoted as Pa, and is
expressed as [129]:
Pa = µ12ρ12 + µ23ρ23 (5.6)
where µ j` and ρ j` are the dipole and density matrix elements between states | j〉 and |`〉, respec-
tively. The polarization in the acceptor creates a dipole electric field Eaddi at the donor:
Eaddi =
S rPa
(4pi0) e f fR3
(5.7)
where R is the distance between the acceptor and donor and S r is called the polarization pa-
rameter which has the value S r = 2. Here,
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e f f =
3pc(
2pc + d
) (5.8)
where d is the dielectric constant of the QDs and pc is the dielectric constant of the photonic
crystal, which can be calculated from the dispersion relation of the photonic crystal as follows.
The speed of Bloch photons vph is defined as:
vph =
dωk
dk
(5.9)
The phase velocity and the dielectric constant of the photonic crystal are related by the identity:
vph =
c√
pc
(5.10)
where c is the speed of light in a vacuum. With the help of the dispersion relation, the
dielectric constant of the photonic crystal is obtained as:
pc (ωk) =
c2ζ (ωk)
L2
[
1 − F2 (ωk)] (5.11)
ζ (ωk) =
(na − nb)2 β−
2nanbc
sin
(
4ωkβ−
c
)
− (na + nb)
2 β+
2nanbc
sin
(
4ωkβ+
c
) (5.12)
Note that pc is frequency dependent. As with all previous cases, the photonic crystal
is treated in bulk, with a dielectric function that varies in frequency space, but not in real
space. The expression for the acceptor electric field Eaddi after putting the expression for the
polarization in becomes:
Eaddi =
(
~
µ12
)
Λ12ρ12 +
(
~
µ23
)
Λ23ρ23 (5.13)
Λ j` =
3pc
(
ω j`
)
µ2j`S r
~ (4pi0)
[
2pc
(
ω j`
)
+ d
]
R3
(5.14)
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where j` = 12, 23. Note that the dipole electric field depends on the density matrix elements
ρ12, ρ23, and the distance between the acceptor and the donor.
The importance of equation (5.7) is worth describing in more detail here. There are two
main effects which will be investigated in this chapter. The first is energy transfer from
one quantum dot to another. This energy transfer occurs in the following way: the acceptor
quantum dot acquires a dipole moment from interactions with the external fields. This dipole
moment produces its own electric field. That dipole field interacts with the donor quantum dot,
which we are interested in. However, that dipole field had to propagate through the photonic
crystal in order to reach the donor quantum dot. Thus, the dielectric function for the photonic
crystal controls interactions between the quantum dot. Nonlinearities in the photonic crystal
enable us to change that dielectric function, so that these interactions may be controlled. This
control is the second major effect investigated in this chapter.
5.3 Interaction Hamiltonian
Let us now calculate the DDI between the acceptor and donor. The dipole electric field
Eaddi produced by the acceptor interacts with the dipole of the donor QD. Therefore, the DDI
Hamiltonian between the donor and acceptor in the dipole and rotating wave approximations
is:
Hddi = −~Λ12ρ12σ+21 − ~Λ23ρ23σ+32 + hc (5.15)
where σ+j` = | j〉 〈`| is called the exciton creation operator for the donor QD and hc stands for the
Hermitian conjugate. Here, Λ12 and Λ23 are called the DDI coupling parameters. Note that
this differs from the DDI Hamiltonian presented in chapter 4 in that there are no cross-terms,
and the quantum dot has a different level structure. Also, the DDI coupling paramters are
different. The photonic crystal acts as a reservoir for the donor and acceptor QDs, leading
excitons to interact with Bloch photons and decay spontaneously from state |2〉 to |1〉 and from
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state |3〉 to |2〉. The interaction Hamiltonian is written as:
Hint = −
∑
k
(
g21pkσ+21 + g32pkσ
+
32
)
+ hc (5.16)
g j` = µ j`
√
~ωk
20Vpc
(5.17)
where Vpc is the volume of the photonic crystal. Here pk is the lowering Bloch photon
operator.
5.4 Density Matrix Method
Using equations (5.15) and (5.16) and the master equation [129], we obtained the following
expressions for density matrix elements:
.
ρ
11
= Γ2ρ22 + i
(
Λ12
)
ρ12 − i
(
Λ12
)∗
ρ21 (5.18)
.
ρ
33
= −Γ3ρ33 + i
(
Λ23
)∗
ρ32 − i
(
Λ23
)
ρ23
.
ρ
32
= (iδ32 + i∆32 − Γ32) ρ32 + iΛ∗12ρ31 + iΩ23 (ρ33 − ρ22)
.
ρ
21
= (iδ21 + i∆21 − Γ21) ρ21 + iΩ12 (ρ22 − ρ11) − iΛ∗23ρ31
.
ρ
31
= (iδ32 + iδ21 − Γ31) ρ31 − iΛ23ρ21 + iΛ12ρ32
where:
Λ12 = Ω12 + Λ12ρ12 (5.19)
Λ23 = Ω23 + Λ23ρ23 (5.20)
∆21 = Λ21 (ρ22 − ρ11) (5.21)
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∆32 = Λ32 (ρ33 − ρ22) (5.22)
Γ j` =
(
Γ j + Γ`
)
2
(5.23)
Γ2 = Γ0Z2(ω21) (5.24)
Γ3 = Γ0Z2(ω32) (5.25)
Ω12 =
µ12E02
2~
(5.26)
Ω23 =
µ23E03
2~
(5.27)
Here, Γ2 and Γ3 are the spontaneous decay rates for the excited states |2〉 and |3〉, respectively,
and Γ0 is the decay rate for the excitons in the absence of the photonic crystal. The func-
tion Z(ωk) is called the form factor of the photonic crystal and is given in reference [140].
Constants Ω12 and Ω23 are the Rabi frequencies for the probe and control fields.
5.5 Energy Transfer Mechanism
Now we calculate the energy transfer rate (ETR) from the donor to the acceptor QD due to the
DDI. The ETR is calculated using the method of reference [140]. First, the rate of energy
lost to the external field due to the donor quantum dot is:
WQD =
∑
j`=12,23
~2ω j`
2µ2j`
Im
(
α j`
) ∣∣∣Ω j` + Λ j`ρ j`∣∣∣2 (5.28)
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α12 =
µ12ρ12 (ω12)
E02
(5.29)
α23 =
µ23ρ23 (ω23)
E03
(5.30)
where α12 and α23 are the polarizabilities for transitions |1〉 ↔ |2〉 and |2〉 ↔ |3〉, respectively.
Note that the energy loss depends on the density matrix elements ρ12 and ρ23, along with the
DDI parameters. The Ω j` term in equation (5.28) denotes energy loss from the donor QD due
to stimulated emission from the two external fields. The Λ j`ρ j` term denotes energy loss due
to DDI with an acceptor QD. These DDIs between QDs are the mechanism for energy transfer
from a donor to an acceptor QD. The ETR from the donor to the acceptor is measured via the
PL of the donor. The energy transfer is observed as a decrease of the donor’s PL efficiency
and an increase of the acceptor’s PL efficiency. Generally, the energy transfer efficiency is
defined as the relative change in the donor’s PL emission [141]:
PE =
W0QD
WQD
(5.31)
where W0QD is the power loss from the donor in the absence of the DDI. With the help of
equation (5.28), the efficiency factor is found as:
PE =
∑
j`=12,23 ω j` Im
(
α j`
) ∣∣∣Ω j`∣∣∣2∑
j`=12,23 ω j` Im
(
α j`
) ∣∣∣Ω j` + Λ j`ρ j`∣∣∣2 (5.32)
where we used µ12 = µ23. Note that in the absence of the acceptor (i.e. Λ12 = Λ23 = 0) the
efficiency for the donor becomes PE = 1.
The above theoretical formulation can be easily used for two-level acceptor and donor QDs
by neglecting the effect of transition |2〉 ↔ |3〉. In this case, expressions for the energy loss
and the PL efficiency are obtained as:
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WQD =
(
~2ω12
2µ212
)
Im (α12) |Ω12 + Λ12ρ12|2 (5.33)
PE =
|Ω12|2
|Ω12 + Λ12ρ12|2
(5.34)
If we neglect the cross terms between Ω12 and Λ12, then in this approximation the PL efficiency
reduces to
PE =
[
1 +
(Rddi
R
)6
|ρ12|2
]−1
(5.35)
R3ddi =
µ212S r
~ (4pi0) e f fΩ12
(5.36)
Note that Rddi comes out as a length. Sometimes Rddi is called the Fo¨rster radius. Also note
that PE depends on R6 and density matrix element ρ12.
5.6 Results and Discussion
We consider a photonic crystal that is made of polystyrene spheres embedded in air, and
note that polystyrene is a nonlinear Kerr material. This type of photonic crystal has been fab-
ricated by Liu et al. [138]. They have shown experimentally that the band gap of the photonic
crystal in the presence of a pump field can be modified due to the Kerr effect. Decay rates Γ2
and Γ3 are both calculated to be 3.5155 µeV in the absence of the Kerr effect, and 5.4484 µeV
in its presence. We consider probe and control fields that are parallel and perpendicular to
the axis of the two quantum dots, respectively. The density matrix elements ρ j` are obtained
via solving equations (5.18) numerically using a seventh-eighth order continuous Runge–Kutta
method provided by the software package Maple. Our results show that this method has a
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rather higher precision in comparison to other available methods.
Figure 5.2: Power loss from the donor QD as a function of probe field detuning, δ2, for Ip = 0
GW/cm2 (dashed curve) and Ip = 60 GW/cm2 (dotted curve). Inset: DDI parameter is plotted
as a function of Ip.
The power loss for the donor is plotted in figure 5.2 as a function of the probe detuning.
The intensity of the probe field is I2 = 80 W/cm2 while the intensity of the control field is
I3 = 0.01 W/cm2. The control laser field is resonant with the excitonic transition |2〉 ↔ |3〉
(i.e. δ3 = 0 µeV). The dashed and dotted curves are plotted for Ip = 0 and Ip = 60 GW/cm2,
respectively, where the distance between the acceptor and donor is R = 11 nm. Note that the
power loss has two peaks and a clear minimum near δ2 = 0 µeV. The observed splitting is due
to the interference between the probe field E2 (i.e. Ω12) and dipole field Edddi (i.e. Λ12ρ12). See
equations (5.28) or (5.33). Note that in the presence of the pump field, the two peaks merge
into one and the height and location of that peak changes (see dotted curve). This means the
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power loss can be controlled by the pump field, due to the nonlinear photonic crystal. This is
an interesting result and can be used to fabricate new types of all-optical switching devices and
optical sensors.
The control of the power loss due to the nonlinear photonic crystal can be explained as
follows. The pump field causes the refractive index of polystyrene to change due to the Kerr
effect, i.e. n′a = na + n3Ip, where Ip is the intensity of the pump field and the Kerr constant is
n3 = 1.15 × 10−12 cm2/W for polystyrene. The change in the refractive index of polystyrene
modifies pc, which in turn changes the DDI coupling Λi j (see equation (5.14)). We have
plotted Λ12 as a function of Ip in the inset to figure 5.2. Note that as intensity increases,
the DDI parameter decreases, and this in turn destroys the interference between the probe and
dipole fields. This is why we get one peak, and a change in the height of that peak.
The PL efficiency is calculated as a function of R in figure 5.3. We have chosen the value
of the probe detuning to be δ = −10 µeV (see figure 5.2), where the interference plays an
important role. Note that the efficiency spectrum has a peak at about R = 16 nm. This
peak is due to the interference between the probe and DDI fields. The peak appears, since the
denominator of PE in equation (5.32) has a smaller value, due to the interference past about
R = 13 nm, compared to the numerator. When we apply the pump field to the photonic crystal,
the peak at R = 16 nm disappears, and a new peak appears at a lower value of R = 11 nm (see
dotted curve). The height of the peak is also reduced. This is because the DDI parameter, Λ j`,
is decreased by the pump field, as we discussed before. This in turn decreases the DDI field
and the interference between it and the probe field does not occur. When the distance between
the acceptor and donor QDs is decreased, the DDI parameter increases. This increases the
DDI field and the interference condition is again satisfied at a lower value, approximately R = 9
nm. That is why we get a peak near R = 11 nm in the presence of the pump field. We have
also plotted PE in the absence of the interference term, and in the absence and presence of
the pump field inset in figure 5.3. It is found that the interference peak disappears and the
efficiency increases with increasing R.
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Figure 5.3: PL efficiency as a function of donor to acceptor QD separation, R, for Ip = 0
GW/cm2 (dashed curve) and Ip = 60 GW/cm2 (dotted curve). Inset: PL efficiency is plotted
as a function of R in the absence of interference. Dashed and dotted curves represent Ip = 0
GW/cm2 and Ip = 60 GW/cm2, respectively.
Our theory can also be applied to hybrid systems consisting of acceptor and donor QDs
embedded in a dielectric medium such as aqua or quartz. This can be done by replacing
the dielectric constant of the photonic crystal pc by the dielectric constant of that dielectric
medium. We found a similar looking curve to the inset figure in figure 5.3, which shows the
PL efficiency decreasing as R decreases. This means that the energy transported from the
donor to the acceptor QD increases due to the DDI. This type of behavior has been observed
by recent experiments [90], [91], [92]. Khatei et al. [90] have demonstrated electronic
energy transfer between donor and acceptor CdTe QDs embedded in an aqueous media using
steady-state PL spectroscopy, without using any external linker molecule. They found that
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with an increasing concentration of larger QDs (donors), there is subsequent quenching of
luminescence in smaller dots (acceptors) accompanied by the enhancement of luminescence in
the larger dots.
Another group who considered a similar system was Higgins et al. [91]. They fabricated
CdTe QDs embedded in an aqueous media. Their PL spectra and time-resolved PL decays
show that there is a resonant energy transfer from the donor QD to the acceptor QD. They have
also studied the concentration dependence of the donor QD on the energy transfer. They found
that as the concentration increases, the PL efficiency decreases. Similar donor concentration
dependence on the energy transfer between the donor and the acceptor QDs has also been
investigated by Linz and Bradley [92]. The findings of this chapter are consistent with the
above experiments. As the concentration of donors increases, the average distance R between
the acceptor and donor will decrease. This, we show, decreases the PL efficiency.
5.7 Conclusion
In conclusion, we have calculated the ETR between donor and acceptor QDs embedded in a
nonlinear photonic crystal. It is found that the energy can be transferred from the donor to
the acceptor due to the DDI, and can be controlled by a pump field. This behaviour has been
observed, and this mechanism suspected in the related publications, but this is the first time the
effect was simulated with this level of detail, to the best of our knowledge. This present system
can be used to fabricate nano-sensors, all optical nano-switches, energy transfer devices, and
energy storage devices. The present formulation can also be used to study the energy transfer
between the donor and acceptor chemical and biological molecules.
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Chapter 6
The study of fluorescence in a quantum
dot and metallic nanosphere hybrid
system
In the previous chapter, energy transfer mechanisms between pairs of quantum dots were
investigated. In this chapter, the fluorescence in quantum dots and a metallic nanosphere is
considered, and power absorption is also calculated.
6.1 Introduction
In this chapter, we investigate energy absorption in quantum dots (QDs) which have been
deposited on a dielectric medium. We also study the energy absorption when quantum dots
and a metallic nanoparticle (MNP) are deposited on a substrate. These nanostructures are
called a QD-MNP hybrid system. Recently, there has been considerable interest in the study
of plasmonics in hybrid systems. Since plasmons tend to be far more localized than photons
of the same energy, they can often mediate photon-excited information better than the photons
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themselves. Experimental studies have shown efficient exciton-plasmon-photon conversion,
so structures involving QDs and MNPs are rife with possibilities [54], [60], [61], [62].
Several hybrid systems have been considered for quantum information processing, and
it has been demonstrated that entanglement survives the photon-plasmon-exciton conversion
process [63], [64], [65]. Metal nanostructures have also been considered in constructing a
two q-bit gate [65], [66]. The coupling between MNPs and QDs is sometimes enhanced
through the use of a linker molecule, [67], [68], but efficient coupling can also occur without
any interstitial matter [69], [70], [71]. MNPs have been used in conjunction with QDs in
a variety of contexts [83], [142], [143], to enhance fluorescence in the QD [72], [73], [74],
[75], to adjust the decay rates for the QD [76], to enhance the Fano effect [77], [78], as a pulse
controller for a QD [74], or even to produce an electromagnetically induced transparency [51],
[52], [79]. Nanorods, nanospheres, and even nanodiscs have been considered, [69], [73], [80],
as well as multiple nanospheres [81].
The metallic nanoparticles considered in this chapter have a spherical shape. An ensemble
of quantum dots are sitting near the metallic nanoparticle, on the same substrate. The concen-
tration of quantum dots is taken to be small so that they do not interact with one another. The
QDs used here have three excitonic states, namely the ground state and two successive excited
states; |1〉, |2〉, and |3〉. A probe laser is applied between the ground state and first excited state,
to monitor the coupling between the QD and the metallic nanosphere (MNS). We have also
applied a control laser between the two excited states. Induced dipoles are produced in the
QD due to both the probe and control lasers, with dipole moments induced in the MNS as well.
Given these dipole moments, the MNS and QD interact with each other via the dipole-dipole
interaction (DDI). Surface plasmon-polaritons (SPPs) are also created in the MNS due to a
coupling of charge fluctuations with the two laser fields. The polaritons have quantized states
in the metallic sphere, since only certain modes of polaritons will propagate within the surface
of the MNS. The quantized polaritons interact with excitons from the quantum dots.
This geometry is obviously similar to that presented in chapter 5. We have an MNS playing
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the role of the acceptor QD, and there is a dielectric substrate rather than a photonic crystal, but
the photonic crystal was modelled such that the dielectric function varied in frequency space,
but not in real space, so those differences are less than one might think. The energy level
structure for the QD is the same, but the interaction Hamiltonian is different.
The density matrix method has been used to evaluate power absorption from the laser fields
in the hybrid system. Numerical simulations have been carried out, to derive power loss in
the presence of the DDI and the exciton-SPP interaction. The power absorption spectrum of
the QD was found to split from one peak into two peaks. This splitting can be accomplished
either through increasing the intensity of the control field, or the DDI.
The fluorescence efficiency for quantum dots in this system has also been investigated.
The fluorescence efficiency is defined as the ratio of the power absorbed by the QD in the
absence of the MNS to the power absorbed in the presence of the MNS. The fluorescence
efficiency was found to increase as the distance between the QD and the MNS increases. In
summary, we found that the energy transfer between the QD and the MNS can be controlled
by the control laser by changing the shape of the energy absorption spectrum. Therefore, the
present system is one that could be used to fabricate new types of nanoscopic devices, such as
ultrafast switching devices and sensing devices.
6.2 Quantum Dot embedded on a Dielectric Medium
The quantum system under investigation here is that of a QD lying on a dielectric medium,
where the radius of the QD is rd. When the QD is excited, it will produce an exciton, and we
assume that the QD in question will efficiently transform energy between photons and excitons.
We take a ladder-type three-level QD, meaning that, first of all, there are 3 states, |1〉, |2〉, and
|3〉; where |1〉 is the ground state, and |2〉 and |3〉 are excited states. The allowed transitions
for a ladder-type QD are |1〉 ↔ |2〉 and |2〉 ↔ |3〉, and their transition frequencies are ω21 and
ω31, respectively. A schematic diagram for QDs in this environment is shown in figure 6.1.
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Figure 6.1: An ensemble of 3-level quantum dots deposited on a substrate. The black dots are
QDs. The QD has three states, |1〉, |2〉, and |3〉.
We refer to the applied external electric fields as the probe and control fields, with the probe
field being, E2 = E02 cos (ω2t) with frequency ω2 and amplitude E
0
2, which is applied between
states |1〉 and |2〉, and thereby an exciton is excited to state |2〉. Similarly, a control laser
field, defined by E3 = E03 cos (ω3t), with frequency ω3 and amplitude E
0
3, is applied between
states |2〉 and |3〉 and it will promote this exciton to state |3〉. The first exciton (from state |2〉)
must decay spontaneously to the ground state, since excitons will couple with the background
radiation field. The other exciton can only decay to state |2〉, and one way to do that is
through the background field. This is known as the radiative decay. Without the MNS in our
formulation yet, this is almost exactly the setup of chapter 5, with a much smaller density of
quantum dots.
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6.3 External Electric Fields
The electric field felt by the QD is then:
Ed =
E2
dr
e−iω2t +
E3
dr
e−iω3t + cc (6.1)
where:
dr =
(2b + d)
3b
(6.2)
and cc stands for the complex conjugate. Also, b is the dielectric constant of the substrate
dielectric, and d the dielectric constant of the QD. Next, we need to define Rabi frequencies
for the probe and control fields, which are:
Ω2 =
µ12E02
2~dr
(6.3a)
Ω3 =
µ23E03
2~dr
(6.3b)
where Ω2 and Ω3 are the Rabi frequencies for the probe and the control laser fields, respec-
tively. The Rabi frequencies relate to the intensities of the laser fields, since they contain
the amplitudes of those fields. The µ j` term represents the transition dipole moment for the
| j〉 ↔ |`〉 transition.
Finally, the electric field felt by the QD can be obtained by substituting equations (6.3a)
and (6.3b) into equation (6.1) to yield:
Ed =
~
µ12
(Ω12) e−iω2t +
~
µ23
(Ω23) e−iω3t + cc (6.4)
Note that the electric field in the vicinity of the QD has two sources. The first term comes
from the probe field, and the other from the control field.
84
6.4 Interaction Hamiltonian
The power loss that occurs within the quantum dot requires that we know some of the density
matrix elements, and they are found using the density matrix method [52]. The first thing we
need for this treatment is the Hamiltonian. The Hamiltonian for an electron-hole pair in the
quantum dot is then:
He = ~ω21 (|2〉 〈2| − |1〉 〈1|) + ~ω32 (|3〉 〈3| − |2〉 〈2|) (6.5)
This is not the whole story. Two laser fields are applied to monitor absorption, so we need
interaction terms between these fields and the QD, and we choose to add a term without con-
sidering multiple-photon processes. Therefore, when we apply the dipole approximation,
and find the laser-quantum dot portion of the Hamiltonian in the interaction representation, we
have:
HQD−L = −Ω12e−i(ω2−ω21)tσ+21 −Ω23e−i(ω3−ω32)tσ+32 + hc (6.6)
where hc stands for the Hermitian conjugate. This Hamiltonian so far does not allow for
spontaneous emission yet, and we wish to allow decay into the background field of the substrate
from state |3〉 to |2〉 to |1〉, successively. In other words, the dielectric material acts as a
reservoir for the QD.
HQD−R = −∑
k
g0
21
(ωk) pkσ+21e
i(ω21−ωk)t
−∑
k
g0
32
(ωk) pkσ+32e
i(ω32−ωk)t + hc
(6.7)
where σ+j` = | j〉 〈`| is called the creation operator for an exciton. Here, pk is the lowering
operator for photons in the substrate. Also,
g0j,( j−1) (ωk) =
(
ek.µ j,( j−1)
) √ ~ωk
2bV
(6.8)
where V is the quantization volume for the substrate. This means that the total Hamiltonian
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of the system becomes:
HQD = HQD + HQD−L + HQD−R (6.9)
6.5 Quantum Dot-Metallic Nanosphere Hybrid System
The system we now consider consists of a QD and an MNS sitting on a dielectric substrate,
where the radius of a QD is rd and the MNS has a radius of rm. The center-to-center distance
between the QD and the MNS is given as R. In the QD, optical excitations create excitons,
with a sharp and discrete response. As before, the three excitonic states are denoted as |1〉,
|2〉, and |3〉; where |1〉 is the ground state and |2〉 and |3〉 are excited states. Excitons in the
QD act as quantum emitters. That is, energy does not leave a QD except to create a photon
or SPP, and the photons created must be from an exciton transition. The exciton transition
frequencies between |1〉 ↔ |2〉 and |2〉 ↔ |3〉 are denoted as ω12 and ω23, respectively. The
localized surface plasmon frequency of the MNS is denoted as ωsp. A schematic diagram for
this hybrid system is shown in figure 6.2.
For this model, the control field frequency, ω3 lies near the localized surface plasmon fre-
quency ωsp. In the presence of the probe and control laser fields, the induced dipoles are
created in the QD and MNS, and they interact with each other via the dipole-dipole interaction
(DDI). This interaction is very strong due to enhanced local fields in the vicinity of the MNS.
The DDI also refers to Coulomb interactions over the length scales involved. This interaction
leads to excitation transfer between the QD and the MNS. Again, the environment for the 2
nanoparticles here is a dielectric substrate.
The electric field felt by the QD is now written:
Ed =
E2
dr
+
E3
dr
+
S rPm
(4pib) drR3
(6.10)
where dr = (2b + d) /3b, as before. Here, S r is called the polarization parameter with
S r = 2 [79]. The first and second terms in the above expression are electric fields which
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Figure 6.2: A 3-level quantum dot with a nearby metallic sphere and two external fields applied
to this system. The probe field, ω2 excites the ground state of the quantum dot and the control
field, ω3 drives the metal sphere at its resonance frequency while exciting the quantum dot to
the uppermost level. The dipole-dipole interaction (DDI) couples the metal nanosphere to the
quantum dot. The complete system would consist of an ensemble of quantum dots interacting
with a metal nanosphere atop a dielectric substrate.
represent the probe and control laser fields, respectively. The last term is the dipole electric
field created by the total induced polarization, Pm in MNS from the probe and control fields.
Similarly, the total electric field Em felt by the MNS would be:
Em =
E2
mr
+
E3
mr
(6.11)
+
S r
[
µ23ρ23 + µ
∗
23ρ32
]
(4pib) mrR3
mr =
2b + m (ω)
3b
(6.12)
where µ j` and ρ j` are the dipole moment and density matrix elements for the transition | j〉 ↔
|`〉. The third term in the above equation is the dipole electric field arising from the QD and
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owing to the control field. Note that equation (6.10) and equation (6.11) are self-consistent and
inter-related. The electric field Em creates a polarization Pm in the MNS and it is obtained by:
Pm = αmEm, where αm is called polarizability, and is written [83]:
αm =
40pir3m (m (ω) − b)
m (ω) + 2b
(6.13)
where m (ω) is the dielectric constant of the MNS and is written as:
m (ω) = ∞ −
ω2p
ω2 − iκω (6.14)
where ωp is the plasma frequency and κ is the relaxation rate for electrons. Substituting
equation (6.13) and equation (6.11) into Pm = αmEm and defining:
ρ12 = ρ
′
12e
−iω2t (6.15)
ρ23 = ρ
′
23e
−iω3t (6.16)
we can obtain an expression for the polarization, Pm where:
Pm = 4pibr3m
[
γ
mr
(
E03
2
+
1
(4pib)
S rµ23ρ′23
R3
)
e−iω3t
]
+ cc (6.17)
where cc stands for the complex conjugate and γ is expressed as:
γ =
m (ω) − b
m (ω) + 2b
(6.18)
Note that we have assumed that ω2 is too low energy to polarize the MNS effectively, whereas
ω3 drives the MNS at resonance.
Finally, the electric field felt by the QD is obtained by substituting equation (6.17) into
equation (6.10) yielding:
Ed =
~
µ12
Ω12e−iω2t +
~
µ23
(Ω23 + Π3 + Λ3) e−iω3t (6.19)
88
where:
Ω12 =
µ12E02
2~dr
(6.20)
Ω23 =
µ23E03
2~dr
(6.21)
Π3 =
(
r3mγS r
drR3
)
Ω23 (6.22)
Λ3 =
γr3mS
2
rµ
2
23ρ
′
32
(4pib) ~drR6
(6.23)
Note that the electric field felt by the quantum dot contains three contributions. The first term
is the direct contribution from the control field. The second term is the dipole field from the
MNS which the control field induces. The third term arises when the control field polarizes
the QD, which then polarizes the MNS. The MNS, in turn, produces the third term to interact
with the QD. Therefore, this term represents the self-interaction of the QD, because this term
originates from the polarization of the QD. We call this term the dipole-dipole interaction
(DDI) term which depends on both QD and MNS parameters.
In the previous section, the Hamiltonian was derived without a metal sphere. The Hamil-
tonian for excitons in the QD must have a DDI term added in. That term is:
HDDI = (Ω23 + Π3 + Λ3) e−i(ω3−ω32)tσ+32 (6.24)
We require that the excited states |2〉 and |3〉 decay spontaneously to the state directly below
them due to coupling with the background radiation field, and state |3〉 can also decay through
interaction with an SPP. In other words, the MNS acts as a reservoir for the QD. The QD
also interacts with the probe field, the control laser field, and the fields from induced dipoles
in the MNS. Therefore, the total Hamiltonian of the QD is expressed as above in the dipole
approximation and in the interaction representation. In the previous Hamiltonian, equation
89
(6.9) only allows for photons to decay into the substrate. To allow for the creation of plasmon-
polaritons, through the decay of excitons as well as through the DDI, terms would need to be
added to the Hamiltonian. For the new terms pdk would be the lowering operator for plasmon-
polaritons. We introduce gd32 (ωk) as the coupling constant for SPPs, given by:
gd32 (ωk) =
√(
~ωk
2b
(
pir3m
)) 1 + γS r
(
pir3m
)
drR3
 (ek.µ32) (6.25)
where ek is the polarization of the plasmon-polaritons. The terms ωk and k are the frequency
and the wave vector for plasmon-polaritons, respectively. The first term in equation (6.24)
corresponds to the coupling of excitons to the control field, the second term is the coupling
Hamiltonian between the QD and the MNS, and the last term refers to self-interaction for the
QD. In chapter 5, we had DDI terms for both QD transitions, but there was only a term like
Λ3, which means the Hamiltonian contains ρ32σ+32. Here we also have the Rabi intensity
dependent on MNS parameters, something that did not appear in chapter 5.
We wish to couple the |2〉 ↔ |3〉 transition with the MNS, which means we need to know
what energy the MNS will resonate with, and the QD will then have that energy for its |2〉 ↔ |3〉
transition. We evaluate this relation by using the following model. The polarizability αm
of the MNS has been obtained in equation (6.13). Plasmon-polariton resonances occur at
frequencies when αm has a singularity. This means that for resonance, m (ω) + 2b = 0, so an
analytical expression for the localized surface plasmon resonance can be obtained if we use the
Drude model for m. We found the following expression of the plasmon-polariton resonance:
ωsp =
√
ω2p
∞ + 2b
(6.26)
where ωp is the plasmon frequency. This will be the frequency for the |2〉 ↔ |3〉 transition.
6.6 Density Matrix Formulation
We use the density matrix method to evaluate the power loss in the QD and the MNS. Using
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equations (6.10-6.25), we obtained the following expression for density matrix elements:
dρ11
dτ
= 2Γ21ρ22 + iΩ12ρ12 − iΩ∗12ρ21 (6.27)
dρ33
dτ
= −2 (Γ32 + Γ3) ρ33 − i (Ω23 + Π3 + Λ3ρ32) ρ23 + i (Ω∗23 + Π∗3 + Λ∗3ρ23) ρ32
dρ32
dτ
= − (Γ32 + Γ21 − i (δ23 + ∆3)) ρ32 + iΩ∗12ρ31 + i (Ω23 + Π3 + Λ3ρ32) (ρ33 − ρ22)
dρ21
dτ
= − [Γ21 − iδ12] ρ21 + iΩ12 (ρ22 − ρ11) − i (Ω∗23 + Π∗3 + Λ∗3ρ23) ρ31
dρ31
dτ
= − [(Γ32 + Γ3) + Γ21 − iδ12 − iδ23] ρ31 + iΩ12ρ32 − i (Ω23 + Π∗3 + Λ3ρ32) ρ21
In the above expression ∆3 and Γ3 are the nonradiative energy shift and decay rate due to the
dipole-dipole interaction term Λ3.
∆3 = Re
[
Λ3 (ρ22 − ρ33)] (6.28)
Γ3 = Im
[
Λ3 (ρ22 − ρ33)] (6.29)
Also, Γ21 and Γ32 are the spontaneous decay rates for the excited states |2〉 and |3〉, respectively,
due to the background radiation field and the plasmon-polaritons.
6.7 Power Absorption and Fluorescence efficiency
Energy loss from the quantum dots in this system arises because excitons decay in the quantum
dot, which transfers the energy of those excitons to the MNS. Power loss which occurs in the
QD is denoted as Wd and is found to be:
Wd = ~ω21ρ22Γ21 + ~ω32ρ33Γ32 (6.30)
where Γ21 and Γ32 are decay rates for the excited states |2〉 and |3〉 to their respective unexcited
states. Note that the power loss we are interested in (for the QD) depends on the decay rates
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and the populations of excitons in |2〉 and |3〉. We model these populations through the density
matrix elements, ρ22 and ρ33 for the QD.
The energy transfer from the QD to the MNS is generally measured experimentally from
a fluorescence emission measurement of the QD. When energy transfer occurs, the QD’s
fluorescence intensity will decrease. The energy transfer efficiency WdE is defined as the
relative change in the QD’s fluorescence emission:
WdE =
W0d
W0d + W
ddi
d
(6.31)
6.8 Results and Discussion
We wish to investigate power loss from the external fields due to a quantum dot with a metallic
nanosphere nearby. In order to investigate this, we take a CdSe quantum dot with parameters
d = 10, ~ω12 = 0.5 eV, µ12 = 0.7 e nm, µ23 = 0.8 e nm, [144] ~ω23 = 2.36 eV, Γ21 = 0.6
ns−1, Γ32 = 2 ns−1 [145]. For the metal nanoparticle, we take a gold sphere with parameters
rm = 9 nm and ωp = 9 eV, and we assume it is resonant with the |2〉 ↔ |3〉 transition in the
quantum dot (QD). The background material on which we place this system is taken to be
silica with b = 2.25. For this gold MNS, we take ∞ = 10, which means ~ωsp = 2.36 eV,
[83] so our resonance condition is satisfied. We set the probe field to an intensity of Ip = 50
W/m2, and the control field detuning was set to zero. All other parameters were allowed to
vary according to what was being plotted.
The first effect we wish to investigate is the effect of the intensity of the control field.
Figure 6.3 shows the power loss which occurs in the QD, Wd, being plotted against the probe
field detuning, δ12 = ω2 −ω12, from the density matrix equations (6.27). In the first (solid and
orange) curve, the control field intensity was set to Ic = 0 W/cm2. In the absence of the control
field, the spectrum has one peak. This is due to the absorption of an exciton from state |1〉 to
|2〉, which the probe field is responsible for. There is no absorption due to the control field
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when the control field is turned off. The control field is added for the gray dotted curve, and
we chose an intensity of Ic =40 W/cm2. In this case there is absorption due to the control field,
as can be seen from the fact that the peak height increases Another feature of this curve is that
the single peak has split into two peaks. One could understand this in terms of dressed states,
where the intensity from the control field at the QD causes the |2〉 energy level to split into two
states, |2+〉 and |2−〉. Therefore, the spectrum has two peaks due to the transitions |1〉 → |2+〉
and |1〉 → |2−〉. For the third curve (dashed and blue) the intensity was set to Ic =800 W/cm2,
and here we notice that there is virtually no power loss in the QD at zero detuning. Thus, the
intensity of the control field has removed any absorption in the QD at the point in frequency
where a less intense beam absorbs most strongly. This effect is known as electromagnetically
induced transparency (EIT) and it is the basis for all-optical switching techniques.
In figure 6.4, we investigated DDI effects. For a weak control field, we took an intensity
of Ic = 2 W/cm2, and we set the distance between the QD and the MNS to be R = 11 nm. In
figure 6.4, Wd is plotted against the probe field detuning. In the absence of the metal sphere,
and hence the absence of DDI, these external fields lead to a single peak in the absorption
spectrum for the quantum dot, at zero probe detuning. This is seen in the solid, orange curve,
showing no DDI effects.
First we consider the DDI with only the Π3 term, and we find the gray dotted curve. In this
curve, the peak has split into two peaks, which can be understood in terms of dressed states.
In this case, the DDI term increases the intensity from the control field felt by the QD. For the
Π3 term, this arises from the polarization of the MNS, polarized directly by the control field.
This net intensity causes the |2〉 energy level to split into two states, |2+〉 and |2−〉. While
this splitting as shown does not open up a transparent state in the middle, the peaks have split.
Additional splitting from another source could open up a completely transparent state.
The blue dashed curve in figure 6.4 is plotted when both the Π3 and Λ3 terms are included.
The Λ3 term adds asymmetry to the peaks, so that the peak locations are shifted, and no longer
have the same height. These terms represent self-interaction in the QD, since they arise from
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Figure 6.3: Power Absorption due to the quantum dot as a function of probe detuning, plotted
in ns−1. The solid curve has no MNS, and Ic = 0 W/m2, the dotted curve has no MNS, and
Ic = 40 W/cm2, the dashed curve also has no MNS, and Ic = 800 W/cm2.
a dipole field induced by the control field in the QD, which couples to the MNS, which in turn
produces a field that can be felt in the QD. This results in additional dynamical detuning,
whereby the field returning to the QD has a slightly different frequency than the control field
itself.
The next effect under consideration is the distance between the MNS and the QD. For
figure 6.5, we again show Wd vs. δp, with Ic =2 W/cm2. The solid, dotted, and dashed curves
are plotted for R = 11 nm, 14 nm, and 50 nm, respectively. In the dashed and blue curve, we
take R = 50 nm, and we recover the single peak in figure 6.4. At this distance, DDI effects
are so weak that they can no longer overcome the broadening effects inherent in this QD. The
splitting here is for the same reasons as splitting showed up in figures 6.3 and 6.4, where state
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Figure 6.4: Power Absorption due to the quantum dot as a function of probe detuning, plotted
in ns−1. The solid curve has no MNS, the dotted curve has an MNS, but only with the
Π3 component of the dipole-dipole interaction. The dashed curve has the full dipole-dipole
interaction, including the Λ3 term.
|2〉 has split.
Lastly, we wish to look more in-depth at the distance between the QD and the MNS, so in
figure 6.6, we plotted power absorption vs. R directly. In doing this, we set Ic =10 W/cm2,
and δp = 8 ns−1, and the control field detuning was still zero. Power absorption in the QD
was plotted with, and without DDI effects. Note that without the DDI (the orange and solid
curve), power loss does not depend on distance. We expect this, on the basis that the DDI
effects are the only things coupling the MNS to the QD. Note that as R increases, power
absorption decreases. This is consistent with the findings of figure 6.5. Also note that with
the DDI (gray and dotted curve) the power loss drops more dramatically than we saw in figure
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Figure 6.5: Power Absorption due to the quantum dot as a function of probe detuning, plotted
in ns−1. The solid, dotted and dashed curves are plotted for R = 11 nm, 14 nm, and 50 nm,
respectively.
6.5. This can be accounted for in 2 ways. First, the intensity is greater here, so the Π3 term,
which drops off as 1/R3, will drop away faster, and the Λ3 term, which drops off as 1/R6, plays
a more significant role at the shorter distances, where they also drop away more quickly.
In figure 6.7, the fluorescence efficiency for the quantum dot, as defined above, is plotted
against the QD-MNS distance. Here we included a larger range of distances, so as to show
the long-distance limit clearly. When R is large, the fluorescence efficiency becomes one.
This shows the effect of the MNS. As R decreases, the efficiency decreases. This effect is
called fluorescence quenching. This means that the fluorescence decreases in the QD due to
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Figure 6.6: Power Absorption due to the quantum dot as a function of the distance between
the quantum dot and metal sphere. The solid curve shows power loss without DDI effects,
and the dotted curve shows the power loss with DDI effects. Note that the solid curve has a
constant value of 0.028 pW.
the presence of the MNS. This has been measured experimentally [146].
6.9 Conclusion
In summary, power absorption from a laser field in quantum dots has been investigated, in
particular when there is a metal sphere nearby. When there is no metal sphere present, or
when it is very far from the quantum dot, there is a single absorption peak. As these two
move closer together, this single peak is split into two peaks. This splitting results from the
DDI between the QD and the MNS. This splitting can also be accomplished by increasing
the intensity of the control field, Ic. The difference between these two types of splitting being
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Figure 6.7: Fluorescence Efficiency in the quantum dot as a function of the distance between
the quantum dot and the metal sphere.
that a metal sphere also shifts the locations of the peaks, introducing an asymmetry. Finally,
the fluorescence efficiency for the quantum dot has also been investigated. The fluorescence
efficiency can be quenched almost completely when the MNS is in close proximity to the QD.
Either of these effects could be used as a photonic switch in photonic applications.
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Chapter 7
Dipole-dipole interaction in a quantum
dot and metallic nanorod hybrid system1
In the previous chapter, interactions between a quantum dot and a metallic sphere were
discussed. In this chapter, a metallic nanorod is investigated, interacting with quantum dots.
Energy transfer rates are calculated.
7.1 Introduction
Systems of nanoparticles have garnered much attention for their ability to tailor interactions
between photons and electrons. Recently, considerable interest in coupled quantum dot (QD)-
metal nanoparticle hybrid systems has arisen [51], [76], [78], [82], [83], [84], [85], [86], [87],
[88]. For example, in references [51] and [78], the authors have studied the effects of weak and
strong exciton-plasmon coupling regimes on the power absorption in a QD-metallic nanopar-
ticle system. A three-level QD in the ladder-type [83] and V-type configurations [84], [85],
[86], and [87] interacting with a metallic nanoparticle has also been studied in the presence of
1Reprinted with permission from M. R. Singh, D. Schindel, and A. Hatef, Applied Physics Letters, vol. 99, p.
181106, (2011). Copyright 2011, American Institute of Physics.
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two external laser fields. Other hybrid systems such as a QD coupled with a metallic nanorod
(MNR) [76] and a metal-dielectric nanoshell [88] have also been investigated.
One area of ongoing interest is the need for fast optical switching mechanisms. We study
the interactions between optical excitations in a quantum dot (QD) and in a metallic nanorod,
(MNR) and look for transparent states which can be switched on or off. Optical excitations in
quantum dots are excitons, and in the MNR are called localized surface plasmons. The surface
plasmon-polaritons (SPPs) arise from coupling of light with localized surface plasmons in the
MNR. Interactions between excitons and SPPs occur when a MNR and a QD are in close
proximity. In this hybrid system, the optical excitation frequencies of the two constituents are
resonant with one another.
Figure 7.1: A schematic diagram of the quantum dot and metallic nanorod.
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7.2 Exciton-plasmon coupling
In this chapter we investigate quantum coherence and interference phenomena in a QD-MNR
hybrid system. The MNR has a cylindrical shape and has a radius rm and length 2lm (figure
7.1). The center-to-center distance between the QD and the MNR is denoted as R. The three
excitonic states are denoted as |1〉, |2〉, and |3〉, where |1〉 is the ground state, and |2〉 and |3〉 are
the excited states. The exciton frequency of transition between |1〉 ↔ |2〉 and |1〉 ↔ |3〉 are
denoted as ω21 and ω31, respectively.
The two single-exciton states |1〉 ↔ |2〉 and |1〉 ↔ |3〉 are orthogonal linearly-polarized
states, and are usually denoted as |x〉 and |y〉 states [147], or left and right circularly polarized
exciton states [148]. Therefore, the probe and control laser fields have orthogonal polariza-
tions. The present work uses left- and right-polarized states. A probe field E2 = E02 cos (ω2t)
with frequency ω2 and amplitude E02 is applied between |1〉 and |2〉 so that an exciton is excited
to state |2〉. Similarly, a control laser field E3 = E03 cos (ω3t) with frequency ω3 and amplitude
E03 is applied between |1〉 and |3〉, and a second exciton is excited to state |3〉. The probe and
control fields lie perpendicular to, and along the direction of the MNR, respectively.
Induced dipole moments are created in the QD and the metallic nanorod, (MNR) and they
interact with each other via the dipole-dipole interaction (DDI). Excited excitons will decay
spontaneously to the ground state due to excitons coupling with the background radiation field
and exciton-SPP coupling. In other words, the MNR acts as a reservoir for the QD. The
wave vector for SPPs has two components; kn and k, where kn is the chiral wave vector (cir-
cumference wave vector) and k is the wave vector along the length of the MNR. The chiral
wave vector is quantized so that 2pirmkn = 2pin, where n is a quantum number with n = 1, 2,
3, etc. This system is very similar to that presented in chapter 6, the quantum dot structure is
different, and the rod was a sphere, but the only other difference is that the MNP interacts with
both transitions here, rather than just the |2〉 ↔ |3〉 transition in chapter 6.
The total Hamiltonian for the QD is given here. We use the dipole approximation and the
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interaction representation to derive this Hamiltonian:
HQD =
∑
j=2,3
[
He + HE + HQR
]
+ hc (7.1a)
where:
He = ~ω j1σzj1 (7.1b)
HE = −
(
Ω1 j + Λ jρ j1
)
e−i(ω j−ω j1)tσ+j1 (7.1c)
HQR = −
∑
nk
(
g0
j1
+ gd
j1
)
pnkσ+j1e
i(ω j1−ωnk)t (7.1d)
where:
g0j1 (ωk) =
(
ek · µ j1
) √ ~ωk
2b
(
r2mlm
) (7.2a)
gdj1 (ωk) =
γr,lS r,lr2mlmg
0
j1 (ωk)
drR3
(7.2b)
Ω01 j =
µ1 jE0j
2~dr
(7.3a)
Ω1 j = Ω
0
1 j +
lmr2mγr,lS r,lΩ
0
1 j
R3
(7.3b)
Λ j =
γr,llmr2mS
2
r,lµ
2
1 j
(4pib) ~2drR
6
(7.4)
dr =
(2b + d)
3b
(7.5)
γr,l =
[m (ω) − b][
3b + 3ςr,l (m (ω) − b)] (7.6)
ςl =
1 − e2m
e2m
[
1
2em
ln
(
1 + em
1 − em
)
− 1
]
(7.7a)
ςr =
(1 − ςl)
2
(7.7b)
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em =
√
1 −
(
rm
lm
)2
(7.8)
Also, hc stands for the Hermitian conjugate, σ+j1 = | j〉 〈1| is the creation operator responsible
for excitons, and σzj1=| j〉 〈 j| − |1〉 〈1| denotes the current state of the excitons. Here, pnk is
the lowering operator for plasmon-polaritons. The subscripts l and r stand for an electric
field applied along the length or radial directions of the MNR, respectively. Here, b is the
dielectric constant of the host dielectric material, d the dielectric constant of the QD, ek is the
polarization vector, S r,l is called the polarization parameter with S r = 2 and S l = −1, [83], ςr,l
is called the depolarization factor, [148], and µ j1 and ρ j1 are the dipole moment and density
matrix element for the transition | j〉 ↔ |1〉, respectively. The terms ωnk are the quantized
frequencies of plasmon-polaritons. The first and second terms in equation (7.1a) correspond
to the Hamiltonian of the QD and electric fields, (both internal and external) respectively.
The last term of the Hamiltonian, i.e. equation (7.1d), refers to the decay interaction for
states |2〉 and |3〉 due to the background radiation field and the exciton-SPPs. The two terms
that make up Ωi, equation (7.3b), are due to the direct contributions from the external fields and
the dipole fields from the MNR that are induced by the external fields, respectively. The term
Λi, equation (7.4), is the DDI term which arises when the probe and control fields polarize the
QD, which in turn polarizes the MNR.
7.3 Density Matrix Method
We use the density matrix method to evaluate the power loss in our MNR. Using equation
(7.1a) we obtained the following expressions for density matrix elements,
103
.
ρ
22
= −2Γ2ρ22 + i (Ω12 + Λ2ρ21) ρ12 − i (Ω∗12 + Λ∗2ρ12) ρ21 (7.9)
.
ρ
33
= −2Γ3ρ33 + i (Ω13 + Λ3ρ31) ρ13 − i (Ω∗13 + Λ∗3ρ13) ρ31
.
ρ
32
= − (Γ32 − iδ12 + iδ13) ρ32 − i (Ω∗12 + Λ∗2ρ12) ρ31
+ i (Ω13 + Λ3ρ31) ρ12
.
ρ
21
= − [(Γ21 + Γ2) − i (δ12 + ∆2)] ρ21 + iΩ12 (ρ11 − ρ22)
− i (Ω13 + Λ3ρ31) ρ23
.
ρ
31
= − [(Γ31 + Γ3) − i (δ13 + ∆3)] ρ31 − i (Ω12 + Λ2ρ21) ρ32
− iΩ13 (ρ33 − ρ11)
where:
Γ32 = (Γ2 + Γ3) (7.10)
δ12 = ω2 − ω21 (7.11)
δ13 = ω3 − ω31 (7.12)
Γ j1 = Im
[
Λ j
(
ρ11 − ρ j j
)]
(7.13)
∆ j = Re
[
Λ j
(
ρ11 − ρ j j
)]
(7.14)
Here, ∆ j and Γ j1 with j = 2, 3 are the nonradiative energy shift and decay rate due to dipole-
dipole interaction term Λ j. The Γ j terms are the spontaneous decay rates for the excited state
| j〉 due to the background radiation field and the SPPs. They are found to be:
Γ j = Γ0
[
c2D j
2rmlmω j1
] 1 + γr,lS r,l
(
r2mlm
)
drR3

2
(7.15)
where:
D j =
∑
n
lmF(ω j1)ξ
(
ω j1
)
Θ
(
ω j1 − ωn
)
pi
√
F2(ω j1) − F2(ωn)
(7.16)
F2(ω j1) =
ω2j1
(
ω2j1 − ω2p
)
/3c2
ςr,l
(
ω2j1 − ω2p
)
+
(
1 − ςr,l) bω2j1 (7.17)
where:
ξ (ωk) =
dF(ωk)
dωk
(7.18)
104
In the above, c is the speed of light, Θ(ω j1 −ωn) is the Theta function, or the unit step function,
and Γ0 is the decay rate from excitons due to the background radiation field. These decay
rates are another difference between this setup and that of chapter 6. The decay here is
highly dependent on the arrangement of the axis of the MNR with respect to the QD, but that
consideration does not exist when the MNP is a sphere.
7.4 The Energy Exchange
The rate of energy loss in the hybrid system is due to the decay of excitons in the QD and
thermal energy loss in the MNR. The power loss in the MNR is denoted as Wm and is written
as,
Wm = 2pilmr2m Im
(
γr,l
) ∑
j=2,3
ω j
[
u2E + u
2
p
]
(7.19)
where:
uE =
E0j
2
+
S r,lµ1 j Re ρ1 j
2pidrR3
(7.20a)
up =
S r,lµ1 j Im ρ1 j
2pidrR3
(7.20b)
The power loss in the MNR depends on the ρ12 and ρ13 density matrix elements for the QD.
7.5 Results and Discussion
We consider a CdSe quantum dot with parameters d = 10, ~ω12 = 2 eV [149], Γ0 = 0.08
ns−1 [150], and a gold MNR with parameters rm = 3 nm and ωp = 9 eV. The energy splitting
~ω32 = ~ω13 − ~ω12 is taken as 41 µeV [149]. The dielectric constant of the host material,
silica is taken as b = 2.25. The probe and control fields have nearly the same frequency (i.e.
δc = δp + ω32) and they can have different intensities. The power loss spectrum in the MNR
is plotted in figure 7.2 as a function of the probe detuning δ12 for ellipticity ratio, lm/rm = 1.2.
For that configuration, Γ2 = Γ3 = 0.04 ns−1 was calculated. The intensity of the probe field
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is taken as Ip = 10 W/cm2. When the probe field is applied, the spectrum has two peaks and
minima at δ12 = 0 (see solid line). However, when the control field with Ic = 10 W/cm2 is
applied, the spectrum has four peaks and two minima.
Figure 7.2: Wm (W) is plotted as a function of δ12 (ns−1) where the solid curve and dashed
curve correspond to when only the probe field or both the probe and control fields are applied,
respectively. The control field has an intensity of Ic = 10 W/cm2.
The origin of the two minima is the interference between external and induced dipole fields.
The probe field and its induced dipole field interfere in the MNR at δ12 = 0 whereas the control
field and its induced dipole field interfere at δ12 = ω32. Note that equation (7.19) contains
two terms, where the second term, equation (7.20b), is negligible compared to the first term,
equation (7.20a). The interference occurs due to the first term which contains two terms,
namely the (probe/control) external field, and its induced dipole internal field. Note that the
minimum at δ12 = ω32 is due to the control field. Therefore, we can say that the system can
be switched from a two-peak state to a four-peak state by applying the control field to the QD.
The speed of switching can be regulated by the control field. When the exciton states
are degenerate, (i.e. ω32 = 0) the two minima merge into one minimum and it is located at
δ12 = 0. It is important to note that it is difficult to find degenerate states in QDs since the
single-exciton states split due to the so-called fine-structure-splitting [151]. However, as a
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special case, degenerate states in QDs can exist when the line width of excitons is larger than
the fine-structure-splitting.
The effect of the depolarization parameter ςr,l and the ellipticity ratio has also been investi-
gated. The results are plotted in figure 7.3 for ω32 = 60 ns−1. The dashed and solid curves
are plotted for ellipticity ratios 1.2 and 4, respectively. It was found that as the ellipticity ratio
increases from 1.2 to 4, the transparent state at δ12 = ω32 in the spectrum disappears. This
phenomenon occurs because the line width Γ3 = 1.4 ns−1 becomes larger than the line width of
the minimum at δ12 = ω32, and the line width Γ2 = 0.04 ns−1 is smaller than the line width of
the minimum at δ12 = 0.
Figure 7.3: Wm (W) is plotted as a function of δ12 (ns−1) where the solid and dashed curves are
plotted for ellipticity ratios of lm/rm = 4 and lm/rm = 1.2, respectively. The control field has
an intensity of Ic = 10 W/cm2.
We have also investigated the effect of the control field intensity in figure 7.4. The solid
and dashed curves correspond to Ic = 0.4 W/cm2 and Ic = 10 W/cm2, respectively. When we
change the intensity of the control field to Ic = 0.1 W/cm2, the transparent state at δp = ω32
disappears because there is no interference between the external and the induced dipole field.
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Therefore, we can say that the system can be switched from a four-peak state to a three-peak
state by applying the control field to the QD. One can say that the minimum at δp = ω32 can
also be switched on and off by changing the intensity of the control field, or the ellipticity ratio
of the QD. The speed of switching can be regulated by the control field.
Figure 7.4: Wm (W) is plotted as a function of δ12 (ns−1). The solid and dashed curves
correspond to Ic = 0.4 W/cm2 and Ic = 10 W/cm2, respectively.
The effect of the DDI (i.e. Λ3) due to the control field has also been investigated in figure
7.5. We have chosen the strength of both laser fields in such a way so that we do not see
the interference effect in the power spectrum of the QD (Ip = 0.1 W/cm2, Ic = 0.5 W/cm2).
The results are shown for R = 13 nm (solid line) and R = 15 nm (dashed line). Figure 7.5
is also plotted for an ellipticity ratio of lm/rm = 1.2. Also note that to accentuate the effects
of the DDI, a different quantum dot was chosen for figure 7.5. In the previous figures, the
transition dipole moments were taken to be µ12 = µ13 = 0.3 e nm, but for figure 7.5, they were
µ12 = µ13 =1 e nm.
Note that there are two peaks in the spectrum and these peaks correspond to the two dressed
exciton states present in the QD. For R = 15 nm, the locations of both peaks have shifted to
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Figure 7.5: Wm (W) is plotted as a function of δ12 (ns−1) with Ip = 0.1 W/cm2 w and Ic =
0.5 W/cm2. The solid curve and dashed curve correspond to R = 13 nm and R = 15 nm,
respectively.
the left, and the widths of the peaks have decreased. This is because the strength of the DDI
has decreased for R = 15 nm and in turn, the values of ∆3 and Γ31 have also been decreased as
we expect from equations (7.13) and (7.14). Here, ∆3 is responsible for the shift in the peak
and Γ31 increases the width of the maximum. That is why the peaks have shifted to different
positions and are arranged asymmetrically.
The shift in a peak means that a dressed exciton with ω31 + ∆3 is created due to the DDI.
The dressed exciton has a shorter life time since its decay rate changes from Γ3 to (Γ31 + Γ3).
Similarly, a second dressed exciton is created due to the DDI term Λ2. This means that the
hybrid system has two dressed exciton states for which the life time can be controlled by the
dipole-dipole interaction.
109
7.6 Conclusion
In conclusion, we have investigated quantum coherence and interference phenomena in a QD-
MNR hybrid system. It was found that the power spectrum of a MNR has three transparent
states, and they can be switched to one transparent state by the control field. We have also
found two dressed excitons with a short life time.
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Chapter 8
Concluding Remarks
In this thesis, several optoelectronic properties of various nanostructures have been investi-
gated. Light can be directed and confined by photonic crystals, in order that electron-photon
interactions may be controlled. Within four geometries of photonic crystals, the allowed
photon modes for a photonic nanowire have been studied. The transfer matrix method was
used to model the photonic crystals, [18], and parameters were taken from an existing three
dimensional photonic crystal [89].
For those setups in which two differing photonic crystals appeared in the nanowire, several
photon modes were found. If fewer modes are desired, that number can be reduced as much
as needed by adjusting the proportions of AlxGa1−xAs which is used in the fabrication of either
photonic crystal. The wire, as discussed, had square and circular cross-sections, and the
shift in shape altered the energy levels of the photon modes. There is a greater freedom
in parameter choice in producing a wire that only has a single allowed photon mode for the
photonic crystal core case, when there is a circular cross section and we are limited to transverse
electric modes, rather than having a square cross-section. When we consider a photonic
crystal with a dielectric core, more options arise for designing nanowires with only a single
mode. The wire may be made smaller, and a wide variety of materials may form the said core.
To compare the circular and square cross-sections with a dielectric core, the circular cross-
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section must be thicker, for the same material, though not as thick as the nanowires which
had photonic crystal cores. These structures form the backdrop for interactions between
photons and electrons, where some control over these interactions has been exerted through
the geometry of the system.
The effect of the dipole-dipole interaction (DDI) has been studied in photonic nanofibers
in which a dielectric material forms a column within a photonic crystal. Bound photon
energy states appear in this system. The core material is doped with an ensemble of three-
level quantum dots (QDs). To this system, probe and control fields are applied so that the
absorption coefficient may be studied. Dipoles are induced in QDs by these fields, and those
dipoles interact with one another via the DDI. The electron-bound photon interaction allows
the QDs to interact with the quantum nanofiber. The absorption coefficient has been evaluated
with the density matrix method and the mean field approximation was used to calculate the
DDI. The DDI was found to enable the system to be switched from a transparent state to an
absorbing state. Another prediction was that by changing either the location of a bound state
in the nanofiber or a resonant transition energy for the QDs, the absorption peak can be split
into a transparent state and two absorbing peaks.
The energy transfer rate between donor and acceptor QDs was calculated when they are
embedded in a nonlinear photonic crystal. It is found that the DDI facilitates energy transfer
from the donor to the acceptor. This energy transfer can be controlled by a pump field.
The third QD system involved a metal nanosphere (MNS), but again, two lasers were used
to help describe power absorption due to the nanoscopic hybrid systems. There was only a
single absorption peak when no metal sphere was present, and the laser intensities were low
enough. Similarly, when the MNS was very far from the quantum dot, there was a single
absorption peak. As these two were moved closer together, this single peak was made to
split into two peaks. This same splitting could also be observed if one increased the intensity
of the control field. The former results from the DDI between the QD and the MNS, but
the latter is present even without the MNS. The difference between these two mechanisms
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is that a MNS also shifts the locations of the peaks, meaning that the peaks were no longer
placed symmetrically about the former location of the single absorption peak. Therefore, the
control field could act as a switch to turn off absorption in the quantum dot, and in the right
circumstances, so could the presence of the MNS.
The last property of the QD-MNS system to be investigated was the fluorescence efficiency
for the QD. The quantum dot florescence was quenched by the presence of a MNS when it
was close enough to the QD. Furthermore, a metal nanosphere can switch off absorption at a
particular frequency, but only if the field being absorbed is intense enough.
The final system to be investigated was a quantum dot-metal nanorod (QD-MNR) wherein
quantum coherence and interference phenomena were studied. The power spectrum of the
MNR was found to have three transparent states, and this spectrum can be switched to one
transparent state by a control field. Two dressed excitons were found with a short life time.
There are many questions still to be addressed in the field of nanoscopic heterostruc-
tures. These structures include photonic fibers, cavities, or slabs, also quantum dots, metal
nanospheres, nanorods, combinations of any of these, and there are a myriad of structures not
discussed in this document. The sheer number of studies done in only the past few years
speaks to how active and emerging this research area has become. As was mentioned in the
beginning of this thesis, a great many devices employing photonic switches similar to the ones
described here have been produced, and a great many more have been proposed. Given the
wide variety of potential applications, a wide array of mechanisms with which to realize these
photonic controllers will be needed.
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