The various uncertainties in the earthquake-triggered tsunami threat assessment are difficult to quantify and/or integrate into the tsunami early warning process. Uncertainties in the (seismic) input parameters and the lack of knowledge about the earthquake slip distribution contribute most to the total uncertainty in real-time evaluated tsunami assessment. We present a method how to integrate and quantify these uncertainties in the warning process by evaluating a tsunami warning level probability distribution with a Bayesian network (BN) approach. As soon as an earthquake is detected, the seismic source parameter estimates are evaluated and a probabilistic overview on different tsunami warning levels is provided, feasible to support a decision maker at a warning center with important additional data.
I N T RO D U C T I O N
During the last few years there have been tremendous improvements in tsunami early warning (TEW) systems. Many endeavours have been made worldwide to prevent coastal communities from tsunami disasters. People's awareness has been raised, shelters built, buoys and tide gauges installed, warning centres have been established and tsunami simulation techniques improved. In case of a potentially tsunamigenic earthquake warning centres are able to release first warnings within less than 5 min after the earthquake occurred (Kamigaichi 2009; Lauterjung et al. 2010) .
The uncertainties at such early stages, however, are large and their quantification and integration into the TEW process are little developed. The first evidences of an earthquake triggered tsunami stem indirectly from the seismic waves. Based on error-prone information about the hypocentre location and earthquake magnitude a first preliminary threat assessment can be derived. In the most favourable case there is enough time to wait for direct sea level change observations of the tsunami wave itself (e.g. from bottom pressure measurements) confirming or discarding the estimated tsunami scenario (Gonzalez et al. 2005; Greenslade et al. 2009 ). In many regions, however, the tsunami source is that close to the coast that emergency managers have to decide about starting an evacuation before direct wave measurements become available.
One option for near-field tsunami warning consists in selecting a small set of best matching tsunami scenarios on the basis of the seismic parameters from a pre-calculated database and aggregate them in worst-case sense (e.g. Behrens et al. 2010; Kamigaichi 2009 ). However, even knowing the hypocentre and magnitude of an earthquake error-free, there is in most cases no information on the actual slip distribution. The uncertainties in tsunami simulations are then dominated by the large variability of the slip distribution scenarios (e.g. Geist 2002; McCloskey et al. 2008) . First approaches exist to constrict the set of possible scenarios by using real-time data from different sources (e.g. GPS) and inverting seafloor deformation directly (e.g. Hoechner et al. 2008; Kamigaichi 2009 , and references therein). Unfortunately, it is the nature of any inversion problem that it is non-unique and thus a clear unequivocal scenario hardly ever will be achieved (Beresnev 2003) .
Here, we present an approach that quantifies uncertainties in the tsunami threat evaluation process probabilistically taking into account the limited knowledge we have about the tsunami source. Seismic source parameters and their uncertainties are evaluated in real-time with Bayesian Networks (BNs). BNs are probabilistic graphical models representing a set of random variables and their conditional (in)dependencies. In the next section, we start with a very short introduction on the basic terminology of BNs in the framework of our application. A more theoretical introduction of BN theory is provided in the Appendix A. The output of the BN model is a site-specific tsunami probability distribution providing important additional information to an officer on duty at a tsunami warning centre.
In this study, we restrict ourselves to earthquake triggered tsunamis, analysing seismic sources only and focus as a case study on the region of Sumatra. We describe in the next section the challenges of generating BNs and highlight in particular the assumptions which have been made to discuss them and their consequences critically. Section 3 outlines the process flow of the BN tsunami peril estimation analysing the tsunamigenic earthquake of 2010 April in Sumatra. A sensitivity study is presented in Section 4 before presenting a general discussion in Section 5 and finally concluding our findings in Section 6.
B AY E S I A N N E T W O R K S F O R T S U N A M I E A R LY WA R N I N G
Common decision support systems in TEW centres try to find the corresponding tsunami scenario in a pre-compiled tsunami database as soon as they get some evidence of a potentially tsunamigenic earthquake. In contrast to their question 'Which tsunami scenario is the most appropriate?', we try to answer 'Given the seismic evidences what are the probabilities of different levels of tsunami threat H?' In mathematical terms we formulate the question as a conditional probability
The use of BNs allows us to evaluate the influence of the evidences (seismic parameter estimates) on the tsunami peril together with prior information (bathymetry, Earth model and others). The resulting tsunami threat is given by a posterior probability distribution inferred by applying Bayes'theorem (see Appendix A, eq. A1).
A BN is a probabilistic graphical model representing a set of random variables and their conditional (in)dependencies via a directed acyclic graph. The various 'seismic evidences' and the 'tsunami threat' are in our networks variables represented as nodes in the BNs. The conditional (in)dependencies are illustrated as (missing) arcs connecting the nodes and building the structure of the BN. Fig. 1 illustrates two different BNs for the test region Sumatra. The directions of the arcs are crucial for reasoning within the BN as they define the flow of information through the network according to the different connections at the nodes (e.g. 'diverging connection', see Appendix A for details). However, they do not indicate a causality in the relationships.
The strength of which one variable is likely to affect another is defined by the parameters θ of the BN summarized in conditional probability tables. To increase computational efficiency the data range of the variables in a BN are discretized. This is a considerable constraint which consequences will be discussed in detail in Section 2.3.
A BN represents the joint probability distribution
defining the decomposition between all n variables X = {X 1 , . . . , X n } and their parental nodes Pa(X i ) (e.g. Jensen & Nielsen 2007) . Once the joint probability distribution has been defined the effects of any evidence can be analysed and the beliefs updated immediately.
To construct a BN the variables have to be defined and their data range specified and discretized. If these steps have been completed the structure and parameters can be determined.
Structure and parameters of a BN can be either defined by experts or learned from data. The required complexity of a BN TEW system exceeds the feasibility to define all the parameters by experts. However, learning parameters as well as structure from data needs a huge data set (thousands of entries). Here, we identified a major problem: the number of historical tsunamigenic earthquakes where source parameter estimates are available is far too small to learn a BN.
Based on this background, we have developed an approach to build BNs on the basis of a set of formulas (Blaser et al. 2009 ). We transform the knowledge about the physical process of tsunami generation contained in concentrated form in a set of equations to BNs. Together with highly influencing site-specific prior knowledge we perform ancestral sampling to create a synthetic database and to learn the structure and parameters of the BNs therefrom. This process is described in Section 2.2. First, we outline variable selection.
Variable selection
Our exemplary BN tsunami warning system has been designed for the region of Sumatra (Fig. 2) . The subduction zone offshore Sumatra is highly active (e.g. McCaffrey 2009) and its proximity to the densely populated coast requests fast tsunami warning releases (Lauterjung et al. 2010) . Due to the complex bathymetry an efficient tsunami assessment needs to be based on a highly detailed sitespecific threat analysis (McCloskey et al. 2008; Babeyko et al. 2010) . We specified 34 forecast points along the west coast of Sumatra and its forearc islands (squares in Fig. 2 ). At each forecast point the tsunami occurrence probability distribution is evaluated by a particular BN once an earthquake is detected.
The first BN variable we select is the 'tsunami warning level' itself. The selection of the seismic source parameter estimates bases on two considerations: They have to be relevant to reflect the tsunamigenic potential of an earthquake and they have to be generally available in (near) real-time. Based on expert elicitation and literature study (e.g. Geist 2002; Okal & Synolakis 2004) we have added seven seismic variables to the variable set.
Hypocentre location (epicentre and depth) and a variety of magnitude estimate(s) are generally the first quantifiable variables evaluated automatically from seismic waves. Due to the dense seismic network within our target region (triangles in Fig. 2 ) the seismological observations can be provided within 2-4 min after origin time Gudmundsson & Sambridge 1998) , the seismic station (triangles), the forecast points (squares) and the earthquake source region discretized in 30 rectangles (grey) along the seismogenic plate interface. (Hanka 2008) and yield very important initial information about the tsunamigenic potential of an earthquake.
However, it is clear that for an accurate tsunami forecast in the near-field this information is not sufficient as slip distribution on the fault is unknown allowing for various strongly differing tsunami scenarios (Geist & Dmowska 1999; Babeyko et al. 2010) . To reduce the uncertainties detailed information about the slip distribution would be very helpful. However, despite technical improvements it seems not to be realistic that this information can be derived in near future from seismic data at early observation times. Early awareness about the extent of the rupture area, the centroid location or the rupture direction could already contribute a lot to an appropriate description of the rupture process and its effect on seafloor deformation. There are several approaches towards (near) real-time evaluation of these variables (e.g. Roessler et al. 2010; Yamada & Heaton 2008; Krüger & Ohrnberger 2005; Ishii et al. 2005; Kikuchi & Kanamori 1991) such that we decided to add rupture direction, centroid location, rupture length and width to the set of input variables.
For our first draft of a BN tsunami warning system we did not include further variables like energy magnitude, rupture duration, etc. We are aware of the fact that our variable set is far from complete, but we think we have integrated those with the highest content of information concerning earthquake triggered tsunamis at the subduction fault offshore Sumatra. In Section 5, we will discuss the extension of the set of variables for future implementations and/or other regions.
Designing BNs via ancestral sampling
We assume a simplified mechanical earthquake triggering mechanism as physical model for tsunami generation. The set of equations describing this natural process combines all our selected variables to a generative model with a tree-like structure. We order the variables hierarchically starting with a subset of root nodes (Fig. 3, first level on the left: moment magnitude, location and orientation of earthquake). For each of these root variables prior probability distributions have to be defined. In a second step variables are sampled from conditional distributions dependent on their parental (root) nodes (e.g. rupture length and width derived from scaling relations via magnitude). Finally, in a third step the remaining dependent variables are then derived deterministically according to the input variables and prior information. In doing so the equations specify output variables to be the children of the input variables and build consequently a physical generative model from which we may sample a large synthetic tsunami database.
We start with sampling centroid locations Cen from an uniform distribution confined to the subduction zone west of Sumatra
The feasible source area A starts at the trench in the west following the subduction slab down to 60 km which is almost in coincidence with the west coast of Sumatra according to the RUM (regionalized upper mantle) model by Gudmundsson & Sambridge (1998) . In the north the feasible source region is limited to 7
• N, in the south at 8
• S. (1) sampling independently from prior distributions (centroid, magnitude, rake), (2) dependent sampling with input variables from first level (epicentre, rupture length and width), (3) application of deterministic relationships with integration of prior knowledge based on the variables derived in the previous steps (rupture direction, spatial slip distribution, tsunami wave amplitude).
Independent on earthquake location the earthquake moment magnitudes are sampled from an uniform distribution within the range 6.5 ≤ Mw ≤ 9.2
We choose the uniform distribution despite the fact that it does not reflect the Gutenberg-Richter relationship where small events are observed more frequently than large events (Gutenberg & Richter 1954) . Still, sampling from uniform distribution allows to keep the synthetic catalogue as small as possible otherwise the number of small magnitude earthquake which almost always are not capable of creating a tsunami dominate the final catalogue. The assumption of uniform magnitude distribution, however, implies the availability of a magnitude estimate to derive any tsunami threat estimated from the BN analysis. A tsunami threat estimate based on an earthquake location only for example, P(H | Cen) would then not represent a distribution that is in agreement with expert knowledge. However, this is not a considerable constraint to the BN TEW system as the first magnitude estimate is available after very few minutes (although with a large uncertainty). Our specific BNs are therefore designed for early warning purposes only and can not be used for deaggregation for probabilistic tsunami hazard studies (as done by e.g. Power et al. 2007) . The third variable of the generative model which is sampled independently from all others is the rake angle as part of the focal mechanism (dip and strike are taken from the RUM-model). The rake angle defines approximately the relative amount of resulting vertical fault movement. In our study, we make the first-order assumption that the tsunamigenic earthquakes all rupture exclusively on the Sumatran subduction slab. Therefore, we constrain the rake to reverse faulting mechanism. To allow some variation we sample the rake from a truncated normal distribution
Rake or focal mechanism are not represented as a node in our BNs as all earthquakes are assumed to be thrust events and a finer subdivision is not reasonable. Furthermore, rake estimates are up to now not available in near real-time. However, the rake is part of the generative model as it is needed as input variable for the calculation of the absolute vertical seafloor deformation and therfore is finally related to tsunami wave amplitude. In the next step the three independent variables centroid, magnitude and rake are needed as input to draw samples from the next set of variables containing epicentre, rupture length and width.
Rupture length L and width W are sampled from linear conditional Gaussian distribution dependent on magnitude. The scaling relations used, have been developed for thrust events in subduction zones (see Blaser et al. 2010 , for details about the regression parameters a, b, σ ), in particular
Alternatively, the scaling relations of Strasser et al. (2010) for interslab events in subduction zones could be considered, too. The epicentre is randomly chosen to be either in the centre of the rupture area, implying a bilateral rupture or in one of the four corners of the fault plane surrounding the centroid 
We only distinguish rupture parallel to the strike of the subduction zone along northern and southern direction. The remaining variable to complete the synthetic tsunami database is the tsunami amplitude H. It is derived deterministically by simulating the seafloor deformation and the tsunami wave propagation to the forecast points incorporating priori geological and geophysical knowledge about the region (Appendix B describes the simulation tools in detail). The simulation tools require as input the spatial slip U and rake distribution
Rake is assumed to be constant for a single event, whereas slip is defined to follow a sinusoidal shape (half wavelength) with the maximum in the centre of the rupture area and minimum values at the edges. Mean slip U is calculated from M 0 = μLW U , where seismic moment M 0 is derived from the sampled moment magnitude [Mw = 2/3 log 10 M 0 − 6.07 (N m), Hanks & Kanamori (1979) ] and the rigidity is assumed to be constant μ = 3 × 10 10 N m −2 (Kanamori & Anderson 1975) . In this model setting hypocentral depth is derived by merely projecting the epicentre onto the subduction slab geometry. Therefore, it provides no additional information for the evaluation of an appropriate tsunami warning level given the epicentre. Furthermore, this setting does not allow the modelling of earthquakes on splay faults (Park et al. 2002) despite their tsunamigenic potential. In Section 2.5, we will describe in detail how we have expanded the sampled set of eight variables by adding hypocentral depth according to expert knowledge and in Section 5 we will address the problem of splay fault modelling.
Starting with the prior distributions of magnitude, location and rake the knowledge stored in the various formulas is extracted in combination with the use of prior information (e.g. bathymetry, Earth model) and results in a synthetic tsunami catalogue for Sumatra. The computation of one event takes only few seconds (due to the concept of Green's function, see Appendix B for details), which allows the construction of large data sets. To learn the BNs we sampled a database of approximately 73 000 entries.
Discretization
The observed data consist of continuous valued quantities. BNs representing continuous variables certainly can be constructed. However, considerable constraints have to be made. The continuous variables have to follow linear (conditional) Gaussian distribution and they must not have any discrete children (Jensen & Nielsen 2007) . Rupture length and width are log-normal distributions in our model setting. Therefore, we could model the logarithms of length and width as linear conditional Gaussian distributions depending on the magnitude. For all other variables linear Gaussian distributions are not appropriate.
For this and also for efficiency reasons we have to discretize the data range of the variables to learn our BNs. Certainly, the discretization of the data ranges for the variables is a crucial point in the process of BN generation. The BN structure representing the (in)dependencies found in the discretized database is sensitive to the number of bins, the selected bin boundaries and the size of the Table 1 . BN variables, their data range, discretization and prior probability density function (PDF) or parental nodes. A: feasible source area, * depth is added manually.
Name
Data range Discretization Prior PDF/based on database. The larger the number of bins is, the more parameters have to be learned and the more data are required to catch the relationships between the variables. Unfortunately, there is no established technique of how to discretize continuous data most appropriately. It is obvious that discretization involves a loss of information. To reduce this loss and to provide a meaningful tsunami threat analysis the discretization should be made as fine as possible. Fortunately, our generative model allows the sampling of a large database such that for example, the discretization of the moment magnitude can be done in steps as small as Mw = 0.1, resulting in 27 bins. An even finer discretization would not be reasonable as the smallest possible uncertainty of moment magnitude estimates is not lower than this range.
There are less criteria for finding an adequate discretization for epicentre and centroid location (similar to the seismic zoning in hazard analysis, see for example, Weatherill & Burton 2009). We had to evaluate the trade-off between bin resolution and a feasible amount of data needed for learning the BNs. It is desirable to have regions as small as possible. A lower limit might be the size of an earthquake fault of the smallest considered magnitude. Thus, in our case corresponding to a magnitude 6.5 event patches with a side length of approximately 15 km would provide high spatial resolution. The number of classes of the epicentre and centroid nodes would consequently increase up to around 2000, exceeding the manageability by far. After several tests, we have decided to categorize the feasible source region which covers the subduction zone, into 30 regions (see grey rectangles in Fig. 2 ). The regions roughly span over 60 × 200 km, which corresponds approximately to an rupture area of an earthquake of moment magnitude Mw ≈ 8.1. We distinguish between three main regions across the subduction regime: close to the trench, covering the forearc islands, close to the coast of Sumatra. From north to south the area is segmented in 10 parts using as geomorphical constraints the location of the forearc islands.
Rupture length and width are categorized in eight and six intervals, respectively, such that each bin contains approximately the same amount of events. This leads to thresholds building roughly logarithmic intervals (Table 1 gives an overview on the variables and their discretization).
With respect of rupture direction we distinguish between bilateral and unilateral rupture along the trench. The latter is again divided into rupture northwards or southwards.
Finally, the tsunami warning levels have to be defined. We distinguish between 'no tsunami', 'minor tsunami', 'tsunami' and 'major tsunami' and link these warning levels to the tsunami amplitude H according to suggestions of the German Indonesian Tsunami Early Warning System (GITEWS) project (Steinmetz et al. 2010 )
Structure and parameter learning
Based on the discretized database, the structure s and the parameters θ of the BNs are learned. The goal is to extract the essentials of the data and to quantify the relationships between the variables incorporating the influence of the prior knowledge (Earth model and bathymetry). Due to its complexity it is beyond the scope of this paper to explain the details of BN structure and parameter learning. The main principle consists of the optimization technique hill-climbing: by starting from the empty structure, the complexity of the structure is incrementally increased and altered via single arc operations aiming at optimizing a scoring metric. We adhere to a Bayesian scoring metric, the so-called MAP (maximum posterior) BN scoring criterion, where a BN (s, θ) with structure s and parameters θ is assigned a score conditional on data, d and correcting for model complexity (s, θ) = arg max (s,θ ) P(s, θ|d).
For an in-depth description and discussion we refer to Riggelsen (2008) . Theoretically, the selected hill-climber approach guarantees to find the most probable BN for an infinite sample size as the whole so-called simulated essential graph space is scanned. In practice we have a finite data sample, and therefore the hill-climber might get stuck in suboptimal regions, that is, local optima. The hill-climber has a non-deterministic component, and re-running the algorithm several times for every forecast point will sometimes return slightly different BNs for every new run. The models found during this procedure are all collected in a set of promising BN structures. To rank the BN in this set we use a logarithmic probability measure associated with each BN and the data, α = log P(d, (s, θ )), which results from the scoring criterion. At all 34 forecast points one of the BNs illustrated in Fig. 1 (we refer to them as B N A and B N B ) has the highest score whereas the other is ranked shortly behind.
Other structures rarely occur but have lower scoring measures and thus are representing the data less appropriate. Before describing the two BNs in detail, we highlight that when we learn BNs using the MAP BN metric in conjunction with the hill-climber, we are doing model selection, a principled statistical exercise where aspects such as overfitting, noise and generalization play significant roles. In this respect it should come as no surprise that for example, changing the size of the database as well as the discretization will result in different BNs. The BNs selected are not more but also not less (!) than a concise representation of the discretized database we passed to the learning algorithm.
In both structures B N A and B N B the tsunami threat node has arcs to centroid location and moment magnitude building a so-called diverging connection (see Appendix A). Therefore, evidences on centroid and magnitude directly change the probability distribution of the different tsunami warning levels, as expected.
While the information about magnitude directly influences the tsunami node, available evidence on the epicentre changes the distribution of the centroid which in turn influences the tsunami warning level distribution. The epicentre node is not only connected to the centroid, but there is also an arc from rupture direction to epicentre building a so-called v-connection at the epicentre node. This means centroid and rupture direction are conditionally independent as long as there is no evidence on epicentre. However, as soon as the epicentre is known, centroid and rupture direction are conditionally dependent. As a consequence, assuming we get further evidence on rupture direction, the distribution of centroid location changes and updates also the tsunami threat level probabilities. However, once the centroid location is estimated epicentre and rupture direction do not contribute anymore to the tsunami warning level distribution as the evidence on centroid 'blocks' all this information.
The two structures B N A and B N B differ only in one arc: B N A detects a dependency between centroid and rupture width, whereas B N B captures a connection of centroid and rupture length instead. Both relationships are a consequence of the geographical constraints of the allowed source location area (artificial limitations towards north and south, as well natural limitations of the seismogenic zone) and the assumption of the sinusoidal slip distribution with a maximum in the middle of the rupture area. As centroid and earthquake magnitude (and thus extent of rupture area) were sampled independently no dependency is expected theoretically. However, the settings lead to a concentration of centroid locations in central regions (under the forearc islands and between 2
• > lat > −4
• N ), in particular for large events. Consequentially, the log-likelihood measure α is higher for model B N B in the northern and southern third of the study area where the boundary constraints can affect rupture length strongly. The model B N A is equally or better representing the data in the middle sector where earthquakes can extend unrestricted along the fault.
The arc between rupture width/length and centroid has a remarkable effect for the reasoning. Without the arc rupture length and width would have no influence at all on the tsunami node once the magnitude is known because any information is then blocked by this evidence. The connection from width (B N A ) or length (B N B ) to the centroid enables that information on the extent of the rupture area may influence the tsunami warning distribution once magnitude and epicentre are known.
Although being aware of these artificial model features, the essentials of the underlying physical process are captured well in both models B N A and B N B . The reasoning is in agreement with expert argumentation and the comparison with historical events is very promising.
We have tested the stability of the models by changing both size and discretization of the database. The relationship between tsunami warning level, magnitude, rupture length and width are very stable also for much smaller data sets. The dependencies between epicentre, centroid and rupture direction are more complex. Due to their strong relationships it is clear that the three variables are linked. The large number of discrete bins of epicentre and centroid leads inevitably to a large number of parameters which have to be determined. A BN with a high number of free parameters can only be deduced from an extensive database. In case of B N A and B N B the number of free parameters (also called complexity of a BN, see Appendix A for the definition) accounts to κ B N A = 3739, κ B N B = 3971, respectively. BNs learned on the basis of a database with half the entries only range around a complexity of κ ≈ 2200.
Another approach to test the stability of the models is to analyse the consistency in the reasoning. How (much) does the tsunami threat assessment differ given the same evidences P(H | evidences) but evaluated with different BNs? While evaluating a set of six possible BNs found during the learning procedure with half the database, the probability distributions of the tsunami warning level varied significantly for some evidences. The reasoning with the two models B N A and B N B is found very consistent for evidences on epicenter, centroid, rupture direction and magnitude. Differences arise with evidence on rupture length and/or rupture width.
We still have to decide how to deal with the two models B N A and B N B . One possibility would be to take the BN with the higher loglikelihood measure at each forecast point. However, a heterogeneous tsunami threat analysis in our small study area would be confusing for any user as soon as additional evidence on for example, rupture length would provoke a change of the tsunami probability distribution on a subset of forecast points only. Due to this argumentation and because the log-likelihood measures differ for all forecast points only marginally we decided to combine the two models by averaging the tsunami probability distributions derived from B N A and B N B with equal weights.
Inclusion of expert knowledge
As mentioned before, the BNs learned from data do not contain the variable 'hypocentre depth' as in the modelling approach hypocentre depth is attached to the subduction geometry as restrictive prior. However, there is a general consensus in the TEW community that the depth of an earthquake is an important factor for the tsunamigenesis. Increasing depth reduces the tsunami peril, a very deep earthquake below 100 km is not supposed to be able to trigger a tsunami anymore (e.g. Whitmore 2008; Kamigaichi 2009 ). We will show in the following that it is possible to add this 'expert knowledge' to a self-contained BN learned from data although it is not trivial and some rules have to be followed.
We should mention, that adding the node 'hypocentre depth' implies certain collateral effects. By adding this node we uncouple conceptually the earthquake from the subduction slab and probably assume a wrong focal mechanism in the following. For example, the Enggano 2000 strike-slip event which was too deep to be on the subduction slab (Abercrombie et al. 2003) , would have been corrected for its depth only (if this information would have been available) but assuming reverse faulting. To avoid such inconsistencies an earthquake source model should be used, able to simulate different earthquakes types in different fault systems. However, as we did not had this possibility we had to accept these additional uncertainties.
The depth node Z was defined to have five discrete classes separated at 30 km, 50 km, 70 km and 100 km. It will directly influence the 'tsunami warning level'-node and will be independent from all the other nodes, as it is not feasible to define all the required parameters otherwise. To avoid an unintentional (conditional) dependence with other variables no v-connection (see Appendix A) should exist at the 'tsunami threat'-node. The original network structures learned from the data have an arc pointing from the magnitude to the tsunami node. We can reverse this arc without changing the joint probability distribution. The variable depth then has been added to this equivalent BN (in the Appendix A we summarize the concept of equivalence) avoiding the construction of a new v-connection (see Fig. 1 ). The missing parameters which have to be defined for the manually added node are the prior distribution P(Z ) and the conditional distribution P(H | Z ).
To get a multinomial prior distribution of hypocentre depth the NEIC catalogue (www.neic.usgs.gov, last access 2010 September 30) has been analysed for the region Sumatra (8
The resulting probability density distribution was pruned for the fixed entries. After discretization, we find P(Z < 30) = 0.43; P(30 < Z < 50) = 0.31; P(50 < Z < 70) = 0.12; P(70 < Z < 100) = 0.09; P(Z > 100) = 0.05).
The conditional dependency is defined in the following way: As earthquakes deeper than 100 km are considered not to be able to trigger a tsunami, the conditional probability of 'no tsunami' given an earthquake deeper than 100 km is set to 1: P(H = no tsunami | Z > 100 km) = 1. The other conditional probabilities are defined to reduce the tsunamigenic peril linearly compared with shallowest events P(H | 0 < Z < 30), which are considered to have the largest tsunamigenic potential. Thus by 20 per cent for P(H | 30 < Z < 50), by 50 per cent for P(H | 50 < Z < 70) and 85 per cent for P(H | 70 < Z < 100), respectively.
Accounting for the uncertainties of the input data and the unknown slip distribution
The real-time evaluated earthquake source parameters are prone to considerable uncertainties (Synolakis et al. 1997) . Nowadays, the uncertainties of moment magnitude estimates may range about ± 0.2 5 min after origin time, errors larger than Mw0.4 are rather unlikely. Uncertainties might be larger for very slow ruptures with low seismic energy release. This poses a severe challenge as these earthquakes are known to be very efficient in tsunami triggering (e.g. Kanamori 1972 ). Uncertainty of real-time estimated depth may range up to 30-40 km depending on the spatial distribution of the seismic stations. A good azimuthal station coverage is required to reduce the horizontal uncertainty below 20 km (personal communication J. Saul from GFZ German Research Center for Geosciences).
Errors and uncertainties of the input variables like the seismic source parameters but also prior information on bathymetry or the Earth model propagate through the whole tsunami threat assessment process and result in large uncertainties of the output variable. This issue is also known as the 'garbage in, garbage out' problem. As errors and uncertainties will always be present in TEW, it is important to take them into account and try to recognize and quantify them.
The seismic source parameter estimates we analyse with the BN formalism are provided by SeisComP3 (Hanka 2008) in form of the most probable values (means μ) and the standard deviations σ (assuming normal distribution) which usually decreases with time due to increasing amount of data. To incorporate the uncertainties of the real-time source parameters we evaluate the tsunami peril based on the different possible source parameter combinations x i . All resulting tsunami threat assessments are averaged with assigned weights according to their probabilities
2 ), where l i and u i are the lower and upper bounds of the bin containing x i .
We illustrate this on an example: If we get evidence of an earthquake at epicentre location e and a most probable magnitude estimate Mw = 8.23 with a standard deviation of 0.1 we calculate the tsunami arrival probability like Dealing with uncertain data is a challenge, but handling the lack of knowledge is even more difficult. A probabilistic approach is the only way to capture the problem of the lacking slip distribution information. The BN approach evaluates the tsunami arrival probability distribution taking into account this lack of knowledge as the underlying joint probability distribution was learned from a synthetic tsunami catalogue simulating various slip distributions by (1) varying the areas for a given magnitude (extent as well as aspect ratio of length and width), (2) altering the mean slips, and (3) moving the position of the slip maximum (rupture direction towards north, south or centred).
Furthermore, due to the discretization of the study area into regions the BN analysis takes into account multiple fault planes and slip distributions of other events with close-by epicentres (all within the same BN region).
A C A S E S T U DY -T H E T S U N A M I G E N I C E A RT H Q UA K E I N 2 0 1 0 A P R I L
On 2010 April 6, an earthquake of magnitude Mw ≈ 7.8 ruptured close to Banyak island in northern Sumatra (red star in Fig. 4 ; Mw7.8 according to the online catalogues of CMT (www.globalcmt.org) and NEIC (http://earthquake.usgs.gov), but Mw7.6 according to GEOFON catalogue (http://geofon.gfzpotsdam.de)). The earthquake triggered a minor tsunami with a maximal wave amplitude of 44 cm measured at the tide gauge at Meulaboh about 230 km north of the epicentre (NOAA/NGDC tsunami database www.ngdc.noaa.gov/hazard/tsu.shtml). Local authorities released a tsunami warning which was redrawn 1 hr later.
1.4 min after the earthquake occurred the first real-time parameter estimates for hypocentre location and magnitude were spread by GEOFON via SeisComP3. Immediately, these evidences are passed to the BNs and a first preliminary probabilistic tsunami threat estimate is generated. For example, in Meulaboh where the highest wave amplitude finally was measured the BN analysis evaluates a 32 per cent probability for a 'minor tsunami'. Based on the very first seismic evidences most probably no tsunami was triggered (62 per cent) but a wave amplitude between half a metre and 3 m can not be totally excluded (6 per cent, see Table 2 ). For the cities of Sibolga and Padang where tide gauges measured 19 cm and 7 cm, respectively, after 1.4 min it is highly probable that no tsunami will be observed. It is clear that the uncertainties of the parameter estimates at such early stages are large as based on a small set of seismic data only. The first magnitude estimate, for example, is derived from the (saturated?) local magnitude M L clearly underestimating the earthquake magnitude with M L ≈ 7. The high standard deviation σ M L = 0.4 indicates the high level of uncertainty. Although the BNs were designed to evaluate moment magnitude, we take as a first approximation any other available magnitude estimates into account while waiting for moment magnitude estimates. In our case study, 32 s after event detection a first moment magnitude estimate (Mw(m B) according to Bormann & Saul 2009 ) is calculated and replaces the local magnitude estimate. Whenever new evidences are available, these (and their uncertainties) are fed into the BNs and the probabilistic tsunami threat is updated for all forecast points.
Due to the short distance from the sources to the coast, a TEW should be released in Indonesia 5 min after origin time (Lauterjung et al. 2010) . Based on the evidences available after 5 min ( Table 2 ) the probability that a 'minor tsunami' will hit Meulaboh raised to 50 per cent and there is even a 15 per cent chance that a wave larger 0.5 m (but below 3 m) could have been generated. The probabilities for 'minor tsunami' observations in Sibolga and Padang raised to 22 per cent, and 10 per cent, respectively. This increase of tsunami peril is mainly caused by the higher magnitude estimate of Mw ≈ 7.4. Fig. 4 gives a visual overview on the situation at the west coast of Sumatra as it could have been provided 5 min after origin time to a decision maker at a tsunami warning centre. Interestingly, the coast towards north of the epicentre seem to be more at risk than the region of the nearest vicinity. A closer look on the bathymetry in the region tells us that the water depth is quite shallow at the epicentre location and southwards but is getting deep towards north. The energy of the triggered wave dissipates rapidly while moving in shallow water but is transformed to a threatening wave by crossing steep shores as observed in the north of Sumatra. This is in coincidence with the measurement in Meulaboh (230 km towards north of the epicentre) whereas in the Sibolga (190 km in the south of the epicentre) 19 cm have been observed only. Several operational tsunami warning centres work with precalculated tsunami scenario databases, where the 'best' or a small subset of most probable tsunami scenarios are presented to the emergency manager. Behrens et al. (2010) presents a method how to select suitable scenarios if estimates of magnitude and epicentre are available. They suggest to pick all events from the database with equal magnitude and epicentres located in the expected rupture area around the estimated epicentre. The extent of the rupture area is derived from scaling relations dependent on the magnitude. We apply this method and compare in Fig. 5 the selected set of four tsunami scenarios (corresponding rupture areas illustrated in Fig. 5a ) with the BN approach at the three sites Meulaboh (5b), Sibolga (5c) and Padang (5d). The displayed mareograms refer to the expected wave amplitudes at the coast. Based on these wave height information an emergency manager would probably decide for a 'minor tsunami' warning for Sibolga and Meulaboh but no warning in Padang. The BN analysis available 5 min after origin time, which is illustrated above the mareogram as colour bars in Fig. 5 , however, highlights the adherent uncertainties. With this additional information a decision maker would probably assign a slightly higher tsunami threat for Meulaboh and Padang.
The considerable uncertainties mainly result from the unknown position and extent of the rupture area and the location, size and number of high-slip patches. These uncertainties should not be ignored in the TEW process. The BN approach yields a fast and efficient way how to incorporate these uncertainties in the warning process.
S E N S I T I V I T Y S T U DY
The analysis of the BNs offers the possibility to test the effect of single system variables on the tsunami peril.
Not surprisingly, for a near-field TEW evidence on earthquake magnitude, the earthquake location as well as prior information about bathymetry are crucial. No reasonable warning can be issued if there is no information about one of these variables available.
The variables centroid and rupture direction help to complement the information about the location of earthquake related seafloor deformation. Including information about the centroid location or rupture direction reduces the amount of possible slip distributions and can change the probability density function of the tsunami threat considerably. As expected, evidence on the centroid location has a larger effect than evidence on the more general information about the rupture direction. The amount of impacts is getting smaller for events with decreasing magnitudes. However, even for the smallest events in our model extra information about centroid location can have significant influence in the local surrounding. This is remarkable as the sizes of the discrete source regions are quite large compared to the rupture areas and an indication that the sampled database is large enough.
The influence of rupture width and length is moderate. The wider the rupture area is for a given magnitude, the higher the tsunami peril is estimated. A wide rupture area is more likely to rupture the slab up to the very top at the trench where the tsunamigenic efficiency is at its maximum. It is rather surprising that a positive dependency of the rupture length and the tsunami threat is observed independent on the position of the epicentre/centroid and the forecast point. The BNs calculate higher probabilities for the severe tsunami warning levels if the rupture length is estimated above average. The relationship between the (given) magnitude and rupture length and width Mw ∼ LW U anticipates increasing slip with decreasing rupture length and therefore an increase in tsunami occurrence probability would be expected at least for the forecast points in the vicinity of the centroid location. However, as there is conditional independency found between rupture length and width (there is no arc between these two nodes) we can not analyse the effect of knowledge on both length and width.
For the early warning process the BNs are used in a 'causal' way analysing the effect of input variables (the seismic evidences) on the output variable (tsunami warning level). Working with BNs allows also to infer in a 'diagnostic' way, for example, we can determine from which magnitude on we have to expect a certain tsunami threat level at a given site.
To find an answer to this question, we analyse the moment magnitude probability distribution of all events which triggered a major tsunami in Padang
We learn that an earthquake smaller than Mw < 7.8 is not able to trigger a major tsunami with tsunami amplitude exceeding 3 m in Padang independent on the location of the earthquake within the feasible source area. This threshold is found to be almost constant for all the forecast points.
On the other hand, analysing the magnitude probability distributions causing no tsunami P(Mw | no tsunami) we find that any earthquake larger Mw > 8.3 within one of our defined source regions certainly will trigger a tsunami according to our classification ('minor tsunami', 'tsunami' or 'major tsunami') in Padang. The corresponding threshold is slightly lower considering Bengkulu (Mw > 8.1). This can be explained due to the differing bathymetry. Padang is sheltered by the Mentawai islands whereas the forearc bulge offshore Bengkulu is lower than the sea level.
D I S C U S S I O N
In this paper, we suggest a first draft of a BN tsunami threat analysis. Although our current implementation has been developed only for a small region and is based on many assumptions, it proves to provide robust results and allows for inclusion of uncertainties on all levels. For operational use we suggest research efforts to improve the following points.
(1) Extension of simulation area.
(2) Simulation of more complex slip distributions. (3) Consideration of all kinds of possible fault geometries able to trigger a tsunami (variable depth, focal mechanism, corresponding location, . . . ).
(4) Integration of further seismic variables like energy magnitude or rupture velocity.
(5) Extension to a multisensor BN analysing data from GPS, buoys, . . .
(6) Upgrade of simulation complexity (high resolution of bathymetry, finite-element simulation of seafloor deformation with spatially dependent rigidity, numerical simulation of shoaling).
The first two points are shortcomings of our model setting. To avoid boundary effects the simulation area should be enlarged to be able to integrate all possible rupture areas potentially threatening the coast of Sumatra (e.g. an extension towards north similar to the 2004 Sumatra-Andaman mega event). The slip distributions within this study were assumed to follow simply a half wavelength sinusoidal shape with one region of maximum slip in the middle of the fault and a smooth decay to the boundaries. Slip distributions of reverse faulting earthquakes have been observed highly heterogeneous on all observable scales (Mai & Beroza 2000) and could be simulated in more detail.
In a subduction regime not all of the tsunamigenic earthquakes are of thrust faulting mechanism located directly on the subducting slab. Normal faulting outer-rise events, thrust earthquakes in complex systems of splay faults or even strike-slip events have been observed in subduction environments (in case of Sumatra, see e.g. Engdahl et al. 2007; Sibuet et al. 2007) . To cope with all these potential tsunami sources BNs should be learned from an enlarged synthetic database including all possible source mechanism.
The integration of additional seismic variables aims in particular to evaluate the potential of an event being a 'tsunami earthquake' which wave amplitude is much larger than expected from the seismic moment analysis (Kanamori 1972) . Tsunami earthquake are linked to the properties of slow rupture, discrepancy between seismic moment and energy release and rupturing the very shallowest part of the subduction zone. A BN evaluation of the rupture velocity and/or the energy magnitude could probably already provide important evidence on the tsunamigenic efficiency of an earthquake.
The use of GPS measurements or direct tsunami observations by buoys or tide gauges to invert the tsunamigenic source in real-time is underdevelopment (Hoechner et al. 2008; Kamigaichi 2009 , and references therein). The uncertainties can be reduced considerably using such multisensor data, however, even with the additional evidences it is hardly possible to get one single unambiguous tsunami scenario.
Next to the uncertainty of the initial tsunami wave distribution in the source area the complexity of the bathymetry is most contributing to the challenge of numerical tsunami simulation. It would be of high interest to increase the resolution of the bathymetry and analyse the extent of model uncertainty.
The simulation tools used provide very rapidly and efficiently reasonable tsunami amplitude estimations. It would be interesting to analyse the differences to BNs learned from data generated by other simulation tools. For example the seafloor deformation could be calculated with finite-element method or run-up and inundation might be simulated directly solving the non-linear shallow water equations with wetting-drying scheme. The former would allow to take into consideration of the geological information like for example, 3-D depth and material dependent rigidity (Bilek & Lay 1999) and can result in substantial differences in seafloor deformation compared with flat layered models as demonstrated by for example, McCloskey et al. (2008) , Masterlark & Hughes (2008) . However, until now, the computational cost prevents computing a synthetic database of appropriate size.
On the way towards an operational use of a BN tsunami (uncertainty) assessment one yet unsolved task has to be faced: Guidelines for emergency managers have to be developed to define how to deal with the probability density distributions to justify a release, not-release or withdraw of a specific tsunami warning level. This very difficult question has to base probably on a cost-benefit study analysing the effect of false-positive, false-negative alarms. We could think of a cost-benefit analysis similar to Woo (2008) for volcano crises assessment. A way to handle the uncertainties in the TEW process is of urgent demand.
C O N C L U S I O N
We have presented a probabilistic approach integrating and quantifying uncertainties in the TEW process with BNs. The case study of a recent tsunamigenic earthquake offshore Sumatra demonstrates the workflow of BN system evaluating the available seismic source parameters in real-time and reveals the wide range of uncertainties in the tsunami warning process. It is important to take the uncertainties into account and quantify them to get a comprehensive overview on the tsunami threat situation in particular as a decision has to be made under extreme time pressure not allowing to wait for more information.
To construct BNs for TEW we have faced the challenge of too few historical data to learn BNs from and a complexity of the domain which makes it infeasible for any expert to define and quantify the dependencies between the variables. Fortunately, the physical process of the tsunami generation is described by a set of welltested formulas. We combined these formulas together with prior information to a generative model and sampled therefrom a synthetic database large enough to learn the BNs. In doing so the (in)dependencies between the variables could be expressed in combination with the complex site-specific influence of the bathymetry in a very condensed formulation allowing the evaluation of the tsunami threat and its uncertainties in real-time.
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A P P E N D I X A : B N I N A N U T S H E L L
Bayesian networks are graphical models which combine probability theory and graph theory and provide a natural way to deal with uncertainty and complexity. The graphical representation of a probabilistic model as a network enables an intuitive handling and is able to depict complex structures. The fundamental idea is the decomposition of a complex system into simpler parts and combining them in a modular way. The probability theory stitches the different parts together, ensuring that the system as a whole is consistent and providing ways to interface models to data.
BNs get their name from Thomas Bayes, who introduced a mathematical formula for calculating probabilities among several variables that are causally related. The Bayes' theorem describes relation between the conditional probability of event X 1 given event X 2 , P(X 1 | X 2 ), and its inverse
Bayes'theorem is used for the probabilistic inference in the network. In the following, we introduce very briefly some properties and semantics of BNs which were used in this manuscript. For further readings we recommend the short summary of Charniak (1991) or for example, Jensen & Nielsen (2007) for a more detailed review.
BN Representation:
BNs consist of nodes representing the model variables treated as random variables and (the lack of) connecting arcs mapping the conditional (in)dependencies between the variables. A node X 1 is called 'parent' pa(·) of variable X 2 ('child') if an arc is pointing from X 1 to X 2 . The relationships of the nodes are encoded with conditional probability distributions representing the extent to which one variable is likely to affect another. For computational reasons and to be free to assume any distribution the BNs are restricted to variables with discrete state space such that the conditional probability distributions can be described as tables. The entries of the conditional probability tables are called 'parameters'.
The BN represents the joint probability distribution P(X) of the set of n variables X = {X 1 , . . . , X n }. A complete joint probability distribution with no independency assumption at all (all nodes are connected to all others) would require-even in the simplest case where the variables are binary valued-the specification of 2 n − 1 numbers which exceeds for all but the smallest n the feasibility of parameter specification for expert-based and computational approaches. The assumption of conditional independency is therefore a fundamental property of BNs. If the two variables X 1 and X 2 are conditionally independent given X 3 their joint probability function can be written as P(X 1 , X 2 | X 3 ) = P(X 1 | X 3 ) · P(X 2 | X 3 ). This allows to factorize the joint probability function of a BN into conditional (local) distributions for each variable X i given its parents Pa(X i )
Inference: Once the joint probability distribution is evaluated inference in the BN is done by marginalization using Bayes'theorem in eq. (A1).
To understand the propagation of information through a BN we have a closer look on three different types of connections. We distinguish between 'serial connection', 'diverging connection' and 'converging connection':
Serial Connection: Evidence on variable X 1 will change the beliefs in X 2 which again influences the beliefs in X 3 . Reasoning with a BN is not only possible in arc direction, thus from parents to children, but also in a diagnostic way from bottom-up against the direction of the arcs merely by applying the Bayes'theorem. Evidence on X 3 changes the belief in X 1 via X 2 . However, knowing the state of X 2 blocks the flow of information in serial connections. Additional evidence on X 1 can therefore not change the beliefs in X 3 once X 2 is known.
Diverging Connection: Diverging connections are working like serial connections. Information on X 1 propagates via X 2 to X 3 as long as there is no evidence on X 2 . The information flow between X 1 and X 3 is blocked knowing the state of X 2 .
Converging Connection: We find a different situation for converging connections. X 1 and X 3 can both cause the same state of affairs of X 2 . As there is no direct arc from X 1 to X 3 they are conditionally independent of each other. However, this changes as soon as we have some evidence on X 2 . The reason is because we usually assume that one cause is more probable than another as it is unlikely that both of the causes happen at the same time. We 'explain away' one option in favour to another. Thus, given evidence on X 2 , X 1 and X 3 are not independent anymore. This is also true if we have only indirect evidence on X 2 . Imagine, X 2 has a child node X 4 . Evidence on X 4 then change beliefs in X 2 and enables the transmission of information from X 1 to X 3 .
Concept of Equivalence:
If two BNs represent the same set of conditional independencies they are called equivalent. By definition two BNs are equivalent if they have the same v-connections and the same structures if the directivity of the arcs is ignored, thus an undirected graph assumed (Verma & Pearl 1991) .
The two graphs above on the left depicting the serial connection and the one in the middle illustrating the diverging connection are therefore from the probabilistic point of view equivalent.
Complexity of a BN:
The complexity κ of a BN is described by the number of free parameters which has to be learned
where N is the number of variables, | X i | the number of states of variables X i and | Pa(X i ) | the product of the number of states of the parental nodes. For every parent set configuration, all configurations of the child need to be determined, except one, as the probabilities sum to unity.
A P P E N D I X B : S I M U L AT I O N T O O L S
We employed numerical simulations to calculate seafloor deformation as well as corresponding tsunami wave propagation. Seafloor deformation for given rupture parameters was calculated with the simulation tools RuptGen developed in the framework of the GITEWS Project (Lauterjung et al. 2010) . RuptGen employs the concept of patches (subfaults) at the subduction plate interface. The plate interface between the subducting Indian-Australian and the upper Sunda plate is discretized into a regular mesh of rectangular patches having sizes of approximately 40 × 15 km and ranging from 0 to 60 km depth (in a newer version also available down to 100 km). The mesh follows the geometry of the subduction plate interface as derived from the RUM model by Gudmundsson & Sambridge (1998) . Each patch represents a fault plane with given geometry, position and orientation. Three components of the surface deformation (longitudinal, latitudinal and vertical displacements) due to the unit dip-and strike-slip are pre-computed for each patch and stored in a databank of Green's functions. Dislocation Green's functions were calculated with the EDGRN/EDCMP software (Wang et al. 2003) for the IASP91 1-D layered Earth model (Kennett & Engdahl 1991) . By using this databank, seafloor deformation can be easily calculated for arbitrary slip distribution. Note, that we employ a priori geological and geophysical knowledge about the region to simulate the co-seismic tsunamigenic seafloor deformation. Concept of Green's functions was subsequently implied to the tsunami propagation. For each dislocation Green's function we have computed the corresponding tsunami propagation scenario and stored the resulting mareogram (time-series of the tsunami wave height) at each of the 34 forecast points. Dislocation and tsunami Green's functions together provide a linear link between the unit tectonic slip at the plate interface, from one side and tsunami wave height at a forecast point, from another side. Tsunami mareograms for arbitrary rupture models can be composed with the help of Green's functions in a fraction of second. Tsunami Green's functions were calculated at the two arc minute bathymetric grid (ETOPO2 2006) using the linear approximation of the shallow water equations
∂v∂t + g∇η = 0 − momentum equation,
where v = v i , (i = 1, 2) are the depth-averaged components of horizontal velocity, η is water surface elevation relative to a reference state, d is depth and g is the gravitational constant. The applied numerical scheme follows Kowalik & Whitmore (1991) , and is explicit time-stepping on a staggered finitedifference grid. The shallow water equations are solved in spherical coordinates. Boundary conditions presume full reflection along shorelines. Linearity of the shallow water equations in the above formulation allows us to utilize the concept of Green's functions, however, linear approximation is no longer valid in coastal areas with water depths shallower than ∼20-50 m (Shuto 1991) . In these areas bottom friction and advection terms of the non-linear shallow water equations become non-negligible. This fact, combined with the rather coarse bathymetry and topography resolution (2 arc min corresponds to 3.6 km grid step), did not allow us to calculate the tsunami wave amplitude at the coast directly. Instead, we accepted the approach employed and verified by the Japanese tsunami early warning system (Kamigaichi 2009 ). In this approach, offshore tsunami amplitudes computed on a coarse grid are extrapolated onto the coast by applying the energy conserving Green's law
here, A and d are tsunami amplitude and water depth at the coast (here at 1 m depth), while A 0 and d 0 are the amplitude and depth at some offshore location (here our forecast point).
Recently, Hayashi (2010) suggested empirically calibrated relationship of tsunami height between off-shore (20-100 m depth) and coastal (2-10 m depth) stations. His results generally validated the functional form of the Green's law and introduced a factor of 1.17 to eq. (B3). Taking into account at least 30 per cent prediction accuracy of Hayashi's relationship as well as all other uncertainties related to tsunami early warning, we think that classical Green's law remains as a good approximation to estimate coastal tsunami impact from off-shore wave amplitudes.
