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At zero temperature, the Lorentz invariance is strictly preserved in three-dimensional quantum
electrodynamics. This property ensures that the velocity of massless fermions is not renormalized
by the gauge interaction. At finite temperature, however, the Lorentz invariance is explicitly broken
by the thermal fluctuation. The longitudinal component of gauge interaction becomes short-ranged
due to thermal screening, whereas the transverse component remains long-ranged because of local
gauge invariance. The transverse gauge interaction leads to singular corrections to the fermion
self-energy and thus results in an unusual renormalization of the fermion velocity. We calculate
the renormalized fermion velocity vR(p0,p, T ) by employing a renormalization group analysis, and
discuss the influence of the anomalous dimension ηn on the fermion specific heat.
PACS numbers: 11.30Qc, 11.10.Wx, 11.30.Rd
Four-dimensional quantum electrodynamics (QED4)
can describe the electromagnetic interaction with very
high precision after eliminating ultraviolet divergences by
means of renormalization method. Different from QED4,
(2+1)-dimensional QED of massless fermions, dubbed
QED3, is superrenormalizable and does not contain any
ultraviolet divergence. However, extensive investigations
have showed that QED3 exhibits a series of nontrivial
low-energy properties, such as dynamical chiral symme-
try breaking (DCSB) [1–17], asymptotic freedom [2], and
weak confinement [11, 18, 19]. It thus turns out that
QED3 is more similar to four-dimensional quantum chro-
modynamics (QCD4) than QED4. For this reason, QED3
is widely regarded as a toy model of QCD4 in high-
energy physics. On the other hand, in the past decades
QED3 has proven to be an effective low-energy field the-
ory for several important condensed-matter systems, in-
cluding high-Tc cuprate superconductors [20–28], spin-
1/2 Kagome spin liquid [29, 30], graphene [31–33], cer-
tain quantum critical systems [34, 35], surface states of
some bulk topological insulators [36–38].
Appelquist et al. analyzed the Dyson-Schwinger equa-
tion (DSE) of fermion mass in zero-T QED3 and revealed
that the massless fermions can acquire a finite dynami-
cal mass, which induces DCSB, when the fermion flavor
is below some threshold, i.e., N < Nc [3]. Most exist-
ing analytical and numerical calculations [4–10, 16, 17]
agree that Nc ≈ 3.5 at zero T . This problem is not only
interesting in its own right, but of practical importance
since QED3 has wide applications in condensed-matter
physics [20–38]. In particular, it has been demonstrated
[21–23, 25–27] that DCSB leads to the formation of quan-
tum antiferromagnetism. Dynamical mass generation at
finite temperature in QED3 is also an interesting, and
meanwhile very complicated, issue that has been investi-
gated for over two decades [39–45].
If the fermion flavor is large, sayN ≥ 4, no DCSB takes
place and the Dirac fermions are still massless despite of
the presence of strong gauge interaction. However, QED3
is still highly nontrivial in its massless phase, because the
gauge interaction can lead to unusual, non-Fermi liquid
like behaviors of fermions [22, 23, 46, 47]. These non-
Fermi liquid behaviors may be of important relevance to
the low-energy physics of high-Tc cuprate superconduc-
tors [20, 22, 23] and other strongly correlated systems.
When studying the non-Fermi liquid behaviors of
massless fermions, an important role is known to be
played by the fermion velocity v, which enters into many
observable quantities of massless fermions, such as spe-
cific heat [22, 48–51] and thermal conductivity [52]. An
interesting property is that the constant velocity can
be renormalized by various interactions and then ex-
hibits unusual momentum dependence. For instance, it
is known that the low-energy elementary excitations of
graphene, a single layer of carbon atoms, are massless
Dirac fermions [53]. The fermion velocity in graphene
is certainly a constant in the non-interacting limit, and
its bare value is roughly c/300 with c being the speed
of light in vacuum [53]. However, extensive renormaliza-
tion group (RG) analysis [53–56] have showed that the
fermion velocity can be enhanced by the unscreened long-
range Coulomb interaction. In the lowest energy limit,
the velocity flows to very large values and the fermion
dispersion is thus substantially modified. Remarkably,
the predicted nearly divergence of the renormalized ve-
locity has already been confirmed in recent experiments
[57–59]. Another notable example is the effective QED3
theory of high-Tc superconductors [20, 22, 23], which con-
tains only the transverse part of the U(1) gauge interac-
tion. Moreover, near the nematic quantum critical point
in high-Tc superconductors, massless Dirac fermions in-
teract strongly with the quantum fluctuation of nematic
order parameter [60–63]. In both cases, the fermion ve-
locity receives singular corrections and is driven to vanish
in the low-energy region [20, 22, 23, 60–63], which in turn
results in non-Fermi liquid behaviors [20, 22, 23, 51].
2In this paper, we study the renormalization of fermion
velocity due to U(1) gauge interaction in QED3. Whether
the velocity is renormalized depends crucially on the tem-
perature of the system. At zero temperature, the Lorentz
invariance of QED3 is certainly reserved, and thus there
is no interaction corrections to the fermion velocity. In
this case, fermion velocity is always a constant. At finite
temperature, however, the Lorentz invariance is explic-
itly broken by thermal fluctuations [39]. As a result, the
longitudinal and transverse parts of the gauge interaction
are no longer identical, and the fermion velocity may flow
with varying energy and momenta. It is interesting to ask
two questions: How the fermion velocity is renormalized
by the gauge interaction at finite temperature? How the
physical quantities of Dirac fermions, such as the specific
heat, are influenced by the renormalzied velocity? In this
article, we will study these two questions.
We study this problem and calculate the renormalized
fermion velocity vR(p0,p, T ) by means of renormaliza-
tion group method. We show that the velocity exhibits
a power law dependence on momentum |p| under the en-
ergy scale T ,
vR(p0,p, T ) =
(
|p|
T
)η
, (1)
where the anomalous dimension η are functions of both
T and energy p0, namely η ≡ η(p0, T ). We then study
the impact of the renormalized fermion velocity on the
specific heat of massless Dirac fermions.
The Lagrangian density for QED3 with N flavors of
massless Dirac fermions is given by
L =
N∑
i=1
ψ¯i (i∂/+ eA/)ψi −
1
4
F 2µν , (2)
where Fµν = ∂µAν − ∂νAµ. The fermion is described
by a four-component spinor ψ, whose conjugate is ψ¯ =
ψ†γ0. The gamma matrices are defined as (γ0, γ1, γ2) =
(iσ3, iσ1, iσ2) ⊗ σ3, which satisfy the Clifford algebra
{γµ, γν} = 2gµν with gµν = diag(−1,−1,−1). In (2+1)
dimensions, there are two chiral matrices, denoted by
γ3 = I2×2⊗σ1 and γ5 = I2×2⊗σ2 respectively, that anti-
commute with γ0,1,2. This Lagrangian respects a contin-
uous U(2N) chiral symmetry ψ → eiθγ3,5ψ, where θ is an
arbitrary constant. Once fermions become massive, the
U(2N) chiral symmetry is broken down to U(N)×U(N).
Here, we consider a general very large N , which implies
the absence of DCSB, and perform perturbative expan-
sion in powers of 1/N . For simplicity, we work in units
with ~ = kB = 1.
The fermions have a constant velocity v, which appears
in the covariant derivative in the form ∂/ = γ0∂0+ vγ ·∇.
In most previous studies, it is assumed that v ≡ 1. At
zero T , this assumption is perfectly good and not affected
by the gauge interaction since the Lorentz invariance is
absolutely satisfied. To see this, we write the fermion
propagator as
G0(k0,k) =
1
γ0k0 + vγ · k
. (3)
The self-energy corrections due to gauge interaction is
generically expressed as
Σ(k0,k) = A0(k0,k)γ0k0 +As(k0,k)vγ · k. (4)
Here, A0,s(k0,k) are the temporal and spatial compo-
nents of the wave function renormalization respectively.
At T = 0, the Lorentz invariance ensures that
A0(k0,k) = As(k0,k) ≡ A(k), (5)
thus the dressed fermion propagator has the form
G(k0,k) =
1
[1 +A(k)] (γ0k0 + vγ · k)
. (6)
Clearly, the velocity v remains a constant and does not
receive any interaction corrections. It is therefore safe
to set v ≡ 1. However, this is no longer true when the
Lorentz invariance is explicitly broken at finite T . Once
the Lorentz invariance is broken, we have A0(k0,k) 6=
As(k0,k). The difference ∆A = As(k0,k) − A0(k0,k)
represents the interaction correction to the fermion veloc-
ity v, which then becomes a function of energy-momenta
and temperature, i.e., v → vR(p0,p, T ). We now calcu-
late the function vR(p0,p, T ) by means of RG method.
We will work in the standard Mastubara formalism for
finite T quantum field theory, and assume the fermion
energy to be of the form k0 = (2n+ 1)piT with n being
an integer. Including the correction of the polarizations,
the effective propagator of gauge boson now becomes
∆µν(q0,q) =
Aµν
q2
0
v2
+ q2 +ΠA(q0,q)
+
Bµν
q2
0
v2
+ q2 +ΠB(q0,q)
, (7)
where q0 = 2mpiT with m being an integer. The two
tensors Aµν and Bµν are defined as
Aµν =
(
δµ0 −
qµq0
q2
)
q2
v2q2
(
δ0ν −
q0qν
q2
)
, (8)
Bµν = δµi
(
δij −
qiqj
q2
)
δjν . (9)
It is easy to verify that Aµν and Bµν are orthogonal and
satisfy
Aµν +Bµν = δµν −
qµqν
q2
. (10)
The polarizations ΠA and ΠB are defined by
ΠA =
q2
v2q2
Π00, ΠB = Πii −
q20
v2q2
Π00 (11)
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FIG. 1: Polarizations ΠA(q0, |q|) and ΠB(q0, |q|) for different
frequencies. Here, q0 = 2mpiT and T is chosen as T/α = 10
−5.
where
Π00 =
α
β
∑
k0
∫
d2k
(2pi)2
Tr [G(k0,k)γ0G(k0 + q0,k+ q)γ0] ,
Πii =
α
β
∑
k0
∫
d2k
(2pi)2
Tr [G(k0,k)γiG(k0 + q0,k+ q)γi] ,
with α = Ne2. As usual [3], the parameter α is kept
fixed as N → +∞. Employing the method utilized in
Ref. [39], one can obtain the following expressions:
ΠA = Π3, ΠB = Π1 +Π2 (12)
where
Π1 =
α
2piv2
∫ 1
0
dx
χ sinh
(
χ
T
)
cosh2
(
χ
2T
)
− sin2
(
x q0
2T
) ,
Π2 =
αq0
4piv2
∫ 1
0
dx
(1− 2x) sin
(
xq0
T
)
cosh2
(
χ
2T
)
− sin2
(
xq0
2T
) ,
Π3 =
αT
piv2
∫ 1
0
dx
× ln
(
4
[
cosh2
( χ
2T
)
− sin2
(xq0
2T
)])
,
with χ =
√
x(1− x) (q20 + v
2q2). In the instantaneous
approximation, the energy dependence of the polariza-
tions is dropped by demanding ΠA,B(q0,q)→ ΠA,B(q0 =
0,q), which gives rise to
ΠA =
2αT
piv2
∫ 1
0
dx ln
[
2 cosh
(√
x(1 − x)v|q|
2T
)]
,
and
ΠB =
α|q|
piv
∫ 1
0
dx
√
x(1 − x) tanh
(√
x(1 − x)v|q|
2T
)
.
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FIG. 2: Polarizations Π(q0, |q|) and ΠB(q0, |q|) for different
frequencies. Here, q0 = 2mpiT and T is chosen as T/α = 10
−3.
To the leading order of 1/N expansion, the fermion self-
energy is given by
Σ(p0,p) =
αT
N
∑
q0
∫
d2q
(2pi)2
γµG(p0 − q0,p− q)γν
×∆µν(q0,q). (13)
The behavior of Σ(p0,p) is mainly determined by the
low-energy properties of the gauge boson propagator
∆µν , which in turn relies on the polarization functions
ΠA and ΠB . Before calculating Σ(p0,p), it would be
helpful to first qualitatively analyze the properties of ΠA
and ΠB at various values of q.
As shown in Fig. 1 and Fig. 2, for the finite frequency
components of the gauge interaction, q0 is considered as
a small value in the region |q| ≫ q0, both ΠA(q0, |q|)
and ΠB(q0, |q|) approach the value
v|q|
8 . In this region,
the self-energy corrections due to the longitudinal and
transverse components of gauge interaction should nearly
cancel each other. Therefore, the finite frequency com-
ponents of the gauge interaction will not induce singular
fermion velocity renormalization in this region. In the
region |q| ≪ q0, q0 is a large value and q
2
0 is an effective
screening factor. Both ΠA and ΠB approach to some
finite values in this region in the limit |q| → 0, which im-
plies that the longitudinal and transverse components of
gauge interaction are both screened. In this case, the fi-
nite frequency components of gauge interaction also can-
not lead to singular velocity renormalization.
For the zero frequency component of the gauge interac-
tion, as shown in Fig 1 and Fig. 2, both ΠA and ΠB can
be simplified to |q|/8 if |q| > T . Therefore, the fermion
velocity is indeed not renormalized at energy scales above
T . At energy scales lower than T , however, T can be con-
sidered as a large variable and hence the behavior of ΠA
becomes very different from that of ΠB. In this region,
4we find that
ΠA(0,q) ≈
2α ln 2
pi
T
v2
, (14)
ΠB(0,q) ≈
α
12pi
q2
T
. (15)
Since T is a relatively large quantity, now the longitudinal
component of gauge interaction is statically screened and
does not play an important role in the low energy region.
Nevertheless, the transverse component of gauge interac-
tion remains long-ranged, characterized by the fact that
lim
q→0
ΠB(0,q)→ 0, (16)
as required by the local gauge invariance. Therefore, the
singular contribution to the fermion self-energy can only
be induced by the zero frequency part of the transverse
component of gauge interaction. Taking advantage of
this fact, we can simply ignore the longitudinal compo-
nent of gauge interaction and calculate the fermion self-
energy as follows:
ΣS(p0,p) =
αT
N
∫
d2q
(2pi)2
γµG(p0,p− q)γν
Bµν
q2 +ΠB(q)
=
αT
N
∫
d2q
(2pi)2
γµ
1
p0γ0 + vγ · (p− q)
γν
δµi
(
δij −
qiqj
q2
)
δjν
q2 +ΠB(q)
= −
αT
N
∫
d2q
(2pi)2
p0γ0 − vγ · (p+ q) + 2vγ · q
p·q
q2
p20
(
1 + v
2(p−q)2
p2
0
) 1
q2 +ΠB(q)
. (17)
Since we are now considering the energy scales below T , as explained above Eq. (14), we can make the following
approximations:
1
1 + v
2(p−q)2
p2
0
≈ 1−
v2 (p− q)
2
p20
≈ 1 +
2v2p · q− v2q2
p20
, (18)
which is valid because p0 ∝ T . Now we can divide the self-energy function into two parts:
ΣS(p0,p) = −
α
N
T
∫
d2q
(2pi)2
p0γ0 − vγ · (p+ q) + 2vγ · q
p·q
q2
p20
(
1−
v2q2
p20
)
1
q2 +ΠB(q)
−
α
N
T
∫
d2q
(2pi)2
p0γ0 − vγ · (p+ q) + 2vγ · q
p·q
q2
p40
2v2p · q
q2 +ΠB(q)
. (19)
Straightforward algebraic calculations show that
ΣS(p0,p) = Σ0p0γ0 +Σ1p · γ, (20)
where
Σ0 = −
αT
Np20
∫
d2q
(2pi)2
1
q2 +ΠB(q)
+
αT
Np40
∫
d2q
(2pi)2
v2q2
q2 +ΠB(q)
, (21)
Σ1 =
αT
Np40
∫
d2q
(2pi)2
v2q2
q2 +ΠB(q)
. (22)
The difference between Σ0 and Σ1 is given by
Σ0 − Σ1 ≈ −
αT
Np20
∫
d2q
(2pi)2
1
q2 + α12pi
q2
T
. (23)
To perform RG transformations, we need first to inte-
grate over momenta restricted in a thin shell of [bΛ,Λ],
where Λ is an ultraviolet cutoff and b = e−l with l being
a varying length scale, which yields
Σ0 − Σ1 = −
α
2pi3N(2n+ 1)2
(
T + α12pi
) ∫ Λ
bΛ
d|q|
|q|
,
= −
α
2pi3N(2n+ 1)2
(
T + α12pi
) l. (24)
The unusual velocity renormalization can be calculated
from the difference between Σ0 and Σ1 as follows
d ln v
dl
=
d (Σ0 − Σ1)
dl
= −
α
2pi3N(2n+ 1)2
(
T + α12pi
) .
(25)
5Solving this equation leads to the renormalized fermion
velocity. Based on the above calculations and analysis,
we find that the velocity depends on energy, momenta,
and temperature approximately as follows :
vR(p0,p, T ) =
{ (
|p|
T
)ηn
|p| < T,
1 |p| > T.
(26)
The above expression shows that the originally constant
velocity acquires an anomalous dimension ηn:
ηn =
α
2pi3N(2n+ 1)2
(
T + α12pi
) . (27)
in the low-energy region |p| < T . Since ηn > 0, the
renormalized velocity vR(p0, |p|, T ) vanishes in the limit
|p| → 0, which then leads to an appropriate modification
of the fermion dispersion. If we take the zero temperature
limit T → 0, the velocity is simply equal to unity, namely
v ≡ 1, which is well expected since QED3 respects the
Lorentz invariance at zero temperature.
We now examine the impact of the velocity renormal-
ization. Since the fermion dispersion is modified, it is
reasonable to expect that many physical quantities will
be influenced, qualitatively or quantitatively. From the
recent research experience of graphene [48, 53, 56, 64, 65]
and high-Tc superconductors [22, 49, 60, 62, 63], we know
that unusual fermion velocity renormalization can lead
to significant changes of the spectral and thermodynamic
properties of massless Dirac fermions. It also strongly al-
ters the critical interaction strength for dynamical chiral
symmetry breaking in graphene [64]. Here, we consider
one particular quantity, namely the fermion specific heat,
and leave the effects of velocity renormalization on other
physical properties to future work.
For a (2+1)-dimensional non-interacting Dirac fermion
system, the specific heat is known to be proportional to
T 2. In the following, we examine the influence of renor-
malized, T -dependent fermion velocity on the specific
heat. For simplicity, we first take the zero-energy limit,
and thus have vR ≡ vR(p0 = 0, |p|, T ). In this limit, the
corresponding free energy is given by
F (T ) = −
2NT
pi
[∫ T
0
dkk ln
(
1 + e−(
k
T )
η0+1
)
+
∫ +∞
T
dkk ln
(
1 + e−
k
T
)]
= −
2NT 3
pi
[∫ 1
0
dxx ln
(
1 + e−x
η0+1
)
+
∫ +∞
1
dxx ln
(
1 + e−x
)]
, (28)
At T ≪ α, the anomalous dimension η0 becomes T -
independent, i.e., η0 →
6
Npi2
, hence the corresponding
specific heat is CV = −T
∂2F
∂T 2
∝ T 2. To compute the free
energy with higher accuracy, we need to include the de-
pendence of anomalous dimension on both p0 and T . At
finite T , the energy p0 takes a series of discrete values,
which makes it difficult to do analytic calculations. We
therefore define the following mean value of the renor-
malized fermion velocity v¯RF (p) =
(
|p|
T
)η¯
, where η¯ is ob-
tained by performing an average over all the frequencies:
η¯ =
∑+∞
n=−∞ ηn
1
(2n+1)2∑∞
n=−∞
1
(2n+1)2
=
1
2Npi
α
pi2
(
T + 2α3pi
)
∑+∞
n=−∞
1
(2n+1)4∑∞
n=−∞
1
(2n+1)2
=
1
24Npi
α(
T + α12pi
) . (29)
Using the above expressions, we obtain the following av-
eraged free energy
Favr(T ) = −
2NT 3
pi
[∫ 1
0
dxx ln
(
1 + e−x
η¯+1
)
+
∫ +∞
1
dxx ln
(
1 + e−x
)]
. (30)
Both analytical and numerical calculations show that the
corresponding specific heat CV (T ) is still proportional to
T 2 in the low temperature regime, but its coefficient is
strongly altered by the anomalous dimension.
We now remark on the issue of gauge invariance. In
a quantum gauge field theory, it is of paramount im-
portance to obtain a gauge-independent quantity, which,
however, is a highly nontrivial task. The studies of QED3
have also been suffering from this problem for three
decades. In Ref. [3], Appelquist et al. utilized the Landau
gauge to construct DSE for dynamical fermion mass and
found a finite critical fermion flavorNc =
32
pi2
to the lowest
order of 1/N expansion. Subsequent work of Nash [4] in-
cluded the impact of the next-to-leading order correction
and claimed to obtain a gauge-independent critical fla-
vor Nc =
4
3
32
pi2
. More recently, Fischer et al. [10] studied
DCSB by analyzing the self-consistently coupled DSEs
of fermion and gauge boson propagators. An ansatz for
the vertex correction was introduced in Ref. [10] to ful-
fill the Ward-Green-Takahashi identity. In the Landau
gauge, they found the critical flavor Nc ≈ 4, which is
close to the value of Appelquist et al. [3]. However, after
comparing the results obtained in various gauges, they
showed that the conclusion is apparently not gauge in-
variant. Certainly, one would obtain a gauge independent
conclusion if the full DSEs were solved without making
any approximations. This is practically not possible and
it is always necessary to truncate the complicated DSEs
in some proper way. How to truncate the DSEs in a cor-
rect way so as to get gauge invariant results is still an
open question [11–14]. The same problem is encountered
in the application of QED3 [24, 25, 66–71] to interpret
some interesting experimental facts of cuprate supercon-
ductors [72–74]. In this case, it remains unclear how to
obtain a gauge independent propagator for the massless
Dirac fermions [69–71].
6In the above discussions, we have used the Landau
gauge, which is widely used in the studies of QED3 and
expected to be the most reliable gauge [11, 13, 14]. If
we include an arbitrary gauge parameter ξ, the effective
gauge boson propagator becomes
∆µν(q0,q) =
Aµν
q20 + q
2 +ΠA(q0,q)
+
Bµν
q20 + q
2 +ΠB(q0,q)
+ ξ
qµqν
q4
. (31)
After analogous RG calculations, we find that the anoma-
lous dimension receives an additional term:
η′n = ηn + ηξ, (32)
where
ηξ =
e2ξ
2pi(2n+ 1)2T
. (33)
It appears that the anomalous dimension and thus the
renormalized velocity depends on the gauge parameter
ξ. We expect this gauge dependence can be removed
if higher order corrections could be properly incorpo-
rated. Technically, computing higher order corrections
to fermion self-energy in finite-T QED3 is much harder
than zero-T QED3 since the summation over discrete fre-
quency and integration of momenta have to be performed
separately.
Though being gauge dependent, we still believe that
our RG results are qualitatively correct. To gain a better
understanding of the essence of singular velocity renor-
malization and the appearance of anomalous dimension,
we now make a comparison between a number of physi-
cally similar systems. The first example is zero-T QED3
at a finite chemical potential µ, which induces a finite
Fermi surface of Dirac fermions. The Fermi surface ex-
plicitly breaks the Lorentz invariance and also leads to
static screening of the longitudinal component of gauge
interaction. The transverse component of gauge interac-
tion is still long ranged and thus is able to generate singu-
lar velocity renormalization. It was previously shown in
Ref. [75] that the velocity behaves like vR ∝ ( k
µ
)η, where
η is a finite number. The second example is graphene
in which massless Dirac fermions emerge as low-energy
excitations. The long Coulomb interaction also breaks
Lorentz invariance explicitly, and is unscreened due to
the vanishing of of zero-energy density of states. In this
case, the fermion velocity is singularly renormalized and
increases indefinitely as the energy is lowering [54–56]. As
aforementioned, analogous velocity renormalization takes
place in the effective QED3 theory of high-Tc cuprate su-
perconductors [20, 22, 23] and also at a nematic quantum
critical points [60–63] which are also resulting from the
breaking of Lorentz invariance. We can extract a generic
principle from all these examples that the long-range in-
teraction always leads to singular fermion velocity renor-
malization once the Lorentz invariance is broken. It is
known that the Lorentz invariance is broken at finite T
in QED3 [39–41]. According to this principle, the fermion
velocity has to be singularly renormalized. Therefore, our
RG results for the renormalized velocity and the anoma-
lous dimension should be qualitatively reliable, though
quantitatively not precise due to the gauge dependence.
Recently, three-dimensional (3D) Dirac semimetal
state was observed at the quantum critical point between
a bulk topological insulator and a trivial band insulator
[76]. Experiments also confirmed that Na3Bi [77] and
Cd3As2 [78] are 3D Dirac semimetals in which the mass-
less Dirac fermions are stable due to the protection of
crystal symmetry. Isobe and Nagaosa [79, 80] showed
that in the presence of an electromagnetic field, the ve-
locity of Dirac fermions does not receive singular renor-
malization but flows to some finite value in the lowest
energy limit, which is a consequence of the emergence
of Lorentz invariance. However, if a finite chemical po-
tential is induced in 3D Dirac semimetals by doping, the
longitudinal component of electromagnetic field will be
screened. However, the transverse component of electro-
magnetic field is not screened and is able to result in sin-
gular renormalization of fermion velocity. Therefore, the
doped 3D Dirac semimetals placed in an electromagnetic
field provides an ideal platform for measuring singular
fermion velocity renormalization.
We next would like to connect our analysis to the issue
of infrared divergence. In the ordinary calculations based
on perturbation expansion or non-perturbative DSEs of
fermion self-energy, the lower limit of momenta is zero.
At finite T , there is an infrared divergence in the fermion
self-energy induced by the zero frequency part of the
transverse component of gauge interaction [40, 45, 81].
As pointed out by Lo and Swanson [81], this divergence
has not been seriously considered in the previous stud-
ies, where this problem is usually bypassed by completely
ignoring the transverse component of gauge interaction.
They showed [14] that this infrared divergence is endemic
in finite-T QED3 and proposed to remove it by choosing
a proper T -dependent gauge parameter. This strategy
is essentially equivalent to dropping the zero frequency
part of the transverse component of gauge interaction
but retaining the non-zero frequencies. In the modern
RG theory [82], one needs to integrate over field oper-
ators defined in a thin momentum shell (bΛ,Λ). After
performing RG manipulations, there will be a singular
renormalization for some quantities, such as fermion ve-
locity, caused by the long-range interaction. This singu-
lar renormalization should have important influence on
the infrared behaviors of QED3. It would be interesting
and also challenging to study whether the infrared diver-
gence appearing in the DSE of dynamical fermion mass
[40, 45, 81] can be eliminated by taking into account the
influence of singular velocity renormalization.
In summary, we have studied the renormalization of
Dirac fermion velocity in QED3 at finite temperatures
by means of RG method. We first demonstrate that the
velocity renormalization is a consequence of the explicit
7breaking of Lorentz invariance due to thermal fluctua-
tions. We then obtain the renormalized fermion velocity
as a function of energy, momentum, and temperature,
as shown in (26) and (27). We have also computed the
specific heat after taking into account the velocity renor-
malization. It would be interesting to further study its
impacts on DCSB [39, 45] and non-Fermi liquid behav-
iors [46, 47] in the future. Moreover, we emphasize that
the velocity renormalization can be testified by realistic
experiments. Actually, recent experiments have already
extracted the detailed momentum dependence of renor-
malized fermion velocity (caused by long-range Coulomb
interaction between Dirac fermions) in graphene [57–59].
Since QED3 is widely believed to be the effective field the-
ory of a number of condensed matter systems [20–38], it
would be possible to probe the predicted unusual velocity
renormalization in certain angle resolved photoemission
spectroscopy experiments [59].
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