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Abstract— Multi-agent networks are often modeled via in-
teraction graphs, where the nodes represent the agents and
the edges denote direct interactions between the corresponding
agents. Interaction graphs have significant impact on the
robustness of networked systems. One family of robust graphs
is the random regular graphs. In this paper, we present a locally
applicable reconfiguration scheme to build random regular
graphs through self-organization. For any connected initial
graph, the proposed scheme maintains connectivity and the
average degree while minimizing the degree differences and
randomizing the links. As such, if the average degree of the
initial graph is an integer, then connected regular graphs are
realized uniformly at random as time goes to infinity.
I. INTRODUCTION
Multi-agent networks are often represented via their in-
teraction graphs, where the nodes correspond to the agents
and the edges exist between the agents having some direct
interaction. Interaction graphs play a significant role in the
overall behavior and performance of multi-agent networks.
System properties such as robustness (how severely the
system is influenced by perturbations of process/local com-
ponents) and mixing time (how rapidly information spreads
throughout the network) are often analyzed through the
topology of the interaction graph (e.g., [1], [2], [3]). Robust
interaction graphs with fast mixing times are desirable in
numerous multi-agent applications including, but not limited
to, flocking and swarming (e.g., [4]), sensor coverage (e.g.,
[5]), distributed estimation (e.g., [6]), and distributed control
of robotic networks (e.g., [7], [8]).
In many applications, multi-agent networks face various
perturbations such as component failures, noise, or ma-
licious attacks. The impact of such perturbations on the
overall system significantly depends on the robustness of
the interaction graph. Node (or edge) connectivity is one
of the fundamental robustness measures in graph theory. A
graph is said to be k-node (-edge) connected if at least k
nodes (or edges) must be removed to disconnect the graph.
In general, graphs with higher connectivity have higher
robustness to random failure of its components (e.g., [1]). An
arguably richer measure of robustness is the expansion ratio.
Expansion ratio is quantified in terms of node expansion or
edge expansion (isoperimetric number), which are refined
notions of connectivity. The isoperimetric number is also
closely related to the algebraic connectivity, which is given
by the second-smallest eigenvalue of the graph Laplacian,
i.e. each of these measures is upper and lower bounded
through the other (e.g., [9]). Graphs with high expansion
ratios (expanders) are robust structures with fast mixing
times. A detailed overview of expanders along with their
numerous applications are presented in [10].
One class of expanders is Ramanujan graphs [11], which
are contained within the family of regular graphs. A graph is
called a m-regular graph if each node has m edges incident
to itself. A m-regular graph is Ramanujan if the second
largest (in absolute value) eigenvalue of its adjacency matrix
is at most 2
√
m− 1. As such, the algebraic connectivity of a
Ramunjan graph is at least m−2
√
m− 1. For m ≥ 3, almost
every m-regular graph is Ramanujan [12], [13]. Hence, for
m ≥ 3, a random m-regular graph with n nodes is a
Ramanujan graph with a probability approaching 1 as n goes
to infinity.
In this paper, we present a locally applicable scheme
to build random regular interaction graphs through self-
organization. The proposed method extends the decentral-
ized degree regularization scheme in [14] by incorporat-
ing a locally applicable neighborhood randomization rule
introduced in [15]. The resulting dynamics minimize the
degree differences and randomize the local neighborhoods
simultaneously while maintaining the graph connectivity
and the total number of edges. As such, it transforms any
connected interaction graph with an integer average degree
into a connected random regular graph. We also present a
distributed implementation, which leads to a uniform limiting
distribution over all the connected regular graphs.
The organization of this paper is as follows: Section II
presents some preliminaries. Section III presents the pro-
posed method for decentralized formation of random regular
graphs. Section IV provides some simulation results. Finally,
Section V concludes the paper.
II. PRELIMINARIES
An undirected graph, G = (V,E), consists of a set of
nodes, V , and a set of edges, E, given by unordered pairs of
nodes. A graph is connected if there exists a path between
any pair of nodes. A path is a sequence of nodes such that
an edge exists between any two consecutive nodes in the
sequence. Any two nodes are said to be adjacent if an edge
exists between them. We refer to the set of nodes adjacent
to any node, i ∈ V , as its neighborhood, Ni, defined as
Ni = {j | (i, j) ∈ E}. (1)
For any node i, the number of nodes in its neighborhood
is called its degree, di, i.e.,
di = |Ni|, (2)
where |Ni| denotes the cardinality of Ni. For any graph G,
we use δ(G), ∆(G) and d̄(G) to denote the minimum, the
maximum, and the average degrees, respectively. A graph is
said to be m-regular, if all the entries of its degree vector are
equal to m. We refer to the difference of the maximum and
the minimum node degrees in a graph as the degree range
of the graph, f(G), i.e.
f(G) = ∆(G)− δ(G). (3)
For any undirected graph, G = (V,E), the graph Lapla-





di if i = j,
−1 if (i, j) ∈ E,
0 otherwise.
(4)
The second-smallest eigenvalue of the graph Laplacian is
known as the algebraic connectivity of the graph, α(G).
One systematic method of representing locally applicable
graph transformations is to use graph grammars (e.g., [16]).
A graph grammar, Φ = {r1, r2, . . .}, is a set of rules. Each
rule is represented as an ordered pair of labeled graphs, r =
(gl, gr), where the labels represent the node states. As such,
a rule defines a change in the edge set that transforms graphs
isomorphic to gl to graphs isomorphic to gr. A pair of graphs,
g and gl, are said to be isomorphic (g ' gl) if there exists
an edge-preserving bijection between their node sets. A rule
is said to be applicable to a graph G, if G has a subgraph
isomorphic to gl. An initial graph G(0) along with a grammar
Φ defines a system represented as (G(0),Φ).
III. DECENTRALIZED FORMATION OF RANDOM
REGULAR GRAPHS
In multi-agent networks, connectivity is essential for vari-
ous applications since information and interactions cannot
spread throughout the network without connectivity. One
way to improve the connectivity of a network is to introduce
more edges to the interaction graph. However, each edge
typically implies some power consumption, communications,
sensor measurements, or a physical link. As such, sparsity
(having a small number of edges) is also an important
feature of multi-agent networks. One family of sparse yet
well-connected graphs is the random regular graphs. In this
section, we present a decentralized scheme for transforming
interaction graphs into random regular graphs while ensuring
that the graph remains connected and the average degree is
maintained.
The proposed scheme can be represented as a graph
grammar, Φ∗. In this setting, each node is labeled with its
degree, and Φ∗ = {r1, r2} is defined as
dj
di











if di > dj
In accordance with Φ∗, if a node has more links than one
of its neighbors, then it rewires one of its other neighbors to
the less-connected node (r1). Also, adjacent nodes exchange
their exclusive neighbors (r2). As such, while r1 aims to
balance the degree distribution, r2 aims to randomize the
links between the nodes.
In [14], {r1} was proposed as a grammar to transform
any connected graph with an integer average degree into a
connected regular graph with the same number of edges.
Note that any m-regular graph is stationary under the dy-
namics induced by {r1} since all of its nodes have the same
degree. As such, although almost every m-regular graph is
Ramanujan for m ≥ 3, {r1} can still result in a configuration
with an arbitrarily small expansion rate, with a probability
depending on the initial graph. For instance, Fig. 1 illustrates
a pair of 3-regular graphs on 30 nodes, which are both
stationary under {r1} whereas the graph in Fig. 1a is a
poorly-connected configuration that can have half of the
network disconnected from the rest due the removal of a
single edge.
(a) (b)
Fig. 1. A poorly-connected 3-regular graph (a) and a robust 3-regular
graph (b).
The proposed grammar, Φ∗ = {r1, r2}, extends [14]
by incorporating a locally applicable randomization rule
introduced in [15], i.e. r2. Under the resulting dynamics, a
connected graph is never stationary (unless it is a complete
graph). Furthermore, any connected graph is transformed into
a connected random regular graph as time goes to infinity,
if its average degree is an integer. In the remainder of this
paper, we analyze the dynamics induced by Φ∗.
Lemma 3.1 Graph connectivity and the average degree are
maintained under Φ∗.
Proof: Both r1 and r2 preserve the number edges, so
the number of edges and the average degree are invariant to
the applications of Φ∗. Furthermore, both rules preserve the
connectivity of the local structures. Hence, the global con-
nectivity is also maintained under any concurrent application
on disjoint subgraphs.
Lemma 3.2 The degree range, f(G), monotonically de-
creases under Φ∗.
Proof: Node degrees are invariant to the applications
of r2, and the degree range can only change due to the
applications of r1. In the applications of r1, the degree of
a node, j, can increase only if it has a neighbor, i, with a
higher degree (di > dj required). Similarly, its degree can
decrease only if it has a neighbor with fewer connection. So
neither the minimum degree in the system can decrease, nor
the maximum degree in the graph can increase. Hence, the
degree range is monotonically decreasing under Φ∗.
In general, there may be many feasible applications of
Φ∗ on an interaction graph. In such cases, the agents need
to randomly execute Φ∗ on disjoint subgraphs without any
global coordination. We propose Algorithm I as a distributed
implementation of Φ∗ such that any feasible transformation
occurs with a non-zero probability.
In accordance with Algorithm I, the nodes behave as
follows: At each iteration, each node is inactive with a small
probability ε. The inactivation probability, ε, ensures that any
feasible application of Φ∗ can be realized through Algorithm
I, as it will be shown in Lemma 3.3. Inactive nodes do not
participate in any rule execution in that time step. Each active
agent, i, picks one of its neighbors, j ∈ Ni, uniformly at
random, and it communicates its degree to that neighbor.
Based on these communications, each active agent, i, checks
the list of neighbors that picked itself, Ri ⊆ Ni, to see
if j ∈ Ri. If that is not the case, then i is a follower in
that time step, i.e. it will not initiate a rule execution but it
will participate if j wants to rewire i to some other node.
If j ∈ Ri, then i and j are matched. Each matched pair
randomly picks a candidate rule, r ∈ Φ∗, that they will
potentially execute. In Algorithm I, the candidate rule is
picked by the agent with the larger node ID, i.e. max{i, j}.
If r1 is picked, and one of the nodes, say i, has higher degree
than the other, and i is picked by at least one other neighbor
(|Ri| ≥ 2), then i chooses a neighbor, h 6= j ∈ Ri, uniformly
at random. If h /∈ Nj , then r1 is executed by rewiring h to
j. If r2 is to be executed and |Ri|, |Rj | ≥ 2, both i and j
choose one neighbor, h 6= j ∈ Ri and f 6= i ∈ Rj , uniformly
at random. If neither h nor f is linked to both i and j, then
r2 is executed by rewiring h to j and f to i. A feasible
iteration of the algorithm on a small network is illustrated in
Fig. 2.
Algorithm I: Distributed Implementation of Φ∗
1 : initialize: G = (V,E) connected, ε ∈ (0, 1) small
2 : repeat
3 : Each agent, i, is active with probability 1− ε.
4 : Each active i picks a random j ∈ Ni.
5 : For each i, Ri = {i′ ∈ Ni | i′ picked i}.
6 : for (each (i, j) s.t. i ∈ Rj , j ∈ Ri, di ≥ dj)
7 : max{i, j} picks a random r ∈ Φ∗.
8 : if (r = r1, di > dj , |Ri| ≥ 2)
9 : i picks a random h ∈ Ri \ {j}.
10 : if ((j, h) /∈ E)
11 : E = (E \ {(i, h)}) ∪ {(j, h)}.
12 : end if
13 : else if (r = r2, |Ri| ≥ 2, |Rj | ≥ 2)
14 : i picks a random h ∈ Ri \ {j}.
15 : j picks a random f ∈ Rj \ {i}.
16 : if ((i, f) /∈ E, (j, h) /∈ E)
17 : E = (E \ {(i, h), (j, f)}) ∪ {(i, f), (j, h)}.
18 : end if
19 : end if
20 : end for
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Fig. 2. A feasible iteration of Algorithm I on G in (a) resulting in G′ in
(c) along with the probabilities of the corresponding random events. In this
example, each node other than 8 is active and picks a neighbor as illustrated
in (b), where each arrow is pointed from a node to its chosen neighbor.
Accordingly, (1,3) and (4,6) are the matched pairs satisfying d3 > d1 and
d4 > d6. With probability 0.25, nodes 3 and 6 both pick r1 as the candidate
rule for their respective matchings. Furthermore, since R3 \{1} = {5} and
R4 \ {6} = {2, 7}, node 3 picks node 5 to rewire with probability 1,
and node 4 picks node 2 to rewire with probability 0.5. Hence, given the
configuration in (b), G′ can emerge with a probability of 0.125.
Algorithm I is memoryless since each iteration only de-
pends on the current graph, and the probability of any feasi-
ble transition is independent of the past events. Furthermore,
the average degree and the connectivity are maintained due to
Lemma 3.1. As such, if all agents follow Algorithm I, then
a Markov chain is induced over the state space of simple
connected graphs having the same number of nodes and the
same average degree, i.e.
Gn,m = {G = (V,E) | |V | = n, d̄(G) = m}. (5)
Let µ(t) denote the probability distribution over Gn,m at
time t. Then, µ(t) satisfies
µT (t+ 1) = µT (t)PΦ∗ , (6)
where PΦ∗ is the corresponding probability transition matrix.
Accordingly, the probability of transition from any G to any
G′ is denoted by PΦ∗(G,G′).
Lemma 3.3 Let G,G′ ∈ Gn,m be any pair of graphs.
PΦ∗(G,G′) > 0 if and only if G′ can be reached from G
in one step via Φ∗.
Proof: ⇒: Since any possible transformation in Algo-
rithm I (lines 11 and 17) satisfies a rule in Φ∗, PΦ∗(G,G′) >
0 implies that G′ can be reached from G in one step via Φ∗.
⇐: Let G′ be reachable from G in one step via Φ∗, and
let G = {g1, g2, . . .} denote the corresponding set of disjoint
subgraphs of G to be transformed to reach G′. Note that
for each g ∈ G there is a r = (gl, gr) ∈ Φ∗ satisfying
g ' gl. Here, we present a feasible flow of Algorithm I
that transforms G by applying the corresponding r to each
g ∈ G. For each g ∈ G, let the nodes in g be active at
that time step, and pick a neighbor as illustrated in Fig. 3.
Furthermore, let any node that is not included in any g ∈ G
be inactive, which ensures that only the subgraphs in G will
be transformed. Finally, let each g pick the corresponding
r as the candidate rule to execute. In that case, the agents
are guaranteed to only apply the corresponding r ∈ Φ∗ to
each g ∈ G. Hence, the corresponding transformation has a







Fig. 3. An arrow is pointed from each agent to the neighbor it picked.
For each g ∈ G, the nodes in g have non-zero probability to pick their
neighbors as shown in (a) if r = r1, and as shown in (b) if r = r2.
In general, Gn,m can be represented as the union of two
disjoint sets, G0n,m (regular graphs) and G+n,m (non-regular
graphs), defined as
G0n,m = {G ∈ Gn,m | f(G) = 0}, (7)
G+n,m = Gn,m \G0n,m. (8)
Note that if m ∈ N, then G0n,m 6= ∅ and it is possible to
build a regular graph with the available number of edges. We
will show that if G0n,m 6= ∅, then PΦ∗ has a unique limiting
distribution that is uniform over G0n,m. First, it is shown that
all the graphs in G+n,m are transient states of PΦ∗ if m ∈ N,
i.e. whenever the current graph is non-regular, there is a non-
zero probability that the system will leave that configuration
and never return.
Lemma 3.4 [14] Let G be a connected graph such that
d̄(G) = m ∈ N. Then (G, {r1}) almost surely converges
to an m-regular graph.
Proof: This is proved in [14] by showing that the degree
range is monotonically decreasing under {r1}, and for any
graph with an integer average degree, there is always a finite
sequence of r1 applications leading to a regular graph.
Lemma 3.5 Let G ∈ Gn,m, and let m ∈ N. If G ∈ G+n,m,
then G is a transient state of PΦ∗ .
Proof: Let G ∈ G+n,m, and let m ∈ N. In light of
Lemma 3.4, there exists a finite sequence of r1 applications
transforming G to some G′ ∈ G0n,m. Due to Lemma 3.3, the
corresponding trajectory is also feasible under P ∗Φ. Further-
more, due to Lemma 3.2, it is not possible to return to G
once a regular graph G′ is reached. Hence, G is transient.
Next, we show that if G0n,m 6= ∅, then G0n,m is a closed
communicating class of PΦ∗ . To this end, we first provide
a result from [15], where the authors proposed an operation
called Random 1-Flipper, which is a randomized execution
of r2.
Random 1-Flipper [15]:
1 : Choose a random edge (i, j) ∈ E.
2 : Choose a random node h ∈ Ni \ {j}.
3 : Choose a random node f ∈ Nj \ {i}.
4 : if ((i, f) /∈ E, (j, h) /∈ E)
5 : E = (E \ {(i, h), (j, f)}) ∪ {(i, f), (j, h)}.
6 : end if
Lemma 3.6 [15] Let G be a connected m-regular graph
with n nodes and m > 2. Then in the limit the Random 1-
Flipper operation constructs all connected m-regular labeled
graphs with the same probability.
Proof: This is proved in [15] by showing that a repet-
itive application of Random 1-Flipper operation induces an
aperiodic irreducible Markov chain with a doubly stochastic
probability transition matrix over the set of all connected
m-regular labeled graphs on n nodes.
Lemma 3.7 If G0n,m 6= ∅, then G0n,m is a closed communi-
cating class of PΦ∗ .
Proof: In light of Lemma 3.6, any G ∈ G0n,m can be
reached from any other G′ ∈ G0n,m through a sequence of r2
applications. Due to Lemma 3.3, the corresponding sequence
of r2 applications is also feasible under PΦ∗ . Hence, G0n,m
is a communicating class. Furthermore, G0n,m is closed due
to Lemma 3.2.
Lemma 3.8 For any pair of regular graphs, G,G′ ∈ G0n,m,
PΦ∗(G,G′) = PΦ∗(G′,G). (9)
Proof: For any regular graph, G ∈ G0n,m, r1 is not
applicable on G since all the nodes have equal degrees.
Hence, any transition from G to another G′ ∈ G0n,m is only
via r2. Note that r2 is a reversible rule, i.e. if two nodes,
i and j, exchange their neighbors, h ∈ Ni and f ∈ Nj , in
accordance with r2, then swapping those neighbors back is
also a feasible application of r2.
Let us consider an arbitrary execution of Algorithm I,
where G = (V,E) ∈ G0n,m is transformed into G′ =
(V,E′) ∈ G0n,m. Let u be the corresponding vector of
randomly picked neighbors in line 4 of Algorithm I (let
ui = null if i was inactive). For each node, i, let Ri(u)
be the set of nodes that picked i, and let M(u) = {(i, j) |
i ∈ Rj(u), j ∈ Ri(u)} be the set of matched pairs. For G′,
consider the vector, u′, whose entries are
u′i =
{
ui if ui = null or (i, ui) ∈ E′,
uui otherwise.
(10)
Note that Pr[u] = Pr[u′] since the inactive nodes will
remain inactive with the same probability, and each active
node picks a neighbor uniformly at random. Furthermore,
M(u) = M(u′). Also, for every (i, j) ∈ M(u), we have
|Ri(u)| = |Ri(u′)| and |Rj(u)| = |Rj(u′)|. Hence, each
(i, j) ∈ M(u) will reverse the neighbor-swapping in the
transition from G to G′ with the same probability (lines 13-
19 in Algorithm I), so Pr[G → G′;u] = Pr[G′ → G;u′].
Consequently, PΦ∗(G,G′) = PΦ∗(G′,G).
Theorem 3.9 Let Gn,m satisfy m ∈ N. Then, PΦ∗ has a
unique limiting distribution, µ∗, satisfying
µ∗(G) =
{
1/|G0n,m| if G ∈ G0n,m,
0 otherwise.
(11)
Proof: For m ∈ N, G0n,m 6= ∅ and G0n,m is a closed
communicating class due to Lemma 3.7. Furthermore it is
the only closed communicating class since all the other states
(graphs in G+n,m) are transient due to Lemma 3.5. As such,
PΦ∗ has a unique stationary distribution, µ∗, whose support
is G0n,m. In the remainder of the proof, the behavior of the
Markov chain within G0n,m is inspected to show that µ∗ is
a limiting distribution and it is uniform over G0n,m.
Let P 0Φ∗ be the |G0n,m| by |G0n,m| probability transition
matrix that only represents the transitions within G0n,m. Due
to Lemma 3.7, P 0Φ∗ is irreducible. Also P
0
Φ∗ is aperiodic
since P 0Φ∗(G,G) > 0 for every G (for instance, there is a non-
zero probability of all the nodes being inactive). As such,
P 0Φ∗ has a unique limiting distribution, µ
∗0. Furthermore,
due to Lemma 3.8, P 0Φ∗ is symmetric, and it is consequently
doubly stochastic. As a result, µ∗0 is uniform over G0n,m.
IV. SIMULATION RESULTS
In this section, we present some simulation results for
the proposed scheme. In the first simulation, we pick an
arbitrary G(0) ∈ G+8,3, which is illustrated in Fig. 2a,
and the interaction graph is evolved using Algorithm I. In
light of Theorem 3.9, the system is expected to approach a
uniform limiting distribution over G08,3. Note that G08,3 is a
very large set, hence it is not feasible to track the limiting
probability corresponding to each individual graph in G08,3.
However, there are only 5 non-isomorphic structures in G08,3
as depicted in Fig. 4, and we will present the proportions of














Fig. 4. Non-isomorphic graph structures, G1, . . . ,G5, in G08,3, and the
number of labeled graphs isomorphic to each structure.
Note that the cardinality of the isomporphism classes
in G08,3 are not equal since each structure has different
symmetry properties. In the simulation, proportions of the
time spent at each of the 5 isomorphism classes are recorded
in a vector v(t) defined as
vi(t) =
|{0 ≤ τ ≤ t | G(τ) ' Gi}|
t+ 1
,∀i = 1, . . . , 5. (12)
As the Markov chain approaches the limiting distribution in
(11), v(t) is expected to be in alignment with the sizes of

















Fig. 5 depicts ||v(t) − v∗||2 throughout the simulation.
Since G(0) ∈ G+8,3, ||v(t) − v∗||2 is stationary at ||v∗|| for
a short period (t ≤ 74) until the degree range drops to 0,
i.e. the system enters G08,3. After that, ||v(t)− v∗||2 rapidly
decreases and approaches 0, as expected from a uniform
limiting distribution over G08,3.
















Fig. 5. ||v(t) − v∗||2 as a function of time. v(t) approaches v∗ in
accordance with the uniform limiting distribution over G08,3.
In the second simulation, we consider a larger network,
G(0) ∈ G+100,3, and illustrate how the robustness of the
interaction graph changes under Algorithm I during a period
of 10000 time seps. Particularly, we inspect the change
in the algebraic connectivity. Fig. 6 illustrates G(0) and
G(10000), which have algebraic connectivities 0.032 and
0.195 respectively. On the corresponding trajectory, the de-
gree range drops from 5 to 0 within 2942 steps. After that,
the system keeps randomizing within G0100,3. The evolution
of the algebraic connectivity throughout this simulation is
shown in Fig. 7. Note that almost every 3-regular graph
is Ramanujan and has an algebraic connectivity at least
3 − 2
√
2. Accordingly, the algebraic connectivity of the
simulated network is at least 3 − 2
√
2 with a very high
probability after a sufficient amount of time.
(a) (b)
Fig. 6. Agents follow Algorithm I so that the initial graph in (a) is
transformed into a robust interaction structure such as the one in (b).
V. CONCLUSION
In this paper, we presented a decentralized scheme to
build robust interaction graphs. In particular, random regular
graphs are obtained through self-organization. For m ≥ 3,
random m-regular graphs are almost surely Ramanujan, and
as such they are sparse yet well-connected structures.
The proposed scheme is represented as a graph grammar,
Φ∗ = {r1, r2}. The first rule minimizes the degree differ-
ences in the system, whereas the second rule randomizes
the links. The average degree and the graph connectivity













Fig. 7. The algebraic connectivity, α(G(t)), as the initial graph in Fig.
6a evolves via Algorithm I. After sufficiently large time, α(G(t)) rarely
drops below 3 − 2
√
2 (marked with a solid line), since the corresponding
3-regular graphs are Ramanujan with a very high probability.
are maintained under the resulting dynamics. Furthermore,
a distributed implementation of Φ∗ was presented. It was
shown that, if the average degree of the initial graph is
an integer, then the proposed algorithm leads to a limiting
distribution that is uniform over all the connected regular
graphs. Some simulations were also presented to complement
the theoretical results.
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