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1. INTRODUCTION 
A maximum principle for stochastic control systems will be proved. The 
following discussion is of an introductory nature only. In Section 2, we consi- 
der systems governed by the stochastic differential equation 
d+~, t) =f(~(w, t), u(w, 4) dt + d.+, t), (1) 
where the values x(w, t),f(x(w, t), U(W, t)) and z(w, t) are n-vectors; z(., .) is a 
stochastic process, and U(W, t), called the control, is an r-vector. To each 
u(*, .) there corresponds, via (I), a quantity (2) called the risk 
Ec’x(w, T) (4 
where the prime denotes transpose, T is fixed, and c is any chosen vector. 
When we assert that there exists a unique solution to a system such as (1) 
for a given W, U(W, .), and initial condition x(w, 0), we mean that there is a 
unique function x(w, e) such that 
x(w, t) = x(w, 0) + jtf(+o, T), +, ~1) dT + 4~3 t) - zh 0) (1’) 
0 
for all t in the interval [0, T]. The values u(w, t) may be subject to equality 
or inequality constraints. This paper is concerned with a necessary condition 
on the ~(a, *) which absolutely minimizes (2), with respect to other 
members of a particular class of controls. 
* This research was supported in part by the United States Air Force through the 
Air Force Office of Scientific Research, Office of Aerospace Research under Contract 
AF 49(638)1206, and in part by Contract No. AF 33(657)-8559. Reproduction in 
whole or in part is permitted for any purpose of the United States Government. 
t Present address: Division of Applied Mathematics, Brown University, Providence, 
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If z(w, t) = 0, f or all w and t, then the problem is known in the Calculus 
of Variations as the problem of Mayer. (See, e.g., [l], when u(t) is confined 
to an open set, and [2] when u(t) is subject to inequality constraints.) In 
this classical problem, a necessary condition for the optimal control is that it 
and the corresponding x(.) satisfy a set of Euler equations. 
It is natural to ask whether there exists an analog to the Euler equations 
and to the maximum principle for the stochastic problem. Theorem 1 
gives an affirmative answer: A true maximum principle is obtained; namely, 
a set of Euler equations, of precisely the form of the deterministic case. The 
instantaneous values of the optimal u(., a) must minimize (with respect to 
all other candidates) a conditional expectation of a natural stochastic analog 
of the deterministic Hamiltonian. 
Since z(., *) is not required to be Brownian motion, the results are more 
general than those obtainable from the state variable point of view. 
Section 3 contains some simple examples illustrating the meaning and 
usefulness of the stochastic maximum principle. In Section 4, it is assumed 
that a(., .) is Brownian motion and that the values X(W, t) are observable; 
then the solutions of the stochastic Euler equations are related to the mini- 
mum of (2), which must be explicitly introduced when dynamic programming 
is applied to the same problem. In Section 5, we state a generalization of 
Theorem 1 for the system 
qw, t) =f(+J, q, +J, t)) fit + +(w, t), +J, 9 w% 0, 
where (T has a simple dependence on x and u, and z is Brownian motion. 
If there are no inequality constraints on u(w, t), then a stochastic analog 
of the multiplier rule of the calculus of variations exists and is given in 
Section 6. 
For work on discrete time problems, see [3], [4]. Some results on free T 
and constrained x(w, T) have been obtained [5], and will be published 
subsequently in a more complete form. 
2. THE MAXIMUM PRINCIPLE 
The following terminology will be used throughout. Let wi denote the ith 
component of any vector o, and let viei denote the derivative with respect 
to xj . Let fi(x, U) denote the square matrix with i, jth element fir,(x, u). 
Let Q be the sample space of points w, and let Z(t) denote the minimal 
u-field over which z(*, T), 7 < t, is measurable. It will be assumed in the 
sequel that z(., *) is a measurable process. Hence, let f denote the minimal 
u-field over which z(*, *) is measurable. The probability measure on C(T) 
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is p(A); the measure on the Bore1 field over [0, T] is the Lebesgue measure 
dt, and m(& x dt) is the measure on 2. E[b j a] is the conditional expec- 
tation of b given a. Integrability refers to integrability with respect to the 
triple (Q x [0, T], 2, m(& x dt)). T o simplify notation, the argument w 
will often be deleted; e.g., x(w, .) and x(w, t) may be written as x(*) and x(t). 
Dejkition of the Class of Admissible Controls 
The optimal control problem statement has three parts. The specification 
of the system (1); the specification of the risk (2) ; and the definition of the 
class of controls that are admissible as candidates for the optimum. In general, 
the control is also a stochastic process defined on Sz. 
We define an admissible control as any stochastic process such that, for each w 
u( *) is Lebesgue integrable and1 
1 
T 
II u(t) II dt < ~0 (4) o 
where the norm is dejined as 




E II u(t) II dt < a, 
0 
and u(*, t) is measurable over some given sub a-field &(t) C Z(t). Also, if an 
arbitrary control function u( a, .) is admissible, its value u(w, t), for each w, t, 
must lie in the given set V(w, t). 
The motivation for the definition is as follows. 
We assume that the only information available to the controller at time t 
will be some function (or functional of X(T) and Z(T), for values of 7 less that t. 
In each instance, the control must be constructable as a function or functional 
of this information, which, of course, varies from problem to problem. The 
minimal u-field over which the information at t is measurable is a sub o-field 
of Z(t). For example, if no observations are taken, but x(0) is known, then 
the information which is only x(O), is measurable over the trivial sub a-field 
consisting of the sets Q and 4, the empty set. I f  Z(T) is observed up to t, 
then the minimal u-field with respect to which the information is measur- 
1 It may be defined for almost all o, but, since 
the behavior of u(.) on a null set is unimportant. 
we are concerned with expectations, 
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able is Z(t). In general we denote &(t) as the minimal u-field over which 
the information available at t is measurable.2 
The Theorem requires the following assumptions and Lemmas. 
(Al) There is a finite nonrandom K such that3 
If& 4 I d w1 + II x II + II 24 II). 
(A2) Each fi satisfies the uniform Lipschitz condition 
Ift(x + 6% u + w -fib, 4 I < WI 6x II + II 824 II). 
(A3) x(., *) is a measurable in the pair (t, W) and 
I 
T  
E 11 x(t) II dt < CO. 
0 
(A4) For each i and j, 
LEMMA 1. Assume (Al) to (A3). Let u(a) be an admissible control. Then 
there exists a null set N, not depending on u(e), such that, for each w in 52 - N, 
the equation 
x(t) = jtf(x(4 44) dT + 4t) - 40) 
0 
(5) 
has a unique Lebesgue integrable solution. Also E /I x(t) I( < CO and 
s 
T  
E II x(t) II dt < CO. 
0 
(6) 
PROOF. Given in Appendix 1. 
LEMMA 2. Assume the conditions of Lemma 1. Let x( *) be the solution 
of (5) corresponding to u(e) and let Su( *) be an admissible control. Then, for all 
w in f2 - N, there is a unique Lebesgue integrable solution x(a) + 6x(.) of (5) 
corresponding to the control u(m) + Su(*); also, Sx(*) satisjes 
ax(t) = jt [f@(T) + sx(T>, u(T) + au(T)) -f@(T), U(T))] dT, (7) 
0 
2 Of course, if we want to, we may have each u&t) measurable with respect to a dif- 
ferent sub u-field &,,(t). This is often useful, since the information available to each 
controller may be different. The necessary changes in Theorem 1 should be clear, and 
arc indicated there. 
s It is possible for /I u /Ii to replace j/u 11; then we require sO’ I( u /Ii dt < co. 
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and the function defined by (8) is Lebesgue integrable in [0, T]. 
W) =f(“$t) + 6x(t), u(t) + Su(t)) -f@(t), u(t)). 
Furthermore, we have the bound 
(I Sx(t) I( < KneKIZT /’ 11 Su(r) II dr. 
JO 
PROOF. The existence and uniqueness of a Lebesgue integrable solution 
for w in D - N follows from Lemma 1, and it is clear that 6x( a) satisfies (7). 
The statement preceeding (8) is an obvious consequence of the existence of a 
Lebesgue integrable solution to (7). 
From (7) we have 
from which (9) follows. 
LEMMA 3. Assume (Al) to (A4) and assume that an admissible optimal 
control u(e) exists. Let x(e) correspond to u( *) via (5), for each w in 52 - N. 
Letp(.) b e e ne as the solution of the differential equation dj d 
d’(t) = - f,‘(x(t), u(t)) p(t) dt 
p(T) = c. (10) 
Then, for each w in Q - N, the solution of (IO) exists and is unique, and 
uniformly bounded in w and t, and each component of j(.) is Lebesgue 
integrable. Define, for any admissible 22(a), 
f-w)~ w, p(t)) = P’WfW, W)* 





E I H(x(t), d(t),P(t)> I dt < ~0. 
0 
PROOF. Since, u( .) is admissible and, for w in 52 - N, x(e) is Lebesgue 
integrable by Lemma 1, and since the components of f=‘(x, u) are bounded 
continuous functions of u and x by (A2) and (A4), (10) is a linear differential 
equation with Lebesgue measurable coefficients bounded by K. Hence, for 
each w in Q - N, there is a unique and uniformly (in w and t) bounded 
solution satisfying the boundary data. Hence each component of j(a) is 
Lebesgue integrable. Since p(t) is Lebesgue integrable and finite and 
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f(~( a), G(e)) is absolutely Lebesgue integrable, then H(x( e), Ei( m), p( *)) is 
defined for w in Q - N and is absolutely Lebesgue integrable. 
THEOREM 1. Assume the conditions of Lemma 3. Then, there exists a null w 
set I$‘, such that for any arbitrary admissible control ii(.) and each w in J2 - fi 
we have 
Jw4w, u(t), PW I &:u(t)l G wwt), fw m I 4M 
except perhaps on a t set of Lesbesgue measure .zero.4 
(12) 
REMARK. Equation (12) is the conditional expectation defined by the 
Radon-Nikodyn Theorem as a Z,(t) measurable function with the property 
s, W&W, G(t),P(t)) IW>l cL(dw) = 1 f+(t), Wh p(t>) cL&) 
B 
for any set B in &u(t). (See [6].) 
The minimum value of (12) determines a u(t) that is a function of the 
information available at t only and may intuitively be replaced by the mini- 
mization of 
E[H(x(t), zi(t), p(t)) 1 information available at t]. (124 
The rest of the proof is divided into two parts. In the first part an expres- 
sion is derived for the change in the risk when the nonoptimal u(e) + au(*) 
is used. This derivation is analogous to the deterministic version [2]. The 
second part completes the proof of the maximum principle. 
Computation of Risk with a Perturbed Control 
Let x(e) + 6x(*) correspond to u(e) + au(.) via (5). Define 
f+(t) + qt), 44 + Wt), p(t)) = p’(t)f(x(t) + Wt), u(t) + W)). 
Thus, by definition, 
0 = - j=P’(t) tf(x(t) + ax(t), u(t) + au(t)) -f+(t), u(t))] dt 
0 
where for w in Q - iV, the integrals are well defined. 
* If ui(t) were measurable with respect to E,.(t), then the theorem would conclude 
as follows. Define C(t) = [z+(t), . . . . uiml(l), fi,(t),‘~,+~(t), . . . , u,(t)]‘. Then the optimum 
ui(t) is the value of a,(t) absolutely minimizing E[H(x(t), S(t), p(t)) I XUt(t)], i = 1, 
. . . . II. 
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Since j(s) and Sk(*) are Lebesgue integrable for w in Q - N, we may 
integrate the first integral of (13) by parts as 
- j;pyt, t%(t) dt = -p'(t) 6x(t) 1; + j)s(t) j(t) dt. (14) 
By (A4), H(x, u,p) may be differentiated twice with respect to x. Thus 
by Taylor’s theorem,5 
Wx(t) + w>, u(t) + W), p(t)) 
= f+(t), 44 + Wt), p(t)) + ~‘(t)fczW), u(t)> W) + R (15) 
R = ASP&).&& + @x(t), u(t) + Wt),p(t)) h(t) sx,(t> 
j,k 
/8l<l. (16) 
Noting that - fL(x(t), u(t))?(t) =j(t), and p(T) = c, 6x(O) = 0, the sub- 
stitution of (14) to (16) into (13) yields 
where 
c’&(T) = jTSHdt + j=Rdt (17) 
0 0 
f%z = f+(t), u(t) + Su(t), p(t)) - f@(t), u(t), p(t)>. (18) 
The expectation of (17) is the increment in the risk due to the nonoptimal 
u(e) + Su(*). Thus, 
Ec’Sx(T) > 0. (19) 
(A5) implies that the fiGjZr are uniformly bounded in all arguments. 
Since the p,(t) are also uniformly bounded, (16) may be written as 
I R I G B, II sx(t) /I29 (20) 
where B, is finite. Hence, (9) yields 
,: I R Idt < B 1 jr II Wt) II dt/‘, 
where B is some finite number. 
CONCLUSION OF PROOF. If, at t, there is an w set A, on which u(t) does not 
minimize (12), then A, is in &(t). Also, if (12) is considered as a function of 
t, for fixed w (for almost all w), then the t set, A,, on which u(t) does not 
minimize (12) is Lebesgue measurable. Assume the maximum principle does 
5 Note added in proof: The term p’(t) [f&(t), u(t) + S(u)) - f&(t), (u(t))] &x(t) was 
omitted in (16). Honever, (21) still holds and, hence, the rest ,of the proof requires 
no change. 
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not hold on an (w, t) set A. Then there is an admissible perturbation S@(m), 
differing from zero on A only and such that 
E[SH I Jwl < 0 (22) 
on A. If (22) holds, then for an arbitrary, but sufficiently small positive 
number r there is a subset A(r) of A, and an admissible perturbation Su(*) 
which takes nonzero values only on A(r), such that on A(r) 
E[SH 1 q&(t)] < - r. (23) 
Let A,(r) and A,(r) be the sections of A(r), and let T(W) be the Lebesgue 
measure of A,(r). It is no restriction to suppose that 
sup [I Su(w, t) 11 = b < co. 
t,w 





A (7) sf44d~) = j: dt j,,,,, EPH I &u(t)1 cL(du) 
t 
T  
c-r dt I I p(dw) < - rm(A(r)). (24) 0 At(‘) 
Also, by (21) 
E =IR 
s 0 
1 dt <BE ) j’ /I h(t) II dti2 
0 
< b2B (I, dd4/ s”,p T(W) 
< ~244(~)) y T(W). 
Combining (24), (25), and (17) yields 
EC’&(T) < [- I + B, s;p T(W)] m(A(r)). 
(25) 
(26) 
If the maximum principle holds on all sufficiently small subsets (of nonzero 
measure) of A(r), then it holds on A(r). Thus, choose a subset such that 
sup, T(W) is sufficiently small for (27) to hold. 
[- Y + B, ““,p T(W)] < 0. (27) 
Under (27), (26) is negative, which contradicts (19). Hence, we conclude that 
m(A(r)) = 0 and m(A) = 0, and the proof is complete. Note that it was not 
necessary that h(t) be small. 
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A REMARK ON OBSERVATION NOISE. The formulation of Theorem 1 
includes the case where knowledge of x or z is available only via noise cor- 
rupted observations, since one of the components of X, say x,, may be the 
only observation; dz, will then be the observation noise. 
3. EXAMPLES OF SOLUTIONS 
Any case where S contains a finite number of points may be reduced 
immediately to an equivalent deterministic problem. This is easy to see since 
if a contains 1 points, the p(w, t), x(w, t) and U(W, t) may be obtained explicitly 
as functions of w and t from the defining set of 21 ordinary differential 
equations, 
dx(wi , t) =f(x(wi , t), u(q , t)) dt + dz(wi , t). 
u(q , t), given by 
(28) 
mjn -W’(w t)f(x(w, $4~ t)) I 4&)1, (29) 
is easily evaluated. Two simple examples will be given. 
EXAMPLE 1. Let dz(t) = 0, t > 0, and let x(O) be a random variable with 
probability pi , i = 1, es*, 1, that x(0) = X(W~ , 0). No observations are taken. 
Thus, (28) is a set of equations with initial conditions x(+ , 0), i = 1, ..., 1, 
and (29) reduces to the expectation 
~p’(w W(+J, t), 4% 4) = $ QiPYWi 3 t)fwJJi 9 t), 4wi 10). (30) 
i---l 
The minimum of (30) yields zc(oi , t), and it is clear from (30) that u(wi , t) 
does not depend on i. 
EXAMPLE 2. Let x(t) be scalar and let dz(t) = 0 except at t, and t, > t, , 
when it may take on the (impulsive) value f  1, each with probability 8. 
Thus Q consists of four points, each having probability a. Let wr correspond 
to ++, ~a to + -, ~a to - +, w4 to - -. Let the past history of z be 
available at t. Hence, (29) becomes 
rnp E[p’(w, t) ( past history]f(x(w, t), U(W, t)). (31) 
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Again, the set (28) corresponds to two sets of four equations each, and 
IL(W, t) is determined from (31), where 
E[p(w, t) ( past history] = *$~(co~, t), t < t, 
1 
-W(w, t) I + at hl = Q [Ph , t> + I++ , 91 
-QJ~ t> I - at 4 = +I&J~, t) +P(w4, 91 
t, < t < t, (32) 
JwJbJ> t) I + +1 = Ph 7 t), 
etc. 
t > t, 
Upon substituting (32) into (31) it is seen that, for t < t, , u(wi , t) does 
not depend on i, and for t, < t < t, , u(wi , t) depends only on the value of 
the noise at t, , etc. 
It may also be shown that the usual solution to the nonconstrained 
linear-system quadratic-loss problem 
k(t) = (W) + u(t)) dt + d.(t) 
dx,(t) = 2x,(t) dir,(t) + u2(t) dt 
Cl =o, c2 = 1, 
where z( .) is Brownian motion, satisfies the necessary condition of Thoerem 1. 
An additional interesting application to the solution of the control problem 
when the effects of noise are small is given in [7]. 
4. A RELATION BETWEEN THE MAXIMUM PRINCIPLE 
AND DYNAMIC PROGRAMMING 
When z(a) is Brownian motion, and x(t) is the available information, we 
may formally derive a partial differential equation which is satisfied by 
V(x(t), t), where 
q4t), t) = wxm I x(t)1 
V(x( T), T) = c’x( T) 
grad V(x(T), T) = c. (33) 
The derivation, given in [8], [9] y’ Id ie s, when z does not depend on x or I(, 
a@4t), t> at + mjn [(grad’ V(x(t), )f(x(t), 41 + *z a2~($~~ t, udt), id 
where 
(34) 
Edz,(t) dzj(t) = aij(t) dta 
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We now show that, under certain conditions, grad V(x(t), t) equals 
E[p(w, t) 1 x(t)]. Hence, if (34) h as a unique solution which is actually (33),6 
then (34) and the maximum principle yield identical controls. Although it 
appears that the equality holds under more general conditions, we assume that 
the optimum a(~) is such that small changes in x induce small changes in U(X). 
THEOREM 2. Assume the conditions of Theorem I, and, in addition, that all 
admissible controls ti(-, .) are functions of x(t) and t and satisfy 
II f+(t) + E, t> - %(t), t) II < K II f II * (35) 
Let u(-, *) be the optimal control, and x(a) the optimal process corresponding 
to u(-, a) and initial condition x(0). Then, 
grad f+(t), t) = Q(t) I 441. (36) 
Let ax(O) be a perturbation in x(0). Let ti(*, .) be the control, optimal or not, 
that is used with the perturbed system. Define 
f@(t) + 8x(t), t) = u@(t), t) + Su(x(t), 4 Sx(t)) 
and write Gu(x(t), t, Sx(t)) as %(8x(t)). Let 6u(O) = 0 and Zet 6u(*) satisfy the 
umform Lipschitx condition (35). Then 
Ep’(t) 6x(t) = c + 0(6x(O)), (37) 
with probability I, where lim,,, 0(6)/e = 0 and C is independent oft. 
PROOF. We have 
sn = f(x + 6x, u + 6u) - f(x, u). (38) 
By (A4) and the assumption (35) on Su(-), (38) may be written as 
Sk =.fz(x, u) sx + fu(x, u) 824 + 0(6x). (39) 
Let @(T, t) be the fundamental matrix of the linear system 2% = f%(x, u) 6x 
(it exists and is uniformly bounded for almost all CO). Thus, 
6x(t) = aqt, o) &x(o) + s: @‘(t, ~)fu(x, u) s& + 4s4W (40) 
Also, for almost all w, 
i, = -fac’(% 4 P 
P(T) = c 
p(t) = @‘(T, t)P(T). (41) 
B The problem concerning the conditions under which (34) has a unique solution 
which is (33) has not received much attention, although some interesting work regard- 
ing (34) itself has been done [lo]. 
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Now, premultiplying each term in (41) by p’(t) and noting that, for t > s, 
p’(t) qt, s) = p’(T) @(T, t) qt, s) = p’(T) w, s) = P’(S), 
we have 
p’(t) ax(t) = p’(O) WO) + /:f(s)f(~, 4 &ds + o(WO)). 
Since Su is unconstrained in magnitude, the minimization of 
(42) 
-m’(w(~~ 4 I 441 
yields 
Qw I wfu(~~ 4 = 0. (43) 
Hence, the expectation of the integral in (42) is zero and, since E[p’(O)] 6x(O) 
is a constant, (37) follows. 
Also 
Ec’Sx(T) = IQ’(O) 1 &c(O)] &c(O) + 0(6x(O)) (44) 
and, since time zero is arbitrary, (36) follows, and the proof is concluded. 
Note that, in the deterministic case and under the same conditions, both 
(36) and (37) hold, without expectation. 
5. REMARKS ON CASE WHEN u DEPENDS ON u AND x 
The results that have been obtained for the case of (3) are weaker than 
those in Theorem 1. The best results that have been obtained are of the 
following nature: Assume the conditions of Theorem 1 except that ~(9) is 
Brownian motion and each component of a(*, a) satisfies the conditions on 
fi(*, .) of Theorem 1. Then the optimal control gives (almost everywhere in 
2;) a local minimum of 
WH I L,(t)1 
where 
dH = L+(t), u(t)) dt + 4W u(t)) d@)l ?(t) 
zW - P(t - 4 = Lf&(t)> u(t)) dt + (4% u(t)) d,WJ$(t) 
p(T) = c. 
It is not true, in general, that p(t) - p(t - dt) = p(t + dt) - p(t) and the 
equation for p(t) must be integrated backward in time. Also, under the 
following conditions, the expectation involving dz(t) is interpreted as the 
limit of the expectation involving z(t + h) - z(t), as h + dt, and the expec- 
tation is proportional to dt. 
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It is easy to prove the above result if either (i), f(., .) is linear in x(t); 
(ii), u(*, *) does not depend on z(t). The local minimality only has been 
obtained, since we have found it necessary to provide the control over the 
error terms by controlling the amplitude of au(t) rather than the time during 
which it is nonzero; hence, the results follow for small Su(t) only. The proofs 
will be published in the future, hopefully when more satisfactory results 
are available. For general (local) results in the discrete case, see [3]. 
6. A LAGRANGE MULTIPLIER RULE 
When the deterministic version of Theorem 1 is specialized to the case 
where u(t) is not subject to inequality constraints, the result is the familiar 
multiplier rule [l]. Since it may sometimes be convenient to introduce 
all the required Lagrange multipliers, we give the stochastic version of the 
multiplier rule. 
THEOREM 3. Assume the conditions of Theorem 1, except let u(t) be con- 
strained only by the vector equality h(u(t)) = 0, where h( *) has continuous 
second partial derivatives. Then, there exist vector multipliers (stochastic 
processes) p(s), and X(a) and the scalar multiplier &(a) such that, except for a 
null set in i, the optimum x(a) and u( *) satisfy’ 
WW zWfuWh 40) + h’(t) hMtN I &PI = 0 
B(t) = - f,‘W, 49) dt 
P(T) = c, h(W) = 0, 
where the i, jth component of h,(u(t)) is h&u(t)). 
PROOF. The theorem follows immediately from Theorem 1. Since 
WNf(xW, W I 4&)1, w rc h’ h is a well defined function of u(t), w and t 
for almost all (w, t), is minimized by u(t), subject to h(u(t)) = 0, the ordinary 
calculus yields the existence of the multiplier A,-,(t) and the vector multiplier 
A(t) such that 
h(t) 4Y’(t)ftdW 44) I 4441 + h’(t) h&4tN) = 0. 
’ If ui(t) is measurable with respect to Cud(t), then h(-) must be such that when 
several u,(t) are given, the rest, solved for via h(u(t)) = 0, are also admissable. See [4] 
for a discussion of “admissible” constraints. 
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APPENDIX.PROOFOF LEMMA 1 
The proof follows the usual Picard iteration method. Let N, Ni , Na, 
Na and N4 be null sets in Z(T), and let x(t) have dimension n. (A3) implies 
the existence of an N1 such that, for all w in D - Nr , z(a) is Lebesgue 
integrable. Also there exists an Na such that, for w in D - Na , I/ ~(a) 11 is 
Lebesgue integrable. Let Na = Na U Ni . Let x0( a) and x”(a) be any func- 




E /I xi(t) I/ dt < co, j = 0, m. 
0 
.:+I (t) = xi(O) + j;fi(x’Y~,, 44) dT + 4t) - 43. 
Due to the uniform continuity implied by (A2) and the bound of (Al), 
fi(xm( .), u(e)) and its integral up to t are Lebesgue integrable for w in Gi - Na. 
Also 
E !I x"+'(t) 11 d E 11x(o) 11 + EnK j: (1 + /I X"(T) 11 + /I U(T) II> dT 
+ E II 40 - 40) II . 
Let 
Then 
&c(t) = x”+yt) - x”(t). 
II &4) II < Kn \’ II &-~(4 /I d7, m>O (*) 
11 &x(t) 11 = ,, ii + j’f(~“(T,~ U(T)) dT + z(t) - z(o) - x”(t) 11 
0 
< Kn J A (1 + II X”(T) II + II 44 II> dT -I- II 44 - 40) II 0 
+ II 40) II + II X”(t) II * t**> 
Iterating (*) yields 
wh'> = j' 11 ‘b(T) 11 dT. 
0 
Since E ) W(W) I < CO, W(W) is finite for almost all w, say for all w in 
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Q - IV4 . Also, by (4), we see from (**) that N4 does not depend the choice 
of admissible U(V). Let N = IV3 u IV4 . For each w in Q - N, 
converges to zero uniformly in t, as j goes to infinity. Hence, for w in Q - N 
x"(t) converges uniformly in t to a limit x(t), and x(t), being the uniform 
limit of Lebesgue functions, is Lebesgue integrable. 
Since 
i TEI JJQJ>I <a, 0 
we have 
j-‘E I! x(t) I! dt < ITE z II A,,,+) II dt + j-‘E II x0(t) Il dt < co. 
0 0 0 0 
The uniqueness of x(a) follows from the uniform Lipschitz condition on 
fi(., u(t)), and the lemma is proved. 
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