Abstract-In this paper, we propose a visually lossless accuracy model for scalable coding of motion vectors in overcomplete wavelet-based scalable video codec. By exploiting theory of stationary random process, we first estimate motion compensation errors in spatial domain due to inaccurate motion vectors. We then extend the results to overcomplete wavelet domain, and further derive the errors caused by fraction-pixel motion vectors. Finally, combining with a visibility model of wavelet coefficient errors, we propose a novel algorithm to estimate the accuracy threshold of motion vectors with which motion compensation errors will be invisible.
I. INTRODUCTION
Wavelet-based scalable video coding (WSVC) is an emerging technology that provides video with high adaptability. Many wavelet-based scalable video codecs have been proposed so far [1] - [6] . Nevertheless, when compared with state-of-the-art JSVM [7] , the performance of WSVC remains inferior. Thus, further studies are needed to improve its efficiency. In most existing WSVC coders, motion vectors are coded losslessly without bitrate or resolution scalability [8] , [9] . This nonscalable manner does not favor the performance at both high bitrates and low bitrates. At low bitrates, motion vectors may occupy an undue portion of available bandwidth. As a result, texture information can not be coded effectively. Moreover, decoded video is always in a reduced quality or resolution. In this case, the degree of tolerance is increased of human visual systems (HVS) to decoded errors. Motion vectors with high accuracy are of little benefit to improve video quality. At high bitrates, motion vectors only consume a minor share of total bandwidth. Texture are decoded with high quality or resolution, in which case HVS becomes more sensitive to poor motioncompensated quality. Motion vectors with high accuracy are needed. Thus, a scalable representation of motion vectors is desirable to balance motion vectors and texture bandwidth over a wide range of bitrates. Recently, several methods [10] - [20] are proposed for achieving motion vector scalability. These methods can be classified into three categories.
The first category provides multiresolution representation for motion vectors, and exploits the correlation between motion vectors at neighboring scales. Ohm [10] used 3-D Laplacian pyramid to code motion vector field, reducing both spatial and temporal redundancies. Hu [11] and Tsai [12] et al. employed quad-tree to partition motion vectors into one based layer and a few enhancement layers in spatial/temporal domain. These vectors are then transmitted from coarse to fine scale. Xiong et al. [13] proposed a framework with multi-layer structure of motion vectors. Under this framework they also put forward a decision model to determine appropriate number of layers to be coded into bitstream at a given rate. Secker et al. [14] used a linear model to quantify the impact of motion errors on video distortion and designed a scalable coding method using rate-distortion optimized layering technique. Wu et al. [15] combined layered structure, alphabet general partition method, and context adaptive binary arithmetic coding to achieve accuracy or quality scalability of motion vectors.
The second category utilizes the spatial dependency be-tween neighboring motion vectors. Barbarien et al. [16] - [18] introduced an architecture of quality scalable motion vector coding based on median prediction. Motion vectors are first quantized to form nonscalable base layer. The quantization errors are then coded as enhancement layers using fractional bitplane technique. The third category estimates motion vectors with different accuracy at different spatial resolution. Boisson [19] and Mrak [20] et al. proposed accuracy scalable motion vector coding methods that partitioned bitstream into layers with different accuracy. Motion vectors at lower spatial resolution are decoded with less accuracy, and vice versa.
These methods above effectively enhances performance of spatial, temporal, and rate scalable video coding at low bitrates. Nevertheless, some methods are based on implicit models whose parameters are derived from experiments or empirical results, for example [19] . Such parameters can hardly guarantee that the methods achieve optimal performance. As for other methods,such as [13] and [14] , although they set up explicit models in terms of ratedistortion optimization, HVS characteristics are not taken into consideration. If the accuracy of motion vectors are too low on base layer, they can not offer video content a legible representation. As a result, this decoded video will present visible distortions even though the coding method is optimal in terms of objective quality. Thus, scalable coding of motion vectors should be designed on the premise of satisfying HVS requirements.
The major contribution of this paper is a visually lossless accuracy model of motion vectors for overcomplete wavelet-based scalable video codecs. Exploiting theory of stationary random process, we first estimate motion compensation errors in spatial domain due to inaccurate motion vectors. Then we extend the results to overcomplete wavelet domain. Combining with a visual model of wavelet coefficient errors, we propose a novel algorithm for predicting the accuracy threshold of motion vectors with which motion compensation errors will be invisible. This algorithm enjoys the following advantages not shared by conventional methods.
First, the relationship is modeled between motion vector accuracy and motion-compensated distortions in terms of HVS. To the best of our knowledge, few methods have been reported in the literature.
Second, as a generic method, the proposed algorithm can be combined with state-of-the-art scalable coding methods of motion vector. Given resolution and features of video content, our algorithm estimates visually lossless accuracy threshold of motion vectors. As long as the accuracy of base layer is higher than the computed threshold, any current method can then be employed to code motion vectors in the sense of rate-distortion optimization.
Third, our analytical method and results can be extended to other transform domain, such as complete wavelet and contourlet transform, etc., provided that the filter coefficients are given.
The remainder of this paper is organized as follows.
Section II models the motion compensation errors due to inaccurate motion vectors. Section III presents estimation method of motion compensation errors in spatial and overcomplete wavelet domain. Section IV describes the proposed visually lossless model of motion vector accuracy and algorithm for computing visually lossless accuracy threshold. Section V reports our experimental results. Finally, Section VI concludes the whole paper.
II. MOTION COMPENSATION ERRORS BY INACCURATE MOTION VECTORS
Currently, block-based motion estimation model is widely used in video coding standards, which assumes that a macroblock in current frame is translation of a macroblock in reference frame. Letb * n+1 (x, y) denote ideal prediction of current macroblock B c , and
2 be ideal motion vector that minimizes prediction error in terms of mean squared error (MSE). Then the block-based motion estimation can be modeled asb *
where
the size of macroblock, and (n+1) is current frame index. N (x, y) denotes interframe noise caused by light changes, camera noise, coding distortions, non-translational motion, occlusions, etc. Without these noises, current macroblock will be identical with its ideal reference macroblock [21] . However, since accuracy and computational complexity have to be balanced, the coded motion vector in practice is a quantized one rather than an ideal one. Supposing that
where V denotes coded motion vector, the actual prediction of current macroblock iŝ
From (2), we can see that prediction of current macroblock is the one resulted from ideal reference macroblock shifted by (m, n). This process is illustrated by Fig. 1 , where the macroblock colored in light grey denotes coded reference macroblock, while the one in dark grey denotes the ideal reference. ∆ is accuracy of motion vectors. Based on the above assumption, it is reasonable to believe that motion compensation errors are caused mostly by inaccurate motion vectors. In this case, the prediction error of each pixel in terms of MSE can be calculated by
in which c(x, y) denotes pixel intensity at position (x, y), and E{·} is expectation operator. Because images can be modeled by a stationary AR-1 process [22] [23], we assume that pixel intensity in a frame obeys an identical random field. Hence, we approximate (3) by
where µ and σ 2 separately denote the expectation and variance of pixel intensity, and r(m, n) is autocorrelation function of the stationary random process. Definition of r(m, n) is as follows.
Our task now is to compute µ, σ 2 , and r(m, n). Then the mean squared motion compensation error (4) will immediately be obtained.
III. ESTIMATION OF MOTION COMPENSATION ERRORS
By exploiting theory of stationary random process, we develop an approximation method in this section to compute µ, σ 2 , and r(m, n), as well as (4) in spatial and overcomplete wavelet domain.
A. Estimation of Errors in Spatial Domain
For 2-D discrete image and video, Jain [22] provided a method as below used for computing approximately the expectation and variance of pixel intensity.
where M and N are height and width of frame, respectively. Moreover, for a 2-D real random process, its covariance is defined as
where s(x, y) denotes sample value of (x, y). µ and µ are expectation of sample values at position (x, y) and (x + m, y + n), respectively. Here we assume that the random process satisfies an identical distribution, then we have
Thus we can compute r(m, n) by Cov(m, n) which is approximated by (10) for digital image and video [22] .
Using (4)- (10) we can compute the motion compensation errors in pixel domain.
B. Estimation of Errors in Overcomplete Wavelet Domain
Many state-of-the-art wavelet-based scalable video coders carry out motion estimation in wavelet domain. To estimate motion compensation errors for these coders, the method introduced in Section III-B needs to be extended from spatial domain to wavelet domain. One possible method to compute (4) in wavelet domain may be to direct calculate the corresponding µ, σ 2 , and r(m, n) of wavelet coefficients. But we have to execute it several times, once for each subband. This is inefficient and expensive. In this section, we model the relationship between motion compensation errors in spatial domain and those in overcomplete wavelet domain. By this model, the motion compensation errors in wavelet domain can be easily computed in terms of µ, σ 2 , and r(m, n) in spatial domain. Thus, significant savings of computation can be achieved.
The one-level overcomplete wavelet transform of 2-D images consists of two consecutive steps: filtering horizontally and vertically using a low-pass filter h 0 and a high-pass filter h 1 separately. This process forms four subbands, namely LL 1 , LH 1 , HL 1 and HH 1 , each with the same size as original image. To obtain e 2 in these subbands, we need to compute expectation µ sub1
where K and S are separately the length of filter h v and h h . Note that, downsampling operation is not performed in the filtering of overcomplete wavelet transform. Like-wise, we also have
and
where J and T separately denote the length of filter h v and h h .
From (11)- (13) we know that the expectation, variance and autocorrelation of wavelet coefficients can be expressed by convolution of filter bank coefficients with expectation and autocorrelation of pixel intensity.
When wavelet decomposition is further performed on LL 1 , the above process can be executed on c LL1 (x, y) to compute µ sub2 , (σ sub2 ) 2 , and r sub2 (m, n) by substituting c LL1 (x, y) into (11)- (13) and replacing c(x, y). Repeating this process iteratively on LL k (k ≥ 1) at each scale, we then obtain µ sub k , (σ sub k ) 2 , and r sub k (m, n) for any k-level decomposition. Note that, spatial domain corresponds to the scale space that is one time finer than the scale of sub 1 . Set µ sub0 = µ and r sub0 (m, n) = r(m, n).
Then the computation of µ sub k , (σ sub k ) 2 , and r sub k (m, n) can be formulated as
C. Estimation of Errors by Motion Vectors with FractionPixel Accuracy
Using (4) and (14)- (16), the prediction errors by motion vectors with integer-pixel accuracy are estimated in any subband of overcomplete wavelet. However, for the video of high amount of motion and high detailed texture, motion estimation with fraction-pixel accuracy always significantly improves coding efficiency and decoded quality. Motion compensation errors by fraction-pixel vectors are thus required to be predicted.
Suppose that pixel (coefficient) c sub k (x + 1/2, y + 1/2)(k ≥ 0) is interpolated by c sub k (x, y), c sub k (x + 1, y), c sub k (x, y + 1) and c sub k (x + 1, y + 1) through bilinear interpolation. Because we assume that all pixels (coefficients) in one frame obey identical distribution, the expectation and variance of c sub k (x + 1/2, y + 1/2) are respectively µ sub k and (σ sub k )
2 . So, only r sub k (1/2, 1/2) is needed to compute e 2 . Then we have
Using the same method, we also obtain results as follows.
From the above results, we further generalize a formula as below which can be used to estimate autocorrelation corresponding to shift of any negative power of two.
Substituting (23), µ sub k and σ 2 sub k into (4), the motion compensation errors by motion vectors with fraction-pixel accuracy can be estimated in spatial and overcomplete wavelet domain.
Furthermore, from (21)- (23) we can deduce a meaningful conclusion. Let
For the other two cases, we can obtain similar results, namely
These results indicate that with increase of motion vector accuracy, autocorrelation increases and motion compensation error decreases. Moreover, as the vector accuracy doubles, the increased amplitude ∆ i,0 (i ≥ 1) (or ∆ 0,i , ∆ i,i ) becomes smaller and smaller. It tells us that motion vectors with high accuracy are not the better. With increase of vector accuracy, coding gain gradually declines even to zero. When the accuracy improves from integer pixel to half pixel, the coding gain is most prominent. The conclusion provides a theoretical proof for the experimental results reported in [21] .
IV. VISUALLY LOSSLESS ACCURACY MODEL OF MOTION VECTOR
The objective of video coding is to approach the ideal rate-distortion curve as much as possible. However, the visual quality should be taken into account as well. Viewers expect scalable video codec to provide a good enough perceptual quality. Hence, we should optimize rate-distortion performance on the premise of satisfying visual quality. In this section, we first propose a visual threshold model of motion vector accuracy according to content characteristics and spatial resolution of video. Then based on this model, we propose a novel algorithm to compute accuracy threshold with which motion vectors will not cause visible motion compensation errors.
A. Wavelet-Based Visually Lossless Threshold Model
Using the model in Section III, we compute motion compensation errors due to inaccurate motion vectors. If the errors exceed a threshold, they will be observed by HVS, reducing subjective quality of decoded video. In this paper, we adopt a visual threshold model proposed by Watson et al. [24] . It is used for measuring visual detection threshold of wavelet coefficient error when the coefficient is against complex backgrounds. Its definition is as follows.
in which λ denotes decomposition level, and θ is orientation index of subband (θ ∈ {1, 2, 3, 4}, respectively represent LL, HL, HH, LH). D λ,θ is visual threshold for the subband of level λ and orientation θ, expressed in units of the wavelet coefficient. Table I lists the values of D λ,θ for four-level Daubechies 9/7 wavelet when the display visual resolution is 32 pixel/degree. σ As long as motion compensation error e 2 are lower than visual threshold T λ,θ , namely
the motion compensated frames will be visually lossless. Thus, our task now is to determine the lowest accuracy of motion vector by which motion compensation errors will not be larger than the computed threshold.
B. Threshold Prediction Algorithm of Visually Lossless Motion Vector Accuracy
Based on the visual threshold model proposed in Section IV-A, we propose a novel algorithm for estimating visually lossless threshold of motion vector accuracy in overcomplete wavelet-based motion estimation.
The motion estimation method adopted in this paper is a multiscale motion estimation [25] . It first constructs an overcomplete representation of reference frame using lowband-shift method. Only the low frequency subbands of reference frames are saved at each scale. Then this method estimates motion vectors of the lowest frequency subband in a band-to-band manner. Afterwards, motion vectors of the low frequency subband at the next finer scale are computed. The prediction of this low frequency subband is decomposed by one-level wavelet to calculate prediction of the high frequency subbands at the coarsest scale. Repeating the above procedure in each low frequency subband from the coarsest scale to the finest one, we will obtain a multiscale prediction of current frame. Since the motion estimation is performed only in low frequency subband at each scale, we substitute h h = h v = h 0 into (14)-(16) and yield
Suppose that components of motion vectors along horizontal direction and vertical direction are with the same accuracy. Then the proposed algorithm for predicting accuracy threshold of motion vectors on the N th-level of overcomplete wavelet decomposition can be detailed as follows:
1) Select a sub-image B of P × Q pixels from reference frame, in which P and Q are all integer times of 2 N .
2) Compute µ, σ 2 , and r of B using (6)- (10) corresponding to different shift in spatial domain. Let µ LL0 = µ, (σ LL0 ) 2 = σ 2 , and r LL0 = r. (4), (23) . If (25) does not satisfy, then repeat
Step 6 until (25) satisfies. Go to Step 7; 7) Output ∆. The proposed algorithm is over. Since the maximal error is ∆/2 when a motion vector is quantized by ∆, motion estimation should be implemented with an accuracy not lower than 2∆ in order to ensure visual quality of decoded video.
Note that in the above algorithm, we select a subimage instead of the whole reference frame for computing visually lossless accuracy threshold. The dimension of the sub-image is smaller than, even equal as well to, that of reference frame. Larger P and Q will produce more accurate threshold, but require higher computational complexity. According to the assumption that pixel intensity in a frame obeys an identical random field, this approach is a reasonable choice to balance computational complexity and prediction accuracy of threshold.
V. EXPERIMENTAL RESULTS AND DISCUSSION
To verify the effectiveness of the proposed model, we conduct experiments on standard MPEG-4 test sequences including "Foreman", "Football", "Stefan", and "Coastguard". The wavelet used in our experiments was Daubechies 9/7. Parameters in our algorithm are set as follows: P = Q = 64, N = 2.
A. Experimental Results
We first compare visual quality of frames motioncompensated by motion vectors with different accuracy in different spatial resolution. Since we find in our experiments that the computed thresholds are all equal or greater than 2, the motion-compensated frames by proposed accuracy are compared only with those by integer accuracy. Fig. 2 and Fig. 3 show comparison results of the 2 nd frame of four test sequences in 1/16 CIF resolution and in QCIF resolution, respectively. Meanwhile, the peak signal-to-noise ratio (PSNR) of the above motioncompensated frames is listed in Table II . Although PSNR of the frames motion-compensated by integer vectors is obviously higher than that by vectors with proposed accuracy, these frames present nearly the same subjective quality. Viewing from appropriate distance (23 inches), we can not immediately distinguish the differences between every two corresponding frames in Fig. 2 and Fig. 3 except for "Foreman" sequence.
Since decoded video at low resolution is usually played on devices with low or limited bandwidth, we compress reference frame by Kakadu software [26] at 0.2 bits/pixel to simulate the quality reconstructed at low bitrate. Then we use decompressed frame for motion estimation and compensation. Fig. 4 shows the motioncompensated 2 nd frames of "Foreman" and "Football" by proposed accuracy and integer accuracy. Table II also lists the PSNR of these motion-compensated frames. Under such a display condition, from Fig. 4 we can not easily notice the differences between every two corresponding frames, either. 
B. Discussion
The proposed model indicates that at low resolution or quality, accurate motion vectors will not lead to improvement of subjective quality. Hence, scalable coding of motion vector is not only essential to objective quality improvement of reconstructed frames at low bit rates or resolution, but also straightforward and necessary in the aspect of subjective quality.
Note that the proposed model can be used to estimate accuracy threshold of motion vectors at one scale each time, provided that the vectors at other scales are not quantized. Therefore, if all motion vectors at every scale are quantized by corresponding thresholds at the same time, this model can not estimate exactly motion compensation errors so as to inevitably produce visible mismatch.
In addition, the proposed model does not take temporal masking, frequency masking, and structural correlation into account. This is why Fig. 3(f) presents slightly discontinuous edges. Thus, a more accurate visual model with moderate overhead will be introduced into our model in further study. 
VI. CONCLUSION
Based on the theory of stationary random process and human visual system model in wavelet domain, this paper constructs a mathematical model for visually lossless accuracy threshold of motion vectors. This model can estimate motion compensation errors due to inaccurate motion vectors with integer and fractional pixel accuracy in spatial domain, as well as in overcomplete wavelet domain. Experimental results support the effectiveness of our model. It can be used for overcomplete wavelet-based scalable motion estimation and scalable coding of motion vectors, enhancing performance of scalable video coders. Moreover, this model can also be extended to estimation of motion compensation errors in other transform domain, provided that the filter coefficients are given.
To the best of our knowledge, few algorithms have been reported on the relationship between motion vector accuracy and visual quality of decoded video in the literature. We believe that our study will be useful in further researches of wavelet-based scalable video coding.
