Parallel computing has obvious advantages in improving the computing speed, and it is widely used in large scale computing. In order to solve the problem that the speed of the traditional algorithm is affected by the initial value, this article designs a parallel computing system for solving the equation of high order. First of all, this paper describes the composition of the new algorithm, the process is described in detail; secondly, the parallel computing of the new algorithm is introduced in detail, and the architecture of parallel system is designed by using the hierarchical parallel model; finally, the iterative data is divided into blocks, and the data segmentation results and the processes are introduced. The design method of this paper can effectively improve the computing speed of processing massive data. The system has a strong applicability.
Introduction
The solution of one element higher order equation is more and more important in engineering calculation problems such as electronic system calculation [1] , elastoplasticity problem [2] and circuit problem [3] . Its solution is usually iterative method, terminating in accuracy, and thus gets the approximate minimum. The classic method of Newton iteration method [4] , choose a near optimal solution of the initial value can be fast convergence of the approximate solution is obtained, but for complex equation and transcendental equations, selection the initial value is very difficult, often adopt simplified system or method to reduce the size of the system, the calculation results can not meet the requirements of practical applications. In order to obtain an algorithm suitable for large-scale engineering computation, the parallel computation method is adopted to improve the computation speed. Parallel computing [5] is not a new technology. It has great influence in many fields such as computational simulation of scientific and engineering application, data mining of business application and transaction processing, including internal combustion engine design [6] , wing design, disaster prediction and so on. Distributed computing [7] , grid computing, high-performance computing [8] and other technologies [9] are related to parallel computing.
In order to make the algorithm have a better convergence rate, we can obtain all the real solutions of the univariate higher-order equations without selecting the initial values, and propose a new algorithm to solve the high order equation of one element with parallel computation. Parallel computing is a problem divided into several sub problems, and these sub problems in a parallel way at the same time, so as to improve the computing speed and solve the problem. In order to extend the scope of application, a parallel mode of function parallelism, time parallelism and data parallelism is used to parallelize the design of parallel system. Based on C + + programming language, the application of the implementation of process control as a special task design, the application of the implementation process more diverse, more flexible application design. So as to enhance the parallel computing model and the versatility of the system.
The composition of the new algorithm
Set the form of a high-order equation
is continuously differentiable over D ,and the derivative of (1)
all of its real solutions are
. Therefore, the interval of all real solutions of the formula (1) can be determined, which is ) ,
. The interval is represented by an endpoint representation ] , [ X X X = , X denotes the lower bound of the interval X , X denotes the upper bound of the interval X . The interval width is defined as X X − = ω , for any real number solution in the formula (1),
. Commonly used methods for solving the real roots is the dichotomy, tangent method,etc. In this method, the endpoints of the interval are used as the initial value, and the approximate solution is searched. However, the convergence rate of this kind of method is very slow. In the process of solving the problem, it is often unable to meet the requirements of time and high efficiency. The golden section method is widely used in the optimization calculation because of its simple and fast convergence speed, and it is the basis of many optimization algorithms, so this paper quotes the golden section method for iteration. According to the golden section method,
. This time interval can search reduced 0.382 times or 0.618 times, until it shrinks to a point, then can get a real solution. In order to realize data parallelism, the data will need to be divided according to the column. The j-th column has n data, then ∑ = = k j j n n
z is the correction value of the b-th column. Fig. 1 .
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From the algorithm block diagram can be seen, can not be used in parallel computing to a higher degree equation derivation and calculation parameters of
. The rest of the steps can be used in parallel computing. The residual 1 + t r in the calculation is not dominant, this algorithm is close to the acceleration of the number of processes. The data communication time, from algorithm block diagram can see only in the calculation of residual type is needed when communication between processes, all the solutions of t x and correction of t e can be obtained by calculation, compared with the whole calculation part of the execution time can be ignored.
Parallel Architecture Design
The system is designed to ensure that in solving complex univariate polynomial equation in the process of data processing capacity is higher, and has applicability. Using data parallel [10] , function in parallel [11] and time parallel [12] layered parallel mode allows the system to process multiple types of problems. Used for system programming C++ programming language, security flexibility in program design, iterative implementation of data aggregation and branch function. The model design is as follows. Firstly, the function of parallel placed at the top, make sure each function execution sequence and the effective region, to ensure a complex higher degree equation of parallel processing. In addition, for time parallelism, many of the functions that it contains are data dependent. From the process of concurrent execution of point of view, time is a subset of parallel parallel function therefore, it will be set in parallel. Data parallelism has sufficient independence to support data parallelism as long as the input data for each process is met. Data parallelism does not affect the other parallel. Finally the data under the bottom placed in parallel. The design of parallel layered architecture is shown in Fig. 2 . 
Data Parallel Design
In order to realize the data parallel, the data will be divided into columns. A total of n processes for parallel computing at the same time. There are s data for iteration, which are stored in two-dimensional array, and then kn s = . According to the result of data segmentation,it is known that the data distribution in n different processes are as follows:Process 0 is ) :
, and so on. In the iterative process, the computation of the new boundary points requires the data of the other blocks of the neighboring boundary. Therefore, in order to store data obtained from adjacent data blocks, each data block on both sides of the increase in an array. Then the communication and computation process is changed into, first on the univariate Polynomial Equation Derivation all point, interval of two adjacent stagnation point determined is the original equation. Then through the real solution before iteration, the method of golden section iterative process, each process from adjacent data blocks, and each process adjacent to the process of data blocks. Taking 4 = n as an example. The data segmentation results and its corresponding process are shown in Fig. 3 . 
Conclusion
This article adopts the golden method to iterate, based on Parallel computing system architecture, purpose is to solve the traditional method to solve the problems in the high degree univariate polynomial equation, in order to improve the computing speed. Newton's method for solving a polynomial equation of the traditional element, need to calculate the Jacobian matrix. For complex practical problems, it will produce a large amount of computation, and it is difficult to use parallel computing. The parallel computing system of a high order equation in this paper, the structure is clear, which can be used to realize parallel computation and improve the computing speed. This parallel computing system has the universal applicability, which can be applied to large-scale high performance computing. process 4 process 3 process 2 process 1
Fig. 3. Data segmentation results and its corresponding process
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