Chiral Symmetry Breaking and the Quantum Hall Effect in Monolayer
  Graphene by Roy, Bitan et al.
ar
X
iv
:1
40
6.
51
84
v2
  [
co
nd
-m
at.
me
s-h
all
]  
26
 N
ov
 20
14
Chiral Symmetry Breaking and the Quantum Hall Effect in Monolayer Graphene
Bitan Roy,1 Malcolm P. Kennett,2 and S. Das Sarma1
1Condensed Matter Theory Center and Joint Quantum Institute,
University of Maryland, College Park, Maryland 20742-4111, USA
2Department of Physics, Simon Fraser University, Burnaby, British Columbia, Canada V5A 1S6
Monolayer graphene in a strong magnetic field exhibits quantum Hall states at filling fractions
ν = 0 and ν = ±1 that are not explained within a picture of noninteracting electrons. We propose
that these states arise from interaction-induced chiral symmetry-breaking orders. We argue that
when the chemical potential is at the Dirac point, weak on-site repulsion supports an easy-plane
antiferromagnet state, which simultaneously gives rise to ferromagnetism oriented parallel to the
magnetic field direction, whereas for |ν| = 1 easy-axis antiferromagnet and charge-density-wave
orders coexist. We perform self-consistent calculations of the magnetic field dependence of the acti-
vation gap for the ν = 0 and |ν| = 1 states and obtain excellent agreement with recent experimental
results. Implications of our study for fractional Hall states in monolayer graphene are highlighted.
PACS numbers: 73.43.Nq, 11.30.Rd, 71.70.Di
There have been theoretical proposals that strong
electron-electron interactions can lead to a variety of
broken-symmetry phases in monolayer graphene (MLG)
[1–3]. However, their experimental detection has re-
mained elusive, with graphene seemingly behaving as a
weak-coupling system down to the lowest achievable den-
sities [4]. However, the formation of interaction-driven
ordered phases can be catalyzed by quantizing magnetic
fields that enhance the effect of electron-electron inter-
actions by developing a set of highly degenerate Landau
levels (LLs) [5–7]. At low magnetic fields Hall plateaux
are observed for ν = ±(4n+2), which can be understood
in a non-interacting electron picture as arising from four-
fold valley and spin degenerate two dimensional Dirac
fermions [8–10]. At higher magnetic fields, additional
plateaux appear at ν = 0,±1 and ±4 [11]. The ν = ±4
plateaux most likely arise from single-particle Zeeman
splitting of the LLs, whereas the appearance of ν = 0,±1
states strongly suggests that the fourfold valley and spin
degeneracy is lifted by interaction driven broken symme-
try phases within the zeroth LL (ZLL) [11–18].
The ZLL is distinct from other LLs in MLG because
it is simultaneously valley and sublattice polarized. Pro-
posed broken symmetry phases that can cause splitting
of the ZLL [19–29] fall into two classes: (i) chiral (sub-
lattice) symmetry breaking (CSB) orders, such as anti-
ferromagnetic (AFM) and charge-density-wave (CDW)
order [1, 2, 24, 25], and (ii) a “valley-odd” quantum Hall
ferromagnet (QHFM) [6, 27, 28]. In this Rapid Com-
munication we point out that it is important to consider
the influence of all of the filled LLs, not just the ZLL,
in order to determine which specific symmetry-broken
ordered phase is favored at low temperatures. For a
magnetic field of strength B, the filled non-interacting
LLs at −
√
2nB, with n = 1, 2, · · · , are pushed down
to −
√
2nB +∆2c in the presence of a CSB order (∆c)
[30, 31], while for QHFM order (∆Q) they split into
−
√
2nB ± ∆Q, which therefore lowers the energy only
by splitting the ZLL. Thus, the total energy of the filled
sea of Dirac LLs is maximally lowered by the formation
of CSB orders. This is strikingly different from the sit-
uation in non-relativistic two-dimensional systems, such
as GaAs, where Hall states appear only within the first
few LLs, so filled LLs play a minor role at high magnetic
fields where the LL coupling is negligible [32]. Hence, for
experimentally accessible fields (B . 50 T), when ∼ 100
filled LLs lie inside the ultraviolet cutoff (Λ) for the effec-
tive Dirac dispersion, it is not sufficient to make a ZLL
approximation for MLG to distinguish different forms of
ordering. Even though CSB ordering dominates in the
ZLL, QHFM ordering plays a role in removing the valley
degeneracy from higher LLs (n ≥ 1) [28, 33], e.g. yielding
Hall plateaux at ν = ±3 [34].
The dependence of the quantum Hall activation gaps
on magnetic field at fillings ν = 0,±1 has been estab-
lished via multiple experimental techniques: compress-
ibility [13], transport [15] and capacitance [14]. Together
these experiments show that in perpendicular magnetic
fields the activation gap for the ν = 0 Hall state exhibits
a crossover from linear [15] to sub-linear [14] to an al-
most
√
B [13] scaling (see Fig. 1). A simple estimate of√
B scaling due to the long-range Coulomb interaction
does not capture this behavior. These results motivate
our exploration of the nature of the underlying broken
symmetry phases within the ZLL of MLG in a magnetic
field, in which we take into account the finite range com-
ponents of the Coulomb interaction.
Our main results are as follows:
• We explain the quantum Hall states at ν = 0, ±1 as
arising from interaction driven CSB orders induced by a
magnetic field.
• We calculate the magnetic field dependence of the
activation gap self-consistently and obtain quantitative
agreement with experiments at ν = 0, ±1 and show
that conflicting scalings of the gap with magnetic field
observed in different experiments [13–15] can be unified
within a single framework.
• Our proposed scenario is consistent with experiments
performed in tilted magnetic fields [15].
The strongest short-ranged component of the Coulomb
2interaction in MLG is most likely the onsite repulsion
[35] which has been predicted to result in an AFM state
for fermions on a hexagonal lattice at strong coupling
[2, 36]. In pristine graphene with B = 0, the interaction
strength is insufficient to induce this ordering, but at
non-zero field, AFM ordering can take place even for in-
finitesimal onsite interactions and supports a ν = 0 Hall
state [24, 25]. However, the Zeeman coupling (λ) of the
electron spin to the field projects the AFM order ( ~N)
onto the easy-plane perpendicular to the applied field
and simultaneously supports ferromagnetic (FM) order
(m) parallel to the field [25, 37].
We now describe our theory. In the presence of AFM
and FM orders the Dirac LLs have energies±En,σ, where
[25]
En,σ =
√
N2⊥ + [(N
2
3 + 2nB)
1/2 + σ(m+ λ)]2. (1)
N3(N⊥) is the easy-axis(-plane) component of the Ne´el
order parameter respectively. σ = ± represents the two
spin projections. The areal degeneracy of the LL is D =
(2 − δn,0)/(2πl2B) for n = 0, 1, 2, · · · [38]. At half-filling
all the LLs at negative (positive) energies are completely
filled (empty). Allowing for both AFM and FM orders,
the free energy is [25, 37]
F0 =
N2⊥ +N
2
3
4ga
+
m2
4gf
−D
∑
σ=±

1
2
E0,σ +
∑
n≥1
En,σ

 ,(2)
where ga (gf ) are the short-range components of the
Coulomb interaction, such as on-site Hubbard repulsion,
that support AFM (FM) order [38, 39]. The sum over
n ≥ 1 in F0 is the contribution from filled LLs. For any
non-trivial Zeeman coupling (i.e. λ 6= 0) F0 is minimized
when N3 ≡ 0 [25, 37]. Therefore, the Zeeman coupling
restricts the AFM order to the easy-plane and simulta-
neously allows FM order parallel to the magnetic field.
Taking N3 = 0, and minimizing F0 with respect to N⊥
and m leads to the coupled gap equations
1
ga
=
B
π
∑
σ=±

 1
2E0,σ
+
∑
n≥1
1
En,σ

 , (3)
1
gf
=
B
π
∑
σ=±

 (m+ λ)
2E0,σ
+
∑
n≥1
(m+ λ) + σ
√
2nB
En,σ

 .
(4)
FM order splits all the filled LLs, including the zeroth
one, while easy plane AFM order pushes down all the
filled LLs as well as splitting the ZLL. Thus the con-
tribution from the filled LLs with n ≥ 1 in the first
(second) gap equation add up (cancel). Consequently,
Eq. (4) is free of divergences, but Eq. (3) exhibits an
ultraviolet divergence which can be regularized by in-
troducing δa = π
[
(gaΛ)
−1 −(gacΛ)−1
]
[24, 40], where
(gac )
−1 =
∫∞
Λ−1
ds/s3/2 is the zero magnetic field critical
onsite interaction strength for AFM ordering [2, 36]. The
inclusion of filled LLs (∼ 100) within the cutoff (vFΛ ∼ 3
eV) is sufficient to capture strong LL mixing in graphene,
but the physical observables (N⊥,m) remain independent
of Λ, so that a continuum description is meaningful.
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FIG. 1: (Color online) Scaling of pure AFM order (black)
at zero magnetic field criticality (δa = 0). Red, blue, and
green points show the observed gaps in Refs. [13], [14], and
[15] respectively and the lines show fits to the ∆0 data. The
magnetic field (B) is measured in units of B0 ∼ Λ
2 ∼ 104T,
the field associated with the lattice spacing. ∆0 is measured
in units of Ec = vFΛ. Inset: Dependence of ∆0 on δa at
several different values of B and for δf (= pi/gf ) = 0.05.
With underlying easy-plane AFM order the total gap
for the ν = 0 Hall state is ∆0 =
√
N2⊥ + (λ+m)
2. After
applying the regularization [38] we solved Eqs. (3) and
(4) numerically to find N⊥, m, and ∆0, and fitted our
results to data from Refs. [13–15] as displayed in Fig. 1.
The fitting parameters are δa and δf , which determine
the dependence of the gap on the magnetic field. The
quality of the fits is primarily governed by δa with little
sensitivity to δf , since δf determines the FM order, which
mainly arises from Zeeman coupling that is much weaker
than on-site repulsion [41]. As δa decreases, correspond-
ing to an increasing strength of subcritical on-site repul-
sion, the scaling of ∆0 with B shows a smooth crossover
from linear to almost
√
B scaling. The gap is primarily
determined by the easy plane AFM order (N⊥), with very
weak accompanying FM order (m≪ N⊥), and we obtain
good agreement with experiments even for m = λ = 0
and ∆0 = | ~N | [38]. Nevertheless, the existence of weak
FM order at ν = 0 leads to nontrivial consequences for
the ν = 1 Hall state, which we discuss below.
The δa values we determine in our fits are consis-
tent with the size of the gap depending on interaction
strength (subcritical), expected to be larger in suspended
graphene [13] than in graphene on a substrate (BN in
Refs. [14, 15]). We also unify the observed linear and
sublinear scaling of the gap with magnetic field, illus-
trating that the scaling form depends on the strength of
3short-range interactions. Our proposal of CSB order in
the ν = 0 Hall state can be tested by varying the strength
of interactions via the following: (i) changing substrates
– higher dielectric constants imply weaker interactions
and a more linear field dependence of the gap; (ii) gat-
ing MLG (e.g. through a second closely spaced graphene
layer with tunable density to screen the primary layer), to
vary the strength of interactions in situ. Figure 1 (inset)
shows the dependence of the gap on δa at fixed magnetic
field, illustrating this point.
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FIG. 2: (Color online) Scaling of (a) FM order (m) and (b)
total gap (∆0) at ν = 0 as a function of B‖, for B⊥ = 0.0002,
0.0004, 0.0008, 0.0016 and 0.0032 from bottom to top, with
δa = 0.225 and δf = 0.05. B⊥, B‖ are measured in units of
B0, and m,∆0 in units of Ec (see the caption of Fig. 1).
The evolution of the ν = 0 Hall state in a tilted mag-
netic field provides an extra constraint on our theory.
The perpendicular component of the field (B⊥) gives rise
to the Dirac LLs, while the Zeeman coupling scales lin-
early with the total magnetic field, BT [42]. In Fig. 2 we
show the dependence of the FM order,m, and the gap ∆0
on parallel magnetic field for 0 T < B‖ < 50 T at values
of δa, δf obtained from our fits to data from Ref. [15] at
various fixed values of B⊥. m increases roughly linearly
with B‖ for B‖ & 2 T, whereasN⊥ and ∆0 are insensitive
to B‖ [38]. Thus we can rule out a transition from the
easy-plane AFM to a pure FM state with tilting of the
magnetic field.
A pure FM state in the ZLL of graphene supports two
gapless counter-propagating edge modes, giving a Hall
conductivity σxy = 2e
2/h [43, 44], whereas the easy-plane
and pure AFM phases have fully gapped edge modes.
However, the gap for the edge modes will decrease with
increasing FM component in the easy-plane AFM state.
Therefore, as B‖ is increased at fixed B⊥ we can expect
Rxx to decrease, as observed in experiment [15]. A mea-
surement of the local density of states in the bulk, e.g.
with scanning tunneling microscopy (STM), could test
our prediction that the total gap ∆0 is insensitive to a
tilted magnetic field, providing a strong test of our pro-
posed scenario for the ν = 0 Hall state.
In the presence of easy-plane AFM order, the two spin
projections in the ZLL are localized on opposite sublat-
tices. Thus, when the chemical potential is placed close
to the energy of the first excited state, ∆0, AFM ordering
parallel to the applied magnetic field, N3, simultaneously
lifts the residual sublattice and staggered spin degener-
acy, and gives rise to a ν = ±1 quantum Hall state.
We find the excitation gap for the ν = 1 Hall state by
expanding E0,σ in Eq. (1) to leading order in N3 [25]:
∆sp1 = 2(m + λ)N3/∆0 + O(N23 ). The lifting of sublat-
tice degeneracy by N3 at ν = 1 supports CDW ordering
(C), another CSB order and a natural ground state in
graphene in a magnetic field for weak nearest-neighbor
(NN) repulsion (V1). Therefore, the total activation gap
for the ν = 1 Hall state, ∆1, will have a spin contribution
∆sp1 from easy-axis AFM ordering and a charge contri-
bution from CDW ordering, i.e. ∆1 = ∆
sp
1 + ∆
ch
1 , with
∆ch1 ≡ C. Note that N3, N⊥ ∼ U (onsite repulsion), but
only half (one-quarter) of the ZLL contributes to the con-
densation energy in the presence of N⊥(N3) order, thus
(N3/N⊥) < 1. However, C ∼ V1 ≈ U/2 in graphene [35],
and for a subcritical Hubbard interaction (m+λ)≪ N⊥,
thus C ≫ (m+λ). Hence, ∆ch1 ≫ ∆sp1 and the activation
gap for the ν = 1 Hall state in a perpendicular magnetic
field is dominated by the CDW order, i.e. ∆1 ≈ ∆ch1 = C.
With underlying CDW order, the Dirac LLs are at
ECn = ±
√
2nB + C2 for n = 0, 1, 2, · · · , and for the
chemical potential close to the first excited state the
free energy is F1 =
C2
4gc
− D
[
C
2 + 2
∑
n≥1E
C
n
]
, with
gc ∼ V1. Minimizing F1 with respect to C, we ob-
tain a self-consistent gap equation exhibiting an ultra-
violet divergence because CDW order pushes down all
the filled LLs with n ≥ 1. We regularize this diver-
gence by defining δc =
√
π
[
(gcΛ)
−1 − (gccΛ)−1
]
, where
(gcc)
−1 =
∫∞
Λ−1 ds s
−3/2 is the critical strength of NN re-
pulsion for CDW ordering at zero magnetic field [40].
The gap equation is
B
∫ ∞
0
ds
s3/2
[
1− se
−sC2
tanh (sB)
+
se−sC
2
2
]
+ δc = 0. (5)
The scaling of the gap with perpendicular magnetic field
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FIG. 3: (Color online) Scaling of ∆1 = C (in units of Ec)
with perpendicular magnetic field B (in units of B0), for δc =
0, 0.03, 0.06, 0.08, 0.15, and 0.25 from top to bottom. Red
and green dots are the gaps at ν = 1 reported in Refs. 13
and 14 respectively. Inset: Scaling of C after incorporating
the logarithmic correction to scaling.
4is shown in Fig. 3 for several values of subcritical NN in-
teractions (δc > 0). The calculated gaps are similar in
magnitude to those obtained experimentally in Refs. [14]
and [13] for δc = 0.06 and 0.08 respectively. The range of
the Coulomb interaction for the CDW ordering at ν = 1
is longer than for the easy-plane AFM at ν = 0, and
hence we take into account the effect of its long range
tail, which provides a logarithmic correction to the Fermi
velocity: vF = v
0
F
[
1 + e
2
8ǫv0
F
log (B∗/B)
]
, with ǫ the di-
electric constant of the substrate, v0F the bare Fermi ve-
locity, and 1/
√
B∗ a characteristic length scale for the
measured value of vF [40]. Hence, ∆1 measured in units
of Ec = vFΛ acquires a logarithmic correction. Including
this correction we obtain excellent agreement with ex-
perimentally observed scalings reported in Ref. [14] and
Ref. [13] for B∗ = 8 T and 7.5 T, respectively, as shown
in Fig. 3 (inset).
As seen above, CDW order scales with B⊥ but not B‖
and hence ∆ch1 is independent of B‖. From Fig. 2 it is
clear that m ∼ B‖ while ∆0 is essentially independent of
B‖ for fixed B⊥, and λ ∼ BT , N3 ∼ B⊥. Thus we expect
the total activation gap for the ν = 1 Hall state, ∆1, to
vary linearly with B‖ for fixed B⊥ since ∆
sp
1 ∼ (m+ λ).
Recently, scaling of the gap at ν = 1 has been explored
in tilted magnetic fields for various fixed values of B⊥,
showing linear scaling with BT . However, the observed
slope is larger than that for single-particle Zeeman cou-
pling [15]. Our proposed scenario for the existence of an
underlying spin gap (∆sp1 ) due to finite N3, immediately
provides an explanation for the observed enhanced slope
for the ν = 1 Hall state in a tilted magnetic field.
Alternatively the ν = 1 Hall state can form through
the generation of two components of Kekule bond density
wave (KBDW) order, which lift the degeneracy of the
ZLL by forming linear combinations of the ZLL states
localized on opposite sublattices. These orders, together
with the CDW order constitute an SU(2) vector. Hence,
a skyrmionic excitation of such an SU(2) order can, in
principle, be realized at ν = 1 [13]. However, KBDW
order can only be realized when NN and next-NN repul-
sions are comparable [45, 46], while CDW is the natural
ground state for NN Coulomb repulsion. In addition, the
onsite repulsion supports a finite N3 at ν = 1, which in
turn gives rise to CDW order. Hence, short-range com-
ponents of the Coulomb interaction introduce a strong
anisotropy among the components of this SU(2) vector,
which may preempt the appearance of skyrmionic defects
at ν = 1. The CDW order we proprose at ν = 1 could,
for example, be established by using sublattice resolved
STM measurements, and the easy-axis AFM order could
be probed using spin-resolved STM.
To summarize, we address the nature of the broken
symmetry phases at ν = 0,±1 in MLG, and establish
excellent agreement with recent experiments in perpen-
dicular and tilted magnetic fields [13–15]. At ν = 0,
onsite repulsion leads to easy-plane AFM order and FM
order aligned with the applied field. The ν = 0 state
has some superficial similarity with the interlayer canted
antiferromagnetic Hall state in bilayer GaAs [47] at even
integer filing, which has a different origin from the one in
MLG. The ground state at ν = 1 simultaneously sup-
ports an easy-axis AFM and a CDW, favored by on-
site and NN repulsions respectively. Since easy-plane
and easy-axis Ne´el orders break time-reversal-symmetry,
ν = 0,±1 Hall states remain robust in the presence of
generic time-reversal-symmetric disorders [48]. We pro-
vide several suggestions for experiments to test the sce-
nario we propose. With spin and valley degeneracies
completely lifted by the CSB orders the standard Jain
sequence of fractional Hall states can be observed for
0 < |ν| < 1 and 1 < |ν| < 2 [16–18, 49, 50]. How-
ever, even numerator fractions are less stable than the
odd ones when 1 < |ν| < 2, which may arise from the
simultaneous spin and charge ordering in ν = 1 but with
a much larger charge gap than spin gap.
B. R. and S. D. S were supported by NSF-JQI-PFC
and LPS-CMTC. M. P. K. was supported by NSERC. We
thank I. F. Herbut and A. Yacoby for useful discussions
and K. S. Novoselov for providing data from Ref. 14.
[1] D. V. Khveshchenko, Phys. Rev. Lett. 87, 246802 (2001);
H. Leal and D. V. Khveshchenko, Nucl. Phys. B687, 323
(2004).
[2] I. F. Herbut, Phys. Rev. Lett. 97, 146401 (2006); I. F.
Herbut, V. Juricˇic´, and B. Roy, Phys. Rev. B 79, 085116
(2009).
[3] J. E. Drut, and T. A. La¨hde, Phys. Rev. Lett. 102, 026802
(2009); Phys. Rev. B 79, 165425 (2009); ibid 79, 241405
(2009).
[4] E. Barnes, E. H. Hwang, R. E. Throckmorton, S. Das
Sarma, Phys. Rev. B 89, 235431 (2014); J. Hofmann, E.
Barnes, and S. Das Sarma, Phys. Rev. Lett. 113, 105502
(2014).
[5] E. V. Gorbar, V. P. Gusynin, V. A. Miransky, I. A.
Shovkovy, Phys. Rev. B 66, 045108 (2002).
[6] K. Yang, Solid State Commun. 143, 27 (2007).
[7] M. O. Goerbig, Rev. Mod. Phys. 83, 1193 (2011).
[8] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M.
I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A.
Firsov, Nature (London) 438, 197 (2005).
[9] Y. Zhang, Y.-W. Tan, H. L. Stormer, and P. Kim, Nature
(London) 438, 201 (2005).
[10] V. P. Gusynin, and S. G. Sharapov, Phys. Rev. Lett. 95,
146801 (2005).
[11] Y. Zhang, Z. Jiang, J. P. Small, M. S. Purewal, Y.-W.
Tan, M. Fazlollahi, J. D. Chudow, J. A. Jaszczak, H. L.
Stormer, and P. Kim, Phys. Rev. Lett. 96, 136806 (2007).
[12] I. Skachko, X. Du, F. Duerr, A. Luican, D. A. Abanin, L.
S. Levitov, E.Y. Andrei, Phil. Trans. R. Soc. A 368, 5403
(2010).
5[13] D. A. Abanin, B. E. Feldman, A. Yacoby, and B. I.
Halperin, Phys. Rev. B 88, 115407 (2013).
[14] G. L. Yu, R. Jalil, B. Belle, A. S. Mayorov, P. Blake, F.
Schedin, S. V. Morozov, L. A. Ponomarenko, F. Chiappini,
S. Wiedmann, U. Zeitler, M. I. Katsnelson, A. K. Geim,
K. S. Novoselov, and D. C. Elias, Proc. Natl. Acad. Sci.
110, 3282 (2013).
[15] A. F. Young, C. R. Dean, L. Wang, H. Ren, P. Cadden-
Zimansky, K. Watanabe, T. Taniguchi, J. Hone, K. L.
Shepard, and P. Kim, Nat. Phys. 8, 550 (2012).
[16] X. Du, I. Skachko, F. Duerr, A. Luican, E. Y. Andrei,
Nature (London) 462, 192 (2009).
[17] C. R. Dean, A. F. Young, P. Cadden-Zimansky, L. Wang,
H. Ren, K. Watanabe, T. Taniguchi, P. Kim, J. Hone, and
K. L. Shepard, Nat. Phys. 7, 693 (2011).
[18] B. E. Feldman, B. Krauss, J. H. Smet, A. Yacoby, Science
337, 1196 (2012).
[19] K. Yang, S. Das Sarma, and A. H. MacDonald, Phys.
Rev. B 74, 075423 (2006).
[20] M. O. Goerbig, R. Moessner, and B. Doucot, Phys. Rev.
B 74, 161407(R) (2006).
[21] J.-N. Fuchs and P. Lederer, Phys. Rev. Lett. 98, 016803
(2007).
[22] V. P. Gusynin, V. A. Miransky, S. G. Sharapov, and I.
A. Shovkovy, Phys. Rev. B 74, 195429 (2006).
[23] K. Nomura and A. H. MacDonald, Phys. Rev. Lett. 96,
256602 (2006).
[24] I. F. Herbut, Phys. Rev. B 75, 165411 (2007).
[25] I. F. Herbut, Phys. Rev. B 76, 085432 (2007).
[26] J. Jung and A. H. MacDonald, Phys. Rev. B 80, 235417
(2009).
[27] G. W. Semenoff and F. Zhou, JHEP 1107, 037 (2011).
[28] Y. Barlas, K. Yang, and A. H. MacDonald, Nanotechnol-
ogy 23, 052001 (2012).
[29] M. Kharitonov, Phys. Rev. B 85, 155439 (2012).
[30] K.G. Klimenko, Z. Phys. C 54, 323 (1992); Teor. Mat.
Fiz. 89, 211 (1991) [Theor. Math. Phys. 89, 1161 (1991)].
[31] V. P. Gusynin, V. A. Miransky, and I. A. Shovkovy, Phys.
Rev. Lett. 73, 3499 (1994).
[32] The Quantum Hall Effect, edited by R. E. Prange and S.
M. Girvin, 2nd ed. (Springer, New York, 1989).
[33] L. Sheng, D. N. Sheng, F. D. M. Haldane, and L. Balents,
Phys. Rev. Lett. 99, 196802 (2007).
[34] C. R. Dean, A. F. Young, I. Meric, C. Lee, L. Wang,
S. Sorgenfrei, K. Watanabe, T. Taniguchi, P. Kim, K. L.
Shepard, and J. Hone, Nat. Nanotechnology 5, 722 (2010).
[35] T. O. Wehling, E. Sasioglu, C. Friedrich, A. I. Lichten-
stein, M. I. Katsnelson, and S. Blu¨gel, Phys. Rev. Lett.
106, 236805 (2011).
[36] F. F.Assaad and I. F. Herbut, Phys. Rev. X 3, 031010
(2013).
[37] See also B. Roy, Phys. Rev. B 89, 201401(R) (2014).
[38] See Supplementary Materials for the derivation of gap
equations and additional numerical results.
[39] Although both ga and gf arise from onsite repulsion (U),
in the presence of magnetic fields ga 6= gf [25, 37].
[40] I. F. Herbut and B. Roy, Phys. Rev. B 77, 245438 (2008).
[41] The fit quality decreases noticeably if δa is varied by even
0.01 from the values shown in Fig. 1.
[42] See also K. G. Klimenko, and R. N. Zhokhov, Phys. Rev.
D 88 105015 (2013).
[43] D. A. Abanin, K. S. Novoselov, U. Zeitler, P. A. Lee, A.
K. Geim, and L. S. Levitov, Phys. Rev. Lett. 98, 196806
(2007).
[44] V. P. Gusynin, V. A. Miransky, S. G. Sharapov, and I.
A. Shovkovy, Phys. Rev. B 77, 205409 (2008).
[45] C. Weeks and M. Franz, Phys. Rev. B 81, 085105 (2010).
[46] E. V. Castro, A. G. Grushin, B. Valenzuela, M. A. H.
Vozmediano, A. Cortijo, and F. de Juan, Phys. Rev. Lett.
107, 106402 (2011).
[47] S. Das Sarma, S. Sachdev, and L. Zheng, Phys. Rev. B
58, 4672 (1998).
[48] Y. Imry and S.-K. Ma, Phys. Rev. Lett. 35, 1399 (1975).
[49] D. V. Khveshchenko, Phys Rev. B 75, 153405 (2007).
[50] B. E. Feldman, A. J. Levin, B. Krauss, D. A. Abanin, B.
I. Halperin, J. H. Smet, and A. Yacoby, Phys. Rev. Lett.
111, 076802 (2013).
6Supplementary Materials for “Chiral Symmetry Breaking and the Quantum Hall
Effect in Monolayer Graphene”
Bitan Roy1, Malcolm P. Kennett2, and S. Das Sarma1
1Condensed Matter Theory Center and Joint Quantum Institute, University of Maryland, College Park, Maryland
20742-4111, USA
2Department of Physics, Simon Fraser University, Burnaby, British Columbia, Canada V5A 1S6
In these “Supplementary Materials”, we present additional details, specifically relating to the Hamiltonian in the
presence of interactions, the calculation of the Landau level spectrum in the presence of chiral symmetry breaking
orderings, and the derivation of the gap equations discussed in the main text. We also provide some additional
numerical results.
I. THE LANDAU LEVEL SPECTRUM, INTERACTION HAMILTONIAN AND BROKEN SYMMETRY
PHASES IN MONOLAYER GRAPHENE
The low energy degrees of freedom of monolayer graphene reside in the two valleys centered on the two inequivalent
Dirac points ± ~K at the edges of the Brillouin zone. The two valley degrees of freedom, along with two sublattice
and two spin degrees of freedom mean that the states can be represented as an 8-component spinor, defined as
Ψ = [Ψ↑,Ψ↓]
⊤
, where Ψ⊤σ =
[
uσ( ~K + ~q), vσ( ~K + ~q), uσ(− ~K + ~q), vσ(− ~K + ~q)
]
, with |~q| ≪ | ~K|, where uσ and vσ are
the fermionic annihilation operators on the two sublattices of the honeycomb lattice and σ =↑, ↓ the two projections
of electron spin. This spinor representation is invariant under the rotation of electron spin. In this basis the Dirac
Hamiltonian in the presence of a quantizing magnetic field oriented perpendicular to the two-dimensional graphene
sheet takes the form
HD[ ~A] = σ0 ⊗ iγ0γj (qˆj − eAj) + λ (σ3 ⊗ I4) , (6)
where λ = gµBB is the Zeeman coupling, and the magnetic field ~B = ~∇× ~A. The first 2×2 matrix operates on the
spin index, whereas the second 4×4 matrix acts on valley and sublattice degrees of freedom. We choose to work with
4-component γ matrices defined as γ0 = σ0 ⊗ σ3, γ1 = σ0 ⊗ σ2, γ2 = σ3 ⊗ σ1. In the absence of Zeeman coupling, the
spectrum of H [ ~A] is composed of a set of Landau levels (LLs) at well separated energies ±√2nB. The degeneracy of
the LLs is 1/(πl2B) for n ≥ 1 and 1/(2πl2B) for n = 0.
The short range part of the Coulomb interaction can be represented by a repulsive onsite Hubbard term
HU =
U
2
[n↑(A)n↓(A) + n↑(B)n↓(B)] , (7)
where n(A/B)σ represents the fermionic density on sublattice A/B with spin projection σ. The Hubbard interaction
can also be written as [1]
HU =
U
16
[
(n(A) + n(B))
2
+ (n(A)− n(B))2 − (~m(A) + ~m(B))2 − (~m(A)− ~m(B))2
]
, (8)
where n(A) = u†σuσ, and ~m(A) = u
†
σ~σσσ′uσ′ are the electronic density and magnetization on the sites of the A
sublattice respectively. Analogous quantities on the B sublattice are defined in terms of the fermionic operators
v†σ and vσ. The first term in Eq. (8) is the total fermionic density and the second one represents the staggered
density. The third term gives the total magnetization and the fourth one corresponds to the staggered magnetization.
Therefore, onsite repulsion can lead to both ferromagnetic (FM) and antiferromagnetic (AFM) orders. In the absence
of a magnetic field, the appearance of an AFM state at strong Hubbard repulsion preempts the formation of a FM
state. [2] However, in the presence of a magnetic field, the Zeeman coupling term immediately gives rise to FM
order. We define the order parameters for AFM and FM order as ~N = 〈(~m(A)− ~m(B))〉, and ~m = 〈(~m(A) + ~m(B))〉
respectively and set the magnetization to be aligned parallel to the applied magnetic field, i.e. ~m → m3 = m. With
these two order parameters the effective single particle Dirac Hamiltonian in the presence of the magnetic field is
HD = σ0 ⊗ iγ0γj (qˆj − eAj) + (λ+m) (σ3 ⊗ I4) +
(
~N · ~σ
)
⊗ γ0. (9)
Diagonalizing this Hamiltonian one obtains the spectrum of the Dirac LLs in the presence of AFM and FM orders,
shown in Eq. (1) in the main text.
7II. GAP EQUATIONS FOR THE EASY-PLANE ANTI-FERROMAGNET PHASE
In this section we present some details of the derivation of the gap equations, shown in Eqs. (5) and (6) of the
main text. The free energy in the presence of both easy-plane AFM (N3 = 0) order and FM order is
F0 =
N2⊥
4ga
+
m2
4gf
−D
∑
σ=±

12E0,σ +
∑
n≥1
En,σ

 , (10)
as shown in Eq. (2) of the main text, and En,σ =
√
N2⊥ + ([2nB]
1/2 + σ(m+ λ))2. Minimizing the free energy F0
with respect to N⊥ and m we obtain two coupled gap equations shown in Eq. (3) and (4) of the main part of the
paper
1
ga
=
B
π
∑
σ=±

 12E0,σ +
∑
n≥1
1
En,σ

 , (11)
1
gf
=
B
π
∑
σ=±

(m+ λ)2E0,σ +
∑
n≥1
(m+ λ) + σ
√
2nB
En,σ

 . (12)
As mentioned in the main text, Eq. (11) has an ultraviolet divergence, for which we now demonstrate the regularization.
Define a function
F (N⊥, λ+m) =
∑
n≥0
∑
σ=±
1[
N2⊥ +
(√
2nB + σ(λ +m)
)2]1/2 . (13)
In terms of this function, Eq. (11) may be written as
1
ga
=
B
π
{
[F (N⊥, λ+m)− F (N⊥, 0)] + F [N⊥, 0]− 1
[N2⊥ + (λ+m)
2]
1/2
}
. (14)
The quantity in square brackets is divergence free, and the divergence of the gap equation is captured in F [N⊥, 0].
The second and third terms can be combined to give
F [N⊥, 0]− 1
[N2⊥ + (λ+m)
2]
1/2
=
1√
π
∫ ∞
Λ−2
ds√
s
e−sN
2
⊥ coth(sB) +
1√
π
∫ ∞
0
ds√
s
e−sN
2
⊥
[
1− e−s(λ+m)2
]
, (15)
and then Eq. (11) reduces to
δa =
B
π
[
F (N⊥, λ+m)− F (N⊥, 0)
]
− N⊥
π3/2
∫ ∞
0
ds
s3/2
[
1− sye−s coth(sy)
]
+
N⊥
π3/2
∫ ∞
0
ds√
s
e−s
[
1− e−sx2
]
, (16)
where we have introduced y = B/N2⊥, x = (λ+m)/N⊥, and δa = 1/ga − 1/gca, with gca the critical strength of onsite
repulsion for antiferromagnet ordering in zero magnetic field and
1
gca
=
∫ ∞
Λ−1
ds
s3/2
. (17)
On the other hand, the second gap equation, Eq. (12) does not suffer from any ultraviolet divergence. Therefore, the
two gap equations, after proper regularization, can be written compactly as
δa −N⊥yfa1 (x, y) +
N⊥√
π
(fa2 (x, y)− yfa3 (x)) = 0, (18)
m
N⊥
δf −N⊥yfm(x, y) = 0, (19)
8 0
 2e-05
 4e-05
 6e-05
 8e-05
 0.0001
 0.00012
 0.00014
 0.00016
 0  0.0003  0.0006  0.0009  0.0012  0.0015  0.0018
m
B
δa = 0.025, δf = 0.05δa = 0.130, δf = 0.05δa = 0.225, δf = 0.05δa = 0.025, δf = 0.10δa = 0.130, δf = 0.10δa = 0.225, δf = 0.10gµB B
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  0.0003  0.0006  0.0009  0.0012  0.0015  0.0018
Ν
B
δa = 0.025δa = 0.130δa = 0.225
FIG. 4: (Color online) Scaling of FM order (m) (left) and easy-plane AFM order (|N⊥| = N) (right) with magnetic field for
various choices of the interaction strengths δa and δf , quoted in the figures. The dotted line in the left panel shows the scaling
of the Zeeman coupling with magnetic field. Thus, FM order may be substantially enhanced by onsite Hubbard repulsion, but
|N⊥| ≫ (m+λ). Here m and N are measured in units of Ec = vFΛ, and B in units of B0 ∼ Λ
2, where vF is the Fermi velocity
and Λ is the ultraviolet cutoff for the effective Dirac dispersion in graphene. Red, green, blue symbols are experimentally
observed gaps reported in Refs. 3, 4, and 5 respectively. Therefore, the right panel shows that the fits to experimental data are
essentially governed by the easy-plane antiferromagnet order.
as shown in the main text. The various functions appearing in these two equations are given by
fa1 (x, y) =
∑
n≥0
∑
σ=±

 1[
1 +
(√
2ny + σx
)2]1/2 − 1(1 + 2ny)1/2

 ,
fa2 (x, y) =
∫ ∞
0
ds
s3/2
[
1− sye−s coth(sy)]
fa3 (x, y) =
∫ ∞
0
ds
s1/2
e−s
(
1− e−sx2
)
,
fm(x, y) =

∑
n≥0
∑
σ=±
σ
(√
2ny + σx
)
[
1 +
(√
2ny + σx
)2]1/2

− x
(1 + x2)1/2
. (20)
III. ADDITIONAL NUMERICAL RESULTS
We now display some additional numerical results that we have quoted in the main text. We stated that in the
easy-plane antiferromagnet state, both FM (m) and AFM (|N⊥|) orders are non-zero, and for any sub-critical strength
of the onsite repulsion, |N⊥| ≫ m, as illustrated in Fig. 4.
We now consider the situation when the magnetic field is not perpendicular to the plane of graphene, but oriented in
an arbitrary direction. In this case, the perpendicular component of the magnetic field gives rise to Dirac LLs, whereas
the Zeeman splitting couples to the total magnetic field. In the presence of such tilted magnetic fields, we showed in
the main text that magnetization scales roughly linearly for B‖ > 2 T (recalling that a field of B = 0.0002B0 ∼ 2 T)
for B⊥ = 2T, 4T, 8T, 16T and 32T. We also showed that the total gap at the charge-neutrality point (∆0) does not
change as one increases B‖ for fixed values of B⊥. We also stated that the easy-plane component of the AFM order
(N⊥) is insensitive to tilting of the magnetic fields. In Fig. 5 we take the opportunity to display the scaling of these
three quantities, confirming our statements in the main text.
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