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CUTOFF ESTIMATES FOR THE BECKER-DO¨RING EQUATIONS
RYAN W. MURRAY† AND ROBERT L. PEGO‡
Abstract. This paper continues the authors’ previous study (SIAM J. Math. Anal., 2016) of
the trend toward equilibrium of the Becker-Do¨ring equations with subcritical mass, by characterizing
certain fine properties of solutions to the linearized equation. In particular, we partially characterize the
spectrum of the linearized operator, showing that it contains the entire imaginary axis in polynomially
weighted spaces. Moreover, we prove detailed cutoff estimates that establish upper and lower bounds
on the lifetime of a class of perturbations to equilibrium.
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1. Introduction. This work considers the Becker-Do¨ring equations, which are
given by the infinite sequence of differential equations
d
dt
ci(t)=Ji−1(t)−Ji(t), i=2,3, . . .,
d
dt
c1(t)=−J1(t)−
∞∑
i=1
Ji(t),
(1.1)
where the Ji can be written as
Ji(t)=aic1(t)ci(t)−bi+1ci+1(t), (1.2)
and where (ai),(bi) are fixed, positive sequences, known as the coagulation and frag-
mentation coefficients respectively. These equations are a well-known model for certain
physical phenomena occuring in phase transitions, such as condensation in alloys and
polymers. In this context, ci(t) typically represents the density of particles of size i
(“i-particles”) in some units. The Becker-Do¨ring equations (1.1) describe the evolution
of the discrete size distribution (ci) under mean-field assumptions which state that i-
particles aggregate with 1-particles (monomers) to form i+1-particles at rate aic1(t)
per particle, and i+1-particles break in two pieces, monomers and i-particles, at rate
bi+1 per particle. The first moment µ=
∑∞
i=1 ici(t) corresponds to the total mass in
the system and is formally conserved in time, due to the evolution equation for c1(t) in
(1.1).
The quantity Ji(t) is the net reaction rate for i-particles to become i+1-particles,
and this vanishes in equilibrium. Under typical assumptions on the rate coefficients
(described below), it is known [1] that there is a critical mass µcrit≤∞ such that for
positive initial data (c0i ) with subcritical mass, meaning
∞∑
i=1
ic0i =:µ<µcrit , (1.3)
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2 Cutoff for Becker-Do¨ring equations
the solution (ci(t)) converges strongly to an equilibrium solution (Qi) determined by
the condition that Ji=0 for all i, i.e.,
Q1= z, bi+1Qi+1=aiQiQ1,
∞∑
i=1
Qii=µ. (1.4)
Here by strong convergence we mean that
lim
t→∞
∞∑
i=1
i|ci(t)−Qi|=0. (1.5)
Various authors have sought to establish uniform convergence rates in (1.5). The
previous works [4, 7] focused on convergence rates in the setting where the initial data
decays exponentially fast. More recent works [3, 10] have focused on convergence rates
when the initial data decays only algebraically fast. In particular, in [10] the present
authors proved the following result.
Theorem 1.1 ([10]). Assume the model coefficients in (1.2) satisfy conditions
(1.15)-(1.18) below. Let (ci(t)) be a solution of the Becker-Do¨ring equations (1.1) with
subcritical mass, and let its deviation from equilibrium be represented by (hi(t)), defined
so that
ci=Qi(1+hi). (1.6)
Let m and k be real numbers satisfying m> 0 and k>m+2. Then there exists positive
constants δk,m,Ck,m so that if ‖h(0)‖X1+k <δk,m then
‖h(t)‖X1+m ≤Ck,m(1+ t)−(k−m−1)‖h(0)‖X1+k for all t≥ 0. (1.7)
Here we are writing
Xk :=
{
(hi) :‖h‖ℓ1(Qiik) :=
∞∑
i=1
Qii
k|hi|<∞,
∞∑
i=1
Qiihi=0
}
, k≥ 1, (1.8)
with norm ‖·‖Xk = ‖·‖ℓ1(Qiik).
Theorem 1.1 was derived from analysis conducted on the linearized equation
d
dt
h=Lh, (1.9)
where the operator L is defined in weak form on suitable spaces by the requirement that
for all suitable test sequences (φi),
∞∑
i=1
Qi(Lh)iφi=
∞∑
i=1
QiQ1ai(hi+1−hi−h1)(φ1+φi−φi+1). (1.10)
In particular, it was first shown that eLt is uniformly bounded in X1, after which bounds
of the type (1.7) were obtained for the linearized equation via interpolation theory. The
linearized estimates were then extended, after some technicalities, to the non-linear
setting.
A natural question is whether the bounds in this theorem are optimal. More gen-
erally, one would hope for a more detailed understanding of the dynamics as solutions
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converge to equilibrium. The first theorem in the present work seeks to address these
questions by giving detailed information about the spectrum of the linearized operator.
Theorem 1.2. Suppose, in addition to (1.15)-(1.18), that
ai−ai−1= o(1), bi−bi−1= o(1) and ai→∞.
Then the operator L has an approximate eigenvalue at λi in Xk for all λ∈R and all
k≥ 1, where i=√−1.
Here we write i=
√−1 so that we may use i freely as an index throughout the
work. We remark that the assumptions of this theorem are satisfied by a wide class of
coefficients used in applications, see e.g. (1.19).
Theorem 1.2 highlights significant differences between the operator in exponentially
weighted spaces as opposed to polynomially weighted ones. In exponentially weighted
spaces one finds that the operator L generates an analytic semigroup with uniform
decay, and can even be self-adjoint [4]. On the other hand, in polynomially weighted
spaces, the operator L only generates a bounded C0 semigroup. The hypotheses of
Theorem 1.2 cover most physically relevant cases, for which ai∼ iα with α∈ (0,1). In
these cases, Theorem 1.2 shows the operator L actually has approximate point spectrum
at every point on the imaginary axis, thus it cannot generate an analytic semigroup.
It is our viewpoint that this spectral phenomenon may give insight into some of the
difficulties encountered in the study of coagulation-fragmentation equations in a more
general setting. Here, in the most natural space ℓ1(i), the operator L has spectrum on
the imaginary axis, suggesting that systems of this type should be treated like hyperbolic
equations. Indeed, many of the techniques used in studying coagulation-fragmentation
equations (such as entropy methods and limits of regularizations [1]) originate in the
study of hyperbolic equations. We believe that some of the obstacles for analyzing
coagulation-fragmentation dynamics may directly relate to “hyperbolic” aspects of the
equations.
The next theorem seeks to give more detailed information on the dynamics of the
linearized system with ‘pulse-like’ initial data supported far from the origin, with 0≪
N1<i<N2. Below, the support of h
0 is the set {i :h0i 6=0}.
Theorem 1.3. Suppose, in addition to (1.15)-(1.18), that ai/i
α→1 with α∈ (0,1). Let
h0=(h0i ) be a non-negative sequence satisfying
∑
Qiih
0
i =1 and let
h(t)= eLth0
be the solution of (1.9) in ℓ1(Qii) with initial data h
0. For any ε> 0, there exist N∗,
K∗ and δ> 0 such that whenever h0 is supported in {N1<i<N2} with N∗<N1<N2,
then for all times t<T = δN1−α1 we have that
∞∑
i=1
Qiihi(t)χ(i,t)> 1−ε,
where χ has the form
χ(x,t)=
{
1 if A(N1,2t)−K∗<x<A(N2,t/2)+K∗,
0 otherwise,
where A(x,t) is the solution of
∂
∂t
A=−(zs−z)Aα, A(x,0)=x. (1.11)
4 Cutoff for Becker-Do¨ring equations
Furthermore N∗ can be chosen independent of ε,δ, and K∗.
In (1.11), zs is the critical monomer density, defined in (1.17) below. The explicit
solution of (1.11) is
A(x,t)= (x1−α−(zs−z)(1−α)t)1/(1−α). (1.12)
The intuition behind the result in Theorem 1.3 can be explained as follows. After
writing ui=Qiihi, we can formally approximate e
Ltu by solving an advection diffusion
equation of the form
ut=p(x)ux+q(x)uxx,
where p(x) grows like (zs−z)xα and q(x) grows like zxα. If we neglect the diffusion
term, we find that the solution is constant along the characteristic curves precisely given
by A, and χ then describes how “mass” travels through the system. Thus the result of
Theorem 1.3 essentially tells one that this advection is sufficient to describe the spread
of the mass, at least when pulses are well-separated from i=1.
Of course there are error terms in approximating the evolution of (ui) by this
advection-diffusion equation, but these error terms go to zero for large-enough cluster
size i. We also remark that we do not in fact solve the advection-diffusion equation
in proving Theorem 1.3; instead we opt to construct a supersolution and then work
exclusively with the discrete equations.
One natural application of the previous theorem is the following corollary.
Corollary 1.4. Suppose, in addition to (1.15)-(1.18), that ai/i
α→1 with α∈ (0,1).
Let N∗ be given as in the statement of Theorem 1.3. Then for any ε> 0 there exists
δ> 0 such that for any N >N∗ there exists an (h0i )∈X1 with support in {i<N} and
with ‖h0‖X1 =1 satisfying
‖eLth0‖X1 ≥ 1−ε (1.13)
for all t<δN1−α. In particular, ‖eLt‖L(X1)≥ 1 for all t≥ 0.
On the other hand, for any ε> 0, there exists a δ> 0 so that for any (h0i )∈X1 with
support in {i<N} satisfying ‖h0‖X1 =1 we have that
‖eLth0‖X1 ≤ ε (1.14)
for all t>δN .
This corollary implies that the estimates in [10] are optimal in the sense that we
cannot expect any uniform decay estimates for data in the natural space X1. We
remark that the upper bound (1.14) on perturbation lifetimes is a direct consequence
of the decay estimates in exponentially weighted spaces derived in [4], and may not be
sharp. The novel contribution here is the lower bound (1.13).
The result of Corollary 1.4 is analogous to the cutoff phenomenon in the theory
of Markov chains. In short, a Markov chain is said to exhibit a cutoff phenomenon
if typical states remain far from equilibrium up to well-quantified time after which
a rapid transition to equilibrium occurs. See [5] for a detailed introduction to the
subject. Examples of Markov chains exhibiting such behavior include card shuffling1[2]
and random walks on a hypercube [6]. If we view the linearized Becker-Do¨ring equations
as a continuous time Markov chain, then the inequalities in Corollary 1.4 precisely
1This is easily remembered by the rule of thumb given in [2] that a deck of cards is not random
until shuffled 7 times.
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describe a type of cutoff phenomenon, where the cutoff time depends on the support of
the initial data.
We remark that in studying cutoff phenomena, the norm that is used is often
critically important. For example, in the case of random walks on a hypercube, if
deviations from equilibrium are measured in ℓ2 then there is no cutoff (in fact the
transition matrix is symmetric), but if measured in ℓ1 a cutoff phenomenon occurs
[8, 12]. The analogy continues to hold for the linearized Becker-Do¨ring equations: eLt
is exponentially decaying (and L is self-adjoint) in exponentially-weighted ℓ2 spaces but
displays a persistence phenomenon in polynomially-weighted ℓ1 spaces.
The analogies actually go even deeper. In [8], Jonsson and Trefethen suggest that
for the random walk on a hypercube the 1-pseudospectra help explain the cutoff phe-
nomenon. In the Becker-Do¨ring case, Theorem 1.2 establishes the existence of approx-
imate point spectrum (in the 1-norm) on the imaginary axis. Jonsson and Trefethen
also explain the cutoff phenomenon for the random walk on a hypercube case in terms
of the overlap of two sliding Gaussians, or in other words in terms of an advection
phenomenon. Our results above show that the cutoff times in the Becker-Do¨ring case
are similarly explained by advection. In short, the linearized Becker-Do¨ring equations
exhibit many of the same features seen in Markov chains that exhibit cutoff.
At this point, we are careful to remark that our cutoff result is not sharp, in the
sense that the upper and lower bounds do not match. More delicate analysis would be
required to obtain sharp results in this direction.
We also note that our results in this work do not address the cutoff phenomenon in
the context of nonlinear Becker-Do¨ring dynamics. Our reason for focusing on the linear
case is that it highlights some fundamental obstacles to uniform rates of convergence
and the differences between the dynamics in different function spaces, without getting
too bogged down in technicalities.
Consistent with other works on the Becker-Do¨ring equations [7], [10], we will make
the following standard assumptions on the model coefficients (ai),(bi):
ai>C1> 0 for all i≥ 1, (1.15)
lim
i→∞
ai+1
ai
=1, (1.16)
lim
i→∞
ai
bi
=:
1
zs
∈ (0,∞) (1.17)
ai,bi≤C2i for all i≥ 1. (1.18)
These assumptions are satisfied by many of the coefficients proposed for physical
phenomenon. For example, these assumptions are satisfied by the coefficients proposed
in [11]
ai= i
α, bi=ai
(
zs+
q
i1−β
)
, α∈ (0,1], β∈ [0,1], q > 0. (1.19)
Using (1.4), (1.16), and (1.17), it is straightforward to show that
lim
i→∞
Qi+1
Qi
=
z
zs
. (1.20)
In fact, if we write Qi= Q˜iz
i, then zs and µs are given by
zs=sup
{
z :
∞∑
i=1
iQ˜iz
i<∞
}
, µs=sup
{
∞∑
i=1
iQ˜iz
i : z<zs
}
.
6 Cutoff for Becker-Do¨ring equations
Hence the restriction to subcritical data, that is (1.3), implies that zzs < 1, which in turn
implies that the Qi are exponentially decaying.
2. Approximate Spectrum. The aim of this section is to prove Theorem 1.2.
The main idea is to construct approximate eigenvectors using wide pulses of constant
modulus with support far away from i=1. A simple version of the theorem, in the case
λ=0, can be found in the first author’s thesis, see Theorem 8.2.10 in [9].
Proof of Theorem 1.2. Define h˜i so that
iQi h˜i=


0 if i<N1
exp
(
λi(zs−z)−1
∑i
j=N1
a−1j
)
if N1≤ i≤N2
0 if N2<i
where N1<N2 are constants to be determined. Clearly
∞∑
i=1
Qii
k|h˜i|=
N2∑
i=N1
ik−1. (2.1)
Furthermore, for N1<i<N2, letting wi := exp
(
λi(zs−z)−1
∑i
j=N1
a−1j
)
,
Qii
k((Lh˜)i−λih˜i)= ikQi
(
bi(h˜i−1− h˜i)+aiQ1(h˜i+1− h˜i)−λih˜i
)
= ik−1wi

bi

Qiiexp
(
− λi(zs−z)ai
)
Qi−1(i−1) −1

+aiQ1

Qiiexp
(
λi
(zs−z)ai+1
)
Qi+1(i+1)
−1

−λi


= ik−1wi

−bi+ai−1Q1 iexp
(
− λi(zs−z)ai
)
(i−1) −aiQ1+bi+1
iexp
(
λi
(zs−z)ai+1
)
(i+1)
−λi

,
where we have used (1.4). By using the Taylor expansion of exp(w) near w=1, and
recalling that ii+1 =1+O(i
−1), we may use (1.17) to find that
Qii
k((Lh˜)i−λih˜i)
= ik−1wi
(
ai−1Q1−bi+bi+1−aiQ1+λi
(−ai−1Q1
ai(zs−z) +
bi+1
ai+1(zs−z)−1
)
+ O
(
1
ai
)
+O
(ai
i
))
.
Since ai−ai−1= o(1), we remark that
ai
i
=
a1+
∑i−1
j=1(aj+1−aj)
i
→0. (2.2)
Hence, using the assumptions that ai−ai−1= o(1), bi−bi−1= o(1) and ai→∞ we find
that
Qii
k((Lh˜)i−λih˜i)= ik−1wi
(
λi
(−ai−1Q1
ai(zs−z) +
bi+1
ai+1(zs−z)−1
)
+o(1)
)
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Recalling (1.16), (1.17), and that Q1= z, we find that for any δ> 0 we may choose N1
large enough that
Qii
k|(Lh˜)i−λih˜i|≤ δik−1 (2.3)
for all N1<i<N2.
On the other hand, for any i> 1 we have, by (1.17) and (1.20), that
Qii
k|(Lh˜)i−λih˜i|=Qiik
∣∣∣bi(h˜i−1− h˜i)+aiQ1(h˜i+1− h˜i)−λih˜i∣∣∣
≤ ik
(∣∣∣∣ biQiQi−1(i−1)
∣∣∣∣+
∣∣∣∣bii
∣∣∣∣+
∣∣∣∣ aiQ1QiQi+1(i+1)
∣∣∣∣+
∣∣∣∣aiQ1i
∣∣∣∣+
∣∣∣∣λi
∣∣∣∣
)
≤Cik−1ai,
where C is independent of i,N1, and N2. Equation (2.2) then implies that for any δ> 0
we may choose a N1 large enough that for all i> 1 we have
Qii
k|(Lh˜)i−λih˜i|<δik. (2.4)
Similarly, for i=1 by (1.16) and (1.20) we find that
|Q1(Lh˜)1−λih˜1|=
∣∣∣∣∣∣
∞∑
j=1
ajQjQ1(h˜j+1− h˜j)
∣∣∣∣∣∣
≤C
N2∑
j=N1
aj
j
,
with C independent of N1,N2. Hence, by (2.2), for any δ> 0 we may again choose N1
large enough that
|Q1(Lh˜)1−λih˜1|<δ(N2−N1). (2.5)
Choosing N2=2N1 it is straightforward to show that
C1N
k
1 <
∞∑
i=1
ik−1≤C2Nk1 . (2.6)
On the other hand, by equations (2.3),(2.4), (2.5) and (2.6), we have that
∞∑
i=1
Qii
k|(Lh˜)i−λih˜i|≤ |Q1(Lh˜)1−λih˜1|+ |QN1−1(Lh˜)N1−1−λih˜N1−1|
+ |QN1(Lh˜)N1−λih˜N1 |+ |QN2(Lh˜)N2−λih˜N2 |
+ |QN2+1(Lh˜)N2+1−λih˜N2+1|+
N2−1∑
i=N1+1
Qii
k|(Lh˜)i−λih˜i|
≤ δN1+4δNk1 +δC2Nk1 ,
where δ→0 as N1→∞. On the other hand, by (2.1) and (2.6) we have that
∞∑
i=1
Qii
k|h˜i|≥C1Nk1 .
8 Cutoff for Becker-Do¨ring equations
Hence we find that
lim
N1→∞
∑∞
i=1Qii
k|(Lh˜)i−λih˜i|∑∞
i=1Qii
k|h˜i|
=0.
By summing two of these pulses with non-overlapping support, scaled so that the mass
constraint is satisfied, we obtain the desired result. This completes the proof.
3. Cutoff Phenomenon. The aim of this section is to prove Theorem 1.3.
Before we begin the proof, we will give some definitions and recall key facts.
We recall that L generates a semigroup of contractions on ℓ2(Qi) (see Section 2
in [4]). We also recall that L generates a bounded semigroup on X1, namely the zero
mass subspace of ℓ1(Qii) (see Theorem 2.11 in [10]). In the proof, it will be necessary
to consider semigroups on the space ℓ1(Qii), not X1. To this end, note that ξi=
i/
∑∞
i=1Qii
2 is an eigenvector (with eigenvalue 0) of the operator L, normalized in
ℓ1(Qii). Furthermore, the linear mapping
h 7→µ(h)=
∞∑
i=1
Qiihi
is continuous on the space ℓ1(Qii). Hence for h∈ ℓ1(Qii) we can write
eLth= eLt(h−ξµ(h))+ξµ(h).
Because h−ξµ(h)∈X1, it is then straightforward to estimate
‖eLth‖ℓ1(Qii)≤‖eLt(h−ξµ(h))‖ℓ1(Qii)+‖ξµ(h)‖ℓ1(Qii)
≤M‖(h−ξµ(h))‖ℓ1(Qii)+C‖h‖ℓ1(Qii)≤C‖h‖ℓ1(Qii).
We also remark that eLt preserves mass, in the sense that for any h∈ ℓ1(Qii)
∞∑
i=1
Qii(e
Lth)i=
∞∑
i=1
Qiihi. (3.1)
The strategy in proving Theorem 1.3 is to approximate the operator L by a tridiag-
onal operator L˜ which is in “divergence” form in mass-weighted variables. From (1.10),
we note that for i> 1,
iQi(Lh)i= iQiQ1ai(hi+1−hi−h1)− iQi−1Q1ai−1(hi−hi−1−h1),
while for i=1,
Q1(Lh)1=Q
2
1a1(h2−2h1)+
∞∑
i=1
QiQ1ai(hi+1−hi−h1).
We define the operator L˜ by requiring that for i> 1,
iQi(L˜h)i= iQiQ1ai(hi+1−hi)−(i−1)Qi−1Q1ai−1(hi−hi−1),
and for i=1,
Q1(L˜h)1=Q
2
1a1(h2−h1).
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We remark that L− L˜ is a bounded operator in ℓ2(Qi), since
‖(L− L˜)h‖ℓ2(Qi)≤
(
∞∑
i=1
Qi
(
(bi−Q1ai)h1+ bi
i
hi−1− bi
i
hi
)2)1/2
+Q
1/2
1
∣∣∣∣∣
∞∑
i=1
Qiai(hi+1−hi−h1)
∣∣∣∣∣+Q1/21 (Q1a1(h2−2h1))2
≤C‖h‖2ℓ2(Qi),
where we have used the assumption that bi/i→0, the Cauchy-Schwarz inequality, and
the fact that
∑∞
i=1Qia
2
i <∞.
It will be more convenient throughout the proof to work with the mass-weighted
variables defined by vi=Qiihi, so that
∞∑
i=1
Qii|hi|=
∞∑
i=1
|vi|.
We can write v=Ih in terms of the diagonal operator I with entries Qii. Then we
can express the operator L in these new coordinates via similarity transformation as
Lv :=ILI−1v. Explicitly, the operator L is given by
(Lv)i= i(ai−1Qi−1−aiQi)v1+(−aiQ1−bi)vi+ai−1Q1 i
i−1vi−1+bi+1
i
i+1
vi+1, (3.2)
for i> 2, and for i=1 via
(Lv)1=
∞∑
i=1
bi+1
i+1
vi+1− aiQ1
i
vi−aiQiv1.
Similarly, in these coordinates, letting L˜v :=IL˜I−1v, we find that
(L˜v)i=ai−1Q1vi−1−aiQ1vi+bi+1 i
i+1
vi+1−bi i−1
i
vi, for i> 1,
(L˜v)1=−a1Q1v1+b2 1
2
v2.
(3.3)
These expressions show that L˜v takes the form of a discrete “divergence,” a fact that
will be useful below.
Given initial data u0 with fixed support, we will show how mass is advected through
the system using a type of minimum principle. In particular, we prove a minimum
principle on the “integrated” operator, that is the partial sums of eL˜tu0. After obtaining
good controls on the support of eL˜tu0, we then use Duhamel’s formula to establish
suitable estimates on (eLt−eL˜t)u0.
Proof of Theorem 1.3. Given initial data (h0) as in the statement of the theorem,
we set
h= eLth0, u0=Ih0=(Qiih0i ), u(t)=Ih(t)= eLtu0.
Clearly
∞∑
i=1
|ui|=
∞∑
i=1
Qii|hi|
10 Cutoff for Becker-Do¨ring equations
Given initial data u0 as in the assumptions, we let
v(t) := eL˜tu0=IeL˜tI−1u0,
and set
Vi :=
i∑
j=1
vi.
We find that the following identity holds, for all i≥ 1:
d
dt
Vi=−aiQ1vi(t)+bi+1vi+1(t) i
i+1
=−aiQ1(Vi−Vi−1)+bi+1(Vi+1−Vi) i
i+1
=: (LV )i,
(3.4)
where we let V0=0, and we have used the fact that Vi−Vi−1= vi.
Next, we claim that if u0 has compact support then limi→∞Vi(t)=1 for all t. As
L generates a semigroup of contractions on ℓ2(Qi), and as L˜ is a bounded perturbation
of L in ℓ2(Qi), we then have that e
L˜t also generates a semigroup on ℓ2(Qi) with bound
CeCt. Thus for any t> 0, eL˜th0 is an element of ℓ2(Qi). In other words, we have that
∞∑
i=1
v2i (t)
Qii2
=
∞∑
i=1
Qih
2
i (t)<Ce
Ct.
As the Qi decay exponentially, see (1.20), for any T > 0, and any t∈ [0,T ] we have that
|(LV )i|≤
∣∣∣∣−aiQ1vi(t)+bi+1vi+1(t) ii+1
∣∣∣∣≤Ci2+αQi,
which goes to zero as i→∞. This implies that, uniformly for t∈ [0,T ],
lim
i→∞
|Vi(t)−Vi(0)|≤ lim
i→∞
∫ t
0
|(LV (s))i|ds=0.
As limi→∞Vi(0)=1 (since
∑∞
i=1Qiih
0
i =1), we then have that uniformly for t∈ [0,T ],
lim
i→∞
Vi(t)=1. (3.5)
Step 1: Minimum principle for L. We claim that L satisfies a minimum
principle in the sense that if
∂tWi−(LW )i≥ 0, for all i∈N, t∈ [0,T ], (3.6)
then for any N
min
i∈1...N,t∈[0,T ]
Wi(t)≥min
(
min
i∈1...N
Wi(0), min
t∈[0,T ]
WN (t), min
t∈[0,T ]
W1(t)
)
.
To prove this, suppose that there exists some j ∈2 . . .N−1 and tˆ∈ (0,T ] so thatWj(tˆ)≤
Wi(t) for all i∈1 . . .N and t∈ [0,T ]. Then ∂tWj(tˆ)≤ 0, which in turn implies that
(LW (tˆ))j ≤ 0. However, the form of the differences in LW (see equation (3.4)), and
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the fact that Wj(tˆ) is a minimizer, in turn implies that Wj−1(tˆ)=Wj+1(tˆ)=Wj(tˆ). By
repeating this argument, we find that WN (tˆ)=W1(tˆ)=Wj(tˆ), which implies that the
bound holds.
Exactly the same proof gives a maximum principle as well, in the sense that if
∂tWi−(LW )i≤ 0, for all i∈N, t∈ [0,T ]
then for any N
max
i∈1...N,t∈[0,T ]
Wi(t)≤max
(
max
i∈1...N
Wi(0), max
t∈[0,T ]
WN (t), max
t∈[0,T ]
W1(t)
)
.
Step 2: Supersolutions. Define the function
W 1(x,t) :=
{
exp
(
x−A(N1,2t)
D
)
for x<A(N1,2t),
1 otherwise,
(3.7)
where D> 0 is a constant that will be determined later.
We then claim that there exists some N∗ (independent of N1) so that W
1
i (t) :=
W 1(i,t) is a supersolution (i.e., (3.6) is satisfied) for all t> 0 satisfying A(N1,2t)>N
∗.
Clearly for i>A(N1,2t)+1, (LW
1)i=0 and ∂t(W
1
i )=0, and hence (3.6) is satisfied
trivially. In the region i<A(N1,2t)−1 we compute:
∂tW
1
i −(LW 1)i=
2(zs−z)A(N1,2t)αW 1i
D
+aiQ1W
1
i (1−e−D
−1
)−W 1i
bi+1i
i+1
(eD
−1−1)
≥W 1i
(
2(zs−z)A(N1,2t)α
D
+
aiQ1− bi+1ii+1
D
− Ci
α
D2
)
=W 1i
(
2(zs−z)A(N1,2t)α
D
+
iα(z−zs)
D
+
o(iα)
D
− Ci
α
D2
)
,
where on the last line we have used the assumption that ai/i
α→1, as well as (1.17).
We note that as long as A(N1,2t)>N
∗, with N∗ independent of N1,N2 (and D), the
o(iα) term will be dominated by (zs−z)A(N1,2t)α/2D for all i<A(N1,2t). Hence for
D chosen large enough that CD <
zs−z
2 , and for i<A(N1,2t)−1 we will have that
∂tW
1
i −(LW 1)i≥ 0.
It only remains to prove the boundary cases. If A(N1,2t)<i<A(N1,2t)+1 then
∂tW
1
i −(LW 1)i=−(LW 1)i=aiQ1(W 1i −W 1i−1)≥ 0.
In the case A(N1,2t)−1<i<A(N1,2t) then
∂tW
1
i −(LW 1)i
=
2(zs−z)A(N1,2t)αW 1i
D
+aiQ1W
1
i (1−e−D
−1
)− bi+1i
i+1
(W 1i+1−W 1i )
≥ 2(zs−z)A(N1,2t,N1)
αW 1i
D
+aiQ1W
1
i (1−e−D
−1
)−W 1i
bi+1i
i+1
(eD
−1−1)
=W 1i
(
2(zs−z)A(N1,2t)α
D
+
iα(z−zs)
D
+
o(iα)
D
− Ci
α
D2
)
≥ 0.
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Hence (W 1) is a supersolution in the sense that it satisfies (3.6).
Similarly, if we define
W 2(x,t) :=
{
1 if x<A(N2,t/2),
exp
(
A(N2,t/2)−x
D
)
otherwise.
we can use exactly the same type of estimates to show that that W 2i (t) :=W
2(i,t) is
also a supersolution in the sense that (3.6) is satisfied, as long as A(N1,2t)>N
∗.
Step 3: Support bounds for v. We claim that W 1i (t)≥Vi(t) for all i∈N and
t> 0 such that A(N1,2t)>N
∗. To prove this, we first note that because A(N1,0)=N1,
we have that W 1(0)≥V (0). Furthermore, by (3.5) and (3.7) we have that
lim
i→∞
W 1i (t)−Vi(t)=0,
for all t> 0 such that A(N1,2t)>N
∗. Since W 1−V is a supersolution, the minimum
principle then implies that
min
i∈N,t∈[0,T ]
W 1i (t)−Vi(t)≥min
(
0, min
t∈[0,T ]
W 11 (t)−V1(t)
)
.
Suppose for the sake of contradiction that
min
t∈[0,T ]
W 11 (t)−V1(t)=W 11 (tˆ)−V1(tˆ)< 0
for some tˆ∈ (0,T ]. Clearly ∂t(W 11 −V1)(tˆ)≤ 0, and as W 1−V is a supersolution then
(L(W 1−V ))1≤ 0. The definition of L, along with the fact that W 1−V is minimized
at j=1, t= tˆ, then gives that
0≥ (L(W 1−V ))1=−aiQ1(W 11 −V1)+bi+1((W 12 −V2)−(W 11 −V1))
i
i+1
≥−aiQ1(W 11 −V1)> 0,
which is a contradiction. This then implies that
min
i∈N,t∈[0,T ]
W 1i (t)−Vi(t)≥ 0,
which is the desired conclusion.
This readily implies that for any ε there exists a K∗ (which depends only upon D
and ε) so that for all t small enough that A(N1,2t)>N
∗ we have that
⌈A(N1,2t)−K
∗⌉∑
i=1
vi(t)=V⌈A(N1,2t)−K∗⌉≤W 1⌈A(N1,2t)−K∗⌉<
ε
2
.
On the other hand, W 2(0)≥ 1−V (0). Hence by the minimum principle, W 2(t)≥
1−V (t) for all t> 0 such that A(N1,2t)>N∗, which thus implies, for all such t, that
∞∑
i=⌈A(N2,t/2)+K∗⌉
vi(t)<
ε
2
.
Next, we observe that the coefficient of vi in (L˜v)i is negative, whereas all of the other
coefficients are positive, see (3.3). This readily implies that if v0≥ 0 then vi(t)≥ 0 for
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all i∈N,t≥ 0. In turn, we may use the previous inequality to deduce that for all t> 0
such that A(N1,2t)>N
∗,
‖v−χv‖ℓ1 <ε.
Step 4 Duhamel estimates: By Duhamel’s formula, one has that
v(t)= eL˜tu0= eLtu0+
∫ t
0
eL(t−s)(L˜−L)v(s)ds. (3.8)
We seek to derive some simple bounds on the last term, which will provide the
estimates we need. To that end, we estimate∥∥∥∥
∫ t
0
eL(t−s)(L˜−L)v(s)ds
∥∥∥∥
ℓ1
≤M
∫ t
0
‖(L˜−L)v(s)‖ℓ1 ds
≤ M
∫ t
0
∞∑
i=2
∣∣∣∣v1i(−ai−1Qi−1+aiQi)+ bii vi− ai−1Q1i−1 vi−1
∣∣∣∣ ds
+M
∫ t
0
∣∣∣∣∣−a1Q1v1+
∞∑
i=1
(
bi+1
i+1
vi+1− aiQ1
i
vi−aiQiv1
)∣∣∣∣∣ ds,
where we have used that eLt has uniformly bounded operator norm in ℓ1 (since eLt is
uniformly bounded in ℓ1(Qii)). We remark that by our assumption that ai/i
α→1, and
the fact that the Qi decay exponentially, we have that
∞∑
i=2
∣∣∣∣v1i(−ai−1Qi−1+aiQi)+ bii vi− ai−1Q1i−1 vi−1
∣∣∣∣≤C
∞∑
i=1
iα−1|vi|.
Then using the facts that V ≤W 1, vi(t)≥ 0, and that 0<α< 1, we can estimate
∫ t
0
∞∑
i=1
iα−1|vi|≤
∫ t
0
⌈A(N1,2s)/2⌉∑
i=1
iα−1|vi|+
∞∑
⌈A(N1,2s)/2⌉
iα−1|vi|ds
≤
∫ t
0
exp
(−A(N1,2s)
2D
)
+
(
A(N1,2s)
2
)α−1
ds.
By the change of variables s 7→A(N1,2s), using (1.12) to write 2(zs−z)ds=
−A−αdA, and assuming t≤T where NT :=A(N1,2T )> 1, we find that∫ t
0
∞∑
i=1
iα−1|vi|≤C
∫ N1
NT
(
A−α exp
(−A
2D
)
+A−1
)
dA
≤C
(
N1−αT exp
(−NT
2D
)(
N1
NT
−1
)
+log
(
N1
NT
))
.
Similarly, we note that∣∣∣∣∣−a1Q1v1+
∞∑
i=1
bi+1
i+1
vi+1− aiQ1
i
vi−aiQiv1
∣∣∣∣∣≤C
∞∑
i=1
iα−1|vi|,
and hence we find that∥∥∥∥
∫ t
0
eL(t−s)(L˜−L)v(s)ds
∥∥∥∥
ℓ1
≤C
((
N1
NT
−1
)
+log
(
N1
NT
))
,
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where C is independent of v. Hence, recalling (1.12), we find that for any ε> 0 there
exists a δ so that for t<δN1−α1 we have that∥∥∥∥
∫ t
0
eL(t−s)(L˜−L)v(s)ds
∥∥∥∥
ℓ1
<ε.
In turn, by Duhamel’s formula (3.8), this immediately implies that for all t<δN1−α1 ,
‖u−v‖ℓ1≤ ε.
Step 5: Cutoff estimates for u. Using the triangle inequality, and the support
estimates on v from Step 3, we find that
‖u−χu‖ℓ1≤‖u−v‖ℓ1+‖v−χv‖ℓ1 +‖χ(v−u)‖ℓ1≤ 3ε
for any t<δN1−α1 . This, in light of (3.1), finishes the proof of Theorem 1.3.
Finally, we prove Corollary 1.4, as a natural consequence of Theorem 1.3.
Proof of Corollary 1.4. Let
u1i =
{
2/N for i∈ [N/4,N/2],
0 otherwise.
u2i =
{
2/N for i∈ [3N/4,N ],
0 otherwise.
Let χ1 and χ2 be the functions associated with u1 and u2 from Theorem 1.3. By the
form of A, we know that for some δˆ > 0 independent of N we know that χ1χ2=0 for all
t< δˆN1−α.
Let u0=u1−u2. By the form of A, that is (1.12), along with Theorem 1.3, we know
that
‖eLtu0‖ℓ1≥
∞∑
i=1
χ1|(eLt(u1−u2))i|+
∞∑
i=1
χ2|(eLt(u1−u2))i|
≥
∞∑
i=1
χ1|(eLtu1)i|−χ1|(eLtu2)i|+χ2|(eLtu2)i|−χ2|(eLtu1)i|
≥ 1−ε.
This proves the first part of the corollary.
For the second part, we recall (see section 3 in [4]) that eLt generates a semigroup
on the space
Yη :=
{
h :‖h‖η<∞, ‖h‖η :=
∞∑
i=1
Qie
ηihi,
∞∑
i=1
Qiihi=0
}
as long as η sufficiently small, and that eLt satisfies the bound
‖eLth0‖η≤Ce−λt‖h0‖η
for some λ> 0, and for all h∈Yη.
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We then note that any element ofX1 with support in {i<N}will also be an element
of Yη, and will satisfy
‖h0‖η=
N∑
i=1
Qie
iη|h0i |≤ eNη
∞∑
i=1
Qii|h0i |= eNη.
Hence we find that
‖eLth0‖1≤C‖eLth0‖η≤Ce−λt‖h0‖η≤Ce−λt+Nη.
The result then follows.
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