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Abstract
In this study, an implicit semi-discrete higher order compact (HOC) scheme, with an averaged time discretization, has been
presented for the numerical solution of unsteady two-dimensional (2D) Schrödinger equation. The scheme is second order accurate
in time and fourth order accurate in space. The results of numerical experiments are presented, and are compared with analytical
solutions and well established numerical results of some other ﬁnite difference schemes. In all cases, the present scheme produces
highly accurate results with much better computational efﬁciency.
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1. Introduction
This paper is devoted to the numerical computation of the unsteady two-dimensional (2D) Schrödinger equation
for wave function (x, y, t) in some continuous domain with suitable boundary conditions and an arbitrary potential
function V (x, y, t)
i

t
+ 
2
x2
+ 
2
y2
+ V (x, y, t)= 0, (1)
where i = √−1.
The solution for such kind of an equation is of fundamental importance in quantummechanics (modelling of quantum
devices [4]), electromagnetic wave propagation [13], underwater acoustics (paraxial approximations to wave equation
[20]), optics (Fresnel Equation [12]) and design of certain optoelectronic devices [8] as it models an electromagnetic
wave equation in a two-dimensional weakly guiding structure, given by the potential function V (x, y, t). It has also
found its application in various quantum dynamics calculations [9,7].
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Such linear Schrödinger equation has been represented in a hydrodynamical form also. In this formulation, system
(1) is replaced by a system of non-linear system of equations in terms of particle density and velocity potential, by
separating the real and imaginary parts of a general solution, called as quantum hydrodynamic equations (QHD), which
is formally analogous to the equations of irrotational motion in a classical ﬂuid [6]. Very similar model equations have
been used for quite a while in other areas of theoretical and computational physics, namely in superﬂuidity [14,15] and
in superconductivity [5]. For all these reasons, development of an efﬁcient numerical scheme for solving (1) represents
an important stake.
There have been attempts to develop numerical schemes for equations similar to the system (1). Several second
order spatial accurate schemes including (1, 5) explicit scheme, (5, 5) Noye–Hayman [17] fully implicit scheme
and (3, 3) alternating direction implicit (ADI) [16] scheme was discussed by Subasi [19]. In a similar attempt, a
Crank–Nicolson implicit scheme was used by Antoine et al. [3]. Explicit schemes, though very easy to implement,
have a severe disability limit to time step [1,2,18]. On the other hand, implicit schemes can be applied to obtain
a time accurate solution of an inherently unsteady situation or a time marching steady-state solution with a larger
time step.
The present work proposes the use of an implicit higher order compact (HOC) scheme for the solution to Eq. (1)
which is not only fourth order accurate in space but also second order accurate in time [10]. Such scheme, apart from
having a higher order of accuracy, uses a compact stencil which, when combined together, yields highly accurate
numerical solutions on relatively coarse grids with greater computational efﬁciency. To test the robustness, accuracy
and efﬁciency of the scheme, it is applied to two problems having analytical solutions. We then compare our numerical
results with the analytical and established numerical results along with grid independence studies. Our results exhibit
excellent comparison with both analytical and established numerical solutions.
The paper has been arranged in ﬁve sections. Section 2 deals with the scheme and issues related to it, Section 3 with
the solution of algebraic systems, Section 4 with the numerical test cases and ﬁnally Section 5 summarizes the whole
work.
2. The scheme
Assuming the problem domain to be rectangular, we construct on it a uniform rectangular mesh of steps x = b and
y = h in x- and y-directions, respectively. The standard forward-time central-space approximation to Eq. (1) at the
point (xj , yk) and nth time level is given by
i+t nj,k + (2x + 2y + V nj,k)nj,k − T nj,k = 0, (2)
where +t denotes ﬁrst order temporal forward difference operator and 2x , 2y are the second order central difference
operators along x- and y-directions, respectively. Here, the truncation error T nj,k is given by
T nj,k = −
1
12
(
b2
4
x4
+ h2 
4
y4
)
nj,k + O(b4, h4,t) (3)
with t as the uniform temporal step-length.
To obtain a fourth order compact formulation for Eq. (2), each of the derivatives of the leading terms of Eq. (3)
are compactly approximated to O(b2, h2,t) by differentiating the original partial differential equation (1). With this,
we get
4
x4
∣∣∣∣
n
j,k
= −(i2xt + 2x2y + V nj,k2x + 2xV nj,kx + 2xV nj,k)nj,k
and likewise
4
y4
∣∣∣∣
n
j,k
= −(i2yt + 2x2y + V nj,k2y + 2yV nj,ky + 2yV nj,k)nj,k .
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Thus, replacing the derivatives in Eq. (3) with the above, and subsequent substitutions for T nj,k in Eq. (2) yields the
O(b4, h4,t) approximation of the Schrödinger equation (1) as
i
(
1 + b
2
12
2x +
h2
12
2y
)
+t nj,k + (2x + 2y + V nj,k)nj,k +
b2
12
(V nj,k
2
x + 2xV nj,kx + 2xV nj,k)nj,k
+ h
2
12
(V nj,k
2
y + 2yV nj,ky + 2yV nj,k)nj,k +
(b2 + h2)
12
2x
2
y
n
j,k = 0. (4)
We now introduce a weighted averaged parameter  through the use of forward time approximation of /t such that
t = (1− )t(n) + t (n+1) where (n) and (n+ 1) represent the n and (n+ 1)th time levels, respectively. Using = 0.5,
(4) can be written in the following form:
l=1∑
l=−1
m=1∑
m=−1
(
pj+l,k+m − 12 aj+l,k+m
)
(n+1)j+l,k+m =
l=1∑
l=−1
m=1∑
m=−1
(
pj+l,k+m + 12 aj+l,k+m
)
(n)j+l,k+m (5)
with
aj−1,k−1 = −
(
1
b2
+ 1
h2
)
t, pj−1,k−1 = 0,
aj,k−1 =
{
2
(
1
b2
+ 1
h2
)
− 12
h2
− V nj,k + yV nj,k
}
t, pj,k−1 = i,
aj+1,k−1 = −
(
1
b2
+ 1
h2
)
t, pj+1,k−1 = 0,
aj−1,k =
{
2
(
1
b2
+ 1
h2
)
− 12
b2
− V nj,k + xV nj,k
}
t, pj−1,k = i,
aj,k =
{
24
b2
+ 24
h2
− 4
(
1
b2
+ 1
h2
)
− 8V nj,k − 2xV nj,k − 2yV nj,k
}
t, pj,k = 8i,
aj+1,k =
{
2
(
1
b2
+ 1
h2
)
− 12
b2
− V nj,k − xV nj,k
}
t, pj+1,k = i,
aj−1,k+1 = −
(
1
b2
+ 1
h2
)
t, pj−1,k+1 = 0,
aj,k+1 =
{
2
(
1
b2
+ 1
h2
)
− 12
h2
− V nj,k − yV nj,k
}
t, pj,k+1 = i
and
aj+1,k+1 = −
(
1
b2
+ 1
h2
)
t, pj+1,k+1 = 0.
Thereby, we obtain an implicit ﬁnite difference scheme of accuracy O(b4, h4,t2). The difference stencil require 9
points on both nth and (n+ 1)th time level resulting in what may be termed as the (9, 9) HOC scheme for the unsteady
2D Schrödinger equation.
3. Solution of algebraic systems
Wenowdiscuss the solution of algebraic systems associatedwith the newly proposedﬁnite difference approximations.
The ﬁnite difference approximation given in Eq. (5) may be rewritten as a single matrix equation
A(n+1) =(n), (6)
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where for a grid of size m×n, the coefﬁcient matrixA is an asymmetric sparse matrix of order mn, and(n+1) and(n)
are mn-component vectors. The entries of all the above matrices are complex numbers. It may be noted that generally
A is not diagonally dominant and as such general iterative solvers like Gauss–Seidel cannot be used here. Moreover its
non-symmetry does not allow one to use the conjugate gradient (CG) [11] method as an iterative solver. Therefore, to
solve (6), we have employed the bi-conjugate gradient stabilized (BiCGStab) [11] method without preconditioning.All
of our computations were carried out on a PC with a Pentium 4 processor and 512mB RAM.As the analytical solutions
for the test cases considered were close to zero at many locations, accurate resolution of the solution required that the
tolerance limit is set very small. Convergence was assumed to have achieved when the maximum -error between two
successive inner iteration steps was smaller than 10−13.
4. Numerical experiment
In order to study the validity and effectiveness of the proposed scheme, it is applied to two problems, one with the
presence of the potential function and the other, without it.
4.1. Problem 1
We consider Eq. (1) in the region 0x, y1 with potential function V (x, y) = 1 − (1/x2) − (1/y2) [19]. The
analytical solution of the equation is
(x, y, t) = x2y2eit .
The initial and the boundary conditions can be found from the analytical solution as
(x, y, 0) = x2y2
and
(x, 0, t) = (0, y, t) = 0, (x, 1, t) = x2eit , (1, y, t) = y2eit .
Since in this case the closed form of V (x, y, t) is known, we replace the ﬁrst and second order difference operators
of V nj,k in Eq. (5) by the analytical form of ﬁrst and second order partial derivatives of V (x, y, t). For example
xV nj,k = 4/x3j , 2xV nj,k = −12/x4j etc. This is the reason we term the present scheme as a semi-discrete HOC scheme.
To compare our results with that of [19], we obtained our results for nj,k at time t = 1.0 with x = y = 0.1
using two different values of the time step t , ﬁrst with t = 0.00005 and then with t = 0.00007. Compari-
son of errors from different schemes with these time-steps at the diagonal locations (ﬁrst column) are listed in the
Tables 1 and 2. Here the second and third columns, respectively represents the real and imaginary parts of the errors
from the well known explicit forward-time centered-space scheme, columns four and ﬁve represent the same obtained
withNoye–Hayman [17] (5, 5) point implicit formula, columns six and seven the (3, 3)Paceman–RachfordADI scheme
[16] and the last two columns represent the ones from the present scheme. From the above two tables it is clear that
our (9, 9) HOC scheme is far superior than the other schemes. This is also exempliﬁed by Table 3 where the solution
at t = 1.0, captured by our scheme with a very coarse time step t = 0.05 is presented along with the absolute errors at
the diagonal locations. Even with such a large time step, the errors produced by our scheme is much less than the other
schemes of Tables 1 and 2, who used a time step 1000 times smaller than this. Table 4 exhibits the grid-independence
of the numerical solutions obtained through the present scheme at time t = 1.0 with a very large time step t = 0.125;
one can see remarkably accurate results with a grid as coarse as 11 × 11. This can also be seen from Figs. 1(a) and
(b) which shows the surface plots of the analytical and numerical solutions at time t = 1.0 obtained with the same
time and space step lengths.To reach t = 1.0, the CPU time required was only 0.396 s with t = 0.05 and 0.154 s with
t = 0.125. In Figs. 2(a) and (b), we present the history of BiCGStab inner iteration numbers at each time-step with
varying x ( =y) and t , respectively. The number of inner iterations increases with increasing number of space
grid points and decreases with smaller time steps as expected.
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Table 1
Comparison of errors at diagonal locations with different schemes at time t = 1.0 with x = y = 0.1 and t = 0.00005 for problem 1
Location (x, y) Absolute error
(1,5 Explicit) (5,5 N–H) (3,3 P–R ADI) (9,9 Present)
Real Imaginary Real Imaginary Real Imaginary Real Imaginary
(0.1, 0.1) 3.0e − 5 1.0e − 5 4.8e − 5 1.3e − 5 6.5e − 5 1.3e − 5 1.464017e − 12 2.318060e − 11
(0.2, 0.2) 8.2e − 6 1.8e − 6 9.7e − 5 3.1e − 5 9.0e − 5 4.4e − 5 7.697330e − 11 2.526590e − 10
(0.3, 0.3) 1.1e − 6 3.2e − 6 7.3e − 5 1.1e − 4 3.7e − 5 2.9e − 4 2.356719e − 10 7.918115e − 10
(0.4, 0.4) 1.5e − 5 1.2e − 5 3.9e − 4 5.4e − 4 9.7e − 4 8.0e − 4 1.477440e − 10 1.740449e − 09
(0.5, 0.5) 6.5e − 5 3.4e − 7 4.2e − 4 6.3e − 5 2.7e − 3 1.6e − 3 1.114160e − 09 2.618325e − 09
(0.6, 0.6) 1.1e − 4 4.1e − 5 1.7e − 3 4.4e − 4 4.6e − 3 4.0e − 3 1.501871e − 09 3.098239e − 09
(0.7, 0.7) 1.1e − 4 6.9e − 5 2.6e − 3 5.4e − 4 5.4e − 4 6.2e − 3 1.303776e − 09 3.006879e − 09
(0.8, 0.8) 5.8e − 5 5.4e − 5 8.1e − 4 5.2e − 4 5.2e − 4 4.9e − 3 1.037973e − 09 2.227591e − 09
(0.9, 0.9) 1.4e − 5 1.7e − 5 7.0e − 4 4.1e − 4 4.1e − 4 2.2e − 3 5.167196e − 10 1.009846e − 09
Table 2
Comparison of errors at diagonal locations with different schemes at time t = 1.0 with x = y = 0.1 and t = 0.00007 for problem 1
Location (x, y) Absolute error
(1,5 Explicit) (5,5 N–H) (3,3 P–R ADI) (9,9 Present)
Real Imaginary Real Imaginary Real Imaginary Real Imaginary
(0.1, 0.1) 1.3e − 1 7.4e − 2 5.9e − 2 2.3e − 3 1.1e − 2 5.4e − 3 4.649457e − 12 2.594223e − 11
(0.2, 0.2) 5.4e − 2 4.0e − 2 5.4e − 3 3.5e − 4 4.3e − 3 1.8e − 3 7.811645e − 11 2.543443e − 10
(0.3, 0.3) 2.0e − 2 2.6e − 2 7.6e − 4 2.6e − 4 7.9e − 4 1.9e − 4 2.333156e − 10 7.897464e − 10
(0.4, 0.4) 2.1e − 2 2.4e − 2 9.3e − 4 8.7e − 3 7.0e − 4 7.2e − 4 1.511804e − 10 1.740626e − 09
(0.5, 0.5) 3.7e − 2 2.3e − 2 4.5e − 4 6.9e − 3 2.7e − 3 1.5e − 3 1.121718e − 09 2.629510e − 09
(0.6, 0.6) 5.4e − 2 1.5e − 2 5.7e − 3 4.4e − 4 4.6e − 3 4.1e − 3 1.509971e − 09 3.109323e − 09
(0.7, 0.7) 5.3e − 2 5.9e − 3 6.6e − 3 5.9e − 4 4.2e − 3 6.4e − 3 1.309933e − 09 3.012790e − 09
(0.8, 0.8) 3.3e − 2 2.0e − 2 6.2e − 3 5.2e − 3 3.7e − 3 5.0e − 3 1.040764e − 09 2.233476e − 09
(0.9, 0.9) 1.0e − 2 7.6e − 3 3.9e − 3 4.5e − 3 1.5e − 3 2.2e − 3 5.158313e − 10 1.012999e − 09
Table 3
Comparison of the analytical and the numerical solutions with the present scheme at diagonal locations along with the absolute errors at time t =1.0
with x = y = 0.1 and t = 0.05 for problem 1
(x, y) Exact Numerical (present) Absolute error
Real Imaginary Real Imaginary Real Imaginary
(0.1, 0.1) 5.403023e − 5 8.414710e − 5 5.404100e − 5 8.414106e − 5 1.076458e − 8 6.035893e − 9
(0.2, 0.2) 8.644837e − 4 1.346354e − 3 8.645842e − 4 1.346288e − 3 1.005605e − 7 6.568509e − 8
(0.3, 0.3) 4.376449e − 3 6.815915e − 3 4.376591e − 3 6.815806e − 3 1.420671e − 7 1.086648e − 7
(0.4, 0.4) 1.383174e − 2 2.154166e − 2 1.383180e − 2 2.154173e − 2 6.136007e − 8 7.463878e − 8
(0.5, 0.5) 3.376889e − 2 5.259194e − 2 3.376918e − 2 5.259206e − 2 2.856247e − 7 1.243044e − 7
(0.6, 0.6) 7.002318e − 2 1.090546e − 1 7.002381e − 2 1.090542e − 1 6.301346e − 7 4.475384e − 7
(0.7, 0.7) 1.297266e − 1 2.020372e − 1 1.297272e − 1 2.020363e − 1 6.451322e − 7 8.898503e − 7
(0.8, 0.8) 2.213078e − 1 3.446665e − 1 2.213084e − 1 3.446654e − 1 5.332976e − 7 1.087835e − 6
(0.9, 0.9) 3.544923e − 1 5.520891e − 1 3.544922e − 1 5.520883e − 1 1.058557e − 7 8.004305e − 7
4.2. Problem 2
In this case V = 0 in Eq. (1) with initial datum
0(x, y) = e−k0ix−(x
2+y2) (7)
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Table 4
Grid-independence study at the diagonal locations for the present scheme at time t = 1.0 with t = 0.125 for problem 1
Location (x, y) -value with grid-size
11 × 11 21 × 21 41 × 41
Real Imaginary Real Imaginary Real Imaginary
(0.1, 0.1) 5.407704e − 5 8.415879e − 5 5.407841e − 5 8.416027e − 5 5.407852e − 5 8.416040e − 5
(0.2, 0.2) 8.651484e − 4 1.346475e − 3 8.651538e − 4 1.346483e − 3 8.651542e − 4 1.346484e − 3
(0.3, 0.3) 4.379059e − 3 6.816030e − 3 4.379068e − 3 6.816047e − 3 4.379068e − 3 6.816048e − 3
(0.4, 0.4) 1.383717e − 2 2.154065e − 2 1.383718e − 2 2.154068e − 2 1.383718e − 2 2.154068e − 2
(0.5, 0.5) 3.377565e − 2 5.258782e − 2 3.377565e − 2 5.258784e − 2 3.377565e − 2 5.258784e − 2
(0.6, 0.6) 7.002717e − 2 1.090466e − 1 7.002716e − 2 1.090466e − 1 7.002716e − 2 1.090466e − 1
(0.7, 0.7) 1.297247e − 1 2.020279e − 1 1.297247e − 1 2.020279e − 1 1.297247e − 1 2.020279e − 1
(0.8, 0.8) 2.213028e − 1 3.446604e − 1 2.213028e − 1 3.446604e − 1 2.213028e − 1 3.446604e − 1
(0.9, 0.9) 3.544904e − 1 5.520867e − 1 3.544903e − 1 5.520868e − 1 3.544903e − 1 5.520868e − 1
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Fig. 1. Surface plots of the numerical and analytical solutions for  at time t = 1 with x =y = 0.1 and t = 0.125: (a) real part and (b) imaginary
part.
that generates the transient Gaussian distribution
(x, y, t) = i
i − 4t e
(−i((x2+y2+ik0x+k20 it)/(i−4t))) (8)
initially centered at (0, 0) and then moving along the negative x-direction as time progresses. Here k0 is the wave
number which we take as 5 to compare our results with that of Ref. [3]. Although this is an open domain problem we
have limited our computational domain to the square −2.5x, y2.5 extracting the boundary conditions from the
exact solution (8) as done in problem 1.Whereas the ﬁnite element solution in Ref. [3] used as many as 57 334 triangles
in an extended computational domain in order to eliminate spurious oscillations in the solution, our coarse grid solution
on a 41×41 grid (x=y=0.125,t =0.001) shows no such oscillations. In Fig. 3, we present the comparison of the
numerical and analytical solutions of this problem at three different time stations t = 0.25, 0.35 and 0.5, respectively.
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Fig. 2. Variation of BiCGStab inner iteration number with respect to (a) x = (y, with t = 0.125) and (b) t (with x = y = 0.1).
As can be seen from the ﬁgure, the numerical solution, devoid of any oscillations is almost indistinguishable from the
analytical one.
Remark. The extension of the present scheme to the non-linear Schrödinger equation is straightforward.One can obtain
the non-linear equation by substituting U(x, y, t) + |(x, y, t)|2 for V (x, y, t) in Eq. (1), where U is the potential
function now.A close look at the coefﬁcients p’s and a’s in Eq. (5) to compute  at the (n+ 1)th time level reveals that
V, xV , 
2
xV etc. are required only at the nth time level. With U and  already known at the nth time level, they can
be easily computed.
5. Conclusions
An implicit semi-discrete HOCﬁnite difference scheme has been employedwith averaged time discretization to solve
the unsteady 2D linear Schrödinger equation, with an arbitrary potential function and Dirichlet boundary conditions.
The scheme is second order accurate in time and fourth order accurate in space. It is easy to implement and the use of
bi-conjugate gradient stabilized algorithms for solving the complex algebraic system arising at every time level, makes
the implicit procedure computationally efﬁcient in capturing the transient solutions. Unlike the other well-established
schemes, the scheme is able to fully exploit its implicit nature in arriving at the solution to the test cases with much
larger time step and at the same time with signiﬁcant reduction in error. Computational efﬁciency of the scheme is
reﬂected by the low demand on CPU time. The results obtained in the test cases even on very coarse grids are in
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Fig. 3. Numerical and analytical solutions of the Gaussian problem at three time stations t = 0.25, 0.35 and 0.5 on a 41× 41 grid (x =y = 0.125,
t = 0.001).
excellent agreement with the analytical solution, underlining the high accuracy of the scheme. Research is going on
currently on the application of the present scheme to transient reaction–diffusion equation and non-linear Schrödinger
equation, which will be discussed in the near future.
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