An e cient Newton-GMRES algorithm is presented for computing steady compressible aerodynamic ows on structured grids. The algorithm uses preconditioned restarted GMRES in matrix-free form to solve the linear system arising at each Newton iteration. The preconditioner is formed using an ILU(2) factorization of an approximate Jacobian matrix after applying the Reverse CuthillMcKee reordering. Studies are presented which show the optimum choices of various parameters and strategies for the class of ows of interest. Finally, the algorithm developed is applied to a range of test cases and compared with a Newton-GMRES algorithm using an approximate Jacobian matrix and a well-known approximatelyfactored implicit algorithm. The new algorithm is shown to o er substantial reductions in the CPU time required to achieve a steady state.
Introduction
Computational methods for simulating aerodynamic ows have an important role in aircraft design. A great effort has been made to develop codes that can predict a wide range of complex ows. Many algorithms have been proposed for e cient computation of steady ows. Approximate factorization methods and methods exploiting multigrid in some manner are among the most popular and e cient.
In recent years, some authors have considered using Newton's method as a possible alternative for steady ows due to its property of quadratic convergence. found to be robust, but memory and the CPU time required to reach steady state are not competitive with the methods mentioned earlier. On the other hand, quasiNewton methods have shown promise. Quasi-Newton methods can be classi ed as inexact-Newton methods or approximate-Newton methods. In the rst category, the large linear system arising at each Newton step is solved approximately, using an iterative solver. In an approximate-Newton method, the functional Jacobian is simpli ed, thus producing an approximate linearization. The linear system is again solved iteratively. Since the Jacobian matrix can be very ill-conditioned and presents o -diagonal dominance, the use of a good preconditioner is critical to the success of any iterative solver. The range of options available in simplifying the system Jacobian matrix, preconditioning the system, and iteratively solving the system gives rise to a great variety of quasi-Newton methods. A popular class of methods, known as NewtonKrylov methods, uses an iterative solver of the Krylov family, often GMRES 3] , usually with a preconditioner built from an incomplete LU factorization.
Venkatakrishnan and Mavriplis 4, 5] and Rogers 6 ] use approximate-Newton methods: they apply GMRES to the Jacobian matrix arising from a rst-order approximation rather than a complete linearization of the spatial operator. They use an ILU(0) preconditioner. This approach requires less storage and fewer GMRES iterations per Newton iteration than inexact-Newton methods, but a larger number of Newton iterations.
Forsyth and Jiang 7] compared di erent quasiNewton methods for inviscid transonic ows over airfoils. They showed that an inexact-Newton method, which uses the second-order Jacobian, is more e ective than approximate-Newton methods, but a more expensive preconditioner, ILU (2) , is needed to ensure robustness. This approach is not very attractive from a storage point of view because of the need to store the second-order matrix and its ILU(2) factorization, which produces a huge number of non-zero entries.
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The development of matrix-free GMRES 8] permits the use of the true linearization at reduced memory cost, making inexact-Newton methods competitive with approximate-Newton methods. However, if an ILU preconditioner is used, a Jacobian is needed for the factorization. The rst-order Jacobian can be used; this is the approach followed by Nielsen et al. 9] and by Barth 10] .
A number of practical aspects of Newton-Krylov solvers have been addressed by the authors already mentioned, as well as in other recent studies such as Refs. 11] to 15], but several issues require further study. Optimal choices of preconditioning strategy and ordering of the unknowns need to be found for speci c problem classes. In addition, it is not yet clear whether approximate-Newton methods using the rst-order Jacobian, which require a larger number of outer iterations but at a cheaper cost per iteration, are more or less e ective overall than a matrix-free inexact-Newton method. Memory requirements need to be included in the assessment. Finally, Newton-Krylov methods should be compared with other e cient techniques such as multigrid or approximate factorization methods. These issues are addressed here in the context of inviscid and viscous ows over airfoils using a centered nite-di erence operator with non-linear arti cial dissipation.
The next section of the paper describes the main features of the algorithm. The test cases studied are then given. In the following section, we present a parametric study that addresses the optimum level of accuracy of the approximate-Newton iterates, preconditioning strategies, and reordering of the unknowns. The next two sections consist of a comparison with an approximate-Newton-GMRES method which makes use of the rst-order Jacobian and with ARC2D, an e cient Euler and NavierStokes solver for structured grids developed by Steger 16] and Pulliam 17] .
All the methods and strategies have been compiled and run using the same optimization ags and computer, a Pentium Pro 180. Thus, the CPU time constitutes an objective unit for e ciency comparison. For this reason, convergence histories are plotted using CPU time rather than iteration count.
Algorithm description
The spatial discretization is identical to that in ARC2D: a second-order centered-di erence operator with the second and fourth-di erence dissipation model of Jameson et al. 18] . A far-eld circulation correction is also included. The Baldwin-Lomax algebraic model 19] is used for turbulent ows. The steady-state solutions of the present algorithm are thus identical to those computed using ARC2D.
The spatial discretization leads to a nonlinear system of equations of the form
where Q contains the conservative ow variables. If this system of equations is linearized, it becomes
If A is an exact linearization of F(Q) of the form
i.e., the second-order Jacobian, denoted A 2 , then equation (2) represents Newton's method. Alternatively, if some approximation to A 2 is used, then an approximateNewton method is obtained. A simple approximation to A 2 with far fewer nonzero entries, which we designate A 1 , is obtained by using only second-di erence dissipation in forming the matrix. The coe cient of the seconddi erence dissipation is given by
where r 4 is the coe cient of the fourth-di erence operator of the arti cial dissipation on the right-hand side. Our experiments have shown that a good general value for the parameter in equation (4) Krylov solver GMRES, developed by Saad and Schultz 3], was found to be the most e cient Krylov iterative solver for the problems addressed in this paper. GMRES storage increases linearly with the number of search directions of the Krylov subspace, and CPU time increases quadratically. For this reason, we use a restarted version of the algorithm limiting the search directions to 20. In order to make a distinction between the Newton iterations on the non-linear problem and the GMRES iterations on the linear one, the terms \outer iterations" and \inner iterations", respectively, will be used.
Since GMRES requires only matrix-vector products, the algorithm can be implemented without forming the Jacobian matrix explicitly. It was already shown in 20] that such a matrix-free approach can be advantageous, from the point of view of both performance and storage. Barth 10] developed a technique to compute the exact product of the second-order Jacobian and a vector, using linearizations of the lower-order Jacobian. In this paper the nite-di erence technique is employed, where the product is approximated by
2 American Institute of Aeronautics and Astronautics F(Q) in equation (5) is the residual vector and " is a small scalar used to perturb the state quantities Q in the direction of v. The performance of this technique is very sensitive to ", especially when using forward di erencing 21]. Following Nielsen et al. 9] , " is determined such that " kvk 2 ' p " m (6) where " m is the value of \machine zero" for the hardware being used.
ILU preconditioners Incomplete LU factorizations are often regarded as e cient preconditioners for Krylov solvers. There have been two distinct approaches to forming such incomplete factorizations. The rst approach, named ILU(p), uses only the graph of the matrix to determine which entries to drop. A level of ll is attributed to each ll-in element. The element is dropped if its level exceeds a certain threshold p. A drawback of this strategy is that it is di cult to predict the amount of ll-in that will be generated. In the second approach, the drop-o rule is based on the numerical value of the elements introduced in the factorization rather than on their ll levels. Unfortunately, the amount of ll-in is also hard to predict for this approach, and this preconditioner is far more expensive to form than the rst approach.
ILUT(p, ), developed by Saad 22] , is a class of LU factorization that lies in between the two previous approaches. Two rules are used to determine which elements should be dropped at a given row. The rst rule consists in dropping any element smaller than a relative tolerance determined by and a norm of the original matrix. The second rule is controlled by the parameter p: if p l and p u are the number of non-zeros on the lower and upper part of a given row of the original matrix A, at most the largest p + p l and p + p u are kept in the lower and upper part of the preconditioning matrix. This rule allows us to control the maximum number of elements per row and thus the memory usage.
The ILU(p) and ILUT(p, ) factorizations are compared below, along with other aspects of the preconditioning.
Ordering of unknowns The ordering of the unknowns plays an important role in the convergence of the iterative solver 4, 23] . It can greatly a ect the quality of the incomplete factorization. As mentioned in 20], for some cases, numbering the nodes across the wakecut (designated or-3) produces a more e cient algorithm than using the natural ordering (designated or-1). The downside is that the bandwidth is twice as large, which can greatly a ect the performance in other cases. In order to obtain more consistent performance, we test two of the reordering algorithms typically used for unstructured grids. The Reverse Cuthill-McKee strategy 24] is a well-known bandwidth reduction algorithm. The minimum neighbouring algorithm 25] is a modi cation of the minimum degree reordering of George and Liu 26] . It was designed to minimize the lost information in a matrix incomplete factorization.
Start up Di erent relaxation techniques have been suggested in order to get past the rather violent nonlinear startup, particularly in transonic ows. One way to relax the solution is to damp the Newton updates to prevent the calculation of non-physical variable values 27]. An alternative to this technique is to rewrite equation (1) as dQ dt = F(Q)
and to apply implicit Euler time-di erencing. A nite time step can be used initially and, as t ! 1, Newton's method is obtained. This strategy is used by Mulder and Van Leer 28] . However, when a nite time step must be used, a cheaper relaxation algorithm can be employed 9] 29], signi cantly reducing computing time. This is particularly true for transonic ows, where too many outer iterations at low t are needed before fast convergence can be achieved, which is computationally expensive even when using a rst-order Jacobian. In the present study, the approximately-factored algorithm of ARC2D with two levels of mesh sequencing is used for the rst two orders of magnitude reduction of the residual. We also limit to 40 the maximum number of inner iterations for the rst 4 outer iterations.
Test cases
Six test cases are studied using the NACA 0012 airfoil: two inviscid ows, a laminar ow and three turbulent ows. The parameters de ning the test cases are given in Table 1 . The transonic turbulent ow conditions listed as case 6 are used for the comparisons unless stated otherwise. The initial condition is freestream ow.
For the inviscid cases, the grid used has 249 39 nodes with the wall spacing set to 2 10 ?3 chords. For the laminar case, the grid used has 249 49 nodes and a wall spacing of 5 10 ?4 chords. A 331 51 grid with the wall spacing set to 1 10 ?5 chords is used for turbulent cases. These grids provide reasonable numerical accuracy for the ows considered. Figure 1 shows the computed surface pressure coe cient for the six cases. Figure 1: Pressure coe cient for the cases described in Table 1 . Preconditioning strategies ILU preconditioners can be built using the second-order Jacobian or any \reason-able" approximation. For instance, we could use the rstorder Jacobian A 1 to form a preconditioner, M 1 , which requires less storage. On the other hand, the preconditioner M 2 , formed from A 2 , is potentially more e ective in reducing the number of iterations required by GMRES. In all cases we allow ll-in within the 4 4 blocks of the matrix used to build the preconditioner. After testing di erent levels of ll-in for ILU(p), we found that the optimum value is p = 2. Larger values require a substantial increase in memory with little or negative impact on performance. Figure 3 shows the convergence histories obtained with three di erent preconditioners for case 1 on a coarse grid (2) formed from the rst-order Jacobian. It should be noted that the number of non-zeros given by ILU(2) using A 1 is about the same as the number of non-zeros given by ILU(0) using A 2 . ILU(2) applied to A 2 requires excessive storage and is not considered here.
The results in Figure 3 show that the preconditioners built from A 1 are more e cient than the one built from the second-order Jacobian. This is examined in more detail with ILU(0). Consider an incomplete factorization of the form:
where E is the error matrix and M = LU. The preconditioned matrices are given by: AM ?1 = I ? EM ?1 (9) Since we are solving the preconditioned system, the matrix E is not as important as the preconditioned error matrix EM ?1 . As Saad 31] points out, when A is not diagonally dominant, L ?1 and U ?1 may have very large norms, causing EM ?1 = EU ?1 L ?1 to be very large and thus adding large perturbations to the identity matrix. In that case, the eigenvalues of AM ?1 will not be nicely clustered around unity. This situation can occur for inde nite problems or problems with large nonsymmetric parts. The latter is the case here.
In Table 2 , the Frobenius norms of the error matrices are presented. The results con rm that M 1 produces an error matrix E that has a bigger norm than the one from M 2 , but the norm of its preconditioned error matrix is much smaller than the one from M 2 . The matrix A 1 is more diagonally dominant than A 2 because we are adding a large amount of second-di erence dissipation. After testing many combinations, the values of the parameters p and of ILUT were xed at 15 and 0:1, respectively. This produces an e cient preconditioner while the number of non-zeros is similar to ILU(2). Table 3 shows the performance of ILU(2) and ILUT(15,0.1) for the 6 test cases. Two di erent reorderings are shown, Reverse Cuthill-McKee and Minimum Neighbouring. These are further discussed below. The table shows that for this application, the traditional ILU(2) is superior to ILUT for both orderings.
It was found that freezing the preconditioner after a few iterations does not signi cantly increase the number of iterations required by GMRES, and in some cases it even decreases them. In fact, the most e cient strategy for our code and applications is to compute the preconditioner only once, when we switch from approximate factorization to Newton-Krylov.
Ordering of unknowns The four di erent orderings described above, or-1, or-3, RCM and MN, have been tested for the six cases. In Figure 4 we show that for case 3, or-3 is more e cient than or-1, although this is not always the case. The bene ts of applying reordering techniques such as RCM and MN are clearly shown. The performance of MN is virtually independent of the initial ordering, or-1 or or-3. In contrast, the performance of RCM depends greatly on the initial ordering, with or-3 preferred. Table 3 shows that with ILU(2), faster convergence is achieved with RCM for cases 1 to 4, while for cases 5 and 6, MN is faster. Although further study with a wider range of cases is required, we concentrate on RCM for the remainder of the present paper. With ILUT(15, 0.1), MN is clearly superior to RCM; however, we do not consider this approach further, as it is slower than the combination of RCM and ILU(2) for all six cases.
Approximate versus inexact-Newton
Some of the most popular approximate-Newton methods use a rst-order Jacobian on the left hand side. One of the original reasons is that this matrix requires less storage than the second-order Jacobian. This is not an issue with the matrix-free implementation of GMRES. Another reason for using a rst-order Jacobian is that it is better conditioned than the second-order Jacobian; hence the inner iterations can converge faster. The penalty is an increased number of outer iterations. Numerical experiments are therefore required to compare the memory use and e ciency of these two strategies.
Memory comparison Needs for memory come mainly from the matrix, the preconditioner, and the search directions forming the Krylov subspace. The rst-order Jacobian with ILU(0) as preconditioner requires about 119 words per node to store the matrix (including integer arrays) and another 119 words for the preconditioner. Considering a Krylov subspace with ve search directions, since the convergence criterion is generally reached within ve iterations when the rst-order Jacobian is used, adds another 20 words per node. Thus the total is 258 words per node. Our matrix-free solver requires 208 words per 6 American Institute of Aeronautics and Astronautics node for the preconditioner and 80 for the Krylov subspace, which totals 288 words per node, just a 10% increase over the approximate-Newton strategy.
Performance comparison The convergence histories for the approximate-Newton strategies with two preconditioners, ILU(0) and ILU (2), and for the inexact-Newton strategy are plotted in Figure 5 . The approximate-Newton strategies have been optimized in the same fashion as the inexact-Newton strategy. For example, the inner residual is reduced by a factor of 5 10 ?1 when using ILU(0) and by 1 10 ?1 when using ILU (2) . The rst-order Jacobian A 1 is frozen after two outer iterations without penalty on the convergence rate.
The inexact-Newton strategy is 3 times faster than the approximate-Newton strategy which uses ILU(0) as preconditioner. The approximate-Newton strategy achieves better performance using ILU(2), but then uses 20% more memory than the matrix-free inexact-Newton approach and is still substantially slower. It is clear that the matrixfree inexact-Newton strategy, which produces a very accurate linearization and thus a modest number of outer iterations, is superior to the approximate-Newton approach.
Comparison with ARC2D
We now compare our inexact-Newton-Krylov strategy, with a very successful method which is widely used on structured grids, the approximately-factored Beam and Warming algorithm in diagonal form, as used in ARC2D 17] . Our algorithm consists of the matrixfree GMRES (20) solver, preconditioned with an ILU(2) factorization of the rst-order Jacobian formed using t = 20 and = 10 and the Reverse reordering. The preconditioner is computed at the rst Newton iteration and is not updated. The inner tolerance is set to reduce the residual one order of magnitude. The approximate factorization algorithm is used to reduce the outer residual two orders of magnitude before switching to the Newton-Krylov algorithm. In ARC2D, the wakecut can be treated implicitly or explicitly. The second option is faster but less robust. Both options, ARC2D-I (for implicit wakecut) and ARC2D-E (for explicit wakecut), are included in this study. Figure 6 shows the convergence histories for the six cases that we have studied and Table 4 shows some statistics for the Newton-Krylov algorithm. The number of inner and outer iterations required to reduce the residual norm to machine zero are shown. The outer iterations include only those done using the Newton-Krylov solver and not those of the approximately-factored algorithm. CPU time, on the other hand, includes the total run time. The last column shows the speedup factor over ARC2D-E to reach a residual of 1 10 ?15 . Substantial reductions in CPU expense (at least a factor of three) are achieved in all cases. In the laminar case (case 3), the new algorithm is over 15 times faster than ARC2D. The reductions in CPU expense relative to ARC2D-I are even larger.
Conclusions
An e cient matrix-free inexact-Newton-GMRES algorithm has been presented for the computation of steady aerodynamic ows. A number of approaches have been considered, and the nal algorithm incorporates the following: a matrix-free implementation of GMRES an ILU(2) preconditioner based on an approximate Jacobian matrix 7 American Institute of Aeronautics and Astronautics Newton-Krylov ARC2D-E ARC2D-I Figure 6 : Convergence history for the Newton-Krylov method and for ARC2D with implicit (ARC2D-I) and explicit (ARC2D-E) treatment of the wakecut for the cases described in Table 1. 8 American Institute of Aeronautics and Astronautics RCM reordering a relatively high tolerance in the inexact computation of the Newton iterates use of an approximately factored algorithm to reduce the residual two orders of magnitude before switching to Newton-Krylov The Newton-Krylov solver developed has been compared with two other ow solvers, one using an approximate-Newton-GMRES algorithm, and ARC2D, a well-known approximately-factored algorithm. Based on these comparisons, the following conclusions can be drawn:
The matrix-free inexact-Newton algorithm is substantially faster than the approximate-Newton strategy. The increase in memory requirements is small.
The matrix-free inexact Newton algorithm is also much faster than ARC2D for all of the cases studied. Note that there are other algorithms, generally based on multigrid, which are also faster than ARC2D, and the ARC2D algorithm can also be accelerated using multigrid 32], but ARC2D provides a useful reference because of its wide availability.
We are currently considering a number of strategies for reducing the CPU expense and memory requirements of our algorithm. Other future work involves extension to a eld-equation turbulence model and multi-block grids.
