The paper gives an overview of the Russian Semantic Similarity Evaluation (RUSSE) shared task held in conjunction with the Dialogue 2015 conference. There exist a lot of comparative studies on semantic similarity, yet no analysis of such measures was ever performed for the Russian language. Exploring this problem for the Russian language is even more interesting, because this language has features, such as rich morphology and free word order, which make it significantly different from English, German, and other wellstudied languages. We attempt to bridge this gap by proposing a shared task on the semantic similarity of Russian nouns. Our key contribution is an evaluation methodology based on four novel benchmark datasets for the Russian language. Our analysis of the 105 submissions from 19 teams reveals that successful approaches for English, such as distributional and skip-gram models, are directly applicable to Russian as well. On the one hand, the best results in the contest were obtained by sophisticated supervised models that combine evidence from different sources. On the other hand, completely unsupervised approaches, such as a skip-gram model estimated on a largescale corpus, were able score among the top 5 systems.
Introduction
A similarity measure is a numerical measure of the degree two given objects are alike. A semantic similarity measure is a specific kind of similarity measure designed to quantify the similarity of two lexical items such as nouns or multiword expressions. It yields high values for pairs of words in a semantic relation (synonyms, hyponyms, free associations, etc.) and low values for all other, unrelated pairs.
Semantic similarity measures proved useful in text processing applications, including text similarity, query expansion, question answering and word sense disambiguation [28] . A wide variety of measures were proposed and tested during the last 20 years, ranging from lexical-resource-based [31] to vector-based approaches, which in their turn evolved from Hyperspace Analogue to Language (HAL) by Lund and Burgess [24] to Latent Semantic Analysis (LSA) by Landauer and Dumais [20] , topic models [12] , Distributional Memory [2] and finally to neural network language models [26] . Many authors tried to perform exhaustive comparisons of existing approaches and developed a whole range of benchmarks and evaluation datasets. See Lee [22] , Agirre et al. [1] , Ferret [8] , Panchenko [28] , Baroni [4] , Sahlgren [33] , Curran [7] , Zesch and Gurevych [38] and Van de Cruys [36] for an overview of the state-of-theart techniques for English. A recent study of semantic similarity for morphologically rich languages, such as German and Greek, by Zervanou et al. [40] is relevant to our research. However, Russian is not considered in the latter experiment.
Unfortunately, most of the approaches to semantic similarity were implemented and evaluated only on a handful of European languages, mostly English. Some researchers, such as Krizhanovski [18] , Turdakov [35] , Krukov et al. [19] and Sokirko [34] , worked towards adapting several methods developed for English to the Russian language. These efforts were, however, mostly done in the context of a few specific applications without a systematic evaluation and model comparison. To the best of our knowledge, no systematic investigation of semantic similarity measures for Russian was ever performed.
The very goal of the Russian Semantic Similarity Evaluation (RUSSE) shared task 1 is to fill this gap, conducting a systematic comparison and evaluation of semantic similarity measures for the Russian language. The event is organized as a competition where systems are calculating similarity between words of a joint, previously unseen gold standard dataset.
To this end, we release four novel test datasets for Russian and an open-source tool for evaluating semantic similarity measures 2 . Using this standardized evaluation methodology, we expect that each new semantic similarity measure for the Russian language can be seamlessly compared to the existing ones. To the best of our knowledge, RUSSE is the largest and most comprehensive evaluation of Russian similarity measures to date. This paper is organized as follows: First, we describe previous shared tasks covering other languages. In Section 3, we outline the proposed evaluation methodology. Finally, Section 4 presents the key results of the shared task along with a brief discussion. 
Related Work
Evaluation of semantic similarity approaches can be fulfilled in various settings [3, 6, 21] . We identified three major research directions which are most related to our shared task.
The first strand of research is testing of automatic approaches relative to human judgments of word pair similarity. Most known gold standards for this task include the RG dataset [32] , the MC dataset [27] and WordSim353 [9] . These datasets were created for English. To enable similar experiments in other languages, there have been several attempts to translate these datasets into other languages. Gurevych translated the RG and MC datasets into German [13] ; Hassan and Mihalcea translated them into Spanish, Arabic and Romanian [14] ; Postma and Vossen [29] translate the datasets into Dutch; Jin and Wu [15] present a shared task for Chinese semantic similarity, where the authors translated the WordSim353 dataset. Yang and Powers [37] proposed a dataset specifically for measuring verb similarity, which was later translated into German by Meyer and Gurevych [25] .
Hassan and Mihalcea [14] and Postma and Vossen [29] divide their translation procedure into the following steps: disambiguation of the English word forms; selection of a translation for each word; additionally, translations were checked to be in the same relative frequency class as the source English word.
The second strand of research consists in testing of automated systems with respect to relations described in a lexical-semantic resource such as WordNet. Baroni and Lenci [3] stress that semantically related words differ in the type of relations between them, so they generate the BLESS dataset containing tuples of the form (w1, w2, relation). Types of relations include COORD (co-hyponyms), HYPER (hypernyms), MERO (meronyms), ATTRI (attributes-relation between a noun and an adjective expressing an attribute), EVENT (relation between a noun and a verb referring to actions or events). BLESS also contains, for each concept, a number of random words that were checked to be semantically unrelated to the target word. BLESS includes 200 English concrete single-word nouns having reasonably high frequency that are not very polysemous. The relata of the non-random relations are English nouns, verbs and adjectives selected and validated using several sources including WordNet, Wikipedia and the Web-derived ukWaC corpus.
The third strand of research evaluates possibilities of current automated systems to simulate the results of human word association experiments. The task originally captured the attention of psychologists, such as Griffiths and Steyvers [10] [11] . One such task was organized in the framework of the CogALex workshop [30] . The participants received lists of five given words (primes) such as circus, funny, nose, fool, and Coco and were supposed to compute the word most closely associated to all of them. In this specific case, the word clown would be the expected response. 2,000 sets of five input words, together with the expected target words (associative responses) were provided as a training set to the participants. The test dataset contained another 2,000 sets of five input words. The training and the test datasets were both derived from the Edinburgh Associative Thesaurus (EAT) [16] . For each stimulus word, only the top five associations, i.e. the associations produced by the largest number of respondents, were retained, and all other associations were discarded.
Evaluation Methodology
In this section, we describe our approach to the evaluation of Russian semantic similarity measures used in the RUSSE shared task. Each participant had to calculate similarities between 14,836 word pairs 3 . Each submission was assessed on the following four benchmarks, each being a subset of these 14,836 word pairs:
1 ).
In order to help participants to build their systems, we provided training data for each of the benchmarks (see Table 1 ). In case of the HJ dataset, it was only a small validation set of 66 pairs as annotation of word pairs is expensive. On the other hand, for the RT, AE and AE2, we had prepared substantial training collections of 104,518, 20,968, and 104,518 word pairs, respectively.
We did not limit the number of submissions per participant. Therefore, it was possible to present several models each optimised for a given type of semantic relation: synonyms, hypernyms or free associations. We describe each benchmark dataset below and summarize their key characteristics in Table 1 . 
Evaluation based on Correlations with Human Judgments (HJ)
The first dataset is based on human judgments about semantic similarity. This is arguably the most common way to assess a semantic similarity measure. The HJ dataset contains word pairs translated from the widely used benchmarks for English: MC [27] , RG [32] and WordSim353 [9] . We translated all English words as Russian nouns, trying to keep constant the Russian translation of each individual English word. It is not possible to keep exact translations for all pairs that have an exact match between lexical semantic relations between the two languages because of the different structure of polysemy in English and Russian. For example, the pair train vs. car was translated as поезд-машина rather than поезд-вагон to keep the Russian equivalent of car consistent with other pairs in the datset. Evaluation metric in this benchmark is Spearman's rank correlation coefficient (ρ) between a vector of human judgments and the similarity scores. Table 2 shows an example of some relations from the HJ collection. Firstly, we set up a special section on the RUSSE website and asked volunteers on Facebook and Twitter to participate in the experiment. Each annotator received an assignment consisting of 15 word pairs randomly selected from the 398 preliminarily prepared pairs, and has been asked to assess the similarity of each pair. The possible values of similarity were 0-not similar at all, 1-weak similarity, 2-moderate similarity, and 3-high similarity. Before the annotators began their work, we provided them with simple instructions 9 explaining the procedure and goals of the study. Secondly, we defined two assignment generation modes for the word pairs: 1) a pair is annotated with a probability inversely proportional to the number of current annotations (COUNT); 2) a pair is annotated with a probability proportional to the standard deviation of annotations (SD). Initially, the COUNT mode has been used, but during the annotation process, we changed to mode to SD several times.
By the end of the experiment, we obtained a total of 4,200 answers, i.e. 280 submissions of 15 judgements. Some users participated in the study twice or more, annotating a different set of pairs each time. We used Krippendorff's alpha [17] with an ordinal distance function to measure the inter-rater agreement: α = 0.49, which is a moderate agreement. The average standard deviation of answers by pair is σ̄ = 0.62 on the scale 0-3. This result can be explained primarily by two facts: (1) the participants were probably confusing "weak" and "moderate" similarity, and (2) some pairs were ambiguous or too abstract. For instance, it proved difficult for participants to estimate the similarity between the words «деньги» ("money") and «отмывание» ("laundering"), because on the one hand, these words are associated, being closely connected within the concept of money laundering, while on the other hand these words are ontologically dissimilar and are indeed unrelated outside the particular context of money laundering.
Semantic Relation Classification of Synonyms and Hypernyms (RT)
This benchmark quantifies how well a system is able to detect synonyms and hypernyms, such as:
• автомобиль, машина, syn (car, automobile, syn)
The evaluation dataset follows the structure of the BLESS dataset [3] . Each target word has the same number of related and unrelated source words as exemplified in Table 3 . First, we gathered 4,774 synonyms and hypernyms from the RuThes Lite thesaurus [23] . We used only single word nouns at this step. These relations were considered positive examples. To generate negative examples we used the following procedure:
Input: P-a set of semantically related words (positive examples), C-text corpus 10 . Output: PN-a balanced set of semantic relations similar to BLESS [3] with positive and negative examples for each target word.
1. Start with no negative examples: N = {}. 2. Calculate PMI-based noun similarity matrix S from the corpus C, where similarity between words w i and w j : The Semantic Relation Classification evaluation framework used here quantifies how well a system can distinguish related word pairs from unrelated ones. First, submitted word pairs are sorted by similarity. Second, we calculate the average precision metric [39] :
Here r is the rank of each relevant pair, R is the total number of relevant pairs, and P@r is the precision of the top-r pairs. This metric is relevant as it takes ranking into account; it corresponds to the area under the precision-recall curve (see Fig. 1 ).
It is important to note that average precision of a random baseline for the semantic relation classification benchmarks RT, AE and AE2 is 0.5 as these datasets are balanced (each word has 50% of related and 50% of unrelated candidates). Therefore, RT, AE and AE2 scores should not be confused with semantic relation extraction evaluation, a task where the ratio of related and unrelated candidates and the average precision are close to 0.0. Fig. 1 . Precision-recall curves of the best models on AE2 and RT datasets
Semantic Relation Classification of Associations (AE and AE2)
In the AE and AE2 tasks, two words are considered similar if one is a cognitive (free) association of another. We used the results of two large-scale Russian associative experiments in order to build our training and test collections: the Russian Associative Thesaurus 11 (AE) and the Sociation.org (AE2). In an associative experiment, respondents were asked to provide a reaction to an input stimulus, e.g.:
• The strength of an association is quantified by the number of respondents providing the same reaction. Associative thesauri typically contain a mix of synonyms, hyponyms, meronyms and other relations. Relations in such thesauri are often asymmetric.
To build the test sets we gathered 976 and 1,501 associations respectively from the Russian Associative Thesaurus and the Sociation.org. At this step, we used the target words with the highest association value between stimulus and reaction. Similarly to the RT dataset, we used only single-word nouns. Negative word pairs i.e. semantically unrelated words, were generated with the procedure described in the previous section. In the same fashion as the RT, we use average precision to measure the performance on the AE and AE2 benchmark datasets.
Results and Discussion
Initially, 52 groups registered for the shared task, which shows high interest in the topic. A total of 19 teams finally submitted at least one model. These participants uploaded 105 runs (1 to 17 runs per team). A table with the evaluation results of all these submissions is available online 12 . To make the paper more readable, we present only abridged results here. First, we removed near duplicate submissions. Second, we kept only the best models of each participant. If one model was better than another with respect to all four benchmarks then the latter was dropped.
Participants used a wide range of approaches in order to tackle the shared task including: These methods were applied to corpora of different sizes and genres (see Table 4 ), including Wikipedia, the Russian National Corpus (RNC), RuWaC, a news corpus, a web crawled corpus, a Twitter corpus, and three collections of books (Google N-Grams, Lib.ru, and Lib.rus.ec). Detailed descriptions of some submissions are available in the proceedings of the Dialogue 2015 conference 13 . Table 6 in the appendix presents the top 10 models according to the correlations with human judgements (HJ). The best results were obtained by the model 5-rt-3 14 , combining corpus-, dictionary-, and morpheme-based features. As one may observe, systems building upon CBOW and skip-gram models [26] trained on a big corpus yielded good results in this task. On the other hand, the classical distributional context window model 17-rt-1 also managed to find its place among the top results. Finally, the recent GloVe model 16-ae-1 also proved successful for the Russian language. Table 5 . 11 best models, sorted by the sum of scores. Each of the models is in top 5 of at least in one of the four benchmarks (HJ, RT, AE and AE2). Top 5 models are in bold font. Results of the RT benchmark (synonyms and hypernyms) are summarized in Table 7 in the appendix. The first place belongs to a knowledge-based model that builds upon Wiktionary and Wikipedia. Otherwise, all other models at the top are either based on standard word2vec tools or on a hybrid model that relies on word2vec embeddings. Tables 8 and 9 list models that were able to successfully capture cognitive associations. The supervised models 5-ae-3 and 1-ae-1 that rely on heterogeneous features, including those from CBOW/skip-gram models, showed excellent results on both AE and AE2 benchmarks. Like in the other tasks, the word2vec, GloVe and distributional context window models show very prominent results. Interestingly, the systems are able to better model associations (top 10 submissions of AE2 ranging from 0.96 to 0.99) than hypernyms and synonyms (top 10 submissions ranging from 0.85 to 0.96) as exemplified in Tables 8 and 10 . Therefore, semantics that is mined by the skip-gram model and other systems is very similar to that of cognitive associations.
Model ID HJ RT-AVEP AE-AVEP AE2-AVEP Method Description
Again, we must stress here that the average precision of semantic relation classification presented in Tables 5-9 should not be confused with the average precision of the semantic relation extraction, which is normally much lower. Our evaluation schema was designed to learn relative ranking of different systems.
Finally, Table 5 lists the 11 most successful systems overall, ranked by the sum of scores. Each model in this table is among the top 5 of at least one of the four benchmark datasets. The best models either rely on big corpora (ruWaC, Russian National Corpus, lib.rus.ec, etc.) or on huge databases of lexical semantic knowledge, such as Wiktionary. While classical distributional models estimated on a big corpus yield good results, they are challenged by more recent models such as skip-gram, CBOW and GloVe. Finally, supervised models show that it is helpful in this context to adopt an unsupervised model for a certain type of semantic relations (e.g. synonymy vs. association) and to combine heterogeneous features for other types.
Conclusions
The RUSSE shared task became the first systematic attempt to evaluate semantic similarity measures for the Russian language. The 19 participating teams prepared 105 submissions based on distributional, network, knowledge and neural network-based similarity measures. The systems were trained on a wide variety of corpora ranging from the Russian National Corpus to Google N-grams. Our main contribution is an opensource evaluation framework that relies on our four novel evaluation datasets. This evaluation methodology lets us identify the most practical approaches to Russian semantic similarity. While the best results in the shared task were obtained with complex methods that combine lexical, morphological, semantic, and orthographic features, surprisingly, the unsupervised skip-gram model trained a completely raw text corpus was able to deliver results in top 5 best submissions according to 3 of the 4 benchmarks. Overall, the experiments show that common approaches to semantic similarity for English, such as CBOW or distributional models, can be successfully applied to Russian.
Semantic similarity measures can be global and contextual [5] . While this research investigated global approaches for Russian language, in future research it would be interesting to investigate which contextual measures are most suited for languages with rich morphology and free word order, such as Russian. Table 9 . 10 best models according to the AE2 benchmark. Top 5 models are in bold font 
Appendix 1. The Best Submissions of the RUSSE Shared Task

