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Abstract
Layered materials in which atomic sheets are stacked together by weak van der Waals
forces can be used to fabricate two-dimensional systems. They represent a diverse
and rich, but largely unexplored, source of materials. Atomically-thin structures de-
rived from these materials possess a number of interesting electrical, optical, and me-
chanical properties, and are attractive for new nanodevices. For their applications in
semiconductor industry, it is necessary to understand the dynamics of photoexcited
quasiparticles that occur on ultrafast time scales of less than one nanosecond. In this
dissertation, I discuss ultrafast optical experimental techniques and results from var-
ious two-dimensional materials, which provide information about electronic dynam-
ics. First, a second harmonic generation technique that can be used to find the crys-
talline orientation, thickness uniformity, layer stacking, and single-crystal domain size
is discussed, with results presented on exfoliated and chemical vapor deposition MoS2
samples. Second, a third harmonic generation technique is discussed, which can be
used to explore nonlinear optical properties of materials, and results are presented on
graphene and few-layer graphite films. Third, a spatially resolved femtosecond pump-
probe is described, which can be used to study hot carrier and photoexcited phonon
dynamics and results are presented on Bi2Se3 sample. Then, exciton dynamics in
MoS2 and MoSe2 are explored by using transient absorption microscopy with a high
spatiotemporal resolution. Finally, a polarization-resolved femtosecond transient ab-
sorption spectroscopy that can be used to study valley and spin dynamics is discussed,
with results presented on monolayer, few-layer, and bulk MoSe2 samples.
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1.1 Motivation and introduction to materials studied
The development of silicon has brought the electronics industry to a different level. Due to its
remarkable properties and many advantages, including abundance on earth, stable oxide formation,
and low cost, silicon has been the best choice for the semiconductor industry for many decades.
The performance of electronic devices have greatly improved as a consequence of reducing their
component sizes. However, the currently implemented feature sizes are close to the physical limits.
As a result, research on alternatives to silicon, particularly those with reduced dimensions, has
increased.
In this dissertation, the focus is on newly discovered two-dimensional (2D) crystals including
graphene, bismuth selenide (Bi2Se3), molybdenum disulfide (MoS2), and molybdenum diselenide
(MoSe2).
Carbon exists in many forms. The two best-known forms of elemental carbon, diamond and
graphite, have been examined for several centuries. Although both forms only differ by the ar-
rangement of the carbon atoms, they are very different in terms of physical properties. In diamonds,
each carbon atom is strongly bonded by covalent bonds to four other carbon atoms. This gives the
diamond crystalline structure a tetrahedral shape. Graphite is made up of layers of thin sheets of
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carbon atoms possessing strong covalent bonds between the atoms but weak van der Waals forces
between the layers. These layers are called graphene. Graphene is considered a miracle material
due to its extraordinary properties.
The interest in 2D systems began with the isolation of these single sheets of carbon atoms
from the parent bulk graphite.8 Graphene exhibits a number of unusual and remarkable transport
properties that make it attractive for nanoelectronic applications,9–11 including high mobility8, 11–13
and nearly ballistic transport at room temperature.12, 14 However, it is the optical properties of
graphene that are of primary interest in this dissertation.
Nonlinear optical processes are good tools to understand material properties, including struc-
tural symmetry or band structure. Graphene is considered to have a strong nonlinear optical
response. However, second-order nonlinearities in graphene are expected to be weak because
of symmetry considerations. For example, graphene mounted on a substrate has C6v symmetry.
Therefore, the only allowed sources of second-order responses are the interfaces.15 On the other
hand, the third-order response is not restricted by the inversion symmetry. In this dissertation, I
will discuss third harmonic generation in graphene.
Graphene is a very good 2D material to investigate nonlinear optical effects. However, pristine
graphene lacks a proper bandgap, a critical property for electronic devices. It is possible to generate
a bandgap in graphene but carrier mobility is sacrificed.
Following the discovery of graphene, another group of layered materials, called transition metal
dichalcogenides (TMDs), has attracted significant attention. Unlike graphene, thin films of TMDs
behave like semiconductors possessing a large bandgap. As a result, TMDs are promising candi-
dates for electronic device materials. In this dissertation, research related to two key examples of
TMDs, MoS2 and MoSe2, will be discussed.
Monolayer MoS2 is a direct semiconductor with a bandgap in the visible-light range. Inves-
tigations on MoS2’s potential applications in logic electronics were stimulated by MoS2’s large
bandgap and its structural similarity with the widely-studied graphene.16, 17 Since monolayer
MoS2’s bandgap resides in the visible range, it is an attractive candidate for various optoelectronic
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and photonic applications, such as phototransistors18, 19 and heterojunction solar cells.20 An added
benefit of MoS2 is that it has work functions that are compatible with commonly used electrode
materials. Finally, MoS2 has stable charge exciton states even at room temperature,21 making it an
ideal material for optoelectronic applications.
While breakthroughs in the understanding of the mechanical, electronic, and linear optical
properties of MoS2 atomic layers have been made, little is known about their nonlinear optical
properties and exciton dynamics. Nonlinear optical responses are important aspects of light-matter
interactions and can play important roles in various photonic and optoelectronic applications, espe-
cially in those involving high-intensity laser beams. As mentioned earlier, graphene has inversion
symmetry, making its second-order response vanish. However, odd thin layers of MoS2 are non-
inversion symmetric. Moreover, bulk and even layers of MoS2 are centrosymmetric. For the sake
of understanding, the nonlinear optical properties and second harmonic generation microscopy of
monolayer MoS2 are studied in this dissertation.
In addition, a transient absorption microscopy of bulk MoS2 will also be discussed in this dis-
sertation. Studies on bulk MoS2 can provide complementary information for understanding mono-
layers and their interaction with environments and substrates, since the properties of monolayer
MoS2 are different from, but related to, the bulk.
Monolayer MoSe2 possesses a similar structure as MoS2 and exhibits several properties that
make it an attractive alternative. For example, MoSe2’s direct bandgap is close to the optimal
bandgap value of single-junction photovoltaic devices. Several studies have demonstrated applica-
tions of MoSe2 in photovoltaic22, 23 and photocatalysis.24 Few-layer MoSe2 has nearly degenerate
direct and indirect bandgaps. Hence, it is possible to modulate the nature of the bandgap, and there-
fore control its optical properties, via temperature25 and strain.25, 26 It was proposed that these 2D
crystals can be used as building blocks to fabricate new van der Waals heterostructures and even
new 3D crystals.27–29 Very recently, such structures have been fabricated and investigated for ap-
plications in photovoltaics,30 vertical field-effect tunneling transistors,31, 32 and memory devices.33
MoSe2 is expected to play an important role in this new form of material discovery and design.
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TMDs have unique spin and valley properties.34–36 Hence, they have emerged as promising
materials for spintronics37–39 and valleytronics,40 where the spin degree of freedom or the valley
index of electrons is used for information processing. In this dissertation, I also demonstrate op-
tical injection and detection of valley- and spin-polarized excitons in MoSe2 monolayers at room
temperature by polarization-resolve transient absorption measurements.
Along with graphene and TMDs, another important novel 2D material, Bi2Se3, will also be
discussed in this dissertation. Bi2Se3 is a member of topological insulator family. As a new
insulating state of matter, a topological insulator behaves like a bulk insulator with a large bandgap
in its interior, but with a gapless surface state that is protected by time-reversal symmetry.41–44
Two-dimensional topologically protected edge states, also known as quantum spin Hall effect,
were predicted in 2005,45 and soon thereafter demonstrated in mercury telluride (HgTe) quantum
wells.46 More recently, three-dimensional bulk topological insulators were also predicted47, 48 and
demonstrated in several binary bismuth compounds.49–51
1.2 Overview of the dissertation
The majority of the work presented in this dissertation belongs to photoexcited quasiparticles. The
basic structure of my dissertation are as follows.
In Chapter 2, a general theory of optics, with emphasis on nonlinear optics, will be discussed.
This chapter includes the concepts of the nonlinear interactions between light and matter. Two
important aspects of nonlinear interactions between light and matter, one relating to second-order
nonlinearity and the other corresponding to third-order nonlinearity, are also discussed.
In Chapter 3, experimentation detailing second- and third-order nonlinearity will be discussed,
with results on MoS2 and graphene presented. Experiments associated with second-order nonlin-
earity show that the lack of inversion symmetry in monolayer MoS2 allows a strong optical second
harmonic generation.
Chapter 4 begins with a theoretical discussion of photoexcited quasiparticle dynamics in 2D
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materials and is followed, in chapter 5, by possible experimental techniques to probe such dynam-
ics.
In Chapter 6, results on photoexcited quasiparticle dynamics of Bi2Se3, MoS2, and MoSe2
will be shared. This chapter has three sections. In the first section, carrier and phonon dynamics in
Bi2Se3 crystal are studied through a spatially resolved ultrafast pump-probe technique. Pronounced
oscillations in differential reflection are observed with two distinct frequencies. In the second
section, a transient absorption microscopy study of exciton dynamics in bulk MoS2 crystals at
room temperature is given. In the final section of Chapter 6, a study of excitonic dynamics in
MoSe2 monolayer and bulk samples by femtosecond transient absorption is examined. The study
shows a strong density-dependent initial decay of the exciton population in monolayers, which can
be well described by the exciton-exciton annihilation.
Chapter 7 and Chapter 8 are extensions of Chapter 5 and Chapter 6. They include investigations
of photoexcited quasiparticle diffusion coefficient in MoS2, MoSe2, and Bi2Se3. In Chapter 7, a
theoretical description of diffusive transport is given followed by experimentation and results in
Chapter 8.
Chapter 9 focuses on valley and spin dynamics in monolayer MoSe2 by polarization resolved
femtosecond transient absorption spectroscopy. Valley- and spin-polarized excitons are injected
by a circularly polarized pulse, with an excess energy of 120 meV. Relaxation of the valley polar-
ization is time-resolved by measuring dynamical circular dichroism of a linearly polarized probe
pulse tuned to 790 nm, which is the peak of the exciton resonance of monolayer MoSe2.




Theoretical foundation of optics
2.1 Introduction
In material science, one of the key techniques to study material properties are spectroscopy tech-
niques, which belong to the study of matter through its interaction with electromagnetic radiation.
Classically, the ligh-matter interactions are a result of an oscillating electromagnetic field interact-
ing with the electrons of the atoms and molecules of the material. Light matter interactions give
rise to various optical processes, such as absorption, transmission, reflection, scattering etc., which
are very useful to study optical properties of materials. The electromagnetic theory of optics begins
with Maxwell’s equations,
∇ · D⃗ = 4πρ , (2.1)
















where E⃗ is the electric field, D⃗ the electric flux density or displacement, H⃗ the magnetic field, B⃗ the
magnetic flux density, J⃗ the electric current density, and ρ the electric charge density. The electric
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and magnetic flux densities are defined as
D⃗ = ε0E⃗ + P⃗, (2.5)
B⃗ = µ0H⃗ + M⃗, (2.6)
where P⃗ is the polarization and M⃗ is the magnetization of the optical medium, ε0 and µ0 are called
permittivity and permeability of free space respectively. We see from above relations that optical
characteristics of a medium in presence of electromagnetic radiation are completely determined by
how P⃗ and M⃗ react to the electromagnetic field.
2.2 Linear interactions between light and matter
Interaction between light and matter can often be assumed to be linear, when the light intensity is
relatively low. In this regime, the electric field of light induces a polarization given by,
P⃗ = ε0χE⃗, (2.7)
here χ is the linear susceptibility, which is related to the dielectric constant by,
εr = 1+χ . (2.8)
Usually, the real and imaginary parts of εr determines the index of refraction and absorption
coefficient, respectively. When light propagate in a solid, these two parameters describes the retar-
dation and attenuation of light caused by the material. Since χ is the foundation of linear optical
properties of materials, theoretical and experimental studies of χ of various materials are a major
part of optical studies of materials.
The χ , as well as its spectrum, of most materials are well known. When exploring new mate-
rials, χ is often among the first set of material parameters to measure. From a fundamental point
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of view, since χ is determined by electronic structure and lattice properties, it can reveal even
more fundamental properties of materials. For example, absorption spectroscopy is often used to
determine the energy bandgap of materials. It is also well known that χ changes with the state of
the material, like temperature, pressure, and energy distribution of electrons. For example, when
electrons are excited from lower to higher energy levels, absorption coefficient at the wavelength
corresponding to the energy difference of these two levels is reduced, because the occupation of
the excited level prevent further excitation of electrons to that level. This effect is known as phase-
state filling. Although the change of the absorption coefficient if often small, this effect is the
foundation transient absorption spectroscopy, which has important applications in time-resolved
studies of electronic dynamics.
2.3 Nonlinear interactions between light and matter
As mentioned earlier for a small electric field, the relation between electric field and polarization
is linear. However, this linear relationship breaks if the electric field is comparable to interatomic
electric fields, typically 105 to 108 V/m. In other words higher order susceptibilities come into
play when the light’s electric field becomes sufficiently large. At this point the electric polarization
depends on higher powers of the electric field,15
−→P (t) = ε0[χ(1)
−→E (t)+χ(2)−→E 2(t)+χ(3)−→E 3(t)+ ......].
2.3.1 Second order nonlinear susceptibility
The second-order polarization,
−→P 2(t) = ε0χ(2)
−→E 2(t), (2.9)
gives rise to several second-order nonlinear optical processes, such as second harmonic genera-
tion(SHG), sum frequency generation (SFG), difference frequency generation (DFG) or optical
8
rectification (OR).
In the SHG process, a laser beam with electric field of
−→E (t) = Ee(−ιωt)+ c.c., (2.10)
is incident upon a crystal for which the second order susceptibility, χ(2) is non-zero. The nonlinear
polarization that is created in such a crystal is given by,15
−→P 2(t) = 2ε0χ(2)EE∗+ ε0χ(2)E2e−ι2ωt + c.c.. (2.11)
We see that the second-order polarization consist of a contribution zero frequency (the first term)
and a contribution at frequency 2ω (the second term). This latter contribution can lead to the
generation of the radiation at the second-harmonic frequency.
2.3.2 Third order nonlinear susceptibility
The third-order contribution to the nonlinear polarization is given by,
−→P 3(t) = ε0χ(3)
−→E (t)3. (2.12)
If the incident light is monochromatic, the third order polarization is






The first term in the above equation describes a response at frequency 3ω that is created by an
applied field at frequency ω . This term leads to the process of third-harmonic generation.
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Chapter 3
Harmonic generation in 2D crystals
3.1 Second harmonic generation in MoS2
3.1.1 Introduction
Recently, significant research has been focused on exploring new types of atomically thin crystals
based on layered materials, such as transition metal dichalcogenides (TMDs), MX2 (M=Mo, W;
X=S, Se, Te).52 The most extensively studied member of this family is MoS2. In 2010, photolumi-
nescence experiments53, 54 and microscopic calculations54, 55 indicated that, although bulk MoS2 is
an indirect semiconductors, its monolayer is a direct semiconductor with a bandgap of about 1.88
eV. In recent years, based on MoS2, many devices such as top-gated transistors, integrated circuits
for logic operations, p-n-junction based devices, flexible electronics, phototransistors and hetero-
juctions solar cells are demonstrated.18–20, 56–62In addition to the mechanical, electronic, and linear
optical properties of TMDs, non-linear optical properties are also very crucial to various photonic
and optoelectronic applications.
Symmetry plays an important role in linear and nonlinear optical properties of materials. Bulk
2H polytype and even thin films of MoS2 belong to space group D6h and are inversion symmetric.
By symmetry, their second order nonlinear response should be zero.15 On the other hand odd
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Zig-zag 
Figure 3.1: (a) Schematics of the experimental setup. (b) Microscope image of a mechanically
exfoliated MoS2 flake. (c) Lattice structure of monolayer MoS2. Data from Kumar et al.1
response.
3.1.2 Experimental conditions and band structure of MoS2
Figure 3.1(a) shows the experimental setup. Second harmonic generation experiments were per-
formed with a Ti:sapphire laser, providing 130 fs fundamental pulses at 810 nm with an angular
frequency ω . The fundamental pump beam was focused at an angle of incidence of 90◦ onto the
samples using a 0.12 numerical aperture microscope objective, to a Gaussian spot of 2 µm full
width at half maximum (FWHM). The 410 nm SHG was collected by the same lens, optically
filtered and detected using a spectrometer equipped with a thermoelectric cooled silicon charge-
coupled device camera.
Figure 3.1(b) represents a microscopic image of mechanically exfoliated MoS2 onto a Si/SiO2
substrate of 90 nm SiO2 thickness. By measuring the optical contrast,63–65 Raman spectrum,66, 67
photoluminesence spectrum53, 54 and relative optical contrast, the number of MoS2 layers are iden-
tified as 1L for monolayer, 2L for bilayer, 3L for trilayer and 4L for quadrilayer layer. Simplified
geometry of monolayer MoS2 is schematically shown in Fig. 3.1(c), where each yellow circle rep-
resents two S atoms vertically separated by 0.65 nm, and blue circles indicate plane of Mo atoms
located between the two S atomic planes.
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3.1.3 SHG in mechanically exfoliated MoS2 samples
The MoS2 crystal possesses D3h symmetry. With the D3h symmetry, the second-order nonlinear








x′y′z′ are crystalline coordinates. Here, x′ is along the armchair direction, which is 30◦ from the
zig-zag direction, along which the mirror symmetry is broken. In the experiment, the fundamental
beam is normal incident (along −z′) and is linearly polarized along horizontal direction [defined
as x in the laboratory coordinates, as shown in Fig. 3.1(b)]. It is straightforward to show that the
parallel (x) and perpendicular (y) components of SH field are proportional to sin3θ and cos3θ ,
respectively, where θ is the angle between x and x′. Hence, the power of the two components
varies as Px ∝ sin23θ and Py ∝ cos23θ , while the total power is independent of θ .
3.1.4 Experimental results from mechanically exfoliated sample
Figure 3.2 summarize the SH signal from mechanically exfoliated thin films and bulk MoS2 flakes.
The spectra of the SH light (405nm), from monolayer MoS2, produce by pump beam (810nm) with
an average power of 4mW is shown in the upper inset of Fig. 3.2(a). By removing the color filters
used to block fundamental, the spectra of the fundamental was detected with the same detector and
the results is plotted on right hand side in the upper inset of Fig. 3.2(a). From the wavelengths of
SH and fundamental, we confirm that, SH signal is indeed a SHG.
To further confirm whether it is from MoS2 flake, we study the bare substrate under the same
conditions. The data from the bare substrate is shown by the gray curve in the upper inset of Fig.
3.2(a). The contrast of the monolayer with respect to the substrate is about 104 , which is much
higher than linear optical microscopy (about 0.3). The main panel of Fig. 3.2(a) shows, the SH
signal power dependence w.r.t. the fundamental power. The peak irradiance of the fundamental
and SH pulses, deduced from the powers, are also plotted for convenience, as top and right axes.
The solid line shows the expected quadratic dependence of the SH signal on the fundamental
intensity. Quadratic response is an another confirmation for its SH character. We also measure
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Figure 3.2: Second harmonic generation from mechanically exfoliated MoS2 sample: The upper
inset of (a) shows the spectra of second harmonic from the monolayer MoS2 and from bare sub-
strate (gray, multiplied by a factor of 100), as well as the fundamental beams (red). The lower inset
shows the second harmonic power measured from regions with different atomic layers. The main
panel of (a) shows the power dependence of second harmonic generation, with the solid line indi-
cating the expected quadratic dependence. (b) Power of parallel (blue squares) and perpendicular
(black circles) components of second harmonic as a function of θ , the angle between the laboratory
and the crystalline coordinates. The blue (black) solid line indicates the expected sin23θ (cos23θ )
dependence. Data from Kumar et al.1
damental power of 4 mW.The results are summarized in the lower inset of Fig. 3.2(a). Since the
total power is independent of θ , the measurement is not influenced by potentially different crystal
orientations of these regions.
From thickness dependence SHG, we see that the second order response of trilayer is about a
factor of seven smaller than the monolayer, while those of the bilayer and quadralayer are about
two orders of magnitude smaller than the monolayer. Since flakes with an even number of atomic
layers are centrosymmteric, their second-order response should be zero. The smaller but nonzero
SH signal from even number of atomic layers can be attributed to surface and interface effects.
Our measurement shows that the SH intensity of monolayer is 104 times stronger that bilayer and
quadralayer. A thick exfoliated MoS2 flake that can be considered as a bulk MoS2 sample shows a
very weak SH response, as expected, as a results of centrosymmetry, about five orders of magnitude
smaller than the monolayer.
Next, by placing a linear polarizer in front of the spectrometer, we measure Px and Py as a
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function of θ , the angle between x and x′, by rotating the sample about z axis. To obtain this
orientation dependence of the SH response, we mount the sample on a high precision rotation
stage for the sake of keeping the sample position stable at the pump focus. Figure 3.2(b) shows the
results, along with the expected θ dependence (solid lines) from the D3h symmetry.
3.1.5 SHG in CVD MoS2 samples
The observed SHG can be used to fast and in-situ characterize atomically thin films of MoS2
and similar materials. Although high quality monolayer MoS2 can be produced by simple me-
chanical exfoliation68 and identified by optical contrast with certain substrates63, 64 and Raman
spectroscopy,66, 67 applications of this material rely on development of scalable techniques. Fol-
lowing initial works of mechanical exfoliation, other top-down methods with better potential for
large-scale production have been developed, such as lithium ion exfoliation69–73 and ultrasonic
exfoliation in liquids.74–80 Promising progresses have also been made in developing bottom-up
methods, including hydrothermal syn81, 82 and CVD on insulating substrates83–86 and graphene.87
However, one significant obstacle is the lack of techniques for fast and in-situ sample character-
ization. For example, thin films of MoS2 fabricated by these techniques are polycrystalline. They
are composed of single-crystalline domains with random crystal orientations and are separated by
grain boundaries, which severely limit performance of the films, especially their conductivity and
mechanical strength. However, it is difficult to locate the grain boundaries and monitor size of
these domains in-situ.
The lower inset of Fig. 3.3(a) shows a microscope photo of some triangular monolayer MoS2
flakes on a Si/SiO2(280 nm) substrate fabricated by CVD. The samples were prepared using MoO3
and sublimated sulfur as precursors. MoO3 is positioned close to the designated growth substrate
at the center of the furnace, while sublimated sulfur is positioned upstream at a zone where evap-
oration starts at 750◦C. The reaction of the precursors at 850◦C in a furnace flushed with nitrogen
results in nucleation of single crystalline domains. The density of nucleation and samples sizes


















































































































Figure 3.3: Second harmonic generation from a triangular monolayer MoS2 flake grown by CVD,
as shown in the lower inset of (a). The main panel of (a) shows the power dependence of second
harmonic generation. The solid line indicates the expected quadratic dependence. Panel (b) shows
angular dependence of the parallel (blue squares) and perpendicular (black circles) components of
second harmonic, along with the expected dependence (solid lines). The upper inset of (a) shows
a separate measurement of the parallel component with a finer step size near θ = 0◦. Data from
Kumar et al.1
chamber. By maintaining a positive pressure in the range of 5 - 20 KPa, MoS2 domains with sizes
in the range of 10 - 40 µm are synthesized, with a ramping time of 60 to 90 minutes and 10 minutes
at the reaction temperature.88
The main panel of Fig. 3.3(a) shows the quadratic power dependence of SHG, similar to
Fig. 3.2(a), measured from the well-separated flake on which the crystalline and laboratory coor-
dinates (x′ and x, respectively) are plotted [the lower inset of Fig. 3.3(a)]. By rotating the sample,
we measure Px and Py as a function of θ , as shown in Fig. 3.3(b). The results are similar to the
exfoliated sample shown in Fig. 3.2(b). A separate measurement of the parallel component with
finer resolution near θ = 0◦, shown in the upper inset of Fig. 3.3(a), confirms that the minimal par-
allel component occurs precisely at θ = 0◦. The edges of these triangular flakes are expected to be
along zig-zag directions since these are lowest energy configurations.89, 90 The maximum parallel
component of SH should occurs when the fundamental is polarized along the zig-zag direction,
which is consistent our observation.
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Figure 3.4: (a) Optical microscopy photo of a region of substrate containing flakes grown by CVD.
(b) and (c): Maps of Px and Py over the region indicated by the box in (a). (d) Map of the total
power, Px +Py. (e) Map of θ calculated from (b) and (c). Data from Kumar et al.1
measurement with several other similar triangular flakes, and obtained the same result. Such an
established relation also allows us to determine the crystal orientation of the mechanically exfoli-
ated sample shown in Fig. 3.1(b): that is, the armchair direction of the 1L region is horizontal, and
its lattice orientation is as shown in Fig. 3.1(c).
3.1.6 Feasibility of polarization-revolved SH microscopy
Figure 3.4 summarizes our proof-of-principle demonstration of a polarization-revolved SH mi-
croscopy. We study a region on the substrate with quasi-continuos films, as shown in Fig. 3.4(a). It
contains a high density but still separated and randomly oriented triangular flakes, so that we can
correlate domains observed in SHG to the actual regions. In this measurement, we scan a 20-mW
fundamental spot across the region indicated by the box in Fig. 3.4(a), and detect the powers of the
parallel and perpendicular components of the SH, as shown in Figs. 3.4(b) and (c), respectively.
The errors in these scans are below 2 pW, or smaller than 1% of the maximum signal. Figure 3.4(d)
shows the total power, obtained by adding (b) and (c). From (b) and (c), we calculate the angle by
using θ = (1/3)tan−1
√
Px/Py, as shown in (e). The uncertainty on the angle is below 1◦.
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The combination of linear and nonlinear optical microscopy can provide valuable information
on polycrystalline thin films grown by CVD. First, the greenish dots at the central area of some
triangles in Fig. 3.4(a) show higher SH power and hence behave as uncoupled monolayers. In
bilayer MoS2 exfoliated from 2H-stacked crystals, the two layers are inversely oriented so that the
bilayer possesses inversion symmetry. Hence, it second-order response should vanish, as confirmed
in Fig. 3.2(a).
The higher SH power observed from multilayer regions of CVD-grown flakes indicates that
these multilayers are not 2H-stacked. This is similar to multilayer graphene grown by CVD.
Clearly, the SH microscopy is capable of probing relative orientations among multilayers of MoS2.
Second, panel (e) shows that θ is uniform over the left flake, which is about 15◦. This is consistent
with the shape observed in (a) (white dashed line). With further growth time, this flake will merge
with other flakes to form a continuous polycrystalline film. Linear optical microscopy would not
allow identification of each single-crystalline domains. However the θ map can still distinguish
these domains, locate their boundaries, and measure their sizes. Third, the shapes of these flakes
are irregular in the SH maps. Especially, the parallel and perpendicular components have differ-
ent edge shapes. This can be attributed to the roughness on the edges and different termination
configurations on the edges.
Although further characterizations are needed to correlate the microscopic structure on the
edges to the SH power, this observation illustrates the potential of using SHG to study these edge
structures. Finally, although the three flakes look similar in (a), the SH power are different, and
the θ of the middle and right flakes are irregular. This illustrates that the SH microscopy can show
different properties and qualities of the flakes that the linear optical microscopy cannot. However,
further studies are needed to correlate SHG to these specific sample characteristics.
3.1.7 Estimation of second order susceptibility
In order to estimate the magnitude of the second order nonlinear susceptibility χ(2) from the our
measurements, we model the monolayer as a bulk medium. In our case, the SH signal is not
17
influenced by phase-matching conditions because monolayer MoS2 thickness (d = 0.65 nm) is
much smaller than the coherence length. By solving the coupled-wave equations,15 the SH field






χ(2)dE 2ωsin3θ , (3.1)
where n2ω is the index of refraction at SH and c is the speed of light in a vacuum, and Eω is the elec-
tric field amplitude of the pump beam. The Ex is related to the irradiance by Ix = n2ωε0cExE ∗x /2,
which can be calculated from the measured quantity, average power, by considering that Ix is Gaus-
sian in both time and space, with widths (full width at half maxima) of τ and W , respectively. By
using W = 2 µm, τ = 200 fs, f = 81 MHz, n2ω ≈ 6.0,65 and reflection coefficient of 0.09 from
this multilayer structure, we find that the magnitude of χ(2) for mechanically exfoliated and CVD
grown monolayer MoS2 are about 10−7 m/V and 10−9 m/V respectively. We attribute the lower
χ(2) in CVD MoS2 to doping. Unwanted doping during CVD process can generate free carriers,
which give rise to the screening effect. However, further investigations are needed to fully under-
stand these results. As χ(2) belongs to nonlinear process and it depends upon many experimental
factors, such as pump pulse, shape and spot size at the sample locations. Hence, the calculated
values should be considered as an order-of-magnitude estimate. However, the relative comparison
of χ(2) between mechanically exfoliated and CVD MoS2 are not influenced by such uncertainties,
and are thus accurate.
3.1.8 Summary
In summary, we demonstrate strong second harmonic generation from monolayer and few odd
atomic layers of MoS2 flakes. We show that the second harmonic microscopy has several advan-
tages over linear optical microscopy as well over other nonlinear optical techniques. Our results
show that such a nonlinear optical effect can be used to fast and non-invasively characterize atom-
ically thin films of MoS2and other similar materials. Although other nonlinear optical microscopy
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such as Raman microscopy has also been used to characterize the number of atomic layers of MoS2
and other similar materials, the Raman shift often depends on substrates, and the contrast is rela-
tively low. The strong dependence of SH signal on number of atomic layers, with odd number of
atomic layers having strong SHG as compared to even number of layers, shows that inversion sym-
metry is broken in case of odd layers while even layers have inversion symmetry. We also show
that the second harmonic microscopy can probe crystal orientation, single-crystal domain size, and
layer stacking. Hence, this nonlinear microscopy can be use to improve material properties and
has great potential for various optical device applications. It’s worth mentioning here that there are
three other papers published at the same time on the same topics.91–93 There is also a recent paper
on edge nonlinear optics on a MoS2 atomic monolayer.94
3.2 Third harmonic generation in graphene
3.2.1 Introduction
Graphene, a single layer of carbon atoms arranged into a two-dimensional (2D) honeycomb lattice,
has attracted much attention due to its staggering electronic, optical, mechanical, and thermal
properties.8–14 Although, it became readily available just a decade ago,8 it is an extremely rapidly
growing field of material science. It has a linear dispersion relationship between energy, E, and
wavenumber, k, E(k) = ±h̄vFk, where the Fermi velocity vF ≈ 106 m/s [see Fig. 3.5(b)].95–97
Graphene exhibits a number of unusual and remarkable transport properties that make it attractive
for nano-electronic applications,9–11 including high mobilities8, 11–13 and nearly-ballistic transport
at room temperature;12, 14 however, it is the optical properties of graphene that are of primary
interest here.
Combined with its superior charge transport properties, graphene can be used as transparent
conductors98–101 in photovoltaic devices,102, 103 and touch screens.99 The broadband absorption
and high carrier mobility also make graphene an ideal candidate for broadband and ultrafast pho-
todetectors.104–110 The strong and broadband interaction of graphene with light can be used in
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optical modulators,111, 112 plasmonic devices,113–118 broadband polarizers,119 and magneto-optical
devices.120
For many photonic and optoelectronic applications, nonlinear optical properties are also de-
sired. So far, nonlinear optical properties of graphene have been less explored, and a clear under-
standing is still yet to establish. On second-order nonlinear optical properties of graphene, theo-
retical studies have suggested rather large second-order nonlinear susceptibilities,121, 122 especially
AB-stacking bilayer graphene.123
However, experiments have shown very weak second-harmonic generation from graphene and
few-layer graphite, including AB-stacking bilayer graphene, that are even weaker than silicon
substrate used to host graphene flakes.124, 125
Several third-order nonlinear optical effects have been studied in recent experiments. Two-
photon absorption was observed in bilayer graphene, indicating the magnitude of a third-order
nonlinear susceptivity, |χ(3)| , on the order of 10−16 m2/V2,126 which is consistent with their
quantum perturbation theory. In the same study, however, two-photon absorption was not observed
in monolayer graphene, and the theory predicted that |χ(3)| ≈ 10−18 m2/V2.126
In contrast, however, ballistic photocurrents have been injected into multilayer epitaxial graphene
samples by quantum interference between two-photon absorption and one-photon absorption, which
suggests that the strength of the two-photon absorption is significant in graphene.127 Moreover,
|χ(3)|’s as large as 10−15 m2/V2 have been reported for coherent four-wave mixing experiments in
graphene.128
3.2.2 Experimental conditions
We fabricated graphene and few-layer graphite samples on a silicon substrate with a 300-nm silicon
dioxide layer by mechanically exfoliating graphite flakes with adhesive tapes. Thicknesses of the
studied flakes are determined by their optical contrasts, Raman spectroscopy, and atomic force
microscopy.



















Figure 3.5: (a) Experimental schematic: A fundamental (ω , red) pulse is normally incident on the
sample. The third harmonic (3ω , green) is detected in the reflected direction by a CCD camera, a
spectrometer or a photodiode connected to a lock-in amplifier. (b) Schematic diagram showing the
linear dispersion of graphene, indicating the one-photon absorptions of ω and 3ω and illustrating
the energy level description of third harmonic generation. Data from Kumar et al.2
laser pulse (ω , red) to the sample by a microscope objective lens. The pulses, with an average
power in the range of 1-10 mW, are obtained from an optical parametric oscillator pumped by a
Ti:sapphire laser with a repetition rate of 81 MHz. Its third harmonic (TH, 3ω , green) generated
on the sample is collected by the same lens. A set of color filters is used to block the ω beam and
a set of flip mirrors (M) is used to direct the 3ω beam to an imaging charge coupled device (CCD)
camera, a spectrometer, or an a silicon photodiode connected to a lock-in amplifier.
The CCD camera is used to rapidly locate a flake having the desired thickness and to spatially
image the 3ω spot. The spectrometer, equipped with a thermoelectric cooled silicon CCD camera,
allows us to detect weak 3ω signals and to accurately determine it wavelength. The combina-
tion of the photodiode, which has an internal amplifier, and the lock-in amplifier provides for the
continuous monitoring of the 3ω power as experimental parameters are varied.
3.2.3 Experimental results
The 3ω signal produced by a graphene flake when it is irradiated by an ω beam with horizontal
linear polarization is summarized in Fig. 3.6. The spectrum of the emitted 3ω light produced by an
ω beam with an average power of 10 mW is shown in the inset of Fig. 3.6. The central wavelength
of 575.5 nm is within 0.4% of the separately measured ω wavelength (1720.4 nm) divided by 3
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Figure 3.6: The average power of the third harmonic as a function of the average power of the
incident fundamental (solid squares), and the spectrum of the third harmonic (solid squares, inset).
The solid line is a cubic fit (χ(3) = 0.4× 10−16 m2/V2) of Eq. (1) to the data using parameters
appropriate for our experimental conditions, as discussed in the text. Data from Kumar et al.2
(i.e., 573.5 nm), which confirms that we are measuring the third harmonic [see Fig. 3.5(b) for the
energy diagram of THG]. When the laser spot is moved from the flake to the bare substrate, no
3ω signal is observed under the same conditions. We also note that no second harmonic signal
was observed under the same conditions, neither from the graphene flakes nor from the Si/SiO2
substrate.
Hence, the THG in graphene is much stronger than the second-order responses of both graphene
and the substrate. In addition, by using a polarizer in front of the spectrometer as a polarization
analyzer, we found that the 3ω pulse is linearly polarized along the same direction as the ω pulse.
We repeat the measurement with different powers of the ω beam. The results are plotted as
squares in the main panel of Fig. 3.6. The CCD counts are converted to the actually average
power by measuring spectrum of a laser pulse of 560 nm with a known power that incidents to the
substrate. Hence, we have included the reflection of the substrate, the loss of all optics, and the
sensitivity of the spectrometer. For convenience, the corresponding ω peak on-axis irradiance and
pulse fluence are also shown on the top axis. The solid line in the main panel of Fig. 3.6 indicates a
cubic dependence. Clearly, the measured TH power is consistent with a cubic dependence, which
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is another signature of THG. The small deviation under low power levels could be attributed to
some backgrounds in spectra.
3.2.4 Estimation of third order susceptibility
To deduce the magnitude of χ(3) from our data, we model the THG process with coupled-wave
equations,15 which are greatly simplified owing to the small thickness and almost-constant index






dχ(3)E 3ω , (3.2)
where c is the speed of light in a vacuum, d is the sample thickness, n3ω is the index of refraction
of the material at 3ω , and E3ω (Eω ) is the magnitude of the 3ω (ω) field and where each field is
related to its irradiance by Ii = niε0cEiE ∗i /2. Furthermore, if the irradiance associated with each
fundamental pulse is taken to be Gaussian in space and time,





with a diameter W and a pulse width τ (both in full width at half maxima), the peak on-axis








where f is the repetition rate of the laser. While the use of bulk concepts, such as susceptibilities
and indices of refraction, to describe a single atomic layer is questionable, this procedure allows
us to assign an effective material parameter that allows comparison of THG in graphene to that in
other well-known bulk materials. Using values appropriate to our experiment [i.e., d = 0.33 nm,
nω ≈ n3ω = 2.4, W = 3.5 µm, τ = 320 fs, λ =1720.4 nm, and f = 81 MHz], these expressions are
used to extract a value of |χ(3)| ∼ 0.4×10−16 m2/V2 from Fig. 3.6.
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We note that the error bars shown in Fig. 3.6 reflect the day-to-day accuracy in measuring the
average power; however, other uncertainties limit the extraction of an accurate value for χ(3) from
the data. For example, the pulse width, τ , the diameter of the spatial profile, W , (which enters
squared) and the repetition rate, f , for the laser are used to calculate the peak on axis irradiance I0
from the measured average power Pω . Therefore, since I0 enters cubed in the extraction of χ(3),
any errors in the measurement of τ , W and f are greatly multiplied. Also, the sample used for
these measurements is shaped like a rectangle with a width ∼ 1 µm and a length much larger than
the focused laser spot diameter. Thus, the overlap between fundamental focused laser spot and the
sample is imperfect. The fit shown in Fig. 3.6 is numerically corrected for this incomplete overlap.
The fit shown in Fig. 3.6 is not corrected for multiple reflections associated with the layered oxide-
Si structure. A calculation based on light propagation through our specific layered structure,125, 129
which incorporates third harmonic polarizations, indicates that the χ(3) value extracted in this case
is changed only by roughly a factor of two, which is within the experimental uncertainty discussed
above, and for pedagogical simplification, we ignore those complications here. For these reasons,
the absolute value of χ(3) given in the previous paragraph should be taken as an order of magnitude
determination. The upper limit on the fluence (and irradiance) shown in Fig. 3.6 is determined by
damage to the sample.
3.2.5 Graphene thickness dependence THG
We also carried out few measurements to investigate the nonlinear response from monolayer
graphene to multilayer graphite. To investigate graphene thickness dependence, we measured third
harmonic signal from flakes of thicknesses ranging from 1 to 6 atomic layers mounted on a single
Si/SiO2 substrate for an average power of 1 mW, as shown in Fig. 3.8. The solid curve in Fig. 3.8
is a fit of Eq. 1, which assumes that χ(3) is independent of layer number, to the data for an effective
third-order susceptibility of |χ(3)| ∼ 0.8× 10−16 m2/V2. We see that this value is ∼ twice larger
than that extracted from Fig. 3.6. We attribute this variation to uncontrolled uncertainties in the
experiments.
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Figure 3.7: Microscope image of a mechanically exfoliated graphene. By measuring the optical
contrast relative to the substrate, the number of graphene layers are determined as 1L for mono-
layer, 2L for bilayer, 3L for trilayer and so on upto six layer of graphene.
Although, we use the same experimental conditions for both measurements. However, mea-
surements were performed on different days, on different flakes and of different size flakes on
different substrates. For these reasons, |χ(3)| ∼ 10−16 m2/V2 should be regarded as an order of
magnitude estimate of the susceptibility. This magnitude is one order of magnitude smaller than
those estimated from recent four-wave mixing128 and self-phase modulation130 experiments, but
more than two orders of magnitude larger than that from two-photon absorption experiment and
quantum perturbation calculation.126 Further efforts, from both theoretical and experimental sides,
are needed to fully understand third order response of graphene. We also note that the uncertainties
are relatively large in this set of measurement, mainly due to necessary adjustments of the align-
ment when changing flakes and samples. Hence, although Eq. 1 appears to be consistent with the
data, we do not view this as a proof of the quadratic dependence.
3.2.6 THG in graphene on glass substrate
To investigate how the nonlinear response of graphene behaves with the transmission geometry,
we measure the THG in graphene flake, made by mechanical exfoliation method on the BK7 glass
substrate. The lower inset of Fig. 3.9 shows a microscope image of a seven layer graphene flake
on a BK7 glass substrate fabricated by mechanical exfoliation using scotch tape. The TH signal
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Figure 3.8: The average power of the third harmonic as a function of the number of atomic layers
for an average fundamental power of 1 mW (solid squares). The solid line is a quadratic fit (χ(3) =
0.8 × 10−16 m2/V2) of Eq. (1) to the data using parameters appropriate for our experimental
conditions, as discussed in the text. Data from Kumar et al.2
produced by this flake when it is irradiated by a horizontal linearly polarized fundamental beam is
summarized in Fig. 3.9. The upper inset of Fig. 3.9 shows the spectra of the TH. From the strength
og the TH, we deduced χ(3) on the order of 10−17 m2/V2, which is comparable to graphene flake
on silicon substrate. Hence, we see that the substrate and the transmission do not affect the χ(3).
3.2.7 Summary
In summary we have measured the TH emission from graphene and few-layer graphite samples.
For a few layers, the emission scales with the cube of the intensity and the square of the number
of atomic layers, and it is characterized by an effective third-order susceptibility of the order of
χ(3)(3ω;ω ,ω,ω)∼ 10−16 m2/V2. This value is larger than that for transparent materials because
of the resonant nature of the intermediate and final transitions needed for the TH generation, but it
is comparable to the χ(3) ’s that are associated with resonant transitions in other materials.15
The presence of resonant transitions at ω and 3ω not only enhance χ(3), but they ensure strong
linear (and nonlinear) absorption at both frequencies. This absorption is a detriment to the third-
order process, because it reduces the fundamental intensity needed for TH generation and leads to
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Figure 3.9: (a) The average power of the TH as a function of the average power of the funda-
mental(solid squares), the spectrum of the TH(solid squares,upper inset), and the microscope im-
age(lower inset) of a seven layer mechanically exfoliated graphene flake on a BK7 glass substrate.
the subsequent absorption of the TH.131 In fact, one can define a figure of merit (FOM) for the TH
process as the ratio of the total number of TH photons generated to the total number of photons (ω
and 3ω) absorbed.
It is straight forward to show that this FOM is, in turn, proportional to the ratio χ(3)/α . Thus,
while graphene and thin graphite samples (and indeed all materials with resonant transitions) have
large χ(3) ’s, they do not have unusually large FOMs. For example, for our experimental condi-
tions, a pulse with a fluence of 100 µJ/cm2 (peak intensity of ∼ 0.3 GW/cm2) would have a TH
conversion efficiency of less than 10−10, but would lose 0.023 of its energy to linear absorption.
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Chapter 4
Theory of photoexcited quasiparticles:
Phonons and excitons
4.1 Introduction to phonons
Phonons are vibrations of the atoms occurring in a rigid crystal lattice. Like a photon, which is a
quanta of light, a phonon is a quantum of lattice vibration of a crystalline material. In other words
phonon is a wave running through the crystal lattice. Since phonon represents a wave, it has a
wavelength and momentum but not mass. Therefore, it is a quasiparticle with a momentum h̄ q. As
in case of electrons in a band we have electron (E-k) dispersion relation similarly in case of phonons
we have phonon (E-q) dispersion relation. Phonon dispersion relation represents the variation of
phonon frequency ω w.r.t. wave vector q. Phonons strongly affect many physical properties of
solids, relating to electrical and thermal conductivities. Therefore, the study of phonons is an
important part of material science. Phonons can be classified in two basic types, depending on the
movement of the atoms in the crystal lattice.
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4.1.1 Optical phonons
Optical phonons are associated with the out-of-phase movement of the atoms in the crystal lattice.
Optical phonons can be infrared and/or Raman active depending upon the spectroscopic selection
rules. For infrared active phonons the selection rule is that only transitions that cause a change in
dipole moment can be observed. Hence, these transitions are generally possible in ionic crystals.
The electromagnetic radiation displaces the positive and negative ions of the crystal along opposite
directions and hence generates a dipole moment. On the other hand the vibration modes which
indirectly interact with radiation through inelastic scattering are called Raman active. Inelastic
scattering from phonons is further divided into Raman and Brillouin scattering.
Another selection rule for determining whether a particular optical phonon is Raman active or
IR active is based on crystal symmetry. If a crystal possesses inversion symmetry, depending upon
the parity, a mode can be either IR active or Raman active. This rule is called the rule of mutual
exclusion. On the other hand in non-centrosymmetric crystals, modes can be both IR and Raman
active. Depending upon whether the displacements are parallel or perpendicular to the direction of
wave vector, the optical phonons can be considered as longitudinal (LO) or transverse (TO).
4.1.2 Acoustic phonons
These types of lattice vibrations represent in-phase movements of atoms out of their equilibrium
position in crystal lattice. Acoustic phonons modes are somewhat similar to sound waves or water
waves depending upon whether the displacement is in the direction of the propagation or perpen-
dicular to the direction of propagation. As with optical phonons, acoustic phonons can also be
characterized as longitudinal acoustic or transverse acoustic according to the direction of displace-
ment of the atoms.
Figure 4.1 shows dispersion curves for the optical and acoustic phonons in a typical crystal.
The angular frequency of the optical and acoustic phonons is plotted with the wave vector in the
first Brillouin zone. The acoustic branch starts at ω , q = 0 and then frequency increases in a linear
fashion with wave vector q. On the other hand the optical branch is almost flat for small q (large
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Coherent phonons are same kinds of phonons discussed in the last section but with many phonons
in one mode with constant phase relation.The coherent lattice vibrations come into play when
a high-intensity ultrafast laser pulse shorter than the inverse of a fundamental lattice vibration
frequency interact with the crystal. With the advancement of ultrafast lasers, the generation and
detection of coherent phonons in different materials has received considerable attention in recent
years. The spectroscopic study of coherent phonons is known as coherent phonon spectroscopy.
The coherent phonon spectroscopy techniques use a transient absorption microscopy in which an
oscillating differential reflection signal vibrating at phonon frequencies is observed by using two
ultrafast laser pulses, a pump and a probe, as a function of time delay between the pulses.
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4.2 Introduction to excitons
If a photon has energy greater than bandgap of the materials, it can be absorbed by an electron.
The absorption of a photon by an electron in the valence band results in a transition, between an
allowed energy level, of an electron from the valence band to the conduction band. This transition
generates a hole, an empty positively charged state, in the valence band and an electron in the
conduction band.
Efficiency of this transition is larger in direct-gap materials as compared to indirect-gap mate-
rials. This is due to the fact that the absorbed photon has less momentum as compared to electron
momentum. This is because the wave number of the photon is k= p/h̄, where h̄ = h/2π is the re-
duced Planck constant, and p = h/λ is the linear momentum of the particle. Therefore, photons
with wavelength in optical range (400 to 800nm) have k values in the range from 1.57× 107 to
0.7× 107 m−1. On the other hand electron wave number corresponds to π/a, where a is the real
lattice vector. From here we see that the photon wave vector is negligible as compared to the
electron wave vector and it does not change electron momentum but energy.
In other words excited electron remains in same position in k space. Since, in direct band gap
materials, the bottom of the conduction band and the top of the valence band occur at the same
momentum, the electron transition is more efficient in direct band gap materials. These generated
oppositely charged particles, an electron in the conduction band and a hole in the valence band,
can attract each other with The Coulomb interaction. Due to their mutual interaction, a bound
electron-hole pair can be formed. This bound pair interacting via the Coulomb interaction is called
an exciton.
In other words, an exciton is a bound state of an electron and a hole through Coulomb attrac-
tion that can move throughout the lattice and can transport energy. An exciton is consider as an
electrically neutral quasiparticle, with lower energy than the unbound electron and hole, and hence
cannot transport charge. Since an exciton is a bound electron-hole pair, which can move through
the material as a bound pair. Therefore, the necessary condition for a stable exciton to form is the
same group velocities of electron and hole. A spatially localized electron is like a wave packet
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Figure 4.2: The E-K dispersion curve of a simple cubic cystal. Figure from Fox.3







where ∂E/∂k is the gradient of E-k dispersion curve shown in Fig. 4.2.
For the same group velocities of electron and hole the above gradient must be the same. We see
that this condition satisfied at the zone center. Therefore, exciton formation has a higher probability
during a direct transition.
There are two spatial types of excitons, as shown in Fig. 4.3: (a) Wannier-Mott or free excitons,
and (b) Frenkel or tightly bound excitons. The basic difference between two types of excitons is the
separation between the electron and hole. In case of Wannier-Mott excitons, the mean separation
of the electron and hole is much greater than the lattice parameter and hence, are weakly bound to
each other.
On the other hand Frenkel excitons are tightly bound excitons in which the mean separation of
the electron and hole is smaller as compared to Wannier-Mott excitons. Frenkel excitons have a
correlation radius to within a single lattice constant. Excitons are stable for a short period of time.
De-excitation of electron to the valence band, results in an effective annihilation of the exciton par-
ticle with a simultaneous emission of a photon. In thin films of transition metal dichalcogenides,
excitons play important role and have large exciton binding energies. Because of the unusually
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Figure 4.3: Schematic diagram of : (a) Wannier-Mott excitons, and (b) Frenkel excitons. Figure
from Fox.3
large exciton binding energies in these 2D crystals, their optical properties are dominated by ex-
citons even at room temperature. In particular, real-space transport and recombination of excitons
play important roles in optoelectronic applications.
In the following chapters, a detailed study of excitonic dynamics in MoS2 and MoSe2 by using
femtosecond transient absorption spectroscopy will be discussed. The high spatiotemporal resolu-
tion allows us to directly measure the exciton diffusion coefficient, exciton lifetime and exciton-






In semiconductors, most of the processes related to subatomic particles are short-lived and ex-
tremely fast. In this context the extremely fast means occurring less than few picoseconds. In
order to investigate short-lived and fast phenomena, high time resolution is essential. In this dis-
sertation various nonlinear ultrafast processes are discussed with results presented on 2D materials
such as MoS2, MoSe2, Bi2Se3 and graphene.
In addition to linear optical spectroscopy which can provide valuable information regarding
the various characteristics of electrons, phonons, plasmons, defects etc. in semiconductors, non-
linear optical spectroscopy is also very useful to study non-linear characteristics, non-equilibrium
phenomenon or transport properties in different materials. Time-resolved optical spectroscopy
encompasses a set of techniques for investigating the electronic and structural properties of ex-
tremely fast and short-lived excited states. Next section is dedicated to a brief description of the
pump-probe technique, one of the powerful techniques of transient spectroscopy.
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Figure 5.1: Schematic diagram of the pump-probe geometry.
5.2 Differential reflection pump-probe spectroscopy
In the pump-probe technique, two or more ultrashort laser pulses are involved to investigate pho-
toexcited particle dynamics in a chosen sample. A stronger pulse (pump) is used to excite the
sample and the photoexcited particle dynamics is monitored by measuring the absorbance of a
weaker pulse (probe), as a function of the time delay between the pump and the probe pulses. The
Schematics of the pump-probe technique is shown in Fig. 5.1
In this technique the time resolution is dependent upon the precision of the time delay variation
and the convolution of pump and probe pulses. For the work presented in this dissertation, the
method of choice is based on differential reflection pump-probe spectroscopy.
5.3 Origin of the differential reflection signals
As mentioned earlier, in the usual transient absorption microscopy by using femtosecond pump-
probe techniques we can study various ultrafast processes, which can provide valuable atomic
scale information, of a given material. In transient absorption microscopy the pump pulse creates
a nonequilibrium distribution of photoexcited particles. By measuring the probe reflection as a
function of delay time with respect to the pump pulse, we can directly study the ultrafast pho-
toexcited particles dynamics of these nonequilibrium photoexcited particles back to equilibrium.
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Generally, a differential reflection signal can be induced by the lattice excitations (phonons) and/or
electronic excitations (carriers). Carriers can change the reflection via two major mechanisms.
First, free carriers can absorb photons, causing an increase in absorption and therefore a decrease
in reflection.
Normally, in the experiments the sign of the differential reflection is positive. That is, the re-
flection is increased by the presence of the pump pulse. This is inconsistent with the free-carrier
absorption. The second mechanism of carrier-induced differential reflection is the effect of phase-
space filling. The carriers occupy energy states in the conduction band, reducing absorption. This
mechanism gives a positive differential reflection and can be rather strong if the probe photon en-
ergy matches the energy states occupied by the carriers. For many materials, in addition to the
differential reflection caused by hot carriers we also see oscillating signals superimposed on the
carrier dynamics signal. These oscillations in the differential reflection signal usually correspond
to the vibration frequencies of the respective material. The lattice excitation can induce oscillatory
differential reflection signals via three mechanisms: interference of the probe reflections by the sur-
face and by the strain wave, multiple reflections of the strain wave, and coherent lattice vibration.
Raw differential reflection signal has more contribution from carriers, so to quantitatively analyze
the oscillations, one subtracts off the background signal and use Fourier filter with a proper cutoff
frequency to filter out unwanted signal.
5.4 Differential reflection to probe photoexcited particle dy-
namics
In this section, we discuss in detail how to monitor the photoexcited particle dynamics with the
probe pulse. For the normal incident probe pulse, the linear reflection coefficient of the unexcited






where n0 and κ0 are the real and imaginary parts of the index of refraction. The latter, known as
the extinction coefficient, is related to the absorption coefficient (α0) and light wavelength (λ ) by





≡ R0 +∆R. (5.2)
In our measurements the probe pulse is tuned to an excitonic resonance, so the absorption is ex-
pected to play a dominant role. Hence, we assume real part is unchanged, n = n0, and κ = κ0+∆κ .
Furthermore, if ∆κ only causes a small relative change of R, i.e. ∆R ≪ R0, we have
∆R =− 8n0κ0
[(n0 +1)2 +κ20 ]2
∆κ . (5.3)





[(n0 +1)2 +κ20 ][(n0 −1)2 +κ20 ]
∆κ. (5.4)
In our scheme, we probe the injected photoexcited particles by saturation of excitonic absorp-
tion induced by these particles. In most cases, excitonic nonlinearities, such as absorption satura-
tion, are induced by real exciton populations via phase-space state filling. However, it has been
established that excitonic transition strength can be changed by the phase-space state filling effect
of free carriers, since the exciton wave function is composed of free-carrier states.132 Although
this effects is generally weaker than those caused by exciton population, it is less selective to pho-
toexcited particle energy distribution. Hence, it can effectively probe photoexcited particles with
a high kinetic energy. Recently, we have shown that free carrier induced excitonic nonlinearity
can be used to probe ballistic transport of hot carriers133–138 and coherent plasma oscillation139 in






where N is the photoexcited particle density, Ns is the saturation density and the cross section σ is
introduced to describe the effectiveness of photoexcited particles in saturating the probe transitions.










In the experiments, photoexcited particles are injected by interband absorption of the pump






where f is the repetition rate of the laser and w is the full width at half maximum of the focused
pump spot. We assume that with each absorbed pump photon, one electron-hole pair is injected.





where α0 and h̄ω are the absorption coefficient and energy of the pump photon, respectively. The
lateral distribution of photoexcited particles is Gaussian, identical to the intensity profile of pump
spot. From this procedure, we can convert the pump power to injected peak photoexcited particle
density, by using the complex index of refraction of 5.4+3.1 j.65
5.5 Summary
Spectroscopy in general is the study of light matter interactions. It is one of best tools to study
various micro and macroscopic processes in wide variety of materials. The time constants for
most of the atomic scale processes are of the order of picoseconds down to a few femtoseconds.
Therefore, to observe these processes, the detectors need to be faster than this time scale. The
invention of ultrafast laser made it possible to investigate ultrafast transient processes of tempo-
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ral durations in the picoseconds and femtosecond regime by femtosecond pump probe transient
absorption spectroscopy.
In transient absorption microscopy the pump pulse creates a nonequilibrium distribution of
photoexcited particles. By measuring the probe reflection as a function of delay time with respect
to the pump pulse, we can directly study the ultrafast photoexcited particle dynamics of these
nonequilibrium photoexcited particles back to equilibrium. Generally, a differential reflection sig-
nal can be induced by the lattice excitations (phonons) and/or electronic excitations (carriers).
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Chapter 6
Results and analysis: Photoexcited
quasiparticle dynamics in 2D materials
6.1 Topological insulator Bi2Se3
6.1.1 Introduction
As a new novel insulating state of matter, the topological insulator behaves like a bulk insulator
with a large bandgap in its interior, but with a gapless surface that is protected by time-reversal
symmetry.41–44 Two-dimensional topologically protected edge states, or quantum spin Hall effect,
was predicted in 2005,45 and soon thereafter demonstrated in HgTe quantum wells.46 More re-
cently, three-dimensional bulk topological insulators were also predicted47, 48 and demonstrated in
several binary bismuth compounds.49–51
Optical techniques are standard tools used to study electronic and lattice properties of solids.
Several theoretical works have illustrated interesting interactions between topological insulators
and light.140–143 Experimentally, reflection,144, 145 transmission,145 Kerr146 and Faraday rota-
tions,147 and second-harmonic generation148 of Bi2Se3 have been studied in visible,148 infrared,145
and terahertz ranges.146 Very recently, an ultrafast pump-probe experiment was reported, in which
oscillatory differential reflection signals are observed.149
40
Previously, ultrafast pump-probe techniques have been used to study phonon dynamics in many
different solids. Generally, phonons are generated by an ultrafast pump pulse via excitation of hot
carriers that rapidly relax their energy by phonon emission. These phonons can induce differential
reflection or transmission signals that show oscillatory behaviors as a function of the time delay
between the probe and the pump pulses. However, the oscillation can be induced by three very
different mechanisms: interference between multiple probe reflections, reflections of a strain wave
at sample boundaries, and coherent lattice vibrations.
If the sample is transparent at the probe wavelength, the probe pulse penetrates into the sample.
If an acoustic wave is generated at the sample surface by the pump pulse and propagates into the
sample, the part of the probe that is reflected by the sample surface can interfere with that reflected
by the propagating acoustic wave. Hence, the overall reflection coefficient oscillates with the probe
delay because the phase of the second reflection depends on the location of the propagating acoustic
wave. The oscillation period is proportional to the probe wavelength and is inversely proportional
to the index of refraction and the sound speed.150, 151 This technique has been used to study the
propagation of acoustic waves in many material systems including As2Te3,150, 151 GaAs-based
multilayer structures,152–156 GaN157 and its heterostructures,158 SiO2,159 sapphire,160 NdNiO3,161
and several magnetic materials.162–165
For strongly absorptive materials, the probe pulse will mainly sense the regions near the sur-
face. An oscillatory differential reflection signal can still be observed, with two different mecha-
nisms. For thin film or multilayer structures, the acoustic wave generated at the surface propagates
into the film. Multiple reflections from the back surface or interfaces gives rise to periodic modu-
lations of the dielectric function near the surface, causing oscillatory differential reflection signals.
In this case, the period is proportional to the layer thickness and inversely proportional to the
sound speed. It is independent of the probe wavelength. This technique can be used to determine
the thickness, the sound speed, and the damping of the acoustic waves in several materials includ-
ing As2Te3,150, 151 gold166 and its nanostructures,167 silicon,168, 169 germanium,168 GaAs/AlGaAs
heterostructures,155 and InAs quantum dots.170
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In case of bulk materials with strong absorption coherent lattice vibration caused by phonons
instantaneously generated at the surface can modulate the bond length, and induce oscillatory
differential reflection signals. Such oscillations come directly from lattice vibration, and therefore
have a frequency solely determined by the modes of the phonons excited. Coherent phonons
in many systems have been studied by this process, including GaAs/AlAs superlattices,171–175
quantum dots of InAs,176 PbS,177 CdTe,178 GaN179 and its quantum wells,180 cuprate thin films,181
bismuth nanowires,182 silicon membranes,183 and germanium.184
6.1.2 Experimental technique and procedure
The Bi2Se3 single crystals are grown via a modified Bridgman process and slow cooled in a con-
stant temperature gradient of approximately 14 K/cm over three weeks. The carrier density in the
bulk, determined from Shubnikov de Haas oscillations, is about 1.2×1019 /cm3. The bulk trans-
port properties are similar to those previously observed in metallic samples with comparable carrier
density, i.e., the samples are rather metallic.185 The sample surface had been exposed to air for
about two months before the optical pump-probe measurements were taken. However, the main
observations are reproducible on a fresh surface obtained by cleaving the sample with an adhesive
tape.
Figure 6.1(a) shows schematically the experimental setup. A titanium sapphire laser (Ti:Sa)
provides ultrashort pulses with a central wavelength of 800 nm and a repetition rate of 80 MHz.
The majority of the output is used to pump an optical parametric oscillator (OPO) with a signal
output of 1480 nm. The second harmonic of this output with a central wavelength of 740 nm is
obtained by using a beta barium borate (BBO) crystal. This pump pulse is focused to a Gaussian
spot of 2.4 µm full width at half maximum (FWHM) at the sample surface by using a microscope
objective lens with a high numerical aperture. A small fraction of the 800-nm output of the Ti:Sa
is used as the probe pulse, and is focused to the sample through the same lens to a Gaussian spot
of 4.0 µm.


















































Figure 6.1: Panel (a) shows schematically the experimental system used for the experiment. Panel
(b) shows the spatial profiles of the differential reflection signal measured by scanning the probe
spot in the x− y plane with a probe delay of 0.4 ps. The peak energy fluence of the pump pulse is
56 µJ/cm2. Panel (c) shows a cross section on the x axis (y = 0). Data from Kumar et al.4
pulses are expected to be broadened. To determine the actual temporal widths of the pulses, we
put a thin GaAs crystal grown along (110) direction at the sample location, and detect the sum-
frequency generation of the two pulses as a function of the time delay between the two pulses. The
intensity cross-correlation, shown as the gray area in Fig. 6.3(c), has a temporal width of 250 fs.
This defines the time resolution of our study. Furthermore, this process allows us to accurately
determined the zero probe delay, which is defined as the time when the centers of the probe and
the pump pulses overlap.
The reflected probe is collimated by the objective lens, and detected by a photodiode. The
differential reflection of the probe, ∆R/R0 = (R−R0)/R0, is defined as the relative change in the
reflection (R) caused by the pump pulse. The R0 is the reflection without the presence of the pump
pulse, and is measured to be about 0.50. To measure ∆R/R0, a mechanical chopper is used to
modulate the intensity of the pump pulse with a frequency of several kHz, and a lock-in amplifier
slaved to the modulation frequency is used to detect the voltage of the photodiode.
A balanced detection technique is used in order to improve the signal-to-noise ratio.136 In the
balanced detection technique, a portion of the probe beam is taken before entering the sample,
and is sent to the other photodiode of the balanced detector as the reference beam. The balanced
detector outputs a voltage that is proportional to the difference between optical powers on the two
photodiodes.
In the measurements, we first block the pump pulse, and adjust the reference to match the
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reflected probe power, such that the balanced detector outputs a zero voltage. We then allow the
pump pulse to reach the sample. It injects carriers, which change the reflection coefficient of the
sample for the probe pulse. Hence, the balanced detector now outputs a voltage that is proportional
to a differential reflection of the probe, ∆R/R0. The advantage of using the balanced detector is to
suppress the intensity noise of the probe pulse. Such a common mode noise is equally distributed
on the two photodiodes, and hence is almost cancelled.
To measure the differential reflection as a function of the probe delay, defined as the time delay
of the probe pulse with respect to the pump pulse, we change the length of the pump arm by
moving the retroreflector in the pump arm. The time resolution in these measurements is about
250 fs, since both pulses are about 180 fs at sample, mainly due to dispersion of the objective
lens. The pump and the probe pulses are linearly polarized along perpendicular directions. We
have also repeated one measurement with the two pulses polarized along the same direction, and
found no difference in the signal. All of the measurements are performed with the sample at room
temperature and in the air.
6.1.3 Experimental results
Figure 6.1(b) shows the spatial distribution of the ∆R/R0 signal measured by scanning the probe
spot on the sample surface, along x and y, with a fixed probe delay of 0.4 ps. Here the x = y = 0 is
defined as where the centers of the pump and the probe spots overlap. The x and y directions are
arbitrarily chosen with respect to the crystal orientation, since the sample properties in the x− y
plane is expected to be isotropic. The cross section along the x axis is plotted in the Fig. 6.1(c). the
average power of the pump beam is 400 µW, corresponding to a peak energy fluence of 56 µJ/cm2
at the center of the pump spot. Using the reflection coefficient of 0.50 and assuming all of the
un-reflected pump photons are absorbed near the surface, a fluence of 1 µJ/cm2 corresponds to an
areal carrier density of 2×1012/cm2.
For a more quantitative study we took many space scans along x-axis at different probe delays.




































































Figure 6.2: Panel (a) shows the differential reflection signal as a function of the probe delay and x,
measured with y = 0. Panel (b) shows the peak differential reflection signal (x = y = 0) as a function
of the probe delay (solid line, right axis). The squares (left axis) show the width (FWHM) of the
profile as a function of probe delay, obtained through a procedure shown in Fig. 6.3. Data from
Kumar et al.4
ments, we just focused on x-axis for spatial scans. Figure 6.2(a) shows a two dimensional map of
∆R/R0 with x-axis and probe delay at a fixed y = 0. The peak energy fluence of the pump pulse
for this measurement is 78 µJ/cm2.
Figure 6.2(a) shows the variation of the differential reflection signal with time and space. Here
time means the delay time between the probe and pump pulse. Spatial variation of the differential
reflection signal is obtained by scanning the probe spot on the sample surface with a fixed probe
delay. Here the x=y=0 is defined as where the centers of the pump and the probe spots overlap. A
cross section of Fig. 6.2(a) with x = 0, which represents variation of peak differential reflection
signal w.r.t. to probe delay, is shown in Fig. 6.2(b) (right axis). We clearly see an oscillating
differential reflection signal.
For more quantitative investigation of these oscillations, we define some characteristic times in
Fig. 6.2(b), where Ti is the time for the i-th extreme value, and ∆Tji the time difference between





































































Figure 6.3: Panel (a) shows the spatial profile of differential reflection with a probe delay of 0.35
ps (red/highest) and with negative delays (gray/lowest). The blue/middle curve is the difference.
Panel (b) shows the profiles (after removing the background) measured at probe delays of (from
wide to thin) 1.78 (red), 0.35 (black), 15.8 (blue), and 10.7 ps (pink), respectively. Panel (c) is the
same as Fig. 6.2(b) but with a smaller time range near zero delay. The gray area shows the cross
correlation of the pump and the probe pulses. Data from Kumar et al.4
after zero delay (0.4 ps). After a period of ∆T21 = 8 ps, the signal reaches a minimum at T2. After
that, the signal increases for a period of ∆T32 = 14 ps followed by another decrease for a period
of ∆T43 = 15 ps. After T4 = 37 ps, the signal increases again, until about 50 ps, when the signal
reaches a steady level. The time duration of ∆T43 = 15 ps corresponds a frequency of 0.033 THz
and an energy of 0.14 meV.
Differential reflection signal shown in Fig. 6.2 is composed of DR signal from the present pump
pulse plus the previous pump pulse. The signal from the previous pump pulse is called a signal at
negative probe delay. Negative signal does not vary with probe delay; it can be easily subtracted
from the positive delay DR signal. Figure 6.3(a) represents spatial distribution of ∆R/R0 along
x-axis for negative probe delay (black curve) and positive probe delay (red curve). By subtracting
the former curve from the later one we get the differential reflection signal curve (blue curve)
associated with the present pump pulse.
In our measurements, the measured spatial profiles are convolutions of actual spatial profile of
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DR signal and probe spot. The probe spot has a Gaussian profile with width of about 4 µm. To
extract the width of actual spatial profile of DR signal, which has a Lorentz shape, we use a Voigt
function in origin software with a fixed Gaussian width of 4 µm. The extracted widths by fitting
all the curves with a Voigt function are plotted in Fig. 6.2(b) as the red squares (left axis). With
constant shape i.e. Lorentz shape, spatial profiles show pronounced oscillations in the width.
In order to verify that these oscillations are true oscillations of the width and not due to any
kind of artifact from fitting process or an experimentation error, and merely reflect the oscillation
in height, we have also tried to fit the profiles with Gaussian and Lorentzian functions. Even
with the larger mean-square errors, the fits show same oscillations. Hence, the oscillations are
true oscillations of profiles width. For further verification, we plot four randomly chosen profiles
(normalized) in Fig. 6.3(b). All the four profiles are randomly selected around the probe delay
when the width is an extreme. From these four normalized profiles we can easily see that the profile
broadens from 0.35 (black) to 1.78 ps (red), and then shrinks at 10.7 ps (pink), and broadens again
at 15.8 ps (blue). This broadening trend is consistent with the fit shown in Fig. 6.2(b).
Another evidence that the oscillation in width is not caused by the oscillation in height is that
in the first several picoseconds, the width increases while the height drops, as clearly shown in Fig.
6.3(c).
To further investigate the dynamics in Bi2Se3 , we did pump fluence dependence of the dif-
ferential reflection signal and the results are summarized in Fig. 4(a). We note from the curves
that the second peak (T3) shifts systematically with the fluence, showing that the excitation level
influences the dynamics.
We plot the characteristic times defined in Fig. 6.2(b) as functions of fluence in Fig. 6.4(b).
The T1 (the rising time) decreases from about 0.8 to 0.3 when the fluence increases from 6 to
100 µJ/cm2. The interval ∆T21 is almost independent of the fluence. However, ∆T32 becomes
significantly longer (from 8 to 15 ps) when increasing the fluence. Finally, ∆T43 is independent of
the fluence, and is longer than other intervals. Fig. 6.4(c) shows that the height of the first peak (at














































































































Figure 6.4: Panel (a) shows the peak differential reflection signal (x = y = 0) as a function of the
probe delay with different pump fluences as indicated in each plot. Panels (b) and (c) summarizes
the characteristic times and the peak of the signal as functions of the pump fluence. Data from
Kumar et al.4




































































Figure 6.5: Panel (a) shows the peak differential reflection signal (x = y = 0) as a function of
the probe delay in the first 8 ps, with the pump fluences of (from bottom to top) 0.6, 1.1, 2.2,
3.4, 4.5, 5.6, 7.8, 11.2, 16.8, 22.4, 28, 33.6, 39.2, 44.8, and 50.4 µJ/cm2. The inset shows the
high-frequency oscillation obtained by using a high-pass filter with a cutoff frequency of 2 THz.
Panel (b) summarizes the initial amplitude (squares), the frequency (circles), and the decay time
(triangles) that are obtained from the fits. Data from Kumar et al.4
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After zooming in first few ps of DR curve, we also see high frequency DR signal in addition
to low frequency DR signal. Figure 6.5(a) shows the differential reflection signal as a function of
the probe delay for the first 8 ps, with different pump fluences ranging from 0.6 to 50.4 µJ/cm2
from bottom to top. This fast component of the DR signal is a combination of both low and high
frequency osculations.
To explore the high frequency oscillations, we remove the slow varying components from the
curves shown in Fig. 6.5(a) by using a high-pass Fourier filter with a cutoff frequency of 2.0
THz. As an example, the points in the inset of Fig. 6.5(a) show the high-frequency component
of the top curve with a pump fluence of 50.4 µJ/cm2. The high-frequency components are fit by
using a damped sinusoidal function, Ae−(t−t0)/τ sin[2π f (t − t1)]. The result for the pump fluence
of 50.4 µJ/cm2 is plotted as the solid line in the inset of Fig. 6.5(a). Figure 6.5(b) summarizes the
initial amplitude (A, squares), the frequency ( f , circles), and the decay time (τ , triangles), that are
obtained from the fits.
The initial amplitude of the oscillation increases linearly with the pump fluence. The frequency
seems to be independent of the fluence. The slight increase (less than 1%) at low fluence could be
attributed to the artifact of the Fourier filter when applied to more noisy curves. By averaging the
high-fluence data, we deduce a frequency of 2.167 ± 0.002 THz, which corresponds to an energy
of 8.974 meV. The decay time deduced from the fits is also independent of the fluence, with an
average value of 3.2 ± 0.1 ps.
To explore how pump spot size influence the oscillations, we measure the peak differential
reflection signal as a function of the probe delay with two different pump spot sizes of 3 and 11
µm with a fixed peak fluence (17 µJ/cm2) i.e. the fluence at the center of the spot. As shown by
the two curves in Fig. 6.6, similar temporal behaviors ,except slight variation in the background,
of the differential reflection are observed. Clearly, the high-frequency oscillations (shown in the
inset of Fig. 6.6) are also independent of the spot size.
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Figure 6.6: The peak differential reflection signal (x = y =0) as a function of the probe delay with
different pump spot sizes of 3 µm (blue/lower) and 11 µm (red/upper), respectively. The energy
fluence of the pump pulse at the center of the spots is 17 µJ/cm2 for both measurements. The inset
shows the two curves at early probe delays. Data from Kumar et al.4
6.1.4 Hot carrier dynamics
For the discussion of dynamics related to hot carriers, we will concentrate within few ps of DR sig-
nal. As shown in Fig. 6.4, the peak of the differential reflection signal(Fig. 4(c)) increases linearly
with the pump fluence and the rise time of peak (squares in Fig. 6.4(c)) decreases systematically
with the pump flunece.
Regardless of the dominating mechanism that causes the signal on this time range, the finite
rise time is caused by thermalization and energy relaxation of hot carriers. The pump photon
energy is 125 meV larger than the probe. If the electrons and the holes are excited with the same
excess energy, the pumping states in the conduction band are 62.5 meV higher than the probing
states. If the fast component of differential reflection signal is mainly due to the phonons, the
rising time reflects the increase of phonon population. Since the phonons are emitted by the hot
carriers during their energy relaxation, the rising time measures the time takes for the carriers to
reach thermal equilibrium with the lattice.
On the other hand, if the fast component of differential reflection signal is dominated by car-
riers, the rise of the signal is caused by the movement of carriers from the pumping states to the
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probing states by thermalization and energy relaxation. The decay after the peak reflects the move-
ment of the carriers to even lower energy states.
6.1.5 Coherent optical phonons
The coherent relative vibration of atoms in each unit cell causes modulation of the reflection which
causes the DR signal in the first few ps to oscillate at High-frequency on the order of 2.167 ± 0.002
THz, shown in Fig. 6.5(a). The oscillation has a frequency of 2.167 ± 0.002 THz [circles in Fig.
6.5(b)], which corresponds to an energy of 8.974 meV. This frequency corresponds to energy of
8.974 meV and has not dependence on the pump fluence. Such a frequency is consistent with the
AIig longitudinal optical phonon frequency determined by Raman spectroscopy (2.16 THz) and the
previous pump-probe study (2.13 THz).149 According to Fig. 6.5(b)(first graph), We see that the
initial amplitude of the oscillation is linearly increase with the pump fluence which implies that,
the excited optical phonon population is proportional to the pump fluence. The decay time of the
oscillation, that is the lifetime of the optical phonons, is 3.2 ± 0.1 ps [triangles in Fig. 6.5(b)], and
is also independent of the pump fluence.
Hence, the time-resolved differential reflection study not only provides complementary infor-
mation on the optical phonon modes in the time domain, but also directly measures the time scale
on which the optical phonons decay to acoustic phonons and reveals the coupling strength between
different phonon modes.
6.1.6 Coherent acoustic phonons
We attribute the low-frequency oscillation of 0.033 THz to coherent acoustic phonons. The acoustic-
mode coherent vibration of the lattice causes modulation of the reflection, with a frequency deter-
mined by the phonon energy.171–184 The frequency corresponds to an energy of 0.14 meV. Unlike
in other materials where many periods of oscillation are usually observed,171–184 only one to two
periods are observed here. We see from Fig. 6.2(b) (red squares) that after 40 ps, the spatial profile
broadening reaches a quasi-steady value of 2.6 µm. The negative DR signal, caused by previous
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pump pulse, has a width of about 4.9 µm. It implies that width again start to broad after 40ps from
2.6 to 4.9 µm. The previous pump pulse arrives at sample about 12.5 ns earlier.
By using the diffusion effect mentioned in the last section, we get a diffusion coefficient of
acoustic phonons of 1.2 cm2/s. This value is consistent, within a factor of four, with the previously
reported value of 0.3 cm2/s of thermal diffusion coefficient in an undoped Bi2Se3 sample.186 The
pronounced dip in the width of the profile shown in Fig. 6.2(b) around 8 ps, exactly when the peak
differential reflection signal reaches the minimum, and the overall decrease of the width from early
delays of several ps (about 3.1 µm) to later delays of about 20 ps (2.6 µm), are not understood.
We speculate that it might be related to the decay of optical phonons to acoustic phonons.
6.1.7 Summary
In summary, we have shown that a spatially resolved femtosecond pump-probe technique can be
used to study carrier and phonon dynamics in topological insulators. Pronounced oscillations in
differential reflection on Bi2Se3 were observed with two distinct frequencies. The high-frequency
oscillation of 2.167 THz decays in 3.2 ps, and is caused by coherent optical phonons. The fre-
quency is independent of the probe delay, the pump fluence, and the pump spot size. The low-
frequency oscillation of 0.033 THz exists for more than 50 ps, and can be attributed to coherent
acoustic phonons. We found that the frequency is independent of the spot size. The rising time
of the signal shows that the thermalization and energy relaxation of hot carriers are sub-ps in this
material, and decrease with the carrier density.
Some of the observed features in this experimental study are not fully understood yet. For
example, in the low-frequency oscillation the characteristic time T32 increases with carrier density,
but not the other two characteristic times; A breathing-like movement of the profile is observed in
the first 15 ps, along with an overall decrease of the profile size from several ps to about 15 ps.
More experimental and theoretical works are needed to understand these features.
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6.2 Transition metal dichalcogenide MoS2
6.2.1 Introduction
After graphene, MoS2 is the most extensively studied 2D layered material. Atomically thin MoS2
has shown several interesting properties related to electronic,56 optics53, 54 and valleytronics.35, 187
In 2010, two groups independently discovered an indirect-to-direct bandgap transition that occurs
when varying the thickness from bulk to monolayer.53, 54
In 2011, monolayer MoS2 transistors with a 108 on/off ratio and a room-temperature mobility
of more than 200 cm2/Vs have been demonstrated.56 In 2012, several groups reported observa-
tion of valley selective optical excitation and luminescence in monolayer MoS2.34, 35, 187–189 These
studies paved ways to apply two dimensional MoS2 for photonics, electronics, and valleytronics.
Studies on bulk MoS2 can provide complementary information for understanding monolayers and
their interaction with environments and substrates, since the properties of monolayer MoS2 are dif-
ferent from, but related to, the bulk. Here in this section we discuss a ultrafast transient absorption
microscopy study of exciton dynamics in bulk MoS2 crystals. By time resolving the dynamics,
we observed intervalley transfer, energy relaxation, and recombination of excitons. These results
provide fundamental information on exciton dynamics in bulk MoS2 crystals, and can be used to
understand exciton dynamics of MoS2 bulk and thin atomic layers.
6.2.2 Experimental scheme and expected exciton dynamics
Figure 6.7 shows schematically the transient absorption microscopy setup for bulk MoS2 . We take
a portion of the 780-nm Ti:sapphire output before entering the OPO, and combine it with the idler
beam of OPO. By sending both beams to a beta barium borate (BBO) crystal, we generate their
sum frequency with a central wavelength of 555-nm. This pulse is focused to the sample surface
through a microscope objective lens with a spot size of 1.6 µm (in full width at half maximum). It
is used as the pump pulse.
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Figure 6.7: Schematics of the transient absorption microscopy system. Data from Kumar et al.5
OPO in another BBO crystal, with a central wavelength of 660 nm. It is focused to the sample
through the same objective lens, with a spot size of 1.3 µm. The reflected probe is collimated by
the objective lens, and is sent to one photodiode of a balanced detector. A portion of the probe
beam is taken before entering the sample, and is sent to the other photodiode of the balanced
detector as the reference beam.
The MoS2 samples used for this study are natural occurring crystals from SPI Supplies. The
background exciton density is below 1015 /cm3. The samples were mounted on glass substrates.
The surface of the samples is mechanically cleaved by using an adhesive tape in order to obtain
a relative flat, clean, and fresh surface. All the measurements were performed under ambient
conditions.
6.2.3 Results and discussion
The black curve in Fig. 6.8(a) (left axis) shows the measured differential reflection signal as a
function of the probe delay, with a peak exciton density of 2.1× 1019 /cm3. The inset shows the
signal near zero probe delay. Clearly, the dynamics has a fast component of less than 1 ps and
a slow one persists for several hundred ps. We attribute the slow process to recombination of
excitons, i.e. exciton lifetime, and the fast process to the dynamical variation of σ associated with
evolution of exciton distribution in the conduction and valence bands.
We attribute the initial decay of the signal in the first ps, with a time constant of about 0.35 ps,
to this intervalley transfer process. The Q-valley electrons still influences the exciton transition,
as evidenced by the long-lived signal over 100 ps, but with a smaller cross section. Hence, we
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Figure 6.8: (a) Differential reflection as a function of the probe delay (black curve and left axis).
The inset shows the signal in early probe delays. The blue curve (right axis) is the exciton density
deduced from the measured differential reflection. (b) Differential reflection as a function of in-
jected exciton density for fixed probe delays of 0.2 (squares) and 2.0 ps (circles). The solid lines
are calculated from Eq. 5.6 with the same value of Ns = 3.7×1019 /cm3.
attribute the slow dynamics to recombination of excitons in the Q valley.
Since the exciton lifetime is on the order of 100 ps, we can assume that exciton density during
the first a few ps is a constant, and equal to the injected density. We repeat the measurement
shown in the inset of Fig. 6.8 with various pump powers (and hence various injected peak exciton
densities). The circles and squares in Fig. 6.8 show the differential reflection signal as a function
of the injected exciton density measured at probe delays of 0.2 (the peak) and 2.0 ps, respectively.
The dependence is nonlinear, since the injected exciton density is rather high. Both data sets can
be fit by using Eq. 5.6, with the same value of Ns.
By fitting many data sets with various probe delays, we deduce a value of Ns = (3.7± 0.1)×
1019 /cm3, which is used to plot the two solid curves in Fig. 6.8(b). With the known Ns, we can
deduce the exciton density as a function of probe delay from the measured differential reflection.
The result is plotted as the blue curve in Fig. 6.8(a) (right axis). Hence, although the differential




We have used a transient absorption microscope to study exciton dynamics in bulk MoS2 crystals,
and reveals several aspects of the exciton dynamics. We find that after the excitons are injected
to the more energetic K valley, they transfer to the low energy Q valley with a time constant of
about 0.35 ps. After that, the excitons relax their energy in about 50 ps until they reach thermal
equilibrium with the lattice.
6.3 Transition metal dichalcogenide MoSe2
6.3.1 Introduction
As discussed earlier, MoSe2 is an another member of transition metal dichalcogenide’s family. In
atomically thin 2D TMD structures, the exciton binding energies21, 190–192 are much larger than
semiconductor quantum wells - the previously extensively studied quasi-2D systems. Hence, they
provide a new platform to study excitons in confined systems. Since the optical properties of
these systems are dominated by excitons even at room temperature, for various applications, it is
important to understand their excitonic dynamics.
Here we report an ultrafast optical study of the excitonic dynamics in MoSe2 monolayer and
bulk samples. So far, most studies on MX2 have focused on one member of this family, MoS2.
Other members have similar lattice structures as MoS2, but possess different properties, such as
the sizes of the bandgap and the strengths of the spin-orbital coupling.52 Hence, they can poten-
tially be used to complement MoS2 in some applications. More importantly, it is possible to use
various types of atomic layers as building blocks to assemble multilayer structures and even three-
dimensional crystals to achieve desired properties.27 Therefore, understanding the basic properties
of these building blocks is essential.
Recently, strong exciton25 and trion191 photoluminescence has been observed in monolayers
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Figure 6.9: Schematics of the transient absorption setup. Data from Kumar et al.6
sient absorption microscopy measurements allows us to directly study the dynamics of excitons
in MoSe2 monolayers. We observe efficient exciton-exciton annihilation at high exciton densities,
which reveals the strong interaction between excitons in this strongly confined system. Similar
measurements performed on a bulk sample indicate that this process is absent in bulk.
6.3.2 Experimental setup and samples
MoSe2 monolayer samples are fabricated by mechanical exfoliation with an adhesive tape from
bulk crystals (2D Semiconductors). By depositing flakes of MoSe2 on silicon substrates with ei-
ther a 90-nm or a 280-nm SiO2 layer, we can identify large flakes of MoSe2 monolayers with an
optical microscope, by utilizing optical contrasts enhanced by the multilayer substrate.65 Photo-
luminescence and Raman spectroscopy are also performed to confirm the thickness of the flakes
studied. All the measurements were performed in ambient condition and no signs of sample degra-
dation were observed during the entire study.
The experimental setup to study exciton dynamics in this material is quite similar to the setup
described in case of Bi2Se3 and MoS2. The only difference is the choice of pump-probe wavelength
combination. The experimental setup for the transient absorption measurements for MoSe2 is
shown in Fig. 6.9.
Here Ti:sapphire laser (Ti:Sa) is tuned 790 - 820 nm wavelength range. The majority of the
Ti:sapphire laser output is used generate 1500 nm from OPAL. SH of OPAL output from BBO,
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which is 750nm, is used as the pump pulse for the measurement. Tuned to the high-energy edge
of the A-exciton resonance, the pump pulse injects excitons by resonant excitation. The injected
excitons are probed by a 100-fs pulse with a different wavelength in the low-energy side of the
resonance. It is obtained directly from the Ti:sapphire laser.
The reflected probe is directed to a photodetector of a balanced detector, whose output is mea-
sured by a lock-in amplifier. As discussed in case of Bi2Se3 setup, a portion of the probe is taken
before entering the objective lens and is sent to the other detector for balanced detection, which im-
proves the signal-to-noise ratio of the system.133 By using a microscope objective lens, we tightly
focus both the pump and the probe pulses to spot sizes of about 1 µm, which is several times
smaller than the dimensions of the flakes studied. The pump and the probe spots are overlapped,
and are located near the center of the flakes in all the measurements.
6.3.3 Transient absorption to probe excitons
Figure 6.10(a) shows a differential reflection signal of the 810-nm probe pulse as a function of the
probe delay. We find that the differential reflection signal decays quickly in the first 50 ps and then
slowly over several hundred ps. Since the differential reflection is related to the exciton density,
its decay reflects the excitonic dynamics. We note that the peak signal here is below 0.1%. Hence,
the pump does not significant change the absorption coefficient of the sample.
In order to establish a precise relation between the differential reflection and the exciton density,
we repeat the measurement with different pump fluences. Figure 6.10(b) shows the measured
differential reflection near zero probe delay with four different pump fluences. In each case, the
rising time of the signal is limited by the instrument response. Hence, the excitons injected by the
pump pulse instantaneously change the probe reflection. From the pump fluence, we can estimate
the injected exciton density by using an absorption coefficient of 2×105/cm193 and assuming that
every pump photon absorbed excites one exciton.
We note that the saturation of the pump absorption can be safely neglected, since the pump only
changes the probe absorption by less than 0.1%. Since the exciton lifetime, indicated by the decay
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of the signal, is much longer than the rising time, we can ignore the decay of the exciton density
during the pump pulse and assume that the exciton density at the peak time equals to the injected
density. This procedure allows us to relate the differential reflection signal to the exciton density,








where N, and Ns are the exciton density, and the saturation density, respectively. The solid line
in Fig. 6.10(c) indicates a fit to the data, with Ns = (5.8± 0.5)× 1012/cm2. Such a saturation
density corresponds to an average exciton distance of about 4 nm. The exciton Bohr radius, aB, in
monolayer MX2 have been estimated to be about 1 - 2 nm,191, 194 suggesting a saturation density
(πa2B)−1 on the order of 1×1013/cm2. The saturation density deduced here is reasonably consistent
with these calculations.
Since the monolayer sample is attached to a multilayer substrate of Si/SiO2, the reflection of
the probe is determined by the complex index of refraction of each layer. Hence, the differential
reflection is related to, in a rather complex way, the fractional changes of the absorption coeffi-
cient and the real index of refraction of the monolayer MoSe2 induced by the pump. However,
when the fractional changes are much smaller than one, the differential reflection is approximately
proportional to both fractional changes, as we have shown previously.195
To further study the mechanism of the saturable absorption, we repeat the measurement at
different probe wavelengths, with a fixed pump wavelength of 750 nm. We observed the same
dynamics and the saturation behavior shown in Figs. 6.10(a) - 6.10(c). The peak ∆R/R0 with a
pump fluence of 4 µJ/cm2 is plotted as the squares in Fig. 6.10(d) (left axis).
Clearly, the spectrum of ∆R/R0 coincides with the photoluminescence (PL) spectrum [solid line
in Fig. 6.10(d)], which is measured with a 633-nm continuous-wave laser excitation. It has been
shown that in monolayer MoSe2, the PL spectrum is consistent with the absorption spectrum.191
Hence, this result indicates that the pump-injected excitons reduce the exciton transition strength.
























































































Figure 6.10: (a) Differential reflection of a MoSe2 monolayer measured with a probe wavelength
of 810 nm and a pump wavelength of 750 nm. The energy fluence of the pump pulse at the center
of the pump spot is 8 µJ/cm2. (b) Differential reflection single near zero probe delays with pump
fluences of (from bottom to top) 10, 20, 40, and 55 µJ/cm2, respectively. (c) Peak differential
reflection signal as a function of the injected exciton density. The solid line is a fit. (d) Peak
differential reflection signal as a function of the probe wavelength (squares, left axis). The solid
line is a photoluminescence spectrum of sample. Data from Kumar et al.6
in either case the spectrum would have been significantly different from the PL spectrum.132
This is quite different from monolayers of MoS2, in which previous studies have shown rather
complex spectra of transient absorption.196, 197 We note that the probe wavelength range in this
measurement is limited by the instruments: Tuning the Ti:Sa to wavelengths shorter than 780 nm
would result in inefficient pumping of the OPO and poor signal-to-noise ratio due to the partial
overlap of the spectra of the pump and probe pulses.
The observed excitonic absorption saturation and the unusually large exciton binding energy
indicate potential applications of MoSe2 monolayers as saturable absorbers for various nonlinear
photonic devices.198 Here, however, our purpose is to use the absorption saturation to study ex-
citonic dynamics. In principle, the solid line in Fig. 6.10(c) allows us to precisely convert the
measured ∆R/R0 to N. In this study, however, most measurements are performed with N ≪ Ns, so
that the ∆R/R0 is approximately proportional to N.
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6.3.4 Exciton-exciton annihilation
We study exciton dynamics at different injection levels. The left column of Fig. 6.11 shows that the
decay of the exciton density depends strongly on the initially injected density. When increasing the
injected density, a fast decay component develops. Such a density-dependent decay is not expected
from a non-interacting exciton system, thus indicating strong exciton-exciton interactions.
It is well known that in strongly confined systems, such as organic crystals, excitation of nearby
molecules can result in annihilation of excitons due to their strong interactions.199–201 The exciton-
exciton annihilation has also been observed in one-dimensional structures, such as semiconducting
carbon nanotubes.202, 203 However, its observation in quasi 2D systems, such as semiconductor
quantum wells, is rare. Since MX2 monolayers are atomically thin, strong exciton-exciton coupling
can be expected. Including exciton-exciton annihilation, the rate equation of the exciton density








where τ and γ are the exciton lifetime and exciton-exciton annihilation rate, respectively.203 One
could attempt to compare the solution of this equation with the data. However, for pedagogical
considerations, here we discuss separately contributions of the two mechanisms. This is possible
because the exciton-exciton annihilation is only significant in early times when the densities are
high, while the single-particle process dominates decays on longer time scales with lower densities.
In fact, we find that the data after 150 ps can be satisfactorily fit by a single exponential function,
as indicated by the red lines in Fig. 6.11 (left column). Without the first term on the right-hand
side, the solution to Eq. 6.2 is simply
N0
N(t)
−1 = γN0t, (6.3)
where N0 is the initially injected exciton density at t = 0. In viewing of this, we calculate N0/N(t)−
1 from the data shown in each panel in the left column of Fig. 6.11, and plot it as a function of






































































Figure 6.11: Left column: Exciton density, deduced from the measured differential reflection
signal, as a function of the probe delay with different injected densities. The red lines are single
exponential fits to the data after 150 ps. Right column: the quantity N0/N(t)− 1 calculated from
data in left column as a function of the probe delay. The red lines are linear fits. Data from Kumar
et al.6
solid lines. We attribute the deviation from linear after 50 ps to the contribution of the first term
in Eq. 6.2. From linear fits, shown as the solid lines in Fig. 6.11 (right colume), we deduce the
slopes (γN0). We find that the slope is indeed proportional to N0, as shown in Fig. 6.12. From
a linear fit, shown as the solid line in Fig. 6.12, we obtain an exciton-exciton annihilation rate of
γ = 0.33±0.06 cm2/s. We repeat the measurement on two other monolayer samples, and obtained
similar results, as summarized in the two insets of Fig. 6.12. The observation of the exciton-
exciton annihilation illustrates the strong interaction between excitons in monolayers of MoSe2. In
a recent study, strong inter-exciton coupling in monolayers of MoS2 was revealed, and a fast initial
decay of the transient absorption signal was observed; however, no density-dependent behavior
reported here was observed.197
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Figure 6.12: Rate of increase of the quantity N0/N(t)− 1, deduced from linear fits shown in the
right column of Fig. 6.11, as a function of injected exciton density. The solid line indicate a linear
fit. The two insets show similar results from two other samples. Data from Kumar et al.6
6.3.5 Exciton dynamics in a bulk sample
The observation of the exciton-exciton annihilation in monolayer MoSe2 stimulated us to perform
a comparison study on bulk MoSe2. The bulk sample studied is on the same substrate as the
monolayer samples, fabricated from the same crystal. The measurement is performed with the
same transient absorption setup. Excitons are injected by the 750-nm pump pulse, and probed with
the 810-nm pulse.
According to the absorption coefficient at the pump wavelength of 2×105/cm,193 the absorp-
tion depth of the pump pulse is about 50 nm. Figure 6.13(a) shows the differential reflection signal
measured in a short time range of a few ps, with different pump fluences. As we observed in
monolayers, the differential reflection signal rises to a peak quickly, limited by the time resolution.
This indicates the instantaneous saturation effect of the resonantly injected excitons. From
these data, we obtain the peak differential reflection signal as a function of the injected exciton
density, as shown in Fig. 6.13(b). Here, the bulk exciton density represents its peak value at the
center of the pump spot and at the sample surface. It is deduced from the pump fluence and the
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Figure 6.13: Exciton dynamics in bulk MoSe2. (a) Differential reflection signal with the probe
delays in a short time range near zero delay measured from a bulk MoSe2 sample. The pump
fluences are (from top to bottom) 21.8, 11.8, 5.9, 3.3, 2.5, 1.7, 0.8, and 0.3 µJ/cm2, respectively.
(b) Peak differential reflection signal as a function of the injected peak exciton density. The red
line is a fit to the data using Eq. 6.1. (c) Decay of exciton density at different initial injection levels.
The solid lines are exponential fits to the data. Data from Kumar et al.6
absorption coefficient. Similar to the monolayers, the differential reflection signal can be well
described by the saturable absorption model (Eq. 6.1), as indicated as the solid line. We obtain a
saturation density of (2.2±0.3)×1019/cm3.
Next, we measure the differential reflection signal over a longer time range of about 1 ns with
various pump fluences, and deduce the exciton density by using the solid line shown in Fig. 6.13(b).
The results are plotted in Fig. 6.13(c). No signature of exciton-exciton annihilation is observed,
and all the data can be satisfactorily fit by single exponential functions with time constants in the
range of 300 - 400 ps, as indicated as the solid lines in Fig. 6.13(c). We note that the highest
density of 1.2×1019 /cm3 used in this measurement corresponds to an areal density of 8.4×1011
/cm2 in the first atomic layer (0.7-nm thick). Finally, we attribute the longer decay time of the
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exciton density in bulk sample to longer exciton lifetimes in bulk, probably due to the indirect
bandgap and less surface contributions to the exciton recombination.
6.3.6 Summary
In summary, we studied excitonic dynamics in MoSe2 by femtosecond transient absorption and
observed exciton-exciton annihilation in monolayers, which is absent in bulk under similar con-
ditions. This process reveals strong coupling between excitons in this strongly confined two-
dimensional system. We also found that the exciton density decay time is longer in bulk than
monolayers. Furthermore, we observed saturation absorption in both monolayer and bulk, and
deduced saturation densities. This observation, combined with the unusually large exciton binding
energies, suggest potential uses of MoSe2 monolayers and bulk as saturable absorbers.
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Chapter 7
Theoretical foundation of diffusive
transport
7.1 Introduction
Transport is the process by which charge carriers move in semiconductors and hence generate
currents. There are two basic transport mechanisms in semiconductors: drift and diffusion.
In case of drift the movement of charge takes place due to electric fields, and on the other hand
density gradients are main causes of diffusion process. Although there is a net flow of charge in
these transport mechanisms, however the system remains in the thermal equilibrium.
When an electric field is applied across the semiconductor, a force on charge carriers develops
giving rise to a net movement and net acceleration. This net flow of charge carriers produces
current also known as drift current. These charge carriers in a semiconductor are involved in a
multiple collisions with atoms resulting in a loss of energy. After each collision charge carrier lose
energy and again start to accelerate. This process of colliding and again accelerating gives rise to
an average drift velocity vd and it is related to the applied electric field intensity E and the mobility
µ of the charge carriers by,
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vd = µE. (7.1)
The charge carrier drift produces a drift current density Jd . This is the total drift current density
due to electrons and holes. The drift current density due to electrons is
Jd(n) =−envd(n) =−en(−µnE) = +enµnE, (7.2)
similarly drift current density due to holes can be represented as
Jd(p) = epvd(p) = ep(µpE) = epµpE, (7.3)
hence, the total drift current density due to electrons and holes is
Jd = (Jd(n)+ Jd(p)) = e(µnn+µpp)E, (7.4)
= e(σ)E, (7.5)
where the conductivity (σ ) is defined as
σ = (µnn+µpp). (7.6)
In case of diffusion transport mechanism, carriers flow from a region of high concentration
toward a region of low concentration. The net flow of these charge carriers produces a diffusion
current. According to Fick’s law, the flux of charge carriers i.e. the diffusion current density is
proportional to the gradient of charge carriers. In the case of electrons as charge carriers, it can be
written as:
J f (n) =−(−e)D∇n, (7.7)
where n is the electron density and D is the diffusion coefficient. Similarly for holes as charge
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carriers, we have:
J f (p) = (e)D∇p, (7.8)
The total diffusion current density is the sum of diffusion current density due to electrons and
holes, which can be written as:
J f = J f (n)+ J f (p) = eD∇(n+ p). (7.9)
The total current density is the sum of total drift current density and total diffusion current
density:
Jtot = Jd + J f . (7.10)
The charge carrier mobility demonstrates the movement of charge carriers in a semiconductor in the
presence of an electric field. On the other hand diffusion coefficient demonstrates the movement of
charge carriers due to a density gradient in a semiconductor. The mobility and diffusion coefficient







this relation between the mobility and diffusion coefficient, is known as the Einstein relation.
From the above equation we see that the mobility and diffusion coefficient are strong functions of
temperature. Generally, this strong temperature dependence is due to lattice scattering and ionized
impurity scattering processes. As we see from the above Einstein relation, measuring the diffusion
coefficient and the charge carrier temperature can directly give us the charge carrier mobility.
In our experiments, we directly measure the ambipolar transport in various semiconductors
by using ultrafast laser pulses. Excitation by an intense laser pulse generates Gaussian spatial
distribution of charge carriers and by studying this spatial distribution dynamics, directly yields
the diffusion coefficient of the photoexcited particles. The particles are injected by a focused laser
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where σ0 is the 1/e width of the pump spot. It is related to the full-width at half maxima, w0, by
w0 = 2
√
ln2σ0. After injected, carriers diffusion in the sample plane and recombine. Although
exciton formation is unlikely, due to the Coulomb attraction, the electron-hole pair still move as




= D∇2N(r, t)− N(r, t)
τ
, (7.13)












where σ2(t) = σ20 +4Dt. Hence, we expect the profile remains Gaussian, with the squared width
increase linearly with time.
7.2 Spatially and temporally resolved optical spectroscopy
Spatially and temporally pump-probe technique is very similar to temporally pump-probe tech-
nique discussed in chapter 5. As name indicates, this technique involves both temporally as well
spatially resolved degrees of freedom. As discussed in time-resolved pump-probe technique, spa-
tially and temporally resolved pump-probe technique also involve two laser pulses: a pump and a
probe. By changing the time delay between the pulses, we can measure the differential reflection
signal as a function of time delay and simultaneously by scanning the the probe spot relative to the
pump spot, we measure the spatial distribution of the photoexcited particles as a function of time
and space.
By using high numerical aperture objective lens, we can focus to a spot size as small as 1.4um.
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Tight focus allows the detection of small diffusion coefficient with a high spatial resolution. By
calculating FWHM of many space scans in a selected time interval, the diffusion coefficient is
estimated. Spatial profiles become broader linearly, with each profile being a Gaussian shape
profile, at different time delays. The slope of a linear curve of the FWHM squared with different
time delay divided by 16ln(2) indicates the diffusion coefficient.
7.3 Summary
There are two basic transport mechanisms in semiconductors: drift and diffusion. In case of drift
the movement of charge takes place due to electric fields and mobility is the main parameter de-
scribing the amount of movement, and on the other hand density gradients are main causes of
diffusion process and diffusion coefficient is main parameter in this process. The mobility and
diffusion coefficient are related to each other by Einstein relation (Eq.7.11).
Spatially and temporally resolved technique is very useful to directly measure the ambipolar
transport in various semiconductors. Excitation by an intense laser pulse generates spatial dis-
tribution of photoexcited particles in semiconductors. By investigating the spatial and temporal
distribution dynamics of photoexcited particles, we can directly measure the diffusion coefficient.




Results and analysis: Diffusive transport
8.1 Introduction
To describe transport properties in semiconductors, diffusion coefficient and hence mobility plays
an important role. Spatiotemporal resolved pump-probe techniques can be used to directly measure
the diffusion coefficient. In the following sections, results related to transport processes in various
2D materials will be presented in detail. By exploring the expansion of measured spatial profiles
as a function of both time and space, the ambipolar diffusion coefficient can be directly deduced.
By using the known photoexcited particle temperature, diffusion coefficient can be used to deduce
mobility, by the Einstein relation.
8.2 Exciton diffusion in transition metal dichalcogenide MoS2
The excitons in bulk MoS2 are excited by using 550nm, 100 fs pump pulses, and monitored by
measuring the differential reflection of a 660 nm, probe pulse. The excitons are injected by a
focused pump pulse with a Gaussian shape. In order to quantitatively study the exciton dynamics,
we measure the Gaussian spatial profiles along x̂ axis for many probe delays, with a pump fluence
of 10 µJ/cm2. The results are plotted in Fig. 8.1(a).










































































Figure 8.1: (a) Exciton density as a function of probe delay and x over a long delay range of 500
ps. (b) A few examples of the spatial profiles. The probe delays are (from top to bottom) 10, 30,
75, 100, and 200 ps, respectively. (c) Squared width of the spatial profile of the signal as a function
of probe delay. The red line is a linear fit to the data points after 50 ps, which corresponds to a
diffusion coefficient of 4.2 cm2/s. The blue line indicates the initial slope, which gives a diffusion
coefficient of 18 cm2/s. (d) the exciton density measured at x = 0 with the finite probe spot. The
red line indicates a fit that gives a lifetime of 180 ps. Data from Kumar et al.5
shows a few examples of the measured profiles, with the corresponding Gaussian fits (solid lines).
The squared widths deduced from the fits to all the measured profiles are plotted in Fig. 8.1(c).
After about 50 ps, the increase becomes linear, as expected from the ambipolar diffusion model.
From a linear fit (red line), we deduce a diffusion coefficient of 4.2 ± 0.4 cm2/s. We note that
although the penetration depth is only on the order of 20 nm due to strong absorption, the diffusion
of excitons along perpendicular direction is expected to be much slower due to the layered structure
of MoS2.
By using the Einstein relation, D/kBT = µ/e, we estimate the exciton mobility, corresponds to
the measured D after 50 ps, on the order of 170 ± 20 cm2/Vs.
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The spatiotemporal resolution of the carrier density also allows us to deduce the exciton life-
time. Figure 8.1(d) shows the measured exciton density as a function of probe delay with the probe
spot overlapped with the pump spot (x = 0). The decrease of the exciton density is caused by both
the exciton recombination and the transport of excitons out of the probing area. To deduce the
exciton lifetime, we consider that the intensity of the Gaussian-shaped probe spot, with the center





where I0 is on-axis peak intensity, and σp is the 1/e width of the probe spot. By integrating the
product of such a sensitivity function with the exciton density profile, we find that the exciton
density measured by such a probe,







Here, the first factor describes the effect of diffusion of excitons out of probing area, and the
second factor accounts for recombination. We use Eq. 8.2 to fit the data shown in Fig. 8.1(d), with
the known value of D. We obtain a satisfactory agreement with the data (red curve), and deduce a
exciton lifetime of 180±20 ps.
We note that since MoS2 has an indirect bandgap, the radiative recombination of excitons
is restricted by crystal momentum conservation. Accordingly, one would expect a long exciton
lifetime due to radiative recombination. The short lifetime deduced here is probably limited by
nonradiative recombination at defects and surface.
8.3 Exciton diffusion in transition metal dichalcogenide MoSe2
As discussed in chapter 5, because of the unusually large exciton binding energies in 2D thin
films of TMD crystals, their optical properties are dominated by excitons even at room tempera-
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ture. In particular, real-space transport and recombination of excitons play important roles in opto-
electronic applications. Although a recent time-integrated photoluminescence experiment demon-
strated electrical control of neutral and charged excitons,191 the exciton dynamics has not been
studied in neither monolayer nor bulk MoSe2.
Here we report a study of exciton dynamics in monolayer and bulk MoSe2 by femtosecond
transient absorption microscopy. The high spatiotemporal resolution allows us to directly measure
the exciton diffusion coefficient and lifetime. These results provide fundamental parameters for
understanding excitons in these structures.
8.3.1 Experimental section
Samples of monolayer MoSe2 are fabricated by mechanical exfoliation with an adhesive tape from
bulk crystals. By depositing flakes of MoSe2 on silicon substrates with a 90-nm SiO2 layer, we can
identify thin layers of MoSe2 with an optical microscope, by utilizing optical contrasts enhanced
by the multilayer substrate.63, 65 The inset of Fig. 8.2 shows the microscope picture of a large and
isolated flake used in this study. The contrast of the flake with respect to the substrate is consistent
with a monolayer thickness.63, 65
Under excitation of a 632.8-nm laser beam, strong photoluminescence with a central wave-
length of 788 nm is observed, as shown as the red curve in Fig. 8.2, which is consistent with
recently reported photoluminescence peak wavelengths in the range of 784 - 794 nm.25, 191, 205 The
linewidth is about 22 nm, which is also in the range of the recently reported values of 15 - 50
nm.191, 205 The blue curve in Fig. 8.2 (top and right axes) shows a Raman spectrum of the sample,
with two peaks at 242 and 286 cm−1, corresponding to the A1g and E12g phonon modes of mono-
layer MoSe2, respectively. These values, as well as the ratio of the peak heights of about 13, are
reasonably consistent with the reported results of monolayer MoSe2.25, 78, 205–207
In the transient absorption microscopy setup, as shown schematically in Fig. 8.3, a 750nm
pump and an 810nm probe combination is to get differential reflection signal. The pump pulse is
tuned to the high-energy edge of the A-exciton resonance (Fig. 8.2); hence, it resonantly injects
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Figure 8.2: Photoluminescence (red, left and bottom axes) and Raman (blue, right and top axes)















Figure 8.3: Schematics of the transient absorption microscopy setup. Data from Kumar et al.7
excitons.
The total reflection of the probe is determined by the reflection from the sample surface and
from the interfaces of sample/SiO2 and SiO2/Si. Consequently, the differential reflection is related
to changes of the complex index of refraction of MoSe2 induced by the excitons injected by the
pump pulse. Strictly speaking, the relation between the differential reflection and the exciton
density can be complex and often non-analytical.
However, for low exciton densities and small magnitudes of differential reflection, the rela-
tion is often linear. For our purpose of monitoring exciton dynamics with differential reflection,
we verify that the differential reflection is proportional to the exciton density by measuring the
differential reflection at early probe delays as a function of the pump fluence. With the known
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absorption coefficient at the pump wavelength,193 we deduce the injected exciton density from the
pump fluence by using Beer’s Law and assuming each absorbed photon creates one exciton.
We find that a differential reflection of 10−4 corresponds to an area exciton density of 1011
/cm2. We use this relation to convert the measured differential reflection to the exciton density. We
note that any uncertainties in this process merely change the absolute value of the labeled exciton
densities, and would not influence our discussions on exciton dynamics.
8.3.2 Results and discussion
We spatially and temporally resolve the excitonic dynamics by measuring the differential reflection
as we scan the probe spot with respect to the pump spot at various probe delays. Figure 8.4(a)
shows the deduced exciton density as a function of time and space. The zero probe location is
defined where the centers of the probe and pump spots overlap. To analyze the broadening of the
profiles, we fit the profiles at different probe delays by Gaussian functions to determined their 1/e
widths (σ ). The results are plotted in Fig. 8.4(b). A significant broadening of the profile can be
seen, which is caused by diffusion of excitons out of the excitation region.
The spatiotemporal dynamics of the injected excitons can be described by the diffusion equa-
tion.204 With a Gaussian initial profile, the profile remains Gaussian with the width evolving as
σ2(t) = σ20 +4Dt, where D and σ0 are the diffusion coefficient and the width of the initial density
profile at t = 0, respectively. By fitting the data with this equation, as shown as the red line in
Fig. 8.4(b), we deduce a diffusion coefficient of 12± 3 cm2/s. We note that this procedure to
measure the diffusion coefficient is not influenced by the decay of the overall exciton density due
to the exciton recombination, which does not change the width. Furthermore, the finite probe spot
size does not influence the measurement neither, since it merely adds a constant to all the squared
widths, and hence does not change the slope.
The spatiotemporal resolution of the exciton density also allows us to measure the exciton
lifetime. Figure 8.4(c) shows the measured exciton density as a function of probe delay with



















































































Figure 8.4: (a) Spatiotemporal dynamics of exciton in monolayer MoSe2. (b) Square widths of
the profiles at various probe delays determined by Gaussian fits to the profiles shown in (a). The
red line is a linear fit. (c) The exciton density measured at the zero probe position as a function
of probe delay. The red line is a fit that includes contributions of both the recombination and the
diffusion. Data from Kumar et al.7
is caused by both the diffusion and the exciton recombination. Considering the probe spot is
Gaussian with a finite size, σp, it is straightforward to show that the exciton density is N(x = 0) ∝
1
σ2p+σ20+4Dt
exp[−tτ ]. We fit the data shown in Fig. 8.4(c) with this equation, with the known value
of D, and find a satisfactory agreement [red curve in Fig. 8.4(c)]. We deduce an exciton lifetime
of 130±20 ps.
The measured exciton diffusion coefficient and lifetime reveal fundamental interactions be-
tween excitons and their environment in MoSe2 monolayers. From these values, we deduce a
diffusion length (
√
Dτ) of about 400 nm and a mean free time (D/v2T , where vT is the thermal
velocity) of about 0.2 ps. Study of exciton transport can also provide insight to charge transport
properties in MoSe2, which are important for various electronic applications. From the Einstein
relation, we obtain an exciton mobility of µ = eD/kBT ∼ 480 cm2/Vs, where e, kB, and T are ele-
mentary charge, Boltzmann constant, and temperature, respectively. This value is about one order
of magnitude higher than an electron mobility of about 50 cm2/Vs in a seven-layer flake of MoSe2
obtained in a recent transport measurement.208 We note that the exciton mobility is related to, but
different from, the charge mobilities. Excitons are neutral particles, and therefore their interactions
with charged impurities and piezoelectric types of phonons are weaker than charge carriers.


















































































Figure 8.5: (a) Spatiotemporal dynamics of exciton in bulk MoSe2. (b) Square widths of the
profiles at various probe delays determined by Gaussian fits to the profiles shown in (a). The red
line is a linear fit. (c) The exciton density measured at the zero probe position as a function of
probe delay. The red line is a fit that includes contributions of both the recombination and the
diffusion. Data from Kumar et al.7
substrate. The exact number of atomic layers is unknown; however, because it is not transparent,
its thickness is at least several hundred nanometers. Since the penetration depth of the pump
pulse is about 50 nm, it can be safely treated as a bulk sample. Figure 8.5 summarizes the results
from this bulk sample, in the same fashion as Fig. 8.4. By analyzing these data, we obtain a
diffusion coefficient and a lifetime of 19± 2 cm2/s and 210± 10 ps, respectively. These values
correspond to a diffusion length of about 600 nm, a mean free time of about 0.3 ps, and an exciton
mobility of about 730 cm2/Vs. Previously, charge mobilities on the order of 100 cm2/Vs have
been measured in bulk MoSe2.209 Furthermore, an earlier photoemission measurement yielded
an interlayer diffusion coefficient on the order of 1 cm2/s.210 The significantly faster intralayer
diffusion observed here illustrates the anisotopic transport property of this layered material.
By comparing our results of monolayer and bulk, we note that the quantum confinement in
monolayer does not change the exciton diffusion coefficient dramatically, despite of its significant
impact on the nature of the bandgap and the optical properties. This is, however, consistent with
previous electrical measurements on MoS2, where similar mobilities were obtained in flakes with
different thicknesses.56 We suggest that the slightly smaller diffusion coefficient in monolayer is
due to additional scattering mechanisms from the substrate. To fully understand this, measure-












Figure 8.6: Schematics of the transient absorption setup. Data from Kumar et al.4
Furthermore, the shorter lifetime in monolayer can be attributed to the enhanced recombination
due to the direct bandgap.
8.4 Hot carrier diffusion in topological insulator Bi2Se3
To explore hot carrier diffusion in topological insulator Bi2Se3, hot carriers were excited using
740nm pump pulse with a spot size of 2.4 µm FWHM. The probe wavelength was set to 800nm
and focused to a spot size of 4 µm FWHM. The probe spot is scanned with respect to the pump spot
on the sample surface by tilting the beam-splitter that sends the probe beam to the objective lens.
The time delay between the probe and the pump pulses is controlled by moving a reflector in the
probe arm. The respective experimental configuration is shown in Fig. 8.6. With this configuration
bunch of space scans were taken at different probe delays.
By using the broadening of spatial profiles of DR signal, we deduce the diffusion coefficient
of Bi2Se3. The red circles in Fig. 8.7 clearly show that the profile expands from about 2.8 µm to
more than 3.0 µm within the first 2 ps. During this time, the height of the profile [blue squares
in Fig. 8.7] decreases. If the broadening is caused by diffusion of hot carriers or phonons, the
squared width is expected to expand linearly with a slope of about 16ln(2)D, where D is the
diffusion coefficient.13 Therefore, the observed expansion corresponds to a diffusion coefficient































Figure 8.7: The width (FWHM) of the profile as a function of probe delay(the squares, left axis).
The solid line (right axis) shows the peak differential reflection signal as a function of the probe
delay. Data from Kumar et al.4
of Bi2Se3 is about 0.3 cm2/s,186 three orders of magnitude smaller than what we observed. Hence,
we conclude that the spatial expansion is caused by diffusion of the photoexcited hot carriers. We
note that in the diffusion process the excited electrons and holes move as pairs due to the Coulomb
interaction between them. The quantity measured is therefore the ambipolar diffusion coefficient.
The expansion of the profile can reflect the carrier diffusion via two possible mechanisms. If
the differential reflection signal is dominated by the carriers, the expansion directly measures the
carrier diffusion. If the differential reflection signal is mainly caused by phonons, the expansion is
induced by phonon emission of the carriers that have diffused out of the original profile.
8.5 Summary
The carrier dynamics in bulk MoS2 can be well described by diffusion of photoexcited excitons,
with a diffusion coefficient of 4.2 ± 0.4 cm2/s which corresponds to a mobility of 170 ± 20 cm2/Vs
and a lifetime of 180 ± 20 ps. These results provide fundamental information on exciton dynamics
in bulk MoS2 crystals, and can be used to understand exciton dynamics of MoS2 thin atomic layers.
In case of MoSe2, we performed time-resolved study on exciton dynamics in monolayer and
bulk MoSe2. We obtained exciton lifetimes of 130 ± 20 and 210 ± 10 ps in the monolayer and
bulk samples, respectively. The shorter lifetime in monolayer MoSe2 reflects the recombination
enhancement due to its direct band structure. By time resolving the evolution of the exciton density
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profiles, we directly measured diffusion coefficients of 12± 3 and 19 ± 2 cm2/s in the monolayer
and bulk samples, respectively. Using these results, we further deduced other important parameters
of excitons, such as the diffusion length, the mobility, and the mean free time. These parameters
are important for understanding excitons and their interactions with the environment in these struc-
tures, and potential applications of MoSe2 in optoelectronics and electronics.
Finally, in Bi2Se3 the spatial expansion of the differential reflection profile allows us to estimate
an ambipolar carrier diffusion coefficient on the order of 500 cm2/s.
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Chapter 9
Valley and spin dynamics in transition
metal dichalcogenide MoSe2
9.1 Introduction
As discussed in earlier chapters, semiconducting transition metal dichalcogenides, MX2 (M=Mo,
W; X=S, Se, Te), have drawn considerable attention since 2010.52 Similar to graphene,8 the weak
van der Waals interlayer coupling in these layered crystals allows fabrication of atomically thin
two-dimensional (2D) films.68 These 2D crystals have properties that are remarkably different
from their bulk counterparts,21, 53, 54 and have shown potential applications in electronics56, 211, 212
and optoelectronics.19, 20, 213–215
Due to their unique spin and valley properties,34–36 MX2 2D crystals have also merged as
promising materials for spintronics37–39 and valleytronics,40 where spin degree of freedom or val-
ley index of electrons is used for information processing.
9.2 MoSe2 : Band structure and spin states
Figure 9.1(a) shows a top view of the lattice structure of a MX2 monolayer. It is composed of one
layer of M atoms (blue circles) that is sandwiched by two layers of X (yellow circles). Since this
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Figure 9.1: (a) Lattice structure of MX2 2D crystals. Each yellow circle represents two X atoms
vertically separated. The blue circles indicate the plane of M atoms located between the two X
planes. (b) Energy valleys K and K′ in momentum space. (c) Electronic structures in K (left) and
K′ (right) valleys, showing the conduction (C) and valance (VA and VB) bands that their spin states
(up and down arrows). (d) Spin configurations of the bright excitons in the two valleys and their
coupling to circularly polarized light.
lattice is not inversion symmetric, in momentum space the 6 energy valleys form two inequivalent
sets, labeled as K and K′ in Fig. 9.1(b), respectively. Figure 9.1(c) shows the conduction band (C)
and the valence bands [VA (spin 3/2), VB (spin 1/2)] in K (left) and K′ (right) valleys, respectively.
The large spin splitting in the valance bands (several hundreds of meV) is induced by the spin-
orbital coupling in d orbitals of the X atoms.216–218 The unique aspect of the spin property in
MX2 2D crystals is that, the spin and valley degrees of freedom of holes in the valance bands are
inherently coupled: Time-reversal symmetry and the lack of inversion symmetry in space dictate
that the spin splitting at different valleys must be opposite.34, 219 As illustrated in Fig. 9.1(c),
in the K valleys, the spin-down (spin -3/2) and spin-up (spin +1/2) holes occupy the VA and VB
bands, respectively; while in the K′ valleys the spin occupation is opposite. Since holes in opposite
valleys carry opposite Berry curvatures and spin moments, a number of interesting phenomena are
resulted, such as spin and valley Hall effects.34, 36, 220–223 In both valleys, the conduction bands (C)
are degenerate near the bottom of the bands.
One important consequence of these spin and valley structures is the spin- and valley-selective
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optical coupling.34–36 Optical properties of MX2 2D crystals are dominated by excitons due to
their large binding energies. Figure 9.1(d) shows the two exciton bands, A and B, formed by the
holes in VA and VB, respectively, with electrons in the conduction bands. Since in the K valleys
only spin-down holes populate VA, an A-excitons in K valley is formed by a spin-down hole (-3/2)
with either a spin-up (+1/2) or a spin-down (-1/2) electron. The former [shown in Fig. 9.1(d)] has a
net spin of -1 (spin-down exciton) and therefore couples to σ− photons, while the latter, with a net
spin of -2, is a dark exciton that does not couple to photons (not shown). On the other hand, in the
K′ valleys, a bright A-exciton is formed by a spin-up hole (+3/2) and a spin-down electron (-1/2),
with a net spin of +1 (spin-up exciton), and hence couples to σ+ photons. Based on these selection
rules, a circularly polarized light can inject spin- and valley-polarized excitons in MX2 2D crys-
tals,34–36 which then emit circularly polarized photoluminescence. This effect has been observed
by several groups in steady-state photoluminescence experiments.35, 189, 194, 224–228 Dynamics of
spin and valley polarized excitons have also been revealed in time-resolved photoluminescence229
and transient absorption230, 231 measurements.
Here we demonstrate optical injection and detection of valley- and spin-polarized excitons
in MoSe2 monolayers at room temperature by polarization-resolve transient absorption measure-
ments. We deduce a valley relaxation time of 9± 3 ps in monolayer samples at room tempera-
ture. Previous observations of valley polarization have mostly focused on one member of MX2,
MoS2,35, 189, 194, 224–228, 230, 231 and were limited to low sample temperatures. Our results illustrate
potential applications of MoSe2 2D crystals for room-temperature valleytronics and spintronics.
9.3 Experimental section
Thin flakes of MoSe2 are mechanically exfoliated from bulk crystals, and then deposited on silicon
substrates with a 90-nm SiO2 layer. Monolayer flakes are first identified according to their optical
contrasts with an optical microscopy,63, 65 and then confirmed by photoluminescence25, 191, 205 and






















Figure 9.2: Polarization resolved differential reflection setup to measure pump-induced circular
dichroism, which reflects spin and valley dynamics of excitons (QW: quarter-wave plate, WP:
Wollaston prism).
Figure 9.2 illustrates the experimental setup. A left-circularly polarized (σ+) pump pulse with
a 730-nm central wavelength and 100-fs temporal width resonantly injects excitons in the sample.
The pulse is tightly focused to about 1 µm and is located at the center of the monolayer flake to
avoid any potential effects from the flake boundary. According to the selection rules illustrated
in Fig. 9.1(d), spin-up excitons are injected in the K′ valleys. The dynamics of these excitons
is probed by using a linearly polarized (x) pulse tuned to the A-exciton resonance (790 nm), by
utilizing the dynamical circular dichroism induced by the valley- and spin-polarized excitons.
It has been well established that an exciton population can change the absorption coefficient
of a semiconductor by various mechanisms such as phase-space state filling, screening, bandgap
renormalization, etc.232 For low and even moderate densities, the change in absorption coefficient
is proportional to the exciton density.232 In our measurements, this change is monitored by dif-
ferential reflection, which is defined as the relative change of the probe reflection induced by the
excitons, ∆R/R0 ≡ (R(N)−R0)/R0, where R(N) and R0 are probe reflections with and without
excitons, respectively.
The x-polarized probe has two circular components, σ+ and σ−, of the equal magnitude. We





where N↓ and N↑ are the densities of spin-down and spin-up excitons, respectively. The coefficients
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C1 and C2 describe the effectiveness of spin-down and spin-up excitons in altering the absorption
of σ− probe. Here C2 originates from spin-insensitive mechanisms, while C1 is from both spin-
insensitive and spin-sensitive processes. Hence, C1 > C2. That is, the spin-down excitons, or
excitons in the K′ valley, are more efficient in altering the absorption of σ− light. Similarly, the

















= (C1 −C2)(N↑−N↓) = (C1 −C2)S, (9.4)












where P is defined as spin and valley polarizations of the excitons.
As shown in Fig. 9.2, to separate the two circular components of the probe, a portion of the
reflected probe is sent through a quanter-wave plate (QW) with the fast axis oriented such that
it converts the two circular components to x and y linear polarizations. A Wollaston prism (WP)
separates the two components, which are measured by the two photodiodes of a balanced detector.
Since the balanced detector outputs an voltage that is proportional to the difference between the
optical powers on the two detectors, it monitors the difference of the two differential reflections,
and hence the spin density. This output is measured by a lock-in amplifier synchronized with a
mechanical chopper in the pump arm, which modulates the pump intensity at about 3,000 Hz. The





























































Figure 9.3: Differential reflection (a, c, e) and the ratio between difference and sum of the two
circular components (b, d, f) of monolayer MoSe2 measured with pump pulses of σ+ (a, b), x (c,
d), and σ− (e, f) polarizations, respectively.
the sum of the two spin systems, i. e. total exciton density.
9.4 Results and discussion
Figure 9.3(a) shows the measured ∆R/R0 as a function of the probe delay after excitons are injected
by a σ+-polarized pump pulse with a central wavelength of 730 nm. The peak density of the
injected excitons is about 5× 1011 /cm2, which is estimated from the pump fluence used and the
absorption coefficient of the sample at the probe wavelength. Since ∆R/R0 measures the total
exciton density, its decay reflects loss of exciton density due to recombination. After an initial
rapid decay, which has a time constant of about 0.5 ps, the signal decreases slowly. A separate
measurement over a longer time range (not shown) yields a relatively long decay time of 130 ps.
We attribute the short time constant to thermalization and energy relaxation of excitons, and the
long time constant to the exciton lifetime.
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Figure 9.4: Differential reflection (a, c, e) and the ratio between difference and sum of the two
circular components (b, d, f) of bulk MoSe2 measured with pump pulses of σ+ (a, b), x (c, d), and
σ− (e, f) polarizations, respectively.
is obtained by measuring ∆R+−∆R− and ∆R++∆R− simultaneously with the two detectors shown
in Fig. 9.2, and then take the ratio numerically. As shown in Eq. (8.5), this quantity is proportional
to the valley and spin polarizations of the excitons. Clearly, a positive polarization is injected by
the pump, which decays quickly. We find that the decay can be described by a bi-exponential
function (red line), with a short time constant of 0.36±0.05 and a long time constant of 9±3 ps,
respectively. We speculate that the short time constant has the same origin as the fast component
in the ordinary differential reflection. The long time constant reflects the relaxation of the valley
and spin polarization to zero. Hence, it is the valley and spin relaxation time.
Next, we change the pump polarization to x. Since the linearly polarized light has two circular
components of the same magnitude, it injects the same number of excitons to the two valleys,
without a net valley or spin polarization. Consequently, no spin signal is observed, as confirmed
in Fig. 9.3(d). Figure 9.3(c) shows that the exciton recombination is not changed from Figure
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Figure 9.5: Differential reflection (a, c, e) and the ratio between difference and sum of the two
circular components (b, d, f) of a few-layer MoSe2 flake with pump pulses of σ+ (a, b), x (c, d),
and σ− (e, f) polarizations, respectively.
Finally, we change the pump to σ− to inject excitons with an opposite valley and spin polarization.
As clearly shown in Figure 9.3(f), the sign of the spin signal flips, while the dynamics remain the
same. The differential reflection signal still remains unchanged, as shown in Figure 9.3(e).
The optical selection rules illustrated in Fig. 9.1(d) holds only for monolayers. In bulk MoSe2
with inversion symmetry, optical transitions become independent of spin and valley. To confirm
this, we repeat the measurement summarized in Fig. 9.3 with a thick flake that is fabricated to-
gether with the monolayer flake and on the same substrate. The results are plotted in Fig. 9.4.
As we expected, no spin polarization is injected nor detected. The exciton lifetime is longer than
monolayers, due to the indirect bandgap in bulk. We also studied a few-layer flake as an interme-
diate case, which contains about 5 - 7 layers, estimated from its optical contrast. As shown in Fig.
9.5, no spin signal is detected, and the exciton lifetime is in between the bulk and the monolayer.
The absence of spin-dependent signal in few-layer and bulk samples confirms the selection rule
illustrated in Fig. 9.3(d) is unique to monolayers. It also ensures that the spin signal we observed
in monolayers is not due to artifacts from the measurement.
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Previously, transient absorption technique has been used to study valley dynamics in MoS2
monolayers at low temperatures.230, 231 Valley relaxation times of a few picosecond and sub-
picosecond have been deduced from these measurements. Our study shows that a longer valley
relaxation time can be achieved in MoSe2 monolayers even at room temperature. Recently, several
group have observed circularly polarized photoluminescence in MoS2 monolayers;35, 189, 194, 224–228
but there has been no report on such observations in MoSe2. Based on our results, the exciton life-
time (130 ps) is much longer than the valley relaxation time (9 ps). Furthermore, since nonradiative
recombination likely contributes to the lifetime too, the radiative recombination time can be ex-
pected to be even longer. Therefore, it is reasonable that time-integrated measurements cannot
effectively detect circularly polarized photoluminescence.
We note that the detected peak signal of (∆R+−∆R−)/(∆R++∆R−) is only about 0.02. Al-
though a circularly polarized pump is expected to inject 100% valley polarization, as dictated by
the selection rules, such rules are relaxed when moving away from the K and K′ points (or the bot-
tom of the bands), due to state mixing. In our measurements, the excitation access energy of the
pump is about 120 meV. Hence, it is expected to inject excitons with a valley polarization lower
than unity. Furthermore, according to Eq. (8.5), the efficiency of using transient absorption to
probe valley polarization is determined by the coefficients C1 and C2. In particular, if the mecha-
nisms that cause transient absorption are dominated by valley- and spin-independent ones, such as
screening effects, the values of C1 and C2 are expected to be close, resulting in a low detection effi-
ciency. Nevertheless, this does not change the conclusion on the measurement of valley relaxation
time.
9.5 Summary
We have performed the first experimental study on valley and spin dynamics in monolayer MoSe2,
an important member of the newly developed 2D crystals. We demonstrated optical injection of
valley- and spin-polarized excitons in this material by a circularly polarized pulse, utilizing the
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unique optical selection rules of monolayer transition metal dichalcogenides. Evolution of the
injected valley polarization is monitored by measuring dynamical circular dichroism of a probe
pulse tuned to the exciton resonance. We obtained a valley relaxation time of 9± 3 ps at room
temperature. Our study demonstrated a new 2D crystal for room temperature valleytronics and




Summary and future work
In this dissertation, I used ultrafast laser techniques to study various properties of 2D materials.
The majority of the work presented belongs to photoexcited quasiparticles. Hence, the dissertation
started with the introduction of general theory of optics, which is necessary to understand the
various optical processes that arise due to the interactions of light and matter.
Two important aspects of nonlinear light-matter interactions, one related to second- and third-
order nonlinearity, were discussed in Chapter 3.
In Chapter 4 and 5, we considered a detailed study of photoexcited quasiparticle dynamics in
2D materials by using time resolved ultrafast spectroscopy.
Chapter 6 provided results on photoexcited quasiparticle dynamics of Bi2Se3, MoS2, and
MoSe2. In first section of the chapter, carrier and phonon dynamics in Bi2Se3 crystal were studied.
Pronounced oscillations in differential reflection signal were observed with two distinct frequen-
cies and are attributed to coherent optical and acoustic phonons, respectively. The second and
third parts of Chapter 5 consisted of a transient absorption microscopy study of charge carrier and
exciton dynamics in MoS2 and MoSe2 crystals.
In Chapter 8, we investigated diffusion coefficient of photo excited particles in MoS2, MoSe2,
and Bi2Se3 by including spatial degrees of freedom in time-resolved ultrafast spectroscopy.
Finally, Chapter 9 covers valley and spin dynamics in monolayer MoSe2 by polarization-
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resolved femtosecond transient absorption spectroscopy. The results illustrated potential appli-
cations of MoSe2 in room-temperature valleytronic and spintronic devices.
The performance of electronic devices has been greatly improved by reducing their size through-
out their development. However, due to the continuous reduction in the device size, the current
implemented feature size is very close to the physical limit. Hence, one of the major obstacles
confronting material science is the difficulty in developing new materials for the advancement
of technology, especially artificial materials possessing designed properties. One major approach
adopted since the 1980’s is to control the dimension in the so-called nanomaterials, including zero-
dimensional quantum dots (also known as artificial atoms or nanocrystals) and one-dimensional
quantum wires/tubes. The confinement of the electron wavefunctions in these low-dimensional
structures has profound influences on their thermal, electronic, and optical properties.
Two-dimensional materials are important forms of nanomaterials and have the great potential
to combine superior charge transport with optical properties. However, their development has re-
lied on epitaxial growth of multilayer structures of different materials. This approach only allows
limited selections of materials due to the lattice-matching requirement. Furthermore, because the
interface between the two layers cannot be atomically sharp, the interface fluctuation can signifi-
cantly alter the properties as the layer thickness approaches atomic level.
In 2004, an entirely new approach to make 2D materials was developed, and resulted in the
discovery of graphene, which is a single layer of carbon atoms packed in a hexagonal lattice ar-
rangement. This discovery was the topic of the 2010 Nobel Prize in Physics. In this approach,
single atomic layers are separated from layered crystals through various techniques, and then in-
stalled on desired substrates. Due to its exceptional electronic, thermal, and mechanical properties,
graphene is well-suited for a variety of applications in many industrial sectors.
Although graphene is a very good 2D material to investigate nonlinear optical effects, pristine
graphene lacks a bandgap, a critical property for electronic devices. Following the discovery of
graphene, other groups of layered materials like transition metal dichalcogenides and topological
insulators have attracted significant attention. Unlike graphene, thin films of these materials be-
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have like semiconductors with a large bandgap. As a result, TMDs and topological insulators are
considered promising materials for electronic devices.
All of the materials and techniques discussed in this dissertation are expected to play important
roles in the advancement of technology. Results presented on these materials show that the tech-
niques used are not just limited to the particular properties of certain materials. These techniques
can be extended to study various properties of a wide variety of materials.
Another research area in which new artificial 2D crystals developed by stacking different lay-
ered materials on top of each other has recently emerged from research related to these layered
materials. It is quite easy to understand the basic principle to construct these heterostructures.
For example, take thin films of different layered materials and put them on top of each other in
a random fashion. The resulting stack will represent an artificial material assembled in a chosen
sequence. It is a fast growing field and very little is known about the basic properties of assembled
heterostructures. Since large numbers of layered material classes are present, there are many com-
binations possible to assemble as a heterostructure. Our aforementioned ultrafast techniques can
be used to explore various properties of assembled heterostructures.
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