In this paper we apply a method based on empirical orthogonal function (EOF) analysis to automatically scale the F2-layer parameters obtained from ionograms. For a given location, the F layer's height profiles of ionospheric electron density are represented as an EOF series with adjustable coefficients derived from the EOF analysis of electron density profiles obtained from the International Reference Ionosphere (IRI-2001) model or measured ionograms. By adjusting the coefficients of the series and combining image matching technique, we were able to construct a calculated trace that approximates as close as possible the observed ionogram F2 trace. The corresponding parameters are then known, including the critical frequency (foF2), peak height (hmF2) and maximum usable frequency [MUF(3000)F2] of the F2 layer. Polarization information is unnecessary; only an amplitude array is essential. Consequently, this method is universal and can be applied to many kinds of ionograms (even the film ionograms after an appropriate conversion of the information to the digital form from the film ionogram). To evaluate the acceptability of the obtained parameters, large numbers of foF2, hmF2 and MUF(3000)F2 values from the manually scaled ionograms at Wuhan (114.4
Introduction
The scaling and interpretation of ionograms are topics that are attracting continuous interest in both the scientific and practical context. Unfortunately, it is a labor-intensive and time-consuming task to manually scale ionograms and acquire the related ionospheric parameters. With the development of computer and image processing techniques, much effort has been focused on the development of techniques that will automatically scale ionograms (Wright et al., 1972; Mazzetti and Perona, 1978; Reinisch and Huang, 1983; Fox and Blundell, 1989; Tsai and Berkey, 2000; Galkin et al., 2004) . Most of these methods above firstly emphasize the accurate recognition of ionogram traces and then make an inversion of the density profile using ionospheric inversion techniques Reinisch, 1982, 2001; Titheridge, 1988) . However, some complex situations, such as ionogram incompleteness and external interference, make ionogram automatic scaling difficult and at times even impossible.
The Automatic Real Time Ionogram Scaler with True height (ARTIST) software is the first operationally successful automatic scaling technique capable of robust performance (Reinisch and Huang, 1983; Reinisch et al., 2005) . The most widely used version to date is ARTIST4.0. A Copyright c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRAPUB. new release, ARTIST4.5, has been developed but it has not been adopted universally by all the users. ARTIST enables the autoscaling of ionogram traces by combining image recognition and analytical function fitting techniques. However, polarization information is required, which then expresses the electron density as a parabola or polynomials, especially as orthogonal Chebyshev polynomials with adjustable coefficients in the F region. The coefficients of the Chebyshev polynomials are determined by fitting the calculated traces obtained from the Chebyshev polynomials with the above-mentioned scaled ionogram trace. The foF2 and MUF(3000)F2 are obtained from the scaled ionogram trace, and hmF2 is acquired from the electron density profile. In addition, the contour fit method (Scotto, 2001 ) has been applied to several standard F2 traces to match the ionogram F2 traces by the correlation technique and obtain foF2 and MUF(3000)F2.
In this paper, we present a method based on the EOF analysis of the electron density profiles. Allowing for the complications of the density profile in the E and E-F valley region, only the F-layer density profiles are represented using an EOF series and that of E and E-F valley regions can be described by the universal International Reference Ionosphere (IRI) model directly. The calculated traces from the above density profile are used to match the observed ionogram F2 traces. From the F2 trace thus obtained and the density profiles, a number of parameters, including foF2, hmF2 and MUF(3000)F2, are obtained easily, of which the statistical results are found to be acceptable and stable. The polarization information is thus unnecessary. The EOFs are different from the Chebyshev polynomials in being orthogonal and experiential. By adjusting the coefficients of the EOF series, large numbers of traces are calculated and used to fit the unknown ionogram F2 trace. Thus, the ionogram F2 traces and the density profile of the F layer are obtained simultaneously, which is different from the approach using ARTIST.
Analysis Procedure

Brief description of EOF analysis technique
EOF analysis is the decomposition of the dataset based on the orthogonal functions. The main idea of using EOF is to suggest a linear transformation of the original data and produce a new set of empirical orthogonal functions, which simplifies the expression of the original information. The orthogonal basic functions are naturally obtained during the calculation procedure so they involve the largest quantity of original information and moreover converge very quickly (Storch and Zwiers, 2002) . The most important advantage of the EOF analysis is that only a few EOF components are required to represent most of the variability of the original dataset. The calculations of the EOFs and their coefficients are mainly based on the eigenvalue/eigenvector problems; for more details, the reader is referred to the work of Daniell et al. (1995) . EOF analysis has been used extensively in meteorology and climatology (Weare and Nasstron, 1982) . Daniell et al. (1995) applied EOFs to present the altitude profiles of ion concentration in the parameterized model of the ionosphere.
Explaining the procedure of the method
It is well known that the ionogram trace and the density profiles have a nearly one-to-one correspondence when there is no ledge in the F1 region. The density profile can be inversed from the scaled O wave trace. On the other hand, the observed ionogram traces can be fitted as approximately as possible by the calculated traces from a known density profile. If the height profile of electron density is approximated reasonably, the observed ionogram trace can be fitted satisfactorily using the calculated trace from a density profile; the corresponding parameters are then obtained easily.
In the present work, the EOFs are obtained by carrying out an EOF analysis of large numbers of F-layer density profiles either inversed from the measured ionograms or directly calculated from the IRI-2001 model, at Wuhan during the period of 1993-2003, which is precisely a 11-year solar cycle. These measured ionograms were collected by a DGS-256 Digisonde set up at Wuhan (114.4
• E, 30.6
• N), China. The height distributions of electron density are mainly influenced by the geological location, season, local time and solar and geomagnetic activity (Huang et al., 1995) . It is therefore reasonable to assume that different sets of EOF analysis are made for electron density profiles under different conditions. We have simply made 64 different EOF analyses according to the four different seasons, eight local time spans in each day (at 3-h intervals) and two typical solar activities (high F107: >150; low F107: <150). Some examples of the mean electron density profile and the corresponding four EOFs at different local times, seasons and solar activities are shown in Fig. 1 . The electron density is expressed in MegaHertz of plasma frequency in order to be compatible with figures presented later in this article. The cross, solid, dotted, dash-dotted and dashed lines represent the mean electron density and the four EOFs respectively. It is clear that the mean electron density profile shows the typical variation of the Chapman function, and its values are a great deal larger than those of the EOFs. The values of the different EOFs are nearly all the same. The mean electron density represents the basic characteristics, and the EOFs reflect the small variations. It is also notable that the mean electron density and the four EOFs of the different local times, seasons and solar activities are different from each other. For a more detailed discussion and analysis of the EOF analysis of electron density, the reader is referred to the articles of of Daniell et al. (1995) , Wang et al. (2004) and Zhao et al. (2005) . Consequently, for a certain location, all of the F-layer density profiles can be expressed as a linear polynomial by 64 different sets of EOFs as Eq. (1).
The N e(t, h) is the height distribution of the F-layer density profiles in time t. The t denotes the time when the processed ionogram is observed. The variable h represents the real height and is made to vary between 150 km and 450 km for the Wuhan station, where the F2 peak height is generally below 450 km and the density profile below it determines the calculated traces completely. The density profile below 150 km mainly corresponds to the E and E-F region where the electron density is low compared to that of the F layer and has little influence on the F2 echo trace near the foF2.
The step of h is 2 km in this paper. The N denotes the rank of the adopted EOFs. The N e(h) is the time mean of the N e(t, h) distribution. The basic functions E i (h) are the empirical orthogonal functions. The coefficient a i (t) refers to the principal components and describes how the N e distribution varies with time. Once the coefficient a i (t) is determined for the ionogram being processed, the F-layer density profile is known. At this point, the corresponding F2 traces and parameters can be obtained easily.
Whether the F layer represented by means of the EOF series includes both the F2 layer and the F1 layer is of no consequence to our method since the main component of this method is the scaling of the F2-layer parameters. The density profile represented by the EOF series is limited to the range of 100-450 km, from which the hmF2 is obtained. The calculated traces from the density profile generally include the F2-layer trace, from which the foF2 and MUF3000f2 can be drawn.
Typically, the EOFs are arranged in order of decreasing variance captured in the original dataset. Table 1 lists the percentage variances of the first four EOFs. These EOFs are derived from the large number of F-layer density profiles by the IRI-2001 model corresponding to a local time span of 11:00-14:00 LT, spring and high solar activity during 1993-2003 at Wuhan. The variance percentages of the 63 other sets of EOFs are almost the same as this one. As can be seen from Table 1 , covariance contributions of the first four components are 83.148%, 15.453%, 1.221% and 0.116% respectively. Altogether, these are able to explain 99.938% of the total variance, leaving only 0.062% unexplained. This is a clear manifestation of the important advantages of the EOF analysis -EOFs converge very quickly, and only a few EOF components are required to represent most of the variability of the original dataset. Consequently, we only adopt the first four EOFs, and the N is set to 4 simply.
Once the EOF analysis is made for the given station, the variables N , N e(h), and E i (h) are determined, and the a i (t) only vary in a known range. Thus, for the known station, the F-layer electron density profile can be represented as Eq. (2).
N e(t, h)
Since the F-layer density profile of the ionogram being processed is represented reliably by Eq. (2), with the adjustable coefficients, the observed ionogram F2 traces should be fitted satisfactorily as the correspondingly calculated trace. If the coefficients of Eq. (2) are adjusted, large numbers of ionogram traces can be calculated. Thus, the observed ionogram F2 trace should be fitted acceptably as one calculated trace from the large numbers of calculated traces. The coefficients of the EOF series vary within a known range after the EOF analysis. In the analysis of Table 1 , the ranges of a1, a2, a3 and a4 are −4 to 3.5, −1.3 to 1.1, −0.3 to 0.26 and −0.05 to 0.056, respectively. The range of the coefficient for the first EOF is larger than that for the second EOF. The range of the coefficient for the third EOF is also obviously larger than that for the fourth EOF. That is to say, the range of the coefficient for the former rank EOF is larger than that for the latter rank EOF. Table 1 also shows that the covariance contributions of the four components (that is, a1*E1, a2*E2, a3*E3 and a4*E4) decrease very quickly in turn, of which the contribution of the first component is 83.148% and that of the fourth component is only 0.116%. To strengthen the importance of the former rank EOF on the EOF series, more adjustments are made to the coefficient of the former rank EOF. That is to say, the fitting possibility number for the former rank EOF is larger than that for the latter. The fitting possibility number is determined by the step of each coefficient when the range of each coefficient is known. To determine the step of coefficient for each rank EOF is a process of trial and error.
We have routinely calculated about 200,000 traces and as such have a sufficiently number to fit most of the observed ionogram F2 traces. The total number adopted should be large enough to match the observed ionograms. Generally speaking, the large the fitting number, the better the matching performance, but more requires more time. The above EOFs and coefficients are determined after the EOF analysis, and the large number of calculated traces can be known before the matching to the measured ionogram. Thus, these are all calculated and saved in a *.txt file for the convenience of an efficient processing beforehand. When applied in real time, these calculated traces are read from the *.txt file in order and used to match to the measured ionogram.
To search for the optimal trace from the large numbers of calculated traces, a matching criteria is needed. We know that an ionogram can be seen as a gray pixel image and represented as a two-dimension array A( f, h ). Here, f and h are the transmitted frequency and virtual height of the reflected echo, respectively. The f and h correspond to the x-and y-axis in the two-dimensional coordinate. The A denotes the amplitude of the reflected echo in frequency f and virtual height h . The array A( f, h ) of the observed ionogram are usually adjusted with a resolution of 0.1 MHz on the x-axis and 5 km on the y-axis by interpolation and extrapolation. It is obvious that the amplitude of pixel points in the observed ionogram echo trace is usually strong and remarkable, with the exception of the external interference. Therefore, the amplitude sum of all pixel points in the observed ionogram echo trace should tend towards the maximum. This is just the core of our matching criteria.
In addition, the calculated traces hc ( f ) can be represented as another array, B( f, h ), and adjusted to the same size as the observed ionogram array A( f, h ) .
The letter C can be appointed to any constant value that represents the pixel points in the calculated trace. We mainly emphasize the good matching in the F2 layer, so the C value of pixel points in the calculated traces hc ( f ) near to foF2 is appointed a larger value in Eq. (3). In order to obtain optimal traces to match the observed ionogram F2 trace from large numbers of calculated traces, a correlation analysis between the B( f, h ) and A( f, h ) is carried out. The calculated traces with maximal correlation are determined and considered to be a rough estimation of the resulting F2 traces. The corresponding coefficients are known immediately. Actually, the calculated O and X wave traces are simultaneously used to make the above analysis since the O wave echoes near fof2 are frequently weak or absent. We can further adjust the known coefficients of the series within the step and calculate several dozens of new traces that fluctuate around the roughly obtained traces. The trace that is ultimately obtained is searched from these newly calculated traces using the same matching criteria as mentioned above and generally matches the ionogram F2 trace better. This can be thought of as a refined process. This complete procedure is illustrated in Fig. 2 . Since the observed ionogram is always seen as a gray array, it is drawn into a gray picture in this paper. The lines that link the circles and crosses in Fig. 2 denote the calculated traces and the related density profiles, respectively, in terms of the EOF series from the different coefficients. It is obvious that the calculated O wave and X wave traces tagged with the line joining the circles fit the observed ionogram F2 traces more satisfactorily. Therefore, we believe the results from the coefficients corresponding to the line joining the circles perform better than those corresponding to the line joining the crosses. The optimal coefficients can be determined by repeatedly trying the coefficients. The calculated traces from the optimal coefficients can then be considered to nearly being the resulting F2 traces.
This method has an intrinsic advantage of universality and stability since the polarization information is not necessary and the information required is only a gray array. There is no need to pay much attention to the complicated situations in the observed ionogram traces, such as incompleteness and gaps. This method can match a complete calculated ionogram trace using only several weak and discontinuous echo signals. Because the ionogram traces in the F1 and E layer are changeable and complicated and the calculated traces may not sufficient to match these F1 and E traces, this method can not process the lower parts of ionogram trace, such as the F1-and E-layer trace, very well.
Once the F2-layer traces of the observed ionogram have been fitted acceptably, some parameters, including foF2, hmF2 and MUF(3000)F2, can be obtained easily. Here, MUF(3000)F2 is obtained when the corresponding transmission curve is tangential with the ordinary trace in the F2 region. This transmission curve is plotted using the following equation:
The f o is the frequency of the wave reflected obliquely, and the f v is the equivalent vertical frequency corresponding to f o . The k is the correction factor, which varies from 1.0 and 1.2 and is considered to be equal to 1.1 in our calculation. The h is the height of the reflecting layer, and φ is the angle at the center of the earth subtended by the path (Pezzopane, 2004) . The whole schedule is illustrated in Fig. 3 . Figure 3 (a) is the original observed ionogram. The different gray shading denotes the different amplitudes of the ionogram-reflected echo, with the grayer pixel denoting the stronger amplitude. It is inevitable that the observed ionogram echoes are usually contaminated by interference and noise. The feature of interference is that its signals have a strong and more or less uniform amplitude distribution, which is independent of range. A local statistic threshold is used to remove most of the interference. That is to say, the threshold is determined as the most probable amplitude over the entire range for each frequency. The Winner filter is a common and effective technique for removing random weak noise (Paul, 1999) , and it is used here to remove this noise. Since our method can not scale the E trace at present, the E trace in the original ionogram is removed using a simple threshold of height value, which is set here at 150 km. The result after the above preprocessing is shown in Fig. 3(b) . Most of the interference has been removed, and the F2 echo trace is distinct. The roughly searched O wave trace is shown in Fig. 3(c) . The lines joining the circles and crosses represent the O and X wave traces, respectively. The related F-layer density profile is not plotted on the same viewgraph 
Results and Discussion
Several typical samples
To demonstrate the features of this method qualitatively, we present five representative ionograms autoscaled in Fig. 4(a-e) . These ionograms are measured by a DGS-256 Digisonde at Wuhan. Perusal of these figures will give us a good idea of the capabilities and limitations of our method. Each ionogram is plotted twice in left and right of each panel, respectively, in which the original ionogram is shown without the calculated trace, tagged with the symbol "1", and with the calculated trace, tagged with the symbol "2". The lines joining the circles and crosses denote the automatically scaled O and X traces, respectively. The F2 parameters derived from both autoscaling by our method and manually scaling are listed in Table 2 for comparison. In our work, an accurate value is considered to lie within ±0.1 MHz of the standard value for foF2, ±0.5 MHz for MUF(3000)F2 and ±5 km for hmF2. An acceptable value is considered to lie within ±0.5 MHz of the standard value for foF2, ±2.5 MHz for MUF(3000)F2 and ±25 km for hmF2. Such limits of acceptability are in line with the URSI (International Union of Radio Science) limits of ±5 ( is the reading accuracy).
Figure 4(a) shows an ionogram with strong and notable traces, including F1, F2, E and multi echoes. This typical ionogram is measured at 14:45 LT on April 30, 2001. It is obvious that the autoscaling of the F1-and E-layer traces is unsatisfactory-or even incorrect-although the autoscaling of the F2 trace is nearly reasonable. The autoscaled F2 parameters are also acceptable when compared to the values reported in Table 2 (a). This reveals that our method can only autoscale the F2 parameters at an acceptable level at present. Therefore, the F1 or E traces of the matched calculated traces are not plotted in the following ionograms. In Fig. 4(b) , the F2 echo is very weak and sparse. The F2 trace near the foF2 is badly blurred and illegible due to strong interferences. This ionogram was measured at 07:30 LT on May 13, 2001. Our method satisfactorily scales the complete F2 layer trace using the several weak and discrete echoes in the F2 layer. It is also notable that the E echo is strong. The real values of foE and foF2 are 3.1 and 7.0 MHz, respectively. Although the ionization at the lower region is neglected in our EOF analysis and the difference between foE and foF2 is not very notable, the ionization at the E region does have little influence on the F2 traces obtained using our method. It is quite clear that the matched calculated traces at the lower part of F2 layer are redundant or incorrect, but the autoscaled F2 parameters are still acceptable, as shown in Table 2 (b).
Figure 4(c) shows an ionogram of which the F2 trace is lost or truncated. This ionogram is measured at 18:00 LT on May 17, 2001. Our method constructs the complete F2 trace satisfactorily, which shows a strong extrapolation. The autoscaled F2 parameters are also acceptable according to Table 2(c). In Fig. 4(d) , the spread F is strong and notable and the E trace is remarkable. This ionogram is measured at 02:15 LT on October 16, 2001. The scaling for the F2 layer is also acceptable.
Figure 4(e) shows how an ionogram with very weak echo traces and a strong sporadic E layer is scaled acceptably by our method. This ionogram is measured at 11:30 LT on October 12, 2001 . The F2 traces of the observed ionogram are nearly illegible, and the contour of the F2 echo trace is not well defined. Our method uses the weak echo information near fxF2 and acceptably constructs a complete F2 trace. The matched calculated F2 traces at the lower part of F2 layer are also clearly redundant and incorrect, but the autoscaled F2 parameters are acceptable.
As seen from Table 2 , it is quite clear that all five of the F2 parameters from our method are completely acceptable. Consequently, we can conclude that our method is acceptable for the autoscaling of F2-layer parameters even when sporadic E, spread F, very weak echo and strong interference are present and the F2 trace near foF2 is not clearly recorded.
Statistical error analysis
To assess the performance of our method for the scaling of F2-layer parameters quantitatively, we carried out a statistical error analysis of foF2, hmF2 and MUF(3000)F2 values obtained automatically by ARTIST 4.0 and by our method. The foF2, hmF2 and MUF(3000)F2 values from manually scaling are thought to be accurate and standard values. The analysis consists of 7896 ionograms, in which there are about 250 for each local time span (that is 23-02 LT, 02-05 LT, 05-08 LT, 08-11 LT, 11-14 LT, 14-17 We actually adopted two kinds of EOF in our work. We use method I and M to represent the EOFs from the electron density profiles directly calculated from the IRI model and inversed from the measured ionograms, respectively. The errors foF2, hmF2 and MUF(3000)F2 are calculated as the following:
The subscript autoscaled and manual represent the autoscaled and the manually scaled values, respectively. Table 3 gives the detailed acceptable percentages of all 7896 foF2, hmF2 and MUF(3000)F2 values. With respect to foF2, our method M and I has improved by 3.3% and 0.4% in acceptability compared with ARTIST 4.0, respectively. For hmF2, both our methods M and I are slightly superior to ARTIST 4.0 and have an increment of acceptability of 4.8% and 0.9%, respectively. For MUF(3000)F2, the increment of acceptability of our method M is 0.8%. The MUF(3000)F2 acceptability of method I is as high as 87.4%, even though it is a little low in comparison with that of ARTIST 4.0.
The cumulative error distributions of foF2, hmF2 and MUF(3000)F2 are shown in Fig. 5 . The lines joining the circles, crosses and asterisks represent the results of ARTIST 4.0 and of our methods M and I, respectively. It is clear that the percentages of foF2 and hmF2 are larger than that of ARTIST 4.0 between the accurate value and the acceptable value all along, which shows the better acceptability of foF2 and hmF2 from our methods. As to MUF(3000)F2, our method M gives comparable results, with the exception of a slight decrease in accuracy. The acceptability of method I is a little inferior to that of ARTIST 4.0 and also as high as 87.4%. It is notable that the performance of MUF(3000)F2 from ARTIST 4.0 is better than that from our methods, although the performance of foF2 and hmF2 from ARTIST 4.0 is a little inferior to those from our methods. This is due to the fact that MUF(3000)F2 from ARTIST 4.0 may be accurate despite the premature truncation of scaled F2 traces resulting in low or incorrect foF2 and hmF2. ARTIST4.0 has made the trace scaling by combining the image recognition and function fitting techniques. Therefore, the main echo trace is usually searched correctly, from which MUF(3000)F2 is drawn. The procedure of determining MUF(3000)F2 can also help to determine the above phenomenon. Our method M was found to always perform slightly better than method I since the EOFs from method M represent the electron density pro-files of the measured ionograms more accurately than those from the method I. These results show the acceptability of both our methods for the scaling of F2-layer parameters.
The root mean square error (RMSE) represents the deviation from the standard values on the whole. The RMSE of foF2 is shown in Eq. (6). The subscript autoscaled and manual have the same meaning as in Eq. (5). The N denotes the number of fof2 values calculated. The RMSE of MUF(3000)F2 is the same as in Eq. (6) with the exception of the replacement of foF2 with MUF(3000)F2.
We found that the RMSE variations of our method M are nearly the same as those of our method I. Consequently, we only report on the RMSE variations from method M for simplicity. The RMSE values of foF2 and MUF(3000)F2 for four seasons are given in Fig. 6 . For each season, all eight RMSE values in the eight different local times are calculated, and eight bars are drawn. The black and white bars are the results of ARTIST 4.0 and our method, respectively. Each black or white bar represents the RMES value during the 3-h period. For example, the bars at 23-02 LT are the results obtained during the period from 23:00 LT to 02:00 LT.
The RMSE variations of ARTIST 4.0 show the obvious daily variation. The fact that the ionograms vary greatly with local time can help explain this phenomenon. However, our method shows weaker variations or more stable results. It is obvious that the daily RMSE variations of both foF2 and MUF(3000)F2 from our method are slightly smoother than those of ARTIST 4.0 in all four seasons. Most of the foF2 RMSE values from our method are less than those of ARTIST 4.0. The RMSE variations in both foF2 and MUF(3000)F2 from our method are usually consistent. When the foF2 RMSE from our method is less than that of ARTIST 4.0, the corresponding MUF(3000)F2 RMSE from our method is usually less than that of ARTIST 4.0. The scaling of the foF2 and MUF(3000)F2 parameters are directly related to the scaling of the F2 layer trace. Therefore, we can say that our method operates more stably and is less related to the ionograms being processed for the scaling of the F2-layer parameters.
At present, the whole autoscaling of F2-layer parameters is made using a Windows program by Matlab or C programming language on a common PC. The required time from the reading of the originally observed ionogram to the final output of the ionogram F2 parameters is less than 10 s. Therefore, it is possible to automatically scale F2-layer parameters of ionograms in real time.
Conclusion
We introduce a method for automatically scaling F2-layer parameters from ionograms based on EOF analysis of ionospheric electron density. This method is universal and can be applied to many kinds of ionograms since it only needs an amplitude array as input and polarization information is not necessary. The statistical results show the acceptability and stability of this method for the autoscaling of F2-layer parameters. Although this method is currently not applicable to the scaling of the lower layers, such as the E and F1 layers, it has good levels of stability and acceptability, and it does not need polarization information, which makes it a promising methodology which can be further developed for the automatic scaling of whole ionogram traces.
