ABSTRACT In information retrieval, query expansion methods, such as pseudo-relevance feedback, are designed to enrich users' queries with relevant terms for comprehensively interpreting the desired information. One of the key issues for query expansion is how to obtain high-quality expansion terms to capture the information needs. Recent advances in neural network language models have demonstrated that these models can learn powerful distributed word representations, which have been successfully applied to solve various natural language processing tasks. In this paper, we propose a novel query expansion framework based on neural network-based word representations. Our framework first selects abundant candidate expansion terms using a modified term-dependency method and then generates term features for candidate terms based on word representations to encode relationships between given queries and corresponding candidate terms. Furthermore, we adopt learning-to-rank methods to train term-ranking models with the generated features for term refinement. We conduct extensive experiments to examine the performance of the learned term-ranking models and compare the effectiveness of the representation-based and context-based features for selecting relevant expansion terms. Experimental results using four TREC collections show that neural network-based word representations are effective in query expansion and can significantly improve retrieval performance.
I. INTRODUCTION
Queries submitted to search engines usually contain insufficient words to accurately interpret information needs, thus returning few relevant documents and even hurting retrieval performance. Query expansion in information retrieval (IR) seeks to enrich queries by adding relevant terms to capture users' information needs for obtaining more relevant documents. In query expansion, it is an important problem on how to select relevant expansion terms, because high-quality expansion terms can contribute much to retrieval effectiveness. Given a query, relevant expansion terms should comprehensively encode relationships between expansion terms and their corresponding query, thus reformulating a high-quality expanded query to improve retrieval performance. Therefore, it is necessary to generate effective representations of expansion terms for measuring their relevance to the given query.
To obtain high-quality expansion terms, various query expansion methods have been proposed, and one of the most effective methods is pseudo-relevance feedback (PRF). PRF assumes top-ranked documents from an initial retrieval are relevant to the given query, and thereby frequent terms in these documents are more relevant to the query. Based on this assumption, PRF takes term frequency as a measurement to select terms for expanding users' query. However, studies have shown that it is difficult to obtain high-quality expansion terms using PRF due to the semantic constraint [1] , which indicates that expansion terms should be semantically similar to the original query. Therefore, it is necessary to select semantically similar terms for query expansion.
Recently, neural network-based models, such as the skipgram model, have been developed to generate distributed word representations, called neural network language models [2] . These models represent each word in the context as a real valued vector, and the vector is iteratively updated based on the words occurring near to it, which forms a potentially strong basis to generate high-quality term features for natural language processing tasks. In the learned word representations, semantically similar words tend to be close to each other, thus capturing meaningful syntactic and semantic regularities of words [2] .
Inspired by the successful applications of distributed word representations in other tasks, we propose incorporating word representations into pseudo-relevance feedback to bridge the semantic gap between queries and expansion terms for selecting relevant expansion terms. In our framework, we take word representations as term features for supervised learning term-ranking models, and investigate different learning-torank methods for expansion term selection. We list the main contributions of this work as follows.
(a) We propose a modified term-dependency method for selecting a large set of candidate expansion terms. The method can improve the coverage of relevant expansion terms for further term refinement. (b) We modify the skip-gram model to extract useful term features for query expansion, and use learning-to-rank methods to train term-ranking models based on the extracted features. (c) We evaluate our framework using four TREC collections, and investigate different learning-to-rank methods in our framework. Experimental results show that the proposed framework can significantly outperform existing methods.
The remainder of the paper is organized as follows: In the Related Work section, we introduce related work on query expansion and neural network language models. In the Methods section, we introduce the proposed methods in detail.
In the Experiments and Analysis section, we demonstrate the effectiveness of our methods with extensive experiments on TREC collections. In the Conclusion section, we conclude this paper and provide future directions.
II. RELATED WORK
In information retrieval, query expansion, especially pseudorelevance feedback (PRF), has been studied for years [3] - [9] , and integrated in various classic retrieval models, such as vector space model [10] , probabilistic model [11] , relevance model [12] and mixture model [13] .
Different modifications on PRF have also been investigated for different IR tasks. For example, Lv and Zhai [14] revisited PRF based on a maximum-entropy divergence minimization model by introducing an entropy term to regularize the learned model. Studies have shown that one of the key issues for optimizing PRF is how to choose the most relevant terms for given queries. Therefore, term refinement for query expansion has been addressed in related studies. For example, Lee et al. [15] defined abundant features based on linguistics and statistics for modeling relationships between different query terms. Zamani et al. [16] took term selection for query expansion as a recommendation task, and solved using matrix factorization for recommending useful expansion terms. Hazimeh and Zhai [17] provided comprehensive axiomatic analysis on smoothing methods for PRF. Cao et al. [18] proposed classifying expansion terms for choosing useful expansion terms. Similarly, Zhang et al. [19] proposed a supervised query expansion model for efficiently selecting effective expansion terms via two-stage feature selection. These studies have demonstrated supervised learning methods can help choose high-quality expansion terms with effective term feature representations.
Ranking methods have been introduced to select expansion terms for query expansion, and proved to be effective in enhancing retrieval performance. For example, Lin et al. [20] proposed expanding user's queries based on terms obtained from social annotations, and refined the terms using ranking methods. Our previous work has focused on refining expansion terms using learning-to-rank methods [21] with predefined context-based features, where candidate terms were obtained from feedback documents of an initial retrieval. In this work, we attempt to further optimize our query expansion framework by introducing distributed word representations as term features for selecting relevant expansion terms.
Recently, distributed word representations have attracted increasing attention in the area of machine learning. The learned representations can been taken as high-quality features and applied to deal with many text mining and natural language processing (NLP) tasks [22] - [24] . For example, Collobert and Weston [25] and Collobert et al. [26] proposed a neural network-based model that can learn unified word representations for several NLP tasks simultaneously. Furthermore, Mikolov et al. [2] proposed an effective neural network-based model for learning word representations, which is implemented as the tool word2vec. Word2vec implemented two models, the continuous bag-ofwords model (CBOW) and the skip-gram model, both of which can learn high-quality features in an unsupervised way from large text corpora.
Distributed word representations can capture meaningful syntactic and semantic regularities from text corpora, and have been successfully used in many tasks. For example, Zhang et al. [27] proposed using distributed word representations to detect text reuse in different applications. De Vine et al. [28] introduced neural network language models to measure the similarity between medical concepts, and demonstrated the effectiveness of the proposed method. Huang et al. [29] developed deep structure-based latent semantic models for web search using clickthrough data and word hashing techniques. Similarly, Shen et al. [30] proposed learning semantic representations using convolutional neural networks for web search. Chen et al. [31] proposed a locality-preserving essence vector modeling framework for spoken document retrieval.
Recent studies have sought to improve performance of information retrieval using distributed word representations. For example, Vulić et al. [32] proposed a unified framework for monolingual and crosslingual information retrieval based on word representations to create bilingual query and document embeddings. Zheng et al. [33] proposed learning the weights of query terms to better interpret queries with term recall weight as learning targets. Almasri et al. [34] compared several expansion methods using word representations for directly measuring term similarities. Sordoni et al. [35] proposed a novel method for learning semantic representations of words and phrases based on quantum language modeling, and improved the performance of query expansion. Ganguly et al. [36] constructed a generalized language model to enhance retrieval effectiveness, which used word embeddings to derive the transformation probabilities between words. Diaz et al. [37] explored the use of term relatedness in query expansion for ad hoc information retrieval with locally-trained word embeddings. Zamani and Croft [38] proposed incorporating semantically related terms that do not occurred in original queries based on language models for PRF. Unlike previous studies that directly used word representations for measuring document relevance, we explore the possibility of using word representations as term features for learning to rank candidate expansion terms in query expansion.
III. METHODS

A. GENERAL FRAMEWORK
In this section, we provide detailed introductions about our framework, which is illustrated in Fig. 1 . In our framework, an initial retrieval is first conducted to obtain abundant candidate expansion terms based on pseudo-relevance feedback. To refine the candidate terms, we represent these terms as feature vectors based on distributed word representations and context information, and assign each term a ground truth relevance label as learning targets. We treat sentences in the retrieval corpus as basic processing units to learn distributed word representations using neural network language models. Thereafter, we learn term-ranking models based on the extracted term features using different learning-to-rank methods. Ultimately, we use the learned models to expand queries, and retrieve with the expanded query. We introduce steps of our framework in the following subsections, including candidate expansion term acquisition, term feature extraction, term labeling strategy and the learning-to-rank methods for term selection.
B. CANDIDATE EXPANSION TERM ACQUISITION
Candidate expansion term acquisition seeks to obtain candidate expansion terms for further refinement based on PRF. Given a query, we first conduct an initial retrieval using the query to obtain top-ranked documents as the source of candidate expansion terms. In the basic assumption of PRF, these documents are very likely to be relevant to the original query, and frequent terms in the documents can thus enrich the query for better understanding the information needs. Any IR model can be applied for the initial retrieval, and we adopt query-likelihood language model [39] in our experiments.
The next step of our framework is to obtain candidate expansion terms based on the feedback documents. We adopt the term-dependence method [20] , which has been proved to be effective to choose high-quality candidate terms for PRF. The term-dependency method is designed to choose terms mainly based on term co-occurrence under the assumption that if a term co-occurs more frequently with query terms, the term will be more relevant to the query and can be used as a complement to enrich the query. Specifically, the method considers the co-occurrences of expansion terms and query terms based on their distributions in the entire corpus and the feedback documents. In the first presentation of the method, it is used to measure the relevance of expansion terms obtained from social annotations. To adapt it to selecting terms from feedback documents, we modify the method as follows.
sim(t, Q)
where df(q, t) measures the number of documents containing the query term q and the expansion term t. |M | is the total number of documents in the entire corpus. D is the set of feedback documents. 1.0 is a smoothing item to avoid zero for logarithm. cooc(t, q, d) measures the number of co-occurrence of q and t in the feedback document d, and can be computed as follows.
where w is a sliding window in the document d. Equation (2) counts the co-occurrences of the expansion term t and the query term q in each sliding window within the scope of the document d. sim(t, Q) measures the similarity of the term t and the original query Q. We compute the similarities for all terms in the feedback documents, and select terms with the highest similarities as candidate expansion terms. Compared to the original term-dependency method, our modified method has two differences: We measure document frequency of a candidate term and a query term simultaneously instead of counting their document frequency, respectively; we measure co-occurrences of a candidate term and a query term within sliding windows in the feedback documents instead of computing their term frequencies, respectively. We believe that these modifications can be useful and effective to improve the coverage of relevant expansion terms for further refinement.
C. TERM FEATURE EXTRACTION BASED ON WORD REPRESENTATIONS
After obtaining candidate expansion terms, we need to refine the terms using supervised ranking methods. To construct term-ranking models, we represent these terms as feature vectors based on their distributions in the entire collection. Highly useful term features can comprehensively reflect term importance and term relevance with respect to the given query, and thus contribute to constructing effective termranking models. Recently, distributed word representations have been proved to be effective to model semantic relationships among words for different tasks, which may be potentially useful in our task. In query expansion, word representations based on neural network language models can embed semantic relationships between queries and expansion terms, and thereby term features based on word representations may help to bridge the semantic gap for better modeling expansion terms and improving the effectiveness of term selection. Therefore, we propose incorporating word representations into our PRF framework as term features for selecting semantically relevant expansion terms.
Word representations based on neural network language models assume that two terms appearing in similar contexts tend to semantically correlate with each other. Based on the assumption, neural network language models generate word representations based on the context of words, and thus similar terms tend to be close to each other in their final representations. Mikolov et al. [40] have demonstrated that learned word representations using the skip-gram model can capture meaningful syntactic and semantic regularities.
In our framework, we investigate the skip-gram model for query expansion. The skip-gram model learns word representations by optimizing its ability to predict the nearby terms. We adopt the skip-gram model to generate term features in an unsupervised way, and learning to select expansion terms using the features, which is different from methods in others' studies. While previous studies have utilized word representations to directly measure similarities of terms or to train a traditional classifier, we instead use word representations to learn term rankers for selecting the most relevant expansion terms.
Specifically, given a sequence of training words w 1 , w 2 , . . . , w n , . . . , w N , the object of the skip-gram model is to maximize the average log probability as follows.
where r is the context window size, which is centered around the target term w n . N is the vocabulary size. The equation indicates that the probability of a term w n is determined by its surrounding terms within the window size r.
Since the goal of our task is to model the relationship between a given query and its relevant expansion terms, we modify the object function for paying more attention to the adjacency of query terms and expansion terms. We formalize the modified object function as follows.
1
where η(w n+j , w n ) measures the relevance between the term w n+j and the term w n . To embed the relevance of query terms into the representations of candidate expansion terms, we adopt the scores of terms obtained from the modified term dependency method. Specifically, if each of w n+j and w n is contained in the original query, we set η(w n+j , w n ) as the weighting score of the candidate term. Otherwise, we assign a constant to η(w n+j , w n ). In our experiments, we normalize the scores as the weights, and use the minimum of scores as the constant.
The outputted probability of a term is computed using the Softmax function as follows.
where v w and v w are respectively the input and output vector representations of the word w, and the denominator in the equation is the normalization item. In practical implementation, two approximation methods, hierarchical softmax and negative sampling, can be used to reduce the computational complexity. Random small values are assigned as initial values for the vectors, and gradient descent with decaying learning rate is used to optimize the object function to construct the optimal vector representations. An example of training process is given in Fig. 2 . The input of the skip-gram model is the vector representation for the word W t . The objective for the training process is to maximize the probability for predicting its nearby words W t−3 , W t−2 , W t−1 , W t+1 , W t+2 , W t+3 in the context with the window size as 3. Diaz et al. [37] have demonstrated that a global embedding may result in over-general word embedding for query expansion, and locally-trained word embedding are an effective resource for information retrieval tasks, where global embedding refers to train the representations of words using a general large-scale corpus, and locally-trained embedding refers to train the representations with the corpus for retrieval itself. Therefore, we train the skip-gram model based on the local corpus for more effective word representations. Specifically, the training is performed iteratively VOLUME 6, 2018 on all the sentences in the retrieval documents, and word representations are updated continuously based on the nearby word occurrences in each context. Therefore, the final word representations encode more complete information in the entire corpus, and can effectively capture semantic relationships between terms. After obtaining final representations of all the words, we convert word representations into term features by element-wise addition of word representations corresponding to the same stemmed term for term refinement.
D. TERM LABELING STRATEGY
Term labeling strategy assigns each term a ground truth relevance label, which will be used as learning targets during optimizing intermediate term-ranking models. We take two factors into consideration for generating the ground truth term labels: the latent impact of terms on retrieval performance and the increasing magnitude of retrieval performance. We formulate the labeling strategy as followings.
where eval can be any evaluation measure used in IR tasks, such as mean average precision (MAP) or precision at n (P@n). We first conduct a retrieval using the original query q, and denote its retrieval performance as eval(q). Then, we add the term t to q to form an expanded query, and retrieve using the expanded query, denoting its performance as eval (q + t). Based on these two retrievals, we compare eval(q) with eval(q + t) to determine the relevance of the term t. If eval(q + t) is larger than eval(q), we label the term as 1 or 2, indicating the term is relevant to the original query. Otherwise, we label the term as 0, indicating the term is irrelevant to the query.
We consider the number of final expansion terms, denoted as k, for more accurately measuring term relevance. We use k to determine whether one term is definitely relevant or partially relevant to the query. We rank all candidate terms based on the increasing magnitude from eval(q) to eval(q + t) to obtain a sorted list of terms, where rank(t) is the ranking position of the term t in the list. If rank(t) is less than k, we label the term as 2, indicating that it is definitely relevant to the original query. Otherwise, we label the term as 1, indicating that it is partially relevant to the query. In our experiments, we choose MAP as the eval function to evaluate the relevance of candidate expansion terms. It should be noted that other evaluation measures can also be chosen as the eval function in our framework.
E. TERM-RANKING MODEL BASED ON LEARNING-TO-RANK METHODS
In this section, we introduce learning-to-rank methods for training term-ranking models. Learning-to-rank methods have been proved to be effective to solve ranking problems in text mining tasks based on machine learning techniques. As supervised learning methods, learning-to-rank methods modify loss functions of different machine learning methods using ranking constraints. The ranking constraints can be divided into three types based on the input spaces: the pointwise constraints, the pairwise constraints and the listwise constraints.
To learn term-ranking models, ranking methods based on the pointwise constraints are designed to predict the exact relevance of each candidate expansion term, which is similar to supervised machine learning methods used in other tasks. One general form of the pointwise loss functions can be formalized as follows.
where f (t i ) is the predicted relevance of the term t i to a given query, y i is the ground truth label of the term t i . The loss function accumulates losses among all the candidate terms corresponding to a training query, and iteratively reduces the total loss to output the optimal model.
Ranking methods based on the pairwise constraints are designed to predict the preference order of two candidate terms with diverse relevance labels, which considers more ranking information than the pointwise ones to obtain the ranking loss. Therefore, the resulted models are more likely to generate an accurate ranking list of candidate terms. One general form of the pairwise loss functions can be formalized as follows.
where f (t i ) and f (t j ) are the predicted relevance of the term t i and the term t j to a given query, y i,j is the ground truth of the preference order for the term t i and the term t j . We extract pairwise samples by considering any two candidate terms with diverse relevance labels corresponding to the same query. The loss function accumulates losses across all the training queries, and reduces the total loss by optimization techniques, such as gradient descent.
Ranking methods based on the listwise constraints are designed to directly predict the ranking list of candidate terms with respect to a given query, which fully considers ranking information to learn term-ranking models. In ranking tasks, listwise methods have been proved to be the most effective to learn ranking models. One general form of the listwise loss functions can be formalized as follows.
where y is the optimal ranking list of candidate terms for a given query, z(f ) is the predicted ranking list of terms for the query, and f is the scoring function for the terms. P() transforms the distribution of terms in ranking lists into a permutation-based probability. The loss function accumulates all the losses based on cross entropy of the probabilities of the ranking list y and ranking list z(f ) for every candidate term. We illustrate the training and testing processes of termranking models in Fig. 3 to better explain the proposed method. In the training phase, the training set consists of training queries, and each query corresponds to a set of candidate expansion terms with relevance labels. Learning-to-rank methods take the training set as inputs to learn term-ranking models by iteratively reducing the ranking loss yielded by different loss functions defined above. In the testing phase, the learned models are used to predict the relevance for candidate terms with respect to a testing query, finally selecting the expansion terms for query expansion. In our framework, we use learning-to-rank methods for term selection based on word representation-based term features. After constructing term-ranking models, we use the models to select the most relevant terms as final expansion terms to expand original queries for better retrieval performance.
IV. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL SETTING
In this section, we evaluate our framework using four TREC collections: TREC6-8, Robust, WSJ87-90 and AP88-90, which are widely used and publicly available corpus in IR. We use the title field of queries for these collections as the original queries in our experiments. Table 1 shows the statistics of these collections. In our experiments, we trained word representations based on the entire retrieval collections. After being processed by removing all the HTML tags, the final training data contains totally 467.47 million words, where the number of unique words, i.e. the vocabulary size, is about 347 thousand. For the neural network language model, we adopted the word2vec implementation by Google (http://word2vec.googlecode.com/). We used the hierarchical soft-max classification layer and set the ''size'' parameter to different values to investigate the effectiveness, which represents the dimensionality of the outputted word representations.
We use Indri search engine [41] as the basic retrieval system to implement our framework. We use the structured query language provided by Indri to reformulate the original query with the chosen expansion terms and corresponding weights as follows. (10) where Q original is the original query and term i represents any chosen expansion term with weight weight k . Term weights can be obtained from scores assigned by different models, and we normalize the term weights to the interval [0-1] to make fair comparisons. λ is the weight for original query.
We take mean average precision (MAP) for top-1000 returned documents as the main evaluation measure, following the basic evaluation methods used in the TREC conference. Meanwhile, we adopt other evaluation measures including precision at the n th position (P@n) and normalized discounted cumulative gain at the n th position (NDCG@n) to examine the effectiveness of our method. Besides, we conduct five-fold cross validation to train term-ranking models by splitting the queries based on the query number for each collection into a training set, a validation set and a testing set at the ratio of 3:1:1, which follows the standard divisions of LETOR collections for learning-to-rank tasks [42] . In this setting, we train the term-ranking models on the training set, tune the parameters of learning-to-rank methods on the validation set, and test the learned models on the testing set. We report the averaged performance of our method on the testing sets of each fold in our experiments. For the baseline methods, we also tune the parameters of the chosen baseline methods under the same divisions of training sets, validation sets and testing sets like our method, and report the average performance of different folds for fair comparisons, which follows the training and testing divisions in other PRF tasks.
B. BASELINE METHODS
In this section, we introduce the baseline methods used in our experiments, including the basic retrieval model, the PRF-based models and the representation-based models. Moreover, we also compare the proposed models based on different features and different learning-to-rank methods, respectively, to obtain the most effective features and ranking methods in our framework.
For the basic retrieval model, we conduct our basic retrieval based on the default retrieval model implemented in Indri, which is based on a combination of language modeling and inference network retrieval frameworks. Both frameworks VOLUME 6, 2018 have been widely used and proved to be effective in many retrieval tasks. Therefore, this is potentially useful as the basic retrieval model. We denoted this method as QL in our experiments.
For the PRF-based models, we compare our method with three state-of-the-art PRF methods. The first one is the relevance model implemented in Indri, denoted as RM3 [12] , [43] . The second one is based on our modified version of term dependency (MTD) method, which selects candidate expansion terms based on term co-occurrences with query terms. MTD is used in our framework for candidate term selection. The third one is the divergence minimization model (DMM) [17] , which is designed to minimize the divergence for feedback collection language model and maximize the divergence for the entire collection language model. We tune the parameters of these baseline methods under the same divisions of training sets, validation sets and testing sets as our method, and report the average performance of different folds for fair comparisons.
For the representation-based models, we further compare our method with three models in our experiments. The first one is the generalized language model with word embedding-based document sampling and collection sampling [36] , which is denoted it as ELM in our experiments. The second one is the model using term relatedness in query expansion for ad hoc information retrieval with locallytrained word representations [37] , which is denoted as LEQE in our experiments. The third one is the model incorporating semantically related terms based on language models for pseudo relevance feedback [38] , which is denoted as EPRF in our experiments.
For the proposed method, we compare term-ranking models based on different combinations of features and learningto-rank methods. To compare the effectiveness of different features, we train ranking models based on both the word representation-based term features and the context-based term features. Our context-based features are extracted based on traditional context-based statistics of terms for information retrieval tasks. We list detailed definitions of the contextbased features in Table 2 . In the table, we extract term features from the entire collection (Feature 1 to Feature 11) and the feedback documents (Feature 12 to Feature 19), respectively. For term features based on each collection, we extract term frequency, document frequency, term frequency inversed document frequency, and co-occurrencebased features by measuring the number of co-occurrences between candidate terms and query terms. We have defined and compared the effectiveness of these context-based features in our previous work, and adopted the optimal feature set in this work [21] . Since it is not the main contribution of this work, readers can refer to [21] for details about the definitions and comparisons of these context-based features. Our word representation-based term features are extracted based on the skip-gram model [2] . We train the model using the entire retrieval collection to obtain the representations for each word in the collection. Because words in corresponding learned representations are in their original forms, we stem the words using a Porter stemmer, and combine word representations with the same stem using element-wise addition to obtain features for each candidate term.
We also train term-ranking models based on different learning-to-rank methods to compare the effectiveness of these methods in our framework. Three types of learningto-rank methods are investigated in the experiments, respectively, including the pairwise methods, the pairwise methods and the listwise methods. For pointwise approach, we investigate the classification method [18] and the regression method [44] for query expansion, which directly use machine learning techniques to predict the relevance for each candidate term. For the pairwise methods, we adopt the RankBoost algorithm [45] in our experiments, which utilizes the boosting approach for machine learning to predict the preference order for each pair of terms. For the listwise methods, we adopt the LambdaMART algorithm [46] , [47] in our experiments, which is based on massive addictive regression tree models, and has been proved to be effective in other IR tasks. It is noted that other learning-to-rank methods can also be integrated in our framework, and we will explore other effective ranking methods in our future work.
C. EVALUATION OF RESULTS FOR THE POINTWISE METHODS
In this section, we evaluate the retrieval performance of our framework using pointwise learning-to-rank methods based on different features, including the context-based features, the word representation-based features and the combination of all the features. The pointwise methods directly employ existing machine learning techniques, and learn the term-ranking models by predicting the relevance for each candidate term.
In our experiments, we investigate two pointwise methods: the classification method [18] and the regression method [44] . Table 3 and Table 4 show the retrieval performance using ranking models based on different feature sets, where ''Context-based'' represents the context-based features defined in Table 2 , ''Representation-based'' represents the representation-based features based on the skip-gram model and ''Combination of both'' represents the combination of the former two feature sets. These feature sets are taken as the inputs for pointwise methods to train term-ranking models for expansion term selection. Once the model is trained. It seems a bit strange to have line breaks for decimal results in Table 3 -5. Could you please make the decimals in one line. We use the model to refine the expansion term set for query expansion. Retrieval performance in the tables is measured in terms of MAP. Table 3 shows that the retrieval performance based on word representations outperforms that based on the context-based features on all the collections. The retrieval performance is further enhanced using the combination of both feature sets. We can observe a similar trend on the evaluation of query expansion by the regression method in Table 4 , namely, the pointwise approach based on word representations yields better performance than that based on the context-based features. The results indicate that word representations can capture more semantic information about candidate terms than the context-based features, and meanwhile these two feature sets are complementary in modeling expansion terms, which contributes to further enhancement on retrieval performance.
D. EVALUATION OF RESULTS FOR THE PAIRWISE METHODS
In this section, we further evaluate the retrieval performance of our framework using pairwise RankBoost algorithm [45] based on three feature sets mentioned above. RankBoost utilizes the boosting approach to solve ranking problem, which takes pairs of terms with diverse labels as learning samples to learn term-ranking models by combining the intermediate weak rankers. Table 5 shows the experimental results in terms of MAP. We can observe a similar trend that the retrieval performance based on word representations outperforms that based on the context-based features on all the collections, and retrieval performance is further enhanced by combining these two feature sets. One possible explanation for this phenomenon is that the context-based features and the representation-based features can capture different aspects of candidate expansion terms in constructing term-ranking models. To learn effective term-ranking models, all pairs of candidate terms are compared based on the pre-defined features to iteratively reduce the ranking loss for model optimization, VOLUME 6, 2018 and meanwhile different weak rankers based on the chosen features are accumulated to form a strong one as the final outputted term-ranking model.
E. EVALUATION OF RESULTS FOR THE LISTWISE METHODS
Furthermore, we evaluate the retrieval performance of our framework using listwise LambdaMART algorithm [46] , [47] based on the above-mentioned feature sets. LambdaMART has been proved to be effective in various ranking tasks, whose model is a linear combination of the outputs of regression trees. Table 6 shows the retrieval results in terms of MAP. We can observe a similar trend as the pointwise and pairwise methods from the table. Experimental results show that expansion term refinement based on word representations produced by the skip-gram model yields better performance than that based on the context-based features. Meanwhile, since the combined feature set achieves the best performance, we believe that the two feature sets are complementary to each other in constructing term-ranking models.
F. EVALUATIONS RESULTS BY OTHER METRICS
To comprehensively examine the effectiveness of the feature sets, we evaluate the retrieval results in terms of P@n and NDCG@n in this section. These two evaluation measures have been widely used in IR tasks. Fig. 4, Fig. 5, Fig. 6 and Fig. 7 illustrate the comparisons on retrieval performance using different feature sets, in which the expansion terms are chosen using the LambdaMART algorithm. Fig. 4 shows the evaluation results based on TREC6-8 collection. From the figure, we observe that the representationbased features achieve comparable results with the context- based features, and the combined features outperform each single feature set in terms of different measures. Fig. 5 shows the evaluation results based on the Robust collection. The figure shows that the representation-based features achieve the best performance in terms of P@3 and NDCG@3, which indicates that the representation-based features are effective in ranking relevant terms at the top of the ranking list. Besides, the representation-based features and combined features achieve comparable results in terms of P@5 and NDCG@5, and the combined features achieve the best performance in terms of P@10 and NDCG@10, which indicates that the combined features are effective to enhance the overall performance of the term ranking list. Fig. 6 shows the experimental results based on the WSJ collection. We can observe similar trends as the results using the TREC6-8 collection, except that the representationbased features achieve the best performance in terms of NDCG@10. Fig. 7 shows the experimental results based on the AP collection. From the figure, we can observe similar trends as the evaluations in terms of MAP. Experimental results show that retrievals using the representation-based features yield better results than those using the context-based features, and retrieval performance can be further enhanced using the combination of both feature sets. We believe that word representations based on neural network language models can effectively model term relevance and contribute to capturing more relevant terms for query expansion.
G. COMPARISONS OF RESULTS WITH BASELINE MODELS
In this section, we provide experimental results of our framework in comparison with the results of different baseline methods. Table 7 reports the comparisons on retrieval performance of different methods in terms of MAP. We compare the results using statistical test, i.e., two-tailed paired Student's t tests with 95% confidential level (p <0.05), where ' * ' indicates significant improvements of our methods over the MTD method, and '+' indicates significant improvements of our methods over the ELM method. The MTD method is the best-performed PRF-based method and the ELM method is the best-performed representation-based method. The table shows that the RM3 method and the MTD method outperform the basic retrieval method QL on all the collections. These two methods select expansion terms based on term co-occurrence within feedback documents in an unsupervised way. In comparison, other baseline methods select expansion terms based on word representations, and obtain better results. For the representation-based baseline models, the ELM method outperforms other methods on AP, WSJ and Robust collections, and achieves comparable performance on the TREC6-8 collection. Overall, the representation-based methods achieve better performance than the PRF-based methods, which shows that word representations are useful to enhance retrieval performance by considering more semantic information about candidate terms and query terms.
For the proposed methods, the classification method achieves better performance than all the baseline models on the AP collection, and achieves comparable performance on other collections. The regression method further enhances the performance on AP collection, but is less-performed on other collections than the classification method. These results indicate that the pointwise term-ranking based on word representations can contribute to enhancing retrieval performance, but meanwhile its performance is slightly worse than other representation-based models. One possible explanation for this phenomenon is that term-ranking models based on the pointwise methods are constructed to predict the exact relevance of each candidate term, which may partly ignore term relevance embedded in term features. Therefore, experimental results show that the pairwise and listwise methods further enhance retrieval performance with more emphasis on term relevance to obtain more powerful term-ranking models. Specifically, RankBoost outperforms the pointwise methods and other baseline models on AP, WSJ and Robust collections, and LambdaMART achieves the best performance on all the collections. This is because the listwise method, compared with the pointwise and the pairwise methods, takes more ranking information embedded in the term features into consideration to construct the term-ranking models, so that it selects the most relevant terms to expand the original query and yields more effective expanded queries.
To further compare our framework with the baseline methods for term selection, we provide an example of selected top-10 terms based on the 51 th query for the AP collection. The content of the query is ''Airbus Subsidies''. We compare the selected top-10 terms using the MTD method, the ELM method and the LambdaMART method in Table 8 , where 'R' represents relevant terms and 'I' represents irrelevant terms with respect to the given query. The labels are obtained using the proposed labeling strategy. The table shows that the LambdaMART method, compared with the other two methods, captures more relevant expansion terms by ranking the candidate terms, which can improve the quality of the expanded query and enhance retrieval effectiveness. The results are consistent with the evaluation results in Table 8 , and provide more evidence for the improvement of retrieval performance.
H. EFFECTIVENESS OF TERM-RANKING MODELS ACROSS COLLECTIONS
In this section, we train term-ranking models across different collections to further examine the generalization ability of term-ranking models. Specifically, we train the term-ranking models based on the queries of AP, WSJ, TREC6-8 and Robust collection, respectively, and test the learned models on the other three collections except the training one. Besides, we also train the term-ranking models based on all the queries of three collections, and test the learned model on the other collection. For example, we train one term-ranking model based on the combination of WSJ, TREC6-8 and Robust collections, and evaluate the learned model on AP collections. We report the experimental results in Table 9 , where the first column represents the training collection, and the first row represents the testing collection. The experimental results show that term-ranking models based on the TREC6-8 collection or the Robust collection achieve better performance than those based on the AP collection or the WSJ collection, and term-ranking models based on the combination of any three collections achieve the best performance for different testing collections. On the AP collection and the Robust collection, the best performance is better than those trained with individual collection reported in the former section. The results indicate that the learned termranking models are robust across different collections, and training with larger collections makes the outputted models more effective and more robust, which may be because larger training set embeds more semantics of expansion terms into the learned models, and makes the best of word representations to construct effective term-ranking models.
I. PARAMETER SELECTION
In this section, we study the effects of two parameters for the neural network language model. One is the window radius, which measures the distances between a word and its nearby words. The other is the embedding dimensionality, which is the latent dimensionality of the outputted word representations. We consider the window radius as 2, 5, 10, and the dimensionality as 100, 150, 200, because these values are typical of the range generally reported in [2] , [23] , and [25] . Fig. 8 shows the retrieval results in terms of MAP obtained from different combinations of the parameters, in which we use the LambdaMART ranking method with both the context-based features and the representation-based features for term selection. We observe that both the window radius and the outputted dimensionality can affect retrieval performance for constructing word representations. The best performing model is the model with the largest dimensionality and the smallest window radius, and larger dimensionality contributed more to the performance improvement than smaller window radius. For the dimensionality, the improvement from 100 to 150 is higher than that from 150 to 200, where the latter one is small. We believe that the overall trends suggest a guideline to construct word representations for training term-ranking models in our future work. Besides, we also tune the parameters of PRF, including the number of feedback documents N , the number of expansion terms k and the number of candidate terms M, based on the retrieval performance of original pseudo-relevance feedback method with five-fold cross validations. The parameter k is also used for labeling the relevance of the candidate expansion terms. We provide the tuning process in Fig. 9 to Fig. 11 . Based on the tuning, we set these parameters as M = 150, N = 10, k = 50 in our experiments.
J. DISCUSSION
Our experimental results have shown that neural networkbased word representations can contribute to generating high-quality term features, which are effective in constructing term-ranking models for enhancing retrieval performance. This is mainly because word representations consider words occurring near to a certain word within the context, which forms a potentially strong basis to generate high-quality term features. At the training time, each word representation is continuously optimized using a neural network based on the context of the word in iterations. Therefore, the outputted representations make the most of the context, and effectively model the term relationships, which can contribute much to capture more relevant expansion terms with respect to given queries.
Efficiency is another important factor for information retrieval applications, which is mainly focused on the time cost during the searching process. Compared with traditional pseudo-relevance feedback methods, our method takes comparative time to expand the query for retrieval. Besides, our method also takes extra time to learn word representations and term-ranking models, but the learning process is completed offline. Namely, our method can retrieve relevant documents for a given query equally efficiently with other pseudo-relevance feedback methods, once obtaining the word representations and term-ranking models. We report the time costs for learning different term-ranking models using different learning-to-rank methods, shown in Table 10 . The time costs are averaged over five folds. From the table, we can see that the regression-based model costs the least time, the RankBoost-based model costs the most time, and the LabdaMART-based model costs moderate time. The table also indicates that the extra time costs of our method compared with other expansion methods are relatively small in our framework. 
V. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a pseudo-relevance feedback framework based on word representations obtained using the skip-gram neural network language model. In our framework, we first modify the term-dependency method to improve the coverage of relevant expansion terms, and then use word representations as term features to construct term-ranking models for capturing semantic relationships between queries and corresponding candidate expansion terms. We investigate three types of learning-to-rank methods with different feature sets in our experiments. Experimental results using four TREC collections show that term features based on word representations are effective in selecting more relevant expansion terms, thus enhancing retrieval performance. Overall, the LambdaMART-based term-ranking model with both the representation-based features and the context-based features achieves the best retrieval performance.
Our future work will be carried out in two directions: We will explore other state-of-the-art techniques for generating effective term features, and examine the effectiveness of the generated features in our query expansion framework; we will also develop more effective term-ranking models for selecting highly relevant expansion terms. 
