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Einleitung
Berechnung von Übergangsmetallsystemen
Die Komplexität chemischer Reaktionen steigt mit der Maßgabe, höhere Ausbeuten und
stereochemische Reinheit erreichen zu wollen. Damit einher gehen Fälle, in denen der Re-
aktionsmechanismus nicht mehr eindeutig auf dem Papier festgelegt werden kann. Neben
einer experimentellen Aufklärung des Mechanismus ist ein theoretischer Einblick, mittels
computerchemischer Methoden, wünschenswert. Sobald eine Reaktion im Computer kor-
rekt modelliert werden kann, eröffnet sich die Möglichkeit effizient verschiedene Derivate
der beteiligten Reaktionskomponenten zu testen. Der computerchemische Ansatz wird ins-
besondere dann interessant sein, wenn eine kombinatorische Synthesestrategie nicht zum
Erfolg führt, zu teuer oder zu aufwendig ist.
Um diesem Bereich der Chemie gerecht zu werden, müssen die computerchemischen Me-
thoden in der Lage sein auch kleine Energieunterschiede genau vorauszusagen und dabei
gut mit der Systemgröße skalieren. Ein interessanter Bereich ist der von 20 bis ca. 100 Ato-
men. Katalysatorsysteme können durchaus Größen in diesem Bereich erreichen und zudem
Übergangsmetalle beinhalten, welche die theoretische Beschreibung maßgeblich erschweren
können.
Zwei wichtige physikalische Effekte, deren Erfassung wesentlich die Genauigkeit einer Me-
thode beeinflussen, sind die dynamische und die statische Korrelation. Dabei beschreibt
die dynamische Korrelation die direkte Wechselwirkung zwischen Elektronen. Die statische
Elektronenkorrelation beschreibt den Einfluss nahezu entarteter Zustände auf die Elektro-
nenwechselwirkung. Die Beschreibung der statischen Korrelation ist dabei ein typisches
Problem der Übergangsmetalle, da es dort oft nahezu entartete Zustände gibt.
Dennoch wird der Fokus der Einleitung wie auch der Dissertation auf den Methoden lie-
gen, welche lediglich die dynamisch Korrelation erfassen. Die Beschreibung der statischen
Korrelation mittels Multireferenzmethoden, wie MCSCF [3] oder MRCI [4], ist bis heute
unverhältnismäßig teuer und für größere Systeme kaum praktisch durchführbar.
Bisher gibt es als standard-ab initio-Methoden in diesem Größenbereich nur die Dichtefunk-
13
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tionaltheorie (DFT) [5, 6, 7, 8] , verschiedene QM/MM Ansätze [?, 9] und MP2 Methode
[10].
DFT kann genaue Energien liefern und skaliert vergleichsweise gut mit der Systemgröße.
Die Ergebnisse hängen in einigen Fällen jedoch signifikant von den verwendeten Funktio-
nalen ab. Entsprechend sollten diese erst für das vorliegende Problem getestet werden.
Problematisch sind Fälle mit Dispersionswechselwirkungen oder einem hohen Anteil an dy-
namischer Korrelation. Hierbei muss man auf DFT-Verfahren zurückgreifen, die zum Teil
auch schlechter skalieren wie z.B. das B2PLYP Verfahren von Grimme et al.[11].
QM/MM bezieht sich klassisch darauf, den für z.B. eine Reaktion wichtigen Teil eines
Molekül mittels einer genaueren quantenmechanischen Methode (QM) zu beschreiben und
den Rest des Systems mittels einer besser skalierenden molekularmechanischen Methode
(MM).
Mittels QM/MM-Methoden können sehr große Systeme beschrieben werden, jedoch treten
Probleme auf, wenn für das System wichtige Wechselwirkungen zwischen dem QM- und
dem MM-Teil des Moleküls bestehen.
MP2 liefert in viel Fällen genaue und zuverlässige Ergebnisse, jedoch ist die Skalierung pro-
blematisch und besser skalierende MP2 Verfahren sind erst bedingt standmäßig einsetzbar.
Der kurze Einblick in die gängigen ab-initio Methoden sollte verdeutlichen, dass es in dem
besprochenen Größenbereich noch genügend Spielraum für alternative Ansätze gibt. Ein
solcher Ansatz ist das Diffusions-Monte Carlo Verfahren (DMC)[12], welches potentiell
in der Lage ist, einen hohen Anteil der dynamischer Elektronenkorrelation zu beschreiben
und gleichzeitig gut mit der Systemgröße skaliert. DMC löst numerisch die zeitabhängige
Schrödingergleichung in imaginärer Zeit [13, 14].
@ 
@t
=  Hˆ , Hˆ =  1
2
 + V. (1)
Als Lösung wird die exakte Wellenfunktion des Systems erhalten. Observablen wie die Ener-
gie werden als statistische Erwartungswerte über die einer Wellenfunktion entsprechende
3N-dimensionale Elektronendichte | |2 berechnet.
Für Grundzustände bosonischer Systeme funktioniert dieser Ansatz exakt. Für fermionische
Systeme hingegen muss die sogenannte Fixed-Node-Näherung[15] eingeführt werden, um
die Antisymmetrie der Wellenfunktion und damit Pauli-Prinzip zu gewährleisten.
Trotz der langen Geschichte dieser Methode ist sie bis heute noch nicht zur Standardmetho-
de geworden. Jedoch mit größer werdenden Rechnerressourcen und einem starken Trend zu
parallelen Rechnerarchitekturen wird DMC zunehmend interessanter. Die Genauigkeit wur-
de in verschiedenen Benchmark-Rechnungen an Verbindungen der Hauptgruppenelemente
untersucht[16, 17]. Es hat sich gezeigt, dass man mittels DMC durchaus eine Genauigkeit
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vergleichbar mit den Coupled Cluster Verfahren[18] wie CCSD(T) erreichen kann. CCSD(T)
ist dabei momentan der goldene Standard im Bereich der Methoden zur Beschreibung der
dynamischen Elektronenkorrelation. Dieses Verfahren skaliert jedoch überaus schlecht mit
der Systemgröße.
Im Bereich der Übergangsmetallverbindungen besteht dringender Nachholbedarf, die Genau-
igkeit und die Limitierungen der DMC-Methode zu testen. Die Anzahl der Untersuchungen,
die sich mit Übergangsmetallverbindungen beschäftigen ist im Vergleich mit den Unter-
suchungen zu Hauptgruppenelementen verschwindend gering. Der erste Schritt hierbei ist
ein einfacher Ansatz der nur die dynamische Korrelation beschreibt. Der Grund hierfür ist,
dass auch im Fall der DMC Methode bei größeren Systemen Multireferenzansätze schnell
aufwendig werden und somit nicht mehr praktisch anwendbar sind.
Im Rahmen der vorliegenden Dissertation wurden DMC-Rechnungen für die Dissoziations-
und ersten Ionisierungsenergien der zweiatomigen Übergangsmetallsulfide ScS bis FeS durch-
geführt. Diese Systeme wurden bisher noch nicht mittels DMC und, abgesehen von FeS,
wenig theoretisch untersucht[19, 20]. Verschiedene Übergangsmetallsulfide sind auch von
praktischem Interesse als Katalysatoren [21] und als Bestandteil von Supraleitern[22]. Auch
im biologischen Bereich treten Übergangsmetallsulfide auf. Wichtige Beispiele sind die ver-
schiedenen Metalloproteine mit Eisensulfid-Clustern als aktiven Zentren, welche unter an-
derem an Redoxprozessen beteiligt sind[23].
Elektronendichte- und Energiepartitionierung
Neben der genauen und effizienten Berechnung von elektronischen Energien ist ein weiterer
wichtiger Aspekt die Interpretation der erhaltenen Daten. In den meisten Fällen ist das Vor-
gehen bei der computerchemischen Untersuchung einer Reaktion so, dass im ersten Schritt
Produkte, Edukte und Übergangszustände berechnet werden. Mittels der so erhaltenen ab-
soluten elektronischen Energien für die einzelnen Moleküle kann man Reaktionsenergien und
Aktivierungsenergien berechnen, durch welche Aussagen bezüglich der Reaktivität getrof-
fen werden können. In einem zweiten Schritt werden dann aufgrund chemischer Erfahrung
Gründe für das festgestellte Verhalten anhand der berechneten Geometrien gesucht. Andere
Möglichkeiten zu Interpretationen bieten die Molekülorbitale oder Elektronendichte selber,
welche beide mehr oder weniger problematisch sind. Das wesentliche Problem besteht darin,
dass alle berechneten Daten sich auf das gesamte System beziehen und nicht auf einzelne
Bindungen oder Fragmente eines Moleküls, wie es der chemischen Intuition entspricht.
Verfahren zur räumlichen Partitionierung der Elektronendichte werden seit langem intensiv
untersucht. Hat man die Elektronendichte erst einmal partitioniert, ist man auch in der Lage
lokale Erwartungswerte für diese zu berechnen. Das Hauptproblem besteht darin, ein che-
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misch intuitives and gleichzeitig physikalisch begründetes Partitionierungsschema zu finden.
Anderenfalls sind die so erhaltenen Einzeldichten, ebenso wie die berechneten Erwartungs-
werte, mehr oder weniger willkürlich und nicht aussagekräftig im Sinne einer chemischen
Interpretation. Eine weitere Anforderung, die man an ein solches Partitionierungsschema im
Sinne der ab initio-Methoden stellen sollte ist, dass es vollständig auf Eigenschaften der
Elektronendichte oder Wellenfunktion beruhen sollte. Dadurch wird verhindert, dass das
Ergebnis der Partitionierung schon vorher festgelegt ist.
Eine Methode, welche dies alles im Prinzip erfüllt ist das “Atoms in Molecules” (AIM)
Konzept von Bader[24]. Das Verfahren kann eine Dichtepartitionierung für eines beliebigen
Systems aufgrund der von Eigenschaften der Elektronendichte erreichen. Allerdings sind die
erhaltenen atomähnlichen Teildichten selber chemisch wenig intuitiv. Es gibt verschiedene
weitere Verfahren, die alle ihre Vor- und Nachteile haben[25, 26, 27, 28]. Allen Verfahren
ist gemeinsam, dass die erhaltenen Teildichten wenig intuitiv sind oder quasi willkürlich
gewählt werden.
Im Rahmen dieser Dissertation wird ein weiteres Verfahren vorgeschlagen, welches tatsäch-
lich die geforderten Bedingungen erfüllt. Dieses Verfahren partitioniert die Elektronendichte
in N lokalisierte Einelektronendichten. Im Kern beruht die hier eingeführte Partitionierung
auf der Zuordnung der Elektronen zu einer Referenz in jedem Schritt der Quanten-Monte-
Carlo-Simulation. Im Rahmen der vorliegenden Arbeit wurde dieses Verfahren formuliert,
implementiert und an verschiedenen Beispielen getestet. Zudem werden verschiedene mög-
liche Anwendungen und erste Ergebnisse vorgestellt werden. Die ersten so erhaltenen Er-
gebnisse zeigen, dass das Verfahren eine einfache qualitative Analyse der elektronischen
Struktur eines Systems ermöglicht und dabei chemisch intuitive Teildichten liefert.
Abgeleitet von dem hier eingeführten Verfahren zur Partitionierung der Elektronendichte
wurde zudem ein Verfahren zur Energiepartitionierung eingeführt. Hierbei wird die Gesamt-
energie eines Systems in die internen und Wechselwirkungsenergien sogenannter chemischer
Einheiten partitioniert. Diese Einheiten entsprechen dabei z.B. Bindung, freien Elektronen-
paaren und Kernelektronen. Dadurch wird analog zum Verfahren zur Dichtepartitionierung
die Möglichkeit eine quantitativen Analyse der lokalen elektronischen Struktur eines che-
mischen Systems eröffnet. Es wird also möglich Gründe für die Reaktivität oder Stabiliät
chemischer Systeme direkt aufgrund der Wechselwirkung zwischen verschiedenen Mole-
külteilen quantitativ zu untersuchen. Das Verfahren wurde im Rahmen der Dissertation
formuliert und implementiert. Erste Untersuchungen zu und mit dem Verfahren wurden
durchgeführt.
Kapitel 1
Grundlegende Quantenchemie
1.1 Schrödinger Gleichung
Die Begründung und die wesentlich Beiträge zur Quantenmechanik gehen auf die erste Hälf-
te des 20. Jahrhunderts zurück. De Broglie veröffentlichte seine Theorie der Materiewellen,
Heisenberg[29, 30] und Schrödinger[14, 13] formulierten zwei Ansätze zur Quantenmecha-
nik, die Matrizenmechanik und die Schrödinger-Gleichung, Heisenberg stellte zudem die
Unschärferelation[31] vor und Dirac[32] erweiterte die Quantenmechanik um die Prinzipien
der Relativitätstheorie. Zu dieser Zeit wurde der Grundstein gelegt zu einer theoretischen
Beschreibung der Materie mit einer zuvor unvorstellbaren Genauigkeit. Mit der Erfindung
des Computers durch Zuse wurde eine breite Anwendung dieser Theorien möglich und neue
Verfahren praktikabel. So kann man heute quantenmechanische Rechnungen, welche vor 20
Jahren noch Großrechner in Anspruch genommen haben, auf einem einfachen Heimcompu-
ter durchführen.
Nichtsdestotrotz ist bis heute die Gundlage dieselbe geblieben. Für die moderen quantenche-
mischen Verfahren ist diese normalerweise zeitunabhängige Schrödingergleichung (Gl.(1.1)).
Hˆ = E (1.1)
Hˆ ist der Hamilton-Operator, welcher sich aus den Teiloperatoren der kinetischen Energie Tˆ
and potentiellen Energie Vˆ für die Elektronen e and Kerne n zusammensetzt. In atomaren
Einheiten erhält man:
Hˆ =  
NX
i=1
1
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r2i| {z }
Tˆe
 
MX
A=1
1
2mA
r2j| {z }
Tˆn
+
NX
i=1
NX
j>i
1
rij| {z }
Vˆee
 
NX
i=1
MX
A=1
ZA
riA| {z }
Vˆen
+
MX
A=1
MX
B>1
ZAZB
rAB| {z }
Vˆnn
(1.2)
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 ist die Wellenfunktion des Systems, welche ohne weitere Näherung von den Kern Ko-
ordinaten R und Elektronkoordinaten r abhängt. Die Wellenfunktion kodiert die quanten-
mechanischen Eigenschaften des Systems. In der Formulierung des Hamiltonoperators nach
Gleichung (1.2) gehen die Kerne noch voll in die quantenmechanische Beschreibung mit ein.
Ein Lösung der Schrödinger Gleichung wird dadurch maßgeblich erschwert, schon alleine
aufgrund der Dimensionalität des Problems. Diese ist für die Wellenfunktion ohne Separa-
tion der Kerne R3(N+M), wobei N die Anzahl der Elektronen und M die Anzahl der Kern
ist.
Der erste Schritt, um die Dimensionalität des Problems zu reduzieren, besteht in der Sepa-
rierung von Elektronen und Kernen über die Born-Oppenheimer-Näherung[33]. Grundlage
dieser Näherung ist die Annahme, dass sich die Elektronen im Verhältnis zu den Kernen
so schnell bewegen, das die Kerne als starr angenommen werden können. Entsprechend
ist die kinetische Energie der Kerne null und fällt im Hamilton-Operator weg. Ebenso ist
auch die Wellenfunktion für die elektronische Schrödingergleichung nur eine Funktion die
Elektronkoordinaten r des jeweiligen Systems. In die so erhaltene elektronische Schrödin-
gergleichung gehen die Kerne nur parametrisch, also als feste Geometrie für ein Molekül,
ein. Damit vereinfacht sich Gleichung (1.2) zu:
Hˆ = E ; Hˆ = Tˆe + Vˆee + Vˆen + Vˆnn (1.3)
Die meisten modernen quantenmechanische Verfahren beziehen sich auf die Lösung der
elektronischen Schrödingergleichung. Die Dimensionalität der Wellenfunktion  ist mit R3N
auch so noch sehr hoch. Entsprechend ist es ein grundlegendes Ziel der wellenfunktionsba-
sierten Verfahren, möglichst genaue und effiziente Näherungen für die Wellenfunktion zu
konstruieren. Neben den wellenfunktionsbasierten Verfahren gibt es auch Verfahren, die auf
der Elektronendichte basieren.
1.2 Rayleigh-Ritz-Quotient
Außer für Systeme mit nur einem Elektron ist auch die elektronische Schrödinger Glei-
chung (Gl.(1.3)) nicht analytisch lösbar. Entsprechend sind weder die Energieeigenwerte
eines Systems noch die analytische bzw. exakte Wellenfunktion direkt zugänglich. Viele
Näherungsverfahren zur Berechnung eines Energieerwartungswertes für eine nicht exakte
Wellenfunktion bauen auf dem Rayleigh-Ritz-Quotienten[34] auf (Gleichung (1.4)). Der
letze Term ist dabei die der Integralschreibweise analoge Dirac Notation.
E0  E =
´
 ⇤Hˆ d⌧´
 ⇤ d⌧
=
h | Hˆ | i
h |  i (1.4)
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E0 ist hierbei die exakte Grundzustandsenergie und E der Energieerwartungswert für die
Energie bei gegebener Wellenfunktion  . Der Nenner des Quotienten ist das Normierungs-
integral der Wellenfunktion, welches für eine normierte Wellenfunktion eins ist. Der nach
Gleichung (1.4) erhaltene Energieerwartungswert E bildet also eine obere Schranke zur
exakten Energie.
Allgemein ergibt die Bestimmung des Minimums der Energie bezüglich der Variation der
Wellenfunktion eine bessere Näherung für die Wellenfunktion und den Energieerwartungs-
wert (Gleichung (1.5)). Dabei handelt es sich um das sogenannte Variationsverfahren[35].
 E
  
= 0 (1.5)
Im Fall einer speziell parametrisierten Wellenfunktion  (p,R) entspricht dies dem Minimum
bezüglich der Variation nach den Parameter p.
1.3 Wellenfunktion
Die entscheidene Frage ist, wie man  wählen muss um ein System korrekt zu beschrei-
ben. Grundlegende Forderungen an die Eigenschaften der Wellenfunktion sind schon in
den Postulaten der Quantenmechanik verankert. Die Wellenfunktion muss demnach stetig,
mindestens zweimal differenzierbar und quadratisch integrierbar sein (Gleichung (1.6)).
ˆ
| |2 d⌧ = N <1 (1.6)
Die ersten beiden Postulate dienen dazu sicherzustellen, dass der Hamilton-Operator auf
die Wellenfunktion anwendbar ist. Das letzte Postulat sichert, dass im Sinne der Bohrschen
Wahrscheinlichkeitsinterpretation der Wellenfunktion die Aufenthaltswahrscheinlichkeit ei-
nes durch  beschriebenen Teilchens über den gesamten Raum eins ist. Die genannten
Forderungen gehören zu den Grundlagen der Quantenmechanik, welche ohne diese nicht
denkbar wäre.
Eine weitere mindestens ebenso wichtige Forderung ergibt sich aus dem Pauli Prinzip. Die-
ses besagt, dass die Wellenfunktion für Fermionen antisymmetrisch bezüglich der Vertau-
schung zweier Elektronen gleichen Spins sein muss. Hierdurch wird das Ausweichverhalten
von Elektronen gleichen Spins beschrieben. Allgemeiner kann aus der Ununterscheidbar-
keit quantenmechanisch identischer Teilchen abgeleitet werden, dass die Wellenfunktion
antisymmetrisch (Gleichung (1.7))
 (x1,x2, ...xi...xj...xN) =   (x1,x2, ...xj...xi...xN) (1.7)
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oder symmetrisch (Gleichung (1.8)) bezüglich der Vertauschung zweier Teilchen sein muss[35].
Dabei setzt sich xi = {ri,  i} aus dem Ortsvektor ri = {xi, yi, zi} und der Spinkoordinate
 i zusammen.
 (x1,x2, ...xi...xj...xN) =  (x1,x2, ...xj...xi...xN) (1.8)
Es ist bekannt, dass für Fermionen mit halbzahligen Spin die Wellenfunktion antisymme-
trisch sein muss und für Bosonen mit ganzzahligem Spin symmetrisch. Diese Forderungen an
die Wellenfunktion sind notwendig um das zu Eigenwertspektrum der Schrödingergleichung
auf einen physikalisch sinnvollen Bereich zu reduzieren.
Die Diskussion der Antisymmetrie von fermionischen Wellenfunktionen ist für das Diffusions-
Monte Carlo-Verfahren von besonderer Bedeutung. Die notwendige Antisymmetrie der Wel-
lenfunktion bewirkt, dass diese Nullstellen bzw. Knoten aufweist. Diese Tatsache macht
eine besonderes Vorgehen notwendig, um die Antisymmetrie der Wellenfunktion im Fall des
DMC-Verfahrens zu gewährleisten[15].
Kapitel 2
Wellenfunktionsbasierte Methoden
2.1 Hartree-Fock-Methode
2.1.1 Hartree-Fock-Gleichungen
Die gängige Formulierung der Wellenfunktion im Hartree-Fock-Verfahren[34, 35, 36] ent-
spricht der Slater-Determinante (Gleichung (2.2)). Der Vorfaktor 1/
p
N ! in Gleichung (2.2)
ist lediglich der Normierungsfaktor.
 SD =
1p
N !
          
 1(1)  2(1) · · ·  N(1)
 1(2)  2(2) · · ·  N(2)
...
... . . .
...
 1(N)  2(N) · · ·  N(N)
          
(2.1)
Alternativ wird die Slater-Determinante oft mit der verkürzten Dirac-Schreibweise wie in
Gleichung 2.2 formuliert.
 SD = | 1 2 3... Ni (2.2)
Die Slater-Determinante wird aus N -Spinorbitalen  i aufgebaut, welche jeweils ein Elek-
tron beschreiben. Spinorbitale sind als Produkt der räumlichen Wellenfunktion  i und der
Spinfunktion  i definiert (Gleichung 2.3).
 i(r,!) =  i(r) ·  i(!)mit (!) =
8<: a(!) (!) (2.3)
Es ergeben sich zwei Spinfunktion ↵(!) und  (!), welche von einer Spinvariable ! abhän-
gen. Die Spinfunktionen sind ebenso wie die räumlichen Wellenfunktionen  i orthonormal,
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ensprechendes gilt somit auch für die Spinorbitale.
´
 i(r) j(r)d⌧ =  ij´
 i(!) j(!)d! =  ij
(2.4)
Da der Spin zwar eine physikalische Notwendigkeit darstellt, die nichtrelativistische Schrödinger-
Gleichung diesen aber nicht direkt enthält, beinhalten die meisten Gleichungen die Spin-
funktionen nicht direkt, ist aber in der Herleitung berücksichtigt.
Determinanten sind per Konstruktion antisymmetrisch[35], wodurch das Pauli-Prinzip au-
tomatisch erfüllt ist. Vertauscht man zwei Spalten der Slater-Determiante so ändert sich
das Vorzeichen. Sind hingegen zwei Zeilen gleich verschwindet die Determinante. Dies ent-
spricht der Aussage, dass zwei Elektronen nicht denselben Quantenzustand bzw. hier analog
diesselbe Einelektronenwellenfunktion besetzen dürfen.  SD beschreibt ein Mehrelektronen-
system aus N nichtwechselwirkenden Elektronen. Dies ist der Fall, da jedes Elektron durch
ein Einelektron- Spinorbital  i beschrieben wird, welches nicht von den übrigen Elektronen-
positionen abhängt.
Zur Herleitung der Hartree-Fock-Gleichungen wird das Variationsverfahren angewendet (s.
Gleichung (1.4)). Gesucht werden die optimalen Orbitale  i für welche die Variation  E
null ist. Dabei ist die Nebenbedingung, dass die optimalen Orbitale  i orthonormiert sein
sollen (Gleichung (2.4)). Die Minimierung muss aufgrund der Nebenbedingung mittels des
Lagrangeschen Multiplikatorverfahrens erfolgen (Gleichung (2.5)), wobei ✏kl Lagrangesche
Multiplikatoren sind.
 
24⌦ SD   Hˆ    SD↵| {z }
E
 
NX
k,l=1
✏kl h k(1) | l(1)i
35 = 0 (2.5)
Die Auswertung von Gleichung (2.5) führt letztlich zu einem Gleichungssystem aus N
Hartree-Fock-Gleichungen. Bei den Hartree Fock Gleichungen handelt es sich um Einelektron-
Integrodifferentialgleichungen:
fˆ(1) k(1) = ✏k k(1), k = 1, ...N (2.6)
fˆ ist der Fock-Operator, wobei es sich um einen effektiven Einelektronenoperator handelt:
fˆ (i) = hˆ (i) + Vˆeff (i) mit Vˆeff (i) = Kˆ (i) + Jˆ (i) (2.7)
Der Kern-Hamilton-Operator hˆ(i) setzt sich aus den Operatoren für die kinetische Energie
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des Elektrons und die potentielle Energie der Elektron-Kern-Wechselwirkung zusammen.
Anstatt des vollständigen Operators für die Elektron-Elektron-Wechselwirkung enthält der
Fock-Operator nur noch einen effektiven Operator Vˆeff (i) für die Elektron-Elektronen-
Wechselwirkung:
fˆ(i) =  1
2
r2i  
ZA
riA| {z }
h(i)
+
NX
l=1
h
Jˆ l(i)  Kˆ l(i)
i
| {z }
Vˆeff (i)
(2.8)
Dieser effektive Operator setzt sich zusammen aus dem nichtklassischen Austausch-Operator
Kˆl(i)
Kˆ l(i) k(i) =
⇢ˆ
 ⇤l (j) k(j)
rij
d⌧jd j
 
 l(i) (2.9)
und dem klassischen Coulomb-Operator Jˆl(i).
Jˆl(i) k(i) =
(ˆ | l(j)|2
rij
d⌧jd j
)
 k(i) (2.10)
Vˆeff (i) beschreibt somit das gemittelte Potentialfeld, welches auf das ite Elektron bei
Anwesenheit der übrigen Elektronen wirkt. Der Eigenwert ✏k ⌘ ✏kk ist die Energie des
Einelektronorbitals  i. Da die Hartree Fock Gleichungen über die Operatoren Jˆ l(i) und
Kˆ l(i) nicht nur von dem zu optimierenden Spinorbital  i abhängen, sondern auch von allen
anderen, ist ein Lösungen der Gleichungen nur iterativ möglich.
2.1.2 Restricted- und Unrestricted-Hartree-Fock
Im vorangegangenen Abschnitt wurden die allgemeinen Hartree-Fock-Gleichungen einge-
führt. Der Spinzustand des Systems hat bisher keine explizite Rolle gespielt, ist jedoch
entscheidend für die Anwendung des Verfahrens. Nach dem grundlegenden Bild eines che-
mischen Systems können alle Elektronen gepaart oder ungepaart vorliegen. Im Sinne einer
orbitalbasierten Methode würde dies im ersten Fall bedeuten, dass alle Orbitale mit einem
↵ und einem   Elektron besetzt sind. Im zweiten Fall würden manche Orbitale nur jeweils
mit einem ↵ Elektron besetzt sein. Das es sich bei den ungepaarten Elektronen gerade um
↵ Elektronen handelt ist dabei gängige Konvention.
Liegt für ein System der Fall vor, dass alle Elektronen gepaart sind und somit der Gesamtspin
des Systems null ist, führt dies unter Berücksichtigung der Spinfunktionen im Hartree-Fock-
Verfahren zu wesentlichen Vereinfachungen der Gleichungen. Die restricted Hartree Fock
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(RHF) Wellenfunktion
   RHF↵ ist wie folgt definiert[34]:   RHF↵ =    1 ¯1...↵ (2.11)
 1 und  ¯1 stehen dabei für die beiden Spinorbitale desselben Ortsorbitals  1, welche das-
selbe räumliche Orbital  1 besetzen. Die Anzahl der Orbitale halbiert sich entsprechend
der Doppelbesetzung. In der Herleitung der RHF-Gleichung wird die Orthogonalität der
Spinfunktionen ausgenutzt, wodurch der Spinbeitrag verschwindet. Die Austausch- und
Coulomb-Operatoren (Gleichungen (2.9) und (2.10)) ergeben sich danach durch Substitu-
tion der Spinorbitale  i gegen die räumlichen Orbtiale  i. Die Hartree Fock Gleichungen
sowie der Energieausdruck sehen in abgekürzter Schreibweise (s. Gleichung 2.8) wie folgt
aus: 8<:hˆ(i) +
N/2X
l=1
h
2Jˆ l(i)  Kˆ l(i)
i9=; k = ✏k k(i) (2.12)
Da ↵ und   Elektronen dasselbe räumliche Orbital besetzen, unterscheiden sich die Orbi-
talenergien für Elektronen mit unterschiedlichem Spin nicht.
Die zweite Hartree-Fock-Variante ist die unrestricted-Hartree-Fock Methode (UHF)[34].
Hierbei werden separate räumliche Orbitale für ↵ und   Elektronen eingeführt (Gleichung
(2.13)). Auf diesem Wege findet über den Ansatz eine Separierung der Elektronen mit ↵
und   Spin statt und die explizite Behandlung von Spinorbitalen wird somit unnötig.   UHF↵ =     ↵1  1 ...E (2.13)
Dieser Ansatz führt unter Beachtung der Orthogonalität der räumlichen Orbitale und Spin-
funktionen zu zwei Sätzen von gekoppelten Integrodifferentialgleichungen für die beiden
Spins. (
hˆ(i) +
N↵P
l=1
h
Jˆ↵l (i)  Kˆ↵l (i)
i
+
N P
l=1
Jˆ l (i)
)
 ↵k = ✏
↵
k 
↵
k (i)(
hˆ(i) +
N P
l=1
h
Jˆ l (i)  Kˆ l (i)
i
+
N↵P
l=1
Jˆ↵l (i)
)
  k = ✏
 
k 
 
k (i)
(2.14)
Die Definition der Austausch- und Coulomb-Operatoren ist wiederum analog zu der für die
RHF-Methode. Allerdings beschreiben Jˆ↵l (i) und Jˆ
 
l (i) die gemittelte Coulombwechselwir-
kung mit den übrigen Elektronen mit ↵ bzw.   Spin. Der Austausch-Operator z.B. für ↵
Spin K↵l (i) kann sich per Ansatz nur auf Austauschwechselwirkung innerhalb der Sätze
von  ↵i bzw.  
 
i Orbitalen beziehen. Die Kopplung der Hartree-Fock-Gleichungen für Elek-
tronen mit ↵ und   Spin ergibt sich durch die Coulomb-Wechselwirkung zwischen ↵ und
  Elektronen. Die Energien für  ↵i bzw.  
 
i sind im Rahmen der Hartree-Fock-Methode
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demnach unterschiedlich.
2.1.3 Roothaan-Hall und Pople-Nesbet-Gleichungen
Um mittels der eingeführten RHF- bzw. UHF-Methoden Rechnungen an Molekülen durch-
führen zu können sind weitere Schritte notwendig. Zum einen beziehen sich die bisher
eingeführten Gleichungen lediglich auf Atome. Eine Erweiterung auf Moleküle ist z.B. für
die RHF Gleichungen zumindest formell leicht. Im Kern-Hamilton-Operator h(i) muss über
alle Atome des Moleküls summiert werden.
h(i) =  1
2
r2i  
MX
A=1
ZA
riA
(2.15)
Die Molekülorbitale werden nun in einer Basis entwickelt. Dies geschieht üblicherweise mit-
tels des „Linear Combination of Atomic Orbitals to Molecular Orbitals” LCAO-MO Ansatzes,
wodurch die Molekülorbitale als Linearkombination von Atomorbitalen ausgedrückt werden
(Gleichung (2.16)).
 n(i) =
KX
µ=1
cnµ µ(i) (2.16)
Mittels des LCAO-MO-Ansatzes werden die RHF-Gleichungen 2.12 in die Roothaan-Hall-
Gleichungen überführt (Gleichung (2.17)).
FC = SC✏ (2.17)
F ist dabei die Fock-Matrix mit den Matrixelementen Fµ⌫ ( Gleichung (2.18)), wobei sich
der Name durch deren Ableitung vom Fock Operator fˆ ergibt.
Fµ⌫ = h µ| fˆ | ⌫i (2.18)
S ist die Überlappungsmatrix.
Sµ⌫ = h µ|  ⌫i (2.19)
C ist die K ⇥ K große Koeffizienten-Matrix, welche die zu bestimmenden Koeffizienten
Cµi enthält. ✏ ist die eine Diagonalmatrix welche die K Orbitalenergien ✏i enthält.
In analoger Weise ergeben sich aus den UHF Gleichungen (2.14) die Pople-Nesbet-Gleichungen.
F↵C↵ = S↵C↵✏↵
F C  = S C ✏ 
(2.20)
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Die so erhaltenen Matrixeigenwert-Gleichungen für die RHF und die UHF Methode könn-
ten nun mittels Diagonalierungsmethoden gelöst werden, sofern die funktionale Form der
Atomorbitale  µ bekannt wäre. Überlicherweise werden die Molekülorbitale in einer end-
lichen Basis von Slater- oder Gauss-Funktionen entwickelt, den sogenannten Basissätzen.
Die Basissätze sind selber parametrisiert, wobei die Parametrisierung durch Anpassung an
experimentelle oder theoretische Daten erfolgen kann. Die Qualität der Näherung der Mo-
lekülorbitale durch solche Basisfunktionen steigt dabei mit der Anzahl der Basisfunktionen.
Die iterative Berechnung der Molekülorbital-KoeffizientenC erfolgt mittels des „Self Consis-
tent Field” (SCF) Verfahrens. Durch ein einfacheres z.B. semiempirisches Verfahren werden
grobe Näherungen für die Molekülorbitale konstruiert. Diese Molekülorbitale werden ver-
wendet, um die Fock-Matrix F und die Überlappungsmatrix S zu berechnen. Durch Lösung
der Gleichung erhält man neue Koeffizienten C und Energien ✏. Aufgrund der neuen Koef-
fizientenmatrix C werden wiederum F und S konstruiert und die Gleichungen gelöst. Dies
wird solange fortgesetzt bis sich die Energie im Rahmen eines festgelegten Wertes nicht
mehr ändert.
Die so erhaltenen konvergierten Molekülorbitale, welche die Energieeigenwert-Matrix ✏ dia-
gonalisieren, werden auch als kanonische Orbitale bezeichnet und sind über das Molekül
delokalisiert.
2.1.4 Korrelationsenergie
Nach Löwdin[35, 34, 36] ist die Korrelationsenergie eines Systems definiert als die Differenz
zwischen der exakten nicht relativistischen, elektronischen Energie und der Hartree-Fock-
Energie am Hartree-Fock-Limit.
Ekorr = E0   EHF Limit (2.21)
Das Hartree-Fock-Limit bezeichnet dabei die Energie, welche theoretisch im Rahmen der
Hartree-Fock-Methode unter Verwendung einer vollständigen Basis berechnet werden kann.
Damit entspricht die Energie am Hartree-Fock-Limit der besten Näherung für die Energie
eines Systems, welche mittels des Hartree-Fock-Verfahren erhalten werden kann. Als varia-
tionelles Verfahren liefert die Hartree-Fock-Methode Energien, die größer sind als die exakte
Energie. Die Korrelationsenergie wird als negativ definiert und stellt somit eine Korrektur
zur Hartree-Fock-Energie dar.
Es ist nicht so, das die Hartree Fock Methode überhaupt keine Korrelationseffekte zwischen
den Bewegungen der Elektronen erfasst. Die Austausch-Wechselwirkung zwischen Elektro-
nen gleichen Spins, welche aus dem Pauli-Prinzip resultiert, ist ebenfalls ein solcher Effekt
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und wird im Rahmen der Hartree-Fock-Methode korrekt erfasst. Aus dem Ausweichverhal-
ten von Elektronen mit gleichem Spin resultiert um den Koaleszenzpunkt zweier Elektronen
das sogenannte Fermi-Loch. Das Fermi-Loch gibt die erniedrigte Wahrscheinlichkeit wieder
ein zweites Elektron gleichen Spins um ein Elektron herum zu finden. Am Koaleszenzpunkt
ist die Wahrscheinlichkeit null.
Über die Austausch-Wechselwirkung hinaus gibt es die Effekte der dynamischen und stati-
schen Korrelation, welche in der Hartree-Fock-Methode nicht enthalten sind. Die Hartree-
Fock-Methode erfasst die Wechselwirkung zwischen den Elektronen des Systems und den
übrigen nur in gemittelter Weise. Die Korrelation der Bewegung der einzelnen Elektronen
geht dabei verloren. Entsprechend gibt es in der Hartree-Fock-Methode auch kein Coulomb-
Loch, welches der verringerten Wahrscheinlichkeit entspricht, ein zweites Elektron mit un-
terschiedlichem Spin im Umkreis eine Referenzelektrons zu finden. Die sich daraus ergebene
Abweichung von der exakten Energie entspricht einem wesentlichen Anteil der dynamischen
Korrelationsenergie[37]. Hinzu kommen noch langreichweitige Dispersionswechselwirkun-
gen, wie die van der Waals-Wechselwirkung.
Liegen für ein System mehrere energetisch nahezu entartete Zustände vor, kann das Systems
nicht mit einer einzigen Slater-Determinante beschrieben werden. Die sich hieraus ergeben-
de Abweichung von der exakten Energie wird als statische Korrelation bezeichnet. Ein für die
Hartree-Fock-Methode bekanntermaßen problematisches Beispiel sind die Übergangsmetal-
le. Die fünf d-Orbitale sind für die Atome entartet und zudem für die meisten Übergangsme-
tallatome nicht voll besetzt. Geht man von einem Elektron aus kann somit jedes der Orbitale
mit gleicher Wahrscheinlichkeit besetzt werden. Eine einzelne Slater-Determinante kann nur
einen der fünf möglichen Zustände beschreiben. Im Fall von Systemen mit mehreren ent-
arteten Zuständen müssen Verfahren herangezogen werden die mit Linearkombinationen
mehrerer Slater-Determinanten arbeiten, sogenannte Multireferenzverfahren.
2.2 Configuration Interaction
Die prinzipiell einfachste Erweiterung der Hartree-Fock-Theorie um die Elektronenkorrelati-
on zu erfassen ist die Configuration Interaction Methode (CI) [34, 35, 36, 37]. Dabei wird
die Wellenfunktion in der Basis von Slater-Determinanten entwickelt. Die Entwicklung er-
fasst die Menge aller möglichen Elektronenkonfigurationen, also alle möglichen Besetzungen
von besetzten und virtuellen Orbitalen. Jede Konfiguration wird dabei durch eine Slaterde-
terminante Dk kodiert und mittels eines Expansionskoeffizienten ck gewichtet (Gleichung
(2.22)).
 FCI =
KX
k=1
ck ·Dk (2.22)
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Ohne Abschneiden der Entwicklung wird dieser Anzatz auch „Full CI” (FCI) genannt. Wenn
man vom allgemeinen Hartree-Fock-Ansatz ausgeht, ergeben sich bei gegebener Anzahl der
Elektronen N und und M Spinorbitalen  i nach Gleichung (2.23) kmax Konfigurationen.
kmax =
 
M
N
!
=
(M)!
N !(M  N)! (2.23)
Da die Anzahl der Spinorbitale, welche besetzte und virtuelle (unbesetzte) umfasst, norma-
lerweise sehr viel größer als die Anzahl der Elektronen ist, können FCI Rechnungen nur für
kleine Systeme durchgeführt werden.
Für die praktische Anwendung der Methode besteht also die Notwendigkeit die Determi-
nanten zu ordnen und Informationen über ihren Beitrag zu erhalten. Auf diesem Wege
eröffnet sich die Möglichkeit, die FCI Expansion gezielter zu trunkieren. Hierzu wird die
Hartree-Fock-Determinante des Grundzustandes  0 als Referenzdeterminante eingeführt.
Alle weiteren Determinanten werden bezüglich der Anzahl von Anregungen von besetzten
in virutelle Orbitale bezogen auf  0 sortiert (Gleichung (2.24) ).
 FCI = d0 ·  0 +
X
i,a
dai ·Dai| {z }
 S
+
X
i<j,a<b
dabij ·Dabij| {z }
 D
+
X
i<j<k,a<b<c
dabcijk ·Dabcijk| {z }
 T
... (2.24)
Auswertung der FCI Wellenfunktion erfolgt ebenfalls über das Variationsprinzip, wobei le-
diglich die CI Expansionskoeffizienten d bestimmt werden. Auf diesem Wege wird auch die
FCI Methode als Matrix Eigenwertproblem formuliert (Gleichung (2.25)).
HD =✏D (2.25)
Dabei ist H die Hamilton Matrix, D die Koeffizienten Matrix und ✏ beinhaltet wiederum
die Energieerwartungswerte. Die Matrixelemente Hij sind wie folgt definiert.
Hij = h i| Hˆ | ji (2.26)
Nach Brillouinis-Theorem[34] mischen die Singlett-Beiträge  S nicht direkt mit dem Grund-
zustand  0, die entsprechenden Matrixelemente der Hamilton Matrix null.
⌦
 0
   Hˆ    S↵ = 0 (2.27)
Die größten Beiträge liefern die Dublett-Anregungen  D und sind deswegen auch die Basis
für die kleinste sinnvolle abgeschnittene CI Expansion CID. Die höheren Anregungen  T
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oder  Q mischen ebenfalls nicht mehr mit dem Grundzustand  0.  T und  Q, sowie auch
 S, mischen jedoch mit den Dublett Anregungen  D. Auf diesem Wege liefern auf  S,  T
und  Q indirekt Beiträge zur Grundzustandsenergie[34, 35].
Eine mögliche weitere Erweiterung des CI Ansatzes ist die Einführung einer Multireferenz-
Wellenfunktion als Referenz Funktion  0, anstatt der bisher verwendeten Hartree Fock
Determinante. Dieser Ansatz wird auch als Multireferenz Configuration Interaction (MRCI)
bezeichnet. In diesem Fall erfolgt eine abgeschnittene CI Expansion jeder Determinante der
Multireferenz-Wellenfunktion. Auf diesem Wege wird eine schneller konvergente, physikali-
sche korrekte Beschreibung der statischen und dynamischen Korrelation ermöglicht.
2.3 MCSCF
In der Regel sind die virtuellen Hartree-Fock-Orbitale sehr diffus, was die Konvergenz einer
davon ausgehenden CI-Rechnung erschwert. Um dieses Problem zu lösen müssen neben
den Expansionkoeffizienten der CI-Entwicklung auch die Orbitale optimiert werden. Dieses
Vorgehen ist der Kern der Multiconfiguration-SCF (MCSCF) Methode. Das Problem der
gleichzeitigen Optimierung der Expansionkoeffizienten zusammen mit den Orbitalen ist al-
lerdings wesentlich komplexer als die einfache CI-Optimierung. Aus diesem Grund muss die
Zahl der Basisorbitale weiter begrenzt werden.
Hierzu gibt es verschiedene Ansätze, wovon Complete Active Space SCF (CASSCF) ver-
mutlich der bekannteste Ansatz ist. Um die Anzahl der Basis-Orbitale weiter zu begrenzen
und damit die Zahl der möglichen Anregungen wählt man solche Orbitale aus, welche für
die Reaktivität des chemischen Systems von direkter Relevanz sind. Diese Orbitale werden
im sogenannten aktiven Raum zusammengefasst. Die Idee dahinter ist, dass Anregungen
aus energetisch sehr tief liegenden Orbitalen oder Anregung in energetisch sehr hoch lie-
gende unbesetzte Orbitale nur geringe Beiträge zur Gesamtenergie liefern und somit in
erster Näherung vernachlässigt werden können. Entsprechend dieser Überlegung können sie
aus dem aktiven Raum ausgeschlossen und die Rechnung somit wesentlich vereinfacht und
beschleunigt werden. Orbitale, die nicht zum aktiven Raum gehören, werden im inaktiven
Raum zusammengefasst. Es werden alle Anregungen zwischen den Orbitalen des aktiven
Raumes berechnet und die Orbitale sowie die CI Koeffizienten optimiert. Die inaktiven Or-
bitale werden entweder nachoptimiert oder im Sinne der „frozen orbital” Näherung konstant
gehalten.
Die CASSCF-Methode erfasst die statische Korrelation, allerdings nur Vergleichweise gerin-
ge Anteile von dynamischer Korrelation. Durch eine von der erhaltenen CASSCF-Wellenfunktion
ausgehende MRCI-Rechnung kann der Anteil der erfassten dynamischen Korrelation erhöht
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werden. Alternativen zu MRCI sind hier störungstheoretische Verfahren wie CASPT2, wobei
die dyamische Korrelation über eine Störungsrechnung zweiter Ordnung erfasst wird.
2.4 Coupled Cluster
Eine Alternative zur CI-Expansion ist die Coupled-Cluster-Wellenfunktion[37, 18, 36], welche
formell durch die Anwendung des Exponentialoperators exp(T ) auf die Referenzdeterminan-
te  0 erhalten wird.
 CC := eTˆ 0 (2.28)
Dabei ist Tˆ der sogenannte Cluster Operator, welcher als Summe über die Anregungs-
Operatoren Tˆi für Einfach- (i=1), Zweifach- (i=2), Dreifachanregungen (i=3) usw. defi-
niert ist:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3... (2.29)
Gleichung (2.30) zeigt die allgemeine Definition der Teiloperatoren, wobei ta,b,c...i,j,k... die zu
bestimmende Amplitude und aˆa,b,c..i,j,k... ein Anregungsoperator ist, welcher die entsprechenden
angeregten Determinanten ausgehend von der Referenz generiert.
Tˆh =
X
i,j,k... ; a,b,c...
ta,b,c...i,j,k... · aˆa,b,c..i,j,k... (2.30)
Die Energie wird durch Substitution von Gleichung (2.28) in die Schrödinger Gleichung und
Multiplikation mit | 0i erhalten.
⌦
 0
   HˆeTˆ    0↵ = E ⌦ 0   eTˆ    0↵ (2.31)
Durch Multiplikation mit den angeregten Determinanten
⌦
 abc...ijk...
   erhält man Gleichungen
für die Amplituden ta,b,c...i,j,k... .⌦
 abc...ijk...
   HˆeTˆ    0↵ = E ⌦ abc...ijk...    eTˆ    0↵ (2.32)
Die Gleichungen (2.31) und (2.32) genügen nicht dem Variationsprinzip. Damit handelt
es sich bei der Coupled-Cluster-Methode um kein variationelles Verfahren. Die Coupled-
Cluster-Energie stellt also keine obere Schranke zur exakten Energie dar. Es ist möglich,
dass Coupled Cluster Verfahren variationell zu formulieren, dies ist allerdings erheblich kom-
plizierter, sobald exp(Tˆ ) als Reihe entwickelt wird um den Operator anwenden zu können.
Eine direkte Anwendung des Exponential-Operators ist mathematisch nur formal möglich,
weswegen er entwickelt werden muss. Der einfachste Ansatz hierbei wäre die Entwicklung
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in einer Taylor Reihe, wobei die Reihe nach der maximal möglichen Zahl von Anregungen
abbricht. Üblicherweise wird nicht der Exponential-Operator sondern der ähnlichkeitstrans-
formierte Hamilton-Operator nach der Baker-Campbell-Hausdorff (BCH) Formel entwickelt
(Gleichung 2.33). Für die Entwicklung kann gezeigt werden, dass sie für das vorliegende
Problem nach der 4. Ordnung abgebrochen werden kann und dennoch exakt ist[37].
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Bei den Ausdrücken in eckigen Klammen handelt es sich um Kommutatoren, welche wie
folgt auszuwerten sind:
[A,B] = AB   BA (2.34)
Die letztendliche Formulierung der Coupled-Cluster-Gleichung besteht in der Auswertung
der Kommutatorbeziehungen und ihrer Wirkung auf die Referenzfunktion  0. Dabei wird
ähnlich der CI-Methode der Cluster-Operator Tˆ auf bestimmte Anregungen begrenzt, um
Näherungen unterschiedlichen Grades zu erhalten (Gleichung (2.35)).
Tˆ = Tˆ2 CCD
Tˆ = Tˆ1 + Tˆ2 CCSD
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 CCSDT
(2.35)
Die Doppelanregungen sind auch hier wiederum die wichtigsten Beiträge. Dreifachanre-
gungen werden in der praktischen Anwendung im Rahmen von CCSD(T) in der Regel nur
störungstheoretisch erfasst.
Zu bestimmen sind bei der Lösung der Coupled-Cluster-Gleichungen die Amplituden ti,
welche sich aus den Amplituden für die jeweilige Anregung ta,b,c...i,j,k... zusammensetzen.
Ein Maßstab für die Qualität der Coupled-Cluster-Rechnung ist die T1-Diagnostik[36]. Der
T1-Wert, den die Diagnostik liefert, ist wie folgt über den t1 Amplituden und die Elektro-
nenanzahl N definiert:
T1 =
|t1|p
N
(2.36)
Die T1 Werte lassen Aussagen über den Multireferenzcharakter eines Systems zu. Empirisch
wurde festgestellt, das Systeme mit T1 Werten von < 0.02 kaum Multireferenzcharakter
aufweisen. Systeme im Bereich von 0.1 > T1 > 0.02 haben zwar einen gewissen Multri-
referenzcharakter können aber mit Coupled Cluster bzw. anderen Einzelreferenz-Verfahren
möglicherweise noch gut beschrieben werden.
Kapitel 3
Dichtefunktionaltheorie
In den vorangegangenen Abschnitten wurden ausschliesslich wellenfunktionsbasierte Metho-
den besprochen. Bei diesen Methoden wird die elektronische Struktur durch mehr oder we-
niger genaue Wellenfunktionsentwicklungen beschrieben. Einen pragmatischeren Ansatz zur
Lösung des quantenchemischen Mehrteilchenproblems wählt die Dichtefunktionaltheorie[38].
In dieser Methode wird die Wellenfunktion als zentrales Objekt durch die Elektronendichte
ersetzt (Gleichung (3.1)).
⇢(r) := N
ˆ
| (r, r2, r3...rN)| dr2dr3..drN (3.1)
Ein wesentlicher Vorteil der Elektronendichte als zentrale Größe ist das sich die Dimensionali-
tät des Problems drastisch reduziert. Die Elektronendichte ist entgegen der allgemeinen Wel-
lenfunktion immer dreidimensional. Auf der anderen Seite müssen Näherungen eingeführt
werden um die Austausch- und dynamische Korrelation in der Dichtefunktionaltheorie[7, 6,
8, 38] erfassen zu können. Beides wird in den folgenden Abschnitten umrissen werden.
Historisch geht die Dichtefunktionaltheorie auf die Ideen des Thomas Fermi-Modells[35]
zurück. Ausgangspunkt dieses Modells ist das Teilchem im dreidimensionalen Kasten. Fer-
mi and Thomas formulierten darauf basierend die Energie des homogenen, nicht wechsel-
wirkenden Elektronengases als Funktional der Elektronendichte ⇢(r) in einem bestimmten
Volumenelement dV .
E0 [⇢] =
3~2
10me
3
p
(3⇡2)
ˆ
⇢
5
3dV (3.2)
Dies ist eben der Schritt der in der Dichtefunktionaltheorie für das Vielteilchenproblem in
der Quantenchemie vollzogen wird.
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3.1 Hohenberg-Kohn-Theoreme
Im Rahmen der Dichtefunktionaltheorie wird das externe Potential Vˆext eingeführt, welches
nichts anderes ist als der Operator für die Kern-Elektron-Wechselwirkung Vˆen. Weiterhin
soll es ein von Vˆext unabhängiges, allgemeingültiges Funktional F [⇢] der Elektronendichte
geben.
Aus dem Vergleich mit dem Hamilton-Operator kann man ableiten, das F [⇢] Funktionale
für die kinetische Energie und die potentielle Energie der Elektron-Elektron-Wechselwirkung
beinhalten muss. Die exakte Form des Funktionals F [⇢] ist jedoch unbekannt.
Das erste Hohenberg-Kohn-Theorem besagt, dass das externe Potential, und damit auch
die Energie eines Systems, Funktionale der Elektronendichte sind. F [⇢] taucht in Rahmen
diese Theorems nicht auf, da es systemunabhänig ist. Die Grundzustandsenergie ergibt sich
also als Funktional E0 [⇢] der Elektronendichte.
Das zweite Hohenberg-Kohn-Theorem besagt, dass die exakte Grundzustandselektronen-
dichte die Energie des Systems minimiert. Dies entspricht im Prinzip dem Variationsprinzip.
Der Beweis hierzu ergibt sich durch die folgende Kausalitätskette. Die Elektronendichte ⇢
bestimmt das externe Potential Vext, welches wiederum den Hamilton-Operator bestimmt.
Da der Hamilton Operator die Wellenfunktion  determiniert, ist diese per Implikation
auch Funktional der Elektronendichte. Entsprechend kann für die Elektronendichte das Va-
riationsprinzip formuliert werden und der Beweis des zweiten Hohenberg Kohn Theorems
reduziert sich auf den Beweis des klassischen Variationsprinzips.
E0 [⇢]  E0 [⇢￿] = h | Hˆ | i (3.3)
Die Hohenberg-Kohn-Theoreme bilden die Grundlage der Dichtefunktionaltheorie, ermögli-
chen jedoch noch keine Berechnungen der Energie, dies wurde erst später durch die Arbeiten
von Kohn und Sham[7] ermöglicht.
3.2 Kohn-Sham-Theorie
Die Energie kann nach den Hohenberg-Kohn-Theoremen als Funktional der Elektronen-
dichte formuliert werden. Die Energie lässt sich wiederum formulieren als Summe über
entsprechende Teilbeiträge (Gleichung(3.4)).
E [⇢] = T [⇢] + Ene [⇢] + EeeJ [⇢] + E
ee
X [⇢] + E
ee
C [⇢] (3.4)
T [⇢] ist das Funktional der kinetischen Energie und Ene [⇢] das Funktional für die Wech-
3.2. KOHN-SHAM-THEORIE 34
selwirkung zwischen Kernen und Elektronendichte. Der Energiebeitrag durch Elektron-
Elektron-Wechselwirkung wird aufgespalten in die Beiträge der Coulomb-Wechselwirkung
EeeJ [⇢], durch die dynamische Korrelation EeeC [⇢] und die Austausch Wechselwirkung EeeX [⇢].
Die Funktionale für dynamische Korrelation EeeC [⇢] und die Austausch-Wechselwirkung
EeeX [⇢] werden üblicherweise in einem Austausch-Korrelations Funktional EXC [⇢] zusam-
mengefasst.
Im Rahmen der Kohn-Sham-Theorie wird die Elektronendichte mittels der sogenannten
Kohn-Sham-Orbitale  i(r) formuliert:
⇢(r) =
NX
i=1
| i(r)|2 (3.5)
Daraus ergibt sich die Möglichkeit, die Funktionale T [⇢], Ene [⇢] und EeeJ [⇢] entsprechend
einer Theorie nichtwechselwirkender Elektronen zu formulieren. EeeJ [⇢] entspricht dabei
der effektiven Coulomb-Wechselwirkung, sowie T [⇢] der kinetischen Energie im Sinne der
Hartree-Fock-Theorie. Das Austausch-Korrelations-Funktional EXC [⇢] beschreibt alle Ener-
giebeiträge, welche zur Abweichung von der exakten Grundzustandsenergie führen (Glei-
chung 3.6).
EXC [⇢] ⌘ E0 [⇢]  T [⇢]  Ene [⇢]  EeeJ [⇢] (3.6)
Damit ist die Formulierung der Energie nach Gleichung (3.4) bis zu diesem Punkt exakt.
Wären die exakten Formulierungen der Funktionale EeeX [⇢] und EeeC [⇢] bekannt, würde die
DFT die exakte Grundzustandsenergie liefern.
Die weitere Herleitung der Dichtefunktionaltheorie im Sinne des Kohn-Sham-Ansatzes ver-
langt die Minimierung der Energie E [⇢] bezüglich der Elektronendichte, unter der Randbe-
dingung, dass die Elektronendichte auf die Anzahl der Elektronen normiert bleibt (3.7).
N =
ˆ
⇢(r)dr (3.7)
Die Randbedingung wird über das Lagrange-Multiplikatorverfahren erreicht[39]:
 
 ⇢
⇢
E [⇢]  µ ·
ˆ
⇢(r)dr N
  
= 0 (3.8)
Eine weitere Randbedingung der Optimierung ist, dass die Kohn-Sham Orbitale orthonor-
miert sein sollen.
Gleichung (3.8) führt zu einem Gleichungssystem von N Einelektronengleichungen, den
3.3. AUSTAUSCH-KORRELATIONS-FUNKTIONALE 35
sogenannten Kohn-Sham-Gleichungen[7].8><>: 12r2i  
MX
A=1
ZAi
rAi
+
NX
l=1
l 6=k
ˆ
 ⇤l (ri) l(rj)
rij
drj +
 EXC [⇢]
 ⇢
9>=>; k(ri) = ✏k k(ri) (3.9)
Die Lösung der Kohn-Sham-Gleichungen muss iterativ erfolgen im Sinne des KS-SCF Ver-
fahrens. Im Gegensatz zu den Hartree-Fock-Orbitalen kodieren die Kohn-Sham-Orbitale
auch Informationen über die Elektronenkorrelation aufgrund des Austausch-Korrelations-
Funktionals EXC . Die Kohn-Sham-Orbitale dienen hierbei lediglich zur Konstruktion der
Elektronendichte. Da die exakte Form von EXC [⇢] unbekannt ist, müssen Näherungen ein-
geführt werden um eine praktikable Lösung der Kohn-Sham-Gleichungen zu ermöglichen.
3.3 Austausch-Korrelations-Funktionale
Local Density Approximation
Die einfachste Näherung für das Austausch-Korrelations-Funktional ist die sogenannte Local
Density Approximation (LDA)[7]. Bei diesem Ansatz wird angenommen, dass die Elektro-
nendichte in einem kleinen Volumenelement homogen ist. Diese Vorstellung entspricht dem
homogenen Elektronengas, welches schon im Thomas-Fermi-Modell analysiert wurde. Der
allgemeine Ausdruck für ELDAXC [⇢] ist dabei:
ELDAXC [⇢] =
ˆ
⇢✏LDAxc [⇢] dr (3.10)
Das Austausch-Funktional ist analytisch bestimmbar und entspricht dem Ausdruck für das
homogene Elektronengas.
✏LDAx [⇢] =  
3
4
✓
3
⇡
◆ 1
3
⇢ (3.11)
Hingegen müssen für das Korrelations-Funktional Näherungen getroffen werden. Das Korre-
lationsfunktional wird dabei durch Anpassung an Quanten-Monte-Carlo-Daten parametrisiert[40].
Generalized Gradient Approximation
Im Rahmen der LDA-Näherung wird die Inhomogenität der Elektronendichte vernachlässigt.
Um dies zu korrigieren und die Änderung der Dichte in einem Volumenelement zumindest
in erster Ordnung zu erfassen, wird der Gradient der Elektronendichte hinzugefügt. Dieser
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Ansatz wird als „Generalized Gradient Approximation” (GGA) bezeichnet.
EGGAXC [⇢] =
ˆ
f [⇢(r),r⇢(r)] dr (3.12)
Für die Funktion f in Gleichung (3.12) wurden eine Reihe von Vorschlägen gemacht, wobei
Austausch- und Korrelations-Funktional immer getrennt formuliert werden. Im Rahmen der
vorliegenden Arbeit wurde zur Berechnung an Übergangsmetallsystemen hauptsächlich das
BP86 Funktional verwendet. Dieses setzt sich aus dem Austausch-Funktional von Becke[41]
(B) und dem Korrelations-Funktional von Perdew[42] (P86) zusammen. Beide Funktionale
enthalten einen Parameter zum Fit an experimentelle Daten. Für das Becke-Austausch-
Funktional (B) wurde hierzu an die Austauschenergien von Edelgasatomen gefittet.
Eine weitere Verbesserung der GGA-Funktionale kann erreicht werden indem man in der
Entwicklung noch eine Ordnung höher geht und auch r2⇢ mit einbezieht. Solche Funktio-
nale werden als meta-GGA-Funktionale bezeichnet.
Hybrid-Funktionale
Bisher wurde eine Möglichkeit die Austauschenergie auch im Rahmen von Kohn-Sham DFT
zu berechnen außer Betracht gelassen. Da die Kohn-Sham DFT Methode auf Einteilchenor-
bitalen basiert, welche zumindest konzeptionell nichtwechselwirkende Teilchen beschreiben,
können für diese Orbitale ganz analog zur HF-Methode Austauschenergien EHFX exakt be-
rechnet werden.
Für die sogenannten Hybrid-Funktionale wird ein sehr pragmatischer Ansatz gewählt. Ver-
schiedene Austausch- und Korrelationsfunktionale sowie auch die exakte Austauschnergie
nach EHFX werden parametrisiert in einem Funktional zusammengefasst. Die Hybrid Funk-
tionale werden ihrerseits wiederum an experimentelle Daten angepasst. Das berühmteste
Hybrid-Funktional ist das B3LYP[5] Funktional (Gleichung (3.13)).
EB3LYPXC = (1  a)ELDAx + a · EHFX + b · EBX + c · ELY PC + (1  c)EVWNC (3.13)
Der Parameter a bestimmt die Anteile an exakter Austauschenergie aus der HF-Methode
und den komplementären Anteil von Austauschenergie aus dem LDA Funktional. Der An-
teil an Austauschenergie aus den Becke GGA Auschtausch Funktional EBX wird über den
separaten Parameter b bestimmt. Die Berechnung der Korrelationsenergie erfolgt über das
„Lee Yang Parr”[6] (LYP) GGA-Funktional und das „Vosko Wilk Nusair”[43] (VWN) LDA
Funktional. Die Anteile der beiden letzten Funktionale werden über den Parameter c fest-
gelegt.
Kapitel 4
Quantum Monte Carlo Verfahren
4.1 Einleitung
Die in den letzten Abschnitten vorgestellten Verfahren sind in der Lage elektronische, nicht-
relativistische Energien in fast beliebiger Genauigkeit zu berechen. Im Rahmen der ab initio-
Verfahren bildet Hartree Fock dabei die untere Grenze und ein Full CI-Verfahren mit Extra-
polation auf das Basissatzlimit die obere. Was bringt es also für einen Vorteil ein weiteres
Verfahren einzuführen? Ein wesentliches Problem der zuvor vorgestellten Verfahren ist ihre
Skalierung mit der Systemgröße N (Tabelle (4.1)).
Methode Skalierung
HF N4
DFT N4
QMC N3 4
MP2 N5
CCSD(T) N7
FCI eN
Tabelle 4.1: Skalierung von ab initio Methoden mit der Systemgröße N
Will man also große Systeme mit einer korrelierten Methode untersuchen um möglichst
genaue Ergebnisse zu erhalten bleiben abgesehen von spezielleren Verfahren nur DFT und
QMC. Dabei liegt der Vorteil der QMC-Verfahren darin, dass sie in der Wahl der Wel-
lenfunktionen sehr flexibel sind, reine ab initio-Verfahren und zudem hochparallelisierbar
sind. Damit sind QMC-Methoden flexibel genug um sie an gegebene Problemstellungen
und die zukünftigen Entwicklungen der Computertechnik relativ leicht anzupassen. Hin-
zu kommt, dass eine Implementation von QMC-Verfahren im Vergleich z.B. zu Coupled
Cluster-Verfahren wesentlich leichter ist. Coupled Cluster-Verfahren erreichen in der Imple-
mentation solche Komplexität, dass eine Programmierung von Hand kaum möglich ist und
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man auf Algorithmen zur Automatisierung angewiesen ist. Aufgrund der Flexibiltät in der
Wahl der Wellenfunktion und der vergleichsweise einfachen Implementierung sind Quantum
Monte Carlo Verfahren damit auch das ideale Feld um neue Wellenfunktionskonzepte und
Strategien auszuprobieren.
4.2 Monte Carlo Integration
Das Monte-Carlo-Verfahren kann allgemein eingesetzt werden um Integrale[44, 45] (Glei-
chung (4.1)) numerisch zu berechnen.
I =
bˆ
a
f(R) dR (4.1)
Die einfachste Form dieses Integral numerisch zu bestimmen ergibt sich aus dem Mittel-
wertssatz der Integralrechnung. Hierdurch wird eine Diskretisierung des Integrals und damit
eine numerische Berechnung auf der Basis von N Auswertungen der Funktion f(xi) ermög-
licht. Die Auswertung des Integrals erfolgt in den Grenzen [a, b].
I = lim
N!1
SN mit SN =
b  a
N
NX
i=1
f(Ri) (4.2)
Es gibt verschiedene Ansätze um die Positionen {Ri} zu wählen, an denen die Funktion
ausgewertet wird. Der einfachste Ansatz ist ein gleichmäßiges Gitter, komplexere Ansätze
benutzen adaptive Gitter und führen Gewichte für die einzelnen Positionen Ri ein. Ein
wesentlicher Nachteil dieser Verfahren ist, dass sie sehr stark mit der Dimension des Integrals
skalieren. Damit wären solche numerische Methoden für wellenfunktionsbasierte Verfahren
mit einer Dimension von R3N für große Moleküle zu ineffizient.
Die Monte-Carlo-Integration ist hierbei der Ausweg aus dem Skalierungproblem. Dabei wer-
den die Positionen Ri im einfachsten Fall zufällig und gleichverteilt über den Bereich [a, b]
gewählt, wofür Gleichung (4.2) ebenso gilt. Die Standardabweichung  S (Gleichung (4.3))
der numerischen Lösung SN des Integrals ist ein Maß für die Qualität der Ergebnisses. Da-
mit ergibt sich die Proportionalität des Fehlers zu  S / 1/
p
N und ist somit unabhängig
von der Dimension.
 S =
vuuut b aN NPi=1f(Ri)2   S2N
N   1 (4.3)
Eine Notwendigkeit hierfür ist, dass die Evaluationen von f(Ri) unabhängig voneinander
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sind, was hier durch die zufällige Wahl der Punkte Ri gegeben ist.
Das vorgestellte Verfahren zur Monte-Carlo-Integration ist zwar so durchführbar, aber recht
ineffizient, da auch Bereiche gleichermaßen stark ausgewertet werden, in denen f(R) sehr
klein ist. Wünschenswert ist es, f(R) gezielt da auszuwerten, wo der Funktionswert groß
ist.
I =
bˆ
a
f(R) dR =
bˆ
a
p(R)
f(R)
p(R)| {z }
g(R)
dR (4.4)
Diese Methode wird auch „Importance Sampling” genannt. Hierzu wird die Wahrscheinlich-
keitsdichte p(R) wie folgt formuliert:
p(R) =
w(R)
b´
a
w(R) dR
(4.5)
Die Funktion w(R) wird so gewählt das sie die eigentlich zu simulierende Funktion f(R)
möglichst gut approximiert.
Die PunkteRi werden entsprechend der Wahrscheinlichkeitsdichte p(R) gewählt und anstatt
von f(Ri) direkt wird g(Ri) ausgewertet. Je besser w(R) die eigentliche Funktion f(R)
approximiert, umso geringer sind auch die Schwankungen in g(R), wodurch die Effizienz
drastisch ansteigt.
4.3 Metropolis-Hastings-Algorithmus
Um Integrale in der zuvor eingeführten Form berechnen zu können, ist ein Algorithmus zur
effizienten Simulation einer beliebigen Wahrscheinlichkeitsdichte p(R) notwendig. Hierzu
dient in den Quanten Monte Carlo-Verfahren in der Regel ein Markov-Prozess verbunden
mit dem Metropolis-Hastings-Algorithmus[45, 44].
Der stochastische Markov-Prozess findet statt im Konfigurationsraum S mit der Dimension
der zu simulierenden Wahrscheinlichkeitsdichte p(R). Der Zufallsvektor Ri gibt eine Posi-
tion im Konfigurationsraum wieder und ist im Rahmen des stochastischen Prozesses eine
Zufallsvariable. Eine Markov Kette ist eine Abfolge einer Zahl von solchen Zufallsvariablen,
R1 ! R2 ! R3 ! ...! Ri 8R 2 S (4.6)
mit der Eigenschaft, dass jedes einzelne Element der Kette Ri nur von dem jeweiligen
Element davor Ri 1, aber nicht von dessen Geschichte abhängt. Der Übergang entlang
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der Markov-Kette von Ri nach Ri+1 erfolgt entsprechend der Übergangswahrscheinlichkeit
T (Ri+1|Ri).
Eine weitere wichtige Bedingung ist, dass der Markovsche-Prozess ergodisch sein muss.
Dazu notwendig ist, dass jeder Raumpunkt des im Konfigurationsraum in einer endlichen
Zahl von Schritten von jedem anderen Punkt aus erreichbar ist. Zudem muss die „detailed
balance” Bedingung (Gleichung (4.8)) erfüllt sein, welche besagt, dass sobald der Bereich
der Grenzdichte erreicht wurde, die Übergangswahrscheinlichkeit für den Übergang von Ri
nach Ri+1 und umgekehrt gleich groß sein müssen.
p(Ri)T (Ri+1|Ri) = p(Ri+1)T (Ri|Ri+1) (4.7)
Dies entspricht im Prinzip einem dynamischem Gleichgewicht ,bei dem sich die konver-
gierte Wahrscheinlichkeitsdichte nicht mehr ändert. In der Regel ist die zu simulierende
Wahrscheinlickeitsdichte p(R) bekannt, damit bleibt das Problem die Übergangswahrschein-
lichkeit T (Ri+1|Ri) zu bestimmen.
Dies wird mittels des Metropolis-Hastings-Algorithmus erreicht, welcher für den Übergang
von Ri nach Ri+1 einen zusätzlichen Akzeptanzschritt einführt. Dadurch wird jeder Über-
gang von Ri nach Ri+1 nur mit einer bestimmten Akzeptanzwahrscheinlichkeit A (Ri+1|Ri)
tatsächlich durchgeführt und anderenfalls verworfen. Auch bei Einführung einer zusätzlichen
Akzeptanzwahrscheinlichkeit muss die „detailed balance” Bedingung weiterhin gelten (4.8).
p(Ri)A (Ri+1|R1)T (Ri+1|Ri) = p(Ri+1)A (Ri|Ri+1)T (Ri|Ri+1) (4.8)
Die „detailed balance” Bedingung ist dann erfüllt, wenn A (Ri+1|Ri) wie folgt gewählt wird:
A (Ri+1|Ri) = min

1,
p(Ri+1)T (Ri|Ri+1)
p(Ri)T (Ri+1|Ri)
 
(4.9)
Sobald der Bereich der Grenzdichte in der Simulation erreicht wurde, können Funktions-
werte zur Berechnung eines Integrals im Sinne des Mittelwerttheorems gesammelt werden.
Aufgrund des Markov-Prozesses sind die so erhaltenen Daten korreliert. Um wirklich unab-
hängige Daten zu erhalten, werden die Funktionswerte aufeinander folgender Schritte des
Zufallprozesses in Blöcke zusammengefasst und der entsprechende Blockmittelwert berech-
net. Wenn die Anzahl der Werte, welche in einen Block eingehen, hoch genug ist, sind die
Blockmittelwerte nach dem zentralen Grenzwertsatz unkorreliert und werden zu Berechnung
des Integrals und des Fehlers verwendet.
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4.4 Variations-Quanten-Monte-Carlo-Verfahren
Das Variations-Monte-Carlo-Verfahren (VMC) ziehlt auf die Berechnung des Ritz-Quotienten
ab. Damit liefert VMC für eine bestimmte nicht exakte Wellenfunktion oder „Trial Funk-
tion”  T eine obere Schranke zur exakten Grundzustandsenergie. Hierbei enthält der 3N-
dimensionale Vektor R = {r1, r2, r3...rN} die Positionen aller Elektronen ri.
E0  E [ T ] =
´
 T (R)⇤Hˆ T (R)d⌧´
 T (R)⇤ T (R)d⌧
=
ˆ | T (R)|2´ | T (R)|2 d⌧| {z }
p(R)
· Hˆ T (R)
 T (R)| {z }
EL(R)
d⌧ (4.10)
Formt man den Ritz-Quotienten wie in Gleichung (4.10) gezeigt um, ergibt sich direkt die
Möglichkeit der Monte-Carlo-Integration. Dabei ist p(R) die zu simulierende Wahrschein-
lichkeitsdichte und der zweite Term die lokale Energie EL(R), welche über die simulierte
Wahrscheinlichkeitsdichte ausgewertet werden muss. Wie man anhand der Form von p(R)
sehen kann, ist eine gesonderte Normierung der Wellenfunktion nicht notwendig.
Über den Mittelwertsatz erhält man eine Näherung für den Erwartungswert der Energie
ET [ T ] durch Mittelung der über die Dichte p(R) bestimmten lokalen Energien.
E [ T ] = lim
M!1
hELiMp(R) =
1
M
MX
i=1
EL(Ri) (4.11)
Die Simulation der Dichte p(R) erfolgt über den Metropolis-Hastings-Algorithmus, die
Akzeptanzwahrscheinlichkeit ist im Variations-Monte-Carlo-Verfahren wie folgt definiert:
A (R|R0) = min
"
1,
| T (R0) |2 T (R0|R)
| T (R)|2 T (R|R0)
#
(4.12)
In modernen Monte-Carlo-Codes erfolgt die Propagation für den Schritt von R nach R0
über einen Drift-Diffusions Formalismus.
R0 = R+ ⌧b(R)| {z }
Drift
+
p
⌧⌘|{z}
Diffusion
(4.13)
⌧ ist dabei der Zeitschritt, welcher als Parameter der Simulation die Auslenkung aus der
Position R bestimmt. Der Diffusions-Term in Gleichung (4.13) enthält eine normalverteilte
Zufallszahl ⌘ und beschreibt eine Brownsche Zufallsbewegung. Der Drift-Term beschreibt
hingegen eine gerichtete Bewegung, wobei der eigentliche Drift die Funktion b(R) ist. Die
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Form des Drifts ist aus dem Fokker-Plack-Formalismus für Drift-Diffusions Prozess bekannt:
b(R) =
r T (R)
 T (R)
(4.14)
Damit leitet der Drift den Random Walk in Regionen von  T , in denen der Funktionwert
hoch ist. Ein Problem dieser Form des Drifts ist allerdings, dass er Singularitäten an den
Knoten der antisymmetrischen Wellenfunktion hat. Dies kann prinzipiell zu Problemen in
der Ergodizität des Random-Walk-Prozesses führen.
Weiterhin erhält man aus dem Fokker-Planck-Formalismus die Form der Übergangswahr-
scheinlichkeit T (R|R0), welche neben den Positionen R und R0 auch parametrisch vom
Zeitschritt ⌧ abhängt.
T (R,R0; ⌧) =
1p
2⇡⌧
e 
[R (R+b(R)⌧)]2
2⌧ (4.15)
Der Fokker-Planck-Formalismus ist von noch wesentlich zentralerer Bedeutung für das
Diffusions-Quantum-Monte-Carlo Verfahren und wird dort explizit eingeführt werden.
Die Akzeptanzwahrscheinlichkeit hängt parametrisch von dem gewählten Zeitschritt ab.
In praktischen VMC-Rechnungen wird die Akzeptanzwahrscheinlichkeit für eine effiziente
Rechnung und gute Konvergenz über den Zeitschritt auf etwa 50% eingestellt.
4.5 Diffusions-Quanten-Monte-Carlo
4.5.1 Einfaches-Diffusions-Monte-Carlo
Im Gegensatz zum VMC-Verfahren, welches im Prinzip lediglich ein alternatives Integra-
tionsverfahren darstellt, handelt es sich bei Diffusions-Monte-Carlo um ein eigenständiges
Verfahren zur Lösung der Schrödinger-Gleichung. Hierbei geht man im Gegensatz zu an-
deren Verfahren von der Schrödinger-Gleichung in imaginärer Zeit aus um eine stationäre
Lösung für die Wellenfunktion zu erhalten[12, 45].
@ | i
@t
=  Hˆ | i , Hˆ = Tˆ + V (4.16)
Die formelle Lösung der partiellen Differentialgleichung (4.16) ist der Exponential-Operator
in Gleichung (4.17) mit der Startfunktion  .
| (t)i = e Hˆt | (0)i (4.17)
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Die Wellenfunktion  kann in einem vollständigen Satz von Eigenfunktionen { k} des
Hamilton-Operators entwickelt werden, wobei  0 die Startfunktion  (0) ist.
| (t)i =
X
k
ake
 Ekt| ki, ak = h k| 0i (4.18)
Die Entwicklung zeigt, dass für ⌧ !1 alle angeregten Zustände gegenüber dem Grundzu-
stand mit der niedrigsten Energie Ek exponentiell abnehmen, solange die Startfunktion nicht
orthogonal zur Grundzustandsfunktion ist. Im Limit erhält man die Grundzustandsfunktion
als Lösung, welche die niedrigste Energie hat.
Gleichung (4.17) muss in die Integralform überführt werden um die Verwendung des Monte
Carlo-Verfahrens zu ermöglichen. Dies wird über die Fundamentallösung des Integrals mit
der Greensche-Funktion G(t, y, x) erreicht, wobei gleichzeitig in die Positionsbasis transfor-
miert wird (Gleichung (4.19)).
 (t, x) =
ˆ
hy|e Hˆt|xi| {z }
G(t,y,x)
 0(y) dy (4.19)
Ein weiterer notwendiger Schritt ist die Diskretisierung der Zeit t in die in N Zeitschritte
⌧ . Dieser Schritt wird mittels der Chapman-Kolmogorov-Gleichung erreicht:
G(t1 + t2, x, y) =
ˆ
G(t2, z, y)G(t1, x, z)dz (4.20)
Hierdurch ist es möglich die Greensche-Funktion G(t, y, x) mittels einer Reihe von Kurz-
zeitfunktionen G(⌧, x, y) auszudrücken, wobei ⌧ << t gelten muss. Eine Kurzzeitnäherung
für exp( Hˆt) kann über die Trotter-Formel erreicht werden:
e Hˆt = lim
N!1
 
e T ⌧e V ⌧
 N (4.21)
Unter Verwendung der Trotter-Formel und der Kurzzeitnäherung, kann die Greensche-
Funktion G(t, x, y) in einen Diffusionsteil Gd(⌧, x, y) und einen Gewichtsteil W (⌧, x, y)
partitioniert werden:
G0(⌧, x, y) = hy| e T ⌧ |xi| {z }
Gd(⌧,x,y)
e 
1
2 [V (x)+V (y)]⌧| {z }
W (⌧,x,y)
(4.22)
Dabei ist Gd(⌧, x, y) die Greensche-Funktion des reinen Diffussion-Prozesses, welche be-
kannt ist:
Gd(⌧, x, y) =
1p
2⇡⌧
e 
(y x)2
2⌧ (4.23)
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In der Regel wird jedoch die symmetrische Form verwendet:
G0(⌧, x, y) = Gd(⌧, x, y)e
  12 [V (x)+V (y)]⌧ (4.24)
Die Simulation von Gleichung (4.24) erfolgt über einen gewichteten Diffusions-Prozess. Die
Propagationsformal zur Simulation von Gd(⌧, x, y) ist wie folgt definiert:
Xk+1 = Xk +
p
⌧⌘ (4.25)
Hierbei ist ⌧ wiederum der Zeitschritt und ⌘ eine normalverteilte Zufallszahl. Das Gewicht
wird über die Schritte des Random Walk Prozesses akkumuliert:
Wk+1 = Wk ·W (⌧, xk, xx+1), mitW0 = 1 (4.26)
Das einfache Diffusions-Monte-Carlo-Verfahren ist bei Extrapolation auf ⌧ = 0 zwar exakt,
allerdings auch instabil. Der Grund dafür ist, dass die Gewichte stark fluktuieren aufgrund der
Singularitäten des Potential-Terms V (x). Für eine vollständigere Beschreibung des DMC-
Verfahrens sei an dieser Stelle auf die Referenz [46] verwiesen.
4.5.2 Importance Sampling Diffusions-Monte-Carlo
Eine wesentliche Verbesserung kann durch Einführung des Importance Sampling Formalis-
mus erreicht werden. Hierbei wird die Leitfunktion  G eingeführt, welche für eine konkretes
System aus anderen ab initio-Methoden erhalten werden kann.
Der Hamilton-Operator wird für das Importance Sampling mit der Leitfunktion  G ähnlich-
keitstransformiert. Die Substraktion der Referenzenergie Eref dient zur Verschiebung des
Eigenwertspektrums um das Verfahren zu stabilisieren. Eref sollte dabei möglichst dicht an
der exakten Grundzustandsenergie liegen.
H˜ =  G(x)H G(x)
 1   Eref (4.27)
Die Eigenfunktionen zu dem ähnlichkeitstransformierten Hamilton-Operator H˜ sind das
Produkt aus der Leitfunktion  G und der exakten Wellenfunktion  k.
fk(x) =  G(x) k(x) (4.28)
Hiermit kann die Schrödinger Gleichung zu einer Diffusionsgleichnung mit zusätzlichem
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Driftterm umgeformt werden.
@f
@t
=  H˜f =  Lf   (EL(x)  Eref )f (4.29)
Dabei ist L der Fokker-Planck-Operator mit dem Driftterm b(x):
L =  1
2
 +rb(x), b(x) = r G(x)
 G(x)
(4.30)
Wie im Fall des einfachen Diffusions-Monte-Carlo-Verfahrens muss die Gleichung (4.29) in
die Integralform überführt werden um die Lösung mittels eines stochastischen Prozesses zu
ermöglichen. Wie zuvor wird auch hier ein GewichtW (⌧, x, y) absepariert unter Anwendung
der Trotter-Formel und der Kurzzeitnäherung:
G(⌧, x, y) = Gdd(⌧, x, y) ·W (⌧, x, y) (4.31)
Im Gegensatz zur Greenschen Funktion des reinen Diffusionsprozesses ist die exakte Form
für die Greensche Funktion des Drift-Diffusions-Prozesses Gdd(⌧, x, y) unbekannt. Das we-
sentliche Problem hierbei ist der Drift-Term b(x). Auch hier lässt sich über die Kurzzeitnä-
herung für den Grenzfall ⌧ ! 0 eine exakte analytische Form von Gdd(⌧, x, y) formulieren,
da in diesem Fall der Drift b(x) über den Schritt x! y als konstant angenommen werden
kann:
Gdd(⌧, x, y) =
1p
2⇡⌧
e 
[y (x+b(x)⌧)]2
2⌧ (4.32)
Die Simulation von Gdd(⌧, x, y) erfolgt über einen stochastischen Drift-Diffusions-Prozess,
wobei es sich um denselben Prozess wie in modernen VMC Verfahren handelt.
Xk+1 = Xk + b(Xk)⌧ +
p
⌧⌘ (4.33)
Im Gegensatz zum einfachen Diffusions-Monte-Carlo-Verfahren enthält das Gewicht nicht
länger den Potentialterm, sondern die lokale Energie:
W (⌧, x, y) = e [
1
2 (EL(x)+EL(y)) Eref ]⌧ (4.34)
Im Fall der exakten Wellenfunktion ist die lokale Energie konstant und entspricht dem Ener-
gieeigenwert. Je besser die Wellenfunktion ist, umso geringer sind auch die Schwankungen
der lokalen Energie und damit die Fluktuation der Gewichte. Dadurch ist das Diffusions-
Quantum-Monte-Carlo-Verfahren via Importance Sampling numerisch wesentlich stabiler
als das einfache Verfahren, wobei die Stabilität direkt von der Qualität der Leitfunktion
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abhängt. Die Akkummulation der Gewichte erfolgt wie zuvor.
Wk+1 = Wk ·W (⌧, xk, xx+1) (4.35)
Eine Berechnung des Energieerwartungswertes ist möglich über den sogenannten „Mixed
Estimator”, mit der lokalen Energie EL(x) =  G(x) 1Hˆ G(x). Aufgrund der Hermitizität
des Hamilton-Operators ergibt dieser auch für die gemischte Funktion f(x) =  G(x) k(x)
den exakten Eigenwert E0 .
EDMC =
´
EL(x) G(x) 0(x)dx´
 G(x) 0(x)dx
=
´
 G(x)H 0(x)dx´
 G(x) 0(x)dx
= E0 (4.36)
In der Regel erfolgt die Simulation gleichzeitig mittels einer Zahl M von Random Walkern,
welche alle entsprechend des stochastischen Prozesses N Schritte propagiert werden. Das
Integral über die lokale Energie wird als gewichteter Mittelwert über die Menge der Random
Walker {xiN}i=1,...M mit den Gewichten {wiN}i=1,...M erhalten (Gleichung(4.37)).
´
EL(x) G(x) 0(x)dx´
 G(x) 0(x)dx
= lim
t!1
lim
M,N!1
PM
i=1w
i
N · EL(xiN)PM
i=1w
i
N
(4.37)
Die Gewichte wN entsprechen hierbei im einfachsten Fall dem Gewichtsterm W (⌧, x, y)
(Gleichung (4.34)).
4.5.3 Branching-Algorithmus
Der vorgestellte Algorithmus ist stabiler als der einfache Diffusions Algorithmus, ein we-
sentliches Problem bleibt jedoch. Die akkumulierten Gewichte W tendieren für lange Si-
mulationszeiten gegen 0 oder 1. Hierdurch tragen für t!1 nur wenige Random Walker
signifikant zum Energieschätzer (4.37) bei, wodurch sich die Statistik verschlechtert.
Die Strategie dieses Problem im Rahmen des Branching-Algorithmus zu umgehen besteht
darin, Random Walker mit einem hohen Gewicht aufzuspalten und das Gewicht des Aus-
gangswalkers auf diese zu verteilen. Entsprechend werden Walker mit einem besonders
kleinen Gewicht zusammengefasst und ihre Gewichte aufsummiert. Das Aufteilen und Zu-
sammenfassen der Random Walker erfolgt zufällig aber entsprechend ihres Gewichtes. Das
im Rahmen der Dissertation verwendete Verfahren ist das Branching-Verfahren nach Umri-
gar et al.[47]. Auf diesem Wege ändert sich das Gesamtgewicht aller Random Walker nicht,
jedoch tendieren die Gewichte für lange Simulationszeiten nicht länger gegen 0 oder 1.
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Abhängig von der Qualität der Wellenfunktion und der damit verbundenen Schwankungen
des Gewichtes kann die Anzahl der Random Walker durch das Branching-Verfahren ge-
gen 0 oder 1 gehen. Damit wurde das Problem des einfachen Algorithmus nur verlagert.
Die Lösung hierfür besteht in einer Methode zur Populationskontrolle. Hierdurch wird die
Referenzenergie während der Rechnung entsprechend der Entwicklung der Walkeranzahl
angepasst und somit die Walkergewichte beeinflusst. Dabei ist Eref eine Referenzenergie,
welche vor der Rechnung festgelegt wird, C ein Parameter, welcher eingestellt werden kann,
um Fluktuationen zu minimieren, N die aktuelle Anzahl von Random Walkern und NZiel
die vor der Rechnung festgelegte angestrebte Anzahl.
Eneuref = Eref  
C
⌧
· ln
✓
N
NZiel
◆
(4.38)
Dieses Verfahren führt einen Fehler in die Methode ein, den sogenannten „Population Con-
trol Bias”. Dieser Fehler verschwindet bei Extrapolation auf einen Zeitschritt ⌧ = 0. Es
wurde gezeigt, dass der Fehler auch ohne Extrapolation vernachlässigbar ist, solange die
Anzahl der Random Walker ungefährt bei 100 liegt[48].
4.6 Fixed-Node-Näherung
In der Weise, wie die Diffusion-Monte-Carlo-Methode eingeführt wurde funktioniert sie
nur für bosonische Systeme, nicht aber für fermionische Systeme. Der Grund hierfür ist,
dass die Anwendung des Exponential-Operators nach Gleichung (4.17) immer den Zustand
mit dem niedrigsten Energieeigenwert projiziert. Im Rahmen des Eigenwertspektrums des
Hamilton-Operators handelt es sich dabei um die bosonischen Zustände. Um die Berech-
nung der fermionischen Grundzustandenergie zu ermöglichen muss das Eigenwertspektrum
des Hamilton-Operators auf die fermionischen Zustände begrenzt werden. Hierzu dient die
Fixed-Node-Näherung, welche die Knoten der Leitfunktion aus dem Importance Sampling
verwendet.
Der Zufallsprozess erfolgt bei der Fixed-Node-Näherung in einem Teilbereich der Wellen-
funktion, welcher durch die Knoten eingeschlossen ist. Hierbei ist es für den Gundzustand
unerheblich, in welchem Bereich genau der Prozess stattfindet, da diese für den Grundzu-
stand nach dem Tiling-Theorem alle äquivalent sind[49].
Im Rahmen des Drift-Diffusions-Prozesses und der Fixed-Node-Näherung werden Schritte
über die Knoten abgelehnt[12]. Wenn die Knotenfläche der Leitfunktion der exakten Knoten-
fläche entspricht, liefert das Diffusions-Monte-Carlo-Verfahren den exakten Grundzustand
als Lösung. Die Abweichung der DMC Energie von der exakten Energie bei Extrapolation
auf ⌧ ! 0 entspricht damit dem sogenannten Knotenfehler.
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4.7 Wellenfunktion
Ein wesentlicher Vorteil der Quantum-Monte-Carlo-Verfahren ist die Flexibilität in der Wahl
der Wellenfunktion. Prinzipiell muss die Wellenfunktion nicht normiert, orthogonal oder
analytisch integrierbar sein. Hierdurch kann die Form der Wellenfunktion wesentlich kom-
plexer gewählt werden als in den klassischen ab initio-Verfahren. Die am meisten verwendete
Grundform für die Trial Wellenfunktion ist die Slater-Jastrow Wellenfunktion.
 (R) = eU ·
X
i
ai ·  SDi (R) (4.39)
Hierbei wird die Wellenfunktion zusammengesetzt aus einem Slater-Determinanten-TeilP
i
ai ·  SDi (R), welcher aus einer einzelnen Determinante oder einer Multideterminanten-
Expansion besteht, und einem Jastrow Faktor eU . Für die Beschreibung des Spinzustandes
wird ein Produktansatz aus einer Determinante für die ↵-Elektronen D↵ und für die  -
Elektronen D  gewählt.
Der Jastrow-Faktor beschreibt hierbei explizit die dynamische Korrelation. Für die Konstruk-
tion von Jastrow-Faktoren wird ausgenutzt, dass das Verhalten der exakten Wellenfunktion
 an den Elektron-Kern- und Elektron-Elektron-Koaleszenzpunkten bekannt ist. Die Kato-
Cusp-Bedingung[50] beschreibt dabei die Elektron-Kern-Koaleszenz: 
@ ˆ
@riA
!
riA=0
=  Z ( ) riA=0 (4.40)
Analog existiert Cusp-Bedingungen für die Elektron-Elektron-Koaleszenz: 
@ ˆ
@rij
!
rij=0
=
1
2
( ) rij=0 (4.41)
Hierbei handelt es sich bei  ˆ um das sphärisches Mittel der Wellenfunktion über den je-
weiligen Koaleszenzpunkt. Durch die dargestellte Form der exakten Wellenfunktion an den
Koaleszenzpunkten werden die entsprechenden Singularitäten, für riA = 0 und rij = 0, im
Potentialterm des Hamilton-Operators ausgeglichen.
Es gibt verschiedene Formen von Jastrow-Faktoren, welche sich im wesentlichen in der
Form des Exponenten U unterscheiden. Bei allen wurden die Cusp-Bedingungen als Rand-
bedingungen bei der Konstruktion des Jastrow-Faktors verwendet. Zudem sind die Jastrow-
Faktoren parametrisiert um die Flexibilität zu erhöhen und müssen somit für jedes zu be-
rechnende System optimiert werden.
Im Rahmen der Dissertation wurde der Schmidt-Moskowitz Jastrow-Faktor[51] verwendet.
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In diesem Fall wird der Exponent U =
P
A,i<j
UAij in skalierten Distanzen r¯ = br1+br entwickelt,
was der allgemeinen Boys-Handy-Form[52] entspricht.
UAij =
NAX
k
ckA
⇣
r¯lkaAi r¯
mkA
Aj + r¯
lka
Aj r¯
mkA
Ai
⌘
r¯nkAij (4.42)
Dabei sind A die Kern- und i sowie j die Elektronen-Indizes. Bei den Exponenten lkA, mkA
und nkA handelt es sich um vordefinierte Parameter. Die zu optimierenden linearen ckA
und nichtlinearen b Parameter wurden im Rahmen der Dissertation in der Regel über eine
Varianz-Optimierung bestimmt.
Bei der Varianz-Optimierung wird über eine ausreichend große Stichprobe M von Random
Walkern die Stichprobenvarianz  2 für eine bestimmte Wellenfunktion bestimmt.
 2 =
1
M
MX
i=1
(EL(xi;p)  Eref )2 (4.43)
Die Varianz wird daraufhin durch die Optimierung der Parameter p des Jastrow Faktors
minimiert. Eref ist dabei eine Referenzenergie, welche möglichst dicht bei der exakten
Energie liegt. Nach erfolgter Optimierung werden die Random Walker über ein paar Blöcke
im Rahmen des VMC Verfahren propagiert, um die die neue Wellenfunktion besser zu
repräsentieren, woraufhin die Optimierung wiederholt wird. Dies wird so oft wiederholt bis
sich die Varianz im Rahmen der Statistik nicht mehr ändert.
Ein anderes Verfahren zur Optimierung der Wellenfunktion ist die Energieminimierung.
Hierbei wird der Erwartungswert der Energie direkt minimiert. Es gibt verschiedene Ansätze
zur Energieminimierung im Rahmen von Variations-Monte-Carlo-Verfahren. Das momentan
gängigste Energieoptimierungs Verfahren wurde durch Umrigar und Toulouse[53, 54, 55, 56]
eingeführt und kann neben der Optimierung von Jastrow-Faktoren auch zur Optimierung
von Orbitalen und CI-Koeffizienten dienen.
In dem verwendeten Quanten-Monte-Carlo-Programm sind momentan zwei Varianten für
die Optimierung mittels Energieminimierung implementiert. Beim Newton-Verfahren von
Umrigar und Toulouse[57, 53, 56] wird die Energie nach den den zu optimierenen Parame-
tern p um die Ausgangsparameter p0 in einer Taylor Reihe 2. Ordnung entwickelt.
E(p) t E(p0) +
X
i
@E(p0)
@pi| {z }
gi
 pi +
1
2
X
i,j
@2E(p0)
@pi@pj| {z }
hij
 pi pj (4.44)
Die Optimierung der Parameter erfolgt dabei durch die Minimierung der Energie min
p
E(p).
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Die Änderung der Parameter  p ist dabei entsprechend des Newton-Raphson-Vefahrens
durch Gleichung 4.45 gegeben.
 p =  h 1 · g (4.45)
Die zweite vorgeschlagene Methode ist die Lineare-Methode[54] wobei die Wellenfunktion
um die Ausgangsparameter in einer Taylorreihe 1. Ordnung entwickelt wird.
 (p) ⇡  (p0) +
X
i
@ (p0)
@pi| {z }
 i
 pi (4.46)
Die Minimierung der Energie wird über die Lösung des verallgemeinerten Eigenwertproblems
erreicht (Gleichung 4.47). 
E0 gT/2
g/2 H
! 
1
 p
!
= Elin
 
1 0T
0 S
! 
1
 p
!
(4.47)
Hierbei ist E0 die Energie der Ausgangswellenfunktion und Hij = h i| Hˆ | ji und Sij =
h i|  ji die Matrixelemente der zu berechnenden Matrizen. Der Berechnung der Matrix-
elemente erfolgt statistisch im Rahmen einer VMC Rechnung.
4.8 Pseudopotentiale
Wie zuvor gezeigt skalieren die Quanten Monte Carlo-Verfahren sehr gut mit der Systemgrö-
ße (N3 4). Im Gegensatz dazu ist die Skalierung mit der Ordnungszahl der zu berechnenden
chemischen Elemente mit Z5 6.5[58] wesentlich schlechter. Der Grund hierfür ist, dass die
Schwankungen der lokalen Energie in Kernnähe bei höheren Elementen wesentlich zuneh-
men, wodurch auch die Varianz steigt. Entsprechend muss länger gerechnet werden um
die angestrebte chemische Genauigkeit zu erreichen. Zudem müssen die Zeitschritte ver-
gleichweise klein gewählt werden, wenn höhere Elemente vorhanden sind um die für DMC
notwendigen hohen Akzeptanzraten gewährleisten zu können und so den Zeitrschrittfehler
klein zu halten[59].
Um molekulare Systeme, welche höhere Elemente enthalten dennoch effizient berechnen zu
können, ist man somit auch in den Quantum Monte Carlo-Verfahren auf Pseudopotentiale
angewiesen um die Kernelektronen zu repräsentieren. Zur Einführung der Pseudopotentia-
le muss die Wellenfunktion in einen Kernteil  Kern und einen Valenzanteil  val separiert
werden können. Hierzu dient ein antisymmetrisierter Produktansatz, mit dem Anitsymme-
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trisierungsoperator Aˆ = n! 1
n!X
⌫=1
( 1)⌫Pˆ⌫ :
 = Aˆ { core val} (4.48)
Entsprechend der separierten Wellenfunktion kann man die Schrödinger Gleichung für die
Valenzelektronen formulieren:
Hˆval val = Eval val (4.49)
Hierbei ist Hˆval der Hamilton Operator für die Valenzelektronen, welcher die Operatoren für
die kinetische Tˆval und Coulomb Wechselwirkung Vˆ eeval der Valenzelektronen enthält. VPP
ist das Pseudopotential, welches die Wechselwirkung zwischen den Valenzelektronen und
dem Rumpf imitiert[60].
Hˆval = Tˆ val + Vˆ
ee
val + VPP (4.50)
Das Pseudopotential enthält per Konstruktion einen lokalen Vlok und einen nichtlokalen
Anteil Wˆ .
Vpp = Vlok + Wˆ (4.51)
Die Einführung des nichtlokalen Anteils dient dazu die Orthogonalität zwischen den Pseu-
dorumpforbitalen und den Valenzorbitalen sicherzustellen.
Der lokale Kanal beschreibt im wesentlichen die Wechselwirkung zwischen den Valenzelek-
tronen und dem effektiven Rumpf, wobei Zeff die effekte Kernladung des Rumpfes ist (Glei-
chung 4.52). Die funktionale Form des lokalen Beitrages kann durch weitere parametrisierte
Terme so gewählt werden, dass die Coulomb-Singularität kompensiert wird[60, 61, 59, 62].
Vlok ⇠  Zeff
r
+ .... (4.52)
W enthält das radiale Pseudopotential vradial, die Elektron-Kern Abstand ri, die Kugel-
flächenfunktionen Ylm, sowie den Bezugswinkel ⌦i für die Position des Elektrons bezogen
auf den jeweiligen Kern [63]. Desweiteren ist l die Drehimpulsquantenzahl, deren Maximum
lmax für das Pseuodopotential gleich der höchsten Drehimpulsquantenzahl der Kernorbitale
sein sollte. |Ylmi hYlm| ist die verkürzte Schreibweise für den Pojektionsoperator auf die
Kugelflächenfunktionen, welcher abhänig von lmax die s,p,d und f Anteile des nicht lokalen
Potentials herausprojiziert.
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Wˆ =
NX
i=1
lmaxX
l=0
lX
m= l
vradial(ri)Ylm (⌦i)
ˆ
d⌦
0
iY
⇤
lm
⇣
⌦
0
i
⌘
| {z }
|YlmihYlm|
(4.53)
Um die Pseudopotentiale im Rahmen des Quantum-Monte-Carlo-Verfahrens verwenden zu
können müssen über die Einführung des Valenz-Hamilton-Operators hinaus weitere Anpas-
sungen vorgenommen werden. Der zuvor eingeführte nichtlokale Anteil der Pseudopoten-
tiale kann im Rahmen der vollständig lokalen Quantum-Monte-Carlo-Verfahren nicht direkt
berechnet werden. Die einfachste Möglichkeit dieses Problem zu umgehen besteht in der
Lokalisierungsnäherung[58, 64, 63]:
Wˆ G
 G
⇡ Wˆ 0
 0
(4.54)
Im Fall der VMC-Methode mit der Trial Funktion  T ist die Lokalisierung auf diesem Wege
unproblematisch. Im DMC-Verfahren mit der gemischten Wellenfunktion f =  G 0 müsste
hier allerdings die projizierte Wellenfunktion  0 verwendet werden. Der Funktionswert von
 0 ist im Rahmen der DMC-Rechnung jedoch unbekannt. Aus diesem Grund wird hier die
Lokalisierungsnäherung verwendet, bei der die verwendete Leitfunktion  G in erster Nähe-
rung gleich der projizierten Wellenfunktion  0 ist. Hierdurch wird das DMC-Ergebnis bei
Verwendung von Pseudopotentialen abhängig von der Qualität der Leitfunktion. Der durch
die Lokalisierungsnäherung eingeführte Fehler wird als Lokalisierungsfehler bezeichnet. Der
Fehler ist unkontrolliert und ein Voraussage über seinen Einfluss ist nicht möglich.
Unter Berücksichtigung der Lokalisierung des nichtlokalen Kanals ergibt sich für die Be-
rechnung des nichtlokalen Anteils bezogen auf das ite Elektron folgender Ausdruck: 
Wˆ 
 
!
i
=
lmaxX
l=0
(2l + 1)
4⇡
vradial(ri)
ˆ
4⇡
Pl
h
cos ✓
0
i
i   r1, ..., r0i, ..., rN 
 (r1, ..., ri, ..., rN)
d⌦
0
i (4.55)
Dabei sind Pl Legendre-Polynome und das Koordinatensystem wird so gewählt, dass das ite
Elektron sich auf der z-Achse befindet. Die Berechnung des Integrals in Gleichung (4.55)
wird numerisch mittels des Lebedev-Integrationsverfahrens durchgeführt. Die Integration
erfolgt über den Winkel ⌦0i des iten Elektrons im Abstand r0 zum Kern. Die Lebedev-
Integration verwendet hierbei NP Stützstellen die in Form eines Polyeders auf der Einheits-
kugel um den jeweiligen Kern angeordnet sind. Dabei bestimmt die Anzahl der Stützstellen
bis zu welchem Drehimpuls l die Integration exakt ist. In dem hier verwendeten Programm
amolqc sind Integrationroutinen mit 4, 6, 18 und 26 Stützstellen vorhanden, welche bis zu
einem Drehimpuls von 2, 3, 5 bzw. 7 exakt sind. Zusätzlich wird das Koordinatensystem
und damit die Ausrichtung des Polyeders um den Kern zufällig rotiert, wodurch sich die
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Anzahl der Stützstellen entsprechend der Zahl der Rotationen erhöht und der Fehler sich
proportional zu N 2p [64] verhält.
Die einzelnen Potentialbeiträge Vlok und vradial werden in der Regel in einem Satz von
Gauss-Funktionen entwickelt, wobei nk den Grad der Potenz bestimmt:X
k
Akr
 2+nke ↵kr
2
(4.56)
Die Parameter der Entwicklung Ak und ↵k werden durch Anpassung an ab initio Ergebnisse
für das jeweilige Atom erhalten. Durch die Anpassung mittels relativistischen ab initio-
Verfahren erhaltener Ergebnisse, wie Dirac-Hartree-Fock, ist zudem die Erfassung skalar
relativistischer Effekte durch das Pseudopotential möglich.
Desweiteren können zwei grundlegende Typen von Pseudopotentialen unterschieden werden,
bei denen entweder nur die innersten Kernelektronen oder alle Elektronen bis auf die Valenz-
elektronen ersetzt werden. Im ersten Fall spricht man von „small core” und im zweiten Fall
von „large core” Pseudopotentialen. In der Regel liefern die „small core” Pseudopotentiale
bei höherem Rechenzeitaufwand die genaueren Ergebnisse, da entgegen dem chemischen
Bild die Reaktivität nicht ausschließlich, wenn auch maßgeblich, von den Valenzelektronen
bestimmt wird.
Man unterscheidet desweiteren zwischen formkonsistenten und energiekonsistenten Pseu-
dopotentialen. Im Fall der formkonsistenten Pseudopotentiale erfolgt die Anpassung des
Pseudopotentials an die Allelektronen-Rumpforbitale des Systems um diese durch die Pseu-
dopotentiale möglichst gut wiederzugeben. Hingegen wird im Fall der energiekonsistenten
Pseudopotentiale an die Energien unterschiedlicher Zustände eines Atoms angepasst. Form-
konsistente Pseudopotentiale wurden unter anderem von Christiansen et al.[65] sowie von
Stevens, Basch und Krauss[66, 67] entwickelt. Die Entwicklung von energiekonsistenten
Pseudopotentialen wurde vor allem von Dolg et al.[68] vorangetrieben. Zu den auf diesem
Weg erhaltenen Pseudopotentialen gehören die bekannten Stuttgart-Pseudopotentiale, aber
auch die von Burkatzki[60, 61] speziell für das Quantum-Monte-Carlo-Verfahren entwickel-
ten Pseudopotentiale.
Die Stuttgart Pseudopotentiale enthalten im wesentlichen r0 Terme, welche die Coulomb-
Singularität des Kerns nicht kompensieren. Entsprechend besteht die Coulomb-Singularität
auch bei der Verwendung der Stuttgart-Pseudopotentiale weiter. Für die Quantum-Monte-
Carlo-Verfahren ist diese Singularität besonders problematisch, da sie zur Divergenz der
lokalen Energien in Kernnähe führt und somit die Varianz der Wellenfunktion erhöht. Die-
se Singularität in der Wellenfunktion ist physikalisch unbegründet und sollte im Falle der
exakten Wellenfunktion nicht vorhanden sein. Entsprechend besteht die Möglichkeit die
Kern-Coulomb-Singularität durch Einführung von Randbedingungen bei der Konstruktion
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der Pseudopotentiale zu kompensieren.
Diese Möglichkeit wurde zuerst von Lester[59] verfolgt. In diesem Fall enthalten die Pseu-
dopotentiale keine r 2 Terme und der lokale Kanal wird so konstruiert, dass die Kern-
Singularität kompensiert wird. Entsprechend wurde bei den energiekonsistenten Pseudopo-
tentialen von Burkatzki et al.[60, 61] vorgegangen. Durch die Verwendung solcher Pseu-
dopotentiale ohne Singularität wird die Stabilität und Effizienz insbesondere des Diffusion
Monte Carlo Verfahrens wesentlich verbessert.
Kapitel 5
Diffusions Monte Carlo Rechnungen
an Übergangsmetallsystemen
5.1 Einleitung
Übergangsmetalle gehören bei der Vielzahl chemischer Systeme zu den am schwersten durch
ab initio-Methoden zu beschreibenden Systemen. Der Grund hierfür ist die Beteiligung
der nur partiell besetzten d-Orbitale. Potentiell können in Übergangsmetall-Verbindungen
hierdurch eine große Anzahl sehr dicht beieinander liegender bzw. entarteter Energieniveaus
entstehen. Dies bedarf einer Methode, welche in der Lage ist große Anteile dynamischer
und statischer Korrelation zu erfassen. Weiterhin müssen Verfahren ebenfalls gut mit der
Systemgröße skalieren um für die Beschreibung von Übergangsmetallverbindungen in Frage
zu kommen.
Quantum-Monte-Carlo-Verfahren und insbesondere Diffusion-Monte-Carlo-Verfahren bie-
ten sich hier an, da sie gut skalieren und in der Lage sind, je nach Wahl der Wellenfunktion
hohe Anteile dynamischer und statischer Korrelation zu erfassen. Die QMC-Verfahren sind
vor allem bei größeren Übergangsmetallsystemen vorteilhaft, welche durch konventionellere
ab initio-Verfahren nicht mehr beschrieben werden können. Im Vergleich können zweiato-
mige Systeme sehr genau mittels hochgenauer Verfahren wie MRCI beschrieben werden.
Für größere Systeme kommen solche Verfahren aufgrund des hohen Speicherbedarfs und
schlechten Skalierung allerdings kaum in Frage.
Ein erster Schritt auf dem Weg zur standardmäßigen Anwendung inbesondere von DMC
für größere Übergangsmetallsysteme muss dennoch über kleineren Systeme gehen um die
Grenzen der Methode an unterschiedlichen Systeme austesten zu können. Weiterhin gilt es
herauszufinden, wo die untere Schranke liegt um auch komplizierte Übergangsmetallsysteme
noch genau beschreiben zu können. Zwar skalieren QMC-Verfahren an sich sehr gut doch
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wäre ein Wellenfunktionsansatz mit mehreren hundert oder tausend Slater-Determinanten
für Systeme mit weit mehr als hundert Elektronen auch hier kaum umsetzbar. Somit
liegt ein Hauptaugenmerk im Rahmen der Dissertation auf Ansätzen mit nur einer Slater-
Determinante. Trotz des oft hohen Anteils an statischer Korrelation bei Übergangsmetall-
systemen können auch Einzelreferenz-Verfahren sehr erfolgreich sein bei der Beschreibung
solcher Verbindungen. Ein gutes Beispiel hierfür ist DFT, welche für eine Vielzahl von Über-
gangsmetallsystemen zu sehr genauen Ergebnissen führt[69].
Die Zahl der mit Quantum-Monte-Carlo-Verfahren behandelten Übergangsmetallverbindun-
gen ist gering im Vergleich zu solchen welche lediglich aus Hauptgruppenelementen beste-
hen. Aufgrund der schlechteren Skalierung der QMC Verfahren mit der Ordnungszahl Z
ist hier in der Regel die Verwendung von Pseudopotentialen notwendig um die Rechnungen
effizient durchführen zu können. Es gib eine Reihe von Veröffentlichungen, welche die Über-
gangsmetallsysteme mit Hilfe von QMC-Verfahren bearbeitet haben. Studien, welche Pseu-
dopotentiale verwenden, wurden von Dolg und Flad[70], Mitas[71] und Wagner[72, 73, 74]
und Koseki et al.[75] veröffentlicht. Letztere führten hierbei aufwendige Rechnungen an
verschiedenen Übergangsmetall-Porphyrin-Systemen durch, welche vermutlich momentan
zu den größten Rechnungen mittels QMC-Verfahren zählen. Mit dem auch im Rahmen der
Dissertation verwendeten QMC-Code „amolqc” wurden zudem Untersuchungen an TiC[76],
Metallcarbonylen[77] und Vanadiumoxiden[78] veröffentlicht. Allelektronen-Rechnungen an
Übergangsmetallverbindungen sind eher selten, da sie sehr kleine Zeitschritte benötigen und
damit entsprechend aufwendig sind[59]. Solche Studien wurden durchgeführt von Caffarel
et al.[79] und Sarsa et al.[80]. Im Überblick lieferten die QMC-Verfahren, insbesondere
Diffusions-Monte-Carlo, sehr gute Ergebnisse für Übergangsmetallsysteme und sind damit
auch auf diesem Sektor der Chemie vielversprechende Methoden.
5.2 Übergangsmetallsulfide
Übergangsmetallsulfide finden industrielle Anwendung[21]. Zudem handelt es sich bei eini-
gen Übergangsmetallsulfiden oder ihren ternären Formen um Niedertemperatur-Supraleiter
[22]. Eine Anwendungen, welche den meisten Chemikern bekannt sein sollte, ist die als
Schmiermittel im Fall von MoS2. Aber nicht nur in Bezug auf ihre praktische Anwendung
sind die Übergangsmetallsulfide von Interesse, sondern insbesondere auch in Hinsicht auf
ihre biologische Relevanz[23]. In vielen Metalloproteinen formen Übergangsmetalle die ak-
tiven Zentren und bestimmen somit wesentlich die Funktion und Aktivität der jeweiligen
Enzyme. Wichtige Beispiele hierfür sind die Eisen-Sulfid Cluster FexSy, welche in einer
ganzen Reihe verschiedener Enzyme zu finden sind. Will man also ein tieferes Verständnis
solcher Reaktionen und Eigenschaften der Übergangsmetallsulfide erreichen, ist eine genaue
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Beschreibung ihrer elektronischen Struktur unumgänglich.
Es wurden verschiedene theoretische Studien zu den Übergangsmetallsulfiden durchgeführt.
Inbesondere zu nennen sind an dieser Stelle die Arbeiten, welche sich mit den zweiatomi-
gen Übergangsmetallsulfiden befasst haben, die ebenfalls in der vorliegenden Dissertation
untersucht worden sind. Aufwändige Studien mittels Coupled Cluster und verschiedener
Multireferenzmethoden wurden von Bauschlicher und Maitre durchgeführt[81]. Hierbei er-
gaben sehr aufwändige Multireferenzverfahren die besten Ergebnisse. Ein vollständige Stu-
die der zweitatomigen Übergangsmetallsulfide der ersten Übergangsmetallreihe wurde von
Wu et al.[82] mittels Allelektronen-DFT durchgeführt. Sie konnten zeigen, dass DFT für
die Sulfide durchaus gute Ergebnisse liefern kann. Besondere Aufmerksamkeit wurden die
Eisensulfid-Clustern zu teil. Das zweiatomige FeS wurde von verschiedenen Arbeitsgruppen
mittels Multireferenz- und DFT-Verfahren intensiv untersucht[19, 20, 81]. Ebenso wurden
größere Eisensulfid-Systeme FexSy untersucht wozu in den meisten Fällen DFT verwendet
wurde[83, 84, 85].
Es wurde eine Vielzahl experimenteller Studien zu den zweiatomigen Übergangsmetallsulfi-
den verföffentlicht, wodurch es zu den meisten Vertretern der ersten Übergangsmetallreihe
akkurate Bindungslängen und Ionisierungenergien gibt[86, 87, 88, 89, 1, 90, 91]. Leider
wurden neue experimentelle Ergebnisse zum zweiatomigen Vanadiumsulfid[86] erst vor kur-
zem veröffentlich und gingen somit nicht in die hier vorgestellte Arbeit mit ein. Besonders
umfangreiche Beiträge zu den Kationen der zweiatomigen Übergangsmetallsulfide und der
Energetik, sowie Trends wurden insbesondere durch Kretzschmar, Schröder, Schwarz und
Armentrout erbracht[90, 1].
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5.3 Bindung der zweiatomigen Übergangsmetallsul-
fide
Bei den zweiatomigen Übergangsmetallsulfiden wird die Bindung unter Beteiligung der 4s
und 3d Orbitale das Metall Atoms und der 2s und 3p Orbitale des Schwefels gebildet.
Abbildung 5.1: Allgemeines MO Schema für die zweiatomigen Übergangsmetallsulfide.
Eine Analyse der Trends, welche sich aus der suksessiven Besetzung der entsprechenden
Orbitale ergibt, wurde schon von Kretzschmar et al.[1] an anderer Stelle formuliert und
vorgestellt. Im wesentlichen sind die 1 , 2  und 1⇡ Molekülorbitale sowohl bei den neutralen
zweiatomingen Übergangsmetallsulfiden wie auch deren einfachen Kationen doppelt besetzt.
MS Grundzustand Besetzung D0(MS)/eV
ScS 2⌃+ 1 22 21⇡43 1 4.92±0.13
TiS 3  1 22 21⇡41 13 1 4.75±0.13
VS 4⌃  1 22 21⇡41 23 1 4.62±0.15
CrS 5⇧ 1 22 21⇡41 23 12⇡1 3.37±0.15
MnS 6⌃+ 1 22 21⇡41 23 12⇡2 2.85±0.11
FeS 5⌃+ 1 22 21⇡41 23 22⇡2 3.31±0.15
Tabelle 5.1: Experimentelle Dissoziationsenergien von MS (M=Sc-Fe)[1]
Die nächst höher gelegenen 1 , 3  und 2⇡ MO’s sind quasientartet und werden entspre-
chend bei der Besetzung behandelt. Sowohl das neutrale ScS also auch dessen Kation sind
die Systeme mit der stärksten Bindung in der Reihe ScS bis FeS, da in diesem Fall das
nichtbindende 1  nur einfach bzw. gar nicht besetzt ist (s. Tabelle 5.1 und 5.2). Bis hin
zumMnS führt die Besetzung der nicht- bzw. antibindenden 1 , 3  und 2⇡ MO’s sowohl für
die neutralen Spezies wie auch für die Kationen zu einer Verringerung der Bindungsstärke.
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MS+ Grundzustand Besetzung D0(MS+)/eV
ScS+ 1⌃+ 1 22 21⇡4 4.97±0.05
TiS+ 2  1 22 21⇡41 1 4.71±0.07
VS+ 3⌃  1 22 21⇡41 2 3.78±0.10
CrS+ 4⌃  1 22 21⇡41 23 1 2.71±0.07
MnS+ 5⇧ 1 22 21⇡41 23 12⇡1 2.46±0.09
FeS+ 6⌃+ 1 22 21⇡41 23 12⇡2 3.09±0.04
Tabelle 5.2: Experimentelle Dissoziationsenergien von MS+ (M = Sc - Fe)[1]
Im Fall von FeS+ sind die 1 , 3  und 2⇡ MO’s alle halbbesetzt wodurch die Bindungsstärke
im Vergleich zu MnS+ wieder ansteigt. Ein entsprechendes Verhalten ist bei MnS mit
gleicher Besetzung jedoch nicht zu vermerken, wobei die Bindungstärke dennoch der von
FeS+ähnelt. Ebenso ist die Bindungsstärke von FeS im Vergleich zu MnS höher.
5.4 Technische Details
Alle im Rahmen der Dissertation hier vorgestellten Rechnungen bis auf die Diffusion-Monte-
Carlo-Rechnungen wurden mit dem Programmpaket Gaussian09 Rev. A02[92] durchge-
führt. Sofern nicht anders angemerkt wurde das BP86 Funktional für die DFT Rechnungen
verwendet, welches sich schon im Rahmen der Arbeiten von Bande und Lüchow zu den
Vanadiumoxiden[78] als zuverlässig bei der Beschreibung von Übergangsmetallsystemen
im Rahmen des Diffsuion-Monte-Carlo-Verfahrens erwiesen hat. Es wurden zwei Typen
von Pseudopotential-Basissatz-Kombinationen verwendet, wobei in beiden Fällen für das
Schwefel Atom das Burkatzki Pseudopotential zusammen mit dem eigens dafür optimierten
triple-⇣ Basissatz verwendet wurde. In der Kombination PPI wurden für das Übergangsme-
tall die Stuttgart Pseudopotentiale mit dem zugehörigen triple-⇣ Basissatz verwendet. In
der zweiten Kombination PPII wurden die entsprechenden Burkatzki Pseudopotentiale auch
für das Übergangsmetall zusammen mit der triple-⇣ Basissatz verwendet, allerdings unter
Vernachlässigung der g-Funktionen. Die Berechnung der Nullpunktskorrekturen (ZPE) wur-
den jeweils mit dem BP86-Funktional und der entsprechenden Pseudopotential-Basisatz-
Kombination durchgeführt.
Die hier vorgestellten Diffusion-Monte-Carlo-Rechnungen wurden mit dem Programm „amol-
qc” durchgeführt. Für die vorliegenden Rechnungen wurde der Schmidt-Moskowitz-Jastrow-
Faktor verwendet, welcher mittels Varianzminimierung optimiert wurde. Für die Rechnungen
mit Pseudopotentialen wurde ein Integrationsgitter mit 18 Stützstellen ausgewählt, welche
für ein einzelnes Schwefel-Atom zur exakten Integration ausreicht, für das Schwefelatom im
Sulfid und das Übergangsmetallatom jedoch nicht. Die Verwendung dieses Integrationsgit-
ters wurde durch Bande und Lüchow im Rahmen der Untersuchungen am Vanadium Oxide
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ausgetestet und hat sich im Rahmen der Genauigkeit als unproblematisch erwiesen. Auf
„cutoffs” für die Integration des Pseudopotentials wurde aus technischen Gründen weitest-
gehend verzichtet. Sofern ein cutoff verwendet wurde, wurde dieser auf den von Diedrich
empfohlenen Wert d = 10 8 a.u. 1 gesetzt. Sowohl die Untersuchungen von Bande[93] als
auch von Diedrich[94] verifzierten, dass dieser Abstand unproblematisch ist im Rahmen der
numerischen Genauigkeit. Für die Diffusion-Monte-Carlo-Rechnungen wurde, sofern nicht
anders angemerkt, ein Zeitschritt von ⌧ = 0.003 a.u. verwendet. Für alle Systeme lag die
Akzeptanzrate unter Verwendung des genannten Zeitschritts mindestens bei 95% und damit
in dem für DMC-Rechnungen anzustrebenden Bereich.
5.5 Einfluss des Pseudopotentials
Im folgenden soll kurz der Einfluss der Wahl des Pseudopotentials auf die Varianz der lokalen
Energie und damit die Effektivität der DMC Rechnung demonstriert werden. Aufgrund der
Struktur der Pseudopotentiale ist zu erwarten, dass die Varianzen im Fall der Burkatzki-
Pseudopotentiale niedriger sind, da in diesem Fall keine Singularität am Kern vorhanden ist,
für die Stuttgart-Pseudopotentiale ist dies hingegen der Fall. Solche Singularitäten können
prinzipiell zu starken Schwankungen in der lokalen Energie führen. Es ist jedoch zu vermuten,
dass das der Drift-Term der Propagationsformel die Random Walker von diesen Gebieten
zumindest teilweise weglenkt, ähnlich wie es in der Nähe der Knoten der Wellenfunktion
der Fall ist. Ziel war es hier vorerst eine pragmatische Antwort auf die Frage nach der
sinnvollsten Wahl für das Pseudopotential zu geben, so dass eine genaue Untersuchung des
Einflusses der Singularität noch aussteht.
Hierzu wurden Rechnungen an den Übergangsmetallatomen Sc bis Fe, Cu und Zn durchge-
führt. Dabei wurden varianzoptimierte Jastrow-Faktoren verwendet um die Vergleichbarkeit
der Varianzen zu gewährleisten. Die Varianz v geht für unabhängie Daten nach Gleichung
5.1 neben der Anzahl N der unkorrelierten Energieeinzelwerte in die angestrebte Standard-
abweichung  ¯ des Energiemittelwertes mit ein.
 ¯ =
p
vp
N
(5.1)
Entsprechend ist das Verhältnis ⌘ (Gleichung 5.2) der Varianzen, hier im Fall von zwei
Rechnungen, welche sich im wesentlichen in Wahl des Pseudopotentials unterscheiden,
näherungsweise ein Maßstab für das Verhältnis der Rechenzeiten.
⌘ :=
vPPI
vPPII
=
NPPII
NPPI
(5.2)
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Der Verhältnis ⌘ spiegelt das entsprechende Verhältnis der Rechenzeiten nur deshalb nähe-
rungsweise wieder, da hier zusätzlich Unterschiede bei der Auswertung der lokalen Energie
EL und der Korrelationszeit eine Rolle spielen können
Sc Ti V Cr Mn Fe Cu Zn
vPPI 0.90 1.09 1.59 2.15 2.71 4.10 10.35 12.28
vPPII 0.70 0.86 0.97 1.33 1.78 1.83 3.44 4.31
⌘ 1.29 1.27 1.64 1.62 1.52 2.24 3.01 2.85
Table 5.3: Varianzen für die Atome Sc-Fe,Cu and Zn mit Stuttgart (vPPI) und Burkatzki
(vPPII) Pseudopotentialen und ihr Verhältnis ⌘.
Die in Tabelle 5.3 aufgeführten Ergebnisse zeigen, dass der Einfluss des Pseudopotenials
auf die Varianzen überaus stark ist. Die Burkatzki-Pseudopotentiale führen durchweg zu
geringeren Varianzen. Zudem erkennt man, dass dieser Effekt entlang der Reihe wichtiger
wird und für die hier beispielhaft eingefügten Atome Cu und Zn schon zu einem Verhältnis ⌘
von ungefähr drei führt. Neben diesem eindeutigen Einfluss auf die Varianzen haben sich die
Burkatzki-Pseudopotentialen auch insofern von praktischer Seite als vorteilhaft erwiesen, da
es wesentlich seltener zu Abbrüchen der DMC-Rechnungen kam. Im wesentlichen führten
Random Walker mit extrem hohen Gewichten im Fall der Stuttgart-Pseudopotentiale zu
diesen Abbrüchen.
5.6 Anregungsenergien
Es wurden Anregungsenergien der Atome Sc bis Cr berechnet. Es wurden zwei unterschied-
liche Verfahren verwendet, um die für die Konstruktion der Slater-Determinante notwendi-
gen Orbitale zu erhalten. Zum einen wurden die Kohn-Sham Orbitale der entsprechenden
Rechnungen mit dem BP86-Funktional verwendet. Desweiteren wurden Orbitale verwen-
det, welche aus einer Brückner Double[95, 96] (BD) Rechnung erhalten wurden. Bei der
BD-Methode handelt es sich um einen Coupled Cluster Ansatz bei dem allerdings nicht
einfach die Hartree Fock-Orbitale verwendet werden. Die Orbitale werden im Rahmen des
Verfahrens so optimiert, dass die Einfachanregungen für die sogenannten Brückner Orbitale
null sind.
Die Idee hinter der Verwendung der Brückner-Orbitale ist es von einem systematische-
ren theoretischen Niveau als DFT für die Konstruktion der Leitfunktion auszugehen. Im
Fall der Kohn-Sham-Orbitale ist zwangsläufig eine im Sinne von ab initio-Methoden un-
erwünschte Abhängigkeit vom jeweiligen Funktional vorhanden. Ein wesentlicher Nachteil
des BD-Ansatzes im Vergleich zu den DFT-Verfahren um die notwendigen Orbitale für eine
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DMC-Rechnung zu erhalten, ist dessen Skalierung mit ungefähr N6, wodurch eine Übertra-
gung auf größere Systeme kaum möglich ist.
Die Rechnungen wurden aufgrund der im vorangegangen Abschnitt besprochenen Vortei-
le mittels der PPII Peudopotential-Basissatzkombination durchgeführt. Erwähnenswert ist,
dass die Pseudopotentiale skalar relativistische Effekte beinhalten. Entsprechend werden
an dieser Stelle CCSD(T) Ergebnisse von Balabanov und Peterson[97] aufgeführt, welche
mittels der Douglas-Kroll-Korrektur zur näherungsweisen Erfassung relativistischer Effekte
und Basissatzextrapolation bestimmt wurden (Tabelle 5.4). Diese Werte sollen hier als Re-
ferenz dienen für die Genauigkeit, welche mit einer Einzelreferenzmethode wie CCSD(T)
noch vergleichsweise leicht erreicht werden kann.
Anregung BP86 DMC/BP86 BD DMC/BD CCSD(T)-DK-CBS[97] Exp.[97]
Sc 2D !4 F 0.77 1.025(6) 1.80 1.237(6) 1.72 1.43
Ti 3F !5 F -0.02 0.533(9) 1.07 0.731(9) 1.06 0.81
V 4F !6 D -0.43 -0.169(7) 0.32 0.132(7) 0.46 0.25
Cr 7S !5 D 1.13 0.976(5) 0.89 0.778(6) 0.91 1.00
Tabelle 5.4: Erste Anregungsenergien der Atome Sc bis Cr berechnet und Verwendung von
PII, alle Energien in eV.
Die mittels BP86 erhaltenen Anregungsenergien weichen vergleichweise stark von den ex-
perimentellen Werten ab (Tabelle 5.4). Im Fall von Ti und V weisen die berechneten Anre-
gungsenergien sogar ein falsches Vorzeichen auf, entsprechend ist der falsche elektronische
Zustand stabiler. Ausgehend von den Kohn-Sham-Orbitalen der BP86-Rechnung ist die
DMC-Methode in der Lage die Anregungsenergien in Richtung der experimentellen Werte
zu korrigieren. Im Fall von Titan kehrt sich das Vorzeichen korrekt um, hingegen ist für Vana-
dium lediglich eine Verbesserung zu erkennen. Dass die Berechnung der Anregungsenergie
des Vanadiumatoms mittels eines Einzelreferenzansatzes im Rahmen der DMC-Methode
problematisch ist wurde schon zuvor durch Flad und Dolg[70] gezeigt.
Die entsprechenden mittels BD berechneten Energien zeigen alle das richtige Vorzeichen
und liegen näher an den experimentellen Werten als die BP86 Ergebnisse. Zudem sind sie
unter Einbeziehung des unterschiedlichen Theorieniveaus in guter Übereinstimmung mit den
Coupled Cluster-Ergebnissen von Balabanov und Peterson. Die BD-Anregungsenergien sind
für alle Atome außer Cr höher als die experimentellen Energien. Auf Basis der Brückner-
Orbitalen ist DMC auch für diese in der Lage, die Anregungsenergien in Richtung der
experimentellen Werte zu korrigieren. Dabei unterschätzen die DMC/BD Energien für Sc bis
Ti die Anregungsenergien, im Gegensatz dazu überschätzen die BD und CCSD(T) diese. Im
Fall der Anregungsenergie des Chromatoms liegen hingegen sowohl BD als auch CCSD(T)
und DMC/BD unterhalb des experimentellen Wertes. DMC/BD vergrößert also quasi die
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Differenz zwischen dem BD und dem experimentellen Wert weiter. Im Fall der DMC/BP86
Anregungsenergie ist diese ebenfalls niedriger als jene, welche direkt mittels BP86 bestimmt
wurde, der absolute Abstand zum experimentellen Werte bleibt jedoch ähnlich.
Nicht ganz unerwartet eignet sich BP86 sowie darauf aufbauend der DMC/BP86-Ansatz nur
bedingt um Anregungsenergien der Atome Sc bis Cr zu berechnen. Die Coupled Cluster-
Methoden liefern hier bessere Ergebnisse, welche näher an den experimentellen Werten
liegen und insbedondere auch die korrekte Stabilität der Zustände voraussagen. Erfreuli-
cherweise führen die auf den Brückner-Orbitalen aufbauenden DMC-Rechnungen zu einer
weiteren Verbesserung der mittels Brückner Doubles erhaltenen Ergebnisse. Das Niveau der
DMC/BD Ergebnisse ist damit in diesen Fällen durchaus mit dem der CCSD(T)-DK-CBS
von Balabanov und Peterson zu vergleichen.
5.7 T1-Diagnostik
Um sicherzustellen, dass eine Behandlung der Systeme ScS bis FeS sowie ihrer Kationen
mittels eines Wellenfunktions-Ansatzes mit nur einer Slater-Determinante überhaupt eine
Chance auf Erfolg hat, wurde die T1-Diagnostik für die behandelten Systeme herangezogen.
Wie zuvor beschrieben beruht diese Methode auf der Analyse der T1-Amplituden einer Cou-
pled Cluster-Rechnung und gibt Aufschluss darüber, wie stark der Multireferenzcharakter
eines Systems ist. Hierzu wurde der Basissatz PPII für eine entsprechende CCSD-Rechnung
verwendet. Wie man an den Werten in Tabelle 5.5 erkennen kann, liegen diese alle in dem
empirisch bestimmten Bereich von 0.02 < T1 < 0.1, in welchem es sich bei den Systemen
um keine reinen Einzelreferenzsysteme handelt, eine Beschreibung mit nur einer Slater-
Determinante aber durchaus noch erfolgsversprechend sein kann. Entsprechend wurde an
dem Ansatz festgehalten die folgenden DMC-Rechnungen mit nur einer Slater-Determinante
durchzuführen.
System ScS TiS VS CrS MnS FeS
neutral 0.039 0.035 0.069 0.048 0.053 0.062
Kation 0.034 0.050 0.076 0.044 0.026 0.049
Tabelle 5.5: T1 Diagnostik für die Systeme ScS bis FeS und ihre Kationen auf CCSD Niveau
mit dem Basissatz PPII.
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5.8 Dissoziationsenergien
Im nächsten Schritt wurden die Dissoziationsenergien der zweiatomigen Übergangsmetall-
sulfide ScS bis FeS mittels DMC berechnet. Hierzu wurden die in Tabelle 5.6 aufgeführten
experimentellen Bindungslängen Re verwendet.
Re DMC/PPI DMC/PPII CCSD(T)[81] B3LYP[82] Exp.[98]
ScS 2.139[88] 4.814(7) 4.969(7) 4.62 4.75 4.92
TiS 2.082[98] 4.665(6) 4.768(9) 4.36 4.64 4.75
VS 2.100[99] 4.432(8) 4.482(7) 4.02 4.24 4.62
CrS 2.071[89] 2.810(9) 2.969(9) 2.89 3.01 3.37
MnS 2.066[91] 2.413(9) 2.755(9) 2.56 3.01 2.85
FeS 2.000[99] 2.58(2) 2.77(2) - 3.37 3.31
Table 5.6: Bindungslängen Re in Å und Dissoziationsenergien eV für DMC/PPI and DM-
C/PPII zusammen mit den B3LYP Ergebnissen von Wu et al., CCSD(T) Ergebnissen von
Bauschlicher et al., und experimentellen Werten für D0 (Exp).
Die Dissoziationsenergien wurden aus Vergleichszwecken sowohl mit der PPI als auch mit
PPII auf DMC/BP86-Niveau berechnet, wobei die Dissoziationsenergien keine Nullpunkts-
korrektur enthalten. Der Energiebeitrag der Nullpunktskorrektur für die Dissoziationsnergie
liegt in etwa bei 0.03 eV, die entsprechenden Werte sind in Tabelle 5.10 aufgeführt. Die
DMC-Dissoziationsenergien wurde nicht direkt mit den Nullpunktsenergien verrechnet, um
klar zwischen den Einflüssen durch das DMC-Verfahren und die ZPE-Korrektur unterschei-
den zu können.
PPI PPII
ScS 0.034 0.035
TiS 0.036 0.035
VS 0.0294 0.029
CrS 0.029 0.029
MnS 0.030 0.030
FeS 0.032 0.033
Tabelle 5.7: ZPE Korrekturen für der Dissoziationsenergien in eV
Als Vergleichswerte werden die B3LYP/6-311++G(d,p) Ergebnisse Wu et al.[82] und die
CCSD(T) Ergebnisse von Bauschlicher und Maitre[81] angeführt. Für letztere verwendeten
Bauschlicher und Maitre den Wachters Basissatz für das Übergangsmetall und den aug-
cc-pVTZ Basisatz für das Schwefelatom. Die aufgeführten experimentellen Dissoziations-
energien entsprechen im wesentlichen den von Kretzschmar et al.[1] aufgeführten Energien
(s. Tabelle 5.2), wobei letztere und die zugehörigen Fehlerbalken durch Mittelung mehrerer
experimenteller Ergebnisse erhalten wurden.
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Die mittels PPI und PPII berechneten Dissoziationsenergien sind in guter Übereinstimmung
mit den experimentellen Energien. Die stärksten Abweichungen von den experimentellen
Werten sind für die Sulfide CrS bis FeS zu vermerken. Für die Systeme MnS und FeS
treten die größten Unterschiede zwischen den mittels PPI und PPII berechneten Werten
auf. Die Änderung der der Dissoziationsenergie entlang der Reihe ScS bis FeS wird in
beiden Fällen im Vergleich zu den experimentellen Ergebnissen im wesentlichen korrekt
vorausgesagt. Ein Bruch des Trends in der Änderung der Dissoziationsenergien ist nur für
den Übergang von MnS zu FeS zu vermerken, wo DMC nur einen vergleichsweise geringen
Anstieg der Dissoziationsenergie voraussagt. Im wesentlichen ist die Übereinstimmung der
DMC/PPII Ergebnisse mit den experimentellen jedoch etwas besser insbesondere für die
späteren Vertreter der Reihe.
Im Vergleich zu den CCSD(T)-Ergebnissen von Bauschlicher und Maitre sind die hier er-
haltenen DMC/PPII-Energien wesentlich genauer. Sowohl die DMC Energien als auch die
CCSD(T) Energien zeigen eine Abnahme in der Genauigkeit von ScS zu MnS. Für FeS
sind leider keine mittels CCSD(T) bestimmten Literaturwerte bekannt. Aus aufwendigeren
Studien mittels Multireferenzverfahren ist jedoch bekannt, dass es bei den wellenfunktions-
basierten Verfahren eines sehr hohen Aufwandes bedarf um die experimentelle Dissozia-
tionsenergie zu reproduzieren[20]. Dabei sind MRCI Verfahren mit Basissatzextrapolation
und relativistischen Korrekturen notwendig.
Die DMC/PPII-Ergebnisse sind mit den B3LYP-Resultaten von Wu et al. bis hin zu CrS
vergleichbar. Das Chromsulfid erweist sich für die Beschreibung durch beide Methoden als
problematisch. Im Fall von FeS entspricht der mittels B3LYP berechnete Wert fast dem ex-
perimentellen, wobei DMC hier wie auch CCSD(T) die Dissoziationsenergie unterschätzen.
Die gute Leistung von DFT in Bezug auf FeS scheint hier nicht ein zufälliges Einzelresultat
zu sein sondern wurde auch von Hübner und Sauer[19] demonstriert. Dennoch erhält man
hier für die meisten Systeme mittels DMC/PPII die genaueren Ergebnisse. Für CrS sind das
DMC/PPII und B3LYP Ergebnis etwa vergleichbar und nur für FeS ist das B3LYP Ergebnis
deutlich besser.
Somit zeigt DMC in Kombination mit den Burkatzki-Pseudopotentialen eine sehr gute
Leistung im Fall der Berechnung der Dissoziationsenergien der hier vorgestellen Systeme.
5.9 Bindungslängen der neutralen Sulfide
Es ist für Benchmark-Rechnungen im Bereich der DMC Methode ein guter Standard die ex-
perimentellen Geometrien der untersuchten Moleküle zu verwenden. Dies ist weniger gewollt
als eine noch nicht zu umgehende Notwendigkeit, da es anders als bei anderen ab initio-
Verfahren im Fall von DMC schwierig ist, die Energiegradienten nach den Kernkoordinaten
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zu berechnen. Auf diesem Gebiet wurden inzwischen einige Fortschritte gemacht[46], den-
noch ist die Berechnung von Gradienten zur Geometrieoptimierung noch weit davon entfernt
allgemeine Anwendung zu finden.
Da es sich im Fall der hier untersuchten zweiatomigen Systeme lediglich um eine zur opti-
mierende Bindung handelt, wurden die Bindungslängen numerisch optimiert (Tabelle 5.8).
Dafür wurden mindestens sieben Energien für unterschiedliche Bindungslängen bestimmt.
Per Ausgleichsrechnung wurde ein kubisches Polynom an die berechneten Energien un-
ter Beachtung der statistischen Fehler der Einzelwerte angepasst. Die DMC-Bindungslänge
wurde als Minimum des Polynoms erhalten.
Die Fehler der DMC-Bindungslängen wurden mittels eines Monte-Carlo-Verfahrens be-
stimmt. Hierzu wurde für jede der n berechneten Energien xi Pseudozufallszahlen x¯i einer
bestimmten Wahrscheinschlichkeitsverteilung berechnet. Bei den Wahrscheinlichkeitsvertei-
lungen handelt es sich um Normalverteilungen, wobei der Mittelwert der Energie und die
Standardabweichung dem Fehler der Energie entspricht. In einem weiteren Schritt wird das
kubische Polynom an diese Zahlen angefittet und aus dem entsprechenden Minium des
Polynoms die Bindungslänge ermittelt, dies wurde zehntausendmal wiederholt. Es wurden
der Mittelwert der so berechneten Bindungslängen und ihre Standardabweichung berechnet,
welche dem Fehler der numerischen Bindungslänge entspricht. Im Prinzip wird auf diesem
Wege die Schwankung der ermittelten Bindunglänge aufgrund der Fehler der Energien direkt
simuliert.
Mittels DMC konnte eine Genauigkeit für die Bindungslängen erreicht werden, welche mit
dem Fehler der zugrundeliegenden Energien vergleichbar ist. Um noch bessere numerische
Bindungslängen auf DMC-Niveau zu erhalten müssten die entsprechenden Energien wesent-
lich genauer berechnet werden. Dieses Vorgehen wäre mit einem unverhältnismäßig höheren
Zeitaufwand verbunden. Damit stellen die hier vorgestellten Ergebnisse den ersten Versuch
dar, entsprechende Bindungslängen auf DMC-Niveau mit noch vertretbarem Rechenauf-
wand zu erhalten.
BP86/PPII DMC/PPII Wu et al. [82] Exp.
ScS 2.144 2.137(2) 2.136 2.139
TiS 2.088 2.086(2) 2.084 2.082
VS 2.049 2.051(1) 2.058 2.100
CrS 2.076 2.108(4) 2.122 2.071
MnS 2.043 2.065(3) 2.072 2.066
FeS 2.008 2.022(3) 2.009 2.000
Tabelle 5.8: BP86/PPII, DMC/PPII und exp. Bindunglängen, sowie die von Wu et al.
mittels B3LYP bestimmten Bindunglängen für die Systeme ScS bis FeS in Å.
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Für die Systeme ScS bis VS entsprechen die DMC-Bindunglängen im wesentlichen den BP86
Bindungslängen, eventuelle Verbesserung durch DMC sind minimal und möglicherweise zu-
fällig im Rahmen der Genauigkeit. Bemerkt werden sollte hier, dass eine neuere Publikation
von Zhuang und Steimle eine angenäherte experimentelle Bindungslänge von 2.06 Å für
VS angibt[88]. Dieser Wert ist vermutlich genauer als der Wert von 2.100 Å welcher hier
verwendet wurde, da dieser durch Extrapolation aus dem entsprechenden Wert des Oxids
erhalten wurde. Zudem ist die neu bestimmte Bindungslänge in besserer Übereinstimmung
mit der DMC-Bindungslänge (Tabelle 5.8). Quantitativ sollten beide Bindunglängen im
Rahmen der hier zugrundeliegenden Genauigkeit zum selben Ergebnis führen.
Für CrS liegt die berechnete DMC Bindungslänge weiter weg von dem experimentellen Wert
als die BP86 Bindungslänge. Die mittels DMC für MnS berechnete Bindunglänge ist hinge-
gen besser als die BP86 Bindunglänge im Vergleich zum experimentellen Wert. Im Fall von
FeS liegt die DMC Bindungslänge scheinbar auch weiter weg vom experimentellen Wert.
Allerdings handelt es sich bei diesem auch im einen extrapolierten Wert. Der einzige und
vermutlich bessere experimentelle Wert welcher aus der Literatur bekannt ist, wurde von
Takano et al.[87] bestimmt, welche für r0 einen Wert von 2.0170 Å angeben. Desweiteren
ergaben Berechnungen mittels aufwendiger Mutireferenzverfahren eine re Bindungslänge
von 2.03 Å[20]. Damit sollte die Bindunglängelänge etwas höher als der bisher angegebene
Wert von 2.00 Å liegen. Betrachtet man die berechneten Potentialkurve für FeS sollte sich
hierdurch wiederum im Rahmen der verwendeten Genauigkeit keine auffälligen Unterschiede
für die Dissoziationenergien ergeben. Im wesentlichen bleiben die mittels DMC berechne-
ten Bindungslängen also im Bereich der BP86 Bindunglängen. Die stärkste Verbesserung
durch DMC gegenüber der BP86 Bindunglänge ist für MnS zu erkennen. Auf der anderen
Seite liegt für CrS der mittels DMC berechnete Wert weiter weg von der experimentellen
Bindungslänge.
Vergleicht man die DMC/PPII-Werte mit den von Wu et al. mittels B3LYP erhaltenen
Ergebnisse gibt es kaum Unterschiede zu der bisherigen Diskussion und dem Vergleich zu
den BP86-Ergebnissen. Teilweise sind die DMC/PPII-Werte etwas besser vergleichbar mit
den B3LYP-Werten, als es der Fall ist für die BP86 Werte, die entsprechenden Unterschiede
sind jedoch recht gering. Ein wesentlicher Unterschied ist jedoch für CrS zu erkennen, wo
der Wert von Wu et al. ebenfalls deutlich über der experimentellen Bindunglänge liegt,
ebenso wie der DMC Wert.
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Abbildung 5.2: Potentialkurve für ScS mit der Energie (E) in Eh und der Bindunglänge (R)
in Å
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Abbildung 5.3: Potentialkurve für TiS mit der Energie (E) in Eh und der Bindunglänge (R)
in Å
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Abbildung 5.4: Potentialkurve für VS mit der Energie (E) in Eh und der Bindunglänge (R)
in Å
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Abbildung 5.5: Potentialkurve für CrS mit E in eV und R in Å
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Abbildung 5.6: Potentialkurve für MnS mit der Energie (E) in Eh und der Bindunglänge
(R) in Å
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Abbildung 5.7: Potentialkurve für FeS mit der Energie (E) in Eh und der Bindunglänge (R)
in Å
Abschließend rechtfertigen die vorgelegten Zahlen die Verwendung der experimentellen Bin-
dungslängen für die Berechnung der Dissoziationsenergien auf DMC-Niveau. Im Rahmen
der Genauigkeit und in Hinsicht auf die Tatsache, dass die Potentialkurven um die Minima
relativ flach (Abbildung 5.8 bis 5.13) sind, ist keine wesentliche Änderung der berechneten
Dissoziationsenergien mittels der bestimmten DMC-Bindunglängen zu erwarten.
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5.10 Bindunglängen der Kationen
In einem weiteren Schritt sollten die Ionisierungsenergien der Übergangsmetallsulfide ScS
bis FeS auf DMC/PPII berechnet werden. Im Unterschied zu den neutralen Sulfiden sind
die experimentellen Bindungslängen für die Kationen unbekannt. Aus diesem Grund wurden
die Bindungslängen zu Vergleichzwecken auf BP86/PPII und wie schon für die neutralen
Sulfide vorgestellt auf DMC/PPII Niveau optimiert (s. Tabelle 5.9). Ebenfalls zum Vergleich
wurden hier wiederum die durch Wu et al. mittels B3LYP/6-311++G(d,p) bestimmten
Bindungslängen mit beigefügt.
BP86 DMC B3LYP[82]
ScS+ 2.098 2.098(1) 2.086
TiS+ 2.048 2.028(1) 2.015
VS+ 2.014 2.016(1) 2.019
CrS+ 2.044 2.085(7) 2.118
MnS+ 2.086 2.186(3) 2.156
FeS+ 2.023 2.028(6) 2.057
Tabelle 5.9: Die für BP86 und DMC mit PPII, sowie die von Wu et al. bestimmten B3LYP
Bindungslängen in Å.
Für alle Systeme außer MnS+ liegen die optimierten DMC-Bindungslängen zwischen den
BP86- und B3LYP-Werten. Im Fall von MnS+ ist die DMC-Bindunglänge sogar größer als
die B3LYP-Bindungslänge und weicht mit 0.1 Å erheblich von dem BP86-Wert ab. Für alle
Systeme ändert sich die Bindunglänge mittels DMC ausgehend von der BP86-Rechnung
kaum oder aber in Richtung der mittels B3LYP berechneten Werte. Geht man davon aus,
dass die Allelektronen-B3LYP-Rechnungen von Wu et al. hier das höhere DFT Niveau dar-
stellen, so korrigiert DMC die BP86-Werte in die richtige Richtung. Von einer Art Korrektur
der BP86-Ergebnisse durch DMC kann hier gesprochen werden, da die Slater-Determinante
für die DMC-Rechnung aus den Kohn-Sham-Orbitalen von BP86/PPII konstruiert wurde.
Wesentliche Effekte auf die zu berechnenden Ionisierungsenergien sind durch die unter-
schiedlichen Bindunglängen kaum zu erwarten. Die Potentialkurven sind um das Minimum
herum wiederum flach, so dass entsprechende Energieänderungen im Rahmen der Genauig-
keit nicht aufgelöst werden (Abbildungen 5.8 bis 5.13). Besonders extrem ist der Fall beim
FeS, bei dem um das Minimum herum die Änderung der Energie sehr gering ist, was eine
Bestimmung der Bindungslänge zusätzlich erschwert.
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Abbildung 5.8: Potentialkurve für ScS+ mit der Energie (E) in Eh und der Bindunglänge
(R) in Å.
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Abbildung 5.9: Potentialkurve für TiS+mit der Energie (E) in Eh und der Bindunglänge (R)
in Å.
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Abbildung 5.10: Potentialkurve für VS+mit der Energie (E) in Eh und der Bindunglänge
(R) in Å.
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Abbildung 5.11: Potentialkurve für CrS+ mit der Energie (E) in Eh und der Bindunglänge
(R) in Å.
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Abbildung 5.12: Potentialkurve für MnS+ mit der Energie (E) in Eh und der Bindunglänge
(R) in Å.
−134.04
−134.035
−134.03
−134.025
−134.02
−134.015
−134.01
−134.005
 1.8 1.85 1.9 1.95  2  2.05 2.1 2.15 2.2
E
/ E
h
R/ Å
Abbildung 5.13: Potentialkurve für FeS+ mit der Energie (E) in Eh und der Bindunglänge
(R) in Å.
5.11 Ionisierungsenergien
Auf eine Verrechnung der DMC-Ionisierungsenergien mit den ZPE-Korrekturen wurde auch
hier verzichtet. Als Differenz der beiden ZPEs des neutralen Sulfids und des Kations sind
die Beiträge durch die ZPE-Korrektur im Fall der Ionisierungsenergien sehr klein und im
Rahmen der Genauigkeit der DMC-Rechnungen vernachlässigbar (s. Tabelle 5.10).
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PPII
ScS+ 0.001
TiS+ 0.004
VS+ 0.005
CrS+ -0.004
MnS+ -0.009
FeS+ -0.002
Tabelle 5.10: Mit BP86 berechneten ZPE Korrekturen der Ionisierungsenergien in eV.
Zum Vergleich wurden wiederum die von Wu et al. auf B3LYP/6-311++G(d,p)-Niveau
berechneten Ionisierungsenergien mit eingefügt (s. Tabellen 5.9 und 5.11). Experimentelle
Ionisierungsenergien wurden für die hier untersuchten Systeme ScS bis FeS von Kretz-
schmar et al.[1] vorgestellt. Dabei wurden die Ionisierungsenergien ausgehend von den ex-
perimentellen Dissoziationsenergien der neutralen Sulfide und den Ionisierungsenergien der
Übergangsmetallatome über den thermodynamischen Zyklus berechnet.
DMC/PPII-A DMC/PPII-B B3LYP Exp.
ScS 6.619(7) 6.619(7) 6.75 6.50±0.18
TiS 7.011(9) 7.012(9) 7.97 6.86±0.24
VS 7.475(8) 7.479(8) 7.72 7.57±0.22
CrS 7.63(1) 7.59(1) 7.77 7.43±0.17
MnS 8.06(1) 7.98(1) 8.18 7.83±0.15
FeS 7.77(1) 7.77(1) 8.31 8.09±0.17; 8.3±0.2
Tabelle 5.11: Die DMC/PPII (mit BP86/PPII (A) und DMC/PPII (B) Bindungslängen),
B3LYP und experimentellen Ionisierungsenergien[1] in eV.
Die berechneten DMC-Ionisierungsenergien sind für alle Systeme außer FeS in guter Über-
einstimmung mit den experimentellen Werten. Im Fall des Eisensulfids FeS unterschätzt
DMC die Ionisierungsenergie erheblich. Der Fehler der DMC-Ionisierungsenergie von FeS
ist in der Höhe vergleichbar mit dem Fehler der FeS Dissoziationsenergie, so dass es wahr-
scheinlich erscheint, dass der maßgebliche Fehler hier aus der Beschreibung des neutralen
Sulfids herrührt. Die Trend der Ionisierungsenergien innerhalb der Reihe ScS bis FeS wird
durch DMC korrekt bis zum Mangansulfid MnS reproduziert. Genauso wie auch bei den Dis-
soziationenergien der neutralen Sulfide wird der Übergang von MnS zu FeS nicht korrekt
wiedergegeben.
Vergleicht man die mittels unterschiedlicher Bindungslängen erhaltenen DMC-Energien un-
tereinander stimmen die meisten Werte im Rahmen der Standarabweichung überein. Le-
diglich für die CrS und MnS erhält man statistisch signifikante Unterschiede zwischen den
mittels BP86 und DMC berechneten Bindungslängen. Dabei liegt der mittels der DMC-
Bindunglänge berechnete Wert jedoch näher an der experimentellen Ionisierungsenergie als
5.12. ZUSAMMENFASSUNG UND AUSBLICK 76
die entsprechenden Werte, für welche die BP86-Bindungslänge verwendet wurde. Dennoch
sind die Unterschiede auch hier vergleichweise gering, so dass sogar in einem Fall wie MnS+,
wo sich die BP86- und DMC-Bindunglängen sich im 0.1 Å unterscheiden, die Differenz zwi-
schen den daraus erhaltenen Ionisierungsenergien sich lediglich auf 0.08 eV beläuft. Für
andere Systeme könnte der Einfluss der Bindungslänge wesentlich stärker werden und eine
explizite Optimierung auf DMC-Niveau unumgänglich machen.
Die von Wu et al. berechneten Ionisierungsenergien liegen für die Systeme höher als die
experimentellen Werte. Im Falle von FeS ist die mittels B3LYP erhaltene Bindungslänge in
guter Übereinstimmung mit dem experimentellen Wert. Im Vergleich liegen die mittels DMC
berechneten Ionisierungenergien für die Systeme ScS bis MnS näher an den experimentellen
Werten als die von Wu et al. bestimmten Ionisierungenergien. Eine starker Ausreißer bei
den B3LYP Werten tritt für TiS auf, welches durch DMC in diesem Fall wesentlich besser
beschrieben wird.
5.12 Zusammenfassung und Ausblick
In einem ersten Teil wurde zur Untersuchung von Übergangsmetallsystemen mittels DMC
die Effektivität der Burkatzki- und Stuttgart-Pseudopotentiale für verschiedene Metalla-
tome der Reihe Sc bis Zn anhand ihres Einflusses auf die Varianzen der Wellenfunktion
untersucht. Hierbei konnte eindeutig festgestellt werden, dass die Verwendung der Burkatz-
ki Pseudopotentiale ohne Singularität am Atomkern zu wesentlich kleineren Varianzen und
stabileren Rechnungen mittels des DMC-Verfahrens führt.
Als weitere einführende Untersuchung wurden für die Atome Sc bis Cr die ersten Anre-
gungsenergien auf DMC-Niveau berechnet. Hierzu wurden die Kohn-Sham-Orbitale einer
BP86-Rechnung, sowie die Brückner-Orbitale einer Brückner-Doubles-Rechung verwendet
und mit Coupled-Cluster-Rechnungen von Balabanov und Peterson verglichen. Es zeigte sich
anhand der berechneten Anregungsenergien, dass die Verwendung von Brückner-Orbitalen
zur Konstruktion der Wellenfunktion zu besseren Ergebnissen führt, welche sogar vergleich-
bar sind mit den entsprechenden Rechnungen von Balabanov und Peterson. Eine standard-
mäßige Verwendung von Brückner-Orbitalen für größe Systeme scheitert jedoch vorerst an
der schlechten Skalierung des BD-Verfahrens.
Weiterhin wurden die Dissoziationsenergien und Ionisierungsnergien für die zweiatomigen
Übergangsmetallsulfide ScS bis FeS berechnet. Im Rahmen dieser Untersuchung wurden
zudem die Bindungslängen numerisch auf DMC-Niveau optimiert. Die Dissoziationsenergien
sind in guter Übereinstimmung mit den experimentellen Daten, problematisch scheint jedoch
die Beschreibung von CrS und FeS zu sein. Zudem hat sich die Verwendung der Burkatzki-
Pseudopotentiale sowohl für das Übergangsmetallatom als auch für das Schwefel-Atom auch
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hier als vorteilhaft erwiesen. Im Vergleich zu den CCSD(T)-Werten von Bauschlicher und
Maitre wurde mittels DMC eine höhere Genauigkeit erreicht. Die Vergleich ist besonders
wichtig, da es sich bei beiden Ansätzen im Unterschied zu DFT um wellenfunktionsbasierte
Methoden handelt. Aber auch im Vergleich zu den von Wu et al. vorgestellten Werten zeigt
DMC eine sehr gute Genauigkeit, wesentlich schlechtere Ergebnisse werden hier nur für FeS
erhalten. Die für die neutralen Übergangsmetallsulfide bestimmten DMC-Bindunglängen
bewegen sich im wesentlichen im Bereich der mittels BP86/PPII und von Wu et al. mit
B3LYP berechneten Werten und liege nahe bei den experimentellen Werten.
Erfreulicherweise sind die mittels DMC berechneten Ionisierungenergien für alle Systeme
außer FeS wesentlich besser als die mittels B3LYP berechneten Werte. Dies gilt sowohl bei
Verwendung der BP86- als auch der DMC-Bindunglängen für die Kationen. Die bessere Leis-
tung von DMC im Falle der Ionisierungsenergien im Vergleich zu den Dissoziationsnergien
könnte dadurch erklärt werden, dass die Knotenflächen der FeS- und FeS+-Wellenfunktionen
vermutlich sehr ähnlich sind. In einem solchen Fall käme es zu einen guten Fehlerkompen-
sation des Knotenfehlers.
In einem weiteren Schritt sollten alternative Ansätze für die Wellenfunktion erprobt wer-
den. Es ist klar, dass ein reiner Einzelreferenz-Ansatz zu limitiert ist, um Übergangsme-
tallsysteme mittels DMC sehr genau beschreiben zu können. Auf der anderen Seite sind
für größere Übergangsmetallsysteme Ansätze mit mehreren tausend Determinanten zu auf-
wendig. Eine Alternative bilden hier Ansätze mit Valence-Bond-Wellenfunktion[100, 101]
oder Antisymmetrisierte-Geminale-Paarfunktionen[102] (AGP). Insbesondere für den AGP-
Ansatz wurde gezeigt, dass eine im Vergleich zu Multideterminanten Asätzen vergleichweise
kleine Anzahl von Funktionen schon zu einer wesentlichen Verbesserung der DMC-Energie
führen kann[103]. Damit würde es sich hierbei um ideale funktionale Ansätze handeln, um
möglicherweise auch größere Übergangsmetallsysteme mittels DMC sehr genau berechnen
zu können. Ein wesentlicher Nachteil insbesondere des AGP-Ansatzes ist, dass die enthal-
tenen Orbitale explizit auf Monte Carlo Niveau optimiert werden müssen, da es keine ab
initio-Pakete gibt, welche diesen Ansatz verwenden und die entsprechenden Orbitale aus-
geben. Verfahren zur Energieoptimierung von Orbitalen z.B. mittels des Verfahrens von
Umrigar und Toulouse[54, 53] sind inzwischen sehr fortgeschritten und würden sich auch
hierbei anbieten.
Die Lokalisierungsnäherung zur Verwendung von nicht- oder semilokalen Pseudopotentia-
len im Rahmen der DMC-Methode liefert einen unkontrollierten Fehler, wodurch die DMC-
Energie nicht mehr variationell sein muss. Inzwischen wurde von Casula et al.[104] ein
alternativer Ansatz entwickelt, welcher die Verwendung von Pseudopotentialen im Zusam-
menhang mit DMC ermöglicht, bei diesem bleibt die DMC-Energie jedoch variationell.
Hierdurch besteht die Möglichkeit einer besseren Fehlerkompensation bei der Berechnung
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von relativen Energien wie Dissoziationsenergien. Zudem sind die Schwankungen der lokalen
Energie beim Verfahren von Casula wesentlich geringer, wodurch dieser Ansatz potentiell
zu stabileren DMC-Rechnungen führt.
Kapitel 6
Elektronendichtepartitionierung
6.1 Einleitung
In der Chemie haben sich bis heute einfache Modelle wie das Lewis-Paar- oder VSEPR-
Modell durchgesetzt, um Reaktivitäten oder Stabilitäten chemischer Systeme vorherzusa-
gen. Diskutiert man als Chemiker die möglichen Mechanismen, welche einer Reaktion zu-
grunde liegen können, findet diese Diskussion immer über die Wechselwirkung funktioneller
Gruppen, Bindungen oder ganzer Moleküle statt. Inhärent verbirgt sich hinter dieser Art der
Diskussion eine Auflösung der chemischen Systeme in lokale Einheiten mit übertragbaren
Eigenschaften. Übertragbar soll hier heißen, dass eine entsprechende Einheit z.B. eine ein-
fache C-C-Bindung ähnliche Eigenschaften in unterschiedlichen Systemen aufweist. Effekte,
welche hierbei berücksichtigt werden, sind unter anderen Ladungswechselwirkungen, induk-
tive, sterische und mesomere Effekte. Ist man auf der Grundlage solcher Modelle in der
Lage, für eine Reaktion einen Mechanismus vorzuschlagen und diesen auch experimentell
zu verifizieren, weiß man nicht nur wie die Reaktion abläuft sondern auch wieso.
Probiert man, chemisches Verhalten oder eine Reaktion aufgrund dieser einfachen Modelle
zu verstehen, tritt immer genau dann ein Problem auf, wenn es mehrere Möglichkeiten
gibt. Im einfachsten Falle können einige dieser Möglichkeiten aufgrund experimenteller Er-
gebnisse ausgeschlossen werden. Ist dies jedoch nicht möglich, ist man dazu gezwungen
die verschiedenen Möglichkeiten gegeneinander abzuwägen. Da es sich durchaus um sehr
diffizile Unterschiede handeln kann, ist dies kaum möglich, und es bedarf letztlich einer expe-
rimentellen oder theoretischen Klärung des Problems. Die experimentelle Untersuchung ist
ebenfalls nicht immer möglich, z.B. wenn die Struktur des Übergangszustandes von Inter-
esse ist. In solchen Fällen bleibt nur die Berechnung der zu untersuchenden Systeme mittels
computerchemischer Verfahren. Um eine möglichst genaue Beschreibung der chemischen
Systeme zu erreichen, geht dabei kein Weg an ab initio-Verfahren vorbei.
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Damit geht man über zu einer rein physikalischen Beschreibung der chemischen Systeme
im wesentlichen aufgrund der Schrödinger-Gleichung. Mit diesen Verfahren ist man in der
Lage auch durchaus sehr genaue Reaktions- und Aktivierungsenergien zu berechnen und
so den Verlauf von Reaktionen vorauszusagen. Ein wesentlicher Unterschied zu den einfa-
chen chemischen Modellen ist jedoch, dass wir aus der Quantenmechanik keinerlei lokale
Informationen erhalten. Im Rahmen der Quantenmechanik existieren keine Operatoren für
die Energie einer einzelnen Bindung in einem Molekül oder ihre Wechselwirkungen. Eben-
so sind die standardmäßig erhaltenen kanonischen Molekülorbitale über das ganze Molekül
delokalisiert und geben nur begrenzt Aufschluss über ein lokales Verhalten. Alles was auf-
grund der erhaltenen Energien und Geometrien an lokalen chemischen Informationen aus
quantenmechanischen Rechnungen erhalten werden kann, ist weitestgehend rein qualitativ
und mehr auf chemischer Erfahrung als auf den quantenmechanischen Verfahren basiert.
Will man Informationen über Bindungen, funktionelle Gruppen, ihre Reaktivität und Energe-
tik erhalten ist man dazu gezwungen, Verfahren zu verwenden, um die Elektronendichte oder
Wellenfunktion in die entsprechenden chemischen Einheiten zu partitionieren. Die Gesamt-
elektrondichte alleine weist, obwohl experimentell observabel, kaum chemische Struktur auf.
So kann man beim Wasser weder freie Elektronenpaare noch besondere Anteile der Dich-
te für die Bindungen erkennen (Abbildung 6.1). Um diese Strukturen herauszuprojizieren
bedarf es gesonderter Verfahren.
Abbildung 6.1: Elektronendichte für Wasser
Hat man diesen Schritt geschafft, ist man je nach Ansatz in der Lage, Energien für und
zwischen solchen durch Partitionierung erhaltenen Gebieten zu berechnen. Im Rahmen der
vorliegenden Dissertation wird ein neues Verfahren vorgeschlagen, um die Elektronendichte
zu partitionieren und somit die elektronische Struktrur chemischer Systeme weniger im
physikalischen Sinne als mehr im chemischen zu analysieren. In einem weiteren Schritt wird
der eingeführte Ansatz verwendet, um auch die Energie zu partitionieren und damit auch
den entsprechenden quantitativen Einblick zu erhalten (s. Kapitel 7).
Ziel ist es eine Methode zu schaffen, welche ein Minimum an chemischer Information von
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außen braucht, aber dennoch in der Lage ist, eine Partitionierung der Elektronendichte
in chemisch relevante Einheiten wie Bindungen, funktionelle Gruppen und freie Elektro-
nenpaare zu erreichen. Hierbei ist das Quantum-Monte-Carlo-Verfahren von wesentlicher
Bedeutung, da es die Möglichkeit eröffnet auch über sehr komplexe Bereiche zu integrieren.
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6.2 Andere Verfahren zu Analyse der elektronischen
Struktur
6.2.1 Verfahren zur Dichtepartitionierung
Zum Vergleich sollen an dieser Stelle verschiedene Verfahren zur Partitionierung der Elektro-
nendichte vorgestellt werden. Inbesondere wird hier auf solche Verfahren Bezug genommen,
welche eine räumliche Partitionierung der Elektronendichte ermöglichen. Andere Verfahren
führen die Partitionierung direkt auf Basis der atomzentrierten Basisfunktionen oder Dichte-
matrix. Eine wichtige Methode dieser Art ist die Populationsanalyse nach Mulliken[36, 34].
Eines der bekanntesten Verfahren zur Partitionierung der Elektronendichte wurde von Ri-
chard F. W. Bader[24] eingeführt. Es handelt sich dabei um das „Atoms in Molecules”
(AIM), welches die Elektronendichte eines Moleküls in atomähnliche Einzeldichten parti-
tioniert. Zur Partitionierung und Analyse dienen hierbei im wesentlichen der Gradient der
Elektronendichte r⇢, sowie r2⇢. Ein wesentlicher Bestandteil dieser Theorie sind dabei
die „bond critical points” (BCP), an welchen r⇢(r) = 0 gilt und die somit einen loka-
len Extrem- oder Sattelpunkt der Elektronendichte darstellen. Diese Punkte findet man
interessanterweise z.B. bei Einfachbindungen entlang der Bindungsachse. Zudem stellen die
BCPs im Sinne eines Vektorsfeldes Endpunkte von Trajektorien r⇢(r) dar. Die Trajekto-
rien werden dabei dadurch erhalten, dass man von einem beliebigen Raumpunkt aus dem
Gradienten der Dichte in Richtung des Maximums, sowie in die entgegengesetzte Richtung
folgt. Ausgehend von den BCP ist auch eine Partitionierung des Raums aufgrund der „zero
flux condition” möglich, wobei n(r) die Normale ist.
r⇢(r) · n(r) = 0 (6.1)
Anders formuliert, existiert ausgehend vom BCP und etwa senkrecht zur Bindungsachse
zwischen zwei Atomen eine Fläche, welche durch keine Trajektorie des Gradienten gekreuzt
wird. Diese Fläche kann genutzt werden, um den gesamten Raum und damit die Elektro-
nendichte zu partitionieren. Verfährt man in dieser Weise, erhält man z.B für ein System wie
H2 zwei nicht überlappende Einzeldichten, welche jeweils einen Wasserstoffkern beinhalten.
Desweiteren wurde festgestellt, dass sehr viel Information über die chemische Struktur des
Systems in r2⇢ enthalten ist .
Ein mit der AIM-Theorie von Bader nahe verwandtes Verfahren ist das Voronoi Partitionie-
rungsverfahren, welches insbesondere von Rousseau untersucht wurde[28]. Hierbei liegt die
Partitionierungsebene orthogonal zur jeweiligen Bindung. Der Punkt der Bindung, durch
welche die Ebene geht, resultiert im Gegensatz zum AIM-Verfahren nicht direkt aus Eigen-
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schaften der Elektronenstruktur oder Elektronendichte, sondern wurde unabhängig davon
willkürlich definiert. Nach dem Originalvorschlag wurden einfach die Mittelpunkte der Bin-
dungen verwendet. In einem weiteren Schritt wurde dieser Ansatz verfeinert und damit
wurden die Bezugspunkte aus den van der Waals-Radien der beteiligten Atome unter Ein-
beziehung der Bindungslänge ermittelt.
RA = R · ZB
ZB + ZA
(6.2)
Auf diese Weise ist der jeweilige Bezugspunkt zumindest abhängig von der Art der an der
Bindung beiteiligten Atome.
Festzustellen ist, dass die beiden bis hierhin vorgestellten Verfahren Partitionierungen der
Elektronendichte in atomähnliche Dichten ermöglichen. Die erhaltenen Teildichten sind je-
doch durch die entsprechenden Flächen räumlich klar abgegrenzt. Führt man als Referenz die
Elektronendichte der einzelnen Atome an, erscheint dieses Verhalten als problematisch[26].
Schließlich müssen die Dichten, wie auch die Wellenfunktion selber, ausgehend vom Kern
aus gegen null abfallen. Daraus ergibt sich im Gegenschluss auch, dass ein physikalisch
passender Ansatz zu sich überlappenden Dichten führen sollte. Ansätze dieser Art sollen im
folgenden vorgestellt werden.
Bei dem von Hirshfeld[25] entwickelten Verfahren zur Partitionierung der Elektronendichte
dienen die Dichten der freien Fragmente, in welches das Molekül partitioniert werden soll als
Referenz. Die eigentliche Partitionierung erfolgt über die Einführung eines für die Fragmente
spezifischen Gewichtes, wobei ⇢0i (r) die Dichte des frei berechneten Fragments ist sowie
⇢0(r) die Summe aller einzeln berechneten Dichten.
⇢Hirshfeldi (r) =
⇢0i (r)
⇢0(r)
· ⇢(r) = !i · ⇢(r) (6.3)
Im direkten Vergleich zu den AIM- und Voronoi-Dichten haben Zhang und Wassermann[26]
zeigen können, dass die Hirschfeld-Dichten besser mit den tatsächlichen Elektronendichten
der Atome übereinstimmen. Eine wesentliche Verbesserung im Vergleich zu dem hier vor-
gestellten einfachen Hirshfeld-Verfahren stellt das iterative Verfahren dar[105].
Eine ähnliches Verfahren wurde auch zuvor von Becke[41] eingeführt, wobei anstatt der
Fragmentdichten jedoch sogenannten Voronoi-Polyeder Pi(r) um die Atome zur Konstruk-
tion der Gewichte verwendet wurden. Die Gewichte ergeben sich analog aus dem Verhältnis
von Pi(r) zu der Summe aller Polyeder
P
m
Pm(r).
Eine relativ moderne Methode ist Partition-DFT (pDFT)[27]. Hierbei wird eine selbstkon-
sistente Kohn-Sham-DFT-Rechnung so durchgeführt, dass die Iteration über die Fragment-
dichten geht. Dabei wird die Energie Ei der Nf Fragmentdichten unter der Nebenbedingung
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minimiert, dass die Summe der Fragmentdichten ⇢i der Moleküldichte ⇢ entspricht.
E = min
{⇢i}
8<:
NfX
i=1
Ei[⇢i]
      
NfX
i=1
⇢i(r) = ⇢(r)
9=; (6.4)
Bei den Fragmenten kann es sich dabei um die Atome des Moleküls oder ganze funktio-
nelle Gruppen handeln. Es werden selbstkonsistente Fragmentdichten erhalten, wobei ihre
Berechnung lediglich einen Zwischenschritt in der normalen KS-DFT-Rechnung darstellt.
Ein in der molekularen Quantenchemie nicht oft herangezogener Ansatz zu Partitionierung
und Analyse der Elektronenstruktrur eines Systems sind die lokalisierten Molekülorbitale
(LMO). Interpretiert man ihre Quadrate für ein System als Teildichten so ergibt ihre Sum-
me die Gesamtdichte des Systems (Gleichung 6.5). Damit kann die Lokalisierung der Mole-
külorbitale auch als Partitionierungsverfahren für die Elektronendichte interpretiert werden.
⇢(r) =
X
i
   2i;LMO(r)   (6.5)
Standardmäßig werden aus einer Hartree-Fock-Rechnung die kanonischen Molekülorbita-
le erhalten, welche Eigenfunktionen des Fock-Operators sind. Über diesen Satz von MOs
hinaus ist es jedoch möglich eine beliebige Anzahl alternativer Sätze von MOs durch Li-
nearkombination der kanonischen Orbitale zu erhalten. Dabei handelt es sich um unitäre
Transformationen der kanonischen Orbitale. Die neuen Orbitale sind nach Gleichung 6.6
definiert, wobei die Koeffizienten uij bestimmt werden müssen. Die erhaltenen Orbitale  0i
sind dabei ebenso wie die kanonischen Orbitale orthogonal.
 0i =
NOrbX
j=1
uij j (6.6)
Für die Bestimmung der Koeffizienten wird insbesondere für die LMOs der Erwartungswert
eines passenden Operators ⌦ minimiert oder maximiert[36]. Bekannte Verfahren zur Loka-
lisierung von Orbitalen sind das Edmiston-Ruedenberg, das Foster-Boys und Pipek-Mezey
Verfahren. Im Fall des Edmiston-Ruedenberg Verfahren wird der inverse Abstand zweier
Elektronen und damit die sogenannte Selbstabstoßung maximiert ( Gleichung 6.7) .
h⌦ERi :=
NOrbX
i=1
⌧
 0i(1) 
0
i(2)
     1|r1   r2|
     0i(1) 0i(2)  != max (6.7)
Das Foster-Boys-Verfahren hingegen minimiert den quadratischen Abstand zweier Elektro-
nen und damit die räumliche Ausdehnung der betreffenden Orbitale (Gleichung 6.8).
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h⌦FBi :=
NOrbX
i=1
⌦
 0i(1) 
0
i(2)
  (r1   r2)2   0i(1) 0i(2)↵ != min (6.8)
Das Verfahren von Pipek und Mezey wählt einen anderen Ansatz ohne Distanz-Operator.
Zur Bestimmung der LMOs wird die Summe der Mulliken Atomladungen  A[106] maximiert
(Gleichung 6.9).
h⌦PMi :=
MAtomeX
A=1
| A|2 != max (6.9)
Die Atomladung nach Mulliken  A für das Atom A ist als Summe über die an dem entspre-
chenden Atom zentrierten Basisfunktionen definiert:
 A =
X
µ 2A
(PS)µµ (6.10)
Sµ⌫ =
´
 µ ⌫dr ist hierbei die Überlappungsmatrix und Pµ⌫ = 2
PN/2
i=1 cµic⌫i die Dichte-
matix mit den MO-Koeffizienten. (PS)µµ entspricht dabei der Spur der beiden Matrizen.
In allen Fällen findet die Lokalisierung unter Beibehaltung der Orthogonalität der Orbitale
statt, wodurch diese artifizielle Bereiche aufweisen, welche nur durch die Orthogonalisierung
entstehen. Aus diesem Grund kann die Interpretation von LMOs durchaus problematisch
sein. Ein weiteres Problem tritt in Systemen mit starker Delokalisation wie in Benzol auf. In
diesem Fall sind die erhaltenen LMOs interpretativ nicht sinnvoll, da sie die Delokalisation
nicht korrekt wiedergeben können. Zudem ergibt sich eine große Anzahl entarteter LMOs,
wodurch diese nicht mehr eindeutig sind[107, 108]. Es wurden inzwischen Verfahren entwi-
ckelt ,welche in der Lage sind, nichtorthogonale LMOs[109, 110] zu bestimmen, allerdings
sind diese noch nicht allgemein gebräuchlich.
6.2.2 Verfahren zur Analyse der elektronischen Struktur
Alternativ zu den bisher vorgestellten Partitionierungsverfahren gibt es die Ansätze der
Elektronenlokalisationsfunktion (ELF) und der Elektronenpaarlokalisationsfunktion (EPLF)
. ELF ist ein Maß dafür, wo in einem chemischen System Elektronen lokalisiert sind. Der An-
satz wurde zuerst von Becke und Edgecombe[111] basierend auf der Hartree-Fock-Theorie
entwickelt und später von Savin[112] für DFT verallgemeinert (Gleichung 6.11 (a-c)).
ELF (r) = 11+(D(r)/Dh(r))2 , (a)
D(r) = 12
NP
i=1
|r i|2   18 |r⇢|
2
⇢ , (b)
Dh(r) =
3
10(3⇡
2)2/3⇢5/3 (c)
(6.11)
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Bei dem ersten Term in Gleichung 6.11 (b) handelt es sich um die kinetische Energie ba-
sierend auf den besetzten Orbitalen  i. Der zweite Term ist die sogenannten kinetische
Exzessenergie. Bei Dh(r) (Gleichung 6.11 (c)) handelt es sich um den Ausdruck von D(r)
für das homogene Elektronengas. Dh(r) wird hier aus Normierungsgründen in die Formu-
lierung von ELF (r) aufgenommen (Gleichung 6.11).
ELF ist in der Lage z.B. die einzelnen Besetzungsschalen von Atomen oder auch die che-
mische Struktur eines Systems mit Bindungen und freien Elektronenpaaren wiederzugeben.
Eine Berechnung von Energien für die entsprechenden Bereiche hoher Elektronenlokalisie-
rung ist jedoch nicht möglich, da es sich um keine Partitionierung des Raumes handelt.
EPLF wurde später von Scemana et al.[113] entwickelt und gibt die Lokalisierung von
Elektronenpaaren in einem chemischen System wieder. Dies entspricht direkt der einfachen
Vorstellung eines Elektronenpaars und ist ebenso in der Lage, die chemische Struktur im
Sinne von Bindungen, freien Elektronenpaaren und Atomzentren aus der Elektronendich-
te heraus abzubilden. Das Verfahren wurde von Scemana et al. zuerst basierend auf dem
Quanten-Monte-Carlo-Ansatz formuliert und erst später für standard ab initio-Verfahren
verallgemeinert. Zentral hierbei ist der Erwartungswert d(r), welcher im Prinzip den gemit-
telten minimalen Elektron-Elektron Abstand rij für einen Raumpunkt r wiedergibt. Zur Ver-
einfachung der Ausdrücke wurde hierbei die Dirac-Delta-Notation für die Elektronendichte
verwendet. Diese ermöglicht es über den gesamten Koordinatenvektor R zu integrieren.
d(r) =
*
 (r1, r2, ..., rN)
     
NX
i=1
  (r  ri) min
j 6=i
rij
      (r1, r2, ..., rN)
+
(6.12)
Der Minimalabstand zweier Elektronen hängt natürlich davon ab, ob es sich um ein Paar
mit gleichem    oder entgegengesetztem   ¯ Spin handelt. Die EPLF-Funktion ergibt sich
dann aus der Kombination der beiden Fälle.
EPLF (r) =
d  (r)  d  ¯(r)
d  (r) + d  ¯(r)
(6.13)
Sowohl ELF und EPLF sind keine Partitionierungverfahren und geben lediglich die Lokali-
sation der Elektronen bzw. Elektronenpaare wieder.
6.3 Theorie des SED-Verfahrens
Das AIM-Verfahren zur Partitionierung der Elektronendichte, sowie die ELF- und EPLF-
Ansätze zur Analyse der Elektronendichte haben gegenüber anderen Verfahren einen we-
sentlichen Vorteil. Im Gegenteil zu anderen Verfahren sind sie in der Lage, die chemische
Struktur eines Systems ohne zusätzliche Informationen von außen abzubilden. Dabei sind
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ELF- und EPLF- im wesentlichen Werkzeuge zur qualitativen Analyse der Elektronendichte
und keine Partitionierungsverfahren.
Im Gegensatz dazu müssen bei den Hirshfeld, Voronoi und pDFT-Partitionierung in einem
ersten Schritt die Fragmente definiert werden. Die Definition der Fragmente beruht dabei
weniger auf den physikalischen Eigenschaften des Systems als auf rein chemischer Intui-
tion ohne wesentliche Verbindung zu den Eigenschaften der Elektronendichte. Daneben
haben das Hirshfeld- und das pDFT-Verfahren jedoch den Vorteil, dass sie nach passen-
der Definition physikalisch sinnvolle Fragmentdichten liefern, welche z.B. ausgehend vom
Ladungsschwerpunkt der Fragmentdichten für r !1 gegen null abfallen.
Im Rahmen der vorliegenden Dissertation gibt es zusammenfassend folgende Zielsetzungen
für die Entwicklung eines Partitionierungsverfahrens:
• Die Partitionierung soll auf Eigenschaften der Wellenfunktion basieren.
• Die erhaltenen Teildichten sollen die chemische Struktur des Systems abbilden.
• Die Teildichten sollen wie auch die Hirshfeld- oder pDFT-Teildichten nach außen
abfallen und damit die physikalisch korrekte äußere Form aufweisen.
• In einem weiteren Schritt sollte es möglich sein, Energien für und zwischen den be-
rechneten Teildichten zu berechnen
Im Rahmen dieses Kapitels wird zunächst das entwickelte Verfahren zur Partitionierung
der Elektronendichte[114], sowie seine Implementierung und erste Ergebnisse vorgestellt
werden. Die an dieser Stelle schon erwähnte Partitionierung der elektronischen Energie im
Sinne der Teildichten wird Thema des nächsten Kapitels sein.
Partitionierung der Elektronendichte
Die Elektronendichte des iten Elektrons kann durch Integration der normierten Wellen-
funktion über alle anderen Elektronen und Summation der entsprechenden Spinzustände
berrechnet werden, wobei ri die Raumkoordinate, si die Spinkoordinate und xi = {ri, si}
ist:
⇢i(ri) =
ˆ
| (x1,x2, · · · ,xn)|2dsidx1 · · · dxi ndxi+1...dxn. (6.14)
Aufgrund der Ununterscheidbarkeit der Elektronen sind die Einelektronendichten ⇢i für alle
Elektronendichten identisch. Entsprechend kann die Elektronendichte wie folgt formuliert
werden:
⇢(r) =
nX
i=1
⇢i(r) = n
ˆ
| (x,x2, · · · ,xn)|2ds1dx2...dxn. (6.15)
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Da man im Rahmen der Quanten-Monte-Carlo-Verfahren die Position jedes einzelnen Elek-
trons als Teil der propagierten Elektronenkonfiguration erhält, ist es vergleichsweise einfach
Einzelelektronendichten (single electron densities, SED) zu berechnen. Hierzu werden n
dreidimensionale Gitter verwendet und die Elektronen entsprechend ihrer Positionen ri ein-
getragen. Da die Elektronen ununterscheidbar sind erhält man auf diese Weise lediglich 1/n
der Elektronendichte des n Elektronensystems.
Visualisiert man die Bewegung der Elektronen im Rahmen der QMC-Simulation, erkennt
man, dass es durchaus Unterschiede zwischen den Elektronen gibt. Als Chemiker würde man
die Elektronen aufgrund ihrer räumlichen Lage z.B. als Rumpf- oder Bindungselektronen
klassifizieren (s. Abbildung 6.2) .
Abbildung 6.2: Wasser Struktur mit den schematischen freien Elektronenpaaren (grau) und
den Elektronen (x).
In verallgemeinerter Form bedeutet dies, dass die n Elektronen aufgrund ihrer relativen Lage
zu n Referenzpunkten klassifiziert und ihnen damit eindeutig zugeordnet werden (Abbildung
6.3).
Abbildung 6.3: Links: Wasser mit 5 Elektronen (schwarz) und 5 Referenzpunkten (rot);
Rechts: Beispielhafte Zuordnung der Elektronen zu den Referenzpunkten
Die augenscheinlich einfachste Möglichkeit diese Zuordnung zu treffen, ist aufgrund der
Distanz zwischen den Referenzpunkten Rref =
⇣
rref1 , r
ref
2 , ..., r
ref
n
⌘
und den Elektronen
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R = (r1, r2, ..., rn) (Gleichung 6.16).
d2 = (R Rref )2 =
nX
i=1
⇣
ri   rrefi
⌘2
. (6.16)
Die letztendliche Zuordnung ist die, welche die quadratische euklidische Distanz zwischen
den Elektronen und Referenzpunkten minimiert.
Auf den ersten Blick handelt es sich bei der Minimierung um einen Algorithmus, der auf-
grund der Anzahl der eindeutigen Zuordnungsmöglichkeiten mit n! skaliert. Allerdings kann
man das Problem auch als „Linear Sum Assignment”-Problem auffassen, wenn man wie in
Gleichung 6.16 die quadrierte Distanz verwendet. Für ein solches Problem sind wesentlich
besser skalierende Algorithmen bekannt (s. Implementierung (6.4)).
Erfolgt die Zuordnung in jedem Schritt der QMC-Simulation, können über n dreidimen-
sionale Gitter die SEDs bezogen auf die n Referenzpunkte berechnet werden. Die so er-
haltenen SEDs entsprechen aufgrund der Zuordnung nicht mehr einem einfachen Bruchteil
der Elektronendichte sondern sind unterschiedlich lokalisiert. Auf diese Weise in die QMC-
Simulation einzugreifen ist nicht durch die Heisenbergsche-Unschärferelation verboten, da
lediglich Schnappschüsse aneinandergefügt werden um die SEDs zu erhalten. Zudem erfolgt
eine Berechnung der Schrödinger-Gleichung in imaginärer Zeit und es wird keine echte Si-
mulation der Elektronendynamik durchgeführt.
Referenzpunkte
Es wäre sicher möglich, passende Referenzpunkte mittels chemischer Erfahrung festzule-
gen, allerdings würde man in diesem Fall schon sehr viel an Information über das System
in die Rechnung hineingeben. Genau dieses Vorgehen soll jedoch vermieden werden. Da-
zu wird eine repräsentative 3n-dimensionale Referenz über die vorliegende Wellenfunktion
berechnet.
Eine solche Referenz wäre das globale Maximum von | (R) |2. Bei diesem Maximum han-
delt es sich um die wahrscheinlichste Anordnung der Elektronen für eine gegebene Wellen-
funktion. Wie schon von Scemana et al.[115] festgestellt wurde, gibt ein Maximum dieser
Art wesentlichen Aufschluss über die elektronische Struktur des Systems. So finden sich
z.B. beim Wasser Referenzpunkte entlang der O-H-Bindungen sowie an den Positionen,
an denen man die freien Elektronenpaare als Chemiker erwarten würden. Ebenso liegen
im Maximum zwei Kernelektronen vor, welche der [He]-Schale für Sauerstoff entsprechen
(Abbildung 6.41).
1Als Wellenfunktion diente hier eine Slater-Jastrow-Funktion. Die Slater-Determinante wurden aus den
Orbitalen entsprechender HF/cc-pVTZ-f Rechnungen und einem Schmidt-Moskovitz-Jastrow-Faktor kon-
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Abbildung 6.4: Globales Maximum für die Wasser-Wellenfunktion mit dynamischer Korre-
lation. Links: ↵ (rot) und   (blau) Elektronen. Rechts: Die durch ↵ (rot) und   (blau)
Elektronen gebildeten verzerrten Tetraeder.
Interessanterweise zeigen die Maxima oft hohe Symmetrie. Sowohl ↵- als auch  -Elektronen
sind auf den Ecken von Tetraedern zu finden, wodurch der Abstand zwischen ihnen ma-
ximiert wird. Dieses Verhalten wurden von Linnett in seiner Double Quartet Theory[116]
verwendet. Dabei handelt es sich um eine Erweiterung des einfachen Lewis Paar Modells
um die wesentlichen Wechselwirkungen zwischen den Elektronen. In Form der Maxima lie-
gen also hochstrukturierte Referenzpunkte vor, welche wesentliche Informationen über die
elektronischen Struktur des jeweiligen Systems beinhalten. Diese Strukturen sind für die ent-
sprechenden Maxima aller Systeme zu finden und hier lediglich beispielhaft für Ammoniak
und Ethen wiedergegeben (Abbildung 6.5 ).
Abbildung 6.5: Globale Maxima für Ammoniak (links) und Ethen (rechts) mit den ↵ (rot)
und   (blau) Elektronenpositionen in den Maxima.
Ein wesentliches Problem bei der Wahl der lokalen Maxima von | (R) |2 als Referenz
ist, dass man davon ausgehen muss, dass es eben nicht nur ein lokales Maximum geben
kann. Im ungünstigsten Fall weisen diese Maxima alle ähnliche Funktionswerte | (R) |2
struiert.
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auf und führen zusätzlich zu unterschiedlichen SEDs. In einem solchen Fall würde nur
das globale Maximum, insofern lediglich ein einziges existiert, eine eindeutige Referenz
darstellen. Entsprechend handelt es sich bei der Suche nach einem Maximum als Referenz
um ein globales Optimierungsproblem.
Eine Frage ist also immer, wie eindeutig das globale Maximum bestimmt werden kann
und wie repräsentativ es ist, wenn es viele andere Maxima mit ähnlichem Funktionswert
gibt. Eine andere Frage ist in einem solchen Fall, wie empfindlich die SEDs gegenüber
dem Referenzpunkt sind. Ein rein praktisches Problem ist zudem, dass die Bestimmung
der Maxima mit steigender Elektronenzahl schnell sehr aufwendig werden kann, da die
Dimension des Optimierungsproblems 3n ist.
Die Bestimmung der Maxima wurde im wesentlichen mittels einer Kombination aus VMC
und lokaler Optimierung durchgeführt. Im VMC werden bevorzugt Bereiche von | (R) |2
abgetastet, in welchen der Funktionswert hoch ist. Im Rahmen der VMC-Simulation wird
in regelmäßigen Abständen jede Elektronenkonfiguration lokal optimiert. Bei unendlicher
Simulationszeit würde so jedes Maximum aufgefunden werden und somit auch das globale
Maximum. In der Praxis reichen relative kurze Simulationszeiten aus. Für die untersuchten
Systeme mit vier bis vierzig Elektronen brauchten die Optimierungen lediglich zwischen fünf
Minuten und zwei Stunden. Da es sich bei meisten Optimierungs-Algorithmen um Minimie-
rer handelt, wurde der negative Logarithmus von | (R) |2 als Zielfunktion verwendet. Die
Logarithmierung ist notwendig, da die Funktionswerte schnell extrem groß werden können.
f(R) =   ln(| (R) |2) (6.17)
Zum Vergleich wurden Berechnungen der Maxima auch durch Repulsive-Partikelschwarm-
optimierung (RPSO) bestimmt und zwar in der von Mishra[117] vorgestellten Variante.
Es wurde zudem eine experimentelle Variante verwendet welche hier als Basin-RPSO be-
zeichnet wird. Dabei wird anstatt f(R) als Zielfunktion die lokal minimierte Formmin f(R)
verwendet. Der hier verwendete RPSO-Algorithmus hatte sich zwar als zuverlässig erwiesen,
nahe an ein gutes Maximum zu gelangen, war jedoch oft nicht in der Lage diese Maximum
mit ausreichender Genauigkeit zu konvergieren. Um dieses Problem zu umgehen wurde der
lokal optimierte Funktionswert verwendet.
Eine Alternative zu den Maxima sind die selbstkonsistenten Ladungsschwerpunkte bzw.
„centers of charge” (COC) der SEDs. Der Erwartungswert für den Ladungsschwerpunkt
rs,j = (xs,j, ys,j, zs,j) des jten SEDs wird durch Mittelung der Elektronenkoordinaten
über die Elektronendichte ⇢j(r) des SEDs approximiert. Gleichung 6.18 zeigt den Aus-
druck für die xs,j-Komponente des Ladungsschwerpunktes, die Ausdrücke für die ys,j- und
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zs,j-Komponenten sind analog.
xs,j =
´
⇢j(r) x d⌧ = hxii
mit hxii ⇡ 1M
MX
i=1
xi
(6.18)
Verwendet man die so erhaltenen n Ladungsschwerpunkte wiederum als Referenzpunkte
zur Berechnung von neuen SEDs und deren Ladungsschwerpunkte r(k+1)s,j und wiederholt
dies mehrmals stellt man fest, dass die Ladungsschwerpunkte über die Iterationen konver-
gieren. Dabei ist in den untersuchten Fällen nur eine geringe Abhängigkeit vom Startpunkt
festgestellt worden, was sich im wesentlichen in der notwendigen Anzahl von Iterationen
bis zur Konvergenz äußert. Als Startpunkt für die Berechnung der COCs kann man die
Maxima wählen. Es wäre auch möglich auf heuristischem Wege einen passenden Startpunkt
zu erstellen.
Abbildung 6.6: Ausgehend von dem globalen Maximum (Abbildung (6.4)) der Wasser-
Wellenfunktion berechnete COCs. Links: COCs für SEDs der ↵ (rot) und der   (blau)
Elektronen. Rechts: Anordnung der COCs in Form eines Tetraeders.
Die COCs der SEDs weisen änhliche Merkmale auf wie die Maxima (Abbildung 6.6). Sie
sind strukturiert und ermöglichen direkten Einblick in die elektronische Struktur. Ebenso
wie bei den Maxima kann man die tetraedische Anordnung der Ladungsschwerpunkte als
Grundmotiv finden. In der Regel fallen die Postionen der Ladungsschwerpunkte der entspre-
chenden ↵- und  -SEDs zusammen, hier am Beispiel von Wasser, Ammoniak und Ethen
gezeigt (Abbildung 6.7).
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Abbildung 6.7: COCs für Ammoniak (links) und Ethen (rechts), hier nur die Ladungsschwer-
punkte der SEDs von ↵-Elektronen.
Definition
Im folgenden soll eine Definition für die SEDs auf Grundlage der Elektronendichte gegeben
werden. Die Elektronendichte kann als Summe der entsprechenden ↵-Elektronendichte ⇢↵(r)
und  -Elektronendichte ⇢ (r) geschrieben werden:
⇢(r) = ⇢↵(r) + ⇢ (r) (6.19)
Damit kann die Elektronendichte ohne explizite Integration über die Spinvariablen und
mittels der Dirac-Delta-Notation wie folgt formuliert werden:
⇢(r) =
nX
i=1
⇢i(r) =
nX
i=1
ˆ
| (R)|2 (ri   r)dR. (6.20)
Weiterhin wird der Permutationsoperator Pk eingeführt, welcher auf das Argument der
Funktion, hier den Koordinatenvektor R = (r1, r2, ...rn), wirkt. Dabei werden die Posi-
tionsvektoren ri der Elektronen permutiert. Der Funktionswert von | (R) |2 ändert sich
aufgrund der Antisymmetrie nicht (Gleichung 6.21).
Pk| (R) |2 = | (PkR) |2 = | (R) |2, 8Pk. (6.21)
Dabei sind nur solche Permutationen erlaubt welche lediglich ↵-Elektronen untereinan-
der, sowie  -Elektronen untereinander permutieren. Eine Vertauschung von Elektronen mit
↵-Spin mit solchen mit  -Spin würde hingegen zu einer Änderung des Funktionswertes
| (R) |2 führen. Anders formuliert bewirkt der Permutationsoperator bei gegebener Defi-
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nition lediglich die Permutation der Nummerierung der Elektronen.
Desweiteren wird ein zunächst nicht genauer definiertes Gebiet ⌦k 2 R3n eingeführt, welches
alle R enthält, welche durch denselben Permutationsoperator Pk erhalten werden. Welche
R dies sind ergibt sich aus der Definition der Gebiete ⌦k, welche später eingeführt wird.
Mithilfe der Definition von Pk und seiner Eigenschaften kann eine neue Funktion | ˜ (R) |2
definiert werden, welche sich von | (R) |2 lediglich durch die Nummerierung der Elektronen
in R unterscheidet:
| ˜ (R) |2 = | (PkR) |2, 8R 2 ⌦k. (6.22)
Die SED’s sind hiernach wie folgt definiert:
⇢SEDi (r) =
ˆ
| ˜(R)|2 (ri   r)dR. (6.23)
Dabei entspricht die Summe der SEDs ⇢SEDi (r) der Elektronendichte:
⇢(r) =
nX
i=1
⇢SEDi (r) (6.24)
An dieser Stelle soll nun die Definition der Gebiete ⌦k eingeführt werden. Bei dem hier
gewählten Ansatz ergibt sich ein Gebiet ⌦k als Menge aller R, für welche die Anwendung
desselben Permutationsoperators Pk den Abstand zwischen R und einem Referenzvektor
RRef minimiert (Gleichung 6.25).
⌦k =
 
R | (PkR RRef )2 < (PmR RRef )2, 8m 6= k
 
(6.25)
Der Permutationsoperator Pk entspricht damit der Zuordnung der Elektronenpositionen in
R zu den Referenzpositionen in RRef (s. Abbildung 6.3). Mit dieser Definition ist die hier
vorgestellte Methode lediglich auf einen Referenzvektor RRef angewiesen. Wie genau dieser
auszusehen hat, ist unabhänig von dem hier gewählten Ansatz. RRef muss lediglich ebenso
wie R 3n-dimensional sein um eine Zuordnung zu erlauben. Desweiteren können auch die
Gebiete ⌦k anders definiert werden, die Distanz zwischen den beiden Vektoren ist lediglich
ein erster Versuch eines anwendbarem Kriteriums.
Eine Alternative zu der Zuordnung aller Elektronen über die Distanz zwischen R und Rref
ist die separate Behandlung der Rumpfelektronen. Hierbei wird für Elektronen ab der zwei-
ten Periode die [He]-Schale verwendet. Dazu wird die notwendige Anzahl an ↵- und  -
Elektronen ausgewählt, welche den minimalen Abstand zur Position des entsprechenden
Atoms aufweisen, und dem Kern als Referenzpunkt zugeordnet. Die übrigen Elektronen
werden wie gehabt über das zuvor beschriebene Distanzkriterium zugeordnet. Auf diese
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Weise erhält man klar definierte Rumpfelektronen und umgeht Zuordnungprobleme durch
die hohe Elektronendichte im Bereich der Kerne.
Unabhängig davon, welche der bis hierhin vorgestellten Varianten gewählt wird, sind die
hier definierten Gebiete ⌦k sehr komplex, was eine analytische oder klassische numerische
Integration aufwendig macht. Hingegen ist die Implementierung in Rahmen der Quanten-
Monte-Carlo-Verfahren und die damit verbundene stochastische Lösung der Integrale ver-
gleichsweise einfach und dazu noch effizient, wie später gezeigt werden wird.
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6.4 Implementierung
Bevor die Implementierung vorgestellt wird, sollen die zu implementierenden Programm-
strukturen im Kontext aller für eine SED-Partitionierung notwendigen Arbeitsschritte dar-
gestellt werden.
Abbildung 6.8: Flussdiagramm für die Berechnung von SEDs. Die zu implementierenden
Schritte sind hierbei rot umrandet.
Bevor QMC-Rechnungen mittels des amolqc durchgeführt werden können, müssen zuerst
die enstprechenden MOs mit einem anderen ab initio-Programm erstellt werden. Dies kann
ausgehend von den experimentellen oder auf Grundlage optimierten Geometrie geschehen.
Die MOs werden hierbei über eine einfache Energieberechnung oder auch „Single Point”-
Rechnung erhalten. Die entsprechenden Routinen zur Verarbeitung der so erhaltenen Mo-
lekülorbitale waren in amolqc schon vorhanden und konnten direkt genutzt werden. Soll die
Berechnung der SEDs unter Erfassung der dynamischen Korrelation mittels eines Jastrow-
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Faktors durchgeführt werden, muss dieser zurerst über eines der implementierten Verfahren
optimiert werden.
Der erste Schritt zur Berechnung der SEDs ist die Bestimmung eines globalen Maximums
für eine vorliegende Wellenfunktion. Ein solches Maximum kann als Referenz genutzt wer-
den um die SEDs zu berechnen oder als Startpunkt für die Berechnung der COCs die-
nen. Da es sich bei der Berechnung der Ladungsschwerpunkte im Prinzip um wiederholte
SED-Berechnungen mit unterschiedlichen Referenzen handelt, können bei entsprechender
Modularisierung hierfür zum Teil diesselben Routinen genutzt werden.
Der zentrale Schritt für die SED- und davon abgeleitete Berechnungen ist eine QMC-
Rechnung (VMC oder DMC), in welcher zusätzlich die Zuordnung der im Rahmen der
Propagation erhaltenen Elektronenkonfigurationen zu einer Referenz erfolgt. Hierzu kön-
nen vorhandene Routinen für die DMC- oder VMC-Rechnungen genutzt und entsprechend
erweitert werden.
Um im Überblick zu zeigen, um welche Module das Programm zur Durchführung der not-
wendigen Arbeitsschritte für die Berechnung der SEDs erweitert wurde, wurden diese Mo-
dule in ein grobes Datenflussschema für die SED-Berechnung mit amolqc aufgenommen.
Die Implementierung erfolgte analog zu dem restlichen Programm in Fortran90. Anstatt
der Modulenamen selber sind in dem Diagramm die entsprechenden Dateinamen eingetra-
gen. Jede der Dateien enthält nur ein Modul, wodurch die Bezeichnung eindeutig ist und
das Finden der entsprechenden Module erleichtert wird. Module werden hier zudem durch
Rechtecke und Dateien werden als Rechtecke mit gewellter Grundlinie dargestellt.
amolqc.f90 beinhaltet des Hauptprogramm, wovon ausgehend gesteuert über die Inputdatei
(*.in) die Aufrufe der entsprechenden Routinen erfolgt. Die Hauptroutine wurde lediglich
um die notwendigen Aufrufe erweitert, hier für die direkte Berechnung von Maxima und La-
dungsschwerpunkten. Das qmc-Modul war ebenfalls schon vorhanden und musste lediglich
angepasst werden um entsprechende Initialisierungs- und Berechnungsaufrufe für die Be-
rechnung von Maxima- und der SED-Berechnung. Die übrigen dargestellten Module wurden
neu in das Programm aufgenommen. rwbinstat_d.f90 beinhaltet hierbei ein freistehendes
Datenmodul welches die Typ-Deklaration für coord enthält, wobei es sich lediglich um einen
Datentyp handelt welcher eine Elektronenkonfiguration in Form der x, y und z Koordina-
tion aufnimmt. Die Deklaration erfolgt lediglich um den Programmcode an einigen Stellen
übersichtlich zu halten.
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Abbildung 6.9: Datenflussschema für die SED-Berechnung mit amolqc
Module und Routinen, welche sich auf die Berechnung der lokalen Energie, Definition des
Random Walker-Typs und seiner Eigenschaften beziehen, sowie Statistikroutinen sind nach
entsprechender Einbindung im gesamten Programm zugänglich und wurden für die SED
Berechnung nicht verändert. Aus diesem Grund werden diese Routinen hier nicht abgebildet.
In den folgenden Abschnitten werden die für die einzelnen Berechnungen notwendigen Ab-
schnitte aus Abbildung 6.9 besprochen.
Berechnung der Maxima
Für die Berechnung mittels RPSO, Basin-RPSO oder anderer Optimierer, welche unabhänig
von einer QMC-Rechnung funktionieren, ist die Optimierungsroutine direkt über das Token
„$psimax” in der Eingabedatei zugänglich. Auf diesem Wege kann momentan lediglich
nur ein Maximum erhalten werden, zudem sind die Routinen nur seriell implementiert.
Die genauen Befehle für den Aufruf können der Dokumentation der amolqc-sed Version
entnommen werden. Die Optimierung kann mittels RPSO, Nelder-Mead und BFGS[118]
erfolgen, wobei es sich nur bei RPSO um einen globalen Optimierer handelt.
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Abbildung 6.10: Zur Berechnung der Maxima notwendige Programmteile
Die Initialisierungsroutine psimax_init sowie die abstrakte Optimierungsroutine psimax_calc
im Modul psimax werden direkt aus der Hauptroutine amolqc heraus aufgerufen. Stan-
dardmäßig wird der volle 3n-dimenionale Koordinatensatz in Bezug auf den Funktionswert
(Gleichung 6.17 ) optimiert. Optional kann die Optimierung aber auch unter Selektion
der Kernelektronen durchgeführt werden. Dabei werden die beiden Elektronen der [He]-
Schale an die Position des entsprechenden Kerns gesetzt und nur die übrigen Koordinaten
der Elektronenkonfiguration optimiert. Hierduch reduziert sich die Dimension des Optimie-
rungsproblems.
Dazu ist es im Fall der direkten Optimierung lediglich notwendig, die Anzahl der Kern-
Elektronen festzustellen und die Positionen der entsprechenden Kerne. Dies wird durch
die Routine findcores_find in findcores_m.f90 erreicht, welche lediglich die Anzahl der
Rumpfelektronen zurückgibt. Die Positionen auf welche die Kernelektronen gesetzt werden
ergeben sich aus den Positionen der entsprechenden Atome und werden durch die Routine
psimax_set_core_el_coords berechnet. Dabei werden die Positionen der höheren Elemen-
te gesucht und mit der Anzahl der Kernelektronen abgeglichen.
Werden die Kernelektronen nicht explizit optimiert, ist der an den Optimierer übergebene
Vektor entsprechend verkürzt und muss vor der Berechnung des Funktionswertes wieder
um die Kernelektronen ergänzt werden. Zur Berechnung des Funktionswertes wird die freie
Funktion func_max2 verwendet, welche das psimax Modul einbindet.
2Für gradientenbasierte Optimierungsverfahren wie BFGS[118], welche den analytischen Gradienten
brauchen, gibt es zudem die analoge Routine grad_max.
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Algorithmus 6.1 Codeausschnitt der Routine func_max
rea l ∗8 function func_max ( vec , n )
use ps imax
use e l o c a l d a t a
imp l i c i t none
integer , intent ( in ) : : n
rea l ∗8 , intent ( in ) : : vec ( n )
rea l ∗8 : : vec_core (3∗ ne )
c a l l r e b u i l d v e c ( vec_core , vec )
c a l l e l o c ( vec_core )
func_max =  1d0∗ l o g ( e l P s i ∗∗2)
end function func_max
Dies ist notwendig um, im Fall der Selektion der Rumpfelektronen den durch den Optimierer
zurückgebenen verkürzten Vektor um die Kernelektronen ergänzen zu können. Hierzu dient
die Routine rebuildvec. Die Berechnung des Wertes der Wellenfunktion elPsi erfolgt durch
Aufruf der Routine eloc zur Berechnung, die entsprechenden Werte werden im Datenmodul
eloc_d.f90 gespeichert.
Ist die Optimierung erfolgt, wird der optimierte Vektor und der Funktionswert in einer geson-
derten Datei *.max im xyz Format abgespeichert. Diese Datei kann für die SED-Berechnung
wieder eingelesen werden und dient im wesentlichen der einfacheren Datenverarbeitung ins-
besondere dann, wenn die Berechnung von Maxima und SEDs in zwei separaten Rechnungen
erfolgt.
Die zweite Möglichkeit zur Berechnung der Maxima ist die wiederholte lokale Optimierung
der Elektronenkonfigurationen während einer VMC Rechnung. Hierbei erfolgt der Aufruf
der Initialisierungsroutine psimax_init in qmc_init, der Initialisierungsroutine des QMC-
Moduls. Die lokale Optimierung wird dann Random-Walker-basiert durchgeführt, wobei
der jeweilige Random Walker in der entsprechenden Routine des QMC-Moduls, nämlich
qmc_run, an die Routine psimax_opt übergeben wird. Dies geschieht nicht in jedem Schritt
der QMC-Rechnung sondern lediglich mit einem, momentan festgelegten, Abstand von 10
Blöcken, um die Rechnung effizient zu halten und eine ausreichende Änderung der Elektro-
nenkonfiguration im Rahmen der Propagation zu ermöglichen. Anderenfalls würde sich die
zu optimierenden Elektronenkonfigurationen kaum unterscheiden und höchstwahrscheinlich
zu denselben Maxima führen.
Die Routine psimax_opt ruft zuerst die im Random Walker gespeicherte Elektronenkon-
figuration ab (Algorithmus 6.2). Insofern die Kernelektronen nichtoptimiert werden sollen,
müssen die Koordinaten umsortiert werden. Hierzu dient die Routine findcores_sort, dabei
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werden solche Elektronen, welche den Positionen der Kerne mit Kernelektronen am nächs-
ten sind, ans Ende des Koordinatensatzes sortiert. Dies geschieht getrennt für ↵ und  
Elektronen. Entsprechend ihrer Anzahl sind die ersten Elektronen im Koordinatensatz per
Definition ↵ Elektronen und der Rest   Elektronen. Die Kernelektronen sind dann jeweils
die letzten ↵ und   Elektronen. Im Rahmen der Optimierung werden die Positionen der
Kernelektronen auch hier durch die Positionen der entsprechenden Atome ersetzt. Die Be-
stimmung, bei welchen Elektronen in der Konfiguration es sich um Kernelektronen handelt,
erfolgt dabei über das Aufstellen der Distanzmatrix, welche Abstände zwischen den Elek-
tronen und den Atompositionen enthält. Danach wird das Elektron ermittelt, welches den
minimalen Abstand zu einem der Atome mit Kernelektronen hat und wird diesem zugeord-
net. Dies wird solange wiederholt bis allen Atomen die passende Anzahl an Kernlelektronen
zugeordnet wurde.
In einem weiteren Schritt wird der Koordinatensatz an die Routine psimax_calc2 überge-
ben, welcher sich nur geringfügig von der zuvor vorgestellten Routine unterscheidet und die
optimierte Elektronenkonfiguration und den Funktionswert zurückgibt. Anschließend wird
das erhaltene Maximum zusammen mit dem Funktionswert in eine Liste einsortiert, wobei
das beste gefundene Maximum immer an erster Stelle steht. Es kann eine vorher bestimmte
Anzahl Maxima gesammelt werden. Als Kriterium, ab welcher Differenz der Funktionswerte
sich zwei Maxima unterscheiden, wurde der Parameter min_sep eingeführt, welcher für die
jeweilige Optimierung angegeben werden muss. Nur wenn der Unterschied zwischen den
Funktionswerten   ln | (R)|2 der Maxima größer als min_sep ist, werden sie als unter-
schiedliche Maxima gewertet und entsprechend separat in die Liste einsortiert. Am Ende der
Rechnung werden die berechneten Maxima ebenfalls in einer Datei mit der Endung *.max
gespeichert.
Algorithmus 6.2 Codeauschnitt für psimax_opt
subroutine psimax_opt ( rwp )
type ( RandomWalker ) , pointer : : rwp
rea l ∗8 : : F
rea l ∗8 : : x ( ne ) , y ( ne ) , z ( ne )
c a l l pos ( rwp , x , y , z )
i f ( mCons t ra in t ) c a l l f i n d c o r e s_ s o r t ( x , y , z )
c a l l ps imax_calc2 ( x , y , z )
c a l l ps imax_add_to_l ist ( x , y , z , F)
end subroutine psimax_opt
Im Gegensatz zu den übrigen verwendeten globalen Optimierern ist die VMC-basierte Op-
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timierung ebenso wie alle QMC-Simulationen über das „Message Passing Interface” MPI
parallel implementiert. Dabei laufen auf den Prozessoren parallel die VMC-Rechnungen ab
und am Ende werden die Ergebnisse miteinander verrechnet. Die Art der Parallelisierung
wurde hier ausgenutzt für die Optimierung, allerdings werden die Ergebnisse bei jedem Auf-
ruf von psimax_add_to_list von allen Prozessoren an den Hauptprozessor übergeben und
entsprechend in die Liste der Maxima einsortiert.
Berechnung der SEDs
Grundlegender Algorithmus
Ebenso wie die Berechnung der Maxima mittels VMC erfolgt die Berechnung der SEDs
optional in einer VMC- oder auch DMC-Rechnung. Die Initialisierung erfolgt über den Auf-
ruf von rwbinstat_init aus qmc_init heraus. Der weitere Algorithmus funktioniert auch
hier Random Walker-basiert. Dabei wird der jeweilige Random Walker an die Routine rw-
binstat_add_rw_to_bin (Algorithmus 6.3) übergeben, welche die wesentlich Schritte und
Aufrufe zu Berechnung der SEDs beinhaltet (Algorithmus 6.3). Der dargestellte Codeaus-
schnitt ist etwas vereinfacht, umfasst aber die wesentlichen Schritte der Zuordnung.
Zuerst wird die Elektronenkonfiguration des Random Walkers nach nall umgeschrieben. So-
fern gewünscht werden die Rumpfelektronen durch die Routine findcores_sort, wie schon
zuvor eingeführt, umsortiert. Darauf werden die Arrays dmat berechnet, welche die qua-
dratischen euklidischen Abstände zwischen den entsprechenden Elektronen in der Referenz
mnall und in der Elektronenkonfiguration des Random Walker nall enthalten. Die Zuord-
nung geschieht wie im Rahmen des Theorieteils eingeführt getrennt für ↵- und  -Elektronen,
weswegen zwei Arrays dmat_a und dmat_b zurückgegeben werden.
Folgend wird die Zuordnung zwischen den Elektronen berechnet, wobei die Summe der
Abstände zwischen den einzelnen Elektronen minimiert wird. Dies geschieht an dieser Stelle
mit dem Kuhn-Munkres oder ungarischen Algorithmus, welcher im folgenden Teilabschnitt
vorgestellt werden wird. Die Zuordnungen zwischen der Referenz und den Elektronen der
Konfiguration werden als Vektorarrays erhalten, welche lediglich den Index des Elektrons
in der Konfiguration enthalten welches dem jeweiligen Referenzpunkt zugeordnet wird. Die
Routinen zur Berechnung der Distanzen, sowie der Munkres Algorithmus befinden sich
ausgelagert im Modul rwbinstatutilities.
Um eine einfachere Zuordnung zu ermöglichen, wird aus den beiden Zuordnungsvekto-
ren aidx_a und aidx_b ein Gesamtzuordnungvektor mAssign erzeugt, welcher die Indizes
der Elektronen bezogen auf die Gesamtkonfiguration und nicht auf ↵- bzw.  -Elektronen
enthält. Auf diese Weise ist eine Zuordnung aller Werte, welche durch amolqc berechnet
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werden mittels mAssign möglich. Entsprechende erweiterte Statistiken befinden sich im
sedstat Modul.
Die Integration der Dichten erfolgt über dreidimensionale Histogramme. Der entsprechende
Datentyp bin3d wurde gesondert in einem einem eigenen Modul in bin_m.f90 definiert.
Entsprechend der Anzahl der Elektronen werden schon in der Initialisierung n Histogramme
erzeugt. Dabei bezieht sich die Nummer des Histogramms aufgrund der Art der Zuordnung
auf das jeweilige Elektron in der Referenz und enthält somit letztlich das entsprechende
SED. Die Übergabe der Elektronenkonfigurationen an die Gitter erfolgt in der Routine
rwbinstat_add_conf_to_bin über Index-Mapping unter Verwendung von mAssign.
Ist die SED-Berechnung abgeschlossen, werden die SEDs im Gaussian cube-Format[119]
geschrieben, wobei auch hier die Nummerierung entsprechend der Referenz erfolgt. Die
Parallelisierung erfolgt hier ebenfalls über MPI und als Schritt vor dem Schreiben der Dich-
ten in die Dateien. Bis zu diesem Punkte verlaufen die SED-Berechnungen völlig getrennt
auf den einzelnen Prozessoren und erst vor dem Schreiben der Dateien werden von al-
len Prozessoren die Inhalte der Histogramme zum Hauptprozessor gesendet. Dort werden
die Histogramme aufsummiert und erst im Anschluss geschrieben. Auf diese Weise ist die
Kommunikation zwischen die Prozessoren nicht leistungbestimmend, da sie lediglich zum
Abschluss der Berechnung geschieht.
Abbildung 6.11: Zur Berechnung der SEDs notwendige Programmteile
6.4. IMPLEMENTIERUNG 104
Algorithmus 6.3 Vereinfachter Codeausschnitt der Routine rwbinstat_add_rw_to_bin
subroutine rwbinstat_add_rw_to_bin ( rwp )
type ( RandomWalker ) , pointer : : rwp
rea l : : dmat_a ( : , : ) , dmat_b ( : , : )
integer : : a idx_a ( : ) , aidx_b ( : )
type ( coord ) : : n a l l , mna l l
c a l l pos ( rwp , n a l l%x , n a l l%y , n a l l%z )
i f ( sep_core ) c a l l f i n d c o r e s_ s o r t ( n a l l )
c a l l g e t d i s tma t ( mnal l , n a l l , dmat_a , dmat_b)
c a l l munkres (dmat_a , aidx_a )
c a l l munkres (dmat_b , aidx_b )
mAssign = get_as s i gn_vec to r ( aidx_a , aidx_b )
c a l l rwbinstat_add_conf_to_bin ( )
i f ( mSedStat ) c a l l seds ta t_adddata ( rwp , n a l l , mAssign )
end subroutine rwbinstat_add_rw_to_bin
Einführung Munkres-Algorithmus
Die einfachste Möglichkeit, die Zuordnung zwischen der Referenz und den Elektronen zu
berechnen wäre es, für alle n! Zuordnungen den euklidischen Abstand (Gleichung (6.16))
zwischen der Referenz- und der Elektronenkonfiguration zu berechen. Die beste Zuordnung
wäre diejenige, welche den minimalen Abstand ergibt. Ein solcher Algorithmus würde je-
doch mit n! skalieren und wäre schon für zehn Elektronen nicht mehr durchführbar, da die
Zuordnung in jedem Schritt für jeden Random Walker der QMC-Simulation erfolgen muss.
Der von Munkres[120] entwickelte ungarische Algorithmus skaliert hingegen mit n3, wodurch
die Methode auch für sehr große Systeme anwendbar wird. Der Ungarische Algorithmus
löst dabei stellvertretend das „Linear Sum Assignment”-Problem[121] LSAP, welches in der
Graphentheorie als gewichtetes bipartites Paarungsproblem bezeichnet wird.
Die Zuordnung der Vektoren R und Rref , welche beide eine Länge von n aufweisen, wird
durch die n⇥ n Zuordnungsmatrix X beschrieben. Die Elemente xij der Matrix sind null,
außer wenn eine Zuordnung von ri zu rj vorliegt, in diesem Fall gilt xij = 1. Da die
Zuordnung eindeutig sein muss und jedem Referenzpunkt genau eine Elektron zugeordnet
werden muss, gibt es n! mögliche Zuordnungsmatrizen X(k). Entsprechend der Art der
Zuordnung in diesem Fall enthält jede Zeile und Spalte von X genau eine „1”.
Die Kostenfunktion C(k) für die eine bestimmte Zuordnung k beruht auf der Kostenmatrix
C = (cij), deren Matrixelemente den Abstand zwischen den Elektronen- und Referenzpo-
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sitionen enthalten:
cij := |ri   rj|2 (6.26)
Die eigentliche Kostenfunktion wird aus der Zuordnungsmatrix und der Kostenmatrix kon-
struiert:
C(k) :=
nX
i,j=1
x(k)ij cij , k = 1, ..n! (6.27)
Durch die Zuordnungsmatrix ist sichergestellt, dass die Kostenfunktion für eine bestimmte
Zuordnung tatsächlich dem quadrierten euklidischen Abstand (Gleichung (6.16)) zwischen
R und Rref entspricht.
Wie dieses Problem durch den Ungarischen-Algorithmus gelöst wird, soll an einem kleinen
Beispiel gezeigt werden, für den Gültigkeitsbeweis verweisen wir hier auf die Literatur[121].
Schritt 1 Es wird von jeder Zeile der kleinste Wert in der betreffenden Zeile abgezogen.
Schritt 2 Es wird von jeder Spalte der kleinste Werte in der betreffenden Spalte abgezogen.
Es wird die minimale Zeilen und Spaltenanzahl gesucht, welche ausreicht um alle
Nullen abzudecken.
Schritt 3 Die kleinste nicht markierte Zahl wird von allen unmarkierten Einträgen abge-
zogen und bei solchen, bei denen sich Markierungszeilen und -spalten kreuzen, auf-
addiert. Entspricht nun die notwendige Anzahl an Spalten oder Zeilen um alle Nullen
abzudecken der Gesamtzeilen oder -spalten Anzahl kann die Zuordnung ausgehend
von den Nullen gefunden werden, anderenfalls wird Schritt 3 wiederholt.
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Abbildung 6.12: Vereinfachte Darstellung des Munkres Algorithmus
Die letztendliche Bestimmung der Zuordnung ist nicht trivial und umfasst weitere Schritte.
Zudem ist die Implementation mit einer reellen Kostenfunktion komplizierter als im Fall
einer ganzzahligen Kostenfunktion, da die Prüfung auf null numerisch schwierig ist. Die hier
verwendete Implementation des Munkres Algorithmus ist die von Silver[122] veröffentlichte
Variante.
Berechnung der Ladungsschwerpunkte
Nachdem die wesentlichen Teile des Algorithmus zur Berechnung der SEDs eingeführt wur-
den, sollen nun die Programmteile, welche zur iterativen Berechnung der SED-Ladungsschwerpunkte
notwendig sind, erläutert werden. Wie schon zuvor erwähnt handelt es sich bei diesem
Algorithmus im Prinzip um eine Abfolge von SED-Rechnungen, in deren Verlauf die La-
dungschwerpunkte ermittelt werden. Dabei werden die ermittelten Ladungsschwerpunkte
jeweils als Referenz für die darauffolgende SED Berechnung verwendet. Dies wird solange
wiederholt, bis sich die Ladungsschwerpunkte im Rahmen einer vorab festgelegten Toleranz
nicht mehr ändern.
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Abbildung 6.13: Zur Berechnung der Ladungszetren notwendige Programmteile
Mit diesem Ablauf als Grundlage für die Programmstruktur ist ein übergeordnetes Steu-
ermodul notwendig, welches die wiederholten SED Rechnungen kontrolliert. Dieses Modul
befindet sich in coc_m.f90, welches das qmc Modul einbindet. Die Initialisierung erfolgt aus
coc_init heraus, wobei in qmc_init, wie im SED-Abschnitt (s. Abschnitt (6.4)) besprochen,
auch die Initialisierung der SED-Rechnung erfolgt.
Die zentrale Routine ist im coc-Modul center_of_charge_run, welche im wesentlichen
eine Schleife um die qmc_run Routine beinhaltet und somit wiederholt QMC-Rechnungen
durchführt (Algorithmus 6.4).
Algorithmus 6.4 Vereinfachter Code der Routine center_of_charge_run
subroutine center_of_charge_run ( sample )
type (RWSample ) , intent ( inout ) : : sample
rea l ∗8 : : conv
integer : : i
do i =1, m I t e r a t i o n s
c a l l qmc_run ( sample )
c a l l rwb instat_get_coc ( coc )
c a l l coc_wr i te_center_of_charge ( coc )
conv = coc_convergence ( coc )
write ( i u l , ∗ )
write ( i u l , ∗ ) "COC￿Macro￿Convergence : " , conv , "￿To l e r ance : ￿" ,mTol
write ( i u l , ∗ )
i f ( conv<mTol ) ex i t
enddo
end subroutine center_of_charge_run
Die Berechnung der Ladungzentren selber erfolgt angeschlossen an den Aufruf von rw-
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binstat_add_rw_to_bin innerhalb der Routine rwbinstat_add_conf_to_bin, in der auch
die Elektronenpositionen in die SED-Histogramme hinzugefügt werden. Im Rahmen einer
SED-Berechnung wird nach jedem Block geprüft, ob die Standardabweichung keiner Ko-
ordinate der n-Ladungsschwerpunkte größer ist, als eine vorab festgelegte Toleranz. Da-
mit handelt es sich in Bezug auf den Fehler der einzelnen Koordinaten um eine obere
Schranke, welche mindestens von allen Werten erreicht werden muss. Dies geschieht durch
den Aufruf der Routine rwbinstat_proof_coc_convergence nach dem Aufruf von rwbins-
tat_add_rw_to_bin, also dem eigentlichen Zuordnungsschritt. Die Berechnung der COCs
ausgehend für eine bestimmte Iteration wird hierbei als Mikroiteration bezeichnet. Hingegen
entsprechen die wiederholten COC-Berechnungen Makroiterationen. Die vorab eingeführte
Toleranz entspricht der Toleranz der Mikroiteration, da sie lediglich festlegt wann eine ein-
zelne Berechnung der COCs abgeschlossen ist und nicht wann die Makroiteration der COCs
konvergiert sind.
Im Fall der Konvergenz des Einzelwertes setzt die Routine rwbinstat_proof_coc_convergence
das berechnete SED als neuen Referenzpunkt in rwbinstat_m.f90 und gibt die logische
Variable converged zurück, welche den Wert .true. besitzt, wenn der Einzelwert konver-
giert ist. Im diesem Fall erfolgt durch eine return-Anweisung der Sprung zurück in die
center_of_charge_run-Routine. Es folgt die Ausgabe des neuen Referenzpunktes in die
*.out Datei und danach die Überprüfung der Konvergenz im Vergleich zu letzten Ladungs-
zentrum. Dabei wird in der Funktion coc_convergence() die maximale Differenz zwischen
dem aktuellen und dem letzten Ladungszentrum berechnet und zurückgegeben. Die Variable
mTol enthält hier dann den Wert für die Toleranz der Makroiteration. Ist die Rechnung kon-
vergiert wird die Iterationsschleife beendet, anderenfalls läuft die Rechnung bis zu erreichen
der maximalen Iterationen weiter.
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6.5 Untersuchung des Verfahrens
Im Rahmen dieses Abschnittes sollen einige grundlegende Untersuchungen zu den Eigen-
schaften der SED-Partitionierung und ihrer Varianten vorgestellt werden. Hierbei soll ein
Hauptaugenmerk auf dem Vergleich der unterschiedlichen Möglichkeiten zur Berechnung
des SEDs gelegt werden, um damit einen Standardweg für ihre Berechnung einzuführen.
Die für die hier vorgestellten Rechnungen notwendigen MOs wurden mit Gaussian09[92]
auf HF/cc-pVTZ-f 3 Niveau berechnet. Die Optimierung der Jastrow-Faktoren erfolgte via
Energieminimierung nach dem Newton Verfahren von Umrigar und Toulouse[57, 53, 54, 56].
Für die Systeme Butadien, Fluorbutadien, C3H
+
3 und C6H6 wurden Geometrieoptimierungen
auf B3LYP/6-311g(d,p) Niveau durchgeführt. Für die übrigen hier vorgestellten Systeme
wurden die experimentellen Geometrien aus der NIST-Datenbank[123] verwendet. Die Be-
rechnung der ELF-Funktionen erfolgte mittels TopMod von Nourey et al.[124], die Visua-
lisierung wurden mit gOpenMol durchgeführt. Die Visualisierung der SEDs erfolgt mittels
eigens dafür von Prof. Arne Lüchow entwickelter Matlab-Skripte. Bei den durchgeführten
VMC-Rechnungen wurde, sofern erwähnt, die dynamische Korrelation mittels des Schmidt-
Moskowitz-Jastrow-Faktors erfasst. In allen Fällen wurde die Cusp-Korrektur nach Lüchow
und Manten für die 1s und 2s Orbitale verwendet[125].
6.5.1 Berechnung der Maxima mit RPSO, Basin-RPSO und
VMC-Lokal
An dieser Stelle sollen die drei unterschiedlichen globalen Optimierer in Hinsicht auf die
Funktionswerte   ln | (R)|2 der erhaltenen Maxima verglichen werden. Dabei ist RPSO
der einzige der drei Optimierer, welcher direkt als Routine aus der Literatur übernommen
wurde[117] und Basin-RPSO stellt eine eigens implementierte Variante dazu dar. Der lokale
Optimierer, welcher für den Basin-RPSO Algorithmus verwendet wurde, ist eine Standar-
dimplementation des gradientenbasierten BFGS-Verfahrens[118]. VMC-Lokal wurde selbst
implementiert, wobei als lokaler Optimierer ebenfalls die BFGS-Routine verwendet wurde.
RPSO Basin-RPSO VMC-Lokal
LiH -0.43981192 -0.44393579 -0.44393556
CH4 6.68582739 3.28988223 3.28988502
NH3 0.53855889 0.53854173 0.53854173
H2O -5.18386450 -5.18390312 -5.18390312
C2H6 9.74763204 5.06086310 4.65566408
Tabelle 6.1: Mit RPSO, Basin-RPSO, VMC-Lokal optimierte Funktionswerte.
3Die Abkürzung cc-pVTZ-f bezeichnet den cc-pVTZ Basissatz jedoch ohne die entsprechenden f-
Funktionen.
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Für einige Systeme wurde ein globales Maximum und der entsprechende Funktionswert mit-
tels der drei zuvor vorgestellten Optimierer ermittelt. Die Berechnung der Funktionswerte
ist mindestens mit einer Toleranz von 10 8 bezogen auf den Funktionswert   ln | (R)|2
erfolgt. In Tabelle 6.1 wurden die für fünf verschiedene Systeme berechneten Werte auf-
geführt. Im Überblick erkennt man bei den durch die drei unterschiedlichen Methoden
erhaltenen Werte folgende Hierarchie:
VMC-Lokal~Basin-RPSO<RPSO
Diese Reihenfolge gibt die zuvor getroffenen Aussage wieder, dass der RPSO-Algorithmus
im vorliegenden Fall Probleme hat, den Funktionswert zu optimieren. Dies ist für den RPSO-
Algorithmus nicht zu verallgemeinern. Es wurde gezeigt, dass es möglich ist mittels RPSO
sehr komplexe Funktionen mit extremen Minima korrekt zu optimieren[117]. Für Methan
und Ethan sind die Abweichungen von RPSO zu VMC-Lokal drastisch und man kann davon
ausgehen, dass der Optimierer in einem lokalen Minimum stecken geblieben ist. Dies be-
stätigt sich durch die Visualisierung der mittels RPSO und VMC-Lokal erhaltenen Maxima
(Abbildung 6.14 und 6.15).
Im Fall von VMC-Lokal sitzen ↵- und  -Elektronen auf den Positionen der Wasserstoff-
Atome und bilden so einen Tetraeder. Im Vergleich formen die ↵- und  -Elektronen beim
RPSO-Maximum ebenfalls einen Tetraeder, sind jedoch alle gleichermaßen entlang der CH-
Bindungen in Richtung des Kohlenstoff-Atoms verschoben.
Abbildung 6.14: Mittels VMC-Lokal (links) und RPSO (rechts) erhaltene Maxima für Me-
than
Im Fall von Ethan sieht man genau denselben Effekt, die Elektronenpositionen im RPSO-
Maximum sind entlang der CH-Bindung in Richtung Kohlenstoff verschoben. Im Gegen-
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satz dazu sind die Elektronenpositionen des VMC-Lokal-Maximums auch hier auf den
Wasserstoff-Atomen zu finden. Für die übrigen Systeme sind die RPSO-Funktionswerte
in relativ guter Übereinstimmung mit den mittels VMC-Lokal erhaltenen Werten.
Abbildung 6.15: Mittels RPSO (links) und VMC-Lokal (rechts) erhaltene Maxima für Ethan
Die mittels Basin-RPSO und VMC-Lokal erhaltenen Werte sind annähernd identisch, nur
bei Ethan ist dies nicht mehr der Fall. Ethan ist hier als exemplarisch zu sehen. Für Syste-
me vergleichbarer Größe ist Optimierung mit den RPSO-Optimierern nicht mehr möglich.
Aufgrund der extrem hohen Zahl an Funktionsauswertungen im RPSO Algorithmus werden
die beiden Verfahren, aber insbesondere Basin-RPSO, mit steigender Systemgröße schnell
extrem aufwendig und können somit nur als Referenzverfahren dienen. Im Vergleich zu dem
VMC-Lokal Optimierer bleiben die RPSO basierten Algorithmen für größere Systeme in
lokalen Minima stecken.
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Abbildung 6.16: Mittels Basin-RPSO erhaltenes Maximum für Ethan ( ↵ Elektronen rot
und   blau)
Das mittels Basin-RPSO erhaltene Maximum stellt dabei eine Mischnung aus dem RPSO
und VMC-Lokal Maxima dar, wobei ein  -Elektron entlang der CH-Bindung in Richtung
Kohlenstoff verschoben ist (Abbildung 6.16).
Der VMC-Lokal-Algorithmus ist somit die Methode der Wahl für das vorliegende Optimie-
rungsproblem und auch für Systeme wie Benzol einsetzbar. Die wesentlichen Limitierungen
bei dem Verfahren sind die Rechenzeit und der Konvergenzradius des lokalen Optimierers.
Zudem ist das Auffinden des globalen Maximums, wie für alle globlen Optimierungsver-
fahren, nur bei unendlich langer Simulationszeit garantiert. Dies ist jedoch ein prinzipielles
Problem der Verwendung von Maxima als Referenz für die SED Berechnung.
6.5.2 Zuordnung mit und ohne Separierung Kernelektronen
Im Rahmen dieses Abschnittes sollen die beiden implementierten Möglichkeiten für die Zu-
ordnung der Elektronen zur Referenz, sowie ihr Einfluss auf die SEDs untersucht werden.
Dabei ist die erste Möglichkeit die Zuordnung aller Elektronen zur Referenz mittels des
Distanzkriteriums und des Munkres-Algorithmus (MA). Die zweite Möglichkeit ist bei Ato-
men, für welche die Referenz Rumpfelektronen aufweist, diese Kernelektronen den Atomen
direkt über die Elektron-Kern-Abstände zuzuordnen. In diesem Fall werden nur die übrigen
Elektronen über das Distanzkriterium und den Munkres-Algorithmus zugeordnet (CMA).
Als Referenz für die SED-Partitionierung dienten die globalen Maxima, welche mittels des
VMC-Lokal-Optimieres berechnet wurden. SEDs wurden für die Systeme LiH, Methan,
Wasser und Ethan ermittelt. In den vorliegenden Systemen sind die Positionen der ↵- und
 -Elektronen in den Maxima gleich, da keine dynamische Korrelation vorhanden ist. Aus
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diesem Grund werden lediglich die ↵-Elektronen dargestellt. Zur Darstellung der SEDs wer-
den Isoflächen verwendet. Hierbei wurde der Isowert so gewählt, dass er einem bestimmten
Isoverhältnis entspricht. Das Isoverhältnis gibt den prozentualen Anteil der Elektronendichte
an, welcher durch die Isofläche eingeschlossen wird.
Als erstes Beispiel soll Lithiumhydrid betrachtet werden. Da LiH lediglich zwei Rumpf- und
zwei Valenzelektronen aufweist, handelt es sich um eine gutes Testsystem, um die beiden
Zuordnungsvarianten zu vergleichen. Zudem ist die [He]-Schale beim Lithium aufgrund der
niedrigen Kernladung vergleichsweise groß und leicht polarisierbar. In Abbildung 6.17 (a-
b) sind im Vergleich die mittels der MA- (a) und CMA-Varianten (b) erhaltenen ↵-SEDs
dargestellt. Im direkten Vergleich ist zu erkennen, dass die CMA-Variante zu etwas besser
lokalisierten SEDs führt als die MA-Variante.
Abbildung 6.17: Isoflächen (60%) der LiH ↵-SEDs. Mit MA (a) und CMA (b) berechnete
SEDs, sowie die unpartitionierte Elektronendichte (c).
Die MA-Variante weist für das Valenz-SED wesentliche Anteile der Elektronendichte im
Bereich des Kerns auf und einen diffuseres Kern-SED. Im Fall der CMA-Variante führt die
schon genannte stärkere Lokalisierung hingegen zu einem kompakteren Kern-SED und der
Anteil des Valenz-SEDs im Kernbereich ist wesentlich geringer. Beide Varianten bilden die
chemische Struktur des Moleküls, mit Kern- und Valenzelektronen, jedoch korrekt ab. Die
Isoflächen unterstützen diese deutliche Abbildung der chemischen Struktur. Die Addition
der SEDs führt bei beiden Varianten zu der korrekten unpartitionierten Elektronendichte
(Abbildung 6.17 (c)). Im Gegensatz dazu führt die Addition der Isoflächen der beiden
SEDs nicht zu der entsprechenden Isofläche der unpartitionierten Elektronendichte. Wenn
in Bereichen Elektronen teilweise dem Kern- und teilweise dem Valenz-SED zugeordnet
werden sind diese Bereiche unter Umständen zwar in der Isofläche der unpartitionierten
Dichte eingeschlossen, nicht aber in den Isoflächen der SEDs. Hierdurch entsteht für die
Isoflächen der Eindruck, dass das Valenz-SED kaum Elektronendichte um des Kern-SED
herum aufweist (vergleiche 6.17 (a-c)).
Im folgenden soll kurz darauf eingegangen werden, warum die Valenz-SEDs im Fall der
MA-Zuordnung wesentliche Anteile im Kernbereich aufweisen. Der Grund dafür ist eine
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Schwäche des reinen Distanzkriteriums, welches anhand von Abbildung 6.18 veranschau-
licht werden soll. Betrachtet werden soll der einfachste Fall in dem die beiden zuzuordnenden
Elektronen sich auf einer Linie hinter dem Referenzpunkt des Kernelektrons befinden. In die-
sem Fall wird das Elektron, welches näher an der Position des Lithium-Atoms ist, nicht dem
Kern-SED zugeordnet sondern dem Valenz-SED. Hierdurch weist das Valenz-SED erhebli-
che Dichte am Lithium-Atom auf. Damit ist eine Unterteilung in Valenz- und Kern-SEDs
zumindest problematisch. Ein weiterer Effekt dieses Zuordnungsproblems ist, dass Elektro-
nen dem Kern-SED zugeordnet werden, welche im Vergleich weiter von der Atomposition
weg liegen. Durch eine solche Zuordnung der Elektronen wird das Kern-SED im Vergleich
diffuser (Abbildung 6.20). Im Fall der CMA-Variante wird hingegen immer das Elektron dem
Kern zugeordnet, welches diesem am nächsten ist (Abbildung 6.18). Hierdurch ist das ent-
sprechende Kern-SED kompakter. Zudem sind Valenz- und Kern-SEDs stärker differenziert,
da das Valenz-SED weniger Dichte im direkten Kernbereich aufweist.
Abbildung 6.18: Schematische Zuordnung zweier Elektronen im Fall von LiH mit der MA-
(links) und der CMA-Variante (rechts).
Interessant ist an dieser Stelle ist der Vergleich zu den Ergebnissen von Gallegos et al.[126]
für LiH, wobei die ELF-Funktion auf Hartree-Fock-Niveau berechnet wurde. Die ELF-
Berechnung wurde hier mit HF/cc-pVTZ-f wiederholt (Abbildung 6.19), wobei die Ergebnis-
se identisch sind. ELF bildet hier ebenso wie die SED-Partitionierung Kern- und Valenzelek-
tronen ab. Die SED-Partitionierung und ELF-Analyse weisen Ähnlichkeiten auf, welche für
die im folgenden berechneten Systeme sogar noch deutlicher sind. Dennoch handelt es sich
bei der SED-Partitionierung um eine exakte Partitionierung der Elektronendichte in n SEDs
und bei ELF nur um eine einzelne Funktion, welche die Elektronenlokalisation beschreibt.
Damit ist ELF im wesentlichen auf den Bereich der qualitativen Analyse beschränkt. Die
SED-Partitionierung kann jedoch potentiell zur qualitativen und zur quantitativen Analyse
dienen.
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Abbildung 6.19: Schnitt durch die Elektronen Lokalisation Funktion ELF für LiH auf HF/cc-
pVTZ-f Niveau.
In den Abbildungen 6.20 bis 6.23 sind SEDs für die Systeme Methan, Wasser und Ethan
abgebildet, welche mit den MA- und der CMA-Zuordnungsvarianten erhalten wurden. Man
erkennt dieselben Unterschiede wie im Fall von Lithiumhydrid. Die Bindungs-SEDs erstre-
cken sich im Fall der MA-Variante bis in den Bereich des Kern-SEDs und besitzen dort
erhebliche Dichte. Zudem ist zu erkennen, dass die Kern-SEDs im Fall der MA-Variante
wesentlich diffuser sind, auch schon bei einem Isoverhältnis für die dargestellten Isoflächen
von 60%. Die entsprechende Argumentation wie im Fall des Lithiumhydrids, dass es sich um
ein Problem des Distanzkriteriums handelt, greift auch hier, ist allerdings aufgrund der höhe-
ren Elektronenzahl und Zuordnungmöglichkeiten nur schwer zu veranschaulichen. Erfreulich
ist, dass sich dieses Problem im wesentlichen auf den Bereich um die Kerne beschränkt und
die Form der SEDs im Vergleich der beiden Varianten qualitativ übereinstimmen. Beide Va-
rianten liefern SEDs, welche durchaus die chemische Struktur des Systems wiederspiegeln.
Abbildung 6.20: Isoflächen der Methan-SEDs, berechnet mit der MA- (links) und der CMA-
Variante (rechts).
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So kann man zum Beispiel im Fall von Wasser unabhängig von der Zuordnungsvariante gut
die freien Elektronenpaare, Bindungen und auch Kernelektronen erkennen (Abbildung 6.21
und 6.22).
Abbildung 6.21: Isoflächen der SED’s von Wasser berechnet mit der MA Variante. Links
alle SED’s und rechts nur ein Kern und ein Bindungs SED.
Auch für die Moleküle Wasser, Methan und Ethan zeigt der Vergleich mit ELF eine gute
Übereinstimmung mit der SED-Partitionierung. Aufgrund der etwas besseren Lokalisierung
der SEDs im Fall der CMA-Variante ist hier die Übereinstimmung mit der ELF-Analyse
qualitativ etwas besser (Abbildung 6.24).
Abbildung 6.22: Isoflächen der SEDs von Wasser berechnet mit der CMA-Variante. Links
alle SEDs und rechts nur ein Kern- und ein Bindungs-SED.
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Abbildung 6.23: Isoflächen der SEDs von Ethan berechnet mit der MA- (links) und der
CMA-Variante (rechts).
Die im Rahmen dieses Abschnittes vorgestellten Ergebnisse zeigen, dass die Verwendung der
CMA-Variante zu bevorzugen ist. Die so erhaltenen SEDs sind wesentlich etwas besser loka-
lisiert und zeigen eine deutlichere Separierung zwischen Kern- und Valenz-SEDs. Hierdurch
wird eine einfachere Charakterisierung der SEDs in Sinne der chemischen Vorstellung er-
möglicht. Die mittels beider Zuordnungsvarianten erhaltenen SEDs zeigen qualitative Über-
einstimmung mit der ELF-Analyse der entsprechenden Systeme. Diese Übereinstimmung ist
aufgrund der stärkeren Separierung von Kern- und Valenz-SEDs im Fall der CMA-Variante
etwas besser. Der Vergleich zu ELF zeigt eine Beziehung der Methoden in der Art wie die
SEDs lokalisiert sind, was der Lokalisation der Elektronen entspricht. Dabei handelt es sich
jedoch nur bei den SEDs um eine Methode zur Partitionierung der Elektronendichte und
bei ELF lediglich um eine Methode zur Analyse der Elektronenlokalisation.
Abbildung 6.24: Schnitte durch die Elektronen Lokalisations Funktion ELF für die Systeme
Methan, Wasser und Ethan (links nach rechts) auf HF/cc-pVTZ-f Niveau.
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6.5.3 Maxima als Referenz
Im Rahmen dieses Abschnittes soll auf die Verwendung der Maxima als Referenz zur SED-
Berechnung eingegangen werden. Bei den Maxima besteht das Problem, dass zu ihrer Be-
stimmung eine globale Optimierung notwendig ist. Globale Optimierungen können dabei mit
steigender Anzahl von Parametern schnell sehr aufwendig werden. Praktisch konnten jedoch
auch für die korrelierte Wellenfunktion von Benzol noch ohne weiteres Maxima bestimmt
werden (Abbildung 6.36).
Eine wesentliche Stärke der 3n-dimensionalen Maxima ist, dass sie direkt die Vielteilchen-
wechselwirkungen der Elektronen kodieren, welche von Einelektronenverfahren wie HF oder
DFT nicht direkt erfasst werden können. Die Maxima beinhalten über die Positionen der ↵-
und  -Elektronen und ihre relative Lage zueinander die Informationen über die Coulomb-
und Fermi-Wechselwirkungen zwischen den Elektronen (Abbildung 6.25, 6.33 und 6.34).
Dies ist eine Besonderheit des Verfahrens, welche durch andere Methoden kaum so direkt
zu erfassen ist. Durch die Vielteilchenwechselwirkung sind die Maxima strukturiert und sys-
tematisch aufgebaut. Man erkennt wiederkehrenden Strukturen für die unterschiedlichen
chemischen Einheiten.
Bei Atomen ab der zweiten Periode findet man die Kernelektronen der [He]-Schale an der
Position des jeweiligen Atoms. Grund hierfür ist das Kernpotential, wodurch auch die Dichte
und die Wellenfunktion ein Maximum an den Kernen aufweisen. Desweiteren ordnen sich im
Fall von Molekülen, wie z.B. H2O, NH3 und CH4 (Abbildung 6.25-6.27), die verbleibenden
Valenzelektronen in Form von Tetraedern an.
Abbildung 6.25: Globale Maxima der unkorrelierten (links) und korrelierten (rechts) Wasser-
Wellenfunktion.
Im einfacheren Fall ohne dynamische Korrelation sind dabei die Positionen von ↵- und  -
Elektronen gleich, mit dynamischer Korrelation hingegen verschieden. Der Grund für die
Ausbildung der Tetraeder ist eine Minimierung der Wechselwirkung zwischen den Elektro-
nen.
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Abbildung 6.26: Globale Maxima der unkorrelierten (links) und korrelierten (rechts)
Ammoniak-Wellenfunktion.
Ist zudem dynamische Korrelation vorhanden, besteht ein entsprechendes Ausweichverhalten
auch zwischen Elektronen mit unterschiedlichem Spin. Aus diesem Grund bilden sich in Folge
der dynamischen Korrelation bei Wasser zwei gegeneinander verdrehte Tetraeder.
Die Tetraeder sind so ausgerichtet, dass ihre Ecken entlang der Bindungen liegen bzw.
an den Positionen der freien Elektronenpaare. Aufgrund des Kernpotentials der Wasser-
stoffkerne liegen an den Positionen der Wasserstoffatome lokale Maxima der Dichte und
Wellenfunktion vor. Entsprechend befinden sich die Ecken der Tetraeder zum Teil auch an
den Positionen der Wasserstoffatome, wie hier im Fall von Methan ohne dynamische Kor-
relation oder Wasser mit dynamischer Korrelation. Es besteht jedoch auch die Möglichkeit,
dass Ecken der Tetraeder entlang der Bindung zu finden sind.
Abbildung 6.27: Globale Maxima der unkorrelierten (links) und korrelierten (rechts) Methan-
Wellenfunktion.
Dabei sind die Positionen in Richtung des stärker elektronegativeren Kerns versetzt. Ver-
gleicht man die Maxima mit und ohne dynamische Korrelation erkennt man, dass sich durch
das Einschalten der dynamischen Korrelation ↵ -Elektronenpaare bilden. Im Fall der Bin-
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dungen liegen diese entlang der Bindung vor. Im Fall von freien Elektronenpaaren ordnet
sich das Elektronenpaar so an, dass die Wechselwirkung untereinander und mit den übrigen
Elektronen minimiert wird.
Bisher wurde nur auf heteropolare Bindungen und ihre Repräsentation durch die Maxi-
ma eingegangen. Im Fall homöopolarer Bindungen liegen einige systematische Eigenheiten
vor (Abbildung 6.28 und 6.29). Entlang einer homöopolaren Einfachbindung befinden sich
immer zwei Positionen, welche in den Maxima besetzt werden können.
Abbildung 6.28: Globale Maxima der unkorrelierten (links) und korrelierten (rechts)
Hydrazin-Wellenfunktion.
Ohne dynamische Korrelation können sich hierbei das ↵- und das  -Elektron zusammen
an derselben Position befinden oder sich auf die beiden Positionen aufteilen. Mit dynami-
scher Korrelation besetzen die beiden Elektronen aufgrund der Wechselwirkung immer beide
Positionen.
Abbildung 6.29: Globale Maxima der unkorrelierten (links) und korrelierten (rechts)
Wasserstoffperoxid-Wellenfunktion.
Im Fall einer Doppelbindung wie beim Ethen liegen vier solche Positionen vor (Abbildung
6.30). Es gibt jeweils zwei Positionen oberhalb und zwei unterhalb der Molekülebene parallel
zur Bindungsachse. Den beiden Positionen oberhalb oder unterhalb der Bindungsachse kön-
nen jeweils zwei Elektronen zugeordnet werden. Im Fall ohne dynamische Korrelation werden
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die beiden Positionen, wie im Fall der Einfachbindung, entweder einzeln oder doppelt be-
setzt. Mit dynamischer Korrelation spalten die vier Elektronen zu zwei ↵ -Elektronenpaaren
auf und alle vier Positionen werden einfach besetzt.
Abbildung 6.30: Globale Maxima der unkorrelierten (links) und korrelierten (rechts) Ethen-
Wellenfunktion.
Aus der komplexen, wenn auch systematischen, Struktur der Maxima ergeben sich einige
grundlegende Probleme für das darauf aufbauende Partitionierungsverfahren. So können
oft verschiedene Maxima mit kaum unterschiedlichen Funktionswerten erhalten werden.
Es stellt sich also die Frage wie empfindlich die SEDs gegenüber der Referenz und damit
wie repräsentativ sie für ein System sind. Ebenso können aber auch Maxima mit gleichem
Funktionswert erhalten werden, welche zudem zu unterschiedlichen SEDs führen. Beide
Fälle sollen an zwei einfachen Beispielen diskutiert werden.
Als Beispiel für den Einfluss der Referenz auf die SEDs soll Wasser dienen. Die globalen
Maxima für die korrelierte und unkorrelierte Wellenfunktion (Abbildung 6.25) wurden bereits
diskutiert. Die mittels des Maximums der korrelierten Wellenfunktion berechneten SEDs
weisen ebenso wie die Referenz Unterschiede zwischen den ↵- und  -SEDs auf (Abbildung
6.31). Die unterschiedliche Ausrichtung der SEDs für die beiden unterschiedlichen Spins
deutet hierbei eine Art Polarisation der Spindichte an, welche natürlich nicht der Fall ist.
Ohne dynamische Korrelation sind die ↵- und  -SEDs identisch (s. Abbildung 6.21).
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Abbildung 6.31: ↵ und   SED’s der korrelierten Wasser-Wellenfunktion erhalten mit dem
besten gefunden Maximum als Referenz.
Wenn die Anzahl von ↵- und  -Elektronen gleich ist, also Ms = 0 gilt, ist es aufgrund der
Ununterscheidbarkeit rein willkürlich Elektronen konkret als ↵- oder  -Elektronen zu klassi-
fizieren. Man könnte ebenso alle ↵- mit allen  -Elektronen vertauschen. Hieraus ergibt sich,
dass auch Unterschiede in der Ausrichtung und Form der SEDs in Abhängigkeit vom Spin
lediglich Artefakte sind (Abbildung 6.31). Durch Addition der ↵- und  -SEDs der beiden
Bindungen und freien Elektronenpaare, erhält man Elektronenpaardichten, in welchen sich
diese Einflüsse kompensieren, wie in Abbildung 6.32 für die in Abbildung 6.31 dargestellten
SEDs geschehen.
Abbildung 6.32: Elektronenpaardichten der korrelierten Wasser Wellenfunktion, welche
durch Addition der ↵ und   SED’s erhalten wurden.
In entsprechender Weise wurden die ↵- und  -SEDs, welche ausgehend von den drei ande-
ren Maxima der korrelierten Wellenfunktion erhalten wurden, aufaddiert (Abbildung 6.33).
Obwohl sich die   ln | (R)|2 Funktionswerte der Maxima vom ersten bis zum vierten mit
-18.48 bis -17.23 teils drastisch unterscheiden und sich die Maxima auch strukturell ändern,
sind die erhaltenen Elektronenpaardichten qualitativ ähnlich. Es fällt auf, dass die Elektro-
nenpaardichten in Hinsicht auf die C2v-Symmetrie des Wassers von dem Maximum mit dem
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niedrigsten Funktionswert (-18.48) zum höchsten (-17.24) unsymmetrischer werden. Für die
Maxima drei und vier ergeben sich die stärksten Abweichungen von der C2v Symmetrie des
Wassers.
Abbildung 6.33: Mittels der Maxima 2 bis 4 erhaltene Elektronenpaardichten der korrelierten
Wasser Wellenfunktion (von oben nach unten). Die Pfeile repräsentieren zusätzlich den
unterschiedlichen Spin.
Im Rahmen der Berechnung der Maxima wird mittels des Metropolis-Algorithmus (Abschnitt
4.4) die Wellenfunktion simuliert und ausgehend davon lokale Optimierungen durchgeführt.
Somit lässt die Häufigkeit, mit der die entsprechenden Maxima gefunden werden, eine Aus-
sage über ihre Bedeutung im Sinne der Beschreibung von | |2 zu. Das am häufigsten gefun-
denen Maximum repräsentiert demnach | |2 am besten. Die übrigen Maxima entsprechen
| |2 entsprechend der abnehmenden Häufigkeiten weniger gut.
In Tabelle 6.2 sind die Funktionswerte und Häufigkeiten eingetragen, mit denen die vier
Maxima gefunden wurden. Am häufigsten wurden die ersten beiden Maxima gefunden,
welche auch die erwartete symmetrische Anordnung der SEDs ergeben. Im Rahmen der
Häufigkeiten sind die Maxima drei und vier, welche SEDs mit geringerer Symmetrie ergeben,
fast zu vernachlässigen. Dies stimmt also damit überein, dass die Häufigkeit, mit der die
Maxima gefunden werden, eine Aussage darüber zulässt wie repräsentativ sie für ein System
sind.
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Max.   ln | (R)|2 Anzahl
1 -18.48343 53671
2 -18.44113 67792
3 -17.70314 18
4 -17.24780 119
Tabelle 6.2: Funktionswerte und Häufigkeiten mit denen die Maxima in der VMC-Lokal-
Rechnung für die korrelierte Wasser Wellenfunktion gefunden wurden.
Ein größeres Problem liegt bei unterschiedlichen Maxima vor, welche denselben Funktions-
wert haben. Das einfachste Beispiel für zwei immer vorhandene Maxima gleichen Wertes
sind die beiden möglichen Maxima, welche man durch Vertauschung aller ↵- mit allen  -
Elektronen im Maximum erhält. Im drastischsten Fall können Maxima mit gleichem Funkti-
onswert zu anderen SEDs führen, wodurch eine Diskussion dieser gemeinhin sinnlos würde.
Dieses Problem und dessen Lösung sollen anhand von Ethen für den Fall ohne dynamische
Korrelation verdeutlicht werden. Wie schon zuvor kurz eingeführt gibt es im Fall von Ethen
ohne dynamische Korrelation vier Punkte im Bereich zwischen den beiden Kohlenstoff-
Atomen, welche durch die vier Elektronen besetzt werden können, ohne dass sich der Funk-
tionswert ändert. Die Positionen sind dabei durch ein einzelnes Elektron oder durch ein
↵ -Elektronenpaar besetzt (Abbildung 6.75). Für jedes dieser Maxima wurden die SEDs
berechnet und sind in Abbildung 6.75 dargestellt. Es ist festzustellen, dass sich die Aus-
dehnung der SEDs entlang der Bindungsachse unterscheidet, wobei sich aus den vier un-
terschiedlichen Maxima nur zwei qualitativ unterschiedliche Sätze von SEDs ergeben. Die
SEDs der Maxima 1 und 2, sowie die Maxima 2 und 4 sind jeweils qualitativ gleich. Dies
ergibt sich aufgrund der Zuordnung dadurch, dass in den Maxima 1 und 2 die beiden ↵-
bzw.  -Referenzpunkte direkt übereinander liegen, in den Maxima 2 und 4 jedoch diagonal
zur Bindungsachse.
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Abbildung 6.34: ↵- und  -Elektronenpositionen und SEDs der Doppelbindung für die vier
Maxima gleichen Funktionswerts
Eine eindeutige qualitative Analyse der Elektronenstruktur ist durch die Diskussion eines
einzelnen Satzes von SEDs also für Ethen nicht möglich. Dieses Problem kann umgangen
werden durch die Aufsummation der vier SEDs der Doppelbindung. In diesem Fall erhällt
man für alle vier Ethen-Maxima diesselbe Elektronendichte für die Doppelbindung (Ab-
bildung 6.35). Sowohl die einzelnen Bindungs-SEDs, als auch die aufsummierten SEDs,
ergeben nicht das übliche Bild einer  -⇡-Bindung sondern eine Bananenbindung für die
Doppelbindung. Dies ist besonders bemerkenswert, da die Wellenfunktion mittels der kano-
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nischen Hartree-Fock-Orbitale konstruiert wurde, welche natürlich die Doppelbindung als
 -⇡-Bindung beschreiben. Hierbei ist es wichtig zu beachten, dass die  - und ⇡-Orbitale
mittels einer unitären Transformation in die entsprechende Bananenbindung und unendlich
viele andere Orbitalpaare überführt werden können[36]. Dabei bleibt die Elektronenvertei-
lung | |2 unverändert. Beide Darstellungen sind also im Rahmen von| |2 vorhanden und
zulässig.
Abbildung 6.35: Durch Addition der vier SEDs der Doppelbindung erhaltene Elektronen-
dichte.
Dies ist im Fall der Ethen-Doppelbindung noch vergleichsweise einfach, da die Anzahl der
Maxima mit gleichem Funktionswert relativ klein ist. Solange also die grundlegende Struktur
und Gründe für die Invarianz des Funktionwertes klar sind und lediglich einzelne Positionen
hierbei involviert sind, ist die Verwendung der Maxima relativ unproblematisch.
Was ist aber, wenn es eine sehr große Anzahl von Maxima mit gleichem oder ähnlichem
Funktionswert gibt. Dieses Problem liegt im Fall von Benzol vor. Durch Überlagerung von 30
Maxima der korrelierten Benzolwellenfunktion des Funktionswertebereichs -87.95 bis -87.57
wurde Abbildung 6.36 erhalten. Der Abstand zwischen den Funktionswerten der meisten
Maxima ist dabei etwa s 0.01. Durch die Überlagerung der Maxima ist eine übergeordnete
Struktur zu erkennen. Markant sind hier die Ellipsen um die Kohlenstoffatome. Die meis-
ten Maxima sind durch Verschiebung von Elektronen entlang dieser Ellipsen ineinander zu
überführen. Die Änderung des Funktionswertes hierbei ist zudem gering.
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Abbildung 6.36: Durch Überlagerung 30 berechneter Maxima der korrelierten Benzol Wel-
lenfunktion erhaltene übgergeordnete Struktur
Die genaue Position einzelner ↵- und  -Elektronen hängt selbstverständich von den übrigen
Elektronen eines Maximums ab. Diese Abhängigkeit zwischen den einzelnen Elektronenpo-
sitionen kann hier natürlich nicht aufgelöst werden, sind jedoch aufgrund des Ausweichver-
haltens der Elektronen leicht zu erklären.
Das globale Maximum ist für die korrelierte Wellenfunktion hoch strukturiert und gibt im
Prinzip die Kekulé-Struktur des Benzols mit drei Einfach- und drei Doppelbindungen wieder
(Abbildung 6.37).
Abbildung 6.37: Globales Maximum für die korrelierte Benzol Wellenfunktion und die da-
zugehörenen SEDs.
Dennoch ergibt sich aufgrund der großen Zahl von Maxima mit gleichem oder ähnlichem
Funktionswert die Frage, welches dieser Maxima noch repräsentativ ist. Zusätzlich werden
die Maxima für Benzol in der Regel nur einmal gefunden, wodurch Aussagen aufgrund der
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Häufigkeit mit der die Maxima gefunden werden unmöglich sind. Für Benzol ist das globale
Optimierungsproblem zudem schon 126dimensional und es ist notwendig die Konvergenz
für jedes Maximum sicherzustellen. Damit stößt das verwendete Optimierungsverfahren hier
an seine Grenzen.
6.5.4 Selbstkonsistente Ladungsschwerpunkte als Referenz
Basierend auf der vorangegangenen Diskussion der Maxima sollen die selbstkonsistenten
Ladungsschwerpunkte (COC) (Abschnitt 6.3) der SEDs als Referenz für die Berechnung
der SEDs diskutiert werden. Die Idee hinter diesem Ansatz ist, eine Referenz zu erzeugen,
welche unabhänig vom Startpunkt ist. Trifft die Unabhänigkeit vom Startpunkt zu, würde
man ausgehend von verschiedenen Maxima dieselben COCs erhalten. Gibt es tatsächlich nur
einen Satz COCs für ein System wären die SEDs entsprechend eindeutig. Können mehrere
Sätze selbstkonsistenter Ladungsschwerpunkte für ein Systeme gefunden werden, liegt die
Vermutung nahe, dass sie Eigenschaften des Systems wiederspiegeln.
Als erstes Beispiel für die Vorteile der COCs gegenüber den Maxima soll Wasser diskutiert
werden. Hierzu wurden ausgehend von den für die korrelierte Wasserwellenfunktion gefunde-
nen vier Maxima (Abbildung 6.33) die COCs berechnet. Unabhängig von dem verwendeten
Maximum der korrelierten Wasser Wellenfunktion wurden dieselben COCs erhalten (Abbil-
dung 6.38). Interessant ist hierbei, dass anders als für die Maxima im Fall der korrelierten
Wellenfunktion die Ladungsschwerpunkte der ↵- und  -SEDs identisch sind. Dies ist auf-
grund der Ununterscheidbarkeit der Elektronen in einem System mit Ms = 0 natürlich
korrekt (vgl. Abschnitt 6.5.3). Die COCs bilden einen Tetraeder, wobei zwei Positionen
entlang der OH-Bindungen zufinden sind und zwei an den Positionen der freien Elektronen-
paare.
Abbildung 6.38: Selbstkonsistente Ladungsschwerpunkte von Wasser (links) und der durch
diese geformte Tetraeder (rechts).
Abbildung 6.39 zeigt die mittels der selbstkonsistenten Ladungsschwerpunkte berechneten
SEDs. Analog zu den mittels der Maxima als Referenz berechneten SEDs erkennt man
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Bindungs-SEDs, sowie die SEDs der freien Elektronenpaare. Die SEDs sind in Form und
Anordnung sehr symmetrisch, und zudem erübrigt sich so auch die Berechnung der Elek-
tronenpaardichten, da die ↵- und  -SEDs indentisch sind.
Abbildung 6.39: Mittels der COCs für die korrelierte Wasserwellenfunktion berechnete ↵-
(links) und  -SEDs (rechts) (60%).
Im Fall von Ethen erhält man ausgehend von den vier zuvor gezeigten Maxima ebenfalls
nur einen Satz von selbstkonsistenten Ladungsschwerpunkten (Abbildung 6.40). Man findet
Referenzpunkte entlang der CH-Bindungen. Der wesentliche Unterschied zu den Maxima
besteht darin, dass die ↵- und  -Referenzpunkte entlang der C-C Bindung sich senkrecht
zum Bindungsmittelpunkt befinden.
Abbildung 6.40: Für Ethen berechnete selbsonsistente Ladungschwerpunkte (links) und die
durch sie geformten, über eine Kante verknüpften, Tetraeder (rechts).
Es gibt jeweils einen Referenzpunkt ober- und unterhalb der Bindungsachse, an welchem
sich jeweils ein ↵- und ein  -COC befindet. Die erhaltenen SEDs der Doppelbindung bil-
den wiederum eine Bananen-Bindung (Abbildung 6.41, vgl. Abschnitt 6.5.3). Eine Paarung
der ↵- und  -Elektronen oberhalb bzw. unterhalb der C-C-Bindungsachse ist auch in die-
sem Fall rein willkürlich. Eindeutiger wäre auch hier eine Aufsummation der vier SEDs der
Doppelbindung.
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Abbildung 6.41: Mittels der selbstkonsistenten Ladungsschwerpunkte berechnete ↵ (links)
und   (rechts) SED’s (60%) der Ethen Doppelbindung
Bei den beiden zuvor gezeigten Beispielen handelt es sich um vergleichsweise kleine Sys-
teme. Aus diesem Grund wurden die selbstkonsistenten Ladungsschwerpunkte ausgehend
von den ersten zehn Maxima der korrelierten Benzol Wellenfunktion berechnet, welche in
Abbildung 6.36 überlagert wurden. Ausgehend von den zehn Maxima wurden lediglich zwei
unterschiedliche Sätze COCs erhalten.
Der erste Satz von Ladungsschwerpunkten repräsentiert dabei im Prinzip die Kekulé-Struktur
des Benzol mit drei Einfach und drei Doppelbindungen (Abbildung 6.42 links). Dies ent-
spricht der qualitativen elektronischen Struktur, welche auch durch das globale Maximum
der korrelierten Benzol-Wellenfunktion wiedergegeben wird (Abbildung 6.37). Der zweite er-
haltene Satz von Ladungsschwerpunkten spiegelt dabei die delokalisierte Bindungsstruktur
von Benzol wieder mit sechs 1.5fach Bindungen (Abbildung 6.42 rechts).
Abbildung 6.42: Beide für die korrelierte Benzol-Wellenfunktion erhaltenen Sätze von selbst-
konsistenten Ladungsschwerpunkten. Der linke Satz mit der Kekulé-Struktur und der rechte
mit sechs eineinhalbfach Bindungen.
Entsprechende Probleme wie beim Benzol in Hinsicht auf die große Anzahl kaum unter-
schiedlicher Maxima treten auch beim Cyclopropenyl-Kation auf. Für dieses wurden eben-
fall die selbstkonsistenten Ladungsschwerpunkte ausgehend von den ersten zehn Maxima
berechnet. Es wurde jeweils derselbe Satz von Ladungsschwerpunkten erhalten, welcher
die delokalisierte Doppelbindung wiederspiegelt (Abbildung 6.43). Die für Benzol und das
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Cyclopropenyl-Kation erhaltenen SEDs sowie die Struktur der Ladungsschwerpunkte werden
im Rahmen des Anwendungsteiles genauer diskutiert werden (Abschnitt 6.6.3).
Abbildung 6.43: Selbstkonsistente Ladungschwerpunkte der korrelierten C3H
+
3 -
Wellenfunktion
Zusammenfassend kann man an dieser Stelle sagen, dass die selbstkonsistenten Ladungs-
schwerpunkte in Hinsicht auf eine standardmäßige Verwendung des Verfahren sehr viel-
versprechend sind. Sie scheinen tatsächlich weitestgehend unabhängig von Startpunkten
zu sein. Dabei kodieren sie ebenso wie die Maxima die Vielteilchenwechselwirkungen zwi-
schen den Elektronen. Für geschlossenschalige Systeme fallen in der Regel ↵- und  -
Referenzpunkte auch bei dynamischer Korrelation zusammen, wodurch eine artifizielle Spin-
polaristion nicht auftritt. Es gibt jedoch auch Ausnahmen wie im Fall von Benzol bei denen
↵- und  -Referenzpunkte getrennt vorliegen. Die Behandlung von offenschaligen Systeme
wird im Rahmen des Anwendungsteils vorgestellt.
Aufgrund der vielen Vorteile der selbstkonsistenten Ladungsschwerpunkte werden diese,
sofern nicht anders erwähnt, zusammen mit der CMA-Variante der Zuordnung für die in
den folgenden Abschnitten vorgestellten Ergebnisse verwendet werden.
6.5.5 Übertragbarkeit und Systematik der SEDs
Übertragbarkeit bedeutet hier, dass nach der chemischen Erfahrung äquivalente Einheiten
auch in unterschiedlichen Molekülen ähnlichen Eigenschaften aufweisen. Damit ist die Über-
tragbarkeit ein wesentlicher Bestandteil der chemischen Vorstellung von Molekülen. Dies ist
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von höchster Bedeutung für die chemische Modellbindung, da Interpretationen oder Vor-
hersagen von Reaktivität bzw. chemischen Verfahren ansonsten nicht übertragbar wären.
An dieser Stelle soll die Übertragbarkeit der SEDs zwischen unterschiedlichen Molekülen an
einigen Systemen beispielhaft verdeutlicht werden. Hierzu soll die homologe Reihe C2H6,
N2H4, H2O2 und F2 dienen. Sofern sich die ↵- und  -SEDs nicht unterscheiden werden
nur die ersteren abgebildet. Für die Berechnungen wurden korrelierte Wellenfunktionen
verwendet. Die Orbitale hierfür wurden mittels einer HF/cc-pVTZ-f Rechnung bestimmt.
Abbildung 6.44: Ladungsschwerpunkte der korrelierten C2H6-Wellenfunktion (links). Aus-
gewählte SEDs (60%) zusammen mit den Referenzpunkten (rechts).
Betrachtet man die Abbildungen 6.44 bis 6.51 erkennt man sofort die erwarteten unter-
schiedlichen Dichten für homopolare, sowie heteropolare Einfachbindungen und freie Elek-
tronenpaare. Die CH-, NH- und OH-Bindungen sind jeweils heteropolar. Die dargestellten
SEDs weisen eine Polarisierung hin zum elektronegativeren Atom auf. Entsprechend zeigen
alle SEDs der polarisierten Einfachbindungen eine konische Form. Vergleicht man die ent-
sprechenden SEDs der CH- und OH-Bindung, sieht man, dass bei gleichem Isoverhältnis von
60% die Polarisierung der OH-Bindung stärker ist. Die Dichten sind in diesem Fall stärker in
Richtung Sauerstoff polarisiert. Damit sind die SEDs für die heteropolaren Einfachbindun-
gen zwischen den Systemen übertragbar, weisen aber dennoch systematische Unterschiede
z.B. aufgrund der steigenden Elektronegativität auf.
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Abbildung 6.45: Alle für C2H6 erhaltenen ↵-SEDs (60%)
Entsprechend sind die freien Elektronenpaare im Ethan, Hydrazin und Fluor gut zu erken-
nen. Die entsprechenden SEDs befinden sich im Vergleich zu den SEDs der Bindungen
relativ dicht an dem entsprechenden Atom und sind etwas diffuser. Ihre Form ist eher oval,
da im Vergleich zu den heteropolaren Bindungen ein zweiter Kern fehlt, welcher die Elek-
tronendichte anzieht.
Abbildung 6.46: Ladungsschwerpunkte der korrelierten N2H4-Wellenfunktion (links). Aus-
gewählte SEDs zusammen mit den Referenzpunkten (rechts).
Für Hydrazin und Wasserstoffperoxid fallen die zu den freien Elektronenpaaren gehörenden
↵- und  -Referenzpunkte zusammen, für Fluor ist dies jedoch nicht der Fall. Hier ordnen
sich die ↵- und  -Referenzpunkte der freien Elektronenpaare alternierend an und befinden
sich in einer Ebene hinter dem jeweiligen Fluor-Atom (Abbildung 6.50). Der Grund hierfür
ist die Coulomb-Wechselwirkung zwischen den Elektronen (Abbildung 6.51).
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Abbildung 6.47: Alle für N2H4 erhaltenen ↵-SEDs
In entsprechender Weise ist sind auch die SEDs der homöopolaren Bindungen übertragbar,
weisen also für alle Systeme eine qualitativ gleiche Strukturen auf. Im wesentlichen sind
die SEDs der homöopolaren Bindung rotationssymmetrisch bezüglich der Bindungsachse,
sowie inversionsymmetrisch bezüglich des Bindungmittelpunktes. Neben den Gemeinsamkei-
ten, welche alle vier homöopolaren Bindungs-SEDs klar als solche indentifizieren, erkennt
man jedoch auch hier einen systematischen Trend. So nimmt die Dichte im Bereich des
Bindungmittelpunktes von C-C nach F-F hin ab. Dies entspricht einer stärker werdenden
Polarisierung der Bindungsdichte hin zu den beiden beteiligten Atomen. Ein solches Ver-
halten im Bereich der Bindung würde man intuitiv mit einem Abfall der Bindungsenergie
korrelieren, was hier natürlich auch der Fall ist.
Abbildung 6.48: Ladungsschwerpunkte der korrelierten H2O2-Wellenfunktion (links). Aus-
gewählte SEDs zusammen mit den Referenzpunkten (rechts).
Diese Paarung von Übertragbarkeit und gleichzeitiger Repräsentation eines systemspezifi-
schen Verhaltens ist genau das was eine Interpretation der SEDs im Sinne der einfachen
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chemischen Vorstellung ermöglicht. Die systemspezifischen Einflüsse manisfestieren sich
direkt in den SEDs.
Abbildung 6.49: Alle für H2O2 erhaltenen ↵-SEDs
Abbildung 6.50: Ladungsschwerpunkte der korrelierten F2-Wellenfunktion Sicht auf die Seite
(links). Blick auf die Bindungachse (rechts).
Abbildung 6.51: Alle ↵- und  -SEDs für die korrelierte F2-Wellenfunktion.
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6.6 Beispielanwendungen
6.6.1 Analyse der Bindungsordnung von Stickstoffmonoxid
Stickstoffmonoxid ist seit langer Zeit von theoretischem Interesse, da es obwohl es sich
um ein Radikal handelt sehr stabil ist. Nach der qualitativen MO-Theorie liegt eine MO-
Bindungsordnung von 2.5 vor (Abbildung 6.52). Das ungepaarte Elektron besetzt dabei das
antibindende ⇡⇤-Orbital. Da dieses Orbital energetisch etwas näher an den Atomorbitalen
des Stickstoffatoms liegt, ist auch das ungepaarte Elektron etwas stärker am Stickstoff
lokalisiert und damit nur teilweise delokalisiert. Ein Indiz für die zumindest teilweise Delo-
kalisierung des Elektrons ist die geringe Tendenz von NO zu dimerisieren.
Abbildung 6.52: Qualitatives MO-Diagramm für Stickstoffmonoxid
Es besteht weiterhin die Möglichkeit die experimentelle Bindungslänge von Stickstoffmon-
oxid mit den Bindungslängen von anderen von NO abgeleiteten Verbindungen zu vergleichen
für welche die Bindungsordnungen bekannt sind (Tabelle 6.3). Auf diese Weise lässt sich
eine Bindungsordnung für Stickstoffmonoxid interpolieren. Als eines von zwei Vergleichs-
systemen soll hier das Stickstoffmonoxid-Kation dienen, welches isoelektronisch zu N2 ist
und somit eine Bindungsordnung von drei aufweist. Als zweite Referenz soll HNO, das Mo-
nomer der Hyposalpetrigen Säure H2N2O2, dienen, welches eine Bindungsordnung von zwei
aufweist. Man erhält auf diesem Wege eine interpolierte Bindungsordnung von etwa 2.3 für
Stickstoffmonoxid, welche qualitativ mit der MO-Bindungsordnung übereinstimmt.
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R BO
HNO 1.2090 2
NO 1.1508 ⇠2.3
NO+ 1.0657 3
Tabelle 6.3: Bindungslängen in Åund Bindungsordnungen für Stickstoffmonoxid und die
Vergleichssysteme.
Die Bindung im Stickstoffmonoxid wurde ebenfalls von Pauling in seiner Abhandlung zur
chemischen Bindung diskutiert[127]. Pauling interpolierte ausgehend von den experimen-
tellen Bindungslängen eine Bindungsordnung von etwa 2.3 für Stickstoffmonoxid. Zur qua-
litativen Analyse der Bindungsverhältnisse schlug Pauling zwei mesomere Grenzstrukturen
für Stickstoffmonoxid vor (Abbildung 6.53). Die prozentualen Anteile der entsprechenden
mesomeren Grenzstrukturen wurden nicht theoretisch sondern auf der Grundlage von Elek-
tronenspinresonanz (ESR) Messungen ermittelt. Hierzu wurden die über ESR zugänglichen
prozentualen Anteile verwendet mit denen das freie Elektron am Stickstoff- bzw. Sauerstof-
fatom lokalisiert ist.
Auch in Übereinstimmung mit der MO-Theorie hat das Mesomer den größeren Anteil, bei
welchem das ungepaarte Elektron am Stickstoffatom lokalisiert ist. Auf den ersten Blick
zeigen die mesomeren Grenzstrukturen eine Bindungsordnung von zwei und damit eine
Doppelbindung. Pauling erklärte jedoch, dass die Resonanz zwischen den beiden mesome-
ren Grenzstrukturen zu einer zwei-Zentren-drei-Elektronen-Bindung (2c3e) führt. Vergleicht
man die beiden Grenzstrukturen wechseln im Fall der Resonanz ein freies Elektronenpaar
und das ungepaarte Elektron die Plätze, wodurch die 2c3e-Bindung angedeutet wird. Diese
Bindung ist dabei für Erhöhung der Bindungsordnung auf 2.3 verantwortlich.
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Abbildung 6.53: Mesomere Grenzstrukturen und ihrer Anteile nach Pauling
Fourré und Silvi[2] führten eine ELF Untersuchung zur Bestimmung der Bindungsverhält-
nisse im Stickstoffmonoxid durch. Überraschenderweise zeigte sich, dass im Bereich der
NO-Bindung lediglich zwei Elektronen lokalisiert sind. Damit liegt zumindest ein wesentli-
cher Einfachbindungscharakter vor. Sie schlugen zudem vier mesomere Grenzstrukturen vor
deren prozentualen Anteile durch Fit an die ELF-Daten erhalten wurden (Abbildung 6.54).
Das Hauptmesomer nach Pauling, welches als einziges eine Doppelbindung aufweist, hat
dabei lediglich einen Anteil von 24% (III) an der effektiven elektronischen Struktur von
NO. Die übrigen drei Grenzstrukturen weisen eine Einfachbindung auf. Dabei liegt nach
Fourré und Silvi per Resonanz zwischen den Mesomeren I und II auch eine 2c3e-Bindung
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vor.
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Abbildung 6.54: Mesomere Grenzstrukturen und ihre Anteile aufgrund der ELF Ergebnisse
von Silvi und Fourré[2]
Als ein erstes Anwendungbeispiel und auf dem Hintergrund der zuvor beschriebenen Ergeb-
nisse wurde NO und insbesondere seine Bindung mittels der SED-Partitionierung untersucht.
Verwendet wurde die experimentelle Bindungslänge von NO aus der NIST-Datenbank[123].
Zur Konstruktion der Wellenfunktion wurden die Kohn-Sham-Orbitale aus einer B3LYP/cc-
pVTZ-f Rechnung verwendet. Weiterhin wurden die COCs ausgehend von dem globalen Ma-
ximum der korrelierten NO-Wellenfunktion berechnet (Abbildung 6.55 und 6.56). Analoge
Untersuchungen wurden mittels Molekülorbitalen aus ROHF- sowie B3LYP-Rechnungen
und verschiedenen Basissätzen (cc-pVTZ, cc-pVTZ-f, aug-cc-pVTZ) durchgeführt[128]. In
allen Fällen waren die Ergebnisse für die NO-Bindung konsistent zu den hier vorgestellten.
Die für die korrelierte Stickstoffmonoxid-Wellenfunktion berechneten COCs sind in Abbil-
dung 6.55 dargestellt. Da es sich bei Stickstoffmonoxid um ein Radikal handelt ist die
Anzahl der ↵-Elektronen um eins höher als die der  -Elektronen, wodurch es zwischen ↵-
und  -Referenzpositionen zu entsprechenden Unterschieden kommt. Die ↵-COCs sind sehr
symmetrisch angeordnet, wobei zwei kantenverknüpfte verzerrte Tetraeder vorliegen. Die
Tetraeder sind jeweils um das Stickstoffatom (links) und das Sauerstoffatom (rechts) po-
sitioniert. Da ein  -Elektron weniger vorhanden ist, kann sich im Fall der  -COCs nur ein
Tetraeder bilden, hier um das Sauerstoffatom. Dieser Tetraeder ist kantenverknüpft zu ei-
nem Dreieck, dessen Spitze durch ein COC gebildet wird, welches hinter dem Stickstoffatom
lokalisiert ist.
Abbildung 6.55: ↵- (links) und  -COCs (rechts) der korrelierten NO-Wellenfunktion.
Paart man die am dichtesten zusammenliegenden ↵- und  -COCs im Sinne von Lewis-
Elektronenpaaren, kodieren die dargestellten COCs das Hauptmesomer nach Pauling. Es
6.6. BEISPIELANWENDUNGEN 139
liegt eine Doppelbindung vor (vgl. Abbildung für 6.40 Ethen). Zudem erkennt man die
Referenzpositionen für zwei freie Elektronenpaare am Sauerstoffatom (vgl. Abbildung 6.38).
Im Fall des Stickstoffatoms ist der Fall etwas schwieriger. Es sind zwei ↵- und ein  -
COC vorhanden, woraus sich formal ein freies Elektronenpaar und ein ungepaartes Elektron
formen lassen. Alle drei Positionen ordnen sich aufgrund der Wechselwirkungen jedoch
symmetrisch an, so dass das freie Elektronenpaar und das ungepaarte Elektron nicht klar zu
unterscheiden sind. Insgesamt liegt nach der Anordnung der COCs also eine Doppelbindung
vor, und das ungepaarte Elektron ist vollständig am Stickstoffatom lokalisiert.
Diese Darstellung wäre im Widerspruch zu der geringen Tendenz von NO zu dimerisieren und
zudem zu den zuvor vorgestellten Analysen. Eine vollständige Lokalisierung des ungepaarten
Elektrons am Stickstoffatom ist hier allerdings auch nicht der Fall, sie dominiert lediglich das
hier gezeichnete Bild von den Bindungsverhältnissen im Stickstoffmonoxid. Betrachtet man
die Differenzdichte der ↵- und  -SEDs erkennt man, dass das ungepaarte Elektron zwar
etwas stärker am Stickstoffatom lokalisiert aber dennoch über beide Atome delokalisiert
vorliegt (Abbildung 6.56). Die verwendete Wellenfunktion beschreibt diese Eigenschaft des
Systems also korrekt. Die Frage ist, wie sich dieses Verhalten in den COCs äußert.
Dazu wurden in Abbildung 6.56 die ↵- und  -COCs zusammen abgebildet. Vergleicht man
erneut mit den COCs der Doppelbindung im Ethen (Abbildung 6.40) fällt auf, dass die
↵-COCs der Doppelbindung hin zum Sauerstoffatom verschoben sind. Diese Verschiebung
erklärt sich in dem vorliegenden Fall durch die Delokalisierung des ungepaarten Elektrons
und den der SED-Partitionierung zugrundeliegenden Zuordnungsalgorithmus. Aufgrund der
Delokalisation besteht eine erhöhte Wahrscheinlichkeit drei Valenzelektronen im Bereich
des Sauerstoffatoms vorzufinden, die beiden Elektronen der freien Elektronenpaare und das
ungepaarte Elektron. Im Rahmen der Zuordnung muss jedes dieser Elektronen genau einem
Referenzpunkt zugeordnet werden. Da jedoch nur die beiden Referenzpunkte der freien Elek-
tronenpaare direkt am Sauertstoffatom vorhanden sind muss ein Elektron der Doppelbin-
dung zugeordnet werden. Die Folge hieraus ist das Elektronendichte des Sauertstoffatoms
der Doppelbindung zugeordnet. Entsprechend verschieben sich die Ladungsschwerpunkte
der Doppelbindungs-SEDs in Richtung Sauerstoff. Delokalisation äußert sich im Fall der
COCs und damit auch der SEDs in Form von Verschiebung der SED-Elektronendichte. Al-
leine basierend auf den COCs liegt also eine Doppelbindung und ein ungepaartes, teilweise
delokalisiertes Elektron vor.
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Abbildung 6.56: ↵ -Differenzelektronendichte (links) und ↵ -COCs der korrelierten
Stickstoffmonoxid-Wellenfunktion.
Betrachtet man die ausgehend von den diskutierten COCs berechneten SEDs bestätigt sich
dieses Bild (Abbildung 6.57 und 6.58). Die beiden ↵-SEDs und das einzelne  -SED am
Stickstoffatom, sind im Vergleich zum zu den entsprechenden SEDs am Sauerstoffatom
diffuser. Zudem weisen alle drei die für freie Elektronenpaare ovale Form auf und sind dicht
am Stickstoffatom positioniert. Auch die SEDs lassen hier keine Unterscheidung zwischen
freiem Elektronenpaar und ungepaartem Elektron zu. Die beiden freien Elektronenpaare am
Sauerstoffatom sind weniger diffus und weisen ebenfalls die typische Form auf.
Abbildung 6.57: Die ↵-SEDs der korrelierten NO-Wellenfunktion, von oben (links) und von
der Seite (rechts).
Weiterhin ist die Doppelbindung zu erkennen, welche sich hier wiederum als Bananenbin-
dung darstellt. Anders als im Ethen sind die SEDs in Richtung des elektronegativeren Sau-
erstoffatoms polarisiert. Die SEDs entsprechen hier also im wesentlichen dem Bild, welches
schon durch die COCs vorgezeichnet wurde.
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Abbildung 6.58: Die  -SEDs der korrelierten NO-Wellenfunktion, von oben (links) und von
der Seite (rechts).
Wie im Fall der COCs lässt sich der Einfluss der Delokalisation des ungepaarten Elektrons
auf die Elektronendichte durch die Abbildung der ↵- zusammen mit den  -SEDs darstellen
(Abbildung 6.59). Man erkennt, dass die ↵-SEDs der Doppelbindung hin zum Sauerstoffa-
tom verschoben sind. Eine entsprechende Verschiebung der Dichte ist auch für die freien
Elektronenpaare zu erkennen. Die Delokalisation äußert sich also, wie schon zuvor disku-
tiert, in Form einer Verschiebung der Elektronendichte, welche aus dem zugrundeliegenden
Zuordnungsalgorithmus resultiert.
Abbildung 6.59: Die ↵- und -SEDs der korrelierten NO-Wellenfunktion zusammen in einem
Bild, von oben (links) und von der Seite (rechts).
Wie verhalten sich diese Ergebnisse nun im Verhältnis zu den früheren Diskussion der Bin-
dung von NO. Die SED-Partitionierung liefert hier eine eindeutige Doppelbindung, die MO-
Theorie hingegen eine Bindungsordnung von 2.5. Dies stellt jedoch keinen Widerspruch dar,
da die SED- und MO-Bindungsordnungen nicht direkt miteinander zu vergleichen sind. Die
MO-Bindungsordnung ergibt sich aus der Besetzung der bindenden- und antibindenden-
Orbitale. Hingegen basiert die SED-Bindungsordnung auf der Anzahl von Referenzpunkten
im Bindungsbereich. Eine MO-Bindungsordnung von 2.5 kann bedeuten, dass sich fünf
Elektronen im Bindungsbereich aufhalten, dies muss aber nicht der Fall sein. Ob es der Fall
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ist hängt von der Form der beteiligten Orbitale ab und äußert sich entsprechend auch in
der Elektronendichte. So zeigt die Differenzdichte im NO, dass das ungepaarte Elektron im
wesentlichen an den Atomen lokalisiert ist und nicht im Bindungsbereich (Abbildung 6.56).
Eine Interpolation der NO-Bindungsordnung basierend auf den SEDs und den experimen-
tellen Bindungslängen würde jedoch wenig Sinn machen, da sowohl für NO als auch HNO
eine Doppelbindung vorliegt. Die Beteiligung des ungepaarten Elektrons an der Bindung
wird durch die SEDs nicht direkt erfasst und spiegelt sich entsprechend auch nicht in der
Bindungsordnung wieder.
Im Vergleich zu der Interpretation von Pauling liegt in Form des Hauptmesomers eine guter
Übereinstimmung vor (Abbildung 6.53). Im Fall der SEDs dominiert das Hauptmesomer
jedoch vollständig und eine mögliche 2c3e-Bindung ist im Fall der SEDs nicht festzustellen.
Ein wirklicher Widerspruch ist somit nur im Vergleich zur ELF-Analyse zu erkennen. Aus-
gehend von den COCs findet sich keinerlei Anhaltspunkt für einen wesentlichen Einfach-
bindungscharakter der NO-Bindung. Eine mögliche Erklärung für die ELF-Ergebnisse ergibt
sich jedoch aus der Betrachtung des globalen Maximums der korrelierten NO-Wellenfunktion
(Abbildung 6.60). Zur Diskussion des Maximums wird dieses, wie zuvor die COCs, im Sinne
des Lewis-Paar-Modells interpretiert.
Abbildung 6.60: Die ↵- (links) und  -Referenzpositionen (rechts) des globalen Maximums
der korrelierten NO-Wellenfunktion zusammen in einem Bild.
Im völligen Gegensatz zu den COCs weist das Maximum lediglich zwei Elektronen im direk-
ten Bindungsbereich auf, womit es sich um eine Einfachbindung handelt. Das Sauerstoff-
atom zeigt drei freie Elektronenpaare und hätte dementsprechend eine negative Partialla-
dung. Die Referenzpositionen der freien Elektronenpaare am Sauerstoff bilden zusammen
mit den Referenzpositionen der Bindung einen ↵- und einen  -Tetraeder, welche gegenein-
ander verdreht sind. Bemerkenswert ist, dass der ↵-Tetraeder leicht gekippt ist und somit
eine Ecke direkt unter dem Sauerstoffstom liegt. Am Stickstoffatom liegen, genauso wie im
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Fall der COCs, ein freies Elektronenpaar und das ungepaarte Elektron vor. Entsprechend
hat das Stickstoffatom in diesem Fall eine positive Partialladung. Diese Interpretation der
NO-Bindung lehnt sich durchaus nah an die ELF-Analyse an und erklärt die dort gefundene
Einfachbindung.
Das Maximum zeichnet in diesem besonderen Fall jedoch eine überspitztes, wenn nicht
sogar falsches Bild der NO-Bindung. Betrachtet man die basierend auf dem Maximum be-
rechneten SEDs entsprechen die meisten den Erwartungen, welche sich aus der Diskussion
des Maximums ergeben (Abbildung 6.61). Eine überraschende Abweichung tritt jedoch für
die SEDs auf, welche man basierend auf dem Maximum als freie Elektronenpaare des Sau-
erstoffatoms interpretiert hätte. Man erkennt klar, dass sich ein ↵-SED vom Sauerstoffatom
aus unterhalb des Bindungs-SEDs sehr weit in den Bindungsbereich hinein erstreckt. Wei-
terhein ist dies, wenn auch nicht ganz so stark, der Fall für die  -SEDs am Sauerstoffatom.
Besonders deutlich wird dies durch den Vergleich mit den entsprechenden SEDs der freien
Elektronenpaare am Sauerstoffatom, welche ausgehend von den COCs berechnet wurden
(Abbildungen 6.57 bis 6.59). Insgesamt muss die Bindungsordnung also höher als eins sein.
Das Maximum gibt hier die Eigenschaften der Bindung nicht direkt wieder. Durch die Be-
rechnung der COCs wird der Widerspruch zwischen den Maxima als Referenz und der durch
die SEDs abgebildete Bindungsstruktur aufgelöst. Im Fall der COCs liefern Referenz und
SEDs diesselbe Interpretation.
Abbildung 6.61: Ausgehend vom globalen Maximum berechnete ↵- (links) und -SEDs
(rechts) der korrelierten NO-Wellenfunktion.
Ausgehend von diesen Ergebnissen liegt die Vermutung nahe, dass eine enge Beziehung zwi-
schen den globalen Maxima und der ELF-Methode besteht. Dies würde erklären weswegen
ELF in diesem Fall eine Einfachbindung liefert.
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6.6.2 Induktiver Effekt
Der induktive Effekt dient zur Erklärung chemischer Reaktivitäten. Die Erklärung des in-
duktiven Effektes beruht hierbei weniger auf der theoretischen Untersuchungen sondern
der Empirie. Es werden in der Regel zwei Arten des induktiven Effektes unterschieden,
der +I- und der -I-Effekt. Der +I-Effekt wird durch „elektronenschiebende” Substituenten
hervorgerufen. Ein -I-Effekt wird durch „elektronenziehende” Substituenten hervorgerufen.
Tatsächlich ist der eigentliche Charakter des induktiven Effektes nicht so eindeutig wie man
es aufgrund der vorangegangenen Definitionen vermuten könnte. Zum Beispiel liegt entge-
gen der allgemeinen Annahme, dass Methyl-Gruppen einen +I-Effekt bewirken, nach der
obigen Definition eigentlich ein -I-Effekt vor. Dies haben Dean und Richards am Beispiel
substituierter Ammonium-Ion durch Berechnung der Ladung am Stickstoffatom gezeigt und
durch empirische Daten untermauert[129]. Die Klassifizierung von Substituenten in solche,
welche einen +I- oder -I-Effekt bewirken, kann also zur Bewertung oder Voraussage von
Reaktivitäten dienen, die Gründe für ihren Einfluss auf die Reaktivität hängen jedoch vom
jeweiligen Substituenten ab.
Anhand der beiden Systeme Buta-1,3-dien und (E )-1-Fluorobuta-1,3-dien soll die Auswir-
kung des induktiven Effektes durch das Fluoratom auf das System gezeigt werden (Abbil-
dung 6.62).
Abbildung 6.62: Strukturformeln von Buta-1,3-dien (a) und (E )-1-Fluorobuta-1,3-dien (b).
Hierzu wurden zuerst die COCs der nicht korrelierten Buta-1,3-dien und (E )-1-Fluorobuta-
1,3-dien Wellenfunktionen berechnet. Wie man an Abbildung 6.63 und 6.64 sehen kann,
ist kein besonderer Einfluss des Fluoratoms auf die Ladungsschwerpunkte der C-C- oder
C-H-Bindungen zu erkennen.
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Abbildung 6.63: Ladungsschwerpunkte für Buta-1,3-dien (links) und (E)-1-Fluorobuta-1,3-
dien (rechts) von oben.
Im Fall der C-C-Bindungen liegen die Ladungsschwerpunkte in beiden Fällen in der Bin-
dungsmitte, wobei hingegen im Fall der heteropolaren C-H-Bindungen eine Verschiebung in
Richtung des H-Atoms zu erkennen ist. Im Rahmen des Konvergenztoleranz der COCs ist
hier somit kein Einfluss des Fluoratoms auf die Ladungsschwerpunkte zu erkennen. Demnach
ist der Einfluss des Fluor-Atoms auf die Bindungsdichten qualitativ gesehen eher gering. Un-
abhängig davon kann der Einfluss des Fluoratoms auf die Reaktivität dennoch signifikant
sein.
Abbildung 6.64: Ladungsschwerpunkte für Buta-1,3-dien (links) und (E )-1-Fluorobuta-1,3-
dien (rechts).
Auf den ersten Blick erkennt man einen wesentlichen Einfluss des Fluoratoms nur, wenn man
die Bindungs-SEDs der C-H- und C-F-Bindungen miteinander vergleicht (Abbildung 6.65).
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Im Fall der C-F-Bindung ist das entsprechende Bindungs-SED, wie zu erwarten, stärker in
Richtung des Fluoratoms polarisiert.
Abbildung 6.65: ↵-SEDs (60%) einer C-H- bzw. C-F-Bindung sowie der C-C Doppel- und
Einfachbindungen des Butadiens (links) und Fluorbutadiens (rechts).
Vergleicht man die SEDs einer Doppelbindung im Buta-1,3-dien mit der dem Fluoratom
am nächsten gelegenen Doppelbindung im (E )-1-Fluorobuta-1,3-dien, erkennt man eine
sehr schwache Polarisierung des SEDs in Richtung des Fluoratoms (Abbildung 6.65). Die-
ser Effekt wird bei der Betrachtung nur einer Isofläche der betroffenen SEDs jedoch kaum
aufgelöst. Um einen genaueren Einblick zu erhalten, wurde ein SED der dem Fluoratom
am nächsten gelegenen Doppelbindung bei verschiedenen Isoverhältnissen mit gOpenMol
visualisiert. Entsprechend wurde für ein Doppelbindungs-SED im Butadien verfahren (Abbil-
dungen 6.66 und 6.67). Der Schnitt durch die verschiedenen Isoflächen entlang der Bindung
zeigt deutlich für den Bereich mit hoher Dichte (rot), dass es zu einer Verschiebung von
Elektronendichte in Richtung des Fluoratoms kommt. Im Fall von Butadien erstreckt sich
dieser Bereich gleichmäßig entlang der C-C-Bindung.
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Abbildung 6.66: Schnitt durch verschiedene Isoflächen eines ↵-SEDs einer Doppelbindung
des Butadiens.
Es ist also offensichtlich möglich den induktiven Effekt auf eine benachbarte Bindung mittels
der SED-Partitionierung qualitativ abzubilden. Scheinbar handelt es sich hierbei tatsächlich
um eine Art -I-Effekt, da Elektronendichte in Richtung Fluoratom verschoben wird. Damit
besteht die Möglichkeit in zukünftigen Untersuchungen den Einfluss verschiedener Substi-
tuenten systematisch zu untersuchen, um so einen tieferen Einblick in die Eigenschaften
chemischer Systeme zu erhalten.
Abbildung 6.67: Schnitt durch verschiedene Isoflächen eines ↵-SEDs einer Doppelbindung
des 1-Fluor-1,3-butadiens.
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6.6.3 Analyse der elektronischen Struktur aromatischer Syste-
me
Aromatische Verbindungen sind aufgrund der mit der Aromatizität einhergehenden erhöh-
ten Stabilität und ihrer speziellen Reaktivität von besonderem theoretischen und praktischen
Interesse. Das klassische Beispiel für eine aromatische Verbindungen ist Benzol. Eine der
ersten und bekanntesten Modelle zur Erklärung der Struktur von Benzol geht auf Kekulé
zurück. Danach wurde für Benzol eine Struktur mit drei Einfach- sowie drei Doppelbindun-
gen angenommen. Später wurde dies um die Annahme erweitert, dass die beiden möglichen
Kekulé-Strukturen im Gleichgewicht vorliegen. Dies stellte einen ersten Ansatz dar um die
vergleichsweise geringe Reaktivität des Benzols, sowie letztlich auch die Tatsache zu erklä-
ren, dass alle sechs Doppelbindungen gleich lang sind. Die Erweiterung dieser Idee führte
letztlich zum Bild der Mesomeriestabilisierung von Benzol, in welchem die beiden Kekulé-
Strukturen als mesomere Grenzformeln angenommen werden. Dabei bilden nur die beiden
Grenzformeln in Kombination das korrekte Bild.
Ein einfaches theoretisches Modell zur Beschreibung unter anderm von Benzol wurde von
Hückel eingeführt. Dabei werden die Doppelbindungen durch pz-Orbitale gebildet, wodurch
die ⇡-Orbitale entstehen. Im Fall von Benzol bilden die pz-Orbitale aller sechs Kohlenstoff-
Atome ein ⇡-System, welches sich über den gesamten Benzolring erstreckt. Hückel stellte
zudem die Regel auf, dass es sich bei zyklischen Systemen mit 4n+2 ⇡-Elektronen um Aro-
maten und im Fall von 4n ⇡-Elektronen um die weniger stabilen Antiaromaten handelt[130].
Eine genauere Beschreibung der Delokalisation im Benzol erhält man ausgehend von der
HF-Theorie in Form der kanonischen, welche sich oberhalb und unterhalb der Molkülebene
über den gesamten Ring erstrecken (Abbildung 6.68). Die ⇡-Orbitale der HF- und Hückel-
Theorie sind dabei qualitativ gleich.
Abbildung 6.68: Ausgewählte ⇡- (links) und  -Orbitale (rechts) des Benzols.
Will man die elektronische Struktur des Benzols mittels der LMOs analysieren, ergeben
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sich für aromatische Systeme wie Benzol besondere Schwierigkeiten. So ist möglich für
Benzol möglich unendlich viele qualitativ unterschiedliche LMOs zu bestimmen. Da diese
lokalisierten Orbitale alle Ergebnisse einer unitären Transformation der kannoischen Orbitale
darstellen sind sie mathematisch gesehen äquivalente Beschreibungen des Systems. Dieser
Punkt wurde unter anderem von England[107], sowie von Schwarz[108] genauer untersucht.
Aufgrund dieses Problems sind LMOs hier nicht eindeutig und in Hinsicht auf eine Analyse
der elektronischen Struktur des Systems nicht anwendbar. Die Auswahl eines bestimmten
Satzes von LMOs und dessen Interpretation wäre in entsprechender Weise rein willkürlich.
Unabhängig von den normalen orthogonalen LMOs besteht die Möglichkeit auch nicht or-
thogonale LMOs (NOLMOs)[110] zu berechnen. Eine andere Möglichkeit zur Analyse bieten
die extrem lokalisierten Molekülorbitale (ELMOs)[131], welche es in einer orthogonalen und
nichtorthogonalen Form gibt. Es ist möglich mittels beider Ansätze auch für aromatische
Systeme stark lokalisierte Orbitale zu erhalten. Diese Verfahren sind jedoch noch nicht
allgemein zugänglich, führen zu wesentlich komplexeren Gleichungen und haben zum Teil
Konvergenzprobleme. Diese Typen von Orbitalen wurden im wesentlichen zum Aufbau gut
skalierender Verfahren entwickelt. Aus diesem Grund wurden NOLMOs und ELMOs leider
nur wenig in Bezug auf eine qualitative Analyse der Elektronenstruktur diskutiert. Verschie-
dene Veröffentlichungen lassen jedoch den Schluss zu, dass zum Teil qualitativ eine gewisse
Ähnlichkeit zu den SEDs besteht.
Weiterhin ist eine Partitionierung der Benzol-Elektronendichte mittels AIM natürlich mög-
lich. Da die Partitionierung jedoch zu atomähnlichen Dichten führt, erhält man auf diesem
Wege keinen Einblick in die Bindungsstruktur des Systems. ELF ermöglicht natürlich auch
für Benzol eine qualitative Analyse der Bindungsstruktur und zeigt die korrekte Delokalisa-
tion der Elektronen. Da es sich bei ELF jedoch um kein Verfahren zur Dichtepartitionierung
handelt bleibt in diesem Fall auch der Schritt zur quantitativen Analyse verschlossen.
Da es sich bei der SED-Partitionierung im Prinzip auch um eine Art Lokalisationsverfah-
ren handelt, liegt die Frage nahe, ob eine sinnvolle Beschreibung aromatischer Verbindun-
gen möglich ist. Hierzu wurden ausgehend von den zehn höchsten Maxima der korrelierten
Benzol-Wellenfunktion die COCs berechnet. Entgegen der großen Anzahl von Maxima konn-
ten nur zwei Sätze von COCs gefunden werden (siehe auch Abschnitt 6.5.4). Dabei wurde
in neun Fällen COC-1 und nur in einem Fall COC-2 gefunden.
Bei dem ersten Satz von Ladungsschwerpunkten (COC-1) handelt es sich im Prinzip um die
Kekulé-Struktur mit drei Einfach- und drei Doppelbindungen (Abbildung 6.69 und 6.70).
Wie im Fall der Kekulé-Strukturen muss aus Symmetriegründen auch die zweite mögliche
Struktur (COC-1*) existieren. Diese wurde hier jedoch nicht gefunden.
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Abbildung 6.69: Strukturformeln der Benzol-Mesomere COC-1 (a), COC-1* (b) und der
delokalisierten Struktur COC-2 (c).
Die ↵- und  -Ladungsschwerpunkte sind bei COC-1 gleich. Es liegen verzerrte Tetraeder
um alle sechs Kohlenstoffatome vor. Die Tetraeder sind abwechselnd ecken- und kantenver-
knüpft. Auf diesem Wege ergeben sich abwechselnd Einfach- und Doppelbindungen.
Abbildung 6.70: Erster Satz selbstkonsistenter Ladungsschwerpunkte (COC-1) für Benzol
mit Kekule ähnlicher Struktur. ↵ -Ladungsschwerpunkte in einem Bild (links). Die Tetra-
eder um die Kohlenstoffatome (rechts).
Bei Verwendung von COC-1 als Referenz entsprechen die SEDs qualitativ ebenfalls der
Kekulé-Struktur. Man kann klar die Doppel- und Einfachbindungen erkennen (Abbildung
6.71). Diese Bindungsstruktur weicht somit ab von dem  - und ⇡-Bindungsmodell, wel-
ches zum Beispiel nach der HF-Theorie Grundlage für die C-C-Bindungen im Benzol ist.
Desweiteren erstrecken sich die einzelnen SEDs der C-C-Bindungen nicht, wie man auf-
grund der Delokalisation vielleicht erwarten könnte, über den gesamten Ring. Die einzelnen
SEDs sind im wesentlichen auf den Bereich der jeweiligen C-C-Bindung begrenzt. Jedoch
erkennt man vor allem im Fall der Doppelbindung, dass sich die entsprechenden SEDs re-
lativ weit in den Bereich benachbarter Einfachbindungen erstrecken. Hierfür ist, genauso
wie im Fall von Stickstoffmonoxid, die Delokalisation verantwortlich. Aufgrund der Delo-
kalisation ist die Wahrscheinlichkeit dafür erhöht im Bereich einer C-C-Bindung z.B. hier
einer Einfachbindung mehr Elektronen als Referenzpunkte vorzufinden. Diese Elektronen
werden dann vermehrt den benachbarten Doppelbindungen zugeordnet, wodurch sich die
Doppelbindungs-SEDs relativ weit in den Bereich der Einfachbindungen erstrecken. Die
Delokalisation äußert sich auch hier durch die Verschiebung von Elektronendichte.
6.6. BEISPIELANWENDUNGEN 151
Abbildung 6.71: Ausgehend von COC-1 erhaltene ↵ SED’s
Die erhaltene Einfach- und Doppelbindungsstruktur darf nicht darüber hinwegtäuschen, dass
es sich hier um eine exakte Partitionierung der Gesamtdichte handelt. Zwar addieren sich die
Isoflächen nicht zu dieser Gesamtdichte auf, die SEDs selber tun dies aber. So erhält man
durch Aufsummation der SEDs entlang des Rings die korrekte D6h-symmetrische Dichte
ohne erkennbare Einfach- und Doppelbindungen (Abbildung 6.72).
Abbildung 6.72: Durch Aufsummation der C-C-Bindungs-SEDs erhaltene Teildichte.
Die Analyse der C-C-Bindungsstruktur des Benzols wird durch den zweiten gefundenen Satz
von selbstkonsistenten Ladungsschwerpunkten (COC-2) vervollständigt (Abbildung 6.73).
Wie im Fall von COC-1 bilden sowohl ↵- als auch  -COCs jeweils sechs Tetraeder um die
Kohlenstoffatome. Die Tetraeder sind ebenfalls abwechselnd ecken- und kantenverknüpft.
Der wesentliche Unterschied im Fall von COC-2 ist, dass die ↵- und  -COCs hier nicht gleich
sind. Die  -COC Gesamtstruktur ist um eine C-C-Bindung gegenüber der ↵-COC Struktur
rotiert. Somit liegen pro C-C-Bindung immer drei COCs vor und es handelt sich formell um
eine 1.5fach-Bindung. Die ↵- und  -COCs sind zudem alternierend angeordnet, was sich
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aus der Wechselwirkung der Elektronen ergibt. Dieses Bild entspricht der delokalisierten
Bindungsstruktur des Benzols. Eine solche alternierende Struktur für die wahrscheinlichsten
↵- und  -Elektronenpositionen im Benzol wurde zuvor von Linnett[116] formuliert und
ebenfalls über die Abstoßung zwischen den Elektronen erklärt. Die ↵- und  -Positionen
können hier natürlich wiederum ebensogut vertauscht vorliegen. COC-2 entspricht daher
im Prinzip einer der beiden Stukturen, welche man aus der Kombination von COC-1 und
COC-1* erhalten kann.
Abbildung 6.73: Zweiter Satz selbskonsistenter Ladungsschwerpunkte (COC-2) für Benzol
mit den ↵- (links) und  -COCs (rechts).
Ausgehend von COC-2 erhält man ebenfalls SEDs, welche im Prinzip die Kekulé-Strukturen
wiederspiegeln. Dabei bilden ↵- und  -SEDs hier jedoch nicht dieselbe Kekulé-Struktur ab,
sondern die eine wird durch die ↵-SEDs gebildet und die andere durch die  -SEDs (Ab-
bildung 6.74). Man erkennt in beiden Fällen die drei Doppel- und drei Einfachbindungen.
Durch die Überlagerung der ↵- und  -SEDs entstehen so die sechs 1.5fach-Bindungen.
Wie auch bei COC-1 erstrecken sich vor allem die Doppelbindungen relativ weit in den Be-
reich der Einfachbindungen, was auch hier aus der Delokalisation resultiert. Die SEDs der
C-C-Bindungen addieren sich auch hier zu der korrekten rotationssymmetrischen Elektro-
nendichte den Kohlenstoffringes auf (Abbildung 6.72). Es handelt sich also um eine völlig
gleichberechtigte, ebenfalls exakte Partitionierung der Elektronendichte.
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Abbildung 6.74: Ausgehend von COC-2 erhaltene ↵- (links) und  -SEDs (rechts).
Die SED-Partitionierung formt im Fall von Benzol ein Bild der Bindungsstruktur, welches
sich sehr an dessen mesomeren Grenzformeln bzw. Kekulé-Strukturen orientiert. Darüber-
hinaus beschreiben hier jedoch alle Strukturen auch die Delokalisation und nicht nur COC-2.
Die ausgehend von COC-1 und COC-2 durchgeführten Partitionierungen der Elektronendich-
te sind völlig gleichberechtigt und beide exakt. Es handelt sich ledigich um zwei alternative
Darstellungen der C-C-Bindungsstrukur im Benzol.
Abbildung 6.75: ↵- und  -SEDs des Ringes zusammen, von oben (links) und von der Seite
(rechts).
Als zweites System für die Anwendung der SED-Partitionierung auf aromatische Systeme
soll das Cyclopropenyl-Kation dienen. Es gibt für C3H
+
3 drei Mesomere, welche sich in der
Position der Doppelbindung und positiven Ladung unterscheiden (Abbildung 6.76).
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Abbildung 6.76: Mesomere des Cyclopropenyl-Kations
Ausgehend von zehn unterschiedlichen Maxima der korrelierten Wellenfunktion wurden
die COCs berechnet. Alle Rechnungen konvergierten zum selben Satz von COCs (Ab-
bildung 6.77). Man erkennt wie üblich Referenzpositionen entlang der C-H-Bindungen.
Als Besonderheit liegen die acht Elektronen der drei C-C-Einfachbindungen und der C-C-
Doppelbindung jedoch nicht auf den Bindungsachsen. Ein COC ist oberhalb der Moleküle-
bene direkt über dem Mittelpunkt des Rings zu finden. Die drei anderen Positionen befinden
sich knapp unterhalb der Molekülebene, von der Bindungsachse aus nach außen versetzt.
Zusammen bilden diese vier Positionen einen Tetraeder. Werden die COCs entlang der C-
H-Bindungen noch hinzugenommen liegen drei verzerrte, kantenverknüpfte Tetraeder um
die drei Kohlenstoffatome vor.
Abbildung 6.77: ↵-COCs der korrelierten Wellenfunktion des Cyclopropenyl-Kation, von der
Seite (links) und von oben (rechts).
Aufgrund der Spiegelebene des Systems, welche durch die Molekülebene geht, muss es zu
dem berechneten Satz von Ladungschwerpunkten noch den gespiegelten Satz geben. Dieser
wurde durch eine Spiegelung an der Molekülebene erstellt.
Berechnet man die SEDs ausgehend von den COCs (Abbildung 6.77) fallen zwei wesentliche
Punkte auf (Abbildung 6.78). Das zu dem COC über dem Ringmittelpunkt gehörende SED
gibt ganz klar eine Delokalisation über den Ring wieder. Die SED-Partitionierung kann also
auch zu einer sehr direkten, qualitativen Beschreibung der Delokalisation führen. Desweite-
ren sind die Bindungs-SEDs der C-C-Bindungen bezüglich der C-C-Bindungsachsen leicht
nach außen versetzt. Man erhält eine qualitative Darstellung der Bindungsverhältnisse im
Kohlenstoffring, die stark an eine Beschreibung in Form von ⇡- und  -Orbitalen erinnert.
Die den delokalisierten ⇡-Orbitalen ähnelnde Elektronendichte ist oberhalb und unterhalb
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der Molekülebene über den Ring delokalisiert. Hingegen sind die den  -Orbitalen ähnelnden
Elektronendichten in der Molekülebene leicht nach außen versetzt zu finden. Der Grund hier-
für ist, dass die entsprechenden Referenzpunkte ebenfalls nicht entlang der C-C-Bindungen
liegen (Abbildung 6.77). Die COCs der C-C-Bindungen sind leicht nach aussen versetzt, um
die Wechselwirkungen zwischen den Elektronen zu verringern. Aufgrund des sehr kleinen
Bindungswinkels von 60o würde es ansonsten zu stärkeren Wechselwirkungen zwischen den
Elektronen kommen, wäre die Elektronendichte wie üblich entlang der Bindungen positio-
niert.
Eine entsprechende Interpretation der C-C-Bindungen im Cyclopropenyl-Kation wurde von
Coulson und Moffitt[132] vorgestellt. Da der Bindungswinkel hier mit 60o sehr klein ist
können die sp2-Hybridorbitale nicht entlang der Bindungsachse überlappen. Für die sp2-
Hybridorbitale wäre ein Bindungswinkel von 120o wie im Ethen typisch und würde eine
Überlappung der Orbitale im Bereich der Bindungsachse erlauben. Entsprechend kommt
es im Fall von C3H
+
3 zur Überlappung der Hybridorbitale ausserhalb der C-C-Bindung.
Cyclopropenyl- oder Cyclopropansysteme sind typische Beispiele für gebogene Bindungen
aufgrund der Überlappung ausserhalb der C-C-Bindungsachsen des Kohlenstoffrings.
Abbildung 6.78: Aufgrund der berechneten COCs erhaltene ↵-SEDs mit Blick von oben
(links) und von der Seite (rechts).
Um eine eindeutigere Beschreibung der elektronischen Strukur des Cyclopropenyl-Kations
zu erhalten wurden zudem die SEDs des ursprünglichen Satzes von Ladungsschwerpunkten
und des gespiegelten Satzes aufaddiert (Abbildung 6.79).
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Abbildung 6.79: Durch Aufaddition der ursprünglichen und gespiegelten SED’s erhaltene
SED’s.
Die beiden Beispiele haben gezeigt, dass man mittels der SED-Partitionierung auch für
aromatische Systeme chemisch intuitive und auch physikalisch begründete Beschreibungen
der Bindungsverhältnisse erhalten kann. Für Benzol erhält man dabei eine Beschreibung die
sich an die mesomeren Grenzformeln oder Kekulé-Strukturen anlehnt. Die Delokalisation
der Elektronen ist hier in jedem SED durch dessen Ausdehnung in die benachbarten Bin-
dungsbereiche kodiert. Im Fall des Cyclopropenyl-Kations erhält man ein Bild, das sehr an
⇡- und  -Orbitale erinnert. Dabei erstrecken sich einzelne SEDs über den gesamten Ring
und geben so die Delokalisation der Elektronen sehr direkt wieder.
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6.7 Zusammenfassung und Ausblick
Im Rahmen der Dissertation wurde ein Partitionierungverfahren für die Elektronendich-
te auf Grundlage der Quanten-Monte-Carlo-Verfahren entwickelt, implementiert und erste
Untersuchungen damit durchgeführt. Das Verfahren liefert im Gegensatz zu AIM oder dem
Voronoi-Verfahren Teildichten, welche nach außen hin abfallen. Es ist inbesondere wie pDFT
nicht atomzentriert und dabei vollständig flexibel in der Art der Referenz, sowie in der Wahl
der Wellenfunktion. Die so erhaltenen SEDs zeigen zudem eine gute Übereinstimmung mit
ELF.
Die hier eingeführten für die SED-Partitionierung notwendigen Referenzkonfigurationen
(Maxima und COCs) ergeben sich ohne Informationen von außen direkt aus der verwen-
deten Wellenfunktion. Die selbstkonsistenten Ladungsschwerpunkte haben sich hierbei als
besonders vorteilhaft erwiesen.
Mit der separaten Zuordnung der Kernelektronen (CMA) wurde zudem eine Variante für
die Zuordnung der Elektronen zur Referenz implementiert, welche besser lokalisierte und
damit gut übertragbare SEDs liefert. Das vorgestellte Verfahren zur Partitionierung der
Elektronendichte ist jedoch keineswegs auf diese Zuordnungsvariante begrenzt. Im Prinzip
wird im Rahmen der vorgestellten Partitionierung nur die Zuordnung der Elektronen zu einer
Referenz konsequent formuliert. Wie genau diese geschieht ist nicht explizit festgelegt. Diese
Flexibilät wird durch die Anbindung an die Quanten-Monte-Carlo-Verfahren ermöglicht,
wodurch die notwendige Integration zur Berechnung der SEDs erst möglich wird. Diese
Anbindung hat auch zur Folge, dass man sehr flexibel in der Wahl der Wellenfunktion ist.
Weiterhin gehen Vielteilcheneffekte wie das Fermi- und Coulombloch oder allgemein die
Wechselwirkung der n Elektronen direkt in die SEDs ein.
In der weiteren Entwicklung des Verfahrens wird es ein wesentlicher Schritt sein, das Zu-
ordnungsverfahren weiter zu untersuchen. Möglicherweise ist die Einführung von Gewichten
für die Abstände zwischen Elektronen- und Referenzpositionen ein Weg um die Zuordnung
zu verfeinern. Die Notwendigkeit hierfür besteht nicht nur für die Zuordnung der Kernelek-
tronen, sondern für alle Fälle, in denen viele Referenzpunkte dicht beieinander liegen.
Momentan fehlt ein heuristischer Algorithmus, um die Startpunkte für die Berechnung der
selbstkonsistenten Ladungsschwerpunkte zu erzeugen. Eine solche Algorithmus sollte im
Zuge der Weiterentwicklung implementiert werden. Gute Startpunkte wären möglicherweise
die Ladungsschwerpunkte der LMOs, welche leicht und effizient verfügbar sind.
Desweiteren sollten lineare Moleküle untersucht werden, da für diese die Elektronendichte
aus Symmetriegründen rotationsinvariant gegenüber der Bindungsachse ist. Dies führt da-
zu, dass die für eine lineares Molekül berechneten COCs lediglich eine Art Schnappschuss
darstellen. Entsprechend der rotationsinvarianten Elektronendichte sollten auch die COCs
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oder allgemeiner die Referenz rotationsinvariant sein. Dies würde bei entsprechender Be-
rechnung dazu führen, dass man anstatt einzelner Ladungsschwerpunkte zur Bindungsachse
konzentrische Ringe erhält. In diesem Fall würde man allerdings auch die Vielteilcheninfor-
mation verlieren. Der Einfluss der Rotationsinvarianz auf die Berechnung der COCs und
SEDs sollte genauer untersucht werden.
Assaraf et al.[133] waren in der Lage, für die Elektronendichte einen verbesserten Schätzer
zu entwickeln, welcher eine im Vergleich zur der hier verwendeten Variante effizientere Be-
rechnung der Dichte mittels VMC ermöglicht. Es wurden erste Versuche unternommen die
Elektronenzuordnung mit diesem Ansatz zu vereinen, diese sind jedoch bisher gescheitert.
Würde dieser Schritt in der Entwicklung klappen wäre eine große Hürde in der Berechung
von SEDs für nahezu beliebig große Systeme genommen.
Kapitel 7
Partitionierung der Gesamtenergie
7.1 Einleitung
Das im vorangegangenen Kapitel vorgestellte Verfahren zur Partitionierung der Elektro-
nendichte ist, obwohl sehr mächtig, lediglich ein qualitatives Verfahren zur Analyse der
elektronischen Struktur chemischer Systeme. In einem weiteren Schritt soll dasselbe Prinzip
für die Partitionierung der Gesamtenergie angewendet werden. Wie im Rahmen dieses Ka-
pitels gezeigt werden wird, ist es auf diesem Wege möglich, Energien für und zwischen den
SEDs zu berechnen. Daraus ergibt sich neben der Möglichkeit zur qualitativen Interpretation
auch die Möglichkeit einer quantitativen Interpretation der SEDs.
Dies ist von großem Interesse, da es somit möglich wird, die lokalen Beiträge zu diskutieren,
welche für die Reaktivität eines chemischen Systems verantwortlich sind. Berechnet man
im Rahmen der ab initio-Methoden wie HF, DFT, Coupled Cluster aber auch der QMC-
Verfahren chemische Systeme, erhält man erst einmal nur die elektronische Gesamtenergie.
Lokale Beiträge wie intramolekulare Wechselwirkungen sind auf diesem Wege nicht direkt
zugänglich. So kann man mittels der Standardverfahren zwar berechnen, wie eine Reaktion
abläuft, aber nicht warum. Um die Frage nach dem „Warum” zu beantworten ist es notwen-
dig zu wissen wie sich die Energien von Teilen eines Moleküls und die Wechselwirkungs-
energien zwischen diesen ändern. Eben dieser Schritt soll mittels der Energiepartitionierung
geschehen, welche in den folgenden Abschnitten vorgestellt werden wird.
Hierbei sollte man sich immer verdeutlichen, das die Partitionierung der Energie in chemi-
sche Einheiten wie Bindungen oder funktionelle Gruppen ein rein interpretativer Schritt ist.
In der Quantenchemie existieren keine exakten Operatoren für Bindungsenergien oder die
Wechselwirkung zwischen Teilen des Moleküls. Ebensowenig liefert die Quantenmechanik
eindeutige Vorschriften dafür, wie die Elektronendichte zu partitionieren ist. Damit ist es
nicht möglich, solche partitionierten Energien zu erhalten, ohne ein Mindestmaß an Infor-
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mation in die Methode hineinzugeben. Dabei handelt es sich um die Information darüber,
welche Atome und Anteile der Elektronendichte zu einer bestimmten chemischen Einheit
gehören. Da dieser Schritt der Zuordnung und Interpretation nicht physikalisch sondern
durch die chemische Erfahrung begründet wird, kann es mehrere Möglichkeiten geben dies
zu erreichen. Im Zuge dessen kann es sich auch bei der im folgenden einzuführenden Va-
riante nur um eine neben vielen anderen Möglichkeiten handeln, welche alle ihre Vor- und
Nachteile haben.
7.2 Andere Verfahren
Da die Partitionierung von Energien nicht direkt in der Physik verankert ist, sondern einen
rein interpretativen Schritt ohne klare Vorschriften darstellt, gibt es eine sehr große Anzahl
von Verfahren, welche in den letzten Jahrzehnten vorgestellt wurden. Im Rahmen dieses
Abschnittes soll ein Überblick über diese Verfahren vermittelt werden.
Zu den wichtigsten Verfahren gehört die „Energy Decomposition Analysis” (EDA) nach Ki-
taura und Morkuma[134]. Das Verfahren partitioniert die Dissoziationsenergie zweier Frag-
mente A und B auf HF-Niveau in mehrere Energiebeiträge. Die Energiebeiträge sind die elek-
trostatische Wechselwirkung, die Austausch-Wechselwirkung, sowie Ladungs-Transfer- und
Polarisations-Beiträge. Ein Problem des Verfahrens ist die Behandlung der Pauli-Repulsion.
Die kombinierten Wellenfunktion [ (A) (B)] aus den beiden Teilfunktionen der Fragmente
A und B wird bei EDA nicht explizit antisymmetrisiert und renormalisiert. Dadurch werden
im Fall von EDA keine Pauli-Energiebeiträge erfasst.
Ein anderes Verfahren zur Partitionierung einer Dissoziationsenergie ist das „Extended Tran-
sition State” (ETS) Verfahren von Ziegler et al.[135]. Hierbei wird eine Partitionierung der
Energie in elektrostatische, Pauli- und Orbitalwechselwirkungsbeiträge erreicht. Mittels des
ETS-Verfahrens ist es möglich den Bruch von kovalenten Bindungen unter Erhalt von Frag-
menten mit ungepaarten Elektronen zu simulieren. Im Fall des EDA-Verfahrens können
hingegen nur Dissoziationen schwächerer intermolekularer Bindungen untersucht werden.
Ein anderes Verfahren welches oft angewendet wird ist die „Natural Energy Decompositi-
on Analysis” (NEDA) von Glendening und Streitwieser[136], wobei es sich um das EDA-
Verfahren von Kitaura und Morokuma basierend auf den natürlichen Bindungsorbitalen[137,
36] (NBO) handelt. Die NBOs werden mittels einer Reihe von Blockdiagonalisierungs- und
Orthogonalisierungschritten ausgehend von der reduzierten Dichtematrix erster Ordnung er-
halten. Die Idee dahinter ist, transformierte Orbitale zu erhalten, welche die Lewis-Struktur
des chemischen Systems wiedergeben. In analoger Weise zu NEDA, als Kombination aus
dem EDA- und NBO-Verfahren, gibt es eine entsprechende Kombination auch für das ETS-
Verfahren von Ziegler et al.[138]. Dabei handelt es sich um das „Natural Orbitals for Chemi-
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cal Valence” (NOCV) Verfahren, welches versucht eine Partitionierung in chemisch intuitive
Bindungsbeiträge zu erreichen.
Weitere Verfahren zur Energiepartitionierung inbesondere, der Hartree-Fock-Energie, in Ein-
(E(A)) und Zweiteilchenbeiträge (E(AB)) wurden von Mayer et al.[139, 140] vorgestellt.
Die Schwierigkeit bei dieser Art der Partitionierung des HF-Energieausdrucks besteht vor
allem in den Drei- und Vierzentrenintegralen. Hierzu verwendete Mayer in den ersten Verfah-
ren zur Energiepartitionierung Näherungen, um dennoch adäquate Zweizentren Ausdrücke
zu erhalten[140]. Später konnten Mayer et al. jedoch zeigen, dass durch passende Um-
formungen auch die exakte Formulierung der HF Gesamtenerige als Summe von Ein- und
Zweiteilchentermen möglich ist[139].
Ein anderer Ansatz ist der blocklokalisierte Wellenfunktions-Ansatz (BLW) von Mo et
al.[141, 142], welcher zuerst für die VB-Theorie formuliert und später für DFT verallgemei-
nert wurde. Im Sinne der VB-Theorie ist die Idee der BLW-Methode, dass eine Separierung
der Baisfunktionen und Elektronen in Blöcke möglich ist. Diese Blöcke können wieder-
um Fragmenten des Moleküls zugeordnet werden. Die einzelnen Blöcke werden über ein
SCF-Verfahren optimiert. Die Energiepartitionierung liefert dabei Deformations-, Heitler-
London-, Polarisation, Ladungstransfer- und Dispersions-Beiträge.
Alcoba et al.[143, 144, 145], Salvador und Mayer[146], sowie Pendás[147] untersuchten
zudem Verfahren zur Energiepartitionierung, welche auf einer Partitionierung des realen
Raums beruhen. Hierbei wird anstatt über den gesamten Raum über andersweitig definier-
te Teilgebiete integriert. Die notwendige Partitionierung des Raumes wird dabei über das
AIM-Verfahren von Bader oder den Fuzzy-Atoms-Ansatz erreicht. Bei dem von Mayer als
Fuzzy-Atoms bezeichneten Verfahren zur Partitionierung der Elektronendichte handelt es
sich im Prinzip um ein an die Hirshfeld-Partitionierung angelehntes Verfahren. Auch ba-
sierend auf dem Hirshfeld-Verfahren wurden Ansätze zur Partitionierung der HF-Energie
entwickelt[148].
7.3 Zuordnungsbasierte Partitionierung
7.3.1 Partititonierung der lokalen Energie
In einem ersten Schritt soll an dieser Stelle die Partitionierung der lokalen Energie in die im
Hamilton-Operator kodierten Energiebeiträge erreicht werden. Bei diesen Beiträgen han-
delt es sich um die kinetische Energie T und die Beiträge der potentiellen Energie, im
Detail die Elektron-Elektron- V ee, die Elektron-Kern- V en und die Kern-Kern-Coulomb-
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Wechselwirkung V nn (Gleichung 7.1).
EL(R) =
Hˆ (R)
 T (R)
= T (R) + V ee(R) + V en(R) + V nn(R) (7.1)
Die einzelnen Terme sind wie folgt definiert:
T (R) =
nX
i=1
Ti(R), Ti(R) =  1
2
r2i T (R)
 T (R)
(7.2)
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(7.5)
Sowohl die Austausch-Wechselwirkung der Elektronen als auch die dynamische Korrelation
werden über die Wellenfunktion  T erfasst. Die Berechnung der Energie E erfolgt im Rah-
men der VMC-Rechnung, wodurch die Information über Austausch- und Korrelation der
Elektronen in ihren Positionen kodiert ist. Über die Positionen der propagierten Elektronen
gehen sie in die berechneten Energiebeiträge mit ein. Damit erhalten wir eine Partitionie-
rung der Energie in die Beiträge von potentieller und kinetischer Energie, aber unter dem
inhärenten Einfluss der Austausch- und Korrelationswechselwirkung.
Die Berechnung des Erwartungswertes der Energie erfolgt mittels des VMC-Verfahrens nach
Gleichung 7.6. Im Rahmen des stochastischen Prozesses wird der Energieerwartungswert als
statistischer Mittelwert hELip(R) erhalten (s. Abschnitt 4.4):
E =
ˆ
EL(R)
| T (R)|2´ | T (R)|2 d⌧| {z }
p(R)
d⌧ (7.6)
Entsprechend ist die Berechnung der Teilbeiträge durch Substitution des letzten Terms von
Gleichung 7.1 in Gleichung 7.6 möglich.
EVMC = hELip(R) = hT ip(R) + hV eeip(R) + hV enip(R) + V nn (7.7)
Im Sinne von Gleichung 7.7 können die kinetische Energie und die Beiträge zur poten-
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tiellen Energie getrennt als statistische Mittelwerte erhalten werden. Aufgrund der Born-
Oppenheimer-Näherung sind die Kern-Koordinaten rein parametrisch, und V nn kann somit
vorab berechnet werden.
Um eine Partitionierung mittels der Zuordnung der Elektronen zu einer Referenz zu er-
möglichen ist es notwendig auf die Summation über die Ein- und Zweielektronenterme in
den Gleichungen 7.2 bis 7.5 zu verzichten und die statistischen Mittelwerte der Ein- und
Zweiteilchen-Terme seperat zu berechnen. Man erhält auf diesem Wege den Vektor mit den
kinetischen Energien der einzelnen Elektronen T = (ti) und die Matrizen Vee =
 
veeij
 
,
Ven = (venia ) und Vnn = (vnnab ) mit den Ein- und Zweielektronenbeiträgen zur potentiellen
Energie. Die Vektor- ti bzw. Matrixelemente veeij , venai beinhalten den jeweiligen statistischen
Mittelwert oder im Fall von vnnab den vorab zu berechnenden Einzelwert:
ti = hTiip(R)
veeij =
⌦
V eeij
↵
p(R)
venia = hV enia ip(R)
vabab = V
nn
ab
(7.8)
Hierbei sind i = 1, ...n und j = i + 1, ...n die Elektronen-, sowie a = 1, ...m und b =
a + 1, ...m die Kern-Indizes. Damit hat man eine exakte Partitionierung der VMC-Energie
in die Ein- und Zweielektronenbeiträge erreicht.
Aufgrund der Ununterscheidbarkeit der Elektronen müssen solche Elemente von T, Vee,
Ven im Rahmen der Statistik gleich sein, die sich nur durch die beteiligten Elektronen
unterscheiden. Dies setzt allerdings voraus, dass die Population von Random Walkern in
der Monte-Carlo-Rechnung vollständig equilibriert ist.
An dieser Stelle kommt die SED-Partitionierung zum Zuge (s. Abschnitt 6.3). Anstatt
den Energieeigenwert über p(R) zu berechnen, erfolgt dies nun durch die Zuordnung der
Elektronen zur Referenz über die Dichte p˜(R):
p˜(R) =
    ˜T (R)   2
´     ˜T (R)   2 d⌧ (7.9)
Der Permutations-Operator Pk wird verwendet um die Ein- und Zweiteilchenterme der
lokalen Energie der Referenz zuzuordnen. Da die Einzelterme der lokalen Energie im Rahmen
der Zuordnung lediglich permutiert bzw. umsortiert werden ändert sich der Wert der lokalen
Energie nicht. Ebenso gilt dies für die Energieerwartungswerte T (R), V ee(R) und V en(R),
aber auch für die Stichprobenmittel.
Hingegen können sich die einzelnen Elektronenbeiträge sehr wohl unterscheiden. Man erhält
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die Ein- und Zweielektronenbeiträge bezogen auf die Referenz bzw. die SEDs.
T (R) =
nX
i=1
tSEDi (R) (7.10)
V ee(R) =
nX
i=1
nX
j>i
vSED,eeij (R) (7.11)
V en(R) =
iX
i=1
mX
a=1
vSED,enia (R) (7.12)
Verzichtet man auf die Aufsummation erhält man die separaten Wechselwirkungen in Form
von TSED =
 
tSEDi
 
, VSED,ee =
⇣
vSED,eeij
⌘
und VSED,en =
⇣
vSED,enia
⌘
:
tSEDi = hTiip˜(R)
vSED,eeij =
⌦
V eeij
↵
p˜(R)
vSED,enia = hV enia ip˜(R)
(7.13)
7.4 Partitionierung der Energie in chemische Ein-
heiten
Um eine einfache Interpretation der Energiebeiträge zu ermöglichen, werden die Energiebeiträge
weiter in sogenannte chemische Einheiten zusammengefasst. Bei einer chemischen Einheit
handelt es sich um eine Untermenge von Elektronen und Kernen, welche Bindungen, freie
Elektronenpaare oder auch Atomrümpfe repräsentieren sollen. Hierdurch sollen Interpreta-
tionen nahe an der chemischen Vorstellung ermöglicht werden.
In einem ersten Schritt werden hierzu die Elektronen in der Menge N , und die Atomkerne in
der Menge M zusammengefasst. Ausgehend von TSED =
 
tSEDi
 
, VSED,ee =
⇣
vSED,eeij
⌘
,
VSED,en =
⇣
vSED,enia
⌘
und VSED,nn =
⇣
vSED,nnab
⌘
kann die elektronische Gesamtenergie
E eines Systems unter Verwendung von N und M wie folgt formuliert werden:
E = T + V ee + V en + V nn (7.14)
mit
T =
X
i2N
tSEDi , (7.15)
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V ee =
X
i<j
i,j2N
vSED,eeij , (7.16)
V en =
X
a2M
i2N
vSED,enia , (7.17)
V nn =
X
a<b
a,b2M
vSED,nnab . (7.18)
Hierbei sind i und j die Indizes der n Elektronen, a und b die Indizes der m Atomkerne,
und k und l werden im folgenden für die chemischen Einheiten verwendet.
In einem weiteren Schritt werden K 2 N chemische Einheiten definiert, in welche die
Gesamtenergie partitioniert wird. Eine chemische Einheit ist die Vereinigung von Elektronen
Nk ✓ N und Atomkernen Mk ✓ M . Desweiteren wird gefordert, dass es sich bei N
und M um die Vereinigungen der paarweise disjunkten Teilmengen Nk bzw. Mk handelt
(Gleichungen (7.19) und (7.20)). Auf diese Weise wird sichergestellt, dass kein Elektron
oder Atomkern in mehr als einer chemischen Einheit enthalten ist.
N =
K[
k=1
Nk mitNk \Nl = Ø 8 k 6= l (7.19)
M =
K[
k=1
Mk mitMk \Ml = Ø 8 k 6= l (7.20)
Gleichungen (7.19) und (7.20) werden im nächsten Schritt genutzt um Gleichungen (7.15)
bis (7.18) zur Einführung der chemischen Einheiten umzuformen. Im folgenden wird für
Beiträge, welche sich auf die Elektronen und Atomkerne einer chemischen Einheit beziehen
die Bezeichnung int für “intern” verwendet werden. Energiebeiträge an welchen die Elektro-
nen oder Atomkerne von zwei unterschiedlichen chemischen Einheiten beteiligt sind werden
mit Ww für „Wechselwirkung” bezeichnet.
Zur Berechnung der kinetischen Energie werden nun die internen kinetischen Energien tintk
der chemischen Einheiten aufsummiert:
T =
X
k=1
tintk (7.21)
mit
tintk =
X
i2Nk
tSEDi (7.22)
Da Elektron-Elektron-Wechselwirkungen sowohl innerhalb einer chemischen Einheit als auch
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zwischen chemischen Einheiten auftreten können muss über die internen- vint,eek und Wech-
selwirkungsenergien vWw,eekl der chemischen Einheiten summiert werden:
V ee =
X
k=1
vint,eek +
X
k<l
vWw,eekl (7.23)
mit
vint,eek =
X
i<j
i,j2Nk
vSED,eeij (7.24)
vWw,eekl =
X
i2Nk
j2Nl
vSED,eeij (7.25)
In entsprechender Weise muss für die Elektron-Kern-Wechselwirkung über Wechselwirkungs-
beiträge zwischen den Atomkernen und Elektronen innerhalb einer chemischen Einheit vint,enk
und zwischen chemischen Einheiten vWw,enkl summiert werden:
V en =
X
k=1
vint.enk +
X
k<l
vWw,enkl (7.26)
mit
vint.enk =
X
a2Mk
i2Nk
vSED,enai (7.27)
vWw,enkl =
X
a2Mk
i2Nl
vSED,enai +
X
a2Ml
i2Nk
vSED,enai (7.28)
Analog zur Elektron-Elektron-Wechselwirkung werden die Terme für die Wechselwirkungen
zwischen den Kernen innerhalb einer chemischen Einheit vint,nnk und zwischen den chemis-
chen Einheiten vWw,nnkl definiert:
V nn =
X
k=1
vint,nnk +
X
k<l
vWw,nnkl (7.29)
mit
vint,nnk =
X
a<b
a,b2Mk
vSED,nnab (7.30)
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vWw,nnkl =
X
a2Mk
b2Ml
vSED,nnab (7.31)
Durch die vorangegangene Umformung ist es nun möglich die Gesamtenergie als Summe
über die internen- Eintk und Wechselwirkungsenergien EWwkl der chemischen Einheiten zu
schreiben:
E =
X
k
Eintk +
X
k<l
EWwkl (7.32)
mit
Eintk = t
int,CE
k + v
int,ee
k + v
int.en
k + v
SED,nn
ab (7.33)
EWwkl = v
Ww,ee
kl + v
Ww,en
kl + v
Ww,nn
kl (7.34)
Die Gesamtenergie kann somit exakt in die internen- und Wechselwirkungsenergien chemis-
cher Einheiten partitioniert werden. Die einzige Randbindung hierbei ist, dass Elektronen
und Atomkerne genau einmal in den chemischen Einheiten enthalten sind. Auf diese Weise
wird sichergestellt, dass keine Energiebeiträge vernachlässigt werden oder mehrmals einge-
hen. Die Terme in Gleichung (7.32) können zudem beliebig weiter zusammengefasst werden
um chemischen Einheiten zu bilden, welche sich nahe an der chemischen Vorstellung von
Atomrümpfen, Bindungen, freien Elektronenpaaren oder auch funktionellen Gruppen orien-
tieren.
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7.5 Definition chemischer Einheiten
Bisher wurden die chemischen Einheiten zur Partitionierung der Energie zwar eingeführt,
aber lediglich als Menge bestimmter Elektronen und Atomkernen definiert. In diesem Ab-
schnitt soll diese sehr allgemeine Definition weiter verfeinert und so spezielle chemischen
Einheiten erhalten werden. Maßgabe hierbei ist, dass sich die chemischen Einheiten an
der chemischen Vorstellung orientieren sollen. Hierzu werden im folgenden vier grundle-
gende Einheiten (Core, HBP, LP und BP) definiert werden (Abbildung 7.1). Die zu einer
chemischen Einheit zusammengefassten Elektronen bzw. SEDs und Atomkerne sind blau
umrandet.
Abbildung 7.1: Definition chemischer Einheiten am Beispiel von Methylamin mit den SEDs
in Form ihrer Referenzpunkte (rot).
Für das Vorgehen bei der Definition solcher speziellen chemischen Einheiten wurde ein
einfaches Grundkonzept gefunden. Hierbei ist es notwendig eine chemische Einheit zu
definieren, welche einem Atomrumpf entspricht. Solche chemische Einheiten werden benötigt
für Atome ab der zweiten Periode. Der Grund hierfür ist, dass ein Teil der Atome ab der
zweiten Periode Bindungen zu mehreren Bindungspartnern ausbilden können. Hierdurch
wären die Rumpfelektronen und der Atomkern an mehreren Bindungen oder auch freien
Elektronenpaaren beteiligt, wodurch eine eindeutige Definition chemischer Einheiten un-
möglich wäre. Deswegen müssen die entsprechenden Rumpfelektronen und der Atomkern
in einer speziellen chemischen Einheit mit der Bezeichnung Core zusammengefasst werden.
Die interne- EintCore und Wechselwirkungsenergie EWwCore entsprechen dabei den Definitionen
nach den Gleichungen (7.33) und (7.34) aus dem vorangegangenen Abschnitt. Im Rah-
men der Dissertation wurden die beiden Elektronen der [He]-Schale und der entsprechende
Atomkern zum Rumpf zusammengefasst. Im Fall höherer Elemente wie z.B. Schwefel wäre
es auch denkbar die gesamte [Ne]-Schale in einer chemischen Einheit zusammenzufassen.
Eine weitere chemische Einheit wird definiert für die Bindung zu einem Wasserstoffatom,
da dieses weder Rumpfelektronen aufweist und selber keine weiteren Bindungen eingehen
kann. Diese chemische Einheit wird im folgenden HBP genannt. Bei der Bindung zu einem
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Wasserstoffatom handelt es sich um eine Einfachbindung. Die chemische Einheit umfasst
also die beiden Bindungselektronen, sowie den Wasserstoffatomkern. Damit die chemische
Einheit mehr der chemischen Vorstellung von einer Bindung entspricht wird die Definition
der internen Energie EintHBP zu E intHBP erweitert. Hierzu werden die interne Energie EintHBP
nach Gleichung (7.33) und die Wechselwirkungsenergie EWwHBP Core mit dem Rumpf (Core)
des Atomes, an welches das Wasserstoffatom gebunden ist, zusammengefasst.
E intHBP = EintHBP + EWwHBP Core (7.35)
Die Definition der Wechselwirkungsenergie entspricht unverändert Gleichung (7.34). Lediglich
EWwHBP Core erscheint nicht mehr als Teil der Wechselwirkungsbeiträge.
In entsprechender Weise wird für die Definition der chemischen Einheit LP verfahren, welche
einem freien Elektronenpaar entsprechen soll. Hierzu werden die interne Energie EintLP nach
Gleichung (7.33) und die Wechselwirkung EWwLP Core mit dem Rumpf des Atomes an dem
das freie Elektronenpaar lokalisiert ist zusammengefasst:
E intLP = EintLP + EWwLP Core (7.36)
Die Definition der Wechselwirkungsenergie bleibt wiederum unverändert.
Als letzte chemische Einheit wird die Bindung BP zwischen zwei Atomen definiert, wobei
beide Atome mindestens der zweiten Periode angehören. Die BP-Einheit umfasst in erster
Linie die Elektronen der Bindung. Im Fall einer Einfachbindung sind dies zwei Elektro-
nen, bei einer Doppelbindung vier Elektronen und bei einer Dreifachbindung sechs Elek-
tronen. Da die interne Energie EintBP nach Gleichung (7.33) in diesem Fall rein repulsiv
wäre, wird die Definition zu E intBP (Gleichung (7.37)) erweitert. In diesem Fall werden die
interne Energie EintBP und die Wechselwirkungsenergien mit EWwBP Core und zwischen den
Rümpfen EWwCore1 Core2 der beteiligten Atome zusammengefasst. Die Definition der Wech-
selwirkungsenergie bleibt auch in diesem Fall unverändert.
E intBP = EintBP + EWwBP Core1 + EWwBP Core2 + EWwCore1 Core2 (7.37)
Durch die Erweiterung der entsprechenden Definitionen wurden chemische Einheiten erhal-
ten, welche sich an der chemischen Vorstellung orientieren. Auf diesem Wege wird eine
einfache quantitative Analyse in Form der internen- und Wechselwirkungsenergien von und
zwischen Rümpfen, Bindungen und freien Elektronenpaaren erreicht.
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7.6 Implementierung
Die Implementierung der Energiepartitionierung der Gesamtenergie mittels der Zuordnung
zu einer Referenzkonfiguration lehnt sich im wesentlichen an die Implementierung der SED-
Partitionierung an. Im Unterschied dazu war für Energiepartitionierung jedoch eine Erwei-
terung der Random-Walker-Definition in Random-Walker-Modul in randomwalker_m.f90
notwendig.
Der Grund hierfür ist, dass die Ein- oder Zweielektronenbeiträge im Zuge der Berech-
nung der lokalen Energie in eloc_m.f normalerweise direkt aufsummiert und nicht gespei-
chert werden. Zudem müssen die Energiebeiträge immer zusammen den übrigen Daten im
Random-Walker während der QMC-Simulation aktualisiert werden, um Datensicherheit zu
gewährleisten. Entsprechend wurde die Random-Walker-Deklaration um die Arrays Vee_i,
Ven_i und Ekin_i zur Speicherung von V enia , V eeij und Ti erweitert. Die Berechnung von
V nn erfolgt hingegen vorab in wf_m.f90. Ein Array mit den entsprechenden Einzelwerten
V nnab wird im Datenmodul wf_d.f90 gespeichert und ist somit frei zugänglich.
Abbildung 7.2: Für die Energiepartitionierung notwendige Programmteile
Die eigentliche Zuordnung der Arrays V enia , V eeij und Ti zur jeweiligen Referenzkonfigurati-
on erfolgt in sedstat_m.f90. Die Initialisierung erfolgt in rwbinstat_init durch Aufruf der
entsprechenden Routine sedstat_init. Hierbei werden Arrays eines in statistics_m.f90 im-
plementierten gewichteten Statistiktyps in derselben Größe wie Vee_i, Ven_i und Ekin_i
erzeugt. Diese Statistikarrays dienen zur Berechnung der statistischen Mittelwerte und
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Standardabweichungen und entsprechen TSED =
 
tSEDi
 
, VSED,en =
⇣
vSED,enij
⌘
und
VSED,ee =
⇣
vSED,eeij
⌘
. Es wurde der gewichtete Statistiktyp gewählt, um die Routinen auf
eine spätere Verwendung zur Partitionierung der DMC-Energie vorzubereiten. Das Statis-
tikmodul ist zudem mittels MPI parallel implementiert und berechnet die Mittelwerte und
Standardabweichungen über alle Prozessoren, so dass hierdurch eine Parallelisierung der
Energiepartitionierung gegeben ist.
Wie schon im Rahmen der Implementierung der SED-Partitionierung erklärt, werden die
Random Walker der betreffenden QMC-Simulation in jedem Schritt an die Routine rwbins-
tat_add_rw_to_bin übergeben. Dort erfolgen die wesentlichen Aufrufe zur Berechnung
des Zuordnungsvektors mAssign. Nachdem dieser berechnet wurde, wird er zusammen mit
dem jeweiligen Random-Walker an die Routine sedstat_addData (s. Abschnitt 6.4 Algorith-
mus 6.3) übergeben, wo der Aufruf für die eigentliche Routine zur Energiepartitionierung
sedstat_energy_partitioning erfolgt.
Auf die Arrays Vee_i, Vne_i und Ekin_i des jeweiligen Random-Walkers kann in sedstat_
energy_partitioning über eigene Routinen des Random-Walker-Moduls zugegriffen werden.
Nachdem die Arrays aus dem Random-Walker aufgerufen wurden, erfolgt die Separierung
der Rumpfelektronen mittels der überladenen Routine findcores_sort. Da die Einträge in
Vee_i, Vne_i und Ekin_i entsprechend der Elektronen in der dazugehörenden Elektronen-
konfiguration sortiert sind, können die Einträge direkt mittels mAssign an die jeweiligen
Elemente der Statistikarrays übergeben werden (Algorithmus 7.1).
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Algorithmus 7.1 Subroutine edstat_energy_partitioning zur Berechnung der statistischen
Mittelwerte
subroutine s e d s t a t_en e r g y_pa r t i t i o n i n g ( rwp )
type ( RandomWalker ) , pointer : : rwp
r ea l ∗8 : : Ek in_i ( ne )
r ea l ∗8 : : Vee_i ( ne , ne )
r ea l ∗8 : : Vne_i ( ne , n c en t e r )
! Holen de r A r r a y s aus dem Random Walker
c a l l Ek i n i ( rwp , Ekin_i )
c a l l EVee ( rwp , Vee_i )
c a l l EVne ( rwp , Vne_i )
! S epa r i e r ung de r Rumpfe l ek t ronen
i f (mSep_core ) then
c a l l f i n d c o r e s_ s o r t ( Ekin_i )
c a l l f i n d c o r e s_ s o r t ( Vee_i )
c a l l f i ndco re s_sor t_Vne ( Vne_i )
end i f
! Übergabe an d i e S t a t i s t i k A r r a y s
do i =1,ne
c a l l addData ( Ek in ( i ) , Ek in_i ( mAssign ( i ) ) , wgt ( rwp ) )
do j =1,ne
c a l l addData ( Vee ( i , j ) , Vee_i ( mAssign ( i ) , mAssign ( j ) ) , wgt ( rwp ) )
enddo
do k=1, n c en t e r
c a l l addData (Vne ( i , k ) , Vne_i ( mAssign ( i ) , k ) , wgt ( rwp ) )
enddo
enddo
end subroutine s e d s t a t_en e r g y_pa r t i t i o n i n g
Am Ende der QMC-Rechnung werden die berechneten statistischen Mittelwerte in die *.out
Datei und zudem in eine *.ce Datei geschrieben. Die *.ce Datei dient als Grundlage für die
Berechnung der internen- und Wechselwirkungsenergien der chemischen Einheiten. Die Rou-
tine zur Berechnung der internen- und Wechselwirkungsenergien der chemischen Einheiten
wird direkt über die Eingabedatei *.in ausgehend von amolqc.f90 aufgerufen. In einem ers-
ten Schritt werden die Daten aus der *.ce Datei in entsprechende Arrays eingelesen. Die
Definition der chemischen Einheiten muss momentan noch manuell geschehen und wird über
die Datei definition.ce eingelesen. Diese Datei enhält lediglich die Namen der chemischen
Einheiten, sowie die Indizes der Atomkerne und SEDs, welche einer chemischen Einheit zu-
geordnet werden. Die Energieberechnung erfolgt in zwei getrennten Routinen, eine Routine
für die interne Energien und eine für die Wechselwirkungsenergien. Die beiden Routine zur
Berechnung der Energien umfassen lediglich die Formeln (7.32) bis (7.34). Interne- und
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Wechselwirkungsenergien werden entsprechend der in definition.ce vorgegebenen Namen
am Ende der Rechnung in die *.out Datei geschrieben.
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7.7 Untersuchung und Anwendung des Verfahrens
Im Rahmen dieses Abschnittes sollen erste Ergebnisse zu den Eigenschaften und eine mög-
liche Anwendung des hier eingeführten Verfahrens zur Energiepartitionierung vorgestellt
werden. Die notwendigen Rechnungen zur Bestimmung der Molekülorbitale und zur Geo-
metrieoptimierung wurden mit Gaussian09[92] durchgeführt. Sofern nicht anders erwähnt,
wurden die Wellenfunktionen für die Rechnung aus HF-Orbitalen konstruiert, welche auf
HF/cc-pVTZ-f-Niveau berechnet wurden. Um auch ohne Jastrow-Faktor effiziente Rech-
nungen zu ermöglichen, wurden Cusp-Korrekturen für die 1s und 2s Atomorbitale nach
Lüchow und Manten[125] verwendet. Ein Jastrow-Faktor wurde nur in Einzelfällen ver-
wendet. Es handelte sich in diesen Fällen um Schmidt-Moskowitz Jastrow-Faktor, welcher
mittels Energieminimierung nach dem Newton-Verfahren optimiert wurde. Es wurden soweit
möglich, die experimentellen Geometrien aus der NIST-Datenbank[123] verwendet. Ledig-
lich für Butadien und im Fall der Konformationsanalyse von Ethan wurden die Geometri-
en auf B3LYP/6-311g(d,p)-Niveau optimiert. Die Energiepartitionierung selber erfolgte im
Rahmen einer VMC-Rechnung mit dem Programm amolqc. Die verwendeten Definitionen
der chemischen Einheiten entsprechen dabei den zuvor eingeführten.
7.7.1 Einfluss durch die Art der Zuordnung
Wie im Rahmen des Ergebnisteils zur Dichtepartitionierung schon vorgestellt, hat die Art
der Zuordnung der Elektronen zur Referenzkonfiguration einen wesentlichen Einfluss auf
das Ergebnis der Partitionierung. In der ersten Varianten werden alle Elektronen mittels des
Distanzkriteriums und des Munkres-Algorithmus zugeordnet (MA). Im zweiten Fall erfolgt
die Zuordnung der Rumpfelektronen über ihre Distanz zu den Kernen und nur die übrigen
Elektronen werden über das Distanzkriterium zugeordnet (CMA) (Abschnitt 6.5.2).
An dieser Stelle sollen die Energien der chemischen Einheiten für die Systeme Methan, Was-
ser und Ethan verglichen werden. Diese Energien wurden sowohl mittels der MA- also auch
der CMA-Variante erhalten. Als Referenzkonfiguration wurde jeweils das globale Maximum
verwendet. Für Methan und Ethan wurden keine Jastrow-Faktoren verwendet. Im Fall von
Wasser musste die Rechnung mit Jastrow-Faktor durchgeführt werden. Der Grund dafür
ist, dass die Rechnungen ohne Jastrow-Faktor aufgrund der hohen Persistenz der Random
Walker instabil waren. Für Methan und Wasser wurden alle Energien einzeln aufgeführt.
Bei Ethan wurden die Energiebeiträge weiter zusammengefasst um die Auswertung über-
sichtlich zu halten. Eine Diskussion der einzelnen Terme erfolgt für Ethan im Rahmen der
Konformationsanalyse.
Am Beispiel von Methan erkennt man sowohl für die Zuordnung mittels CMA als auch mit
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MA, das die chemischen Einheiten direkt die Struktur des Systems annähernd wiederspiegeln
(Tabelle 7.1). Die internen Energien der C-H-Bindungen (E intCH), sowie ihre Wechselwirkungs-
energien sind im Fall beider Zuordnungsvarianten gut vergleichbar. Die internen Energien
sind zudem negativ und die Wechselwirkungsenergien positiv, wie man es nach ihrer Defi-
nition erwarten sollte. Die kleinste interne Energie weist der Rumpf des Kohlenstoffatoms
(EintC Rumpf ) auf.
CMA MA
EintC Rumpf -31.8941(1) -28.5156(4)
E intCH 1 -2.8285(4) -3.719(1)
E intCH 2 -2.8287(3) -3.7196(8)
E intCH 3 -2.8288(4) -3.7194(8)
E intCH 3 -2.8286(3) -3.7195(9)
EWwCH 1 CH 2 0.49910(4) 0.52988(7)
EWwCH 1 CH 3 0.49909(5) 0.52996(9)
EWwCH 1 CH 4 0.49908(5) 0.52998(6)
EWwCH 2 CH 3 0.49917(4) 0.52994(4)
EWwCH 2 CH 4 0.49913(4) 0.52995(8)
EWwCH 3 CH 4 0.49911(4) 0.52994(7)
EGesamt -40.2140(7) -40.214(1)
EVMC -40.2140(1)
Tabelle 7.1: Energiebeiträge für Methan in Eh mit Zuordnung nach CMA und MA.
Die wesentlichen Unterschiede durch die Art der Zuordnung sind dort zu finden wo die
Rumpfelektronen beteiligt sind. Die interne Energie des Kohlenstoffrumpfes ist im Fall der
MA-Zuordnung deutlich höher bei gleicher Standardabweichung. Hingegen sind die internen
Energien der C-H-Bindungen im Fall der MA-Zuordnung verglichen mit der CMA-Zuordnung
wesentlich geringer bei höherer Standardabweichung. Dies entspricht dem schon für die
SEDs beobachteten Effekt, dass die MA-Zuordnung für die Rumpfelektronen zu etwas dif-
fuseren SEDs führt (vgl. Abschnitt 6.5.2). Hierdurch nimmt die Elektron-Kern-Anziehung
entsprechend ab und die interne Energie des Rumpfes ist mit der MA-Zuordnung höher.
Zudem weisen die Bindungs-SEDs bei der MA-Zuordnung deutliche Anteile im Bereich der
Kerne auf (vgl. Abschnitt 6.5.2). Hieraus resultieren die niedrigeren internen Energien der
C-H-Bindungen im Fall der MA-Zuordnung. Die erhöhten Standardabweichungen für die
internen Energien der C-H-Bindungen ergeben sich ebenfalls aus dem stärkeren der Anteil
der entsprechenden SEDs im Bereich des Kohlenstoffrumpfes. Der Grund dafür ist das
Kern-Elektron-Potential, welches zu stärkeren Schwankungen der lokalen Energiebeiträge
im Bereich um den Kern führt.
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Im Vergleich werden die Wechselwirkungsenergien (EWwCH CH) etwas weniger durch die Zu-
ordnungsmethode beeinflusst als die internen Energien. Im Vergleich der SEDs, welche
mittels der MA- und CMA-Zuordnung erhalten wurden, ist im Fall der MA-Zuordnung
durch erhöhten Anteil der SEDs im Bereich der Kohlenstoffrumpfes dort die Wechselwir-
kung der SEDs erhöht (vgl. Abschnitt 6.5.2). Dies scheint jedoch durch eine geringere
Wechselwirkung ausserhalb des Rumpfbereiches kompensiert zu werden. Entsprechend sind
die Unterschiede zwischen MA- und CMA-Zuordnung für die Wechselwirkungsenergien ver-
gleichsweise gering. Offensichtlich spiegeln sich die Einflüsse der Zuordnungsmethode auf
der SEDs direkt in den berechneten Energiebeiträgen wieder.
Betrachtet man die für Wasser berechneten internen- und Wechselwirkungsenergien erkennt
man im wesentlichen dieselben Effekte (Tabelle 7.2). Die internen Energien der beiden O-
H-Bindungen (E intOH) sind im Rahmen der Statistik identisch. Gleiches gilt für die internen
Energien der freien Elektronenpaare. Die EWwOH LP -Wechselwirkungsenergien sind auch im
Rahmen der Statistik nicht alle gleich. Dies resultiert aus der geringeren Symmetrie des
globalen Maximums der korrelierten Wellenfunktion im Vergleich zu dem globalen Maximum
der unkorrelierten Wellenfunktion (Abbildung 6.25).
Interessanterweise wirkt sich die Art der Zuordnung wesentlich stärker auf die internen
Energien der freien Elektronenpaare (E intLP ) aus. Im Fall der MA-Zuordnung sind die internen
Energien im Vergleich zur CMA-Zuordnung wesenlich geringer. Der Grund hierfür ergibt
sich ebenfalls aus den SEDs. Die zu den freien Elektronenpaaren gehörenden SEDs sind
wesentlich dichter am Sauerstoffatom lokalisert als die SEDs der O-H-Bindungen. Hierdurch
wirkt sich eine Änderung bezüglich Zuordnung der Rumpfelektronen wesentlich stärker auf
die SEDs der freien Elektronenpaare und damit auf ihre internen Energien aus. Die übrigen
Unterschiede entsprechen im wesentlichen den Beobachtungen, welche auch für Methan
gemacht wurden.
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CMA MA
EintO Rumpf -57.7266(9) -46.516(2)
E intOH 1 -5.4485(7) -6.987(3)
E intOH 2 -5.448(1) -6.987(1)
E intLP 1 -8.3725(8) -12.755(2)
E intLP 2 -8.372(1) -12.757(3)
EWwOH 1 OH 2 0.72544(5) 0.76133(9)
EWwOH 1 LP 1 1.4400(1) 1.5278(2)
EWwOH 1 LP 2 1.3720(1) 1.4685(1)
EWwOH 2 LP 1 1.3719(1) 1.46844(7)
EWwOH 2 LP 2 1.4399(1) 1.52781(8)
EWwLP 1 LP 2 2.6533(1) 2.8845(1)
EGesamt -76.366(2) 76.366(4)
EVMC -76.3660(1)
Tabelle 7.2: Energiebeiträge für Wasser in Eh mit Zuordnung nach CMA und MA.
Im Fall von Ethan sind die internen Energien der beiden Kohlenstoffrümpfe (EintC Ru¨mpfe)
im Fall der MA-Zuordnung ebenfalls höher verglichen mit der CMA-Zuordnung (Tabel-
le 7.3). Hingegen sind die internen Energien der C-C- (E intC C Bindung) und C-H-Bindungen
(E intCH Bindungen) im Fall der MA-Zuordnung wiederum signifikant geringer bei höherer Stan-
dardabweichung. Die Gründe für diese Einflüsse der beiden Zuordnungsmethoden auf die
Energien sind hier identlich mit denen bei Methan und Wasser. Der Einfluss der Zuord-
nungmethode auf die Wechselwirkungsenergien ist wiederum kleiner als bei den internen
Energien.
CMA MA
EintC Ru¨mpfe -63.7995(5) -57.139(1)
E intC C Bindung -2.1635(1) -4.385(2)
E intCH Bindungen -16.857(1) -21.690(3)
EWwRu¨mpfe CH -7.1503(2) -7.0956(1)
EWwCC CH 5.3771(2) 5.5793(2)
EWwCH CH 5.3338(1) 5.4711(2)
EGesamt -79.260(1) -79.260(3)
EVMC -79.2602(1)
Tabelle 7.3: Energiebeiträge für Ethan in Eh mit Zuordnung nach CMA und MA.
Einen Effekt, welchen man sowohl für die CMA- als auch für die MA-Zuordnung beob-
achten kann ist, dass der Fehler der Gesamtenergie EGesamt höher ist als der Fehler der
entsprechenden EVMC-Rechnung. Der Grund hierfür ist, dass bei Aussummation aller Ener-
giebeiträge der chemischen Einheiten alle Einzelfehler gleichermaßen eingehen. Im Fall der
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VMC-Energien erfolgt die Statistik jedoch über die zur lokalen Energie aufsummierten Ein-
zelwerte, wodurch es zur teilweisen Fehlerkompensation kommt. Entsprechend ist der Fehler
von EVMC geringer, obwohl die Energien identisch sind.
Abschließend sollte die CMA-Zuordnung auch für die Berechnung der Energiebeiträge che-
mischer Einheiten verwendet werden. Die SEDs sind so besser stärker separiert und damit
klarer zu unterscheiden, entsprechendes spiegelt sich auch direkt in den Energien wieder.
7.7.2 Einfluss der Referenzkonfiguration
Als nächstes soll anhand der Systeme Wasser und Ethen der Einfluss der Referenzkonfigu-
ration auf die Energien chemischer Einheit dargestellt werden (Tabellen 7.4 und 7.5). Im
Fall von Wasser wurde die korrelierte Wellenfunktion verwendet und für Ethen hingegen
die unkorrelierte, wie auch in den entsprechenden Abschnitten 6.5.3 und 6.5.4 zur SED-
Partitionierung. Die Energiepartitionierung wurde jeweils mittels des globalen Maximums
und der COCs als Referenzkonfigurationen durchgeführt und die Ergebnisse verglichen.
Bei Wasser besteht der wesentliche Unterschied zwischen dem globalen Maximum und den
COCs als Referenzkonfiguration darin, dass die selbstkonsistenten Ladungsschwerpunkte
eher die Struktur des Systems wiedergeben. Die Referenzpositionen der beiden Bindungen
und der freien Elektronenpaare sind unter beachtung der Symmetrie des Systems gleich
(Abschnitt 6.5.4 Abbildung 6.38). Entsprechend ist zu erwarten, dass im Fall der COCs
eine identische Beschreibung der beiden Bindungen und der freien Elektronenpaare erfolgt.
Hingegen sind die ↵- und  -Referenzpositionen im Fall des korrelierten globalen Maximums
der Wasser Wellenfunktion nicht identisch und unterscheiden sich für beide Bindungen.
Aus diesem Grund gibt das globale Maximum nicht so gut wie die COCs die Struktur des
System wieder. Weiterhin ist zumindest eine leicht unterschiedliche Beschreibung der beiden
eigentlich identischen Bindungen und freien Elektronenpaaren zu erwarten.
Entsprechendes gilt ebensfalls wenn man die einzelnen Energieterme untereinander und für
die beiden unterschiedlichen Referenzkonfigurationen vergleicht (Tabelle 7.4). Dabei äußert
sich der Symmetriebruch im Maximum vor allem in den Wechselwirkungsenergien, zwischen
den Bindungen und den freien Elektronenpaaren (EWwOH LP ). Aus Symmetriegründen soll-
ten alle vier EWwOH LP Wechselwirkungsterme identisch sein. Im Fall der COCs sind alle
vier bis auf die dritte Nachkommastelle gleich. Abweichungen ergeben sich aufgrund der
Konvergenztoleranz der COCs und darüber hinaus der Statistik. Das globale Maximum als
Referenzkonfiguration führt hingegen dazu, dass nur die Terme EWwOH 1 LP 1/EWwOH 2 LP 2
sowie EWwOH 1 LP 2/E
Ww
OH 2 LP 1 untereinander vergleichbar sind. Der Grund hierfür ist,
dass sich sowohl die Bindungen als auch die freien Elektronenpaare untereinander unter-
scheiden.
7.7. UNTERSUCHUNG UND ANWENDUNG DES VERFAHRENS 179
COCs Maximum
EintO Rumpf -57.7266(9) -57.7266(9)
E intOH 1 -5.4658(7) -5.4485(7)
E intOH 2 -5.4639(8) -5.448(1)
E intLP 1 -8.3235(1) -8.3725(8)
E intLP 2 -8.3239(1) -8.372(1)
EWwOH 1 OH 2 0.74754(5) 0.72544(5)
EWwOH 1 LP 1 1.3993(1) 1.4400(1)
EWwOH 1 LP 2 1.3994(1) 1.3720(1)
EWwOH 2 LP 1 1.3989(1) 1.3719(1)
EWwOH 2 LP 2 1.3992(1) 1.4399(1)
EWwLP 1 LP 2 2.5933(1) 2.6533(1)
EGesamt -76.366(2) -76.366(2)
EVMC -76.3660(1)
Tabelle 7.4: Energiebeiträge der chemischen Einheiten für die korrelierte Wasser-
Wellenfunktion in Eh mit den COCs und dem globalen Maximum als Referenz.
Im Fall der internen Energien ist der Einfluss der Referenz schwächer. Im Vergleich mit
den Wechselwirkungsenergien würde man erwarten, dass sich im Fall des Maximums die in-
ternen Energien der Bindungen und freien Elektronenpaare untereinander jeweils deutlicher
unterscheiden, Tabelle 7.4 zeigt jedoch das dies nicht der Fall ist. Dies resultiert aus der Be-
rechnung der Elektronenpaardichten aus den ↵- und  -SEDs, welche sich im Prinzip hinter
der Berechnung der internen Energien verbirgt. Wie auch bei den SEDs liefern die Elektro-
nenpaardichten die eindeutigere Beschreibung (s. Abschnitt 6.5.3), wodurch die internen
Energien mit den unterschiedlichen Referenzen vergleichbarer sind als erwartet. Die mittels
der COCs berechneten internen Energien unterscheiden sich zum Teil stärker untereinander
als es aufgrund des statistischen Fehlers zu erwarten wäre. So sind beispielsweise E intOH 1 und
E intOH 2 auch im Rahmen der Statistik nicht gleich (Tabelle 7.4). Dieser Effekt resultiert wie-
derum aus den leicht unterschiedlichen Werten der entsprechenden Referenzpunkte, welche
sich aus der gewählten Konvergenztoleranz ergeben.
Im Fall von Ethen besetzen die vier Elektronen der Doppelbindung beim Maximum vier
unterschiedliche Positionen (Abschnitt 6.5.3 Abbildung 6.34, dritte Reihe). Hingegen sind
im Fall der selbstkonsistenten Ladungsschwerpunkte nur zwei Referenzpositionen entlang
der Doppelbindung, senkrecht zur Bindungsachse zu finden. Dabei sind ↵- und  -COCs
identisch (Abschnitt 6.5.4 Abbildung 6.40).
Entsprechend sind auch im Fall von Ethen die mittels des globalen Maximums und der
COCs erhaltenen Energien der chemischen Einheiten unterschiedlich. Eine Ausnahme bil-
den hier wiederum die internen Energien der Kohlenstoffatomrümpfe, da die entsprechenden
Referenzpunkte der Rumpfelektronen in beiden Fällen gleich sind. Zwar unterscheiden sich
die übrigen internen- und Wechselwirkungsenergien zwischen den beiden Referenzen, dies
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resultiert aber lediglich aus einer leicht unterschiedlichen Lage der Referenzpositionen im
Maximum und in den COCs. Einflüsse durch die unterschiedliche Repräsentation der Dop-
pelbindung in den beiden Referenzkonfigurationen scheinen sich weitestgehend zu kompen-
sieren. Entsprechend können die COCs zwar zu einer eindeutigeren quantitativen Analyse
führen, dies ist jedoch nicht zwingend der Fall.
COCs Maximum
EintC1 Rumpf -31.889(1) -31.889(1)
EintC2 Rumpf -31.8895(9) -31.8895(9)
E intCC -6.731(2) -6.791(2)
E intCH 1 -2.8635(7) -2.8397(7)
E intCH 2 -2.864(1) -2.840(1)
E intCH 3 -2.8646(5) -2.8408(5)
E intCH 4 -2.8646(5) -2.8409(5)
EWwC1 CH 3 -1.2503(1) -1.2494(1)
EWwC1 CH 4 -1.2503(1) -1.2494(1)
EWwC2 CH 2 -1.2501(1) -1.2493(1)
EWwC2 CH 1 -1.2506(1) -1.2495(1)
EWwCC CH 1 1.7083(1) 1.7073(1)
EWwCC CH 2 1.7087(1) 1.7074(1)
EWwCC CH 3 1.7084(1) 1.7073(1)
EWwCC CH 4 1.7084(1) 1.7074(1)
EWwCH 1 CH 2 0.51134(4) 0.49361(4)
EWwCH 1 CH 3 0.27608(3) 0.27781(3)
EWwCH 1 CH 4 0.24845(2) 0.2476(2)
EWwCH 2 CH 3 0.24850(2) 0.2477(2)
EWwCH 2 CH 4 0.27617(2) 0.27783(2)
EWwCH 3 CH 4 0.51140(6) 0.49364(6)
EGesamt -78.063(3) -78.063(3)
EVMC -78.0631(3)
Tabelle 7.5: Energiebeiträge der chemischen Einheiten für die unkorrelierte Ethen-
Wellenfunktion in Eh mit den COCs und dem globalen Maximum als Referenz.
7.7.3 Übertragbarkeit und Systematik der partitionierten Ener-
gien
Der Wert einer Energiepartitionierung misst sich daran, ob gleiche funktionelle Gruppen
in verschiedenen Molekülen gleiche Energien haben. Weiterhin sollten Unterschiede dieser
Energien aufgrund der unterschiedlichen Umgebung in verschiedenen Systemen zu erklären
sein. So sollte die Energiepartitionierung für eine C-H-Bindung immer ähnliche Energien
liefern, egal um welches System es sich handelt. Entsprechend sollen an dieser Stelle die
internen Energien der terminalen C-H-Bindungen (E intCH) verschiedener Systeme als erstes
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Beispiel dienen. Berechnet wurden die Energien für die Systeme Methan, Ethan, Ethen und
Butadien. Es wurde jeweils eine unkorrelierte Wellenfunktion verwendet. Die entsprechenden
Molekülorbitale wurden auf HF/cc-pVTZ-f-Niveau erstellt.
Wie man an Tabelle 7.6 sehen kann, sind die Energien gut vergleichbar und liegen in allen
Fällen im Bereich von -2.8 Eh. Die absoluten Energien korrelieren dabei nicht direkt mit der
Systemgröße, anderenfalls wäre der geringste Wert für Butadien und der höchste für Methan
zu erwarten. Interessanterweise sind jeweils die internen Energien der C-H-Bindungen der
Systeme CH4\C2H6 und C2H4\C4H6 am ähnlichsten. Dies weist zumindest darauf hin, dass
die Umgebung einen systematischen Einfluss auf die Energien hat. Hier ergibt sich der
Unterschied vermutlich daraus, dass in ersten Alkane und im zweiten Fall Alkene vorliegen.
E intCH
CH4 -2.8288(1)
C2H6 -2.8167(1)
C2H4 -2.8646(5)
C4H6 -2.8569(4)
Tabelle 7.6: Interne Energien der C-H-Bindungen verschiedener Kohlenwasserstoffe in Eh.
Ein wichtiger Punkt ist somit, ob diese systemspezifischen Unterschiede systematisch sind
oder eher zufällig. Ein einfaches Beispiel hierfür sind die den Rümpfen unterschiedlicher Ato-
me zugeordneten chemischen Einheiten. Folgt man der Reihe von Kohlenstoff nach Fluor
würde man aufgrund der ansteigenden Kernladungszahl eine Kontraktion der entsprechen-
den SEDs erwarten. Als Modell hierfür dienen die Energieeigenwerte für wasserstoffähnliche
Systeme (H, He+, Li+2 usw.) in atomaren Einheiten (Gleichung (7.38)).
En =  1
2
Z2
n2
(7.38)
In Tabelle 7.7 sind die internen Energien der Atomrümpfe und die dazugehörenden Ener-
giebeiträge für die Atome Kohlenstoff bis Fluor aufgeführt. Berechnet wurden hierbei nicht
die einzelnen Atome, sondern die Moleküle Methan, Wasser, Ammoniak und Fluor.
EintRumpf E
int,kin
Rumpf V
int,en
Rumpf V
int,ee
Rumpf
hT i
hV i
C -31.8941(1) 33.664(1) -69.153(1) 3.5943(1) -1.95
N -43.8896(9) 47.188(1) -95.333(2) 4.2551(1) -1.93
O -57.715(1) 62.949(7) -125.582(6) 4.9168(2) -1.92
F -73.346(6) 81.32(1) -160.25(1) 5.5897(1) -1.90
Tabelle 7.7: Die internen Energien der Atomrümpfe von Kohlenstoff bis Fluor und die Ein-
zelbeiträge in Eh.
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Die internen Energien EintRumpf korrelieren, wie nach nach Gleichung (7.38) zu erwarten, mit
dem Quadrat der Kernladungszahl (Abbildung 7.3).
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Abbildung 7.3: Korrelation zwischen Z2 und den internen Energien der Atomrümpfe in Eh.
Die kinetische Energie, die Kern-Elektron-Anziehung und die Elektron-Elektron-Abstoßung
nehmen entlang der Reihe zu. Dies ergibt sich direkt durch die Kontraktion der SEDs der
Rumpfelektronen aufgrund der steigenden Kernladung. Dabei überkompensiert die Kern-
Elektron-Anziehung die übrigen Effekt, wodurch die interne Energie der Atomrümpfe von
Kohlenstoff nach Fluor hin abnimmt.
Ein sehr interessanter Punkt an dieser Stelle ist, dass das Virial-Theorem scheinbar für die
Atomrümpfe zumindest näherungsweise erfüllt zu sein scheint (Gleichung 7.39 und Tabelle
7.7). Das Virial-Theorem besagt, dass das Verhältnis der Erwartungswerte von kinetischer
und potentieller Energie im Potentialminium konstant ist. Da es sich im vorliegenden Fall
um das Coulomb-Potential handelt, ist das Verhältnis wie folgt:
hT i
hV i =  2 (7.39)
Über das Virial-Theorem sind die kinetische und potentielle Energie eines System mitein-
ander gekoppelt. Leider bilden die Atomrümpfe hier mit der näherungsweisen Erfüllung
des Virial-Theorems eher die Ausnahme. In der Regel wird das Virial-Theorem durch die
chemischen Einheiten kaum erfüllt.
7.7.4 Aufwandsanalyse für die Energiepartitionierung
Eine zentrale Fage bezogen auf die Anwendbarkeit des Verfahrens ist, wie sich bei festge-
legter Genauigkeit der Rechenzeitaufwand für die Berechnung der partitionierten Energien
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und der normalen VMC-Energie verhält. Hierzu wird als Maß für den Rechenzeitaufwand
das Verhältnis ⌘ definiert:
⌘ :=
 2CE
 2VMC
(7.40)
Dabei ist  CE Standardabweichung für die internen- oder Wechselwirkungsenergien der
chemischen Einheiten und  VMC die Standardabweichnung der VMC-Energie. Insbesondere
die Fehler der internen Energien von Atomrümpfen (Core) und von Bindungen zu Was-
serstoffatomen (HBP) sollen im folgenden betrachtet werden. Die HBP-Einheiten dienen
dabei lediglich als Beispiel. Die Fehler für die internen Energien der freien Elektronenpaare
(LP) und anderer Bindungen (BP) liegen in derselben Grössenordnung. Wie den Tabellen
der vorangegangenen Abschnitte entnommen werden kann, weisen die internen Energien
der chemischen Einheiten immer die höchsten Fehler auf und sind deswegen limitierend in
bezug auf den Rechenzeitaufwand. Die Fehler der Wechselwirkungsenergien sind meistens
signifikant kleiner oder vergleichbar mit den entsprechenden Fehler für die internen Energien
von freien Elektronenpaaren oder Bindungen.
Tabelle 7.8 zeigt die für Systeme mit unterschiedlicher Elektronenanzahl n berechneten
Werte für ⌘Core der Atomrümpfe und ⌘HBP der Bindungen zu Wasserstoffatomen. Es ist
zu erkennen, dass für beide Reihen der Rechenzeitmehraufwand nach ⌘ nicht eindeutig
von der Systemgröße abhängt. Ein klarer Trend fehlt in beiden Fällen. Dabei schwanken die
entsprechenden Werte der Atomrümpfe ⌘Core stärker als die Werte für die Bindungen ⌘HBP .
Für den höchsten Wert liegt der Mehraufwand bei gegebener Genauigkeit für die Berechnung
der partitionierten Energie um das achtfache höher im Vergleich zur Berechnung der VMC-
Energie. Im Mittel ist der Aufwand für die Berechnung der innneren Energie der Atomrümpfe
jedoch lediglich um das 3.6fache erhöht. Im Fall der Bindungen schwanken die Werte von
⌘HBP etwas weniger. Für die meisten Systeme ist der zusätzliche Rechenzeitaufwand bei
gegebener Genauigkeit um das fünf- bis sechsfache höher als für die Berechnung der VMC-
Energie. Der mittlere Mehraufwand liegt in diesem Fall bei etwa 4.2.
n ⌘Core ⌘HBP
LiH 4 0.89 0.25
CH4 10 0.64 5.37
C2H4 16 8.20 4.92
C2H6 18 3.90 5.46
C3H
+
3 20 6.26 5.75
C4H6 30 2.09 3.20
Tabelle 7.8: Einfluss der Elektronenanzahl n auf den Rechenzeitaufwand für die internen
Energien der Atomrümpfe ⌘Core und Bindungen zu Wasserstoffatomen ⌘HBP .
Die Berechnung der partitionierten Energien stellt somit einen deutlichen Mehraufwand dar
7.7. UNTERSUCHUNG UND ANWENDUNG DES VERFAHRENS 184
im Verhältnis zur Berechnung der VMC-Energie. Allerdings handelt es sich für die Systeme
scheinbar um einen Faktor, welcher nicht direkt von der Systemgröße abhängt. Das Erzielen
ausreichender Genauigkeiten für die partitionierten Energien wesentlich größerer Systeme
ist also durchaus möglich.
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7.7.5 Konformationsanalyse für Ethan
In einem ersten Anwendungsbeispiel für die zuvor eingeführte Energiepartitionierung soll eine
Konformationsanalyse für Ethan durchgeführt werden. Ethan kann in zwei Konformationen
vorliegen, der gestaffelten und der ekliptischen Konformation (Abbildung 7.4). Die beiden
Konformere lassen sich durch die Rotation einer Methyl-Gruppe ineinander überführen.
Experimentell handelt es sich bei dem gestaffelten Konformation um die stabilere. Ein
erster experimenteller Wert von 12.0 kJ/mol für die Rotationsbarriere im Ethan wurde
schon früh von Kemp und Pitzer[149] aus thermodynamischen Daten abgeleitet. Später
wurde ein wesentlich genauerer Wert von 12.051 kJ/mol mittels Mikrowellenspektroskopie
ermittelt[150].
Abbildung 7.4: Ekliptische (links) und gestaffelte (rechts) Konformation von Ethan.
Obwohl bekannt ist, welches Konformer das stabilere ist, sind die Gründe für den Stabi-
litätsunterschied umstritten. Aus diesem Grund wird die Rotationsbarriere von Ethan seit
mehr als einem halben Jahrhundert theoretisch untersucht[151, 152, 153, 154, 155, 156,
157, 158, 159]. Im wesentlichen sind zwei Effekte in den Fokus der theoretischen Analysen
gerückt, nämlich der sterische Effekt und die Hyperkonjugation.
Der sterische Effekt ist, obwohl jedem Chemiker geläufig, theoretisch nicht exakt zu defi-
nieren. Es handelt sich nach dem allgemeinen Verständnis um die Wechselwirkung zwischen
Molekülen oder Molekülteilen aufgrund ihres Raumanspruchs. Damit ist der sterische Effekt
ein destabilisierender Beitrag. Da es keine exakten Operatoren gibt, welche den sterischen
Effekt der Berechnung zugänglich machen, können sich die von verschiedenen Arbeiten
verwendeten Definitionen durchaus unterscheiden. Treten sterische Effekte innerhalb ei-
nes Moleküls auf, ist eine Partitionierungsstrategie notwendig um die Wechselwirkungen
direkt untersuchen zu können. Ein gängiger Ansatz lautet, dass für den sterischen Effekt
die Pauli-Austauschwechselwirkung und elektrostatische Wechselwirkungen eine dominante
Rolle spielt[160]. Treten sterische Effekte innerhalb eines Moleküls auf, ist eine Partitionie-
rungsstrategie notwendig um die Wechslwirkungen direkt untersuchen zu können. Es gibt
aber auch DFT-Anstätze um den sterischen Effekt basierend auf der Weizsäcker kinetischen
Energie zu beschreiben[161].
Im Fall der Hyperkonjugation handelt es sich nach der allgemeinen Definition um einen rein
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orbitalbasierten Effekt. Hierbei geht man für Ethan von einer stabilisierenden Wechselwir-
kung zwischen einem besetzten- und einem unbesetzen  -Orbital der gegenüberliegenden
C-H-Bindungen aus. Im Fall der gestaffelten Konformation ist diese Wechselwirkung und
somit auch die Stabilisierung des Systems größer als für das ekliptische Konformer[162].
Die Definition der Hyperkonjugation orientiert sich hierbei besonders an den zugrundelie-
genden Methoden, also der MO- aber auch der VB-Theorie. Hieraus ergibt sich natürlich
die Frage, ob es sich bei der Hyperkonjugation nicht um eine spezielle Beschreibung eines
allgemeineren physikalischen Effektes handelt.
Im Zusammenhang mit der theoretischen Analyse der Rotationsbarriere im Ethan sind zwei
Veröffentlichungen besonders hervorzuheben. In der ersten Veröffentlichung kamen Pophri-
stic und Goodman[157] zu dem Schluss, dass für die Rotationsbarriere im wesentlichen durch
Hyperkonjugation verursacht wird. Da dieser Schluss im Gegensatz zur klassischen Erklärung
über den sterischen Effekt steht, wurde die Debatte über die Gründe für Rotationsbarriere
hierdurch neu angeheizt. Die verwendete Methode zur Analyse der Rotationsbarriere war
in diesem Fall die NBO-Analyse[136]. Im Zuge diese Methode nehmen die Wechselwir-
kungen zwischen den verschiedenen NBOs eines Systems eine zentrale Rolle ein. Hieraus
resultiert die Vermutung, dass die NBO-Analyse eine Erklärung der Rotationsbarriere im
Ethan durch Hyperkonjugation bevorzugen könnte. Darauf folgte später eine entsprechende
Analyse der Rotationsbarriere durch Mo et al. mittels des „block localized wavefunction”
BLW-Ansatzes[155]. Hierbei wurden die e-Methylorbitale um die Methylgruppen lokalisisiert
und so die hyperkonjugative Wechselwirkung zwischen den Methylgruppen verhindert. Als
Referenz zur Berechnung des Beitrages durch die Hyperkonjugation diente die Energie der
vollständig relaxierten Wellenfunktion. Mo et al. stellten fest, dass Hyperkonjugation ledig-
lich 25% der Rotationsbarriere ausmacht. Entsprechend ihrer Analyse liefert der sterische
Effekt den wesentlichen Beitrag zur Rotationsbarriere. Der sterische Effekt wurde hierbei
durch den Vergleich der Energien der ekliptischen und gestaffelten Konformation berechnet.
Dabei wurden die Hyperkonjugation ausgeschaltet und die beteiligten Orbitale eingefroren.
Ausgehend von dieser Kontroverse um die Rotationsbarriere im Ethan wurde eine entspre-
chende Analyse mittels der hier eingeführten neuen Methode zur Energiepartitionierung
durchgeführt. Hierzu wurden zunächst die gestaffelte (1) und die ekliptische (2) Konfor-
mation des Ethans durch Optimierung auf B3LYP/cc-pVTZ-f Niveau bestimmt. Zudem
wurde aus dem optimierten gestaffelten Konformer durch Rotation um die C-C-Bindung
das nichtrelaxierte ekliptische (3) Konformer erstellt. Dieses dient dazu Effekte durch die
Relaxation der Atompositionen zu separieren. Für alle drei Strukturen wurden die HF/cc-
pVTZ-f Energien und die entsprechenden MOs zur Konstruktion der Slaterdeterminante
bestimmt.
Die auf HF- und VMC-Niveau erhaltenen Energiedifferenzen sind in Tabelle 7.9 aufgeführt.
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Die Unterschiede zwischen den HF- und den VMC-Ergebnissen ergeben sich durch den
statistischen Fehler der VMC-Energien. Eine Wellenfunktion ohne Korrektur des Elektron-
Kern-Cusps und ohne Jastrow-Faktor führt zu einer hohen Varianz der lokalen Energie,
was die Rechnungen erschwert. Die mittels HF und VMC für das nichtrelaxierte eklipti-
sche Konformer (2) berechneten relativen Energien liegen, wie zu erwarten, höher als der
experimentelle Wert. Der Grund ist die fehlende Relaxation der Atompositionen. Die ent-
sprechenden relativen Energien des relaxierten ekliptischen Konformers (3) sind auch ohne
dynamische Korrelation in relativ guter Übereinstimmung mit dem experimentellen Wert
der Rotationsbarriere[150].
Methode (1) (2) (3)
HF/cc-pVTZ-f 0.0 13.1 12.6
VMC/HF/cc-pVTZ-f 0.0 14.3±1.8 10.6±1.8
Exp.[150] 12.051
Tabelle 7.9: Berechnete relative Energien für das gestaffelte (1), nichtrelaxierte ekliptische
(2) und ekliptische Konformer (3) in kJ/mol bezogen auf die gestaffelte Konformation.
Für alle drei Konformationen wurde die Partitionierung der elektronischen Energie entspre-
chend definierter chemischer Einheiten durchgeführt. Für die Berechnungen wurden die
COCs als Referenzkonfiguration verwendet. Es wurden chemische Einheiten für die C-H-,
C-C-Bindungen und die Kohlenstoffrümpfe definiert (Abbildung 7.5). Die internen Energi-
en der C-H-Bindungen und der Kohlenstoffatomrümpfe wurden jeweils zusammengefasst.
Ebenso wurde für die Wechselwirkungsenergien verfahren um die Anzahl der Terme zu redu-
zieren (Abbildung 7.5). Die Wechselwirkungen zwischen den C-H-Bindungen wurden in zwei
Gruppen aufgeteilt. In der ersten Gruppe wurden die Wechselwirkungsenergien zwischen C-
H-Bindungen innerhalb der beiden Methylgruppen (intra-Methyl) zusammengefasst. In der
zweiten Gruppe wurden die Wechselwirkungsenergien zwischen den C-H-Bindungen der Me-
thylgruppen (inter -Methyl) zusammengefasst.
Abbildung 7.5: Bezeichnung der chemischen Einheiten (links) und ihrer Wechselwirkungen
(rechts) für Ethan.
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In Tabelle 7.11 sind die relativen Energien für die nichtrelaxierte ekliptische Konformation
bezogen auf die gestaffelte Konformation aufgeführt. Aufgrund dieser Definition der rela-
tiven Energien destabilisieren Energiebeiträge mit positiven Vorzeichen die nichtrelaxierte
ekliptische Konformation. Hingegen sind Beiträge mit negativen Vorzeichen stabilisierend.
Da bekannt ist, dass die ekliptische Konformation weniger stabil ist, sind an dieser Stelle de-
stabilisierende Beiträge mit positiven Vorzeichen von Interesse. Aus Tabelle 7.11 geht hervor,
dass im wesentlichen die intra-Methyl-Wechselwirkungen ( EWwintra Methyl) und die Wech-
selwirkungen zwischen den Kohlenstoffatomrümpfen und den C-H-Bindungen ( EWwCH C)
für die geringere Stabilität der nichtrelaxierten ekliptischen Konformation verantwortlich
sind.
 Egesamt  T  V en  V ee  V nn
 EintC 1.6±10.0 -18.4±6.9 20.1±7.2 -0.2±0.1 0.0
 E intCH -11.3±1.0 48.7±0.4 -91.7±0.8 31.7±0.2 0.0
 E intCC 2.2±0.5 -3.7±0.2 7.5±0.4 -1.4±0.03 0.0
 EWwCH C 17.3±0.1 0.0 26.0±0.1 -8.6±0.1 0.0
 EWwCH CC -0.1±0.1 0.0 2.3±0.1 -2.4±0.1 0.0
 EWwintra Methyl 15.6±0.1 0.0 -20.1±0.1 35.8±0.1 0.0
 EWwinter Methyl -11.1±0.1 0.0 -27.5±0.02 -0.01±0.04 16.3
Tabelle 7.10: Relative Energien die nichtrelaxierte ekliptische Konformation bezogen auf die
gestaffelte Konformation, sowie die Standardabweichungen   in kJ/mol.
Der Grund für die erhöhter Abstoßung der C-H-Bindungen innerhalb der beiden Methyl-
gruppen ergibt sich aus der Änderung der Elektronendichte, wenn man von der gestaffelten
zu nichtrelaxierten erkliptischen Konformation geht. Um diese Änderungen der Elektronen-
dichte zu verdeutlichen wurde die Differenzelektronendichte zwischen den beiden Konfor-
mationen berechnet (Abbildung 7.6). Abgebildet ist die Differenzelektronendichte an der
nichtrotierten Methylgruppe. Offensichtlich ist im Fall der ekliptischen Konformation die
Elektronendichte im Bereich zwischen den C-H-Bindungen erhöht (lila). Hingegen ist die
Elektronendichte im Fall der gestaffelten Konformation im Bereich vor den Wasserstoffker-
nen und hinter dem Kohlenstoffkern erhöht (türkis).
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Abbildung 7.6: Ethan Differenzelektronendichte der nichtrotierten Methyl-Gruppe der
HF/cc-pVTZ-f Elektronendichte zwischen der gestaffelten und der nichtrelaxtierten eklipti-
schen Konformation. Lila: Erhöhte Dichte im ekliptischen Konformer, blau: erhöhte Dichte
im gestaffelten Konformer.
Der Grund für diese Änderung der Elektronendichte im Fall der nichtrelaxierten ekliptischen
Konformation ergibt sich aus der Wechselwirkung der C-H-Bindungen zwischen den beiden
Methylgruppen ( EWwinter Methyl). Da sich die C-H-Bindungen der beiden Methylgruppen in
der ekliptischen Konformation direkt gegenüber stehen, relaxiert die Elektronendichte und
weicht in den Zwischenbindungsbereich aus. Durch das Ausweichen in den Zwischenbin-
dungsbereich steigt die Elektron-Elektron-Repulsion ( V ee) zwischen den entsprechenden
CH-Bindungen. Gleichzeitig steigt natürlich auch die Elektron-Kern-Anziehung ( V en) zwi-
schen den C-H-Bindungen, diese ist jedoch nicht in der Lage die Abstoßung zu kompensie-
ren.
Das Ausweichen der Elektronendichte ist ebenso für die Abnahme der Anziehung zwi-
schen den Kohlenstoffatomkernen und der Elektronendichte der gegenüberliegenden C-H-
Bindungen verantwortlich (Tabelle 7.11  V en-Beitrag zu  EWwC CH). Die Elektronendichte
weicht von dem Bereich vor den Wasserstoffatomkernen in den Zwischenbindungsbereich
aus. Hierdurch steigt der Abstand zwischen den Kohlenstoffatomkernen und der Elektro-
nendichte der gegenüberliegenden C-H-Bindungen. Gleichzeitig wird die Anziehung entspre-
chend des Coulomb-Potentials kleiner.
Die Beiträge, welche zu einer Destabilisierung der nichtrelaxierten ekliptischen Konforma-
tion führen, sind also über die neue Energiepartitionierung leicht zu separieren und zu
analysieren. Es gibt jedoch noch weitere auf den ersten Blick überraschende Effekte wenn
man Tabelle 7.11 betrachtet. So ist die Abstoßung zwischen den gegenüberliegenden C-
H-Bindungen der beiden Methyl-Gruppen im nichtrelaxierten ekliptischen Konformer sogar
kleiner ( EWwinter Methyl). Entsprechend der klassischen Erklärung über die sterische Wechsel-
wirkung der Methyl-Gruppen würde man jedoch erwarten, dass die Abstoßung in der eklip-
tischen Konformation größer ist. Diese Bild beachtet jedoch nicht die Relaxierung der Elek-
tronendichte. Wie man an dem  V nn-Beitrag zur inter-Methyl-Wechselwirkungsenergie
 EWwinter Methyl sehen kann, ist die stoßen sich die Wasserstoffkerne in der nichtrelaxierten
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ekliptischen Konformation stärker ab. Allerdings wird dies überkompensiert durch die An-
ziehung zwischen den Wasserstoffkernen und der Elektronendichte der gegenüberliegenden
C-H-Bindungen ( V en). Desweiteren bleibt die Elektron-Elektron-Abstoßung ( V ee) im
Rahmen der Statistik konstant. Damit ist die Wechselwirkung zwischen den C-H-Bindungen
letztlich weniger repulsiv als in der gestaffelten Konformation.
Ein letzter signifikanter Term ist die Änderung der internen Energie der C-H-Bindungen
( E intCH), welche im Fall der nichtrelaxierten ekliptischen Konformation negativer ist. Her-
vorgerufen wird dieser Effekt durch die erhöhte Elektron-Kern-Anziehung ( V en) im nicht-
relaxierten ekliptischen Konformer. Dominant ist dabei eine deutliche Erhöhung der Anzie-
hung zwischen den Kohlenstoffatomkernen und der Elektronendichte der C-H-Bindungen
um -93.3 kJ/mol. Der Grund hierfür ist erneut die Verschiebung der Elektronendichte in
den Zwischenbindungsbereich, in Richtung Kohlenstoffatomkern. Hierdurch steigt die An-
ziehung zwischen dem Kohlenstoffatomkern und der Elektronendichte, gleichzeitig nimmt
die Anziehung durch den Wasserstoffkern minimal ab. Obwohl sich die Elektronendichte im
Zwischenbindungsbereich auszudehnen scheint steigen sowohl die kinetische Energie ( T ),
also auch die Elektron-Elektron-Wechselwirkung ( V ee). Die einzige Erklärung hierfür ist,
dass es sich um einen indirekten Effekt durch die erhöhte Wechselwirkung zwischen den
C-H-Bindungen handelt.
Als nächstes soll die geringere Stabilität der relaxierten ekliptischen Konformation diskutiert
werden. Auch für relaxierte ekliptische Konformation sind ausschließlich die  EWwintra Methyl
und  EWwCH C-Beiträge für die Destabilisierung verantwortlich (Tabelle 7.11). Im folgenden
werden vorrangig Effekte diskutiert, welche nicht schon für das nichtrelaxierte ekliptische
Konformer besprochen wurden. Dabei handelt es sich im wesentlichen um Effekte durch die
Relaxation der Atompositionen.
 Egesamt  T  V en  V ee  V nn
 EintC -1.8±10.0 -14.5±6.9 13.5±7.2 -0.8±0.4 0.0
 E intCH -22.0±1.0 70.9±0.5 -207.9±0.9 63.5±0.2 51.3
 E intCC -27.5±0.5 -69.2±0.2 478.1±0.5 -136.2±0.1 -300.2
 EWwCH C 151.3±0.2 0.0 457.8±0.1 -133.2±0.03 -173.1
 EWwCH CC -57.3±0.1 0.0 54.2±0.04 -111.5±0.1 0.0
 EWwintra Methyl 14.0±0.1 0.0 -84.5±0.06 80.2±0.1 18.2
 EWwinter Methyl -45.8±0.1 0.0 119.7±0.02 -144.0±0.04 -21.5
Tabelle 7.11: Relative Energien für die relaxierten ekliptische Konformation bezogen auf die
gestaffelte Konformation, sowie Standardabweichungen   in kJ/mol.
Der stärkste Beitrag zur Destabilisierung der relaxierten ekliptischen Konformation ist die
Wechselwirkung zwischen den Kohlenstoffatomrümpfen und den gegenüberliegenden C-
H-Bindungen ( EWwCH C). Dabei ist die Anziehung zwischen den Kohlenstoffatomkernen
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und der Elektronendichte der C-H-Bindungen massiv verringert ( V en). Der Grund hierfür
ist, dass der Abstand zwischen dem Kohlenstoff-Kern und den gegenüberliegenden C-H-
Bindungen zunimmt. Nimmt man den Abstand zwischen den Wasserstoffatomen und dem
Kohlenstoffatom als Referenz, beträgt der Abstand 2.173 Åin der gestaffelten Konformation
und 2.193 Åin der optimierten ekliptischen Konformation. Entsprechend werden auch die
Kern-Kern- ( V nn) und Elektron-Elektron-Abstoßungen ( V ee) geringer, sind aber nicht
in der Lage, die verringerte Kern-Elektron-Anziehung zu kompensieren.
Der Beitrag durch die Wechselwirkungen zwischen den C-H-Bindungen innerhalb der beiden
Methlygruppen ( EWwintra Methyl) unterscheidet sich für die relaxierte ekliptische Konforma-
tion kaum von der unrelaxierten. Die aus der Relaxation der Atompositionen resultierende
erhöhte Kern-Kern- ( V nn) und damit verbunden Elektron-Elektron-Abstoßung ( V ee)
werden ausgeglichen durch eine entsprechend erhöhte Elektron-Kern-Anziehung ( V en).
Starke Effekte aufgrund der Relaxation der Atompositionen erkennt man ansonsten für die
interne Energie der C-C-Bindung ( E intCC). Der Grund hierfür ist, dass der C-C-Bindungsabstand
von 1.528 Åfür die gestaffelte auf 1.543 Åfür die ekliptische Konformation ansteigt. Hier-
durch werden die Kern-Kern- ( V nn) und Elektron-Elektron-Abstoßung ( V ee) zwischen
den Kohlenstoffatomrümpfen verringert. Allerdings nimmt auch die Kern-Elektron-Anziehnung
( V en) ab. Da der Bindungbereich größer wird, nimmt die kinetische Energie ( T ) ab.
Im Vergleich vor allem zu der Analyse von Pophristic und Goodman kann mittels des hier
vorgestellten Partitionierungsverfahrens die Rotationsbarriere im Ethan auch ohne Hyper-
konjugation erklärt werden. Es wurden zwei wesentliche Beiträge gefunden, welche zu einer
Destabilisierung der ekliptischen gegenüber der gestaffelten Konformation führen. Der erste
und letztlich dominante Beitrag ist die Wechselwirkung zwischen den Kohlenstoffatom-
rümpfen und den gegenüberliegenden C-H-Bindungen. Diese Wechselwirkung ist im Fall
der ekliptischen Konformation deutlich weniger attraktiv. Der zweite Energiebeitrag ist die
Wechselwirkung zwischen den C-H-Bindungen innerhalb der beiden Methlygruppen, welcher
für das ekliptische Konformer repulsiver ist. Beide Beiträge können im Prinzip als sterischer
Effekt verstanden werden. Damit sind die Ergebnisse in guter Überstimmung mit den Un-
tersuchungen von Mo et al.. Mögliche weitere Beiträge durch die Hyperkonjugation sind
im Rahmen des hier eingeführten Verfahrens momentan nicht direkt zugänglich, wodurch
hierzu keine konkrete Aussage getroffen werden kann. Dafür wird allerdings ein sehr ein-
faches aber aussagekräftiges lokales Wechselwirkungsmodell für Ethan erhalten, welches
sich eng an der chemischen Vorstellung orientiert. Dies und insbesondere die Möglichkeit
die Wechselwirkungen zwischen einzelnen Bindungen oder Molekülteilen zu analysieren sind
wesentliche Vorteile des Verfahrens.
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7.8 Zusammenfassung und Ausblick
Im Rahmen der Dissertation wurde ein Verfahren zur Partitionierung der elektronischen
Energie vorgeschlagen und implementiert. Es wurden erste Rechnungen vorgestellt, in denen
das Verfahren untersucht wurde. Man erhält dabei die Energie partitioniert in die internen-
und Wechselwirkungsenergien chemischer Einheiten, wie Bindungen, freie Elektronenpaaren
und Atomrümpfe. Aufbauend darauf ist es möglich die Reaktivität und Stabilität von Mo-
lekülen anhand eines einfachen, chemisch intuitiven Wechselwirkungsmodells zu erklären.
Dies wurde für die Konformationsanalyse von Ethan angewendet. Die wesentliche Rolle der
Relaxation der Elektronendichte und Atompositionen konnte klar gezeigt werden.
Ein großer Vorteil des vorgestellten Verfahrens ist dabei die Einfachheit mit der die che-
mischen Einheiten definiert, und Wechselwirkungen zwischen Teilen eines Moleküls gezielt
untersucht werden können. Zudem ist es aufgrund des zugrundeliegenden Quanten-Monte-
Carlo-Verfahrens möglich die Energiepartitionierung für nahezu beliebige Wellenfunktionen
durchzuführen. Damit können die Einflüsse von dynamischer und statischer Korrelation auf
die Eigenschaften eines Moleküls leicht untersucht werden. Damit wurde ein Verfahren ent-
wickelt, das in vielerlei Hinsicht sehr flexibel, einfach zu implementieren und letztlich auch
anzuwenden ist.
Im Rahmen der Weiterentwicklung des Verfahrens wird sicher die Anpassung der Methode
für die Verwendung mit DMC eine wichtige Rolle spielen. Hierdurch würde es möglich
werden, wesentlich genauere Energien zu erhalten. Sowohl für die Verwendung mit DMC
als auch VMC wäre zudem die Untersuchung von Schätzern für die Energiebeiträge sinnvoll,
welche das „zero variance principle” von Assaraf und Caffarel[163] erfüllen. Hierdurch würde
eine effizientere Berechnung der Energiebeiträge ermöglicht.
Neben einer methodischen Weiterentwicklung wird vor allem die Anwendung des Verfahrens
im Vordergrund stehen. Interessant sind vor allem Fälle bei denen lokale Wechselwirkun-
gen zwischen Molekülteilen von zentraler Bedeutung sind. Sehr interessant wäre hierbei die
Analyse stereoselektiver Reaktionen. Das vorgestellte Verfahren sollte zukünftig in der Lage
sein die Wechselwirkungen zu lokalisieren und zu quantifizieren, welche für die Stereoselek-
tiviät verantwortlich sind. Das Fernziel hierbei ist natürlich diese Informationen zu nutzen
um z.B. die Steroselektivät von Reaktionen noch wesentlich gezielter zu verbessern, als es
momentan möglich ist.
Anhang
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Anhang A: Absolute Energien der berechneten Über-
gangsmetallsysteme
Absolute Energien in Eh zu Abschnitt 5.6: Anregungsenergien
System Methode EGround EEx Methode EGround EEx
Sc BP86 -46.682162 -46.654032 DMC/BP86 -46.6334(2) -46.5958(2)
BD -46.609070 -46.543077 BD/BP86 -46.6403(2) -46.5948(1)
Ti BP86 -58.237051 -58.237815 DMC/BP86 -58.1677(2) -58.1481(3)
BD -58.131865 -58.092450 BD/BP86 -58.1744(2) -58.1476(3)
V BP86 -71.612510 -71.628236 DMC/BP86 -71.5192(2) -71.5254(2)
BD -71.462467 -71.450536 BD/BP86 -71.5291(2) -71.5242(2)
Cr BP86 -87.001875 -86.960231 DMC/BP86 -86.8856(2) -86.8498(1)
BD -86.795358 -86.762711 BD/BP86 -86.8853(2) -86.8567(2)
Absolute Energien in Eh zu Abschnitt 5.8: Dissoziationsenergien
System BP86/PPI DMC/BP86/PPI BP86/PPII DMC/BP86/PPII
S -10.138116 -10.12530(8) -10.138116 -10.12530(8)
Sc -46.689761 -46.6363(2) -46.682162 -46.6334(2)
Ti -58.246463 -58.1671(2) -58.237051 -58.1677(2)
V -71.618562 -71.5112(2) -71.612510 -71.5192(2)
Cr -87.006007 -86.8761(2) -87.001875 -86.8856(2)
Mn -104.381085 -104.2681(2) -104.390785 -104.2850(2)
Fe -123.929544 -123.7790(5) -123.948699 -123.8030(2)
System BP86/PPI DMC/BP86/PPI BP86/PPII DMC/BP86/PPII
ScS -57.0238647 -56.9386(2) -57.0158160 -56.9414(2)
TiS -68.5843555 -68.4639(2) -68.5754665 -68.4682(2)
VS -81.949828 -81.7995(2) -81.9447815 -81.8092(2)
CrS -97.271307 -97.1046(3) -97.2693034 -97.1197(3)
MnS -114.656124 -114.4821(3) -114.6696819 -114.5116(3)
FeS -134.208826 -133.9978(3) -134.2330080 -134.0348(3)
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Absolute Energien in Eh zu Abschnitt 5.9: DMC Bindungslängen
der neutralen Sulfide MS
R(ScS)/Å E  
1.900 -56.90918 0.00020
2.000 -56.93181 0.00018
2.050 -56.93796 0.00019
2.100 -56.94082 0.00018
2.150 -56.94160 0.00019
2.200 -56.93993 0.00017
2.300 -56.93275 0.00017
2.139 -56.94138 0.00017
R(TiS)/Å E  
1.900 -68.44980 0.00025
2.000 -68.46462 0.00023
2.082 -68.46824 0.00023
2.100 -68.46754 0.00023
2.2000 -68.46282 0.00022
2.300 -68.45292 0.00023
2.400 -68.43950 0.00023
R(VS)/Å E  
1.800 -81.77298 0.00022
1.900 -81.79888 0.00023
2.000 -81.80898 0.00021
2.100 -81.80921 0.00021
2.200 -81.80242 0.00021
2.300 -81.79174 0.00020
2.400 -81.78000 0.00021
R(CrS)/Å E  
1.900 -97.10551 0.00026
2.000 -97.11669 0.00026
2.050 -97.11947 0.00026
2.100 -97.12055 0.00025
2.150 -97.11967 0.00025
2.200 -97.11850 0.00023
2.300 -97.11356 0.00024
2.071 -97.11967 0.00025
R(MnS)/Å E  
1.900 -114.193090 0.000240
2.000 -114.208630 0.000230
2.050 -114.212890 0.000230
2.086 -114.215320 0.000240
2.100 -114.216040 0.000230
2.150 -114.217930 0.000230
2.200 -114.218090 0.000230
2.300 -114.215330 0.000230
R(FeS)/Å E  
1.900 -133.73860 0.00029
2.000 -133.74448 0.00029
2.028 -133.74453 0.00027
2.050 -133.74451 0.00027
2.060 -133.74455 0.00028
2.100 -133.74303 0.00029
2.200 -133.73600 0.00028
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Absolute Energien in Eh zu Abschnitt 5.9: DMC Bindungslängen
der Kationen MS+
R(ScS+)/Å E  
1.800 -56.63643 0.00023
1.900 -56.67448 0.00021
2.000 -56.69296 0.00022
2.100 -56.69778 0.00021
2.200 -56.69398 0.00020
2.300 -56.68437 0.00019
2.400 -56.67092 0.00020
R(TiS+)/Å E  
1.700 -68.10219 0.00026
1.800 -68.16886 0.00025
1.900 -68.19775 0.00024
2.000 -68.20965 0.00024
2.048 -68.21059 0.00024
2.100 -68.20915 0.00024
2.200 -68.20184 0.00022
2.300 -68.19051 0.00023
R(VS+)/Å E  
1.700 -81.45769 0.00025
1.800 -81.50452 0.00023
1.900 -81.52715 0.00021
2.000 -81.53437 0.00022
2.100 -81.53234 0.00021
2.200 -81.52515 0.00022
2.300 -81.51530 0.00020
R(CrS+S)/Å E  
1.900 -96.82806 0.00027
1.950 -96.83444 0.00028
2.000 -96.83747 0.00027
2.044 -96.83925 0.00025
2.050 -96.83984 0.00026
2.100 -96.83985 0.00024
2.300 -96.83392 0.00024
R(MnS+)/Å E  
1.900 -114.193090 0.000240
2.000 -114.208630 0.000230
2.050 -114.212890 0.000230
2.086 -114.215320 0.000240
2.100 -114.216040 0.000230
2.150 -114.217930 0.000230
2.200 -114.218090 0.000230
2.300 -114.215330 0.000230
R(FeS+)/Å E  
1.800 -134.00982 0.00027
1.900 -134.02836 0.00028
1.950 -134.03278 0.00027
2.000 -134.03479 0.00027
2.030 -134.03422 0.00026
2.100 -134.03329 0.00026
2.200 -134.02607 0.00028
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Absolute Energien in Eh zu Abschnitt 5.11: Ionisierungsenergien
System DMC/PPII-A DMC/PPII-B
ScS+ -56.6983(2) -56.6983(2)
TiS+ -68.2106(2) -68.2105(2)
VS+ -81.5345(2) -81.5344(2)
CrS+ -96.8393(3) -96.8404(3)
MnS+ -114.2153(2) -114.2182(2)
FeS+ -133.7445(3) -133.7446(3)
Abkürzungsverzeichnis
AIM Atoms in Molecules
BCP bond critical point
BD Brückner Doubles
BLW blocklokalisierte Wellenfunktion
CI Configuration Interaction
CMA Core Munkres Algorithmus
COC Center of Charge
DFT Dichtefunktionaltheorie
EDA Energy Decomposition Analysis
ELF Elektronenlokalisationsfunktion
EPLF Elektronenpaarlokalisationsfunktion
ETS Extended Transition State
FCI Full Configuration Interaction
LCAO-MO Linear Combination of Atomic Orbitals to Molecular Orbitals
LMO Lokalisierte Molekülorbitale
LSAP Linear Sum Assignment Problem
MA Munkres Algorithmus
MCSCF Multiconfiguration Self Consistent Field
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MP2 Møller-Plesset Störungstheorie 2. Ordnung
MPI Message Passing Interface
MRCI Multireference Cofiguration Interaction
NBO natürliches Bindungsorbital
NEDA Natural Energy Decomposition Analysis
pDFT Partition Density Functional Theory
QM/MM Quantenmachanik/Molekularmechanik
QMC Quanten Monte Carlo
RHF Restricted Hartree Fock
SCF Self Consistent Field
SED Single Electron Density
UHF Unrestricted Hartree Fock
ZPE Zero Point Energy
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