Abstract. Rates of convergence (or divergence) are obtained in the application of Gauss, Lobatto, and Radau integration rules to functions with an algebraic or logarithmic singularity inside, or at an endpoint of, the interval of integration. A typical result is the following: For a generalized Jacobi weight function on [-1,1], the error in applying an «-point rule to f(x) = \x -y\~* isO(n~2 + 2i), if y = +1 and 0(n1+s)ii y e (-1,1), provided we avoid the singularity. If we ignore the singularity y, the error is 0(n~1 + 28(log/t)s(loglogn)S(1 + t)) for almost all choices of y. These assertions are sharp with respect to order.
1. Introduction. This paper is a sequel to that of Lubinsky and myself [2] on the rates of convergence of Gauss integration rules for singular integrands. In this paper we extend the results in [2] in several directions. On the one hand, we extend the results for Gauss integration rules to results for Lobatto and Radau rules. This extension follows easily from the generalized Markov-Stieltjes inequality for Lobatto and Radau rules given in Lemma 3.2 and from a representation of the coefficients (or weights or Cotes numbers) in the Lobatto and Radau rules in terms of the coefficients in the Gauss rule with respect to a related weight function. A second extension is to the special case of Gauss-Jacobi integration rules as well as LobattoJacobi and Radau-Jacobi rules for certain values of the parameters defining the Jacobi weight function (1.1) o>^)(x)=(l-x)a(l+x)ß, a,ß>-l.
In [2] , there were some results for a, ß = ± \. In this paper, there are similar results for (1.2) -Ka = j8 and -\^a,ß^\ in the Gauss case, and for other ranges of a and ß in the Lobatto and Radau cases. These results are based on the results in [5] , where convergence and divergence theorems were proved for Gauss-Jacobi rules but no stress was placed on the rates of convergence as in this paper and in [2] . Finally, in dealing with endpoint singularities, we generalize the weight functions considered in [2] to the generalized Jacobi weight functions studied by Nevai and others [3] . Since this paper follows closely on [2] , we shall only state the theorems generalizing those given therein but shall not, in general, give proofs, since they are almost identical word-for-word with those in [2] , the major difference being that we shall use oi(x)dx in place of da(x) used in [2] . Of course, where there are some differences in the proofs, we shall indicate this. In Section 2, we shall establish our notation and introduce the integration rules. In Section 3, we shall prove the generalized Markov-Stieltjes inequality for Lobatto and Radau rules (Lemmas 3.2 and 3.3), and an additional basic lemma. In Sections 4 and 5, we study rates of convergence of our rules for functions with an interior singularity which satisfy certain monotonicity conditions, in particular, the functions \x -y\~s, 0 < 8 < 1, and -log|.x -.y|. In Section 6, we do the same for functions with endpoint singularities. Finally, in Sections 7 and 8, we generalize the results of Sections 4-6 to more general functions. This is the same structure as in [2] , and will facilitate reference to that paper.
2. Notation. Let [a, b] be a finite interval and r, s e {0,1}. We shall be concerned with the approximation of the integral
by numerical integration rules of the form
Here, u(x) is a nonnegative weight function which is positive over a subinterval of [a, b] (usually almost everywhere) and in Lx(a, b), and is such that /[/] is properly or improperly Riemann-integrable. The points xni are the zeros of We shall frequently need to consider some fixed point y e (a, b) at which f(x) may, or may not, have a singularity. Throughout xc(n), x¡{n), xr(B) denote the points from {xn0, xnX,..., xnn, *n>"+1} which are, respectively, the closest to y, the closest from the left to y, and the closest from the right to y. More precisely, \xc{n)-y\ = min[\xnj-y\: j = 0,1,...,« + l), y~ xl(n) = min{y-xnj: xnj^y), Xr(")-y = «án{x"j-y: xnj>y).
When xc(n) is not uniquely defined by the above, which is the case only when y is midway between jc/(n) and xr(n), we take xc(n) = xl(n). We let /;[/]-I ka*.j)> 7 = 1 j*c(n) so that I* avoids the singularity by omitting the closest abscissa to it. Further, we
Similarly, we define
Kjfix"j),
so that /** avoids the singularity by omitting the closest abscissas from the left and right to y. Further,
We let \e(B), \/(n)) \r(n) denote the coefficients corresponding to xc(n), xl(n), xr(n), respectively. Similarly, xc(n)±x, Xc(n)±, denote xnc(n)±x and X",c(")±1 and so on.
Note that xr(n) = x,(n)+x.
Definition 2.1. We shall say that the integral of w(jc) is bounded above and below near y, u e IB(y), if there exist positive constants m and M such that for all large enough n, where Kx and if2 a1"6 positive constants. We say /<= Lip(0) in S? where 0 < 8 < 1 if W/(äi; e) = 0(ee), and we say / e Lip(0; tj) in ^ where 8 > 0 and tj is real if tor(^; e) = 0(£*|log£|-''). Definition 2.3. Let ^ be a real interval. Let k be a positive integer. We shall say /: 'S -» R is *-absolutely monotone in 'S (/c-completely monotone in S) if /<»(*) >0, *£#,; = 0,1,2,...,*, ((-l)7^>(x) > 0, x e Sí, ; = 0,1,2,...,*).
If / is *-absolutely monotone in S (*-completely monotone in 'S) for all positive integers *, we shall say/ is absolutely monotone in ^ (completely monotone in 'S). (0
In particular, 
Next, as £ > xnk_x was arbitrary, it follows p(x) has 2« -2* + 1 + s zeros in (*",*_n ft], these being listed in (3.1A, B). Since p(x" k_x) = f(xn k_x) > 0 and as p(x) has a simple zero at xnk and double zeros at xnj, _/' = * + 1, * + 2,...,«, it follows that p(x) changes sign at xnk and
Then by (3.2) and (3.3), and by (3.1A),
Finally, if strict inequality does not hold in (2.7), fe(x) = f(x) + eex satisfies (2.7) with strict inequality for any e > 0. Applying the above inequality to fe, and letting e -> 0 + , we obtain the more general inequality, (ii) is similar: One defines a polynomial P(x) of degree < 2« -2 + s by p(x )=¡fix»j)> 7 = 1,2,...,*, 
Proof. See [2] .
The following lemma on the asymptotic behavior of coefficients and abscissas will be useful in the sequel. Lemma 3.4. Assume that u(x) e IB(y) for y e (a, ft). Then there exist positive constants cx, c2, c3, c4 and a neighborhood 'S of y such that for all n and), 1 </' < «, 0) xnJÇi 9=>cx/n ^xnJ + x -x",< c2/n,
Proof, (i) See [2] .
(ii) By Lemma 3.4(ii) in [2] , the Christoffel numbers A satisfy (ii). Hence, by (2.4), (ii) holds. D 4 . Interior Singularities, Part 1. In this section, we investigate the asymptotic behavior of E"[f], where f(x) = \x -y\~s or -log|x-v|.
First, however, we establish our basic error estimate which may be applied to functions with a singularity on either one or both sides of y. 
Iff is the integer such that) e (/(«), r(n)} \{c(n)}, then Proof. See [2] .
We can now prove a general theorem for "2-sided" singularities:
Theorem 4.2. Let (a, ft) be a finite interval and y e (a, ft). Let u(x) e IB(y). Let f(x) be absolutely monotone in [a, y), completely monotone in (y, ft], and let f(y) = 0. Further assume f(x) grows at roughly the same rate on both sides of y as x -* y, that is (4.5) fiy-u)~f(y + u) asu^0+.
Let ¡in = ¡y_x/n f(x)dx, n = 1,2,3,.... Then
Proof. See proof of Theorem 4.3 in [2] .
Thus the rate of convergence to 0 of the error, where the singularity is avoided using /* or /**, is determined by the asymptotic behavior of /x". As a first (iii) For those positive integers nfor which y + xc(n),
where Xc(n)~ n~x.
Proof. See proof of Corollary 4.4 in [2] . Next, we have a corollary for logarithmic singularities. Assume ic e LB(y). Then (ii)En*[f] = 0(n-x\ogn).
(iii) For those positive integers nfor which y =£ xc(n),
where Ac(n) ~ n~~l.
Proof. See proof of Corollary 4.5 in [2] .
In our next corollary, we have the following analogue of Theorem 2 in Rabinowitz [4] , for the case where y = cos(irp/q) with p/q a rational number. Proof. In [5] , it was shown that \y -*c(n)| > c/n for large n such that y + xc(n).
The rest of the proof is the same as that of or infinitely many integers and all 0 < 8 < 1.
(ii) See [2] with v, ß replaced by a + s, ß + r, respectively, (iii) In [5] , it was shown that \y -xc(n)\ < cx/n2 for infinitely many integers n.
Applying 6. Endpoint Singularities. We discuss here the case where the singularity is at the right endpoint ft. All the results can be easily rewritten for the case when the singularity is at a. If we define the value of the integrand at ft to be /(ft) = 0, we see that in all cases,
Nevertheless, in our next lemma, we shall have to distinguish between the cases s = 0 and s = 1. Even though the end result is the same, the proofs are different. Before stating our lemma, we note that for endpoint singularities, there is no need to omit any abscissas, so that we can restrict ourselves to the study of £"[/]. = oo and define f (a) = 0. Then
Proof, (a) By Lemmas 3.2(i) and (ii), ZKA**j) < /*""/(*)«(*)* < E xnjf(xnj) . Now, since fe(x) -* oo as x -* ft, G(x) > 0 in a neighborhood of ft. Furthermore, G(x) has n double zeros in (a, ft), and when r = 1, it has a simple zero at x = a for a total of 2n + r zeros. Now, if G(x0) < 0 for some x0 e (a, ft), then G(x) would have a zero of odd multiplicity at some point in (a, ft) and the total number of zeros would be at least 2« + r + 1. By Rolle's theorem, there would exist a point £ e (a, ft) such that G(2"+r)(£) = 0. But H{2n+r)(x) = 0 and fe(2n+r)(£) = f(2n+r)(£) + e(2n + r)\ > 0, since /<2n+r)(x) > 0 in (a, ft). This contradiction proves our result.
(b) is similar. D Unfortunately, the behavior of Xnn, ft -x"", xnn -xn "_x, and so on, have not been thoroughly investigated for general weights and there seems to be no analogue of Lemma 3.4. Thus we are not able to prove results as general as those in Sections 4 and 5, but can prove results for the generalized Jacobi weight functions. These weight functions were studied by Nevai and others and are defined as follows:
Definition 6.2 [3] . to is a generalized Jacobi weight function (« £ 6J) if u can be written in the form The two basic properties of GJ weights that we need are given in [3, p. 673 ]. Taking into account that if to e GJ, then w e GJ, these properties are
where, as before, xnn is the «th root of the polynomial of degree n orthogonal with respect to ü(x), and X"" is the Christoffel number corresponding to xnn. The positive constants c,, c2, c3 and c4 are independent of n. Then (6.8) max{0,l -Cq(")(1 + <*)} < liminf t" < limsup t" < 1.
Proof. For the Jacobi weight function we have that Then (6.6) follows easily from (6.1), (6.10), (6.11), and (6.7).
(b) is similar. D 7. Interior Singularities for More General Functions. We now extend the results of Sections 4 and 5 to the function f(x) = <$>(x)g(x), where g(x) is smooth and <#>(*) = \x -y\~s or <b(x) = -log|x -y\. Throughout, without further mention, we assume y g (a, ft).
We state first our result on avoiding the singularity. The following result analyzes the error when the singularity is ignored.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 8. Endpoint Singularities for More General Functions. In extending the results of Section 6 to more general functions, we shall assume throughout that (a,b) = (-1,1) and that to(x) is a generalized Jacobi weight function given by (6.3). Our main result for endpoint singularities is as follows: 
