Introduction {#Sec1}
============

Dispersions of nanoparticles are becoming a ubiquitous element of everyday life, and are the subject of intensive scientific investigation. Applications have been developed spanning the breadth of: pharmaceuticals such as cancer treatment^[@CR1]^ and drug delivery systems^[@CR2]^; antibacterial and anti-fouling coating materials^[@CR3]^; improved cosmetics formulations^[@CR3]^; stronger construction materials^[@CR4]^; and numerous other technologies^[@CR5]--[@CR10]^, representing a huge expenditure of human resources and effort. Furthermore, nanoparticles of scientific interest are not uniquely synthetic. Biological systems-including the human body-rely heavily on a variety of nanoparticles to function healthily and efficiently^[@CR1]^. The ever-expanding pool of nanoparticle applications holds great potential for researchers to further exploit. As applications advance, there is concurrently an increase in the demand for methods by which the properties of nanoparticles can be both rapidly and accurately obtained^[@CR1],[@CR10]^. One method that is widely applied to particle analysis is Raman spectroscopy^[@CR11]^, which can give information on the chemical make-up of an analyte particle^[@CR11]--[@CR14]^. Additionally, the use of microfluidic systems to either enable rapid throughput characterisation, or to enable particle synthesis, is commonplace^[@CR15]--[@CR18]^. Such microfluidic systems essentially consist of a channel, which in two dimensions reduces to a cavity. By containing particles in a microfluidic cavity during spectroscopic analysis, we introduce additional contributions to the spectral signature owing to the properties of the cavity itself^[@CR19]--[@CR21]^.

It is well-known that cavities have associated modes, relating to the resonant wavelengths of the cavity^[@CR22],[@CR23]^. This resonance gives an intrinsic background to any spectra obtained within the cavity. Cavity resonances can also couple to the vibrational resonances of the analyte particle, manifesting as shifts in the peak positions in the spectra obtained^[@CR24]^. The electromagnetic field intensity varies across the cavity due to the superposition of different resonances^[@CR25]^, and hence spectral intensity is strongly dependent on position^[@CR21]^. Without accounting for these effects, there is a distinct possibility of incorrectly analysing a spectrum^[@CR20]^. For example, at a large scale, concentrations could be under- or over-estimated as intensities of peaks are affected depending on position. Properties such as the number of layers of a 2D material, which can be established from the precise Raman shift and intensity ratios, are also prone to incorrect proscription^[@CR24]^. However, the inconvenience of the additional analysis requirements is potentially offset by some benefits. Chief among these, the fact that the position of a particle within the cavity strongly affects the intensity of the Raman spectrum suggests the possibility that the position can in turn be established via the spectrum. In this work, we aim to demonstrate that the variation in the Raman signal can be used to accurately predict particle positions in two dimensions.

Results and discussion {#Sec2}
======================

Let us consider a silicon-on-insulator (SOI) based microfluidic channel (Fig. [1](#Fig1){ref-type="fig"}a), with an open top cladding to allow facile in-situ Raman spectroscopy. A silicon substrate (thickness \> 1 mm) supports first a buffer layer of silicon dioxide. On this buffer layer is a further layer of silicon. The microfluidic channels are etched into the top silicon layer and terminate at the silicon dioxide boundary. This platform was chosen due to the ease, accuracy, and repeatability of manufacture from a materials standpoint, and the facile manipulation and monitoring of contained liquids owing to the open top cladding. Such channels have previously been demonstrated to enhance the Raman signal intensity^[@CR21],[@CR26]^. In our previous work, similar cavities were designed and used to monitor the position of graphene oxide particles in one dimension^[@CR21]^. Throughout this work, we will consider the host fluid for the dispersion of particles within the microfluidic channel to be a nematic liquid crystal (specifically, liquid crystal E7). The nematic liquid crystal (LC) host is a birefringent material. However, an advantage of the microfluidic infiltration into SOI cavities is the spontaneously induced planar alignment of the LC through interaction with the surfaces of the Si walls^[@CR27]^. The LC will therefore have a director which is either parallel or perpendicular to the walls of the channel such that only either the extraordinary or ordinary refractive index is required, rather than some intermediate value. Microfluidic designs were optimised to significantly enhance the back-scattered Raman signal from incorporated particles of molybdenum disulfide (MoS~2~).Figure 1(**a**) Schematic of the microfluidic design showing dimensions. (**b**) Schematic of the experimental setup, showing the incident light and indicative backscattered Raman light pathways.

To optimise the microfluidic design for facilitating strong confinement of incident light within the channel and to significantly enhance the back-scattered Raman signal 'emitted' (Fig. [1](#Fig1){ref-type="fig"}b) after interaction with the individual incorporated particles, one can model the variation in the intensity of the Raman bands of the dispersed particles while varying parameters that can be experimentally controlled. Variable parameters in our considered microfluidic layout include, for example, the microfluidic channel width, *w*, the channel depth, *h*, and the buffer oxide (BOX) layer thickness, *h*~*BOX*~. The backscattered Raman signal intensity is numerically determined, using the scattering matrix method (SMM) for wavelengths corresponding to the Raman active bands of the desired (MoS~2~) analyte. Raman scattering itself is a purely quantum mechanical process. There is a random spatial distribution of the photons involved, with no way to accurately predict the emission at the single photon level. However, the optical behaviour of the overall scattered light can still be modelled using a classical electrodynamics approach assuming a large number of Raman scattered photons are emitted. We use the SMM to numerically determine the far-field intensity of the dipole emission from the MoS~2~ analyte that is back-scattered and thus escapes from the microfluidic channel. The use of the SMM allows the simulation of the near- and far-field light distributions for structures with geometries that can be split into clearly-defined layers that are uniform in a minimum of one direction^[@CR23]--[@CR25],[@CR28]^. The fundamental element of this method is the decomposition of the electric and magnetic fields of light into separate Fourier series in each layer, and subsequently connecting the Fourier components of all adjacent layers in compliance with the boundary conditions of Maxwell's equations, to give an overall picture of the light propagation within the structure. Analyte particles are modelled as a system of chaotically-oriented oscillating (i.e. the emission direction is randomised) electrical dipoles^[@CR20]^ within the microfluidic channel, with the specified dipole emission defining the Raman photon emission direction and wavelength. The local components of the electromagnetic field were found, forming material matrices in each layer. By applying an iterative procedure, the total scattering matrix for the whole structure was calculated^[@CR29]^. The back-scattered Raman intensity was calculated from the components of the scattering matrix. To reach convergence, 801 Fourier harmonics were used. This value was determined by simulating a simplified channel with increasing numbers of Fourier harmonics used, until no change in the result was observed when further increasing the number of harmonics. All numerical analyses were made assuming normal angles of Raman laser incidence and signal collection. The electric field vector of the incident light is oriented parallel to the channel walls (i.e. in the invariant z direction).

The spot size of the Raman laser was effectively considered as equal to the microfluidic cavity width. As the microfluidic channel width was changed in the simulations, the spot size was also considered to change. To account for this, all Raman intensities were normalised by accounting for the incident field strength in the channel. The incident and Raman-scattered wavelengths of the light are considered to be significantly greater than the size of the analyte particles, such that the particle can be considered as a point dipole-an emitter of only Stokes or anti-Stokes photons within the system- and hence the refractive index of the analyte has no effect on the propagation of backscattered light in the cavity. For Fabry-Pérot effects in a layer to be observed experimentally, its thickness should be less than the coherence length of the Raman scattered light^[@CR20]^. However, this condition is not fulfilled for the silicon substrate layer, hence it is modelled as a semi-infinite material by removing all Fabry-Pérot resonances within the substrate layer.

The microfluidic structures used herein were specifically designed in order to enhance the intensity of the Raman signal from a monolayer MoS~2~ particle positioned at the centre of the channel, for an excitation wavelength of 532 nm. The two characteristic Raman vibrational bands of MoS~2~ are observed at wavenumbers of 386 cm^−1^ (E~2g~) and 404 cm^−1^ (A~1g~) respectively in the case of a monolayer^[@CR30],[@CR31]^. For an excitation wavelength of 532 nm, the scattered radiation will therefore have energies corresponding to wavelengths of 543.15 nm and 543.69 nm, after losing energy to the E~2g~ and A~1g~ vibrational modes of MoS~2~ respectively. By considering the geometry required to maximise the back-scattered intensities of these two wavelengths simultaneously, channels were designed to be etched into a top silicon layer 15 µm deep, with channels spanning 3.6 µm across, and the buffer SiO~2~ layer having a thickness of 2 µm (Fig. [1](#Fig1){ref-type="fig"}a).

Using the scattering matrix method again, let us now consider the change in intensity of the measurable Raman signal as a function of the particle\'s position within the microfluidic channel. Let us now consider a two-dimensional particle (flake) of MoS~2~, parallel to the bottom of the microfluidic channel, with a width of 1 µm. Symmetry allows the representation of the particle to be reduced to a single dipole at the centre. The effect of the MoS~2~ particle's position on the Raman spectrum signal intensity was modelled by varying the spatial coordinates of the oscillating dipole within the microfluidic channel both laterally (*x*) and vertically (*y*) over a fine grid of positions. As the flake is considered to be 1 µm wide, its centre must be at least 0.5 µm from the wall, giving the *x* position limits. As the flake is considered to essentially be an infinitely thin monolayer, the *y* position limits are the top and bottom of the channel respectively.

Very little difference in the Raman intensity is observable at first glance, due to the very small difference in wavelength ($\documentclass[12pt]{minimal}
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                \begin{document}$${\lambda }_{A_{1g}}-{\lambda }_{E_{2g}}$$\end{document}$ = 0.54 nm*,* less than 0.1% of the wavelengths) between the Raman-scattered photons resulting from the interaction of the laser light with each of the two Raman vibrational modes of monolayer MoS~2~ respectively (Fig. [2](#Fig2){ref-type="fig"}a,b). However, one can then analyse the absolute difference in the predicted intensities ($\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}/{I}_{A_{1g}}$$\end{document}$) between them, at which point the inter-band variance is more clearly observable (Fig. [2](#Fig2){ref-type="fig"}c,d). In our calculations, it is observed that each position of the particle has a unique combination of the ratio and difference of the identities, with the exception of symmetrically equivalent positions. A similar analysis is presented in the supplementary information for graphene oxide (Figures [S1](#MOESM1){ref-type="media"}, S2).Figure 2(**a**,**b**) The numerically determined back-scattered intensity for the Raman bands of monolayer MoS~2~ under excitation by a 532 nm laser, with emission corresponding to wavelengths of: (**a**) 543.15 nm for the E~2g~ band and (**b**) 543.69 nm for the A~1g~ band respectively. By comparing experimental spectra to: (**c**) the absolute difference ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${I}_{E_{2g}}-{I}_{A_{1g}}$$\end{document}$) between the intensities for the two Raman bands of interest, and (**d**) the ratio ($\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}/{I}_{A_{1g}}$$\end{document}$) between the intensities of the bands resulting from the simulations, one can accurately determine the nanoparticle position.

As test samples, liquid crystalline nanocomposite materials consisting of MoS~2~ flakes homogeneously dispersed in a nematic liquid crystal host (specifically, liquid crystal E7) were synthesised via the following procedure. MoS~2~ was exfoliated from the bulk solid by use of a liquid-phase method, wherein ultrasonication of bulk MoS~2~ particles dispersed in a suitably chosen solvent (chloroform in this case) induces the cleavage of the interlayer van der Waals bonds, with significantly less disruption and damage of the intralayer bonding, in order to give a high aspect ratio of the new, smaller particles formed. While this method produces a solution containing a range of particle shapes and sizes, the vast majority are typically observed to be high aspect ratio platelet shapes with variable numbers of layers. Resulting dispersions of few-layer MoS~2~ were then centrifuged and only an aliquot from the top of the centrifuge tube was used in order to exclude any heavier residual bulk material, or otherwise large MoS~2~ particles. The centrifuged aliquot was then mixed with the commercial nematic liquid crystal formulation (E7) and were subsequently ultrasonicated to ensure homogeneous dispersion of MoS~2~ within the liquid. The organic solvent was then selectively removed from the mixture using a Schlenk vacuum line, due to its lower boiling point than the nematic liquid crystal. This left dispersed, platelet-type MoS~2~ particles suspended in the liquid crystal host. A further ultrasonication was undertaken to ensure the homogeneity of the dispersion. The resultant particle dispersion was then integrated into the designed microfluidic structures, using an infiltration needle to deposit the liquid crystal into an infiltration reservoir and then utilising capillary flow to disperse the fluid into the smaller microfluidic channels. Samples with graphene oxide were produced by a similar method, as described in the supplementary information.

The experimental Raman spectrum was measured for a particle at an unknown position (Fig. [3](#Fig3){ref-type="fig"}) within the microfluidic channel. The peak intensities for the E~2g~ and A~1g~ Raman bands were extracted. The extracted intensities are then normalised against the spectrum for a comparable particle (i.e. a particle with the same number of layers (monolayer)), with the spectrum recorded in an environment where there is negligible influence from the microfluidic channel geometry upon the signal intensity (such as on a bare substrate). Normalisation is necessary here to account for the fact that the intensities of the E~2g~ and A~1g~ Raman bands of MoS~2~ are not expected to be identical---a fact that the scattering matrix method used doesn't consider---due to the different quantum efficiencies of the underlying interactions between the incident light and the vibrational bands. A further normalisation against the signal from the same microfluidic channel, but without the particle, should also be undertaken to remove any effects not due to the analyte particles---that is, to enable the subtraction of the liquid crystal host spectrum from the MoS~2~ analyte spectrum.Figure 3Optical microscopy image of the microfluidic channel under consideration, with a single MoS~2~ particle approximately 1.69 µm (or 1.81 µm) across the 3.6 µm channel.

From the normalised experimental spectrum, the ratio of the peak intensities ($\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}/{I}_{A_{1g}}$$\end{document}$) is then calculated. The absolute difference between the intensities is also calculated ($\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}-{I}_{A_{1g}}$$\end{document}$). From the Raman spectrum of the particle in Fig. [3](#Fig3){ref-type="fig"}, we obtain $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}/{I}_{A_{1g}}$$\end{document}$ = 1.030 ± 0.002. The values obtained are then compared to those predicted from the numerical SMM calculations (Fig. [4](#Fig4){ref-type="fig"}). When doing so we should also account for experimental uncertainty in the Raman spectra. If we consider a rapid scan of the Raman spectrum, with high uncertainty, it is necessary to consider a broad range of values to either side of the exact peak difference or ratio to establish the possible positions of the particle (Fig. [4](#Fig4){ref-type="fig"}a), making it hard to identify the precise position as multiple possibilities can be present. By reducing the experimental uncertainty, a corresponding decrease in the number of possibilities is observed (Fig. [4](#Fig4){ref-type="fig"}b). It should be noted that, even with low uncertainty in the experimental data, it is likely that the experimental values obtained will lead to the identification of multiple possible positions using either the intensity ratio or intensity difference alone. However, by comparing the possibilities for the position found separately using the peak difference and peak ratios, given sufficient experimental accuracy and precision, a single point of agreement can be found between the possible positions for the particle as determined from the ratio and absolute difference of the peak intensities. This corresponds to the particle\'s precise position within the channel (Fig. [4](#Fig4){ref-type="fig"}b). For the particle in Fig. [3](#Fig3){ref-type="fig"}, we obtain an *x* position of either 1.710 or 1.890 µm which compares well with the estimate of 1.69 µm obtained from the optical microscopy image. We also obtain a *y* position of 3.194 µm which cannot be extracted from the optical image. Taking a series of spectra at fixed intervals would then allow the particle movement (or otherwise) to be accurately monitored. Predictions and comparison to optical microscopy for further MoS~2~ particles are shown in the supplementary information (Figures [S3](#MOESM1){ref-type="media"}). The same process is also followed to determine positions for graphene oxide particles (Figures [S4](#MOESM1){ref-type="media"}). The results of all position determinations are summarised in Table [1](#Tab1){ref-type="table"}.Figure 4The determination of particle positions by combining scattering matrix method predictions and experimental data for the differences ($\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{E_{2g}}/{I}_{A_{1g}}$$\end{document}$) (blue) of the two Raman vibrational bands of MoS~2~ given (**a**) experimental uncertainty of ± 10%, (**b**) ± 5%, and (**c**) ± 2%. The differences (red) have been slightly offset so that the overlap between the two sets of possible positions can be observed.Table 1Summary of the particle positions as determined by the method described in this work, with a comparison to the value determined by optical microscopy where possible.2D MaterialShown in figureLateral positionVertical positionOur methodOptical microscopy% DifferenceOur methodMoS~2~[3](#Fig3){ref-type="fig"} & [4](#Fig4){ref-type="fig"}1.711.891.691.23.194S3a & S3d1.42.22.114.113.05S3b & S3e1.392.211.315.813.76S3c & S3f1.312.292.223.110.9S3g & S3j1.292.311.387.08.52S3h & S3k1.192.412.441.210.5S3i & S3l1.12.51.2210.914.82S3m & S3n1.22.41.38.313.1Graphene oxideS4a--b1.592.011.543.110.45S4c--d0.82.80.856.38.78S4e--f1.0032.5972.631.33.51S4g--h0.692.910.690.010.5S4i--j1.22.42.441.710.45S4k--l0.72.9----3.41

As can be seen, the predictions made using the method described herein show good agreement with direct measurements of the lateral position from optical microscopy. In no case did the difference exceed 11%. It should also be pointed out that there are significant challenges presented by using optical microscopy for measurements. Firstly, the liquid crystal can distort the image, giving a false position. Secondly, depending on how deep in the channel the 2D material particle is, it may not be visible at all. In many cases, it is hard to determine where the edges of the particle are, making it hard to identify the centre of the particle to measure the distance. Overall, these challenges make our method for determining the position superior.

The cavities used were symmetric about *x* = 1.8 µm, giving a Raman signal intensity that also varies symmetrically as a function of position about the same axis. Hence, in this microfluidic geometry, at least two possible positions are determined from any given Raman spectrum, with no way to distinguish between them. The obvious way to solve this in order to give a unique solution is to break the symmetry of the cavity. This could be achieved, for example, by changing the material of one of the cavity's walls. However, a more practical experimental solution would be to simply realign the Raman laser such that the cavity is asymmetrically illuminated. It is notable also that the procedure described for determining the position in two dimensions simultaneously here is considerably easier to apply than that for a single tracking dimension described in our previous work^[@CR21]^, where the normalization process required was more challenging. There are two possible factors that limit the accuracy of determining the particle's position. Firstly, the resolution of the numerically determined data set---there is a minimum uncertainty equivalent to the step between data points calculated by the SMM. Secondly, the accuracy and precision of the obtained experimental spectra. To obtain the position accurately, it is desirable to minimise the signal/noise ratio in the spectrum. There are numerous strategies to achieve this. For instance, longer spectral acquisition times can be used (although this would be at the cost of temporal resolution if tracking a particle). Further optimisation of the signal enhancement due to the cavities would also improve the signal/noise ratio. The key disadvantage of this method is that it is necessary for the particle that is tracked to have two distinguishable Raman peaks. This means that it is not applicable, for example, to hexagonal boron nitride. However, the vast majority of materials fulfil this criterium. One distinct advantage of this methodology is that an individual Raman spectrum can be gathered rapidly; the measurements are only required at a small number of wavelengths (i.e. those corresponding to the Raman-scattered photons of the analyte particle). Therefore it is unnecessary spend time measuring at other wavelengths. In essence, the mechanical properties of the Raman spectrometer itself become the limit the repetition rate of scanning and hence also of the temporal resolution of the positional determination.
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