Abstract-In this paper the secrecy problem in the cognitive statedependent interference channel is considered. In this scenario we have a primary and a cognitive transmitter-receiver pairs. The cognitive transmitter has the message of the primary sender as side information. In addition, the state of the channel is known at the cognitive encoder. So, the cognitive encoder uses this side information to cooperate with the primary transmitter and sends its individual message confidentially. An achievable rate region and an outer bound for the rate region in this channel are derived. The results are extended to the previous works as special cases.
xx coding and the random coding used in wiretap channels [6] . They extended their results to the Gaussian wiretap channel with side information using a technique like dirty paper coding. They proved that known channel state at the transmitter can increase the secure rate region in the statedependent wiretap channel.
The effect of the channel state on the achievable rate in cognitive interference channel was considered in [7] . The coding and the rate region in this paper was based on [8] for the MAC. The achievable rate and the outer bound for the cognitive interference channel in which the cognitive transmitter knows the channel state non-causally was derived in [7] . They proved that this side information make the cognitive encoder to increase the pair rate in a cooperative manner.
The secrecy rate of the cognitive interference channel was studied in [9] . In this work, the cognitive encoder has the primary sender's message and an individual message. At the recievers, the primary receiver acts as a wiretapper for the cognitive one and the aim is to decrease the lekage information to the unintended reciever, i.e., primary reciever. The random coding used and the achievable equivocation rate region was derived. The authors in [10] studied the cognitive interference channel with two confidential messages. In this scenario, each receiver acts as an eavesdropper for the other one. So, the message of the primary and the secondary transmitter must be secure at the unintended destinations. In this model the cognitive encoder, which knows the message of the primary encorder non-causally, acts in a manner that both the messages whould be secure at the unintended recievers.
In this paper we consider the cognitive state-dependent interference channel with a confidential message, in which the channel state models the interfering signals. As we can see in Fig. 1 , we have two transmitter-receiver pairs. The secondary transmitter, i.e., the cognitive transmitter knows the message of the primary transmitter and the state of the channel as the side information. Each receiver, decodes its individual message. The message of the cognitive transmitter must be kept confidential in unintended receiver. On the other hand, the primary receiver acts as an eavesdropper for the cognitive encoder.
Not considering the secrecy issue, our model reduces to the model studied in [7] . Furthermore, the cognitive channel without channel state is like the one considered in [9] . We employ the coding scheme used in [5] and establish the equivocation rate region for the cognitive interference channel, which characterizes the tradeoff between the achievable rates and the achievable secrecy at the primary receiver, i.e., the eavesdropper. So, we derive the achievable rate and the outer bound for this channel. This paper is organized as follows. In Section II, the channel model is introduced. In Section 
The encoders for the channel are defined by the mappings and the decoders for the channel are defined by the mappings
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Definition 3:
The capacity region is the closure of the set of all achievable rate-triples.
III. MAIN RESULTS: INNER AND OUTER BOUNDS
As we explained in the previous section, in our scenario the cognitive encoder has non-causal access to the message of the primary sender. In addition, the state of the channel is assumed to be known at the cognitive transmitter. The following results give the achievable region for the finite alphabet cognitive interference channel with CSIT. 
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for input distribution factors as
is achievable for the finite alphabet cognitive interference channel with CSIT.
Proof:
The details on the proof and the computation of the equivocation rate are relegated to the Appendix A. As a hint, the cognitive encoder uses the mutual information between its message and the state of the channel and the output signal in the receiver 1, to randomize its message. Using the random coding, message of encoder 2 remains confidential at the receiver 1 and by Gelfand and Pinsker coding scheme the effect of the channel state is canceled.
Corollary 1:
We note that this result without secrecy issue reduces to the result of [6, Th. 1] for the cognitive state-dependent interference channel.
Corollary 2:
The equivocation-rates (7)- (9) without channel state, i.e., in the case that , is reduced to the result derived in (6) of [9] .
Corollary 3:
In the special case, when we have ; , , ; , , , the achievable rate , ; , ;
for input distribution factors as (10) , is an achievable secure rate region for the finite alphabet cognitive interference channel with CSIT in special case, when ; , , ; , , .
Theorem 2: (outer bound) The set of achievable rate-triples of the cognitive interference channel with CSIT is contained in the closure of the set rate-triple , , that satisfy , ; , ; ,
; | , , 
for input distribution factors as (10) .
Proof: We relegate the details on the proof of the above theorem to the Appendix B, but we should note that the equations (13) and (14) are equal to the result in [7, Theorem 2] , i.e., the outer bound in Theorem 2 is reduced to the result in [7] without secrecy issue. The equation (15) is derived with the technique presented in [10] .
IV. CONCLUSIONS
In this paper the secrecy problem of the state-dependent cognitive interference channel with noncausally CSIT was considered. The achievable rate region and the outer bound on the rate region was derived. The results are compared with the previous works in the special cases.
APPENDIX A: PROOF OF THE THEOREM 1
In this Appendix, we present the proof of the Theorem 1. First of all, we introduce the coding scheme. In this section, we denote the messages by , respectively. The notation is used to indicate the strong typical set based on the distribution .
A. Code Generation:
The code generation scheme is as following
, each uniformly drawn from the set . 
Encoder 1 chooses according to its message index . Encoder 2, tries to find the such that and such that , , , , , , . So, it lets
