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Abstract:
A signal processing technique, the detection of abrupt changes in a
time-series signal, is implemented with two different applications related to
energy use in buildings. The first application is a signal pre-processor for
an advanced electric power monitor, the Nonintrusive Load Monitor(NILM), which is being developed by researchers at the Massachusetts
Institute of Technology. A variant form of the generalized likelihood ratio(GLR) change-detection algorithm is determined to be appropriate for
detecting power transients which are used by the NILM to uniquely identify
the start-up of electric end-uses.
An extension of the GLR change-detection technique is used with a
second application, fault detection and diagnosis in building heating
ventilation and air-conditioning (HVAC) systems. The method developed
here analyzes the transient behavior of HVAC sensors to define conditions
of correct operation of a computer simulated constant air volume HVAC
sub-system. Simulated faults in a water-to-air heat exchanger (coil fouling
and a leaky valve) are introduced into the computer model. GLR-based
analysis of the transients of the faulted HVAC system is used to to uniquely
define the faulty state. The fault detection method's sensitivity to input
parameters is explored and further avenues for research with this method
are suggested.
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Chapter 1
INTRODUCTION
Increasingly the study of Building Technology is converging with
Information Technology. The questions researchers encounter become 'What
can a building tell me about itself?'; 'How do we acquire information from a
building?' and 'How do we locate the important information once we wire the
building for communication?'
Brief Problem Overview
This thesis examines aspects of the third question in response to previous
research which address the other two. We look at a method of extracting
relevant information from the overwhelming amounts of data which a well wired
building can generate about itself. In the first of two related projects, we utilize a
signal processing tool to identify relevant portions of time-series power data
without wasting effort on the less important on data. The second project uses
the same signal processing tool to not only locate relevant data, but also to
analyze the state of an operating system.
More precisely, this thesis examines two issues of on-line information
processing associated with energy use in buildings. Because of the recent
expansion of digital control of their systems, buildings have become significant
sources and consumers of time-series information. Electric utilities have
recognized that the structures where we live and work are an exceptional
medium for gathering a wealth of data about how we use energy. Building
operators know that if they can get different systems within a building to
communicate appropriate information, the building will operate more efficiently
with greater comfort for the occupants. A significant obstacle for both the utilities
and the building operators is gleaning the necessary and sufficient data from
the flood of information which is available when the building is wired to
communicate with its occupants and operators.
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In Chapter 2 of this thesis we examine on-line analysis of electrical power
data to further the development of a non-intrusive load monitor (NILM) for
commercial applications. Briefly, the commercial NILM is an advanced electric
consumption monitor which not only measures the energy consumed on a
circuit, but also uses software to identify the type of device which is consuming
the energy. For accurate end-use identification the NILM must analyze electric
power use data at a very high rate. The end-use determination software,
though elegantly designed, is computationally intensive. This combination of
rapid data acquisition and extensive computation makes the NILM susceptible
to data overload; therefore, we develop a method to pre-process the power
consumption data to determine the critical segments that the NILM must
analyze.
Chapter 3 of this thesis extends the use of the data processing technique
(developed for the NILM) to the analysis of data from a building's heating
ventilation and air-conditioning (HVAC) systems. The goal in Chapter 3 is to
develop a fault detection and diagnosis methodology to isolate and identify
HVAC system failures or confirm correct operation.
1.1 Application 1: Non-Intrusive Load Monitors
Since the mid-1980's public utility regulators have persuaded electric
utilities to encourage energy conservation among all of their customers. The
theory behind this policy is that if the cost for conserving energy is less than the
cost of supplying that energy to the customer, then the utility ought to help their
customers conserve. The inducements which the regulators use to advance
this policy include allowing utilities to recover their cost and even make profits
from their conservation efforts by raising electricity rates. These rate increases
involve a tremendous amount of money, and regulators and customers want to
be certain that conservation programs save as much energy (and earn as much
money) as the utilities claim. To substantiate claims of energy savings and
improve the programs, utilities must undertake extensive evaluation of their
programs using a wide range of techniques including: engineering estimates,
statistical analysis of historical energy use (billing analysis) and detailed, end-
use metering of installed energy conservation measures.
The most accurate way to verify energy savings is by end-use metering an
appliance (motor, heater, refrigerator, lighting system, air-conditioner, etc.)
12 Chapter 1
before and after installation to compare the energy efficient appliance with what
existed previously. Metering is also the most costly verification method because
current technology requires that measurement equipment must be installed and
removed locally on every device that needs monitoring. Equipment installation
and removal is not only labor intensive, but it also has the attendant risk of
interrupting the process to be monitored and possibly damaging equipment.
An alternative metering approach is to monitor many devices
simultaneously with a single meter that measures total power, then uses
software to dissaggregate the total power data to determine when an electronic
device has been turned on or off. If strategically located at the utility service
entrance or distributed on major feeder lines, such devices would allow
inexpensive metering with minimal instrumentation and disruption of service.
Such an approach, a nonintrusive load monitor, is currently under development.
Current State of NILM Development
Research of nonintrusive monitoring has progressed the furthest for
residential applications. Dr. George W. Hart of Columbia University in New
York has developed a device for monitoring residential loads non-intrusively,
called the Nonintrusive Appliance Load Monitor (NALM) [Hart, 1992]. The
NALM is attached at the residential utility service entrance, and with fairly
simple hardware monitors (at 1 Hz) real and reactive power on the two 120V
lines which typically supply a residence with electricity. The NALM uses
sophisticated software algorithms to determine which appliances are operating
based on step changes in steady state energy consumption.
Field tests of the NALM by the Massachusetts Institute of Technology have
proven it to be capable when much is known about the types of loads to expect.
For example, the NALM knows a priori to look for a moderate sized induction
load typical of a household-sized, refrigerator compressor, or a large, purely
resistive load that is likely a stove top element if it cycles frequently or a hot
water heater if it does not. The NALM, however, is not perfect. It fails to
distinguish among loads with similar steady state power needs. It can be fooled
by events which overlap in time, and it is susceptible to high amplitude signal
noise which it interprets as turn on/off events. Finally, the residential NALM is
unable to track smoothly varying loads.
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Using the NALM to monitor power at commercial facilities with these
limitations is very unlikely. Commercial loads are characterized by many similar
loads of the same order of magnitude, frequent cycling of many end-uses
(increasing the likelihood of overlapping on/off events), and many diverse small
loads that additively create a very noisy power signal. Additionally,
continuously variable loads are common among commercial HVAC
components [Leeb, 1993; Norford and Mabey, 1995].
Dr. Steven Leeb at the Massachusetts Institute of Technology, Laboratory
for Electromagnetic and Electronic Systems has furthered the development of a
prototype, commercial, Non-Intrusive Load Monitor, called the NILM, which
addresses the failings of residential NALM [Leeb, 1993]. The prototype NILM
overcomes the limitations of Hart's monitor with detailed analysis of transients in
the power signal to determine the addition of a new load rather than
disaggregating the steady state load.
The premise behind the NILM is that the transient behavior of many
important classes of commercial loads is sufficiently distinct to identify the load
type. The load transients are distinct because the physical nature of many end-
uses are fundamentally different. For example, the task of igniting the
illuminating arc in a fluorescent lamp is distinct from accelerating a motor rotor.
Additionally many loads also have power-factor correction which produces
unique transients during start-up that can be uniquely identified with the NILM
algorithms [Leeb and Kirtley, 1993].
Resolution of transient signatures for identification requires data
acquisition at 200 Hz on 8 demodulated channels yielding an effective rate of
1,960 Hz. At this very high rate the NILM isolates portions of the real and
reactive power transients with significant power level variation - called v-
sections. The NILM software normalizes the v-sections with respect to time and
amplitude then compares the sequence of sampled v-sections to a library of v-
sections retained in the NILM memory. The normalization steps enable different
size equipment of the same class to be matched to a single set of v-sections in
the NILM library. A unique series of v-sections in the proper order, identifies the
start-up of a particular device. A significant advantage of this procedure is that
intervening v-sections do not preclude identification, thus enabling separate
identification of nearly simultaneous events.
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Figure 1.1: Tractable overlap of real power transient signals captured by the NILM. The two
rectangles indicate v-sections which describe an induction motor and the oval circumscribes a v-
section of a typical instant-start lamp bank. Figure recreated from [Leeb, 1993].
The current NILM prototype functions well with a laboratory mock-up of
different loads typically encountered in commercial buildings (induction motors
and rapid- and instant-start fluorescent lamps). Figure 1.2 below shows a
schematic of the laboratory platform with the NILM (Multiscale Event Detector)
sampling data from three-phase power supplying a circuit-breaker panel. The
laboratory-test platform requires the investigator to issue an arming command to
prepare the NILM to begin the transient data acquisition and processing. Once
armed, the NILM processes data continuously, searching for and matching v-
sections until the algorithms are interrupted. Implementation in this manner is
wasteful of computing power, because transient behavior only accounts for a
small fraction of power data. In order to automate the arming step and minimize
computing needs for future field tests, a pre-processing step must be
developed. Researching possible algorithms for self-arming is the focus of the
first part of this thesis.
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Figure 1.2: NILM test facility schematic. The external personal computer controls the switching
on the circuit panel. Adapted from [Leeb and Kirtley, 1993]
The first objective of my research has been to develop a method to isolate
a start-up (or shut-down) event and automatically sound an alarm within the
NILM to prepare it to accept a signal. Such a method of signal detection would
minimize the amount of time the NILM wastes trying to process data which have
no significant meaning. The detector must be implemented as an iterative
algorithm, on-line, in series with the transient identification algorithms
developed by Dr. Leeb. The research discussed in Chapter 2 of this thesis is
the development of an effective detector and its application to typical signals
from an electric-power line.
The self-arming of the NILM is accomplished with a signal processing
technique for detecting abrupt changes in dynamic systems. We propose that
the logical change criterion, that signifies a turn on/off event, is a change in the
steady state power signal. To a first-order approximation on/off changes in the
electric load are additive to the power signal; and therefore, the signal changes
we need to detect are changes in the mean power.
Change Detection Overview
A field of signal processing has grown around this need to detect changes
in time series data. In general the literature refers to 'abrupt changes in
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dynamic processes.' This terminology refer to all aspects of a process' output
including changes in the mean, spectral changes describing the variance and
primary distribution functions of the process output. Applications for change
detection are diverse, including: medicine (electrocardiograms and
electroencephalograms), geology (seismic activity onset and location),
manufacturing quality control (vibration or visual analysis of faults), speech
recognition, etc.
There are many approaches for detecting a change in a process, and in
particular changes in a signal mean. The goal for each of these approaches,
though, remains constant. An ideal detection algorithm minimizes the detection
delay after an event, and maximizes the average length of time between false
alarms. These two criteria are strongly linked and inherently at odds with one
another. Minimal detection delay implies a quick response to subtle changes in
the process signal (mean, variance, distribution). Minimizing the mean time
between false alarms requires relative insensitivity to subtle changes. When
the signal noise is significant, relative to the size of the expected change, the
trade-off between the criteria becomes critical for the design of an optimal
detector.
'On-line' versus 'off-line' is a primary delineation among change detection
approaches. The distinction does not imply simultaneous and non-
simultaneous detection with regards to signal acquisition, but rather whether the
ultimate decision made by the detector takes place within an iterative detection
algorithm or within an external processor linked to a detection algorithm
[Benveniste, 1986]. On-line detection examines the output of a process y(t)t2o
(see, for example, the state space model described in section 1.2.3) and the
conditional distribution pe[yly(t-1),....y(0)] of the output signal. This conditional
distribution we recognize as a (t-1)-order Markov process, where pe[y(t)]
depends on the preceding (t-1) values of y(t) and 0 is the parameter being
tested (mean, variance or distribution). The goal of on-line detection is to
determine whether 00 has changed to 01 at a time, r, such that the conditional
probability after the change time is different from the conditional probability
before the change.
peo[yly(t-1),....y(0)] * po,[yly(t-1),....y(0)] for t > r. (1.1)
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Typically this determination is made with a calculated statistic g(t), with a
known distribution. When g(t) exceeds a threshold value, X, the detection
process stops and determines the alarm time via a stopping rule with the
general form:
ta = min{t: g(t)>A] (1.2)
With on-line detection it is sufficient to observe y(t) until t=ta [Basseville and
Nikiforov, 1993].
Off-line detection on the other hand is not simply a matter of recognizing ta,
but also includes making judgments about 0 after the change. Off-line detection
involves the testing of probability hypotheses relevant to the set of outputs y(t)
where Ost N.
The null hypothesis in this procedure states that the probability of the
current output's membership in a set of past outputs is equal to the distribution
of all current outputs given all previous outputs.
HO: for OstsN
P{y(t) e y(t-1).} = po0[yly(t-1),....y(0)] (1.3)
The alternative hypothesis states that before a point in time, r, the
probability of a certain output is distributed according to the parameter 0, and
after r y(t) is distributed according to the parameter 01.
H1: there exists r where 0srsN such that
for Ostsr-1
P{y(t) e y(t-1),...} = peo[yly(t-1),...y(0)] (1.4)
and for rstsN
P{y(t) E y(t-1),....} = pe4yy(t-1),....y(0)] (1.5)
The alternative hypothesis, H1, could also be one of a set of alternative
hypotheses such that we substitute for the second half of H1 to formulate a
multiple model definition for the change detector [Willsky, 1986]. This situation
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would arise if we know that there are a discrete number of states to which 00
can change.
For n=1,...,m
Hn: there exists r where OsrsN such that for rst N
P{y(t) e y(t-1)....} = pen[yy(t-1),..y(0)]. (1.6)
The off-line detector leaves the detection time, r, unknown because it is
sufficient in this case to know that a particular change in 0 has occurred on the
interval [0,N]. We investigate the application of off-line change detection in
Chapter 3 of this thesis, and continue here with on-line detection for the arming
of the NILM.
1000 20 40 60 80
Time [min]
FIgure 1.3: Typical data acquired through end-use metering of a variable speed drive. Data
acquired from monitoring of supply fan SF1 Building E19 MIT campus.
Change of Mean Detectors
For the remainder of section 1.1 we confine the discussion to on-line
Change of Mean detectors where the parameter O=g. The literature
[Basseville, 1986; Basseville and Nikiforov, 1993; Willsky, 1976] discusses a
vast array of on-line algorithms for different applications. We mention two here
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as examples. This discussion is largely drawn from the sources cited above.
Consider a set of process outputs y(t) depicted in Figure 1.3 where the change
to noise ratio is approximately 6:1.
Most widely used change-detection algorithms are based on a single
construct, the ratio of the distribution function after the change to the distribution
before the change, P0.(yY For the normal distribution
1p/ (-s)2
pe(y) = Xy- 2 (1.7)
and the ratio is typically transformed:
si = In 90 (1.8)
known as the log-likelihood ratio. Detection algorithms usually operate on a
window of data from yj to yk; therefore, we define
k kS. = si (1.9)
When the parameters 00 and 01 are known, the only unknown the on-line
algorithm must find is the time of the change, tr. Optimal algorithms minimize T =
ta - tr, the mean delay before detection given a fixed false alarm rate.
One of the oldest recursive algorithms for detection of a known change of
mean is the Shewhart Control Chart developed in 1931 [Basseville and
Nikiforov, 1993]. For a fixed sample size, N, the decision rule is given by
0 if S1(K)<X
d = N and the alarm ta = {NK: d=1}. (1.10)
Equation 1.9 is repeated for K intervals of duration N until the decision rule
equals one. Figure 1.4 portrays an example of how the Shewhart Control Chart
is implemented with data from Figure 1.3. As the change occurs, the value of
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the Shewhart Chart exceeds zero; the threshold is chosen by inspection such
that extreme data will not elicit a pre-mature alarm for the change.
200
150
100
50-------TesuI------
50
-1
-150
-200 . -
Figure 1.4: Example of the Shewhart Control Chart with data from Figure 1.3. In this case, N=6
and ta=NKd= 1 = 66.
Often analyses give more weight to recent observation and reduce the
significance of data points which are less current. A variation of the Shewhart
control charts adds a forgetting factor to the summation in equation 1.9. The
decision function gk is defined
00
gk = X a(1 -X)isk-i
i=0
(1.11)
where Oas1 is the forgetting factor and the alarm time
ta = min{k:gk > X}. (1.12)
These two sample algorithms serve as a starting point for developing a
change detector for the NILM. These algorithms are premised on a priori
knowledge of i, the mean signal after the change. Assumed availability of this
information parallels the approach taken by Hart with his appliance
identification algorithms for the residential NALM. The NALM assumes
approximate values of (l - go) for each major residential load, and determines
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the most likely turn on/off event that fits the calculated change among steady
states. Hart's approach is possible for the residential setting where there is a
narrowly defined range of expected loads.
For application with the commercial NILM, though, we can not assume a
priori knowledge of 1l. Diverse commercial loads can not be discretely
categorized in the same manner as residential loads. For example, induction
motors vary in size from fractional horsepower to thousands of horsepower;
same sized motors may have steady state loads which are an order of
magnitude different from one another; and motors controlled with variable
speed drives have continuously variable loads. These aspects of commercial
loads make a priori estimates of 1, impossible - even with a survey of end-uses.
The expected application of the NILM also discourages on site surveys which
might be considered intrusive or infeasible because of the inaccessible location
of many end-uses.
We conclude that the presented change detectors are inappropriate for the
NILM application. We develop a change of mean detector for the NILM in
Chapter 2.
1.2 Application 2: Fault Detection and Diagnosis
Chapter 2 of this thesis develops of on-line change of mean detection
algorithm appropriate for the non-intrusive load monitor. Chapter 3 discusses
the use of this same algorithm implemented off-line to interpret an induced
change in an output signal. Instead of using the change of mean detector to
merely locate important data from a continuous stream of information, we will
use the output from the algorithm to evaluate the system that generates the
output.
Relevance of Fault Detection and Diagnosis
Fault detection and diagnosis (FDD) in HVAC systems is a growing issue
in the realm of HVAC system design and operation. The driving forces behind
this interest are both need and ability based. There is a perceived need for
FDD in building thermal systems for energy conservation, better indoor comfort
and climate control, and to facilitate better systems operation to counter
increasing system complexity which may be outpacing the skills of system
operators. Off-setting the increased complexity of HVAC systems are advances
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in our ability to thoroughly monitor operating systems with desktop computers.
These computers allow us to cheaply process the wealth of data generated by
monitoring, and present useful information about a system's condition to the
system manager. With current information processing technology it is possible
to implement effective FDD at moderate cost.
Since the oil price shocks of the 1970s building managers have become
more concerned with the energy consumption in buildings. Concerns about
unstable and high energy prices have prompted the widespread use of building
energy management systems (BEMS) in commercial facilities. A BEMS utilizes
computers to control the energy systems to minimize the energy use and energy
costs in the building. A BEMS does this by using outdoor air to a greater extent
and extensively scheduling and prioritizing the operation of HVAC equipment to
minimize utility demand charges and peak use rates. Central control of the
building energy systems with a BEMS allows a building operator to coordinate
all of the diverse components of the system and avoid contradictory control
schemes.
To gain the full benefit of a BEMS, HVAC systems need more complex
equipment (economizers, variable speed drives) and further instrumentation for
coordinated control of these devices. Though modern equipment is more
reliable than in the past, the number of components which can fail has
increased and their configuration makes it difficult to locate the problem once a
fault has occurred. Failure to notice a fault or locate it quickly once it is detected
can greatly increase the operation and maintenance costs of the HVAC system.
By integrating a FDD regime within a building operating system, FDD could
assist the building operator and reduce costs.
Goals of FDD
Faults within a building's HVAC system are classified into two general
categories: those which are a result of abrupt component failure and those
which develop over time as a result of slow deterioration of performance.
Examples of abrupt failures would be the mechanical breakdown of a fan or
pump motor or a cut wire from a sensor. Deterioration faults would include a
gradual drift in a sensor's calibration or slow clogging of a heat exchanger. A
single fault of either type does not necessarily cause immediate system-wide
failure or even a failure to maintain indoor comfort. In most faulted HVAC
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systems the automatic control regimen will take compensatory action to
maintain the necessary set points. For example, to compensate for a heat
exchanger with a diminished heat transfer coefficient from scale deposits on the
water side, the controller will simply demand more water flow through the coils
such that the temperature gradient between the water and air sides offsets the
effects of the scaling. Only when scaling is so severe that a sufficient gradient
can not be maintained will the building occupants notice a change in the
comfort level.
Though a fault's effect on indoor comfort may not be immediately apparent
to the occupant, the rest of the system does bear the burden of the fault. For
example, we consider an improperly tuned controller for a heat exchanger
valve. If the gain is set too high, the controller will overshoot the steady-state
position and possibly oscillate unnecessarily. Repeated direction reversals and
excessive travel will wear the valve and actuator prematurely, resulting in failure
of these components. Early detection of the initial fault is critical for avoiding
secondary failures which can cascade throughout a system leading to costly
maintenance.
Analogous with the trade-offs inherent with the design of change detectors,
an FDD system must trade-off the benefit of finding a fault quickly with the
possibility of falsely identifying a fault and incurring excessive maintenance
costs investigating false alarms. The goal of FDD should be to identify the fault
before it causes further failures within the system, while minimizing the number
of false alarms. If HVAC faults are generally degradation-type, a long delay
before detection is appropriate while the detector accumulates sufficient
information to indicate with great certainty that a fault exists. Conversely,
catastrophic faults need to be detected rapidly before failure spreads through a
system.
In addition to the cost of false alarms and missed detection, FDD design
must consider the costs of implementation. The cost of extra sensors for
monitors and computers for data processing must not exceed the expected
benefit derived from the fault detector.
Approaches to FDD
All approaches to fault detection and diagnosis have some aspects in
common, because of their common goal - finding differences between
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established normal operation and actual operation which indicate failure. The
procedure of FDD generally includes three steps: residual generation, data
processing, and classification.
Residuals are the computed differences in the system state between
actual operation and expected fault-free operation. The magnitude of the
residual often correlates with the severity of the failure (eg. r =T(actual) -
T(expected) [Salsbury, eta., 1994]).
Data processing is used to convert residuals into values, or
'innovations', which have known statistical properties. This step is
essential for filtering out noise or aberrant data points. A common
innovation is the normalized squared residual (rn2 = ()2 ) [Usoro, et al.,
1984].
The final step, classification, makes logical (if-then) judgments about
the innovation. Is the innovation large enough to imply a fault in the
system? What are the residuals from other variables and what
combination of these residuals implicates a specific fault in a specific
location?
Various FDD methodologies address these steps with different efficacy
depending on the type of fault the method is designed to detect. Some
approaches are more quantitative, other methods utilize greater degrees of
abstraction. In this discussion we will look at three different fault detection
methodologies: 'landmark states', 'physical modeling' and 'black-box
modeling.' The close similarities among the techniques is very apparent.
These three methods are by no means exhaustive of the FDD field. Fuzzy logic
[Dexter and Hepworth, 1994; Dexter and Benouartes, 1995], artificial neural
networks [Dubuisson and Vaezi-Nejad, 1995; Li, et a/., 1994] and other
approaches are all being actively investigated.
Landmark States
The first method discussed here is based on 'landmark states' of an
operating system. The theory behind this method is that an HVAC system will
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operate in a given mode or state depending on specific monitored variables.
The landmarks at which the system is analyzed are "physical values which have
special significance, such as freezing and boiling" [Glass, 1994], ambient
conditions or a scheduled time. A very basic example of this method would be
the detection of a fault in a fan motor on-off switch. If the motor is supposed to
switch off at the end of the occupancy period, the system could detect a failure
by examining one of many variables which might be monitored during normal
operations such as: static pressure in the duct, motor shaft rotational velocity or
power consumption.
Glass [1994] presents a more sophisticated application of this method to
determine whether a system's controller regimen is functioning properly. His
research examines the operation of a central air handling plant which consists
of heating and cooling coils and air dampers to control the mix of outside air
(TOA) and return air (TR). Given the qualitative relationship between these two
temperatures, he derives the following table to determine the proper operating
mode of the air handling plant.
Table 1.1 - Operating regimes of a central air handling plant [Glass, 1994]
Temperature Qualitative Temperature Controller State
relationship relationsips
TOA TR TOA comparatively low Dampers set for minimal outside air
and the heating coil operates.
TOA TR Tmix= Tsupply within Heating and cooling coils switched
operating range of the off and the controller operates the
bypass dampers dampers in the normal mode.
TOA TR TOA comparatively high Dampers set for maximal outside air
and the cooling coil operates.
TOA > TR TOA comparatively low Dampers set for maximal outside air
and the heating coil operates.
TOA > TR Tmix= Tsupply within Heating and cooling coils switched
operating range of the off and the controller operates the
bypass dampers dampers in the normal mode.
TOA > TR TOA comparatively high Dampers set for minimal outside air
I and the cooling coil operates.
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The transitions among the quantitative and qualitative temperature
relationships constitute the landmark states for fault detection. Information
about the return and outdoor air temperatures determines the controller state
which can be confirmed with the control signals. Discrepancies between these
two sources indicate the presence of a fault. For this application this
methodology is very straightforward with very little computation and relatively
simple classification rules for faults. To expand the method to include more
types of faults would require additional instrumentation for acquiring data and
more classification rules to relate operating states to the monitored data. To
successfully implement a FDD scheme, which is general enough to detect a
wide range of faults, it would be necessary to develop detailed operating rules
for many permutations of operating conditions for each system component.
Physical Models
A second method of FDD is commonly known as 'physical modeling' which
directly or indirectly compares data from established correct operation of a
system with faulty operation. Simultaneous comparison of many variables,
called residual generation above, is used to classify the exact nature and
location of the fault. Most FDD research with this method employs computer
simulations of the HVAC system to be studied. An actual operating system can
be used to study this FDD method, however computer simulations are preferred
for research because it is easier to control the simulation of faults on a
computer.
These models are based on physical engineering relationships and
typically simulate a period of operation during which various perturbations are
introduced into the system such as changes in the outdoor air temperature or
changes to the supply air temperature set point. Several system variables
(pressures, temperatures, flows, power....) are monitored simultaneously during
the simulation. The changes in these variables due to the perturbations are
noted and recorded. Simulated faults are then introduced into the model and it
is run again with the same set of perturbations.
The output data from the simulation runs are then processed to remove
signal noise. Residuals, the differences between output collected during correct
operation and faulty operation, are calculated for all time intervals in the
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simulation. If we exclude the feedback information into the model, Figure 1.5
shows the schematic for residual generation with physical models. Feedback
control of the plant itself is implicit. The magnitudes of the residuals depend on
the variables measured; therefore, they are typically transformed into
dimensionless variables. The set of dimensionless residuals is then used to
develop fault rules which uniquely identify and characterize a particular fault. In
most cases of FDD the fault classification is based on steady-state system
operation.
Dumitru and Marchio [1994] present a typical example of this method. With
the building simulation tool, DOE2, they modeled a single zone constant air
volume fan system. By comparing hourly output data from a simulation of the
fault-free, reference configuration to comparable data from model runs with
faults, they established conditions of faulty operation which can be determined
by monitoring selected variables. For example, they studied the behavior of
their HVAC system model when they assumed the outside air damper was stuck
in the full open position. On a warm humid day which requires air conditioning,
this failure can be identified by an increased mixed (outside and return) air
temperature, increased mixed air humidity ratio and increased energy transfer
to the cooling coil in order to maintain the supply air temperature, relative to the
fault free simulation. For this example with this methodology, the deviation from
the reference system which is most difficult to discern is the mixed air
temperature. In this case a difference of 30C in the mixed air is required to
uniquely define this fault.
Differences among applications of this method usually involve monitoring
different variables depending on the type of fault which is targeted in the
research and different residual processing to arrive at unique innovations which
adeptly characterize a fault. Physical modeling has many significant
advantages when compared to other methods. Among these is the direct
representation of the components of the system with standard engineering
equations. The equations simplify the process of extracting physical
parameters such as flows and heat transfer coefficients which often exhibit
changes during faulty operation. Physical models implemented on a computer
allow the investigator to monitor many variables simultaneously with little
additional cost (increased simulation time).
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Well constructed physical models of HVAC systems are also considered
accurate for the full operating range of the system [Fargus, 1994]. This factor is
important for fault simulation because the range of faults encountered in HVAC
systems does not fit neatly into discrete definitions. In the example presented
above, the damper was stuck full open. It is probable, though, the damper
would fail in an intermediate position; therefore, the ability to interpolate and
extrapolate conditions of failure is critical for a truly comprehensive fault
detection and diagnosis regimen.
The significant disadvantage of physical models is their extensive
computation needs for processing data generated with a computer simulation or
data collected from a real system. Computer simulations have the added
disadvantage of complex formulation. A typical HVAC system involves many
variables and simultaneous processes. Constructing a model, whether static for
steady-state modeling or dynamic, is very demanding. Problems with numerical
instability for dynamic models can become paramount.
Black-Box Models
The third general method of fault detection employs 'black-box' models.
These are mathematical models which relate input characteristics of a system to
known outputs. Implicit in black-box modeling is knowledge of how the HVAC
system should function given a set of inputs. Black-box models are developed
from data collected from operating real systems or physical models such as
those previously described. These operating data are used to 'train' the black-
box model to arrive at the known outputs given relevant inputs to the model.
Figure 1.5 below is a schematic of how black box models are implemented with
an operating HVAC plant. Fault detection with these models is a matter of either
interpreting changes in the residual, r, or interpreting changes in the
parameters of K which are fed back into the model to minimize r.
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Figure 1.5: Schematic of a Black-Box model with inputs, u; outputs, y; disturbances and faults
d and f, respectively; residuals r and model parameters K Figure adapted from [Sprecher, 1995].
Black-box models use a combination of weighted linear and non-linear
functions (polynomials or splines, for example) to optimally map inputs to
outputs, minimizing error. These functions may or may not have direct physical
meaning in the sense of engineering concepts such as energy balance
equations or individual parameters such as heat transfer coefficients. In the
absence of direct representation of these engineering criteria, additional
computation is required to extract this information when it is necessary.
The accuracy of a black-box model is directly related to the amount of data
used to train the model and the range of operating conditions from which the
data was collected. Research has shown that these models are extremely
reliable when they are interpolating between operating points used to train the
model, but reliability diminishes rapidly when the model needs to extrapolate
beyond its training range [Fargus, 1994]. This limitation is especially
troublesome in a real application if the training data is collected before the
building is fully occupied because the presence of occupants will affect the
model parameters.
Despite these disadvantages, black-box models are increasingly common
in FDD research for several reasons. The derivation of the model parameters is
computationally easier than solving for the state variables in a physical model;
therefore, once the model is trained implementation of the fault detector is
easier. They are generally accepted to provide reasonable approximations to
actual systems, and different techniques to counter problems of data scarcity
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within the operating range of the training data, such as neural nets and fuzzy
logic, are rapidly becoming more common [Dexter and Hepworth, 1994; Fargus,
1994].
An example of a black-box model is based on concepts from modern
control theory, state space analysis and the Kalman filter. This discussion is
based on research done by Usoro et al [1984] Typical state space equations
look like 1.1 3a and 1.1 3b below.
* = f(x,u,z,r)
y = h(x,u,z,w)
0 = g(x,u,z)
(1.13a)
(1.13b)
(1.1 3c)
Where:
x = a state vector of the dynamic components of the system:
actuators, controllers and heat exchangers.
f = a vector of non-linear functions
u = a vector of controller set points and external inputs
outdoor air, or hot and chilled water temperatures
z = a vector of parameters such as pressures and flows
r = zero-mean, gaussian, process noise
y = a vector of sensor outputs
h = a vector of non-linear functions
w = zero-mean, gaussian, sensor noise
g = a vector of non-linear algebraic functions
sensors,
such as
Equation 1.13c represents a set of simultaneous algebraic equations
which typically are not a part of standard state space problems. If these
equations are solved for z and substituted into Equations 1.13a and 1.13b the
state space equations take their standard form.
For a computer simulation these equation are transformed into discrete
state space equations with the process and sensor noise occurring additively
and linearly.
x(k) = f(x(k),u(k),z,k) + r(k)
y(ki) = h(x(k),z,ki) + w(ki)
(1.14a)
(1.14b)
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where ki is an index of the sampling time.
The estimate of the state vector in the next time step given the state in the
present step is
x(klki1) = x(ki.1Iki.1) + t f(x(k),u(k),z,k) dk. (1.15)
k-1
and x(kilki) = x(kiki.1) + K(ki)[y(ki) - h(x(kilki.1),z,k)] (1.16)
where x(kolko) = xO, the vector of initial conditions, and K(ki) is the gain
matrix defined:
K(ki) - k I (kilki.1) HT(kijki-1) (1.17)
~H (kilki.1)E,(kilki.1)HT(kilki.1) + W'
In the gain matrix, K, X(alb) is the state covariance matrix between points a
and b. H is the first order linear approximation of h, at the point x(kilki.1), and W
is the sensor noise covariance matrix which, when the noise is zero-mean and
gaussian, equals 0.
H = (i+hA + 1 22 + ....) when A is the sampling time interval
l(kijki.1) = (ki.1|ki)X(ki.1ki.1i)DT(ki.1|ki) + R (1.18)
X(kilki) = [ I - K(ki)H(kilki-1)X(kilki.1)] (1.19)
<D is the state transition matrix corresponding to the linear approximation of
f, along the trajectory x(kilki. 1) kl.15 k<ki, and R is the process noise covariance
matrix which, like the sensor noise, equals 0.
This is sufficient information to solve Equation 1.16 for the term in the
brackets which is the residual or the difference between the observed vector y
and the modeled approximation of y.
a(ki) = y(ki) - h(x(kilki.1),z,ki). (1.20)
Under fault free operation a should be zero-mean and gaussian.
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Alternatively, if we are not interested in the state variables, equations 1.1 4a
and 1.14b can be written as follows
x(k+1) = Ax(k) + Bu(k) + r(k) (1.21a)
y(k) = Cx(k) + w(k) (1.21b)
which, when x and z are neglected, are simplified to
y(k) = Mu(k) + v(k). (1.22)
This is the formulation of a straightforward auto regressive moving average
model with exogenous inputs (ARMAX), u and outputs, y. The vector, v, is the
linearly combined process and sensor noise, and M is a new parameter matrix
consisting of the gains for each components of the system. Faults will manifest
themselves as residuals in the elements of M [van Duyvenvoorde, et aL, 1994;
Yoshida and Iwami, 1994].
FDD Techniques Summary
In summary, the three presented fault detection and diagnosis techniques
share many points. Each method generates a residual which we call the fault
detection step. In the case of landmark states, that residual is simply a'yes' or a
'no' answer to the question is the controller regime consistent with the observed
temperatures. Residuals for the physical and black-box models are the
differences between observed and expected outputs or parameters.
The data processing for the techniques also differs among the three
examples. The landmark states method bypasses this stage because there is
no quantitative data to analyze. The physical model generates outputs which
must be made dimensionless with known distribution and the Kalman filter
implicitly derives a zero-mean gaussian parameter, i, when the system
operates correctly.
The final FDD step is fault diagnosis which is the classification of residuals.
Classification is based on a set of conditional rules which must be satisfied to
determine the nature of the detected fault. These rules are specific to the the
methodology and the type of fault observed. The rules are derived by testing
the model in many varying degrees of faulty operation to determine at what
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point the innovation indicates faulty operation as distinct from correct operation.
This step is not explicitly described here, because of its case specific nature.
Chapter 3 of this thesis develops a fault detection and diagnosis
methodology structured around the change of mean detector investigated in
Chapter 2.
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Chapter 2
CHANGE of MEAN DETECTION
In the introductory Section 1.1, we discussed the need for a signal
processing tool capable of detecting changes in the mean output signal from of
system. Such a tool is necessary for self-arming an advanced electricity
monitor, the non-intrusive load monitor (NILM). We cited two examples of
change detectors often used, but stated that they were inappropriate for
application with the NILM because knowledge of the signal mean after the
change is needed. This chapter develops an appropriate algorithm and tests it
with electric power data collected from metered sources on the MIT campus.
First we examine the change detection algorithm used by Dr. Hart for the
residential NALM.
2.1 Residential Power Change Detection
Integral to the NALM are algorithms which identify changes in the steady
state power level. Hart's change detection algorithm is straight forward and
effective for residential loads which are dominated by steady, resistive and
finite-state (on/off) loads. The essence of the algorithm is a single-pass,
average steady power comparison. We demonstrate its use below with
commercial electric load data.
The NALM algorithm segments the power data into periods of steady
power and changing power. Steady power is defined by a string of at least N
consecutive data points that fall within a pre-determined bandwidth about an
average power level. Periods of changing power are all data that are not
steady. Transition begins when the first time-series datum falls outside of the
power bandwidth. Transition ends when the next N consecutive points fall
within the bandwidth about a new, unknown average power level. The data
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during each steady period are averaged to minimize the effects of noise, and
the change between average power levels is used to determine which
appliance has turned on or off. The tuning parameters for the NALM change-
detection algorithm are the size of the bandwidth about the mean power level
and the number of data needed to define steady state. For its residential
application these parameters were ±15W and 3 samples, respectively [Hart,
1992].
Figure 2.0a on the following page presents one-second averaged data
measured at the electric service entrance for HVAC equipment in a commercial
facility. It is possible to visually identify four events lasting approximately 60,
120, 60, and 60 seconds, respectively. At these times a condensed water pump
is switched on and off [Norford, et al., 1992]. The underlying power level
includes the rest of the HVAC equipment and general process and sensor
noise. Clearly, the parameters used for the residential application of the NALM
would be inappropriate for commercial load monitoring.
Assuming the data set in Figure 2.0a is representative of commercial
loads, we test combinations of the tuning parameters to determine the potential
for applying the residential NALM change-detection algorithm with the
commercial NILM. Figures 2.Ob through 2.Og display the results of these
experiments with the NALM change-detection algorithm, and Table 2.0
summarizes the significant aspects of the figures for determining their
appropriateness. The significant features in these figures are the transitions
from 100 to zero. At these points the preceding steady period ends and the
algorithm begins searching for the next portion of steady data. The 'ideal'
implementation of the the NALM algorithm would be a line at 100, interrupted by
only eight brief transitions to zero at the designated change times. We display
results where ten and twenty consecutive data points determine steady state,
and where the bandwidth is ±2, 3 and 5 standard deviations from the mean
power level (respectively, ±3.4, 5.1 and 8.5 kW).
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Figure 2.0a: One-second average power data logged at the electric service entrance to a
commercial HVAC room. Four turn on/off pairs [-130,190], [-440,560], [-730,790], and
[-940,1000] are the features of note among a noisy environment [Norford, et al., 1992].
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Figures 2.Ob and 2.0c: Hart steady state detector: threshold bandwidth = 2- = ±3.4 kW; ten
and twenty consecutive points, respectively, within the bandwidth determine steady state. Points
at zero imply the power levels are in transition.
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Figure 2.0a: Repeated for ease of comparison.
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Figures 2.Od and 2.0e: Hart steady state detector threshold bandwidth = 3a-=±5.1 kW; ten
and twenty consecutive points, respectively, within the bandwidth determine steady state. Points
at zero imply the power levels are in transition.
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Figure 2.0a: Repeated for ease of comparison.
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Figure 2.O and 2.0g: Hart steady state
and twenty consecutive points, respectively,
at zero imply the power levels are in transition.
detector threshold bandwidth 5- = ±8.5 kW; ten
vithin the bandwidth determine steady state. Points
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Table 2.0: Steady State Detector Efficacy
Time in Significant
Transition Transition Events
Figure BW [kW N Periods I% Detected
2.Ob ±3.4 10 47 37 6/8
2.Oc ±3.4 20 14 74 1/8
2.Od ±5.1 10 39 22 6/8
2.Oe ±5.1 20 19 45 2/8
2.Of ±8.5 10 32 11 7/8
2.0g ±8.5 20 18 28 2/8
Unfortunately, we find the residential-NALM change detector unsatisfactory
for this data set. Definitions of steady state power made with small N are too
unstable, thus the alarm sounds frequently for insignificant changes in the
signal. As we address later, low false alarm rates are crucial for the NILM
application. Steady state definitions with large values of N tend to miss
significant events because the algorithm is unable to find steady regions in the
signal because N is too inclusive.
Data presented here show a maximum bandwidth about the average
signal of ±8.5 kW. The minimum significant change is approximately 18 kW;
however, spurious pulses typically exceed 20 kW. Relaxing the bandwidth
reduces false alarms somewhat , though they still occur, and the danger of
missing smaller significant events increases. In general, this change detector is
extremely sensitive to signal noise, and it has difficulty finding steady regions
because of continuously varying loads.
2.2 Change Detection Necessities
Before we begin our search for an appropriate change of mean algorithm
we define the task more precisely, in terms of optimality criteria for the detector
and the character of power use signals. From the perspective of the NILM, the
change of mean algorithm must meet three loosely defined criteria. First, the
algorithm must have a low false alarm rate because the computational expense
of unnecessary v-section matching must be avoided. Implicitly this means that
the algorithm must be insensitive to signal noise. Second, the algorithm must
be rapid, requiring minimal operations at each step. If the frequency of
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monitored turn on/off events is high, thus requiring the majority of the
processing time for transient identification, easy calculation for the change
detector might become paramount. Finally, delay before detection should be
small, though not at the expense of the false alarm rate. All of the power signal
data acquired by the NILM passes through a temporary storage buffer, so that
no necessary information will be lost, if v-section determination and
identification is needed. The current prototype NILM begins its transient
identification procedure with thirty pre-transient points. Allocating memory for a
few more points in this segment of data would be the price for longer detection
delay.
The next step in our pursuit of an appropriate change detector is to
investigate the properties of the power signal that the NILM examines. The
power transients, that the NILM isolates and identifies, span a broad range of
time frames. Some power factor correction transients last tenths or hundredths
of one second. The fractional horsepower motors tested in the laboratory mock-
up have transients which last a couple seconds (see Figure 1.1), larger
induction motors in HVAC systems have transients which might last tens of
seconds, and finally 'soft-start' features with variable speed drives can attenuate
the start-up transient by ramping the motor up to full speed over several
minutes. Depending on the sampling rate, these different length transients
either look like significant signal, noise or signal drift.
In general, power data are extremely variable. Data in Figure 2.Oa
[Norford, et al., 1992] indicates that the NILM should expect significant noise in
the power signal of HVAC equipment. One-minute average data presented
below is similarly awash with noise. When attached to the utility service
entrance to the building the signal sampled with the NILM will certainly confront
significant noise because process variance for each end-use is additive to the
first approximation.
The signal changes the detector must isolate span a broad range of
magnitudes. In practice, the NILM might only be used to monitor large
commercial loads (similar to the NALM which only identifies large residential
loads). However, these loads will vary significantly within a facility and among
facilities. It is reasonable to assume the range will include two or three orders of
magnitude with an unknown distribution within that range. Adding to the issue
of the signal magnitude is the fact that transient amplitude (which can be an
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order of magnitude greater than steady state) correlates not only to the size
(rated, steady state power) of the end-use, but also the type of end-use (Figure
1.1). And finally, the magnitude of a given transient can vary relative to the
instant during a standard 60 Hz cycle when the load is turned on [Leeb, 1993].
Taken together, the points listed above make change of mean detection for
the NILM a difficult task.
2.3 Known versus Unknown 01
All change detectors are developed with some a priori knowledge or
assumptions about the data that must be analyzed. In many cases this
knowledge includes information about the expected magnitude of the change, v
= 101 - 00|. The information can be extremely specific, 01 is deterministic, or less
precise, such as knowing the distribution of 01 or even only the most likely value
of 01. Different levels of a priori knowledge affect the choice of detection
algorithms and their optimal configuration.
The detection algorithms presented in Section 1.1 assumed deterministic
information about 01. In those cases, the straight likelihood ratio P '
is used as the fundamental construct for the algorithms. Recall
si = In (1.8)
1p/0 (-p)2
where po(y) = xp( - 2 ) (1.7)
if the distribution of y is normal, and
k kS. =I si. (1.9)
i=j
kSi can be rewritten in terms of the change magnitude, v =|01 - 00|:
k k (Yi-10) V2 )
S = y2 - 2) [Basseville and Nikiforov, 1993] (2.1)
When 01, and therefore v, is unknown the basic problem changes
considerably. Additional information about the parameter after the change is
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necessary. If the cumulative distribution function of 01, F(01), is known the
likelihood ratio is altered:
-00 iY1Y-Yn
Likelihood =f PO1(Y1,Y2---yn) dF(0 1) (2.2)peo(y1,y2---yn)
to arrive at the weighted likelihood ratio used with the weighted cumulative sum
algorithm. Another variation requires an estimate of the most likely 01 so that
Likelihood = maxo, peo(y1y2...Yn) (2.3)
peo(y1,y2 ... yn)
which is known as the generalized likelihood ratio (GLR) [Basseville and
Nikiforov, 1993].
2.4 The Generalized Likelihood Ratio
For an application with the NILM we know neither the cumulative
distribution nor the most likely estimate of 01, and without any other a priori
information about the parameter after the change we are left in a bind. We
follow the discussion in Basseville and Nikiforov [1993] by expanding the
definition of the GLR and invoking a special case when the minimum expected
change equals zero, Vm=O.
The optimal decision function, gk, is an implicit maximization problem such
that the stopping rule, ta = {k: gk > 1}, is executed as soon as possible. Coupled
with the definition of the generalized likelihood ratio in Equation 2.3 above, the
detection problem becomes a double maximization, a problem which is
computationally intensive [Basseville and Nikiforov, 1993].
gk = max max Sk (2.4)
1!gjsk 01 i
The problem is somewhat simplified by assuming a normal distribution for
yi and constraining the change size with the minimum change, vm.
k [lax 
-[ 1 (2.5)
w sjs val 2 g
where the absolute value of the constrained change is
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k|vj| k-j+1 lyi-9ol - v m + vm(26
and the sign of the constrained change is the same as the sum of differences.
For the NILM we do not have a known minimum change; therefore we
assume the minimum change is zero, in which case the threshold of the
stopping rule must be exceeded by:
9k= - Max k 1 (yi-o) (2.7)2(y2 1:5j:k k-j+1 [N=
This equation, presented in Basseville [1993], represents the maximum,
average, squared sum of differences over an undetermined window of data,
scaled to the variance in the signal. Before a change, the sum of differences
and gk are approximately zero. After a change the summation becomes
significant, thus giving gk a value approaching the threshold, X. If the leading
edge of a change is large and abrupt, the difference, k-j, will be small, and the
change will be detected rapidly. Conversely, a small change or a slow ramp
change may require a summation over the entire data window [1,k] to exceed
the threshold.
This definition of the decision function is suitable for the NILM, given the
information known about the changing parameter, g.
2.5 Power Use Data
To test the change detector described above, we acquired data from two
separate sources. One-second average power use at a commercial facility
HVAC service entrance was recorded by Norford et al [Norford, et al., 1992] for
the purpose of NILM research. The data indicate a water pump switching on
and off several times among a background of several other operating HVAC
components, Figure 2.0a. Additionally, one-minute average data was collected
data from several medium sized (30-125 Hp) induction motors in three different
mechanical rooms on the Institute campus.
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Figure 2.18: End use metering of four fans located in the basement of building E19 of the MIT
campus. The figure is dominated by the 125 Hp supply fan #1. The smaller fans are 30-50 Hp and
are staggered 3 minutes between start-ups. The fans are controlled by VSDs and supervised by a
campus-wide EMS. The data were acquired between 6 a.m. and midnight February 15, 1994.
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Figure 2. 1b: Excerpted data
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from Figure 2.1 showing underlying oscillations in the data
One-minute end-use metering was done with Synergistic@ C180 and
C140 meters at the shortest reporting interval for these meters. The nominal
480V potential was measured at the main bus bars supplying the circuit breaker
panels. Local current transducers were connected to each of two phases
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980
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supplying the three phase motors. True kW power and power factor are inferred
directly by the Synergistic@ meters; they are integrated and reported at one
minute intervals. The only exception to this metering set-up is a 125 Hp supply
fan (SF1) which has a separate kW transducer. The transducer produces a
voltage which is linear over a 0-120 kW range.
,SF8
----- RF8
SF9
- - - - - - RF9
0 120 240 360 480 600 720 840 960 1080 1200 1320 1440 1560 1680
TIME [minutes after 11a.m.]
30 ,-
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Figures 2.2 and 2.3: Power use data from four pairs of supply/return air fans controlled by
VSDs and supervised by a campus-wide EMS. The fans are located in the basement of building
E23. The data begin at 11 a.m May 23, 1994 and continue through 3 p.m. May 24.
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All motors monitored with one-minute data drive supply and return air fans
for office and laboratory space. All of these motors are controlled with variable
speed drives (VSDs) and all of the VSDs are supervised by the campus EMS.
Most of the fans are scheduled to shut off during non-occupancy hours. SF1 is
scheduled to run at half speed during set-back hours. Even when the motors
are turned off the VSDs still draw power (-100-500W). Available data for these
motors span February through May 1994.
Figures 2.1 through 2.3 above are typical of one-minute average data sets
from end-use metering. The VSD controls add process noise to the power
signal because the controllers may not be tuned perfectly and the control signal
may cycle periodically during normal operation. Note especially in Figure 2.1b
that the large supply fan, SF1, has oscillating power use on a period of -8-10
minutes and amplitude 1-2 kW.
We test the change algorithm with one-second and one-minute averaged
data, even though the NILM operates at a considerably higher rate. Signal
variance is reduced with averaged data; however, the challenge presented by
continuously variable loads makes these data sets suitably difficult to test the
capabilities of the change detector.
2.6 Generalized Likelihood Ratio and Power Use Data
The algorithm defined in Equation 2.7 above was used to analyze data
sets similar to and including the ones above. The algorithm is executed by a
FORTRAN routine written specifically for this task. The routine analyzes the
aggregated power at each meter to approximate the task of the NILM. The
routine allows the user to enter several parameters that have a significant
impact on the algorithm results. These parameters are the signal variance, the
average signal before the change, and the maximum allowable length of the
summation window.
Multiple applications of the algorithm to the data sets established
preliminary estimates for these parameters. The variance enters Equation 2.7
as a multiple outside of the summation. As such it serves as a scaling factor
and its impact is on the threshold for the alarm time, but not the dynamics of the
algorithm. We calculated the signal variance from several periods in the data
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when the motors were operating in a relatively steady mode. The signal
variance differed somewhat among the individual meters. This reflects the
general noise in the power line and the effects of aggregating multiple loads,
each load contributing process and sensor noise, into a single signal. This
procedure may add unnecessary sensor noise to the signal because sensor
error is additive in our procedure. This contrasts with the NILM where only one
sensor introduces noise into the analysis. Variance was not a tuning parameter
for subsequent tests with the algorithm. Once determined from a few periods of
data it was assumed identical for all subsequent analysis.
The average signal before the change (go) is an assumed parameter in
Equation 2.7. In our application, the NILM will encounter multiple changes in
sequence; therefore, the mean before the change must be continuously
updated with each new data point. A rolling average over a moving window of
data points gives us a satisfactory value for go [Benveniste, 1986]. The length of
the data window has a profound impact on the decision function. The window
must be sufficiently long to be stable in the noisy environment of the power
signal. A short window will react to spikes in the data and may permit false
alarms. Another aspect of a short pre-change averaging window is apparent
when the change of mean occurs gradually over several data points. In this
case, the pre-change average changes significantly as the signal is changing,
thus reducing the value of the decision function (the difference yi - go is
diminished if go is moving in parallel with yi) and permitting a missed detection.
Conversely, too long of a window prevents the decision function from detecting
multiple abrupt changes in close order because the pre-change mean does not
have a chance to stabilize before subsequent changes.
For use with the NILM we note that resolution between multiple changes is
a relatively minor concern because the purpose of this detector is to locate the
change and arm the NILM. It is the responsibility of the NILM to resolve nearly
simultaneous events; therefore, a longer moving average window is preferred.
Similarly, a larger window is preferred because of the desire to minimize false
alarms. For the power data analyzed in this thesis, an average calculated over
a moving window of 25 data points is sufficient.
Next, we address the maximum allowable length of the iterative summation
window. All abrupt changes that were end-use metered were detected in less
than 7 points after the change. Changes in the mean which approached their
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post-change value in one sampling period were typically detected in 4 points or
less. The length of the iterative summation window has a significant impact on
the calculation time necessary for the decision function. The algorithm must
calculate the iterative sum (k - j + 1) times for each datum. To a first order
approximation calculation time increases in a linear fashion with respect to the
number of iterations of the summation in equation 2.7.
Thus far we have avoided the issue of power transients spanning several
orders of magnitude in terms of duration. A change of long duration may not be
detected because the increment at each step would be very small. Long
duration transients are most effectively addressed with reduced sampling
frequency, thus compressing a ramped change to approximate a step which the
GLR algorithm would detect. Choosing the sampling frequency to capture long
transients to ugh, will cause the detector to miss short duration changes
because the algorithm may step past relevant data points. For all of the data
studied this dichotomy is intractable. We conclude that it is necessary to
implement the change detection algorithm in parallel at several different
sampling frequencies.
This conclusion does not necessitate choosing sampling frequencies for
each end-use. Within limits it is also possible to enhance detection of longer
duration transients by lengthening the averaging window. A longer averaging
window diminishes the overall influence of data early in the change, which
move the rolling average in the direction of the change. Maintaining a stable
average through the beginning of a long duration change enables the sum of
differences in Equation 2.7 to accumulate and surpass the alarm threshold.
Maximizing the length of the averaging window, though, does impede
successive detections as noted above.
While calculating gk at several different intervals (1 min, 10 sec, 0.01 sec,
etc.) is a straightforward task of algorithm programming, the issue of
computation time becomes more significant and possibly prohibitive. For
example, if it is necessary to work with 5 different sampling frequencies to
include short, medium and long duration transients, and we set the maximum
number of iterations in gk equal to seven, then the iterative summation is
completed up to 35 times for a single data point. To circumvent the problem of
excessive computation, we present a variation on the GLR algorithm defined
above. The variation assumes a fixed summation window rather than one that
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maximizes gk at each data point. The impact of this variation on the detector
performance is faster calculation of gk but slower detection time. Consider the
scenario, an instantaneous step change from go to p1, a very abrupt change. In
this case, with the parameters tuned as described above the change would be
detected in 4 points or less regardless of the maximum summation window
length. The slowest detection occurs when:
[4(g1 - go)] 2  (2.8)
max(gk)= 4*202
With a fixed summation window length, L, the detection criteria require that
[4(g1 - po)] 2  (2.9)
9k= *2(y2 (29
four points after the change occurs to match the performance of the true GLR
algorithm. The worst situation would require L points to pass after the change
has reached its new value of p before the decision function attains the same
maxima as in Equation 2.8. Results from moderately abrupt changes suggest
that L~8 is sufficient to encompass a broad variety of abrupt to moderately
abrupt changes on a single time scale. Changes which are slower would be
detected in parallel calculations of gk at the different sampling frequencies that
we already stated are necessary for the NILM application. For comparison we
repeat the true formulation the GLR in Equation 2.7 and the variant form in
Equation 2.10:
1k y-
ka k-j+1 (yi-O) (2.7)
i=j
k k1 (Yi-0) (2.10)Zk=2 k-j +1[ _ I~
Where the difference (k -j) is fixed in Equation 2.10, and the stopping rule for
both versions is
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9k X
ta k: and . (2.11)
gk-1 < X
The second condition on the stopping rule prevents multiple alarms for the
same change of mean.
2.7 Results
We implemented both the true formulation of the GLR algorithm and its
variant form described above on aggregated power signals from the data
presented in Figures 2.1 - 2.3 and the one-second average data in Figure 2.0a.
Figures 2.4 - 2.6 and 2.7 - 2.9 below display these results for respective one-
minute average data sets, and Figures 2.Oa and 2.10-2.11 show the results from
the one-second average data. When viewing these figures it is important to
understand that the relevant features are the alarm times, when the value of the
decision function exceeds a threshold value, not the maximum value attained
by the function. An optimal threshold is derivable with a priori information
about 01 which we have already determined is unavailable for the NILM
application. Empirically chosen values for the threshold will be discussed with
each data set.
The following three figures are associated with the four fans monitored in
the mechanical room of building E19. The 125 Hp supply fan #1 dominates
both the magnitude and the variance in these data. Figure 2.5 shows that the
GLR algorithm responds to all of the obvious changes in the signal and some
less significant changes. For example, near point 460 in Figure 2.5 the decision
function responds to what appears to be a minor change in the power level. At
this time in the data, though, there is a coincidence of events. The oscillating
power use by supply fan #1 begins to ebb and two of the other three fans also
happen to be ramping down their variable load. Such coincidence of events
must be expected by the NILM when it monitors continuously variable loads,
and false alarms of this kind are unavoidable.
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Figure 2.5: GLR output corresponding to Figure 2.4 from the L=i formulation of the algorithm.
The rolling average is calculated over 25 data points. The signal variance is 0.49 kW and the
number of iterations of the recursive sum carried out to maximize gk is 8.
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Figure 2.6: GLR output corresponding to Figure 2.4 from the variant formulation of the
algorithm. The rolling average is calculated over 25 data points. The signal variance is 0.49 kW
and the fixed recursive summation window encompasses 8 data points.
The variant GLR algorithm responds in a similar manner to the true
formulation. Again all obvious signal changes are detected by the algorithm.
The magnitude of the decision function is attenuated in many cases by forcing
the algorithm to average the square of the summed differences over time
periods longer than the actual change duration (See points -225, 460, 630,
etc.). Though the magnitudes are considerably different it is noteworthy that the
detection delays are very similar when the threshold is chosen to be 100. The
following table compares the two versions of the algorithm.
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Table 2.1: Detection Delay
Approximate
Change Time
71
217
229
459
623
663
721
743
769
795
Comparison - Building E19
GLR DelJy Variant GLR Delay
(data pointsW data points)
4 6
1 X
At two locations the variant GLR algorithm detected no change (gk<k=1 00),
whereas the true formulation did indicate a change. Inspection of the data
indicates a coincidence at these locations of lower than average data points in
a relatively stable power use region. In other words these might be considered
false alarms which the variant algorithm obscures because of the fixed
summation window.
The following three figures are associated with the eight fans monitored in
the mechanical room of building E23. No single end-use dominates the signal,
though several motors contribute only steady state signal and noise with no
significant turn-on/off signals. Figure 2.8 shows that the GLR algorithm
responds to all of the obvious changes in the signal.
The variant GLR algorithm responds in a similar manner to the true
formulation. In contrast to the previous set of figures from building E19 most of
the turn-on/off events are abrupt when viewed with 1 minute averaged data. For
this reason the variant decision function responds in a fashion very similar to
the true GLR formulation. The only notable differences is the slight shift back in
time for the variant algorithm. The following table compares the two versions of
the algorithm when the threshold is chosen as 100.
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Figure 2.7:, Aggregated Power corresponding to Figures 2.2 and 2.3.
by the detection algorithm.
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Figure 2.8: GLR output corresponding to Figure 2.7 from the true formulation of the algorithm.
The rolling average is calculated over 25 data points. The signal variance is 0.62 kW and the
maximum number of iterations of the recursive sum carried out to maximize gk is 8.
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Figure 2.9: GLR output corresponding to Figure 2.7 from the variant formulation of the
algorithm. The rolling average is calculated over 25 data points. The signal variance is 0.62 kW
and the fixed recursive summation window encompasses 8 data points.
Detection Delay
Approximate
Change Time
213
435
-467
-499
-525
-539
645
1141
1189
1553
Comparison - Building E23
GLR Del Variant GLR Delay
(data points) ( data points)
1A
2A
1A
The "A" superscript denotes occasions when the alarm time was not
determined because events occurred too close in sequence for the decision
function to reset itself below the threshold. The delays were determined from
change of mean analysis of the individual motor's power signal.
30
25
20
15
10
Table 2.2:
rk.
56 Chapter 2
In practice, events in close succession would have to be resolved by the
NILM, or alternatively the stopping rule can be modified to include not only
occasions when gkA, but also occasions when dt changes from negative to
positive and gk is greater than the threshold. Visually, this situation occurs
when the decision function depicts two neighboring peaks above the threshold,
with an intervening trough, also greater than the threshold. Modifying the
stopping rule is easily implemented because gk tends to be monotonic in its
response to and recovery from an abrupt change. Simply tracking the values of
gk-1 and gk-2 would suffice. The rewritten rule for the alarm becomes:
gk 2A and
gk-1<X or
ta k: gk-1 - gk-2 < 0) (2.12)
and
9k - gk-1 >0
The final set of figures represents the GLR input and output for the one-
second average data recorded at an HVAC electric service entrance. The
features of interest here are the four turn on/off pairs at (-120,180); (-430,550);
(-730,790); and (-940,1000) seconds. The change magnitudes of interest
account for only a small fraction of the total HVAC load, the rest of the power
supplies chillers, fans and other pumps in the facility. The combined influence
of all HVAC components creates considerable noise in the signal. Periodic
spikes -20 kW are attributed to responses to the VSD controllers. Figure 2.10
shows that the GLR algorithm responds to each of the desired and tends to
ignore data spikes that have very short duration (eg. points near 40, 80, 960,
980 etc. seconds).
The largest spikes in the decision variable are associated with power
surges that have significant duration but which are not associated with the turn
on/off events we are trying to locate (eg. points at 200, 620, 640, 660, etc.
seconds). The value of gk is large for these points because the rolling average,
g, tends to be decreasing approaching the surge, due to previous points in the
averaging window, despite the start of a controller-induced power surge.
During the recovery from the surge the average tends to be increasing due to
the inclusion of the leading edge of the surge. We tried to reduce the effects of
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these surges by allowing the rolling average to respond somewhat to their
influence with a shorter averaging window (15 points).
Many of the events of interest appear quite mundane in the midst of the
signals just described; however, as noted before, the magnitude of the decision
variable is not the relevant aspect, but rather the alarm time when the
magnitude of gk exceeds a chosen threshold, in this case 100. Note that at
each of the desired turn on/off events, the algorithm does create a spike in the
data which exceeds this threshold. Like the previous data set, though, the
algorithm is not always able to reset itself between significant surges and
events (eg. 430-550 and 620-720 seconds), therefore, it is necessary to include
sign changes in dqk in the stopping rule criteria as noted with the previous data
set. The modified stopping rule is not implemented with these data.
Table 2.3: Detection Delay
Approximate
Change Time,
121
136
181
200
423
446
492
523
556
633
654
672
724
737
796
936
996
1022
Comparison
GLR Delay
(data points)
1
1
3
1
1
1
1
1
2
1
1
1
1
2A
3
1
2
1
Variant GLR Delay
data points)
6
1
8
1
1
1
1
1
6
1
1
1
1
5
7
6
7
1
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Figure 2.0a: Aggregated power at the HVAC electric service entrance .
data. Signal as seen by the detection algorithm.
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Figure 2.10: GLR output corresponding to Figure 2.10 from the L=u.g formulation of the
algorithm. The rolling average is calculated over 15 data points. The signal variance is 3.0 kW and
the maximum number of iterations of the recursive sum carried out to maximize gk is 8.
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Figure 2.11: GLR output corresponding to Figure 2.10 from the variant formulation of the
algorithm. The rolling average is calculated over 15 data points. The signal variance is 3.0 kW and
the fixed recursive summation window encompasses 8 data points.
The FORTRAN code for implementing both the true GLR algorithm and its
variant are listed in Appendix A.
2.8 Discussion
In general the GLR algorithm performed well with the data sets examined,
setting an alarm time for each significant change in the aggregate power level.
The primary concern raised by these results is the determination of an
appropriate threshold to minimize false alarms yet still capture significant
events. It is instructive to consider the worst case application of the GLR, in
terms of false alarms, i.e. when the threshold is set to a minimal value such as
10. In this case the alarm time is triggered -20 times in Figure 2.5 or 2.6. From
more than 1,000 points, this is only 2 implementations of the NILM pattern
matching routines per one hundred points. This is considerably better than
continuous pattern matching. Likewise, a similar threshold applied to data in
Figures 2.7 - 2.9 triggers 13 alarms for 11 events. In Figure 2.Oa we are looking
for eight scheduled events. The algorithms find roughly 20-25 events over
1,000 points of data, if X=1 0. The data sets examined are challenging, and the
false alarms identified here were primarily a result of variable loads.
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It is also instructive to compare the GLR change-detection results with the
Hart change-detector described in Section 2.1. Table 2.4 repeats comparable
results from both the GLR and Hart's change-detector experiments. The table
shows that the GLR is has lower false alarm rates and better success locating
the changes. Hart's detector implicitly has a shorter delay before detection (one
data point outside the bandwidth triggers the alarm), but at the expense of more
frequent false alarms. The table assumes that the modified stopping rule
(Equation 2.12) is implemented to identify changes in succession.
Table 2.4: Algorithm Comparison
Significant
BW or Change Changes
Detector Threshold N Alarms Detected
Hart Algorithm ±8.5 kW 10 32 7/8
Hart Algorithm ±8.5 kW 20 18 2/8
GLR True Formulation 100 max=8 17 8/8
GLR Variant Formulation 100 8 18 8/8
The most common cause of false alarms for the GLR-based algorithms was
a moderately large pulse in the opposite direction in the overall trend in the
data. This is particularly the case with the one-second average data (Figure
2.0a). When the condenser pump is initially turned on, there is a surge in the
load beyond the expected in-rush current which characterizes induction motor
transients. This supplementary surge is the extra power necessary to
accelerate the condensed water from rest. The surge is followed by a
decreasing ramp as the water approaches steady flow. During this decreasing
ramp the load often experiences a VSD controller-induced pulse in the
increasing direction. The combination of these influences (decreasing average
signal and positive impulse) cause the decision function to exceed the
threshold.
Examination of the GLR decision function between points -800 and 920 for
Figure 2.Oa support this conclusion. During this interval of data, there are
several pulses associated with the VSD controller; the rest of the signal, though,
is relatively stable. The algorithms, correspondingly find no significant change
in the mean signal. The algorithms in these cases appear to suppress the
spurious data when computing the decision function. We conclude that when
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monitoring end-uses with more discrete and constant operating states, the false
alarm rate would be low even when large pulses intervene in the data.
In general, we must assume the presence of variable loads with significant
ramping signals. The preceding paragraphs point out when the GLR produces
false alarms when ramping signals act in conjunction with other influences.
Figures 2.4 and 2.7 contain long sections of slowly varying signal. During
these stretches of data, the algorithms behave in a very robust manner. During
these ramps the decision function does become greater than zero, however, it
never exceeds our chosen threshold solely as a result of the ramp. For
modestly ramping signals our implementation of the GLR appears to be robust.
More severe ramps might be correctly interpreted as significant events such as
points [~75,100] in Figure 2.4. Choice of the sampling frequency is the critical
factor for determining which ramps are 'changes' and which are merely
'background.'
A possible source of false alarms during ramp changes is our lax treatment
of a fundamental assumption of the GLR algorithm (Section 2.3)- a normally
distributed signal about a constant mean. Clearly during a ramp change this
assumption is violated. Similarly, the points immediately following a change
have a linearly varying pre-change average (go) and the oscillations in the
power signal to SF1 (Figure 2.1b) also violate the normal distribution criteria.
Power data of the type we are examining does not have a rigorous statistical
distribution. Ramp behavior moves both up and down, changes are of unknown
magnitude and direction. We attempt to compensate for non-normality in our
implementation of the algorithm by adding data together to approximate a
normal distribution with the Central Limit Theorem (fixing the size of the iterative
sum, calculating po over a window large enough so that one datum will not bias
the results too much, and aggregating the power signal of many end uses).
This method is partially successful; note the smaller peak values of gk with
variant form of the algorithm (Figures 2.5 and 2.6). Further aggregation of data
may result in better approximations of a normal distribution; however, the cost of
further aggregation is obscured events and missed detections. From the
standpoint of this application, missed detections are worse than false alarms.
The next issue for discussion is what makes an event significant and
detectable. In general, the noisier the signal the harder it is to identify small
events. The value of gk goes as the inverse of the variance; therefore, to be
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detected a change must standout from the background noise. An instantaneous
jump (one interval to 1l) must have an average magnitude of
I01 - 0|1 2 N (2.13)
relative to the threshold to be detected, where N is the number of points in the
iterative sum window. If detection of small events becomes desirable, the
threshold must be lowered at the expense of more false alarms because of
signal noise.
2.9 Conclusions and Observations
The preceding sections outline a procedure for detecting changes in a
power signal to arm the NILM transient identification algorithms. The GLR
algorithm is adept at identifying changes in the mean power signal with a
modest false alarm rate; however, the broad range of transient durations
requires parallel implementation of the algorithm at different sampling
frequencies. To avoid calculation time constraints, we recommend a variation
of the GLR algorithm which fixes the iterative summation window at a given
length. Data from the experiments presented here indicate that the variation of
the GLR locates abrupt changes with approximately the same success and false
alarm rates, even when the changes are small in magnitude. The cost for this
variation is slightly slower detection time.
Integrating the variant GLR algorithm with the NILM is not difficult. The
NILM's v-section identification software already samples data at multiple rates
to identify different sized loads of the same type. Implementing the change-
detection algorithm at these same sampling rates, in series with the NILM
sampling algorithms, should be sufficient for finding changes which span a
broad range of durations.
The determination of an appropriate threshold for the detection algorithm is
not rigorously defined here, nor can it be with the information we know about
the signal after the mean. Application of equation 2.13 provides a reasonable
starting point if there is a known minimum sized end-use that the NILM must
find. The critical parameter for the threshold determination is the signal
variance. Previous NILM research has looked at pre-filtering the signal to
reduce the variance. Norford and Mabey [1995] suggest a median filter with a
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window length of 11 data points. Implementing a median filter with the NILM,
though, may remove features from the signal which locate important events. For
example, [Leeb and Kirtley, 1993] shows that rapid start lamps produce an
initial v-section which is large in magnitude but short in duration. Median
filtering would likely remove these observed data points. Furthermore, filtering
requires computer processing resources which may not be available. These
drawbacks of filtering must be weighed against the need to locate small end-
use turn-on/off events.
In the process of applying the GLR algorithm to our power data , we tried to
isolate factors which affect the value of the decision function, and the speed with
which it approaches the threshold. Clearly the factors which have the most
influence are the stability of the moving average (both before and during the
change of mean), the magnitude of the change, the signal noise, and the
abruptness of the change. With a relatively clean and stable background the
variables are narrowed to abruptness and the magnitude of the change.
Implementation of the variant GLR under these conditions reveals
information about the abruptness of a change because the size of the recursive
summation window is fixed, forcing the decision function to include data which
do not maximize gk at each step. Examination of Figures 2.4 and 2.6 show that
changes of roughly the same magnitude result in different values of the decision
function depending on the nature of the change. Abrupt changes produce a
spike in the function, and gradual change tend to create a shallow bulge. If we
have a priori information about either the size or abruptness, we can detect and
analyze features in the transient behavior of the jump which make it unique. We
utilize this observation in Chapter 3.
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Chapter 3
Fault Detection and Diagnosis
Chapter 1 of this thesis included a general discussion of three fault
detection and diagnosis methods, each of which focuses on the steady state
operation of the HVAC system. Landmark states methods are used to confirm
that a system operates in a desired mode given an array of input parameters.
The method does not distinguish among differing operating points within a
mode, and reflects steady system operation. Physical models typically track
variables which exhibit particular behavior given predetermined operating
conditions usually at steady state. Black-box models are often favored when
modelers have plentiful data from a range of operating states with which they
train the model. If an HVAC system operates in a relatively steady state for a
majority of the time, we can assume that most of the system data used for
training black-box models would be collected during steady system operation;
therefore, these models are likely not suited for analyses of systems in transition
between states. The FDD methodology presented in this chapter examines the
transients typically overlooked, or filtered out [Dexter and Benouartes, 1995]
with other FDD regimens.
As demonstrated in the preceding chapter, the generalized likelihood ratio,
GLR, is adept at distinguishing among similar transients under controlled
conditions. The relative magnitude of the decision function from the GLR
algorithm, gk, is predictable when its factors are well understood and defined. In
particular the magnitude of gk depends on the variance of the signal at steady
state, the time separation between changes, the abruptness of the change
relative to the sampling frequency, and its magnitude. This chapter utilizes
these predictable properties of the GLR algorithm to address fault detection and
diagnosis in heating, ventilation and air-conditioning systems.
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3.1 Likelihood Tests for Fault Detection and Diagnosis
The essential premise behind the use of the GLR algorithm to examine
transients in HVAC systems is that by allowing only one aspect of the decision
function to change, namely the abruptness of the transient, one can identify
faulty operation and determine its nature. As noted in Chapter 1, HVAC faults
can be categorized as abrupt, catastrophic failures (cut wires, seized
machinery) or slow, degradation faults (sensor drift, heating coil fouling).
Transients associated with these two types of faults are distinguished by the
source of the perturbation in the system. In the case of the abrupt failure the
component itself instigates the transient signal. Degradation faults are
characterized by very slow internal transients; therefore, failure can only be
determined by an external input to which the component responds. We
maintain that an FDD scheme which examines the dynamic response to
external inputs is capable of identifying faults and is possibly more sensitive
than other methods that examine steady operation.
The use of the generalized likelihood ratio algorithm for FDD presented
here is a variation on the black box model methodology discussed in Chapter 1.
Data from different operating regimens are used to train the model to recognize
correct operation. Subsequent tests are compared to the correct operation, and
fault determination is made based on differences between the actual and
expected, correct operation. The primary difference in our approach, relative to
other FDD regimes of this kind, is that the GLR algorithm looks solely at the
transient response of selected variables to perturbations introduced into the
system. Steady-state information is ignored by the algorithm and no effort is
made to develop features or residuals while the system is operating in a steady
manner. This approach should make the detector more sensitive to faults which
significantly change the dynamics of the system, but have only a minor effect on
the eventual steady-state operation.
3.1.1 Likelihood-based Fault Detection Pre-Requisites
The FDD method described below is premised on pre-determined correct
operation of an HVAC system. The dynamics of individual systems differ among
building and facility types; therefore, application-specific dynamic modeling
and/or data acquisition from an operating system is necessary to establish
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baseline, correct operation over a wide range of conditions. For the simple
scenarios suggested here, we assume that correct operation is determined
during building commissioning or during the early stages of occupancy.
The focus of this research is degradation faults of the type where
perturbations must be introduced into the system's operation to manifest a
transient for analysis. Intentional changes to a system set point would create
the desired transients; however, implementing these changes may cause
discomfort among tenants if the building is occupied. Therefore, we presume
that correct operation would be determined by introducing step changes during
unoccupied hours. Similarly, subsequent implementation of FDD tests would
also occur during unoccupied hours so that tenants would not be
inconvenienced. Suitable times for conducting tests would occur at the
scheduled night set-back and/or at the morning start-up. At these times the
building control system is already introducing step changes of the kind needed
for FDD testing. A more detailed description of this process will be described in
the Discussion, Section 3.8, after we present the strengths and weaknesses of
the method.
There are several advantages to implementing an FDD strategy at
scheduled intervals. For detection of degradation faults, the FDD algorithm
must only be employed when new inputs are entered into the system to create
step response transient behavior in the HVAC components; therefore, the
computational needs of the algorithm would be minimal. Also it is possible to
plan FDD tests to isolate problems once they are detected. For degradation
faults it might be possible to chart an entire history of deterioration and to act to
correct the problem at an economically optimal time. On the other hand,
scheduling FDD tests in this manner does limit the method's usefulness.
Spontaneous, abrupt faults would not be detected until the next FDD test,
perhaps many hours later.
A complementary use of transient analysis for fault detection would employ
the GLR change detection algorithm continuously with a dedicated computer.
Catastrophic failures by their very nature create step changes in the system.
Smartly located sensors near key components would register the change, at
least briefly, before the rest of the system compensates, and the change
detector would sound the alarm for a failure. Abrupt changes are quickly
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detected as demonstrated in the previous chapter; therefore, a GLR-based fault
detector would be decisive shortly after failure.
3.1.2 Research Goals
The research presented here is a preliminary study of the use of the variant
formulation of the generalized likelihood ratio change of mean detector for
HVAC fault detection and diagnosis. As such we limit our experiments with the
methodology to selected faults. In particular, we examine two degradation
faults - the fouling of the water side of a water-to-air heat exchanger and valve
leakage in a heat exchanger. We expound on more diverse HVAC faults at the
end of the chapter.
We hypothesize that the examination of transients adds valuable
information for the detection and diagnosis of faults in HVAC systems. Tests of
this method are not intended to preclude other FDD methods discussed in
Chapter 1. Similar to those approaches which are more or less effective
depending on the application, we expect that a GLR-based scheme will also
have strengths and weaknesses. Synthesis of different approaches, specifically
steady state and transient analysis, should give a more complete description of
a system's operating condition. In theory, a supplemental approach could be
used to confirm detection or diagnosis made with the primary FDD scheme, or
could resolve a distinguishing characteristic among similar faults. Since we do
not assume that this methodology will be comprehensive for FDD purposes our
scheme attempts to keep instrumentation and data monitoring to a minimum.
Minimal instrumentation has the added benefit of lower implementation cost, a
significant consideration for appropriate application of an FDD scheme [Ito,
1994; Rossi and Braun, 1994].
3.2 Problem Postulation
We test this method of fault detection with an analysis of a heat exchanger
component of a typical air handling plant. We conduct our tests with a computer
simulated, physical model of a plant which controls the temperature of air
delivered to a building zone by adjusting the flow of hot or chilled water through
the water-to-air heat exchangers. When operating in steady state, a heat
exchanger is modeled with the heat exchanger effectiveness relationship:
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E = (To-Tai) [Mills, 1992, p.731], (3.1)
or rearranged:
Tao= (mrcp)a) (Tw - Tai)) + Tai. (3.2)
where
E = effectiveness = aualQmaximum
T = temperature [oC]
rh = mass flow rate of a fluid [k]
cp = specific heat of a fluid kg OC]
C = the product of ri*cp for the air or water steams
Cr = Cmin/Cmax
a = air
w = water
Cmin = minimum of either (rh*cp)a or (rh*cp)w
i = inlet
o = outlet
Equation 3.2 can be thought of as an open loop transfer function for the
HVAC plant if we normalize about Tai with the plant gain, Kp, equal to the
quantity in the box in Figure 3.1.
tao = ECmin wi(3.3)
A
Cmin A Tao
0 air
Figure 3.1: Block diagram representation of a heat exchanger normalized to Tai. The controlled
variable, the water energy capacity, is the input parameter.
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Unfortunately, for the sake of analysis, the plant gain is not linear due to
the definition of the heat exchanger effectiveness (see equation 3.4) which is
highly dependent on the values for Cair and the overall heat transfer coefficient,
UA.
For counter flow heat exchangers:
1 - e(-NTU(1-Cr)) (34)
1 - Cre(-NTU( 1-Cr))
where
UANTU = number of transfer units = [Mills, 1992, p.734]Cmin
In HVAC applications water is typically used to moderate air temperature,
and heat transfer is constrained by Cmin=(rhcp)w = constant. The air mass flow,
rha, dictates the heat exchanger effectiveness and the ultimate water and air
outlet temperatures are linked through Equation 3.1. The steady state behavior
of these variables when perturbations are introduced are easily modeled with
the preceding equations. When part of a dynamic system with negative
feedback, as illustrated in Figure 3.2, tracking these variables becomes more
involved.
We assume in Figure 3.2 that Kc is a proportional-integral controller
(Equation 3.5) which determines the mass flow of water entering the heat
exchanger.
set point K K Tao
Figure 3.2: Block diagram of feedback control of a heat exchanger.
Kc = K(1 + (3.5)
where Ti is the integral time on the PI controller.
The transfer function of the system with PI feedback control is
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Tao(S) = KKp(1 +Tis)Tao(s) = T1 +Tls 2 Tset point(s). (3.6)KKp+(KKp+1)Tis+Titrs2
The non-linear plant gain, shown in Figure 3.1, is both part of the system gain
and the time response of the system.
We conclude, that to effectively evaluate our method of fault detection, it is
necessary to examine the dynamics of all variables which influence the heat
exchanger effectiveness: the inlet water and air temperatures and the mass flow
rate of the air. The water mass flow rate is independent of our control because
of its link to the system controller.
We propose that we conduct our preliminary tests with transient signal
information from a minimal number of selected sensors. Our intent is to
establish that these sensors will be sufficient themselves for the detection and
diagnosis of faults in an HVAC system. To simulate an ideal application of the
method, where cost and instrumentation are minimized, we choose to limit the
variety of sensors used for FDD to temperature sensors only. Temperature
sensors are chosen because they are inexpensive and reliable, widely installed
in real systems (thus they are a ready source of data), and their dynamic
behavior is predictable for the range of temperatures encountered in typical
HVAC systems.
3.3 HVAC System Simulation
This investigation is based on a computer simulation of a physical system,
the alternative being instrumentation and data acquisition on an operating
system. At this stage of research it is appropriate to work with a computer
simulation because of the ease it affords for introducing, controlling and testing
different faults subjected to a wide range of conditions. The computer model
must be sufficiently accurate so that the data it generates are able to support
conclusions about the appropriateness of the fault detection methodology. The
simulation must also be robust such that unexpected changes to the system (i.e.
faults) do not create numerical instability and affect the validity of the results.
Development of a satisfactory model depends on the simulation software tool
and the representation of the HVAC system within the constraints of the tool.
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Simulation Tool
Our experiments require a simulation tool that is able to model the dynamic
response of the elements that make up HVAC systems, i.e. fans, heat
exchangers, duct-work, etc. Most HVAC system components are satisfactorily
modeled with first-order non-linear differential equations. (See Appendix C for
examples of these equations.) To accommodate a simulation comprised of
several such components, the modeling tool must have the capability to solve
multiple simultaneous differential and algebraic equations. A library of models
of HVAC components written in software code is helpful, and the ability to edit
the code to introduce faults for testing is an absolute necessity for this
investigation.
There are several simulation packages which meet some of these criteria.
Many have been designed by HVAC system and component manufacturers for
the purpose of marketing or sizing a product. The Trane Company [Trane
Company, 1993] has a whole battery of sophisticated software available for
these purposes. Most of the commercially available tools, though, fail to meet
all of the requirements mentioned above. In particular, commercial tools are
designed to mimic the response of specific equipment, and they generally lack
the ability to edit the code directly to test modes of system failure or faults.
General purpose tools are also available for modeling systems of multiple
simultaneous equations. Matlab@ software includes the Simulink® application
for this purpose, and many studies of FDD in HVAC systems have employed the
Simulink@ equation solver [Glass, 1994a; Li, et al., 1994]. However, as a
general purpose tool, Simulink@ lacks a published library of models for HVAC
components.
For this investigation we use HVACSIM+ because it encompasses all of
the features outlined above.
HVACSIM+ is a modular, non-proprietary computer simulation
package developed at the [National Institute of Standards and
Technology (NIST)], designed to allow detailed simulation of
entire building systems: the heating, ventilation, and air
conditioning (HVAC) system; the equipment control system; the
building shell; the physical plant and the dynamic interactions
among these subsystems.
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The HVACSIM+ package consists of a main simulation
program ... [and]... a library of subroutines containing
mathematical models of building energy system components.[Clark, 1985]
The main simulation program, MODSIM, is a general simulation tool which
uses advanced equation solving techniques to solve large sets of non-linear
differential and algebraic equations. The core of MODSIM is adaptable to any
type of simulation which involves many interconnected components.
HVACSIM+ combines MODSIM with a library of mathematical models of HVAC
components through a front-end program, HVACGEN, which allows a user to
link together many HVAC components into a coherent system [Clark, 1985].
HVACSIM+ was initially developed in the early 1980s and has grown into
a more comprehensive tool over time. The growth of HVACSIM+ stems from the
fact that the code is non-proprietary. Users are encouraged to write additional
code and change existing code to meet specific needs. As code for additional
components is written, it is added to the library for general use. Currently, code
describing more than 150 different HVAC components exists in the HVACSIM+
library.
3.4 HVAC System Physical Description
To fairly appraise the use of the GLR-based change of mean detector for
fault detection, we test it on a system which is suitably complex and closely
resembles an actual HVAC system configuration. We do not, however, want to
model a system which is so involved that the feat of simulation overshadows the
purpose of the exercise. The data produced from a simulated subsystem
should be enough to indicate that processing the transient signal could be
beneficial for fault detection.
The FDD literature makes extensive use of physical model simulations,
and many of these models meet the criteria of moderate complexity and robust
performance with regard to the introduction of faults. For this investigation we
were given permission to adapt a model of a mixing box and heating/cooling
coil assembly written by researchers at Loughborough (UK) University of
Technology [Salsbury, 1994].
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The sub-system analyzed in this investigation is based on components of
an actual system in an office building in London, UK. The simulation designers
exhaustively tuned the parameters of the modeled components such that the
simulation of the off-coil air temperature very closely matches data recorded
from the actual working system. The designers simulated system faults and the
simulations responded in a manner consistent with those faults without loss of
model stability or accuracy [Salsbury, et al., 1994].
Figure 3.3 below is a schematic of the complete sub-system modeled by
the Loughborough team. It is a quasi-constant air volume (CAV) air handling
unit (AHU) with hot and cold water heat exchangers for controlling the supply air
temperature. Air flow is stable during all steady-state system operation. When
the air dampers are used to mix fresh and return air to maintain the set point
temperature, the pressure drop across the dampers does restrict air flow to a
small extent. The controller is a proportional-integral (PI) type.
Fresh (#1101
Mixing Box Fan
Returd ICW Coil HW Coil
I I
I II
Constant Flow -_
\ Exhaust_ Extract _ .Resistance _ _ _j
Figure 3.3: HVAC Subsystem Schematic
The single PI controller maintains the supply air temperature at a given set
point. The controller has a single proportional gain and integral time, and it
determines the control signals for positioning the recirculated, exhaust and
fresh air dampers and the valves for the hot and chilled water heat exchangers.
The control signals are inputs to each of five actuators for the dampers and
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valves. The damper and valve actuators respond to the control signals based
on individually determined parameters of damper/valve movement (speed,
hysteresis, deadband, minimum changes, etc.).
The damper positions are used by the mixing box model to determine the
ratio of fresh and recirculated air in the supply air mix. The valve positions
regulate the flow of chilled and hot water in the heat exchangers. The heat
exchanger models have variable air and water side heat transfer coefficients
which depend on the fluid flow rates. The extensive parameters in the heat
exchanger model include provisions for different construction materials, fin and
tube configurations, and flow resistances on both the water and air-side.
The simulation does not explicitly simulate the conditioned zone to which
the system supplies air. Once the supply air passes over the heat exchangers,
the air enters an idealized zone. This zone is characterized by a constant flow
resistance to account for the system pressure drop, and the air extracted from
the zone has a temperature and humidity ratio determined independently of the
simulation. The extract air temperature and humidity ratio can be altered by the
investigator while the simulation is in progress. In this investigation, though,
constant return air temperature and humidity are assumed.
The sub-system used by the simulation designers for FDD is slightly less
extensive than the one described above. Specifically, they simulated only the
heating coil and the fresh air stream without return air mixing. This investigation
utilizes the entire subsystem, including: a mixing box for the recirculated and
fresh air, the fan, the hot and cold water heat exchangers and duct-work to
implement system pressure drop. The Loughborough team executed their
simulation with outdoor, supply and return air temperatures chosen such that
the fresh and return air dampers were 100% open and 100% closed (excepting
leakage), respectively or visa versa. Their simulations, therefore, avoided
issues of variable air flow due to non-linear damper action.
3.5 Model Description and Validation
The HVACSIM+ model is built by grouping components into a hierarchical
modeling structures called superblocks. Typically, components are either
grouped by functional units (for example, components in a single control loop),
by the magnitude of the component time constants or by classes of components
(controllers, actuators, water flow components, sensors, graphical output)
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[Clark, 1985]. Often the second and third configurations are very similar.
Grouping by either of the latter two criteria has proven to significantly reduce the
computational time needed to run the model. In the case of this sub-system, the
relatively small number of components does not require extensive
computational optimization; therefore, the components are grouped by
functional units.
An additional constraint of the model structure limits the number of
components and simultaneous equations in a single superblock. These limits
are based on the calculation time needed to solve a set of N simultaneous
equations. When N exceeds 20-30 simultaneous equations per superblock the
simulation time increases precipitously [Clark, 1985]. For this model we need
only two super blocks to avoid computational bottlenecks. The first superblock
contains all of the mechanical and thermal components of the system and the
second superblock is simply an array of temperature sensors used to extract
output from the simulation for analysis with the generalized likelihood ratio
algorithms. See Appendix B for the complete structure of the simulation.
The components are all referenced to FORTRAN routines, called 'types',
which are part of the library of mathematical component models. Table 3.1 lists
the FORTRAN routines in the HVACSIM+ library used for this simulation and
Figure 3.4 depicts how the components are linked within the simulation.
Descriptions of each of the components and their governing equations are
detailed in Appendix C.
Table 3.1
Type # Description
7 Temperature Sensor
28 Constant Flow Resistance
88 Ideal Temperature Controller
89 Proportional - Integral Control
100 Actuator with Faults, Deadband and Hysteresis
102 Mixing box
198 Liquid to Gas Heat/Cool Coil with 3-port valve
201 Fan or Pump with temperature rise
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Figure 3.4: HVACSIM+ system schematic. Air flows through the mechanical components in
the lower two tiers of the figure. The controller in the top tier communicates with the actuators for
the valves and dampers. Appropriate feedback to the controller from the supply air
temperature sensor is assumed.
General aspects and assumptions about each of the components and their
formulation are detailed below.
- All temperature sensors are assumed to be identical.
temperature in [*C] with no offset.
differential equation:
Their output is
They are characterized by a single
dTsensor Tfluid - Tsensor
dt -r (3.7)
where t is the time constant of the sensor.
The constant flow resistance assumes turbulent flow which is typical of air
flow in HVAC systems,
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.(Velocity) 2APressure = Resistance 2 (3.8)
- The controller is proportional-integral. The controller coordinates the
control signals passed to mixing box air damper actuators and heat
exchanger valve actuators. The single proportional gain and integral time
were determined by matching the model output to training data from the
actual system. The controller responds to a supply air temperature set
point determined either within the model or changed through an external
input file by the modeler. PI controller gain is a sum of the proportional
(Kp) and integral (Ki) responses to the difference (E) between the
measured and set point variable.
E = set point - measured; Ki = E dt and KpI = KpE + Ki (3.9)
where ti is the integral time for the controller.
- The three port valves used in the heat exchangers have identical
configurations, capacities and characteristics. Both have exponential
action on the primary port and linear action on the bypass port.
- The chilled water heat exchanger has a counter flow configuration with
copper tubes and aluminum fins. The hot water exchanger has a single
pass cross flow configuration. The exchangers are both modeled in the
dynamic mode with the following NTU - effectiveness relationships:
counter flowV _=1 - exp(-NTU(1 -Cr)) (3.10)1 - Crexp(-NTU(1.-Cr))
cross flow e = 1 - exp NTO 22 exp(-Cr NTU-7) - 1 (3.11)
[Mills, 1992, p.734]
where the variable definitions are the same as in section 3.2. The steady
state outlet air temperature is calculated with the following equation:
Tao = (rhcp)a (Tw - Tai)) + Tai. (3.12)
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- The actuators are modeled as linear, however, actuators generally have
non-linear dynamics. This approximation is assumed to have a
secondary effect on the overall dynamics of the system, especially if
changes to the operating point are modest [Salsbury, et al., 1994]. The
descriptive parameters of the three damper and two valve actuators are
identical, respectively. There is no hysteresis or deadband effect.
- The mixing box is a combination of several different components such as
flow splitters, flow merges and dampers. All dampers are identical in that
they are all configured with opposed blades, the flow resistances through
the open dampers is the same for the all three dampers as is the leakage
through the closed dampers. Pressure drops due to flow merges and
flow splits are characterized by the differing damper authorities through
each branch of the mixing box.
- The centrifugal fan operates at a constant efficiency of 80% regardless of
the fan load. This assumed efficiency should not affect the results
because the system is quasi-CAV; and therefore, the fan works against a
constant load.
- Ideal temperature controllers used for the fresh air inlet and the
conditioned zone outlet temperatures are a means for the investigator to
directly access these variables independent of the simulation behavior.
They have no dynamic characteristics.
The Loughborough researchers determined model parameters with training
data logged from the real system. The model was validated using two different
perturbation regimens - changing supply air set point and changing outdoor air
temperature. The test data with a changing supply air temperature set point
included step changes of -10 and -150C and a linearly changing ramp over
+250C. The second set of test data required the model to follow a sinusoidally
varying outdoor air temperature over the course of one day. The model output
from the validation tests matched data collected from the real system with a high
degree of accuracy. We revalidated the model with the same input files, and the
output of our tests matched the output from the Loughborough group.
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3.6 Experimental Procedure
When applied to a real system, a generalized likelihood ratio fault
detection regime would be based on the correct operation as established
during the commissioning of the system. Data collected during commissioning
would be processed with the GLR algorithm to establish base values of the
decision function, gk, for each of the system variables monitored. These data
would be stored for future reference, and subsequent tests conducted during
regular operation would be compared to the reference data. If later values of gk
deviate from the base case it should be possible to determine if and where a
fault has occurred. The experimental procedure described below mimics this
process by establishing a base scenario against which faulty operation is
compared.
3.6.1 Analysis of Correct Operation
For a preliminary test of the FDD method we examine the heating coil by
simulating the delivery of heated supply air (~304C) on a moderately cold day
(90C). The thermal losses from the idealized zone are assumed to be
significant such that the air returned to the mixing box is a constant 240C. We
then subject the system to a series of step changes. The changes are
separated by 3,000 seconds so that the calculation of the GLR decision function
at each step change is not influenced by any previous change. The following
assumptions are made to simplify the analysis:
- Constant outdoor air temperature: The P1 controller is tuned such that
individual step changes to the supply air temperature attain 95% of their
set point value in less than 1,000 seconds (17 minutes) with no overshoot.
Over such a short period of time it is reasonable to assume stable outdoor
air conditions.
- Constant extract air temperature: This variable is a boundary condition of
the simulation. The 17 minutes needed for the supply air to reach steady
state after the step change is likely longer than the time required to
transport mass through the entire HVAC sub-system. Therefore, it is
possible that the return air temperature will be affected by the supply air
set point change. We assume, though, that the thermal mass of the
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conditioned space is sufficient to dampen the response of the return air
temperature so we can make this assumption. Later we test the method's
sensitivity to different extract air temperatures.
- No process noise: We assume no process noise because of the short
simulation time (~1,000 seconds) needed to accumulate sufficient data for
the GLR algorithm.
- No sensor noise: HVACSIM+ does not model sensor noise; and
therefore, the output from the simulation is idealized. Our experimental
procedure adds gaussian noise to the HVACSIM+ output before the data
is processed by the GLR algorithm.
- Constant hot water temperature: This variable is a boundary condition of
the simulation. Variations in the hot water temperature could be
considered process noise, and for the short duration of the simulation we
assume it is constant.
The simulation monitors temperatures at seven different points in the
HVAC sub-system: 1) outside air temperature, 2) mixed air temperature, 3)
cooling coil outlet air temperature, 4) heating coil outlet (supply air)
temperature, 5) extract air temperature, 6) cooling coil water exit temperature
and 7) heating coil water exit temperature. All of these points are indicated on
the simulation schematic in Figure 3.4. All of these points are typical monitoring
points on real HVAC systems with the exception of the coil water exit
temperatures. Additional instrumentation would be required to collect these
data. Not all of these points will be relevant to all faults.
The model was run through a series of five degree (*C) step changes with
no faults to establish correct operation of the system. Care was taken to isolate
transient responses of individual components by calibrating the step changes to
coincide with the transition from air damper control to heat exchanger control of
the supply air temperature. With the assumed outdoor, supply and extract air
temperatures, this transition occurs when the set point temperature equals the
extract air temperature. For example, when the return air temperature is a
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constant 240C, 50C steps start at 290, change to 240C to capture the heating coil
response, then continue to 190C to capture the air damper responses.
3.6.2 Post Processing of Simulation Data
HVACSIM+ writes data to its output file (*.OUT) at irregular intervals
depending on whether or not the system is operating at a steady-state.
Simulation parameters entered by the modeler allow MODSIM to determine
whether any variables are in transition. If MODSIM determines steady state
operation, it increases the simulation time step to speed the simulation. In
general, the raw output from HVACSIM+ is not immediately compatible with
further analysis; therefore, the generation of the simulation data with HVACSIM+
is only the first step on the data conditioning trail. Figure 3.5 below summarizes
the processing of data from the HVACSIM+ simulation to the determination of
the decision functions which interpret the change.
The HVACSIM+ output file is used as an input to an auxiliary program,
SORTMAT [Lorenzetti, 1994], that organizes the HVACSIM+ output in columnar
form by monitored variable and writes an ASCII formatted file of the simulation
output. In this case, the monitored variables are the seven temperatures listed
above and the time index.
Generalized Likelihood Ratio Calculation
The ASCII file produced from SORTMAT is used as the input file to an
executable file, FDDGLR, which calculates the value of the decision function
from the generalized likelihood ratio algorithm discussed in Chapter 2.
FDD_GLR is compiled from FORTRAN code that was written specifically for the
purpose of analyzing HVACSIM+ data. The GLR algorithm requires data at
uniform time intervals; therefore, FDD_GLR first transforms the simulation
columnar data into an intermediate file, UNIDAT. Data in UNIDAT are a
linear interpolation between data generated by HVACSIM+. A linear
interpolation is assumed sufficient, because interpolation is only necessary
when the simulation time step is large - implying either steady-state operation or
operation during which state variables are changing very slightly.
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Figure 3.5: Simulation Data Post-Processing
Input/Output or executable files.
Words with all capital characters refer to
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FDD_GLR then prompts the researcher to enter the GLR algorithm tuning
parameters discussed in Chapter 2. These parameters include the steady-state
signal variance, the frequency at which the data points are sampled, the
number of data points used in the rolling average and recursive sum, and finally
the threshold value for the decision function. To simplify the implementation of
this FDD methodology we assume that these parameters would be determined
during commissioning and would remain constant for all subsequent tests with
the algorithm.
Algorithm Parameter Determination
The parameters used for this investigation are specific to the sub-system
simulated, though the magnitudes of these parameters would be appropriate for
other applications with HVAC fault detection and diagnosis. The steady-state
sensor noise from HVACSIM+ is zero as previously mentioned. Clean sensor
readings are an unreasonable assumption if the FDD method is applied to real
systems; therefore, the program, FDDGLR, adds zero-mean, normally
distributed noise to each of the temperature sensors modeled.
The published random error over common HVAC system temperatures for
the assumed sensor type, copper-constantan thermocouples, is ± 0.75% with
99% confidence [OMEGA Engineering, 1989]. If we assume a conservative
estimate of error for a single thermocouple reading of ±0.350C, the
corresponding signal variance for zero mean error is 0.0156. It is possible to
synthesize normally distributed, zero mean error with the stated variance from
uniformly distributed numbers generated with the FORTRAN compiler by
applying the principles of the Central Limit Theorem with the following
relationship:
n
error = C( n'- 0.5) (3.13)
where 0fis1, random, and uniformly distributed for i 1.
The distribution of the random variable, error, approximates normal as n
exceeds eight [Box, et al., 1978]. The constant, C, is applied to the right-hand-
side of Equation 3.13 to scale the appropriate spread of the error distribution. In
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the FDDGLR program, n=10 and C=1.45. The synthetic error is calculated
and added to each monitored variable for every time interval in UNIDAT.
The data sampling frequency for calculating the generalized likelihood
ratios is chosen such that there are approximately 5 data points during the span
of the transient. This sampling frequency resolves the transient sufficiently to
differentiate among transients and does not burden the computer with extra
calculations. For the studied HVAC sub-system the sampling period is one
point every 200 seconds. This sampling rate contrasts sharply with the rates
considered in Chapter 2 for application with the NILM. The slow sampling rate
parallels the slow speed of thermal system transients.
If all other parameters are held constant, more frequent sampling reduces
the change at each interval, thus reducing the squared difference in equation
2.7, and the value of the decision function is correspondingly smaller. More
frequent sampling also re-calculates the pre-change signal more often. If the
rolling window length remains unchanged, po more closely tracks the signal
input also reducing the squared differences and the decision function.
Maintaining larger values of gk is desirable for establishing significant
differences among different scenarios. Selection of appropriate data windows
for the rolling average and iterative sum reflects the discussion of GLR
parameter selection in Chapter 2. For this investigation the rolling average is
calculated with ten data points and the recursive window spans six points.
The threshold value for the change of mean alarm is inconsequential for
this application. Unlike the NILM application, here we are not concerned with
the alarm time, but rather the maximum value of the decision function. This
emphasis is consistent with off-line change detection (see Section 1.1) where
information about the nature of the change is the goal, not the timing of the
change. In this case, the decision function can be calculated with the GLR-
based algorithm in real time with the data acquisition, but evaluation of the
system state is made externally from the GLR algorithm.
For convenience, though, we assume a threshold of 100 so that the
FDD GLR routine can locate the relevant data easily. This threshold is certain
to be surpassed by the decision function at the time of the change because the
step change inputs are an order of magnitude greater than the sensor noise
added during data post-processing. In the experimental procedure the steps
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are sufficiently spaced such that the iterative sum of the decision function
returns to zero before any subsequent step changes occur.
Given the necessary parameters, the FORTRAN program proceeds to
calculate the decision function, gk, at each sampling interval. When a local
maximum of gk is determined, an alarm routine writes the time, sensor, and
magnitude of gk to the output file.
3.6.3 Extended Procedure
The magnitude of the decision function can be influenced by sensor noise
that causes the transient to appear more or less abrupt than a perfectly clean
signal. FDD determinations are based on the magnitude of the decision
function; therefore, we quantify the effects of signal noise by repeating the
addition of random sensor noise and rerunning the GLR algorithm several (10)
times. We average the respective values of the decision function and calculate
the variance for each temperature sensor, E[gk(T)] and Var[gk(T)]. The
distribution of E[gk(T)] is approximately normal according to the Central Limit
Theorem. The magnitude of gk depends on the abruptness and size of the step
change as demonstrated in Chapter 2. To quantify and control for the effect of
size, we repeat the entire procedure described above with step changes of 3, 4
and 60C. As before, the step changes are calibrated to coincide with the
transition between damper control and heat exchanger control of the supply air
temperature.
3.6.4 Fault Introduction
After establishing a reference scenario, we introduced two independent
faults into the operation of the hot water heat exchanger. The first fault
simulates fouling of the water-side of the heat exchanger. In practice this would
occur from the gradual calcification of pipes due to the mineral content of the
water. Tests were conducted assuming a build up of 1 mm of calcium
carbonate (lime) on the interior walls of the tube. This degree of fouling
changes the thermal conductivity of the tube walls from 393 m00 to 1.3
based on published thermal properties for limestone [ASHRAE, 1993]. The
simulated calcification of the heat exchanger tubes does not account for
changes in the water velocity and the increased resistance to flow due to the
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temperature step change for the full 50 minutes. Rather, the fault detection
methodology discussed here only utilizes the first 1,000 seconds of data (~17
minutes) after each change. Our method assumes no return air response for
only this 1,000 second period (see section 3.6.1). The remainder of the
modeling interval ensures that all of the variables have equilibrated to the new
set point. Each step in these figures can be considered an independent
experiment with a starting supply air temperature and fixed return and fresh air
temperatures (24 and 90C, respectively).
In Figure 3.6 it is useful to note that the dynamic responses for correct
operation and the case of the leaking valve are almost identical for the step
changes labeled A and D. This behavior is a result to the compensatory action
taken by the controller when the water valve is leaking, i.e. the controller
positions the valve slightly more closed to compensate for the leak.
Similarly, the dynamic responses of all three scenarios in Figure 3.6 are
initially the same at point B. At this step change, the controller shuts off the
valve on the heat exchanger and the transient is purely a result of the system
equilibrating the thermal mass of the heat exchanger with the mixed air. The
thermal mass of the fouled coils is not significantly different from the reference
coils. Part way into the transient at point B the leaking valve scenario diverges
from the other two because energy is still being added to the air, due to the hot
water leaking into the coil. The slower air damper actuators must compensate
in this case to attain the controller set point. At point C the fresh air damper
must close before hot water is allowed to enter the coils. and again the time
constant for the leaky valve scenario is longer that the others.
Figure 3.7 shows the heat exchanger water temperature at the coil outlet,
Two, from the same experiments. In many respects the behavior of Two for the
different scenarios is the same as Tsa shown in Figure 3.6. At step changes A
and D the coil water outlet temperatures coincide for the baseline and leaky
valve scenarios. Again this is a result of the compensating action of the
controller discussed above. The relevant parameter for maintaining the set
point is the total flow of hot water through the coil, not whether that flow is
intentional or leakage.
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constricted tube diameter. These effects on the heat transfer are assumed to be
minor compared with the decreased conductivity.
The second fault introduced into the model is leakage of the water valve in
the hot water heat exchanger. In the correct operation scenario we assume
leakage of 0.1% of full flow capacity, and for faulty operation we model 1%
valve leakage. Both of these faults impact the temperature dynamics
downstream of the chilled water coil; therefore, we expect no change in the
extract air, mixed air, chilled water outlet and chilled air outlet temperature
transients, relative to the reference scenario.
Using the procedure described above, E[gk(T)] is calculated for each step
input, each monitored variable, each faulty scenario and each controller step
input size. Comparisons of analogous points among the scenarios are used to
derive empirical rules which describe the faults.
3.7 Results
The data presented here describe the GLR algorithm results from the
physical model in its original formulation from Loughborough, UK. We then look
at variations in parameters which factor into the definition of heat exchanger
effectiveness as described in section 3.2. These tests investigate the sensitivity
of the methodology to these parameters and explores this method's applicability
to actual HVAC systems.
3.7.1 Standard Model Formulation
Figures 3.6 and 3.7 present selected output from HVACSIM+ for the
baseline (no fault) case and two faulty operation scenarios presented above
when the size of the controller step inputs is 5*C. The variables displayed are
the supply air temperature, Tsa, and hot water coil water outlet temperature, Two,
respectively. Faults CA17 and LK17 represent 1 mm of calcium carbonate
build-up on the hot water coil and 1 % leakage in the hot water coil, respectively.
(The index 17 indicates the heat exchanger component in the model
formulation where the fault is introduced.)
The figures show the supply air temperature and hot water outlet
temperature responding to the step changes in the supply air temperature set
point. The steady operation between step inputs lasts 3,000 seconds. We do
not assume that the return air temperature is not influenced by the supply air
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Figure 3.6: Supply air temperature transient responses to 50C step changes in the supply air
temperature set point. The outdoor air temperature is a constant 90C, and the return air
temperature is a constant 240C. Scenarios BASE and LK17 coincide at points A and D.
Scenarios BASE and CA 17 approximately coincide at points B and C.
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Figure 3.7: Hot water coil outlet water temperature transient responses to 50C step changes
in the supply air temperature set point. The outdoor air temperature is a constant 90C, and the
return air temperature is a constant 240C. Scenarios BASE and LK17 coincide at points A and D.
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The most apparent difference among the scenarios, at all of the labeled step
changes, is the magnitude of the water outlet temperature step changes when
the coil is fouled. In this case, the controller must maintain a greater
temperature gradient between the water and air sides in order to transfer the
necessary energy to the air stream.
The final feature of note in Figure 3.7 is the manner in which the sensor
response for the leaky valve scenario diverges from the other two in the vicinity
of the return air temperature, 240C, at points B and C. As with the supply air
temperature response shown in the previous figure, this is a result of the need
to mix cold fresh air with the return air to maintain the set point. Opening/closing
the dampers produces a transient that is slower than only controlling the heat
exchanger valve position. Similar data are generated when the HVAC model
responds to 3, 4 and 60C step changes. These additional data and the data
shown in the figures above are the input to the executable file FDD_GLR.
Constrained Controller Step Change
The Figures 3.8 and 3.9 represent the different expected values for the
GLR-based algorithm decision function, E[gk(T)], calculated with the FORTRAN
routine FDD_GLR. The expected values for each data point are calculated from
the ten independent iterations of the change detection algorithm.
Corresponding variances, Var[gk(T)], were also calculated. These data
correlate with changes in the supply air set point at point B in figures 3.6 and 3.7
for different controller step change sizes (3, 4, 5 and 60C). Values of the
decision function for two temperature sensors are shown - one sensor monitors
the supply air temperature, Tsa, and the other the hot water coil water outlet
temperature, Two.
Data in these two figures represent the sensor responses when the supply
air temperature set point is 'stepping down' to the return air temperature by
shutting the valve to the heat exchanger coil and allowing the coil to equilibrate
with the return air. The change-detection decision function is responding to the
magnitude of these changes as measured by the temperature sensors. Similar
plots can be generated for data corresponding to point C on figures 3.6 and 3.7.
When the set point is 'stepping up' from the return air temperature, all of the
E[gk(T)] are somewhat lower because the hot water must displace mixed air
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temperature water in the coil before heat can be transferred from the hot water
to the cool air stream.
1,600
1,400
1,200
1,000
800
600
400
200
Step Size *C
Figure 3.8: GLR analysis of the supply air temperature transient response to step changes in
the supply air temperature set point. The step change is always from a higher temperature
down to the constant return air temperature, Tr = 240C. Decision variables from scenarios BASE
and CA 17 are statistically the same.
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Figure 3.9: GLR analysis of the hot water coil outlet water temperature transient response to
step changes in the supply air temperature set point. The step change is always from a higher
temperature down to the constant return air temperature, Tr = 240C. All GLR decision variables
are significantly different from corresponding variables describing other scenarios.
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In practice 'step up' experiments are equally valid for determining rules
that define faulty operation, and should be used in an actual FDD application.
The somewhat smaller values of the E[gk(T)] for these steps makes subsequent
analysis more difficult because the differences among scenarios are less easy
to discern. E[gk(T)]fault must be compared to correct operation E[gk(T)] for the
corresponding step direction. If implementing this FDD procedure with an
operating system, many data could be generated in sequence, i.e. step down to
Tr, equilibrate system, step up from Tr, equilibrate system, step down to Tr, etc.
For clarity we restrict all further discussion to step changes down to the return
air temperature.
The data in Figures 3.8 and 3.9 closely correlate with Figures 3.6 and 3.7
above. The coincidence of the air side transients for the base case and the
fouled coil case (step B of figure 3.6) map to nearly identical analysis of the
transients in Figure 3.8. Likewise, the divergent transient of the supply air
temperature in the leakage case has a pronounced effect on the decision
function in Figure 3.8. Statistical analyses of the data points in Figure 3.8 show
that E[gk(Tsa)] are distinct at 99% confidence when they are separated by a
minimum of ~30-70. By this criteria the transients for the base case and the
fouled coil case are indistinguishable from one another, and the leakage case
is clearly distinct. Compared with the base case, the E[gk(Tsa)] for 1 % leakage
is 180 - 300 smaller than E[gk(Tsa)]base as the step size increases 3-60C.
On the water side similar observations are made with the data analogous
to point B in Figure 3.7. For the water outlet temperature sensor, the E[gk(Two)]
must differ from the base scenario by -150-450 in order to distinguish among
the scenarios. By this criterion both the fouled coil and leaking valve scenarios
are distinct from the base case. Separation between the expected values of the
decision function is 2,000-3,000, when comparing the leakage to base case,
and 7,000-14,000 when comparing the fouling case to the base case.
When the step change is constrained by the return air temperature, as in
the preceding experiments, the difference among the transients is primarily their
magnitude. In the leaky valve case, both temperature transients are clipped
short because of the continuing flow of water through the coil. Much of the
dynamic nature of the faults has been removed by requiring the hot water valve
to close tight as fast as possible. If the valve actuator time constant is shorter
than the thermal time constant, as is usually the case in HVAC systems, the
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dominant aspect of the water temperature transient is the equilibration to the
entering air temperature. On the air side the same is true except for the fouled
coil scenario where the initial equilibration process is somewhat modified by the
greater energy content in the water because of its higher starting temperature.
Unconstrained Controller Step Changes
The next figures, Figure 3.10 and 3.11 show the response of E[gk(Tsa)] and
E[gk(Two)] when the supply air set point change is not constrained by the return
air temperature (data analogous with point A in Figure 3.6). Figure 3.10
displays data from the supply air transient. These data show distinguishable
differences between the fouled coil and base scenarios for all step sizes.
Leakage is marginally distinguishable from the base case for step sizes larger
than 30C. For the small step change leakage is indistinguishable from the base
case at 99% confidence. No data are available for the 60C step change, fouled
coil trial because the plant is unable to attain the set point supply air
temperature (36*C) for these conditions. Figure 3.11 shows data generated
from the analysis of transients from step changes analogous with point A of
Figure 3.7. For all step change sizes the leakage case is indistinguishable from
the base case. For step sizes greater than and including 40C fouled coils are
distinct from the base scenario. For 20C step changes and smaller the different
scenarios lose their statistical distinguishability.
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Figure 3.10: GLR analysis of the supply air temperature transient response to step changes
in the supply air temperature set point. The step change is from a higher temperature down to a
lower temperature. All GLR decision variables for step changes greater than 30C are
significantly different from corresponding variables describing other scenanos.
--- Down BASE
--O--Down CA17
-- +--Down LK17
Step Size *C
Figure 3.11: GLR analysis of the hot water coil outlet water temperature transient response
to step changes in the supply air temperature set point. The step change is from a higher
temperature down to a lower temperature. For all step sizes the GLR decision variables for
the BASE and LK1 7 scenarios are statistically the same.
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Similarities among transients when the step change is not constrained are
very different than the constrained experiments. When the valve actuator is in
the middle of its operating range, it can fully compensate for modest leakage,
thus making this fault virtually indistinguishable from correct operation. The
only manifestation of the leakage fault is a result of the non-linearities in the
valve in the operating range we are studying. Coil fouling, on the other hand, is
apparent on both the water and air side of the heat exchanger when the step
size is suitably large (>40C). The simulation requires pumps to deliver more
water to the heat exchanger in the fouled coil scenario to create a greater
temperature gradient between the air and water streams to compensate for the
decreased thermal conductivity in the coils. The diminished heat transfer
across the coil has a dramatic effect on both the air and water side. The
decreased conductivity thermally isolates each fluid stream and slows both
temperature transients, thus forcing the GLR decision function smaller because
the change is not as abrupt. The magnitude of the temperature drop on the
water side, though, offsets the effects of the less abrupt change, thus forcing the
decision function higher than the base case.
The data from these experiments illustrate the strength of a transient-based
FDD methodology. The calculation of the decision function shown in these
figures illustrates the interplay between magnitude and abruptness in
determining the value of the decision function. In our experiments, deviations in
the magnitude of the air temperature transient implicate leaking coils
(constrained steps) whereas differences in the abruptness implicate fouled coils
(unconstrained steps). On the water side, transient magnitude increases point
to fouled coils for all step changes, and decreased magnitude points to leaking
valves (constrained steps). Less abrupt water side transients implicate fouling.
All of the preceding figures describe transients of only two variables. The
modeled faults are unique from other faults which might occur upstream of the
hot water coil because other temperature transients monitored (outside air,
mixed air and chilled water coil air and water outlet temperatures) are
indistinguishable from the correct operation scenario with one exception (data
not presented). The exception occurs only in the leakage case for all monitored
temperatures downstream of the mixing box. The GLR algorithm detects a small
change of mean at each of these sensors due to the outside air dampers
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opening slightly to allow cold, fresh air into the system to compensate for the
leak in the hot water valve.
By comparing the data among scenarios we develop the 'rules' below for
identifying each of these faults. Each of these 'fault rules' is based on the
statistical examination of the difference between two analogous mean values of
gk. Each claim of significance indicates a confidence level exceeding 99%.
Assertions that data are indistinguishable imply the compared values fail the
99% confidence criteria. Relative to correct operation,
1a) when the step change is constrained by the return air temperature, a
fouled hot water col is identified by much larger values of gk for the coil
water outlet temperature sensor and gk indistinguishable from the
baseline for the supply air temperature sensor,
1b) when the step change is NOT constrained by the return air temperature,
a fouled hot water coil is identified by significantly smaller values for the
decision function for the supply air temperature sensor and significantly
larger values of the decision function when the coil outlet temperature is
examined, and
2a) when the step change is constrained by the return air temperature, a
leakinq hot water coil valve is identified by significantly smaller values of
the decision function for both the supply air temperature and the coil water
outlet temperature and significant transients (E[gk(T)] > 100) in the mixed
air and chilled water coil air and water outlet temperatures,
2b) when the step change is NOT constrained by the return air temperature,
a leaking= b9water.9jlyalyv is essentially indistinguishable from correct
operation.
Further examination of controller step changes which are not constrained
by the return air temperature reveals that the decision function is influenced by
the initial steady state temperature; i.e. a 40C step from 34 to 300C generates
significantly different values for gk than does a step from 29 to 25*C. This
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behavior results from non-linearities inherent to the model such as the
valve/damper actuators, the valve itself and the heat exchanger effectiveness.
Two alternatives exist to include this behavior in the 'fault rules' outlined
above. The first is to develop rules in multi-dimensional space to include all of
the permutations of starting set point and post-change set point. With
considerable effort we can accomplish this with simulations; however, in
practice it is Unlikely that HVAC system testing during commissioning would
include all of the necessary permutations for defining correct operation. The
second alternative is to write qualitative rules that omit claims of confidence, i.e.
larger than typical value of the E[gk(Tsa)] and smaller than typical E[gk(Two)]
imply fouled coils. At this stage of developing an FDD methodology, we restrict
our discussion of FDD to tests that are constrained by the return air temperature.
3.7.2 Method Sensitivity
The variation in E[gk(T)] when the step changes are not constrained by the
return air temperature begs questions about what other variables influence the
non-linearities in the system. The gain of the heating coil depends on four
significant variables including: air and water flows rates which are used to
determine the overall heat transfer coefficient, UA, and the ratio, (rcp), and the
inlet and water (Twi) and air (Tai) temperatures. In this section we will
investigate the effects of the non-linear system within the constraints of the GLR
test methodology.
The following assumptions are made for the sensitivity analysis.
- We affect changes in Tai by changing the assumed return air temperature,
Tr. Variations in Tr are confined within the range, 22 - 260C. This range of
temperatures is inclusive of many operating systems. The thermal mass
of a conditioned zone tends to moderate any rapid fluctuation in Tr, and
these test results should indicate the sensitivity of the method to different,
but stable, return air temperatures.
- Variations in the water inlet temperature are confined within the range, 76
- 840C. This parameter is likely controlled by a thermostat which monitors
Twi. Allowing the ±40C range is a conservative estimate of the error
allowed by the controller; greater variation might be considered a system
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fault. This analysis does not accommodate larger variations in Twi that are
intentional for the purposes of minimizing boiler or chiller power.
- Tests for changes in the air mass flow rate are critical for determining the
method's applicability to variable air volume (VAV) systems, a common
configuration in modern HVAC systems. We test air mass flows which are
50%, 75%, 125% and 150% of the flow in the original formulation.
- Changes in the water mass flow rate and Cmin are beyond the scope of
this investigation. The closed loop proportional-integral controller has
sole influence on this variable.
Return Air Temperature Tests
We repeated the experimental procedure described in section 3.6 with
constant return air temperature fixed at 22*C and then at 260C. For the
constrained steps the decision functions calculated with the GLR algorithm are
very similar to the original model formulation. The E[gk(Tsa)]22oc and
E[gk(Tsa)]26oc are ±5% from respective values of E[gk(Tsa)] generated with the
original formulation. This variation is within one standard deviation from
E[gk(Tsa)]24*C-
Analysis of the water outlet temperature transient shows that E[gk(Two)]22oc
and E[gk(Two)]26oc vary ±7% from respective values of E[gk(Two)] generated with
the original formulation. This variation in the data is approximately 5-10 times
the standard deviation of E[gk(TWO)]24oc. The spread in the data is considerable,
and only the the fouled coil scenario is distinguishable from the base case over
the entire range of air inlet temperatures. For the leaking valve scenario there is
the possibility of erroneous application of the fault rules with varying inlet air
temperatures. For example, correct operation at 260C return air temperature
might be identified as a leaking valve with rules based on Tr = 240C.
In practice the return air temperature would not be fixed at discrete
increments as it is described above. Commissioning would establish the base
case with the return air temperature distributed about a mean value.
Subsequent fault detection tests would be run with a similar distribution of
return air temperatures. To approximate a distribution, we combined the results
from all three cases Tr = 22, 24 and 260C, and recalculated the necessary
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difference between values of E[gk(T)] to distinguish faulty from correct operation.
Analysis of the supply air temperature transient indicates a necessary difference
between E[gk(Tsa)]base and E[gk(Tsa)]faufty of -15-70. This interval is nearly the
same the original case alone, despite the slightly greater spread in the data,
because the sample size has increased by combining the scenarios. Analysis
of the water outlet temperature transient indicates a necessary difference
between E[gk(Two)]base and E[gk(Two)]faulty of ~325-2,000 (versus 150-450
when Tr is fixed at 240C). Though the necessary difference between expected
values of the decision functions is large, operation with a fouled coil or a leaking
valve are distinct from correct operation at 99% confidence.
This series of tests indicates that the rules for FDD presented in section
3.7.1 are still valid, when Tr is normally distributed and 220 s Tr s 260C. Validity
over this temperature range supports our previous assumption of constant
extract air temperature, despite changing the supply air temperature, i.e. small
changes in Tr during the 1,000 second analysis period have a minor impact on
the analysis. This sensitivity result also validates our method of basing the fault
rules on step changes to and from the return air temperature; the value of Tr has
only a minor impact on the expected values of the decision function. In practice
constraining the step change in this manner is easy to implement because the
return air temperature is almost always monitored for feedback control. The
process of conducting an FDD test would be a one step, repeatable process of
equating the supply air set point with the return air temperature.
Water Inlet Temperature Tests
We repeated the experimental procedure described in section 3.6 with the
constant water inlet temperature fixed at 760C and then at 84*C. The decision
functions calculated with the GLR algorithm are very similar to the original
model formulation. The E[gk(Tsa)]76oc and E[gk(Tsa)]s4oc are ±8% from
respective values of E[gk(Tsa)]80oC generated with the original formulation.
These data are less than one standard deviation different from E[gk(Tsa)]80*C.
Analysis of the water outlet temperature transient shows that E[gk(Two)]7eoc
and E[gk(Two)]B4oc vary ±10% from respective values of E[gk(Two)] generated
with the original formulation. This spread in the data is approximately 8-12
times the standard deviation of E[gk(Two)]. As with the inlet air tests described
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above, fouled coils are still distinct from correct operation, however the fault
rules describing leaking valves can lead to erroneous fault identification.
In practice the water inlet temperature would not be fixed at discrete
increments as it is described above. Commissioning would establish the base
case with water inlet temperature temperature distributed about a mean value.
To approximate a distribution, we combined the results from all three cases Twi
= 76, 80 and 84*C, and recalculated the necessary differences between values
of E[gk(T)] to distinguish faulty from correct operation. Analysis of the supply air
temperature transient indicates a necessary difference between E[gk(Tsa)]base
and E[gk(Tsa)]faulty of ~15-40. This interval is almost the same as the original
case alone, despite the slightly greater spread in the data, because the sample
size is increased by combining the scenarios. Analysis of the water outlet
temperature transient indicates a necessary difference between E[gk(Two)]base
and E[gk(Two)]faufty of ~600-2,900 depending on the scenario and the size of the
controller step change. Though the necessary difference between expected
values of the decision function is large, a fouled coil and leaking valve are still
distinct from correct operation at 99% confidence.
This series of tests indicates that the rules for FDD presented in section
3.7.1 are still valid, when 760 < Twi: 84*C.
We note that our approximations of distributions about E[Tai] and E[Twi] generate
very conservative estimates of the variances of these variables. Truly normal
distributions about the mean value of the variables would have less variance
than our approximation. Figure 3.14 shows how adding independent normal
distributions approximates another normal distribution with a greater variance.
Based on Figure 3.14, the minimum difference among the expected values of
the decision function are likely smaller than those predicted in the previous two
sections.
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Figure 3.14: The bold line represents the combination of similar normal distributions. The flat
area through the middle section implies a greater variance in the distribution.
Air Mass Flow Tests
We repeated the experimental procedure described in Section 3.6 for 40
and 5*C step changes with a range of air mass flow rates, rha. The fan model
(Type 201) used in the simulation is assumed to be constant speed. Flow rates
of 50%, 75%, 125% and 150% relative to the original model formulation were
simulated by adjusting the pressure drop in the constant flow resistance
component and the air side flow resistance through the chilled water heat
exchanger of the HVACSIM+ model. Figures 3.12 and 3.13 display the results
of these simulations after the data have been processed with the GLR algorithm.
These figures contain data from the analysis of transients for Tsa and Two,
respectively, for two step change sizes and the base and faulty operations of the
system. As before, these data correspond to point B of figures 3.6 and 3.7
where Tset point is stepping down to Tr-
The data in Figure 3.12 show that the scenario for the leaking valve is
nearly unchanged throughout the range of air flow rates. This is because the
dominant characteristic of the transient is a result of the water flow rate
(leakage) and not rha. The data for the base and the fouled coil cases depict a
gradual decrease in the expected value of the decision function gk as air flow
increases. This data confirms observations from the simulation that the supply
air temperature transient is more abrupt when the air moves more slowly
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Relating back to Equation 3.1 we can say that the
plant gain, Kp, increases as the ratio,
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Figure 3.12: Variation in the GLR analysis of the supply air temperature transient response
to 4 and 50C step changes in the supply air temperature set point relative to different air mass
flow rates scaled to the original model configuration.
70,000
60,000
50,000
40,000
30,000
20,000
10,000
50% 75% 100% 125%
Percent of Standard Flow
Figure 3.13: Variation in the GLR analysis of the hot water coil outlet water temperature
transient response to 4 and 50C step changes in the supply air temperature set point relative to
different air mass flow rates scaled to the original model configuration.
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through the heat exchanger.
The analysis of the supply air temperature transients with the GLR
algorithm generates results that are similar to the original model formulation.
However, if rules for FDD are defined using the minimum necessary difference
between E[gk(T)] with 100% rha, the FDD methodology will fail as the mass flow
rate changes significantly.
To visualize the problem, one can add pseudo-error bars to E[gk(Tsa)]base,
at 50C step change and 100% standard flow that represent the minimum
distinguishable difference between E[gk(Tsa)]. We know from previous analysis
that these error bars extend a little beyond the indistinguishable fouled coil case
on the lower side (gk1,000) and an equal amount on the upper side. If the fault
rules are based on this interval about E[gk(Tsa)]base at 100% flow, the region of
correct operation extends as a horizontal swath across the figure between the
upper and lower error points at 100% flow. If rha is increased to approximately
125%, the fouled coil case might be mistaken for a leaking valve. If rha
increases to 150% even correct operation might be mis-identified as faulty.
The short list of fault rules included in section 3.7.1 can not include the
possibility of variable air flow without additional information or a revision of the
rules.
Examination of Figure 3.13, data from the water outlet temperature
analysis of the same simulations, reveals similar problems with the FDD rules
that run parallel with rules defined with the supply air data. Variations in rha
(especially reduced mass flow) have a pronounced effect on the water outlet
temperature transients. Fault rules determined solely with 100% flow data will
lead to mis-identification and mis-diagnosis of faults in many instances.
If we insist on defining faults only with the temperatures monitored we
arrive at the following fault rules. When the controller set point temperature
change is constrained by the return air temperature:
a leaking valve fault is defined by 1) E[gk(Tsa)] significantly smaller than
E[gk(Tsa)]base and 2) E[gk(Two)] significantly smaller than
E[gk(Two)]basel25% = E[gk(Two)]base100% and 3) E[gk(T)] > 100 for the
mixed air, chilled water and chilled air outlet temperatures. These criteria
apply for the entire range of air flows studied.
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The analysis of the supply air temperature transients with the GLR
algorithm generates results that are similar to the original model formulation.
However, if rules for FDD are defined using the minimum necessary difference
between E[gk(T)] with 100% rha, the FDD methodology will fail as the mass flow
rate changes significantly.
To visualize the problem, one can add pseudo-error bars to E[gk(Tsa)]base,
at 50C step change and 100% standard flow that represent the minimum
distinguishable difference between E[gk(Tsa)]. We know from previous analysis
that these error bars extend a little beyond the indistinguishable fouled coil case
on the lower side (gk-1 ,000) and an equal amount on the upper side. If the fault
rules are based on this interval about E[gk(Tsa)]base at 100% flow, the region of
correct operation extends as a horizontal swath across the figure between the
upper and lower error points at 100% flow. If riha is increased to approximately
125%, the fouled coil case might be mistaken for a leaking valve. If rha
increases to 150% even correct operation might be mis-identified as faulty.
The short list of fault rules included in section 3.7.1 can not include the
possibility of variable air flow without additional information or a revision of the
rules.
Examination of Figure 3.13, data from the water outlet temperature
analysis of the same simulations, reveals similar problems with the FDD rules
that run parallel with rules defined with the supply air data. Variations in rha
(especially reduced mass flow) have a pronounced effect on the water outlet
temperature transients. Fault rules determined solely with 100% flow data will
lead to mis-identification and mis-diagnosis of faults in many instances.
If we insist on defining faults only with the temperatures monitored we
arrive at the following fault rules. When the controller set point temperature
change is constrained by the return air temperature:
a leaking valve fault is defined by 1) E[gk(Tsa)] significantly smaller than
E[gk(Tsa)]base and 2) E[gk(Two)] significantly smaller than
E[gk(Two)]basel25% = E[gk(Two)]base100% and 3) E[gk(T)] > 100 for the
mixed air, chilled water and chilled air outlet temperatures. These criteria
apply for the entire range of air flows studied.
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operator still does not know the economic advantages of fixing the fault
immediately or allowing the fault to degrade further [Rossi and Braun, 1994].
The ability that this method has for showing gradations of faulty behavior is
one of its great strengths. The data we present here depict discrete degrees of
faulty behavior in an HVAC system. The severity of faults modeled was chosen
to compare our results directly with other HVAC fault detection research;
however, we find that analysis of transient behavior permits greater
discrimination among gradations of faulty operation. Tests with the fouled
heating coil reveal, that with the original formulation (Tr=240 and Twi=80*C), less
than 0.1 mm of lime on the water side of the heat exchanger (compared to 1.0
mm modeled in previous sections and [Dumitru and Marchio, 1994; Salsbury, et
al., 1994]) produces changes in the Tsa and Two transients which are
significantly different from the base scenario. Even when variations to Tr and
Twi are introduced (as described in previous sections) the GLR-based algorithm
is extremely sensitive to small changes in the coil thermal conductivity.
Gradations of faulty operation, between the base and faulty scenarios
presented here and more severe faults, follow a consistent pattern, i.e.
monotonically increasing or decreasing E[gk(T)] for a given step change. These
trends in gk at constant rha permit resolution of the fault severity; therefore, there
is potentially great benefit from determining fault rules that either apply only to
CAV systems or which are defined as functions of rha. There are three
alternatives for implementing this GLR-based approach when we assume
constant air mass flow; the first is likely unacceptable. We could limit the
application of this methodology to CAV systems such as the one modeled in this
thesis. While justified, such a limitation would restrict its application with real
systems. The second option is to establish air flow criteria for conducting FDD
tests. For example we could require that FDD tests be performed with the air
dampers in a pre-determined position (100% fresh air or minimum fresh air, all
terminal box dampers full open...) such that the system pressure drop and air
flow would be nearly the same for all FDD tests.
The third alternative is to relax the tolerance (increase the threshold) for
differences among the E[gk(T)] which indicate a fault. This approach would
have several effects. It would reduce the fault detector's sensitivity to system
and process noise which we assume to have captured, but may, in fact, be more
problematic. Conversely, small step changes would be less useful for FDD
105Fault Detection and Diagnosis
because the differences between E[gk(T)] are less pronounced for small
changes and may be considered non-significant if the threshold is increased.
For large step changes, gradations of faulty operation, eg. 0.5% leakage vs. 1%,
would be more difficult to discern with a higher threshold. Also, there are limits
to increasing the threshold, especially with respect to Figure 3.13 which shows
precipitous drops in the decision function values as rha is reduced below 100%.
Developing fault rules as functions of rha has considerable appeal. Review
of Figures 3.12 and 3.13 reveals that, despite the lack of linearity with respect to
variable rha, the results are remarkably consistent, i.e. if E[gk(T)]fault is less than
its comparable E[gk(T)]base, it is always less, regardless of rha. Therefore, if we
determine correct operation as a function of air mass flow, the first set of rules
presented in Section 3.7.1 are valid to the same levels of confidence even as
the flow approaches 50% and exceeds 150% of the standard model
formulation. Over the range of air mass flows studied, only E[gk(Two)]1eak loses
its significant difference from the base scenario as rha approaches 50% of the
standard flow.
There are several methods for acquiring air flow data from an operating
system. The most obvious is to install a flow or velocity sensor in the air stream
or to utilize existing sensors used for VAV control. At the outset, though, we
stated that we wished to minimize instrumentation for cost and reliability
reasons. An alternative for determining flow rate without additional
instrumentation is suggested by Dexter et al. [1994]. If air mass flow is
controlled with a variable speed fan, it is possible to tap into the frequency
controller and determine the fan speed. Fan speed correlates with flow,
typically through a cubic relationship. This would be a low cost and readily
available means of acquiring air flow data. Without loss of generality or the
addition of complexity, our method can be implemented with VAV systems with
the added information from the fan speed control signal.
Hypothetical FDD Test Procedures
In this thesis we have assumed that the HVAC commissioning procedure
would include tests in which the supply air set point temperature is varied step-
wise to and from the return air temperature. Repeated tests of this nature would
generate data to establish a statistically robust definition of correct operation.
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Over time degradation faults would be detected with regular FDD tests run with
conditions similar to the commissioning tests.
We suggest that FDD testing during unoccupied hours would be most
convenient and appropriate for several reasons. 1) If correct operation is
determined before the building is occupied by tenants, it is better experimental
procedure to conduct FDD tests under conditions that best approximate the
commissioning (minimal thermal gains from equipment and people). 2) The
beginning and end of unoccupied periods are natural opportunities for
introducing step changes into the system for set-back and start-up purposes.
3) During unoccupied hours we do not have to limit ourselves to only these two
testing times because tenant comfort is not an issue. A series of FDD step
changes could be implemented in a single unoccupied period without concern
for tenant comfort
The following sub-sections briefly outline a hypothetical test procedure for
the hot water heat exchanger. As we assumed throughout this chapter, the
temperature relations for our hypothetical test procedure are Tsa > Tr > Toa.
CAV
Typically at evening set back most fans are turned off such that air flow is
reduced. In many cases all fans are shut down, thereby eliminating forced air
movement. Fresh and return air dampers are positioned to minimize
heating/cooling loads (maximum return air in our example). The supply air
temperature set point is relaxed, further reducing the heating load on the heat
exchanger. The hot and chilled water plants also likely relax controller set
points or shut down entirely. These operations might occur nearly
simultaneously, thereby masking the dynamic effects of any one operation. A
proposed CAV fault detection test would sequence these events such that
operations could be analyzed with the GLR-based algorithm as described in
previous sections.
FDD procedure for evening set back:
- Maintain fan power and speed and plant conditions throughout the test to
preserve the CAV assumption and a stable Twi.
- Set the damper controller to minimize the intake of cold, fresh air. This will
effectively close fresh air dampers and open return air dampers to
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establish Tai ~ Tr at the inlet to the hot water coil. The dampers should be
free to adjust position to meet further control conditions such as the supply
air set point temperature.
- Allow the supply air temperature to stabilize at the set point for occupied
periods.
- Equate the supply air temperature set point with the known return air
temperature, monitor the temperature transients until the supply air
temperature attains the new set point, and perform GLR analysis with the
data. If Tsa-Tr is large, this step change could be accomplished with two or
more small steps. This would be particularly useful if fault rules are
defined with unconstrained step changes (Section 3.7.1).
- Continue with the standard evening set back procedure.
For morning start up we again isolate the effects of changing the supply air set
point temperature.
- Return the hot and chilled water plants to their operating set points. Turn
on fans for normal operation. Minimize the flow of outside air in the
system with damper control as described for the set-back procedure.
- Allow the supply air temperature to stabilize at the night time set point with
the new operating conditions.
- Equate the supply air temperature set point with the known return air
temperature, monitor the temperature transients until the supply air
temperature attains the new set point, and perform GLR analysis with the
data. If the heating coil is needed to maintain the night set point, Tsa-Tr>0
(our initial assumption for this section), the step change in Tsa is
downward, effectively shutting the valve on the heating coil. A second
FDD test (a step change upward) can then be conducted by opening the
valve prior to returning the building to standard occupied control. If the
internal gains of the unoccupied building cause Tr>Tsa, the heating coil
valve would be opened to affect a step change up in Tsa. This test may be
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omitted for energy conservation concerns because the building will likely
be in its cooling or damper control mode during the occupied hours.
- Remove the constraint on outside air flow, and implement the building
operation scheme for occupied periods.
In general, this test procedure does not require drastic changes in a typical
building control strategy - the difference is primarily a matter of sequencing the
set back/start up processes. For an effective FDD strategy this procedure would
be followed for both the definition of correct operation and for subsequent tests.
Unfortunately, the procedure will consume extra energy to power the fans and
maintain chilled and hot water temperatures during the FDD test periods.
The test procedure can be terminated after only one step change at set
back and start up, or a string of step changes can be implemented at the stage
where the supply air temperature set point is changed. An extended test
procedure of this sort may be implemented less frequently or when standard
set-back/start-up tests first indicate the possibility of failure. If we are looking for
degradation faults we have the luxury of accumulating data from many tests
before a fault has advanced to a stage which requires amelioration. Use of
many data points increases the resolution among gradations of faulty operation
and the certainty of diagnosis once a fault is detected.
The only precaution that must be made when a series of step changes are
implemented is to allow the supply air temperature to stabilize at the new set
point before subsequent step changes are introduced. Small variations in Tr
may be discounted in this procedure because we demonstrated that variations
in Tr have only a minor impact on E[gk(T)].
VAV - I
To accommodate VAV systems we suggest variations of the foregoing
procedure which reflect the second and fourth alternatives in the section
"Accommodating VAV". If fault rules for unknown air mass flow are used, we
wish to replicate the air mass flow conditions for all FDD tests. The most easily
repeated condition is full load operation. Therefore, we substitute the first point
in the set back procedure with the following:
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- Maintain plant conditions to keep Twi stable, operate VSD controlled fans
at full speed (60 Hz). If terminal box dampers are used to restrict flow,
send them a controller signal to permit maximum flow, dampers 100%
open. Allow the system to equilibrate to these air flow conditions while
maintaining supply air temperature set-point control.
Conditions placed on air mixing dampers (fresh and return), and changes
to the supply air temperature set point remain the same.
VAV - I
If fault rules are determined with gk a function of rha (the fourth alternative
from above), we omit steps requiring full speed operation in the procedure.
- Maintain plant conditions throughout the test to preserve a stable Twi.
. Set the damper controller to minimize the intake of cold, fresh air. This will
effectively close fresh air dampers and open return air dampers to
establish Tai ~ Tr at the inlet to the hot water coil. The dampers should be
free to adjust position to meet further control conditions such as the supply
air temperature set point.
- Allow the air mass flow rate to equilibrate with the new damper positions,
and permit the supply air temperature to stabilize at the set point for
occupied periods.
- Fix rha at its steady state value for this configuration of damper and
temperature set points.
- Equate the supply air controller set point with the known return air
temperature, monitor the temperature transients until the supply air
temperature attains the new set point, record the fan speed and perform
GLR analysis with the data and known rha.
- Release the constraints on damper positions and fan speed, and continue
with the evening set back procedure.
Again, a series of set point changes can be implemented during un-
occupied periods if additional tests are needed or wanted.
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Extrapolation of the Method
This investigation only discusses degradation faults in the hot water heat
exchanger - fouled coils and a leaky valve. This does not imply that only these
faults are detectable with the GLR-based method. If properly instrumented and
monitored, any fault which affects the dynamics of the system might be located
with this method. We note that even subtle changes in the transients net
discernable differences in the GLR decision function.
Additional Fault Identification
The physical model in this thesis simulates seven temperature sensors in
the air and water streams of the system. Two sensors monitor input parameters,
outside and return air temperature and five monitor dynamic temperatures
within the HVAC sub-system. These sensors are placed to detect faults in each
of the major system components. Four sensors are placed in the heat
exchanger fluid outlet streams (air and water streams for hot and chilled water)
to detect faulty operation in the heat exchangers. In addition to the faults
modeled here, other faults which might manifest themselves in data from these
sensors are actuator failures (stuck or slow) or heat exchanger blockage on
either the air or water side.
Constraining our tests to the return air temperature provides a means to
confirm sensor operation (drift and offset) and the transition between control
modes (heat exchangers versus air mixing). For example if the sensor for Tr is
mis-calibrated or offset such that it registers a reading lower than the actual
temperature, equating Tsa with Tr would cause the chilled water coil valve or the
fresh air damper to open to attain a low Tsa. These actions actions would cause
transients in temperature sensors upstream of the hot water coil, thus revealing
the fault. Likewise, a Tsa sensor which reads too low, would not allow the hot
water coil valve to shut tightly, thereby affecting the Two temperature transient in
the hot water coil. Alternatively, the sensor monitoring the mixed air
temperature upstream of the heat exchangers might be used to detect faults in
the damper operation (leaking, slow, stuck, mis-calibrated).
Combinations of sensors might be used to detect erroneous controller
gains. For example, secondary transients from temperature overshoots might
be detectable if the gains are set improperly. This investigation examined
changes in the mean signal of a dynamic system. Recalling the original
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discussion of change detectors in Chapter 1, we note that we could design a
detector that finds a change in the signal variance [Benveniste, 1986]. This
formulation would be useful for detecting faults in a controller which oscillates
too much in response to changing inputs [Dexter and Hepworth, 1994] or during
transition among control modes [Norford and Mabey, 1995].
The HVACSIM+ model used here is capable of simulating many other
types of faults and this thesis has only been a preliminary investigation of this
methodology.
Additional Instrumentation
We made a preliminary restriction on the number and types of sensors to
be used in this investigation. The arguments for this limitation included the high
cost associated with other sensors and the general availability of temperature
data. In fact, many other sensors (pressure, enthalpy, velocity, controller
signals, power, etc.) are typically employed in modern HVAC systems for
feedback control. Tapping into the signals from these existing sensors is a
trivial operation (though getting the signal to a computer may not be trivial).
Expanding this methodology to include other sensors (like the frequency sensor
suggested above) would likely generate other useful data for different types of
faults and could better characterize the faults examined in this thesis.
Catastrophic Fault Detection
This GLR-based methodology does not even have to be constrained to
degradation faults as we discussed in the introduction to this chapter.
Continuous implementation of the detection algorithm could potentially identify
catastrophic faults within minutes of their occurrence. Broken control or sensor
connections and seized equipment are the obvious candidates for failure
identification. Rapid sampling, as required for the NILM, is not necessary for
HVAC fault detection; therefore, many sensors can be analyzed simultaneously
without concern for computational bottlenecks.
Alternative Formulations of a GLR-based FDD Method
The FDD method described here is based on a test parameter, the GLR-
based decision function, determined during a period of transition within an
HVAC system. Differences between the expected (correct operation) values of
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this parameter and the actual values of the parameter are called residuals.
Classification of residuals is used to define rules which describe specific faults.
In Section 1.2 we called this approach black-box modeling, and we
described the Kalman filter as an example of this type of FDD analysis. Our
experiments examine transients in physical parameters; Peter Sprecher [1995]
suggests that the Kalman filter can be used as another avenue to approach
GLR techniques for HVAC fault detection. Drawing on classic change detection
literature [Willsky, 1976] he describes faults as jumps in the state equations of
the Kalman filter:
x(k+1) = Ax(k) + Bu(k) + r(k) +fy(k+1,kF) (3.14)
where f is a vector of faults and y(k+1,kF) is a unit step at the time of the fault.
Solution of the Kalman filter state equations (see Section 1.2) assuming no
fault generates a 'fault signature matrix,' G(k,kF). Testing the elements of
G(k,kF) with the GLR algorithm reveals the presence of a fault and the
parameters of G localize the cause. "According to Willsky the GLR test is more
powerful than the simple tests [which generate residuals in the elements of the
gain matrix K]"[Sprecher, 1995].
3.9 Conclusion
The research presented here has shown likely promise for further
application of GLR-based analysis of HVAC faults. Initial results show that the
method is capable of distinguishing among similar responses to dynamic
inputs. Parallel GLR analysis of a single event on different sensors intuitively
locates the likely cause of abnormal responses to a step input. The method,
though, does appear sensitive to critical factors such as air flow rates. This
limitation is not insurmountable because monitoring of other dynamic signals,
that correlate with air flow, would likely permit fault identification.
Further research of this approach is certainly justified, to better establish
the method's weaknesses and to explore its usefulness for diverse FDD
application. Avenues for continued research include the modeling of additional
faults to determine unique FDD rules which describe the fault. The document,
[Park, 1995], provides an extensive, if not exhaustive list of common HVAC
faults which could be examined. Further research with controller step changes
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which are NOT constrained by the return air temperature may prove useful
without the need to exhaustively simulate all permutations of Tsa and step
change size.
More importantly, explicit modeling of VAV systems is critical for further
development of this approach to FDD. VAV is the dominant configuration of
new, medium and large HVAC applications. The United States National
Institute of Standards and Technology (NIST) has formulated an HVACSIM+
VAV model for fault simulation and detection [House, 1995]. This model is the
proposed platform for standardized testing of FDD methods developed as part
of International Energy Agency - Annex 25. A first step in furthering GLR-based
FDD would be to implement the approach with the NIST VAV model. With the
NIST model as a reference future research can be compared with other
approaches [de Moor and Peitsman, 1995; Salsbury, et al., 1995] to determine
which are best suited to detect and diagnose particular faults.
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Appendix A: Custom Fortran Routines
Change of Mean Detection Algorithm: COMGLR
True and Variant Formulations
The following FORTRAN code implements the Generalized Likelihood Ratio
Change of Mean Detection algorithm on time series data contained in a
formatted ASCII text file. The code is specifically designed to analyze power
use data for the pre-processing step of the Non-intrusive Load Monitor (NILM)
developed in the MIT Laboratory for Electronic and Electromagnetic Systems by
S. B. Leeb.
Parameter input can be accomplished by either of two pathways. The first
pathway is interactive requiring user responses to questions posed by the
routine. The second is through a parameter file (PARAMLST.GLR) which is
editted externally from the routine. Information required by each mechanism
includes: the input file name (input 7 alphanumeric characters ='7chars' the
routine assumes the input file has the naming convention 'M7chars.PRN'), the
output file name (input 2 alphanumeric characters ='2chars', routine assumes
the output file has the naming convention 'ALARM2chars.'), the data
decimation interval, the length of the rolling average window, the maximum
length of the iterative GLR maximization window, and the change threshold.
See Chapter 2 for help with determining these parameters.
The code here implements the algorithm on 7 sets of data, simultaneously.
Output is generated in two forms 1) the GLR decision function calculated at
each time step for each series of data (GLROUT) and 2) a file of the alarm times
(ALARM??.) whenever the algorithm detects a significant change of mean.
Both the true formulation of the algorithm and its variant, described in
Chapter 2, use essentially the same FORTRAN code. The only coding
differences are noted in the three left-most character columns.
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"TTT " => these lines should be removed ('commented out') for
execution of the TRUE formulation.
"VVV" => these lines should be removed ('commented out') for
execution of the VARIANT formulation.
Otherwise, these commands should be executed.
C
C * This program implements the *
C * Generalized Likelihood Algorithm *
C * for finding a Change in the Mean signal from *
C * seven independent sensors *
C * The program is formatted to take data from *
C * a ASCII file: col width=9 fixed format *
C * with two places after the decimal *
C * *
C * written by Roger Hill *
C
Program COMGLR
C
C GLR variables
integer a, dec, d,i, j, rec, signalflag(8), n, window(8)
real var, h,sigsum(8), preavg(8), sumdif(8),recsum(8),
*yin(8), y(8,100),yrec(8,100),recsummx(8),gk(8),time
integer ihrimin,iseci100th
character scenario*7, index*2, infile*12, outfile*8
C
C I/O file names
C Option: read list of Inputs from an external file
open(unit=14,file='paramlst.glr',status='old')
76 read(14,6) scenario,index
print*, 'Which data set is to be used for analysis?'
C read(*,4) scenario
infile ='m'//scenario//'.prn'
print*, infile
print*, 'What index is the alarm file? 2-digits eg. 01 or 11'
C read(*,5) index
outfile = 'alarm'//index//'.'
print*, outfile
C
C Open Data Units for Change of Mean Detection
open(unit=12,file='glrout',status='old')
open(unit=13,file=outfilestatus='old')
open(unit=11,file=infile,status='old')
C
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C data format lines
2 format(14)
3 format(f6.2)
4 format(A7)
5 format(A2)
6 format(A7, 1X,A2)
8 format(f9.1,f9.1,f9.1,f9.1,f9.1,f9.1,f9.1,f9.1)
9 format(i4,f7.1,i5,f9.1)
10 format(i4,i4,i4,f7.1)
11 format(f7.1,f7.1,f7.1)
12 format(f8.,f9.4,f9.4,f9.4,f9.4,f9.4,f9.4,f9.4)
C
C setting modeling 'knobs' for GLR detection algorithm
C PRINT *,'At what interval do you wish to decimate the data?'
C PRINT*, '(i.e. every 10 points)'
C READ(*, 2) dec
C print *, 'What is the anticipated signal variance?'
C read(*,3) var
C print *, 'How many data points necessary for a stable average?'
C read(*,2) a
C print *,'How large is the recursive window?'
C read(*,2) rec
C print *, 'What is the decision variable threshold?'
C read(*,3) h
print*, '******************************************'
C print*, '=== === === === === === === === === === ==
read(14,10) dec,a,rec,h
print*, 'Decim Avg Rec Threshold'
write(*,10) dec,a,rec,h
C dec=1
var=0.617
C a=30
C rec=8
C h=1000.0
C set start time
call gettim(ihr,imin,isec,ilOOth)
print*, isec,ilOOth
C
C
C This loop selects data at the chosen decimation interval
d=dec
30 read(11,12,end=190) time,yin(l),yin(2),yin(3),yin(4),yin(5),
* yin(6),yin(7)
if (d.lt.dec) then
d=d+l
go to 30
endif
if (d.eq.dec) then
d=l
endif
do 50 signal=1,7
y(signala)=yin(signal)
yrec(signal,rec)=yin(signal)
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50 continue
C
C Calculate the rolling average for the selected window size
Do 22 signal=1,7
sigsum(signal)=0
Do 20 i= 1,a
sigsum(signal)=sigsum(signal)+y (signal, i)
20 continue
preavg(signal) = sigsum(signal)/a
22 continue
C
C Calculate the MAXIMUM recursive sum for the decision variable
Do 42 signal=1,7
recsummx (signal)=0
TTT n=1
VVV Do 41 n=1,rec
sumdif (signal)=0
Do 40 j=n,rec
sumdif(signal) = sumdif(signal)+(yrec(signal, j)
* -preavg(signal))
40 continue
C
C Calculate Value of Decision Function, gk
recsum(signal)= (sumdif (signal) **2) / (rec-n+l)
VVV if(recsum(signal) .gt.recsummx(signal)) then
VVV recsumnx (signal)=recsum(signal)
gk(signal)=recsum(signal) / (2*var)
window(signal)=rec-n+1
VVV endif
VVV 41 continue
42 continue
write(12,8) time, gk(l), gk(2), gk(3),gk(4),
* gk(5),gk(6),gk(7)
C write(12,8) time, preavg(l),preavg(2),preavg(3),preavg(4),
C * preavg(5),preavg(6),preavg(7)
C
Do 200 signal=1,7
if(gk(signal).ge.h.AND.flag(signal) .eq.0) then
write(13,9)signal,time,window(signal) ,gk (signal)
write(5,9)signal,time,window(signal) ,gk(signal)
flag (signal)=1
endif
if(gk(signal).lt.h) then
flag (signal)=0
endif
200 continue
C
C RE-INDEX vars for recursive sum and rolling average
do 46 signal=1,7
do 48 n=2,rec
yrec(signal,n-l)=yrec(signal,n)
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48 continue
do 49 n=2,a
y(signaln-i)=y(signal,n)
49 continue
46 continue
go to 30
C
C begin program shutdown
190 rewind(unit=11)
call gettim(ihr, imin, isec, ilOOth)
print*, isec,il00th
close (unit=11)
close (unit=12)
close (unit=13)
stop
end
C ******************* END OF PROGRAM ***************************
C
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Variant GLR algorithm Formulation for HVAC Fault Detection:
FDDGLR.
The following FORTRAN code implements the variant form of the
Generalized Likelihood Ratio Change of Mean Detection algorithm on time
series data contained in a formatted ASCII text file. The routine implements the
GLR algorithm to determine characteristics of thermal transients in an HVAC
system. The routine is written to accept as input HVACSIM+ data formatted as
"space delimitted" by the executable file SORTMAT [Lorenzetti]. The
processing in FDD_GLR is explained in detail in Chapter 3 of this thesis.
There are 5 major components to the routine which are well documented in
the code: (1) parameter and data input from a formatted ASCII file, (2) data pre-
processing to create a file of data with uniform intervals between points, (3)
addition of normally distributed noise to the input data assuming zero mean
white noise with a variance of 0.0156 (a=0.125), (4) Calaculation of the the
variant GLR decision variable, gk (5) Determination of maximum gk after each
step change in the data sequence.
1/O file designation can be made by either of two pathways. The first
pathway is interactive requiring user responses to questions posed by the
routine. The second is through a parameter file (FILES.LST) which is editted
externally from the routine. The second option is usually chosen when several
simulations need to be run simultaneously. Information required by each
mechanism includes: the input file name (input 7 alphanumeric characters
='7chars' the routine assumes the input file has the naming convention
'H7chars.PRN'), the output file name (input 2 alphanumeric characters
='2chars', routine assumes the output file has the naming convention
'ALARM2chars.'),
GLR parameter input is either input by responding to prompted questions
within the routine, or they can be coded in the routine as is shown below. The
GLR parameters currently coded sample data every 200 seconds, the rolling
average is calculated with 10 data points and the iterative sum is calculated
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with 6 points. The alarm threshold is 100 and the assumed random signal
variance for temperature sensors is 02 = 0.0156.
The code here analyzes 7 sets of data, simultaneously, corresponding to
the seven temperature sensors in the "FDD AHU" HVACSIM+ simulation
detailed in Appendix B.
C
C * This program takes data of different time *
C * interval lengths, makes the interval uniform *
C * then executes the GLR algorithm to find a *
C * Change of Mean *
C * The program is formatted to take data from *
C * the HVACSIM+ run, FDD AHU. *
C * *
C * written by Roger Hill *
C
Program FDDGLR
C
C GLR variables
integer a, dec, d, r, b, i, j, k, rec, count, sensor,flag(8,20),
*step, n,m
real var, h,tmpsum(8), tmpavg(8), sumdif (8), tavgpr(8),
*tmp(8), temp(8,100),temprec(8,100),gkprv(8),gk(8)
C Variables for creating data with uniform intervals
integer dataend
real timeprev,timedata,simtime,interval,oaea, ma,saca, cw, hw
real noise, gaussslope(8) ,tmpnew(8) ,tmpprv(8) ,tmpcalc(8)
integer ihr,imin,isec,i100th
character scenario*7, index*2, infile*12, outfile*8
C
C I/O file names
C Option: read list of I/O files from external file
open(unit=14,file='files.lst',status='old')
76 read(14,6) scenario,index
print*, 'Which HVACSIM+ scenario is to be used for analysis?'
C read(*,4) scenario
infile = 'h'//scenario//'.asc'
print*, infile
print*, 'What index is the alarm file? 2-digits eg. 01 or 11'
C read(*,5) index
outfile = 'alarm'//index//'.'
print*, outfile
C
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file
open data units for HVACSIM+ input and uniform interval output
open(unit=1l, file=infile,status='old')
open(unit=12,file='unidat',status='old')
C
C data format lines
2 format (14)
3 format(f6.2)
4 format (A7)
5 format (A2)
6 format(A7,lX,A2)
8 format(f9.1,f9.1,f9.1,f9.1, f9.1, f9.1, f9.1, f9.1)
9 format(i4,i4, f9.1, i4, flO.1)
12 format(f8.1,f9.4,f9.4, f9.4, f9.4, f9.4, f9.4, f9.4)
14 format(flO.1,35X, f7.4, 7X, f7.4, 7X, f7.4, 7X, f7.4,21X, f7.4,.7X,f7.4,
* 7Xf7.4)
call gettim(ihriminisecilOOth)
call seed(ilOOth*imin)
C
C setting basic default values and initializes counters
timedata=0 . 0
dataend=0
Do 47 sensor= 1,7
slope(sensor)=0.0
47 continue
C
C Initial conditions from file
read(11, *)
read(11, 14) simtime,oa, ea, ma, sa, ca, cw, hw
tmpnew (1) =oa
tmpnew (2)=ea
tmpnew (3) =ma
tmpnew (4) =sa
tmpnew (5)=ca
tmpnew (6) =cw
tmpnew (7) =hw
C print*, "What is the uniform interval between points?"
C read*, interval
interval=5.0
C
C This section creates a data stream with uniform time intervals
C from non-uniform data
10 if (simtime.gt.timedata) then
Do 17 sensor=1,7
tmpprv (sensor)=tmpnew (sensor)
17 continue
timeprev=timedata
call NEWSLOPE (timedata, tmpnew, slope, interval, dataend)
endif
if (dataend.eq.0) then
122 Appendix
Do 37 sensor=1,7
tmpcalc (sensor)=tmpprv (sensor)+ (simtime-timeprev)
* *slope(sensor)
37 continue
write(12,12) simtime,tmpcalc(1),tmpcalc(2),tmpcalc(3),
* tmpcalc(4),tmpcalc(5),tmpcalc(6), tmpcalc(7)
simtime=simtime+interval
goto 10
endif
close (unit=11)
close (unit=12)
C This completes the building of the input file with uniform
C intervals between points
C
C
C
C Open Data Units for Change of Mean Detection
open(unit=11,file='unidat',status='old')
open(unit=12,file='glrout',status='old')
open(unit=13,file=outfile,status='old')
C **** Multiple Runs with same data set to get Distribution ****
do 100 n=1,10
C setting basic default values and initializes counters
print*, isec,ilOOth
gkprev=0
ravgpr=0
count = 0
b=1
r=1
C
C setting modeling 'knobs' for GLR detection algorithm
C PRINT *,'At what interval do you wish to decimate the data?'
C PRINT*, '(i.e. every 10 points)'
C READ(*,2) dec
C print *, 'What is the anticipated signal variance?'
C read(*,3) var
C print *, 'How many data points necessary for a stable average?'
C read(*,2) a
C print *,'How large is the recursive window?'
C read(*,2) rec
C print *, 'What is the decision variable threshold?'
C read(*,3) h
print*, '******************************************'
print* ' = = = = = = = = = = = = = = = = = = = = '
dec=40
var=0.0156
a=6
rec=10
h=100.0
C
C
C This loop selects data at the chosen decimation interval
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d=dec
C gauss=0.5
30 read(11,12,end=190) simtime,tmp(1),tmp(2) ,tmp(3) ,tmp(4),
* tmp (5) , tmp (6) , tmp (7)
C tmp(l)=oa tmp(2)=ea tmp(3)=ma tmp(4)=sa tmp(5)=ca tmp(6)=cw
tmp (7)=hw
count = count+1
if (d.lt.dec) then
d=d+1
go to 30
endif
if (d.eq.dec) then
d=1
C
C Add Gaussian noise. Most temperature sensors are rated +/- 0.75%
(0.35C)
do 50 sensor=1,7
gauss = 0
do 35 k=1,10
call random(noise)
gauss = gauss + noise/10
35 continue
temp(sensor,a) = tmp(sensor)+(gauss-0.5)*1.45
temprec (sensor, rec)= temp(sensor,a)
50 continue
endif
C
C Calculate the rolling average for the selected window size
Do 22 sensor=1,7
tmpsum(sensor)=0
Do 20 i= 1,a
tmpsum(sensor)=tmpsum(sensor)+temp (sensor, i)
20 continue
tmpavg(sensor) = tmpsum(sensor)/a
22 continue
C
C Calculate the recursive sum for the decision variable
Do 42 sensor=1,7
sumdif (sensor)=0
Do 40 j=1,rec
sumdif(sensor) = sumdif (sensor)+(temprec (sensor, j)
* -tmpavg(sensor))
40 continue
C
C Calculate Value of Decision Function, gk
gk (sensor)= (sumdif (sensor) **2) / (2*rec*var)
42 continue
write(12,8) simtime, gk(1),gk(2),gk(3),gk(4),gk(5),gk(6),gk(7)
C
C Is there a change of mean????
C Which Step change?
if(interval*(count-1).LT.3000) then
step=0
goto 210
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elseif(interval*(count-1).LT.6000) then
step=1
goto 210
elseif(interval*(count-1).LT.9000) then
step=2
goto 210
elseif(interval*(count-1).LT.12000) then
step=3
goto 210
elseif(interval*(count-1).LT.15000) then
step=4
goto 210
elseif(interval*(count-1).LT.18000) then
step=5
goto 210
elseif(interval*(count-1).LT.21000) then
step=6
goto 210
elseif(interval*(count-1).LT.24000) then
step=7
goto 210
elseif(interval*(count-1).LT.27000) then
step=8
goto 210
elseif(interval*(count-1).LT.30000) then
step=9
goto 210
else
step=10
210 endif
Do 200 sensor=1,7
if(gkprv(sensor) .gt.h.AND.gk(sensor) .lt.gkprv(sensor)
* .AND.flag(sensor,step) .eq.0.AND.step.ne.0) then
write(13, 9)sensor,step,interval*(count-1) ,n, gkprv(sensor)
write(5,9)sensorstep,interval*(count-i),n,gkprv(sensor)
flag(sensorstep)=1
endif
if(gkprv(sensor).gt.h) then
if(gk(sensor).ge.gkprv(sensor)) then
flag (sensor, step) =0
endif
endif
200 continue
C
C RE-INDEX vars for recursive sum and rolling average
do 46 sensor=1,7
do 48 m=2,rec
temprec (sensor,m-1)=temprec (sensorm)
48 continue
do 49 m=2,a
temp (sensorm-1)=temp (sensorm)
49 continue
46 continue
C
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C Assign current values of gK a roll avg. to prev. before next loop
Do 44 sensor=1,7
gkprv(sensor)=gk(sensor)
tavgpr(sensor)=tmpavg(sensor)
44 continue
go to 30
C
C begin program shutdown
190 rewind(unit=11)
100 continue
call gettim(ihr,imin,isec,il00th)
print*, isec,i100th
print*, infile
print*,outfile
close(unit=1l)
close(unit=12)
close(unit=13)
go to 76
stop
end
C * END OF PROGRAM ***************************
C
C
C *** Subroutine NEWSLOPE (t,prvslope,interval,dataend) *
C
C
C This subroutine determines the slope of a line drawn between the
C previous point and the next data point
Subroutine NEWSLOPE (tprvslope,interval,dataend)
integer dataendsensor
real t,timedataprv(8),slope(8),new(8),interval
11 format(flO.1,35X,f7.4,7X,f7.4,7X,f7.4,7X,f7.4,21X,f7.4,7Xf7.4,
* 7Xf7.4)
C
C Given the variable values from the previous call, read data
C for the next interval
25 read(1l,1lend=90) timedata,new(l),new(2),new(3),new(4),new(5),
* new(6),new(7)
if (timedata-t.lt.interval) then
go to 25
endif
C calculate the slopes between data points for each variable
do 57 sensor=1,7
slope(sensor) = (new(sensor) - prv(sensor))/(timedata - t)
prv(sensor)=new(sensor)
57 continue
t=timedata
return
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C Out of data bypass
90 endfile(unit=12)
dataend=1
return
end
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Annendix B: HVACSIMi Simulation
HVAC Fault Detection System Simulation as formulated for all FDD research
discussed in this thesis. MODSIM prompted questions regarding minimum and
maximum time steps should be answered MIN=5 sec, MAX= 5T seconds where
T is an integer and T21. These restrictions are imposed because of the discrete
sampling time of the controller (type 89 Unit=1 9).
FDD Air Handling Unit - ROB
SUPERBLOCK 1
BLOCK 1
UNIT
UNIT
UNIT
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
UNIT 1
SUPERBLOCK 2
BLOCK 2
UNIT
UNIT
UNIT
UNIT
UNIT
UNIT
TYPE100
TYPE100
TYPE100
TYPE100
TYPE100
TYPE 88
TYPE 88
TYPE102
TYPE201
TYPE198
TYPE198
TYPE 28
TYPE 89
TYPE
TYPE
TYPE
TYPE
TYPE
TYPE
ACTUATOR W/ FAULTS, DEADBAND
ACTUATOR W/ FAULTS, DEADBAND
ACTUATOR W/ FAULTS, DEADBAND
ACTUATOR W/ FAULTS, DEADBAND
ACTUATOR W/ FAULTS, DEADBAND
Ideal temperature controller
HYSTERESIS
HYSTERESIS
HYSTERESIS
HYSTERESIS
HYSTERESIS
Ideal temperature controller
Mixing box:par/opp dampers, calculates suppl
FAN OR PUMP-TEMP RISE CORRECTED FOR WORK DON
HEAT/COOL COIL W/L&G 3-PORT VALVE & ACTUATOR
HEAT/COOL COIL W/L&G 3-PORT VALVE & ACTUATOR
CONSTANT FLOW RESISTANCE
AHU PI controller with full manual mode
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
SENSOR
SENSOR
SENSOR
SENSOR
SENSOR
SENSOR
UNIT 1
ATTRD W/I
1 INPUTS:
CONTROL
2 OUTPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
21 - CONTROL SIGNAL INPUT TO ACTUATOR
16 - VALVE/DAMPER POSITION
0 - ACTUATOR POSITION
0 - NUMBER OF STOPS/STARTS/REVERSALS
0 - TOTAL DISTANCE TRAVELLED BY VALVE/DAMPER
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TYPE 100
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3 PARAMETERS:
1.00000
1.00000
100.000
.000000
(-)
.000000
.000000
1.00000
.000000
DIRECTION: 1=FORWARD, -1=REVERSE, O=STUCK
STARTING POSITION (0-1)
ACTUATOR TRAVEL TIME (LIM-LIM) (S)
MINIMUM CHANGE IN DEMANDED POSITION FOR MOVEMENT
HYSTERESIS (-)
CRANK TRAVEL ANGLE (0 FOR LINEAR) (DEG)
A : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
B : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
T7WTT' 9
ACTUATOR W/ FAULTS. DEADBAND & HYSTERSIS
1 INPUTS:
CONTROL
2 OUTPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
3 PARAMETERS:
1.00000
.000000
100.000
.000000
(-)
.000000
.000000
1.00000
.000000
22 - CONTROL SIGNAL INPUT TO ACTUATOR
17 - VALVE/DAMPER POSITION
0 - ACTUATOR POSITION
0 - NUMBER OF STOPS/STARTS/REVERSALS
0 - TOTAL DISTANCE TRAVELLED BY VALVE/DAMPER
DIRECTION: 1=FORWARD, -1=REVERSE, 0=STUCK
STARTING POSITION (0-1)
ACTUATOR TRAVEL TIME (LIM-LIM) (S)
MINIMUM CHANGE IN DEMANDED POSITION FOR MOVEMENT
HYSTERESIS (-)
CRANK TRAVEL ANGLE (0 FOR LINEAR) (DEG)
A : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
B : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
Ti TTrI a
ACTUATOR W/ FAULTS, DEADBAND & HYSTERESIS
1 INPUTS:
CONTROL
2 OUTPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
3 PARAMETERS:
1.00000
1.00000
100.000
.000000
(-)
.000000
.000000
1.00000
.000000
23 - CONTROL SIGNAL INPUT TO ACTUATOR
18 - VALVE/DAMPER POSITION
0 - ACTUATOR POSITION
0 - NUMBER OF STOPS/STARTS/REVERSALS
0 - TOTAL DISTANCE TRAVELLED BY VALVE/DAMPER
DIRECTION: 1=FORWARD, -1=REVERSE, 0=STUCK
STARTING POSITION (0-1)
ACTUATOR TRAVEL TIME (LIM-LIM) (S)
MINIMUM CHANGE IN DEMANDED POSITION FOR MOVEMENT
HYSTERESIS (-)
CRANK TRAVEL ANGLE (0 FOR LINEAR) (DEG)
A : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
B : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
Appendix 
129
TVDR 10A0
TYPR I100
129e i
UNIT 10 TYPE 100
DEADBAND E HYST SQT
1 INPUTS:
CONTROL
2 OUTPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
3 PARAMETERS:
1.00000
.000000
65.0000
.000000
(-)
.000000
.000000
1.00000
.000000
24 - CONTROL SIGNAL INPUT TO ACTUATOR
19 - VALVE/DAMPER POSITION
0 - ACTUATOR POSITION
0 - NUMBER OF STOPS/STARTS/REVERSALS
0 - TOTAL DISTANCE TRAVELLED BY VALVE/DAMPER
DIRECTION: 1=FORWARD, -1=REVERSE, O=STUCK
STARTING POSITION (0-1)
ACTUATOR TRAVEL TIME (LIM-LIM) (S)
MINIMUM CHANGE IN DEMANDED POSITION FOR MOVEMENT
HYSTERESIS (-)
CRANK TRAVEL ANGLE (0 FOR LINEAR) (DEG)
A : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
B : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
UNIT 11 TYPE 100
ACTUATOR W/ FAULTS, DEADBAND & HYSTERESIS
1 INPUTS:
CONTROL
2 OUTPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
3 PARAMETERS:
1.00000
.000000
65.0000
.000000
(-)
.000000
.000000
1.00000
.000000
UNIT 12
25 - CONTROL SIGNAL INPUT TO ACTUATOR
20 - VALVE/DAMPER POSITION
0 - ACTUATOR POSITION
0 - NUMBER OF STOPS/STARTS/REVERSALS
0 - TOTAL DISTANCE TRAVELLED BY VALVE/DAMPER
DIRECTION: 1=FORWARD, -1=REVERSE, 0=STUCK
STARTING POSITION (0-1)
ACTUATOR TRAVEL TIME (LIM-LIM) (S)
MINIMUM CHANGE IN DEMANDED POSITION FOR MOVEMENT
HYSTERESIS (-)
CRANK TRAVEL ANGLE (0 FOR LINEAR) (DEG)
A : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
B : COEFFICIENT IN RANGE TRANSFORMATION CC=A*C+B
TYPE AR
Telan1 tTanaratuvra
1 INPUTS:
CONTROL
2 OUTPUTS:
TEMPERATURE
12 - DEMANDED TEMPERATURE
1 - TEMPERATURE
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3 PARAMETERS:
UNIT 13 TYPE B8
Ideal temperature controller
1 INPUTS:
CONTROL
2 OUTPUTS:
TEMPERATURE
3 PARAMETERS:
13 - DEMANDED TEMPERATURE
6 - TEMPERATURE
TNTT 14 TYPE 102
Mtwinew hrnr rar/cror dampers. calculates su~lv~f1o~
INPUTS:
TEMPERATURE 1
HUMIDITY 1
TEMPERATUR 6
HUMIDITY 5
PRESSURE 1
PRESSURE 1
PRESSURE 2
FLOW 2
CONTROL 16
CONTROL 17
CONTROL 18
2 OUTPUTS:
TEMPERATURE
HUMIDITY
FLOW
ENERGY
CONTROL
FLOW
PRESSURE
FLOW
FLOW
FLOW
3 PARAMETERS:
.000000
.000000
.000000
.000000
.000000
.407000E-01
.407000E-01
.407000E-01
.100000E-01
.100000E-01
.100000E-01
.180000
.900000
.190000
1.00000
Fresh air dry bulb temperature
Fresh air humidity ratio
Extract air dry bulb temperature
Extract air humidity ratio
Fresh air intake gauge pressure
Exhaust air outlet gauge pressure
Supply air gauge pressure
Extract dry air mass flow rate
Fresh air damper position (0=closed, 1=open)
Return air damper position(0=open if PAR(15)=0)
Extract air damper position (0=closed, 1=open)
- Supply air dry bulb temperature
- Supply air humidity ratio
- Supply dry air mass flow rate
- Supply air specific enthalpy
- Supply air relative humidity
- Supply humid air mass flow rate
- Extract air gauge pressure
- Fresh dry air mass flow rate
- Return dry air mass flow rate
- Exhaust dry air mass flow rate
Auxiliary psychrometric outputs (0 = no, 1 = yes)
0=no faults,1=100% oversized,2=20% leakage,3=both
Fresh air damper: opposed (0) or parallel (1)
Return air damper: opposed (0) or parallel (1)
Exhaust air damper: opposed (0) or parallel (1)
Open resist. fresh air damper(p.d.(kPa) @ 1 m3/s
Open resist. return air damper(p.d.(kPa) @ 1 m3/s
Open resist. exhaust air damper(p.d.(kPa)@ 1 m3/s
Leakage fresh air damper (fraction of full flow)
Leakage return air damper (fraction of full flow)
Leakage exhaust air damper(fraction of full flow)
Authority of fresh air damper
Authority of return air damper
Authority of exhaust air damper
0=invert return air damper, 1=not inverted
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TYPE 201
ISE rrwn rR wRETE nFOEUP- TEMP D
1 INPUTS:
FLOW
PRESSURE
OTHER
TEMPERATURE
2 OUTPUTS:
PRESSURE
TEMPERATURE
POWER
3 PARAMETERS:
314.660
-369.880
691.540
-1418.32
-127.070
.800000
.000000
.000000
.000000
.000000
1.00000
1.00000
.10000OE-05
1.00000
2 - MASS FLOW RATE OF FLUID
3 - OUTLET PRESSURE
1 - FAN OR PUMP ROTATIONAL SPEED
2 - INLET FLUID TEMPERATURE
2 - INLET PRESSURE
3 - OUTLET FLUID TEMPERATURE
1 - POWER CONSUMPTION
1ST PRESSURE COEFFICIENT
2ND PRESSURE COEFFICIENT
3RD PRESSURE COEFFICIENT
4TH PRESSURE COEFFICIENT
5TH PRESSURE COEFFICIENT
1ST EFFICIENCY COEFFICIENT
2ND EFFICIENCY COEFFICIENT
3RD EFFICIENCY COEFFICIENT
4TH EFFICIENCY COEFFICIENT
5TH EFFICIENCY COEFFICIENT
DIAMETER (M)
MODE: AIR=1, WATER=2
LOWEST VALID NORMALISED FLOW (-)
HIGHEST VALID NORMALISED FLOW (-)
UNIT 16 TYPE 198
HEAT/COOL COIL W/L&G 3-PORT VALVE & ACTUATOR
1 INPUTS:
TEMPERATURE
HUMIDITY
PRESSURE
FLOW
TEMPERATURE
FLOW
CONTROL
TEMPERATURE
2 OUTPUTS:
TEMPERATURE
TEMPERATURE
HUMIDITY
PRESSURE
TEMPERATURE
TEMPERATURE
FLOW
POWER
CONTROL
CONTROL
CONTROL
3 - INLET AIR DRY BULB TEMPERATURE
2 - INLET AIR HUMIDITY RATIO
4 - OUTLET AIR GAUGE PRESSURE
2 - DRY AIR MASS FLOW RATE
7 - INLET WATER TEMPERATURE
5 - SUPPLY WATER MASS FLOW RATE
19 - VALVE STEM POSITION
8 - EFFECTIVE COIL SURFACE TEMP.(SAME AS 1ST 0/
8 - EFFECTIVE COIL SURFACE TEMPERATURE
4 - OUTLET DRY BULB AIR TEMPERATURE
3 - OUTLET AIR HUMIDITY RATIO
3 - INLET AIR GAUGE PRESSURE
10 - COIL OUTLET WATER TEMPERATURE
9 - RETURN MIXED WATER TEMPERATURE
6 - COIL WATER MASS FLOW RATE
2 - TOTAL HEAT TRANSFER TO THE AIR
0 - SENSIBLE HEAT RATIO
0 - COIL EFFECTIVENESS
0 - COIL BY-PASS FACTOR
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ENERGY
CONTROL
ENERGY
TEMPERATURE
3 PARAMETERS:
1.00000
.000000
.000000
10.0000
6.00000
2.00000
.381000
.305000
.305000
.159000E-01
.50000OE-03
2.00000
.24500OE-02
.254000E-03
1.00000
1.73000
1.60000
1.00000
3.00000
100.000
.10000OE-02
186.200
186.200
UNIT '
0 - OUTLET AIR SPECIFIC ENTHALPY
0 - OUTLET AIR RELATIVE HUMIDITY
0 - AIR SPEC. ENTHALPY IN COIL SURFACE CONDITION
0 - OUTLET AIR WET-BULB TEMPERATURE
METHOD : 0 FOR STEADY STATE, 1 FOR LIEGE DYNAMICS
FAULT : 0 FOR NO FAULTS, ...
PSYCHO : 0 FOR NO PSYCHROMETRIC OUTPUT CALCS
NUMBER OF ROWS OF TUBES
NUMBER OF TUBES PER ROW
NUMBER OF PARALLEL WATER CIRCUITS
LENGTH OF FINNED SECTION IN DIRECTION OF FLOW (M)
HEIGHT OF FINNED SECTION (M)
WIDTH OF FINNED SECTION (M)
TUBE OUTSIDE DIAMETER (M)
TUBE WALL THICKNESS (M)
TUBE MATERIAL (AL=1,CU=2,FE=3,CaCO3=4)
FIN SPACING (PITCH) (M)
FIN THICKNESS (M)
FIN MATERIAL (AL=1,CU=2,FE=3)
FLOW RESIST. PARAMETER ON AIR SIDE (0.001 KG.M)
Kv: VALVE CAPACITY INDEX (CU. M/HR AT 1 BAR)
VALVE MODE:(0=LIN/LIN,1=EXP/LIN,2=EXP/EXP,3=LIN/EXP)
VALVE CHARACTERISTIC EXPONENT Ngl (-)
ADJUSTING RATIO (>1) (-)
VALVE LEAKAGE (FRACTIONAL FLOW WHEN CLOSED) (-)
COIL HYDRAULIC RESISTANCE (0.001 KG.M)
BYPASS HYDRAULIC RESISTANCE (0.001 KG.M)
TvP 19A
/COOL COIL W/L&G 3-POR V ACUTR
1 INPUTS:
TEMPERATURE
HUMIDITY
PRESSURE
FLOW
TEMPERATURE
FLOW
CONTROL
TEMPERATURE
1ST 0/
2 OUTPUTS:
TEMPERATURE
TEMPERATURE
HUMIDITY
PRESSURE
TEMPERATURE
TEMPERATURE
FLOW
POWER
CONTROL
CONTROL
CONTROL
ENERGY
INLET AIR DRY BULB TEMPERATURE
INLET AIR HUMIDITY RATIO
OUTLET AIR GAUGE PRESSURE
DRY AIR MASS FLOW RATE
INLET WATER TEMPERATURE
SUPPLY WATER MASS FLOW RATE
VALVE STEM POSITION
EFFECTIVE COIL SURFACE TEMPERATURE (SAME AS
EFFECTIVE COIL SURFACE TEMPERATURE
OUTLET DRY BULB AIR TEMPERATURE
OUTLET AIR HUMIDITY RATIO
INLET AIR GAUGE PRESSURE
COIL OUTLET WATER TEMPERATURE
RETURN MIXED WATER TEMPERATURE
COIL WATER MASS FLOW RATE
TOTAL HEAT TRANSFER TO THE AIR
SENSIBLE HEAT RATIO
COIL EFFECTIVENESS
COIL BY-PASS FACTOR
OUTLET AIR SPECIFIC ENTHALPY
Appendix 
133
HEAT
TTMT#r 17
PAT/ QQL f!QTL W/L&G I-PORT VALVE ACTUATOR
17
133ppendix
CONTROL
ENERGY
TEMPERATURE
3 PARAMETERS:
1.00000
.000000
.000000
1.00000
6.00000
1.00000
.762000E-01
.305000
.305000
.159000E-01
.50000OE-03
2.00000
.282000E-02
.254000E-03
1.00000
.187000
1.60000
1.00000
3.00000
100.000
.10000OE-02
29.3000
29.3000
UNIT 18
0 - OUTLET AIR RELATIVE HUMIDITY
0 - AIR SPEC.ENTHALPY IN COIL SURFACE CONDITION
0 - OUTLET AIR WET-BULB TEMPERATURE
METHOD : 0 FOR STEADY STATE, 1 FOR LIEGE DYNAMICS
FAULT : 0 FOR NO FAULTS, ...
PSYCHO : 0 FOR NO PSYCHROMETRIC OUTPUT CALCS
NUMBER OF ROWS OF TUBES
NUMBER OF TUBES PER ROW
NUMBER OF PARALLEL WATER CIRCUITS
LENGTH OF FINNED SECTION IN DIRECTION OF FLOW (M)
HEIGHT OF FINNED SECTION (M)
WIDTH OF FINNED SECTION (M)
TUBE OUTSIDE DIAMETER (M)
TUBE WALL THICKNESS (M)
TUBE MATERIAL (AL=1,CU=2,FE=3,CaCO3=4)
FIN SPACING (PITCH) (M)
FIN THICKNESS (M)
FIN MATERIAL (AL=1,CU=2,FE=3)
FLOW RESISTANCE PARAMETER ON AIR SIDE (0.001 KG.M)
Kv: VALVE CAPACITY INDEX (CU. M/HR AT 1 BAR)
VALVE MODE:(0=LIN/LIN,1=EXP/LIN,2=EXP/EXP,3=LIN/EXP)
VALVE CHARACTERISTIC EXPONENT Ngl (-)
ADJUSTING RATIO (>1) (-)
VALVE LEAKAGE (FRACTIONAL FLOW WHEN CLOSED) (-)
COIL HYDRAULIC RESISTANCE (0.001 KG.M)
BYPASS HYDRAULIC RESISTANCE (0.001 KG.M)
TYPE 28
CONSTANT FLOW RESISTANCE
1 INPUTS:
FLOW
PRESSURE
2 OUTPUTS:
PRESSURE
3 PARAMETERS:
1.40000
UNIT 19
2 - W: fluid mass flow rate
6 - Po: outlet pressure
5 - Pi: inlet pressure
K: flow resistance [1000/(kg m)]
TYPE 89
AHU PI controller with full manual mode
4 - SUPPLY AIR TEMPERATURE SENSOR
11 - SUPPLY AIR TEMPERATURE SETPOINT
14 - DAMPER MODE: (-1=COOLING, +1=HEATING)
15 - CONTROL MODE: (0=OPEN LOOP, 1=CLOSED LOOP)
16 - OPEN LOOP FRESH AIR DAMPER POSITION (0-1)
17 - OPEN LOOP RECIRC AIR DAMPER POSITION (0-1)
18 - OPEN LOOP EXHAUST AIR DAMPER POSITION (0-1)
19 - OPEN LOOP COOLING COIL VALVE POSITION (0-1)
20 - OPEN LOOP HEATING COIL VALVE POSITION (0-1)
2 OUTPUTS:
INPUTS:
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
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CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
21 - FRESH AIR DAMPER DEMANDED POSITION (0-1)
22 - RECIRC AIR DAMPER DEMANDED POSITION (0-1)
23 - EXHAUST AIR DAMPER DEMANDED POSITION (0-1)
24 - COOLING COIL DEMANDED POSITION (0-1)
25 - HEATING COIL DEMANDED POSITION (0-1)
3 PARAMETERS:
.250000E-01 PROPORTIONAL GAIN (/C)
130.000 INTEGRAL TIME (SEC)
-.330000 BREAKPOINT BETWEEN COOLING AND DAMPERS (-1 - +1)
.330000 BREAKPOINT BETWEEN DAMPERS AND HEATING (-1 - +1)
5.00000 SAMPLE TIME (SEC)
1.00000 CONTROLLER # (PARAMETER FILE="contN.par", N > 0)
TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE 5 - Ti: input temperature
CONTROL 4 - Co: sensor output (modified by gain and offset)
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
.000000
1.00000
TTNTT 4
4 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
To: temperature offset (C)
Tg: temperature gain (C)
TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE 1 - Ti: input temperature
CONTROL 1 - Co: sensor output (modified by gain and offset)
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
.000000
1.00000
TINTIT 5
1 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
To: temperature offset (C)
Tg: temperature gain (C)
TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE 2 - Ti: input temperature
CONTROL 3 - Co: sensor output (modified by gain and offset)
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
3 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
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.000000
1.00000
To: temperature offset (C)
Tg: temperature gain (C)
UNIT 6 TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE 4 - Ti: input temperature
CONTROL 26 - Co: sensor output (modified by gain and offset)
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
.000000
1.00000
26 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
To: temperature offset (C)
Tg: temperature gain (C)
UNIT 7 TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE 10 - Ti: input temperature
CONTROL 27 - Co: sensor output (modified by gain and offset)
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
.000000
1.00000
27 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
To: temperature offset (C)
Tg: temperature gain (C)
UNIT a TYPE 7
TEMPERATURE SENSOR
1 INPUTS:
TEMPERATURE
CONTROL
2 OUTPUTS:
CONTROL
3 PARAMETERS:
30.0000
.000000
1.00000
14 - Ti: input temperature
28 - Co: sensor output (modified by gain and offset)
28 - Co: sensor output (modified by gain and offset)
Tau: sensor time constant (s)
To: temperature offset (C)
Tg: temperature gain (C)
Initial Variable Values:
PRESSURE
PRESSURE
PRESSURE
PRESSURE
PRESSURE
1 ->
2 ->
3 ->
4 ->
5 ->
.000000 (kPa)
-.300000E-01(kPa)
.500000 (kPa)
.400000 (kPa)
.350000 (kPa)
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PRESSURE
FLOW
FLOW
FLOW
FLOW
FLOW
FLOW
FLOW
FLOW
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
TEMPERATURE
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
OTHER
POWER
POWER
POWER
HUMIDITY
HUMIDITY
.300000 (kPa)
.294000 (kg/s)
.294000 (kg/s)
.294000 (kg/s)
.294000 (kg/s)
.230000 (kg/s)
.000000 (kg/s)
.120000 (kg/s)
.000000 (kg/s)
14.0000 (C)
18.0000 (C)
18.0000 (C)
18.0000 (C)
18.0000 (C)
24.0000 (C)
8.00000 (C)
18.0000 (C)
18.0000 (C)
18.0000 (C)
80.0000 (C)
18.0000 (C)
18.0000 (C)
18.0000 (C)
14.0000 (-)
24.0000 (-)
18.0000 (-)
18.0000 (-)
8.00000 (-)
80.0000 (-)
.350000 (-)
.300000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
9.00000 (-)
24.0000 (-)
-1.00000 (-)
1.00000 (-)
1.00000 (-)
.000000 (-)
1.00000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
.000000 (-)
10.0000 (-)
18.0000 (-)
50.0000 (-)
1.00000 (-)
.000000 (kW)
.000000 (kW)
.000000 (kW)
.400000E-02(kg/kg)
.400000E-02 (kg/kg)
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HUMIDITY 3 -> .400000E-02(kg/kg)
HUMIDITY 4 -> .400000E-02(kg/kg)
HUMIDITY 5 -> .400000E-02(kg/kg)
Simulation Error Tolerances:
1 RTOLX= .1000OOE-03
XTOL= .200000E-03
SUPERBLOCK 1
2 FREEZE OPTION 0
SUPERBLOCK 2
3 FREEZE OPTION 0
ATOLX= .1000OOE-04
TTIME= 20.0000
SCAN OPTION 0
SCAN OPTION 0
The followina are Boundary Variables in the simulation:
CONTROL
SUPERBLOCK
SUPERBLOCK
FLOW
FLOW
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
1 REPORTING INTERVAL
2 REPORTING INTERVAL
2
4
1
2
3
4
11
26
27
28
21
22
24
25
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100.000
100.000
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Appendix C: HVACSIMi Component Models
This appendix details the component models used in simulation described in
this thesis. FORTRAN code for types has been written by several different
authors on an ad hoc basis as it is needed, and documentation of that code is
generally insufficient. The format and notation used here is consistent with the
26 types described in the HVACSIM+ Reference Manual [Clark, 1985]. Type 7
is repeated from the Manual with minor clarifications; where there are
similarities to types in the Manual, the language in this appendix borrows
heavily from the Manual.
Type 7: TEMPERATURE SENSOR
General Description
Temperature sensors are modeled by a single first-order differential
equation with a one time constant. The input to the component is modified
using a gain and an offset supplied as parameters, allowing the output to be
treated as a voltage level, a control signal or a temperature in either Fahrenheit
or Celsius. If a Celsius temperature output is desired, an offset of zero and a
gain of one are used. If a control variable between zero and one is required for
use as a controller input, the offset is the minimum allowable temperature and
the gain is the maximum allowable temperature minus the minimum
temperature.
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Nomenclature
Ci -
Co -
Ti -
Tg -
TO -
At -
T -
temperature input modified by gain and offset
output signal (e.g. sensed temperature)
temperature input
gain
offset
time step
time constant
Mathematical Description
C - T,
-Tg
dC_ Ci - Co
dt ~ c
If the time constant, c, is greater than or equal to one second, the differential
equation is solved outside the subroutine by the MODSIM differential equation
solver. If - is less than one second, the differential equation is solved within the
subroutine:
IF ('/At) < 0.05 OR |Ci - Col < 10-10 THEN
Co = Ci
ELSE
Co = Ci - (Ci -Co-)exp(-At/r)
ENDIF
where Co- is the value of Co during the previous time step.
Type 7 Component Configuration
Description
Ti - temperature
Co - temperature
input
sensor output
Co - temperature sensor output
Parameters
1 I
2 TO
3 Tg
- temperature
- offset
- gain
sensor time constant
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Inputs
1
2
1
Appendix
Type 28: CONSTANT FLOW RESISTANCE
General Description
The constant flow resistance model is used to calculate inlet fluid pressure
given the outlet pressure, fluid mass flow rate, and flow resistance. This model
assumes no interaction with ambient conditions such as thermal losses or
infiltration, and transport delay is assumed to be superfluous. Flow resistance is
constant which makes it convenient for lumping a diverse sub-system into a
single component. The model is appropriate for simulating extract air flow
though a plenum when the flowing air either has properties similar to the
ambient conditions or flows in a well insulated pipe or duct.
Nomenclature
Pi - inlet air pressure
P0  - outlet air pressure
W - fluid mass flow rate
K - hydraulic resistance
Mathematical Description
The inlet pressure is calculated from the outlet pressure, the mass flow
rate, and a constant flow resistance:
KW2
Pi = P0 + sign(W) 2
The flow resistance, K, is calculated from the dimensionless Darcy friction factor,
f:
K 4f L
K=pxt2d5
where d is the hydraulic diameter of the conduit and L is its length. An
alternative derivation of K involves its dimensionless form, K':
= head loss 2AP
velocity head = pv2
and K= 0001K'and K =2pA2
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where v is the fluid velocity, p is the fluid density, and A is the duct or pipe cross-
sectional area.
Type 28 Component Configuration
Inputs Description
1 - fluid mass flow rate [kg/s]
2 - outlet pressure [kPa]
1 - inlet pressure [kPa]
Parameters
1 - flow resistance [1,000/(kg m)]
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Type 88: IDEAL TEMPERATURE CONTROLLER
General Description
An ideal temperature controller is a passive element within an HVACSIM+
simulation used to facilitate the conversion of a control variable into a
temperature state variable without a transformation. The ideal temperature
controller reads a control signal from a unit internal to the simulation or from the
boundary condition file, and equates the variable for the delivered temperature
to that signal.
Nomenclature
C - control signal temperature (-)
T - temperature delivered by the controller (*C)
Mathematical Description
The ideal controller registers the demanded temperature and equates with
the actual temperature delivered. There is no time delay for this operation
T=C
Type 88 Component Configuration
Inputs Description
1 - demanded temperature
1 - delivered temperature
Parameters
None
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Type 100: ACTUATOR W/ FAULTS, DEADBAND AND HYSTERESIS
General Description
This component represents a general actuator for either a valve or damper.
It takes the input control signal and transforms it into a fractional position
accounting for the effects of a time delay, deadband, crank angle and
hysteresis. The model monitors actuator reversals, starts, stops and the the total
distance traveled by the actuator to accumulate wear characteristics. This
model also accommodates faulty actuators which may be stuck. In this case,
the actuator does not move from the starting position which is entered as a
parameter.
This component is independent of the fluid in the pipe or duct. There is no
concern for mass flow or psychrometric effects on the fluid. These aspects of
the simulation are assumed to be included other component models.
Nomenclature
Cd - control signal input to the actuator (O<C<1)
Ca - relative valve or damper position (O<Ca<l)
Ch - actual valve/damper position modified by hysteresis
(O<Ch<1)
Ce - actual valve/damper position modified by the crank angle
(O<CO<1)
H - fraction of actuator's range over which Ch remains constant
when the actuator reverses direction
0 - actuator crank angle
iT - time to travel (limit-to-limit) (s)
Mathematical Description
The relationship between the control signal and the actuator position is the
first order differential equation:
dCa Ci-Cp
dt -- r
Non-linearities introduced by a crank angle and hysteresis are included with the
following equations:
sin(0(Ca - 0.5)) only if 0 0;C0 = 0.5 + ol f9*002sin ( )
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C a - H . When H=O, Ch=Ca.
The calculation of the actual valve/damper position always recognizes that the
final position must lie between zero and one and the maximum speed of the
actuator is '/At.
Tve 100 Component Configuration
Description
- control signal input to actuator
- valve/damper position
- actuator position
- number of stops/starts/reversals
- total distance traveled by valve/damper
direction forward/reverse/stuck
starting position (0-1)
actuator travel time (limit-limit) (s)
minimum change in demanded position for movement
hysteresis
crank angle (0 = linear) (deg)
A: coefficient in range transformation CC = AC + B
B: coefficient in range transformation CC = AC + B
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inputs
1
1
2
3
4
Parameters
1
2
3
4
5
6
7
8
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Type 102: MIXING BOX: DAMPERS CALCULATES SUPPLY AIR
FLOW
General Description
The mixing box model calculates the fresh, recirculated, mixed and
exhaust air mass flow rates based on damper position, damper authority and
pressure differentials among the air streams. It also determines the
thermodynamic properties of the mixed air based on the fresh and extract air
properties. Further, two common failures/faults, oversized dampers and
excessive damper leakage, can be simulated with the model.
Nomenclature
W - air mass flow rate [kg/s]
V - airvoitv [m/s]
T - air dry-bulb temperature [*C]
C - damper position [kg/s]
HR - air humidity ratio [kg/kg]
P - air static gauge pressure [kPa]
A - damper authority [-]
K - open damper resistance [kPa @1 m3/s]
D - full open duct and damper flow resistance [kPa @1 m3/s]
X - damper flow resistance [kPa @1 m3/s]
R - total flow resistance [kPa @1 m3/s]
L - damper leakage [O<L<1]
p - air density [kg/m 3]
f - fresh air
x - exhaust air
s - supply air
r - recirculated air
e - extract air
Mathematical Description
The model assumes a duct cross sectional area of 1 M2, air density and
critical mass flow rates for turbulent and laminar flows. The model calculates
the total resistance to flow in each air stream given the full open damper flow
resistance, the damper position, leakage, and damper authority. The
resistances to flow and known pressure drops among Ps, Pf and Px are used to
calculate air velocities for both turbulent and laminar flow and the extract air
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pressure drop. In the transition range the model performs a linear combination
of the velocities determined for the other regimes.
Given the respective velocities, the mass flow rates are calculated and
thermodynamic relations give fluid properties such as wet/dry bulb
temperatures, enthalpy and humidity ratios.
The faults are modeled by overriding the input parameters into the model.
In the case of leakage, the model assigns a value of 20% leakage to each
damper. Over sized dampers are modeled by decreasing the full open flow
resistances and recalculating the damper authorities with the new resistances.
EQUATIONS
The model calculates the resistance to flow produced by each of the
dampers given data for leakage, authority, damper position, and full open
resistance. The model uses Legg's exponential correlations for parallel and
opposed damper blades with the assumed normalized leakage to calculate the
normalized flow through each damper, F.
parallel F = L(1 - C) + Ce3.789(C-1)
opposed F = L(1 - C) + Ce4.725(C-1)
Given the normalized flow, the damper resistance due to the partially closed
Kdampers is X = F. The the full open duct and damper resistance, including
K(1 -A)damper authority, is calculated with following equation: D = A . Total
resistance to flow, R, is the sum of X and D.
The extract air velocity is calculated from the given mass flow rate, an input
to the model. In the turbulent regime, fresh air velocity is calculated from the
pressure differential and flow resistance. Return air velocity is calculated by
solving a quadratic equation written in terms of pressure differentials and the
extract air velocity. The supply air velocity is the sum of the recirculated and
fresh air velocities.
We (Pf - Ps)Ve Vf = Rf
In the laminar regime, the extract air velocity is calculated in the same
manner as in turbulence. Velocities for the fresh and recirculated air streams
are calculated with the following equations where Wiam is the critical mass flow
rate for laminar flow. The velocities for the fresh and recirculated air are
linearized about this critical flow. The supply and exhaust air velocities are
determined with continuity equations.
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p(P - PS)Vf = Rf Wiam
Vs = Vf + Vr
WiamReVe + Px - Ps
Vr =
WamRx - Rr
Vx = Ve -Vr
The extract air pressure is the sum of the exhaust air pressure and the pressure
drop though the exhaust air damper and duct.
Pe = Px + sign(Vx)RxVx2
Type 102 Component Configuration
Inputs Description
1 - Fresh air dry bulb temperature
2 - fresh air humidity ratio
3 - extract air dry bulb temperature
4 - extract air humidity ratio
5 - fresh air intake gauge pressure
6 - exhaust air outlet gauge pressure
7 - supply air gauge pressure
8 - extract dry air mass flow rate
9 - fresh air damper position (0=closed; 1=open)
10 - return air damper position (0=open if inverted, par(15) = 0)
11 - extract air damper position (0=closed; 1 =open)
Outputs
1 - supply air dry bulb temperature
2 - supply air humidity ratio
3 - supply dry air mass flow rate
4 - supply air specific
5 - supply air relative humidity
6 - supply humid air mass flow rate
7 - extract air gauge pressure
8 - fresh dry air mass flow rate
9 - return dry air mass flow rate
10 - exhaust dry air mass flow rate
Parameters
1
2
3
4
5
6
7
- auxiliary psychrometric outputs (0=no)
- faults 0=none; 1=100% oversize; 2=20% leakage; 3=both
- fresh air damper 0=opposed; 1 =parallel
- return air damper 0=opposed; 1=parallel
- exhaust air damper 0=opposed; 1 =parallel
- open resistance for fresh air damper [kPa at 1 m3/s]
- open resistance for return air damper [kPa at 1 m3/s]
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8 - open resistance for exhaust air damper [kPa at 1 m3/s]
9 - leakage for fresh air damper [fraction of full flow]
10 - leakage for return air damper [fraction of full flow]
11 - leakage for exhaust air damper [fraction of full flow]
12 - authority for fresh air damper
13 - authority for return air damper
14 - authority for exhaust air damper
15 - 0=inverted return air damper; 1=not inverted
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Type 198: HEAT/COOL COIL W/ 3-PORT VALVE
General Description
The model is capable of simulating the dynamic response of a water-to-air
heat exchanger and its three-way valve in parallel, counter and cross-flow
configurations. The valve model simulates all combinations of linear and
exponential action for the coil and bypass flows. The air and water-side heat
transfer coefficients are calculated from correlations appropriate to the flow
regimes and fluid proprieties. The coil heat transfer accounts for the latent
heat of the air and allows the air and water flow rates to approach zero. If
detailed dynamics are not necessary the model can be configured to produce
only steady state heat transfer rates, thus saving considerable computation
time.
The model inputs are the state variables of the inlet air (mass flow rate, dry
bulb temperature and latent heat in terms of humidity ratio) the outlet air(pressure) and the inlet water (mass flow rate and temperature) and the valve
stem position from a suitable actuator model.
The model outputs are the coil surface temperature, and state conditions of
the outlet air (dry and wet bulb temperatures, humidity ratio, specific enthalpy,
and relative humidity), the inlet air (pressure) and conditions from the coil(surface temperature, water mass flow rate, coil outlet water temperature, return-
mixed water temperature and heat exchanger effectiveness). The model also
tracks total energy transfer to the air.
Considerable knowledge about the physical dimensions of the heat
exchanger and valve behavior is necessary for accurate simulations. The
model accommodates different fin materials and tube configurations. Coils
fouled by the build-up of calcium carbonate on the water-side are modeled with
reduced thermal conductivity and volumetric heat capacity of the tube material.
Increased flow resistance due to fouling is not included in the model. Excessive
valve leakage can also be modeled with this model.
Nomenclature
Valve subroutine:
Fc, bp - Normalized flow through the coil or bypass circuit
Y - valve stem position
s - adjusting ratio
L - valve leakage (fraction when closed)
Ngl - valve characteristic exponent
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Coil routine:
Re -
Pr -
p -
cp -
Dh -
Di -
Do -
Reynold's number
Prandl number
density
specific heat
Hydraulic diameter
Pipe inside diameter
Pipe outside diameter
X - length of the coil in the direction of the flow
h - heat transfer coefficient
R - thermal resistance
A - surface area
E - fin effectiveness
a - air-side
w - water-side
i- inlet/inside
0 - outlet/outside
Mathematical Description
The 3-port valve model is included in this model as an external function,
VALVEFLG. Normalized flow through the coil and coil bypass are calculated
from the valve stem position (determined with an appropriate actuator model),
the full closed leakage and an adjustment factor greater than or equal to the
reciprocal of the valve leakage. If the valve is full open, the leakage is assumed
to pass through the bypass circuit; if the valve is full closed, all leakage is
assumed to pass though the coil.
If the valve action of the coil or bypass port is
calculated for one of two different ranges. Valve stem
1
- L
F = 0 Y + L
or F= 1 - 0 .0 05 Y
1 - _
0.005- 0.005)
linear, normalized flow is
nearly closed
(Y < 0.005)
(Y:>!0.005)
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If the valve has exponential action the normalized flow is calculated for one of
three different ranges. When the valve stem is nearly closed, (Y < 0.005), the
flow is calculated as it is for linear action. For stem positions when the action is
approximately linear (0.005 s Y < 0.333)
B-1 exp( 3 )
F=0. 333-.00 5 Y+ 0.0051 - . where B =exp(Ngi)
When the stem position is greater than one third open, Y > 0.333, the
normalized flow follows exponential action relative to the valve characteristic
exponent, Ngi.
F = exp(Ngi(Y - 1))
Fluid properties which vary with temperature are either calculated with
equations which approximate the changes in the properties or by linear
interpolation between points published in standard heat transfer textbooks.
The air-side convective heat transfer coefficient is calculated in an external
function , AIRCOEFF, assuming developing internal laminar flow. Fluid
properties and physical coil parameters are used to calculate the term, gz, as
part of the Nusselt number, Nu, from which the air-side convective heat transfer
coefficient, ha, is calculated.
Re Pr Dhgz = X
and Nu= haD 3.66+ 0.0668k1 + 0.4 gzi
The air-side convective heat transfer is transformed to a thermal
resistanceusing the global fin effectiveness, eg, which is calculated from
physical parameters of the fins and values derived above.
1
Ra=eghg
The water-side convective heat transfer coefficient is calculated in an
external function, WATERRES, allowing for laminar, transitional or turbulent flow
in the pipe. Fluid properties and physical coil parameters are used to calculate
the Reynold's and Prandl numbers and the water-side convective heat transfer
coefficient, hw, is calculated from the Nusselt number as before with the
following correlations:
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Nu = (Re Pr Di) R.3336
Nu = 0.02738(ReO.8 - 253.48)(1.8Pro.3 - 0.8) 2246 < Re 6109
Nu = 0.02264(Re. 8 - 82.69)(1.8Pr0 -3 - 0.8) Re > 6109
As with the air-side heat transfer, the water-side is also converted to a thermal
resistance, Rw.
Rw- A w
The tube material resistance is the tube thickness divided by the
thermal conductivity and the total thermal resistance is the sum
component resistances.
Rm ---- kDi
the material
of the three
Rtotal= Ra+ Rw + Rm =.
UAThe model uses the Number of Transfer Units (NTU = ) to calculate the finCin
effectiveness in the external function, FEFFEC. Cmin is the minimum of either
the air or water (pvcp)a,w, and the ratio, Cr = Cin One
;Cmax'
equations are used to calculate fin effectiveness
configuration of the heat exchanger.
counter flow
parallel flow
cross flow
of the three following
depending on the
1 - exp(-NTU(1-Cr))
1 - Crexp(-NTU(1 -Cr))
1 - exp(-NTU(1+Cr))
(+Cr)
{NTUO. 22
E = 1 - exp Gr- exp(-Cr NTU0-78) -
Given the coil effectiveness, the coil surface temperature from the previous time
step and Ca and Cw the heat transfer to the air is Qa - Ts - Tai the heat transfer
ECa
to the water is Qw ='Ts -Twi
ECw
The air and water outlet temperatures are, respectively,
Tao = Tai +a and Two = Tw +%
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The effective coil surface temperature for the next time period is
= QHwC a where HCcoil is the total heat capacity of the coil including the
fin and tube material and the volume of water within the coil.
Wet coils:
When the coil is wet due to humid air at temperatures below the dew-point
temperature, the model varies the above procedure to include the effects of
latent heat in the air-side thermal resistance.
Zero mass flow in air or water steams:
If the air flow rate is zero and the water flow is not zero, the time constant
for determining the effective coil surface temperature is the time to flush the coil,
tube length
Tflush = water velocity
Ts+ = TfhushTs and Tao = Ts and Two = Twi.
If the water flow rate is zero and the air flow is not, Ts* = HCcoil and Two =Ts
and Tao = Tai + Qa
Type 198 Component Configuration
Inputs Description
1 - inlet air dry bulb temperature
2 - inlet air humidity ratio
3 - outlet air gauge pressure
4 - dry air mass flow rate
5 - inlet water temperature
6 - supply water mass flow rate
7 - valve stem position
8 - effective coil surface temperature
Outputs
1 - effective coil surface temperature
2 - outlet dry bulb temperature
3 - outlet air humidity ratio
4 - inlet air gauge pressure
5 - coil outlet water temperature
6 - return mixed water temperature
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coil water mass flow rate
total heat transfer to the air
sensible heat ratio
coil effectiveness
coil bypass factor
outlet air specific enthalpy
outlet air relative humidity
air specific enthalpy in coil surface condition
outlet air wet-bulb temperature
Parameters
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
simulation method 0=steady state; 1 =liege dynamics
faults: 0=no faults; ...
additional psychrometric outputs: O=no additional outputs
number of tube rows
tubes per row
number of parallel water circuits
length of finned section in direction of flow (m)
height of finned section (m)
width of finned section (m)
tube outside diameter
tube wall thickness
tube material (1=Al; 2=Cu; 3=Fe; 4=CaCO 3)fin spacing (pitch) (m)
fin thickness (m)
fin material (1=Al; 2=Cu; 3=Fe)
air side flow resistance (0.001 kg m)
Kv: valve capacity index (m3/hr at 1 bar)
valve mode (0=lion/lin; 1=exp/lin; 2= exp/exp; 3=lin/exp)
valve characteristic exponent
adjusting ratio
valve leakage (fractional flow when valve is closed)
coil hydraulic resistance (0.001 kg m)
bypass hydraulic resistance (0.001 kg m)
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Type 201: FAN or PUMP - CORRECTS TEMPERATURE for WORK
DONE
General Description
The fan or pump model calculates pressure rise across the device and
efficiency as functions of a mass flow rate, using dimensionless head and
efficiency curves. The model calculates the power consumed by the fan or
pump and the temperature rise in the fluid due to inefficiencies in the system.
All energy lost due to inefficiencies is assumed to heat the fluid. Work done on
air by a fan heats air according to the ideal gas law. The dimensionless curves
are represented by polynomials, with empirically determined coefficients which
must be supplied by the user.
This model accommodates air or water as the displaced fluid. The user
can define upper and lower bounds on the normalized flow to accommodate
overloaded motors and maintain minimum flow criteria. There is also an option
to model the fan or pump when it is turned off (zero rotation on the fan blade or
impeller).
Nomenclature
Cf - dimensionless flow coefficient
Ch - dimensionless pressure head coefficient
Cp - specific heat of the fluid [kJ/kg *C]
D - diameter of the fan blades or impellers [m]
E - power consumption [kW]
N - rotational speed [rps]
Pi - inlet pressure [kPa]
Po - outlet pressure [kPa]
Ti - inlet temperature [*C]
To - outlet temperature [*C]
W - mass flow rate [kg/s]
7 - efficiency
p - fluid density [kg/m 3]
Mathematical Description
Dimensionless flow and pressure head are determined with the following
formulas:
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WCfp=pD3N
1000 AP
and Ch = p(DN) 2
where AP is the pressure rise, P0 - Pi, in kilopascals.
The functions for determining the head coefficient, Ch, and efficiency, 1, in terms
of the flow coefficient, Cf, are in the form:
Ch = ho + hl Cf+ h2 Ct2 + h3 Cf3 + h4 Cf4
11 = eo + el Cf + e2 C12 + e3 C3 + e4 Cf4
The coefficients for these equations are supplied
entered as parameters for the type. The unknown
calculated from the definitions of Ch.
by the user and are
inlet pressure, Pi, is
Temperature gain produced by the fan or pump doing work is
APTO= Ti +PCp
and the power consumed by the fan or pump is
E WAP
Tvoe 201 Comoonent Confiauration
Inputs
1
2
3
4
Outputs
1
2
3
Parameters
1
2
3
4
5
6
Description
- mass flow rate of fluid
- outlet pressure
- fan/pump rotational speed
- inlet fluid temperature
- inlet pressure
- outlet fluid temperature
- power consumption
- 1st pressure coefficient
- 2nd pressure coefficient
- 3rd pressure coefficient
- 4th pressure coefficient
- 5th pressure coefficient
- 1st efficiency coefficient
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7 - 2nd efficiency coefficient
8 - 3rd efficiency coefficient
9 - 4th efficiency coefficient
10 - 5th efficiency coefficient
11 - diameter (m)
12 - fluid: 1 =air; 2=water
13 - lowest valid normalized flow
14 - highest valid normalized flow
156 Appendix158 Appendix
Bibliography:
ASHRAE, (1993). ASHRAE Handbook Fundamentals. Atlanta, GA, American
Society of Heating Refrigeration and Air-Conditioning Engineers, Inc.
Basseville, M. and Igor Nikiforov, (1993). Detection of Abrupt Changes Theory
and Application. Thomas Kailath, Prentice Hall Information and System
Sciences Series. Englewood Cliffs, NJ, P T R Prentice Hall.
Basseville, M., (1986) "On-Line Detection of Jumps in Mean," Detection of
Abrupt Changes in Signals and Dynamical Systems, M. Basseville and A.
Benveniste, ed., Berlin, Springer-Verlag.
Benveniste, A., (1986) "Advanced Methods of Change Detection: An Overview,"
Detection of Abrupt Changes in Signals and Dynamical Systems, M.
Basseville and A. Benveniste, ed., Berlin, Springer-Verlag.
Box, George E. P., W. G. Hunter and J. S. Hunter, (1978). Statistics for
Experimenters. New York, John Wiley & Sons.
Clark, Daniel R., (1985), "HVACSIM+ Building Systems and Equipment
Simulation Program Reference Manual," U.S. Department of Commerce,
NBSIR 84-2996.
de Moor, J. H. and H. C. Peitsman, (1995), "Joint Evaluation Exercise Air-
Conditioning Group", IEA- Annex 25, Montreal, Canada.
Dexter, A. and S. J. Hepworth, (1994), "A Comparison of Fuzzy and Neural
Methods of Detecting Faults in an Air-handling Unit", International Energy
Agency - Annex 25, Boston, Massachusetts.
Dexter, A. L. and M. Benouartes, (1995) draft, "Transient Detection," Building
Optimization and Fault Diagnosis Source Book, Juhani HyvArinen, ed.,
Finland, lEA Annex 25.
Dubuisson, B. and Hossein Vaezi-Nejad, (1995) draft, "Introduction to Formal
Neural Networks," Building Optimization and Fault Diagnosis Source
Book, Juhani Hyvirinen, ed., Finland, IEA Annex 25.
Dumitru, Ruxandra and Dominique Marchio, (1994), "Fault Detection in HVAC
Systems - Coils and Dampers", International Energy Agency - Annex 25,
Boston, Massachusetts.
Fargus, Richard, (1994), "Practical Considerations in the Use of Black-Box
Models for Fault Detection", International Energy Agency - Annex 25,
Boston, Massachusetts.
Glass, A. S., (1994), "Detectability of Faults Using a Qualitative Method Applied
to a Central Air-Handling Unit", International Energy Agency - Annex 25,
Boston, Massachusetts.
Glass, A. S., (1994a), "Documentation for SIMULINK Model of Simplified Annex
25 VAV Reference System", International Energy Agency - Annex 25,
Boston, Massachusetts.
Hart, George W., (1992), "Nonintrusive Appliance Load Monitoring",
Proceedings of the IEEE, 80:1870-1891.
House, John M., (1995), "Joint FDD Exercise", International Energy Agency -
Annex 25, Montreal, Canada.
Ito, Hisahiro, (1994), "Brief Introduction of the Study on the Cost/Benefit
Analysis in the Cost/Benefit Working Group in Japan BEMS Committee",
International Energy Agency - Annex 25, Boston, Massachusetts.
Leeb, S. B., October (1993), Personal Communication.
Leeb, Steven B. and James Kirtley, (1993), "Multiscale Transient Event
Detector for Nonintrusive Load Monitoring", Proceedings of the 19th
Annual International Conference on Industrial Electronics, Control and
Instrumentation, IEEE.
Leeb, Steven B., (1993), PhD. thesis, A Cojoint Pattern Recognition Approach to
Nonintrusive Load Monitoring, Massachusetts Institute of Technology.
Li, Xiaoming, Hossein Vaezi-Nejad and Jean-Christophe Visier, (1994), "First
Trial of the Application of Artificial Neural Networks to the Fault Detection
and Diagnostic (FDD) in a Heating System", International Energy Agency -
Annex 25, Boston, Massachusetts.
Lorenzetti, (1994), "SORTMAT," version 1.0, Cambridge, MA.
Mills, A. F., (1992). Heat Transfer. Irwin. Homewood, IL.
Norford, L. and N. Mabey, (1992), "Non-Intrusive Electric Load Monitoring in
Commercial Buildings", Proceedings of the Eighth Symposium on
Improving Building Systems in Hot and Humid Climates, Dallas, Texas.
May 13-14, p.133-140.
Norford, Leslie K., Richard Tabors and J. Greg Byrd, (1992), "Non-Intrusive
Electrical Load Monitoring, a Technique for Reduced Cost Load Research
and Energy Management", ACEEE (1992) Summer Study Conference,
Asilomar, CA.
OMEGA Engineering, Inc., (1989). The Temperature Handbook. Stamford, CT.
Park, Cheol, (1995), "Annex 25 Joint Evaluation Exercise for Fault Detection
and Diagnosis Methods", IEA- Annex 25, Montreal, Canada.
Rossi, Todd and James Braun, (1994), "Threshold Selection and Optimal
Maintenance", International Energy Agency - Annex 25, Boston,
Massachusetts.
Salsbury, T. I. and P. Haves, (1995), "Application of a Multiple Physical Model-
based Method to Detecting and Diagnosing Faults in Cooling Coils",
International Energy Agency - Annex 25, Montreal, Canada.
Salsbury, T. I., August (1994), Personal Communication.
Salsbury, T. I., P. Haves and J. A. Wright, (1994), "An FDD Methodology Based
on Physical Models and Applied to a Heating Coil Sub-system",
International Energy Agency - Annex 25, Boston, Massachusetts.
Sprecher, Peter, (1995) draft, "State Estimation Methods," Building Optimization
and Fault Diagnosis Source Book, Juhani Hyvarinen, ed., Finland, IEA -
Annex 25.
Trane Company, The, (1993), "Trace 600", version 13.04, La Crosse, WI.
Usoro, Patrick B., Shahriar Negahdaripour, Irvin C. Schick, Ram6n Nadira and
Wallace E. Larimore, (1984), "HVAC System Fault Diagnosis and Energy
Optimization Using State-Space Methods and Modern Control Theory,"
Scientific Systems, Inc., NSF Award No. ECS 8360271.
van Duyvenvoorde, A. M., W. 0. J. B6ttger and H. C. Peitsman, (1994),
"Application of ARX-models and Neural Networks to a Reciprocating
Chiller for Fault Detection", International Energy Agency - Annex 25,
Boston, Massachusetts.
Willsky, Alan, (1976), "A Survey of Design Methods for Failure Detection in
Dynamic Systems", Automatica, 12:601-611.
Willsky, Alan, (1986) "Detection of Abrupt Changes in Dynamic Systems,"
Detection of Abrupt Changes in Signals and Dynamical Systems, M.
Basseville and A. Benveniste, ed., Berlin, Springer-Verlag.
Yoshida, Harunnori and Tatuhiro Iwami, (1994), "Detection of Typical Faults of
Reference AHU System by Kalman Filter -- Part.2", International Energy
Agency - Annex 25, Boston, Massachusetts.
