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The early work on multivariate statistical process control was built upon Hotelling's T~ control chart which was developed to 
simultaneously monitor the means of correlated quality variables. This chart, however, has a drawback, namely, the problem of 
identifying the responsible variable(s) when an out-of-control signal occurs. One alternative is to use a separate X control chart for 
each individual characteristic with equal risks, based on Bonferroni inequality. In this study, we show that, from an economic 
perspective, it may be desirable to have unequal type I risks for the individual charts, because of different inspection and 
restoration costs associated with each variable. We obtain their risk ratios, which are measures of relative importance of the 
variables monitored. Then, based on these risk ratios, we develop computer algorithms for finding the exact control limits for 
individual variables from a multinormal distribution, in the sense that the overall type I risk of the charts is equal to the desired 
value. Numerical studies show that the proposed methods give optimal or near-optimal results from an economic as well as 
statistical point of view. 
1. Introduction x2 = n (x - h)' Z-' (X - pO), 
Statistical process control charts are used widely in in- 
dustry to control process (and therefore product) quality. 
Usually, measurements of process or product character- 
istics are considered as independent and identically dis- 
tributed noimal random variables, and are monitored by 
means of univariate control charts, which, based on 
prespecified control limits, signal the change in the mean 
and/or variance of the characteristic monitored. Some- 
times, however, it is necessary to monitor more than one 
characteristic simultaneously in order to meet the re- 
quired quality standards. When these characteristics are 
mutually correlated, multivariate control charts are em- 
ployed to avoid poor operating performance, which may 
arise if the control limits of the univariate charts are not 
adjusted accordingly. The majority of the multivariate 
control schemes discussed in the literature [I], as in our 
study, assume that the joint probability distribution of 
the monitored quality characteristics is, or approximates 
a muttivariate normal, and measurements are serially 
uncorrelated. 
Similar to a univariate Shewhart X-bar scheme, the 
X 2  (chi-squared) statistic for a p-variate normal charac- 
teristic X to set up a multivariate control chart is defined 
as [2]: 
where n is the sample size, X is the mean of the sample 
observations, is the known in-control population mean 
vector, and C is the known in-control population vari- 
ance-covariance matrix. The x2 chart is closely related to 
the Hotelling's T~ chart [3] which uses an estimate of 22 
instead of the true population value. According to the X* 
chart, a sample signals a possible ou t-of-control condi- 
tion for the process when the X 2  statistic exceeds the cut- 
off value X2,, which is the 100(1 - a)th percentile of the 
chi-squared distribution with p degrees of freedom; or is 
the specified type I risk (i.e., false alarm rate). When E 
and ~ r ,  are unknown, they can be estimated from a sample 
drawn from or representing the in-control process. Al- 
though the X 2  chart can be designed in a fairly straight- 
forward manner, it is difficult to relate an out-of-control 
signal to a particular variable since X 2  is an aggregate 
measure of the process. 
To overcome the above-mentioned difficulty, one of the 
approaches appearing in the literature is the simultaneous 
use of p univariate Shewhart charts for means. For ex- 
ample, the well-known Bonferroni inequality gives a 
system o f p  individual charts, each with an  identical type I 
risk (ai) equal to the desired overall type I risk (a) for the 
system divided by the number of variables (p) monitored, 
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i.e., aj = u / p  for all i. Since statistical process control is 
basically a hypothesis testing problem, the idea of using 
individual univariate control charts is the same as that 
of testing about the individual parameters in a multi- 
parameter model. The control region obtained is rectan- 
gular, and an out-of-control signal occurs when the 
sample mean of any variable falls outside its control in- 
terval. The rectangular region is suitable for the case in 
which the user should take separate corrective action for 
each variable to remedy the out-of-control condition 
[4,5]. The system based on the Bonferroni inequality is 
conservative in the sense that it does not use the depen- 
dence structure of the variables monitored that the actual 
overall type I risk is normally smaller than the desired 
value a. (For more information on the accuracy of the 
Bonferroni and other approximate methods, see Nicker- 
son [6] and Hayter and Tsui [7]). To improve, Hayter and 
Tsui [7], henceforth referred to as HT, proposed a method 
for determining the exact two-sided percentage points for 
each of the variable means of a multivariate normal dis- 
tribution, given the overall type I risk (a), number of 
variables (p), and the population correlation matrix (R). 
In other words, the p individual univariate Shewhart 
charts designed based on these percentage points will 
have an exact overall type I risk a. Their approach in- 
volves utilizing the existing tables of a multivariate nor- 
inal distribution which give the desired percentage points 
corresponding to some selected correlation structures and 
a values. For those combinations of correlations and a 
that are not in the table, the authors suggest using sirn- 
ulation instead. Like the system based on the Bonferroni 
inequality, HT's method assumed the individual control 
charts have identical type I risks. 
When each individual chart has an iden tical type I risk 
and when the shifts (in units of their standard deviations) 
in the ineans of variables are equal, the individual out-of- 
control, as well as in-control, Average Run Lengths 
(ARLs) will be the same for every chart. The out-of- 
control ARL is the expected number of samples that fall 
within the control interval after a shift occurs. The in- 
control ARL is the expected number of samples falling 
within the control interval while the process is in control, 
and essentially is the inverse of the type 1 risk provided 
that the observations are independent and identically 
distributed. When we have identical ARLs for all charts 
under shifts of the same magnitude, all the variables are 
basically treated as equally important. This assumption 
has been made, in part, because no method has been 
heretofore developed for the more general case of un- 
equal type 1 risks. In practice, however, users may desire 
the tnean time to detect the change in the mean of one 
variable to be sn~aller than that of other variables since, 
for example, the cost of restoring the process to an in- 
corltrol state may jointly depend on the delay incurred 
before a true alarm occurs as well as which variable(s) 
went out of control. On the other hand, it may be de- 
sirable to have the in-control ARL of some variables be 
as large as possible because of a high false alarm cost. 
These types of considerations suggest that it may not be 
optimal to have the same ARL for every variable. 
In this study we propose an approach for obtaining an 
economic-statistical design of a system of p individual 
control charts for p correlated variables. The system will 
have an overall type I risk near or equal to the desired 
value of a, while the individual type I risks reflect the 
relative importance of the variables monitored based on 
economics. We proceed as follows. In Section 2, we 
propose a method, based on the idea of the economic 
univariate control chart originated by Duncan 1:8], for 
determining the relative importance of the variables in 
terms of their risk ratios, namely ri = ai/al ,  using the first 
variable as the basis for comparison. The result shows 
why the equal risk procedures (with ri = I ) ,  such as that 
of Bonferroni and HT, yield nonoptimal results when the 
economics is considered. Based on the relative impor- 
tance obtained in Section 2, we then develop numerical 
methods in Section 3 to obtain the two-sided control 
limits for the individual charts such that the overall type I 
risk of the system is near or equal to the desired value of 
a. Our algorithms in Section 3 are different from that of 
HT. Comparisons with some existing results for equi- 
probable cases are also made. An extensive study was 
conducted to evaluate the accuracy of the proposed 
methods for unequal risk cases. Conclusions and some 
possible research directions are given in Section 4. 
2. Relative importance of variables based 
on economic considerations 
We now consider a simple economic mod-el to  determine 
the optimal relative importance of the univariate vari- 
ables in a multinormal model. Assume there are p cor- 
related variables, X I , & ,  . . . ,X,. We define two states, 
state I and state 2, which represent the in-control and 
out-of-control conditions for a process, respectively. 
When the process is in control, their means, without loss 
of generality, are assumed to be zero. The mean vector of 
the process in state 2 is equal to the shift vector 
A = ( d l , .  . . ,6,). The covariance structure of the system is 
assumed to be known and unchanged over time, and the 
individual variances are assumed to be one. Thus, there is 
only one assignable cause, which creates a deterministic 
shift in mean with a known value. We assume that the 
time until the special cause occurs is exponentially dis- 
tributed with known mean I l l .  The implied time unit in 
our discussion is an hour. We assume the process is not 
stopped after an alarm, but is halted throughout resto- 
ration. 
In developing our economic model for relative impor- 
tance, we shall mainly follow Duncan [8] .  However, for 
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the time between two consecutive sampling actions (i.e., 
sampling interval), denoted by N, is fixed and prespeci- 
fied. These assumptions differentiate our model from the 
traditional economic models in which the control limits, 
sample size, and sampling interval are jointly determined 
by minimizing the total expected cost as is the case in 
Lorenzen and Vance [9]. In  our model, the only variables 
to be determined are the optimal control limits, or 
equivalently, the optimal individual type I risks. When 
the sample size and sampling interval are also treated as 
decision variables, finding an optimal solution would be 
very complex [8]. Note however that, -when we show 
nonoptimality of equal control limits for our more re- 
strictive model, this result will also be expected for these 
more general models. The production volume can take on 
any value as long as the probability of a change in the 
process occurring during taking a sample is zero or neg- 
ligible [8]. 
When ai is the- type I risk of the Shewhart chart for 
variable Xi, its upper and lower control limits, f hi 
(hi > 0), satisfy 
a i = 2 [ 1  -@(hi)], for i =  I ,..., p, ( 1 ) 
where @(-) denotes the standard normal cumulative dis- 
tribution function. The out-of-control ARL for the 
specified shift A is given by 
The joint probability in the right-hand side of (2) is to be 
calculated with Xi's being jointly distributed as a multi- 
variate normal with a zero mean vector and the known 
covariance structure. Note that the ARL given by (2) is 
not for a particular chart, but is the joint ARL of p charts. 
Let 
T,- = average false ajarm inspection cost for variable 
xi; 
M = average lost income per hour due to noncon- 
forming product produced by the process oper- 
ating in state 2 instead of state 1; 
W = average cost of searching the assignable cause 
after a true alarm; 
G = cost of obtaining and charting a sample; 
D = average time needed to discover the assignable 
cause; 
E = time to obtain and chart a sample of observa- 
tions; 
y = actual type I 'risk of the system (of p individual 
charts). 
Also let a 
B = N { A R L ( A )  - 0 . 5 + I N / 1 2 )  + E + D .  (3 )  
Duncan [8] considered one variable only, and derived the 
following approximate hourly cost function L, which is to 
be minimized to obtain the most economic univariate 
X-bar chart: 
L = IAMB + ( y T / N )  + I W ) / ( l +  I B )  + GIN, 
where yT /N  is the average false alarm inspection cost per 
hour in Duncan's univariate scheme, with T denoting the 
average false alarm inspection cost for the variable under 
consideration. The other terms that make up L represent 
the remaining three cost components (refer to notation), 
each averaged over a long horizon. Assuming every out- 
of-control signal on every chart is investigated regardless 
of the number of charts signaling such a condition .at a 
particular sampling instant, we have y T = a! TI + - - - + 
a,T, in our cost function. Hence, by using L, our overall 
hourly cost function is 
Similar to Saniga [lo], we take an "economic statistical" 
approach to the problem rather than a purely economic 
one. This approach involves incorporating some con- 
straints on statistical performance into the model. To this 
end, we set an upper bound on the overall type I risk. Let 
The Bonferroni inequality gives 
ARL(A) 2 1 /Q, and (a1 + . . + ap) 2 y .  
To facilitate a closed form solution to our optimization 
problem, we will substitute l / Q  for ARL(A) in (3). Now 




(a, + . - .  + ap) 5 a. 
The relationship between a; and hi is given in ( I ) .  The 
constraint ensures that the actual overall type 1 risk, y, 
computed from the resulting optimal hi values will not 
exceed the required (prespecified) overall type I risk, a. 
When the input values of such parameters as Sf's and 
T,'s are different, it is extremely unlikely that the resulting 
optimum ai's of (6 )  will be equal. By using a numerical 
example, we will compare the resulting costs from these 
optimal a, values versus that from equal ai values, and 
demonstrate that equal ai values cannot yield a lower 
total cost. 
The optimal solutions for the ai's of (6)  must satisfy the 
Karush-Kuhn-Tucker (KKT) necessary conditions for 
the optimum points [ I  I]. For our nonlinear program, the 
conditions are 
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wherc vl is the Lagrange multiplier, and "'" denotes the 
first partial derivative of the function with respect to its 
argument. 
I t  is rather difficult to solve for ai's and hi's from (7)-(9) 
explicitly and exactly; numerical methods are normally 
used. However, under certain reasonable assumptions 
given in Appendix A, approximate closed form solutions 
for the risk ratios are possible and are given by: 
~ , / U I  = a [ e x p ( ~ j / ~ ~ ) ] ~ { d , ~  - [J,I lexp (u j ) ] }b lY' ,  
for j # I ,  (10) 
wherc a = 0.00296 and b = 5.897, and the formulas for 
computing the values of d j l ,  J,,, and u, are given in Ap- 
pendix A. Equation (10) or the result of a numerical 
method describes the estimated relationship between the 
optimal individual type I risks. The ratios of these type I 
risks can be regarded as measures of relative importance 
of tllc variables. 
Using this information, we now can define and solve a 
new probability problem to determine the set of optimal 
or near-opti~nal individual type I risks such that the 
originally specified overall type 1 risk, a, is maintained. 
We focus on this in the next section. 
3. Obtaining the control limits 
Given the desired type I risk ratios from a numerical 
search or from (lo), we now propose algorithms to ob- 
tain the control limits for a multiple univariate X-bar 
chart system with an overall actual (achieved) type 1 risk 
equal or close to a. Note that the exact values of mi's are 
not known yet, although their ratios are known from 
( 1 0). 
We re-index the variables such that the one with the 
smallest type I risk is denoted by XI. Then the ratio of 
type I risk of X, to that of XI is denoted by: 
Let 
piO = in-control population mean of variable Xi;  
a,- = in-control population standard deviation of 
variable Xi. 
The control procedure composed of p univariate X-bar 
charts is based on equal or unequal percentage points of a 
multivariate normal distribution. As before, we assume 
wc have standardized variables, i.e., plo = p 2 ~  = . - . = 
pId. = 0, and a1 = a2 = . = op = 1. The known popu- 
1;ltlon correlation matrix is denoted by R. Now, the 
problc~n can be stated as follows: 
Given a, r2,.  . . , rp and R,  
Find h l ,  h 2 , .  . . , h, such that 
P(-hl  <XI  5 h l , .  . . , -hp < X, < h,) = 1 - U. (1 1) 
The values -hi and hi are the lower and upper control 
limits of the individual Shewhart control chart for the 
standardized variable Xi. Then, the control limits for the 
original non-standardized variables are 
UCL; = p *  + hioi, and LCLi = p d  - hiai. 
I f  sample size n # 1, the constant shifts ai's should be 
replaced by n-1/26i'sy the plotting statistics are sample 
means Ti's, and oi should be replaced by n-1/2a i  in the 
above expressions. Note that n- ' /2a i  is the standard de- 
viation of the sample mean X i .  
Note that there is only one solution for (1 I )  which 
satisfies the prespecified values of ri, i = 2, . . . , p. Heu- 
ristically, this can be explained as follows. First we note 
that a is a monotonically increasing function of a,, 
. . . , a,. Also each ai is a monotonically decreasing func- 
tion of hi. Let A = a1 + . . - + a,. When a; changes, A 
changes in the same direction as a. Note also that there is 
a one-to-one relationship between A and a. Once A and 
ri, i = 2  , . . . ,  p, are fixed, we have a system of p linear 
equations in p unknowns, implying the solution 
(a, , .  . . , ap)  is unique. When r2 = . . . - rp = 1, the values 
of hl , h2, . . . , hp can be obtained from published tables of 
the percentage points of a multivariate normal (or mul- 
tivariate Student t with infinite degrees of freedom) dis- 
tribution [12]. 
If the variables are independent (i.e., R = I, the identity 
matrix), the control limits can be found by solving a, 
(and in turn, ai, i = 2, .  . . , p )  from (1 - al)( l  - rzczl). . . 
( 1  - r,al) = 1 - a. However, an analytical solution is not 
straightforward when variables are dependent with arbi- 
trary correlations. 
In the following three subsections, we propose algo- 
rithms to determine the percentage points of a multivar- 
iate normal distribution with two, three, and four 
dependent variables. The general idea of the proposed 
algorithms is as follows. We start with an initial set of 
risks, ai's, satisfying the given risk ratios obtained from 
Section 2. In general, there are infinitely many such ai's, 
hence an additional constraint such as a = a1 + 
a2 + . + up is added (c.f. Bonferroni inequality). We 
then iteratively update these type I risks until the control 
limits, hi's, from (1) satisfy the probability constraint in 
(1 1). Note that, at each iteration, ai's always satisfy the 
given fixed risk ratios. The iterative algorithm is based on 
the idea of finding the zero of an equation (i.e., (1  1)) by 
successive substitutions. To our knowledge, these algo- 
rithms are the first attempts in the literature to solve the 
problem described in (1 1) for unequal ai's. The Fortran 
programs based on these algoritilrns are available from 
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3.1. Bivariate case The difference between a and cr, can be regarded as the 
Let p be the known correlation coefficient between X1 and 
X2.  Denote the cumulative distribution function of a bi- 
variate normal with zero mean vector and correlation 
coefficient p by 
B(x1 ,x2; Y) = P(X1 I X I  ,x2 5 x2; P ) .  
It can be shown that 
P(11 < X I  Iu1,12 < x 2  5 u2) 
= B(11,12;p) - B ( ] I , U ~ ;  P ) - B(ui, 12; P )  + B ( U I , ~ ~ ; P ) .  
(12) 
The goal is to find the values hl and h2 such that (see (1 I)) 
P( -h l  <XI  5 h l , - h 2  <X2 5 h z )  = 1 - a .  
Using (12), we have 
1 - = B(-hl, -h2; p )  - B(-hi, h2; P )  . 
- B(hl,  4 2 ;  P )  + B(hl, h2; PI.  (13) 
Note the following equalities: 
By substituting (14) and (15) into (13) and rearranging, 
we obtain 
Our proposed Algorithm 1, given in Appendix B, re- 
cursively finds the exact values of hl  and h2 satisfying 
(16), given a, p, and r .  Again, the underlying idea is to 
find the zero of an equation by successive substitutions. 
Subroutine DBNRDF from the International Mathe- 
matical and Statistical Libraries (IMSL) [13], which is 
accurate up to seven digits [14], can be used to evaluate 
B(XI ,x2; P ) .  
To determine the accuracy of the limits obtained from 
Algorithm 1, we ran the algorithm using a full factorial 
experiment with the following three factors: 
The first value to the right of the equal sign is the lowest 
value (level) assigned to the corresponding factor, the 
number inside the parenthesis shows the constant incre- 
ment of factor level, and the third number is the highest 
value of the corresponding factor in the experiment. The 
total number of level combinations was 40 x 3 x 10 = 
1200. At each level combination, the effective (achieved) 
overall type I risk, ae, was computed based on the values 
of h l  and h2 obtained from the algorithm, namely, 
error due to the algorithm in obtaining the overall type I 
risk. Since we are mainly interested in the error for the in- 
control A R L  of the system, we defined the following 
relative error in the in-control ARL for each combina- 
tion: 
Because e depends on the particular factor levels, we 
calculated its average over all experimental runs. Based 
on 1200 level combinations, the average relative error was 
found to be 0.0006. The observed maxirnum e value was 
0.0063, which indicates that our proposed algorithm is 
very accurate. Note that the relative error, e, can be re- 
duced if we use a tighter error tolerance for hi's in Step 4 
of Algorithm 1 given in Appendix B. 
3.2. Trivariate case 
When the number of variables, p, is greater than 2, we 
shall use a direrent algorithm to find the control limits 
since the implementation of the approach used in the 
bivariate case requires a considerably longer computation 
time for p > 2. We first consider the p = 3 case. Let 
which is the trivariate normal probability distribution 
function with zero mean vector and correlation matrix R. 
To simplify the notation, henceforth, we will not explic- 
itly include the correlation matrix R as an argument of 
G(-) unless there may be ambiguity, and the dimension of 
G ( - )  is recognized through the number of arguments in- 
side the parenthesis. 
It can be shown that 
Since the IMSL does not have a subroutine for comput- 
ing G(.) for p > 2, we will provide a method for that 
- - ,  
purpose, following the notatlon of Rice et ol. [IS], who 
investigated a method to compute the one-sided proba- 
bility G(-xl , -x2, . . . , -x,) approximately. Our method is 
based on the same approach although it is adapted to our 
particular objective. 
It  is known that the conditional mean and variance of a 
standard normal variable truncated from above (i-e., 
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where 4(.) is the standard normal probability density 
function. Let pij be the correlation coefficient between 
and Xj.  Then 
0211 = E(X2 I XI I X I )  = P 1 2 0 1 ,  (20) 
s i l l  I Var(X2 I XI 5 X I )  
2 = 1 - p,,(l  - st) = I + P I ~ x I ~ ~ , I  (21)  
The conditional pdf, of X2 given XI  5 xl is normal 
when p12 = 0, and increasingly deviates from normality 
as p I 2  increases. Assuming is normal [16], we ap- 
proximate 
G(xi , X I )  = P(Xt 5 X I  ,X2 5 *2) 
= P(X2 I x2 I XI I x l ) p ( x l  IxI), ' 
by F ( x l , x z ) ,  where 
F ( x l , ~ 2 )  = @(2211 )@(XI), (22)  
and where the standardized threshold, z2l1, is given by 
2211 = (x2 - 0211 ) / ~ 2 1 1 .  (23)  
To calculate the trivariate probability in (17), we first 
note that 
G ( X I  ,x2,x3) = P(X3 x3 ( X2 5 ~ 2 , X l  5 X I )  
x P ( X 2  5 x 2  1x1 <x1)P(X,  2 x 1 ) .  (24) 
The mean and variance, a311 and s : ~ ~ ,  of X3 conditional on 
XI 5 11 can be calculated similar to 0211 and s i l l .  Using 
the bivariate approximation (22) in (24), we can ap- 
proximate G(xl  , x z , x 3 )  by 
F ( x 1 , ~ 2 , ~ 3 )  '@(z3112)@(z211 ) @ ( X I ) ,  P5) 
where 
Thus, from (1 1) and (17) we have: 
Wc propose Algorithm 2 in Appendix C, based on suc- 
cessive substitutions for finding the values of h l ,  h2, and 
h3 (and a,,  a2, and a3) satisfying (28). The idea is the 
following. First, for given p, a, and the individual risk 
ratios, (28) can be rewritten as a quadratic function of a3, 
for example. By solving a3 and by using the method of 
successive substitutions, we find the optimal or near-op- 
timal value of a3 and hence that of a! and a2, satisfying 
(28). 
In order to assess the accuracy of Algorithm 2, we 
compared our results for the special case where rz = 
r3 = 1 and p l z  = = P23 = p  with the "exact" values 
hl , h2,  and h3 tabulated by Bechhofer and Dunnett [12]. 
Rice et al. El51 have pointed out that this special case 
comparison sufficiently indicates the degree of the accu- 
racy obtained by their approximation method for the 
general case, since their method, as with Algorithm 2, 
does not depend on the assumption of any particular 
correlation structure or type I risk ratios. The sensitivity 
of the results of the underlying method to changes in the 
parameters a, p and p are discussed in more detail in Rice 
et al. [IS]. We again utilized IMSL subroutines for com- 
puting univariate probabilities in the intermediate steps. 
Our computer implementation showed that, as  the value 
of p increases, the algorithm yields more conservative 
control intervals; i-e., the obtained hi exceeds the "exact" 
hi. To alleviate this effect, we incorporated the procedure 
described below into Algorithm 2. 
Hohenbichler and Rackwitz [17] have presented a 
method, henceforth referred to as H R ,  to obtain a lower 
bound for G ( x l ,  x2, . . . , x,; R). Their method is similar to 
that of Rice et al. [IS], in the sense that the one-sided 
probability is approximated by using conditional expec- 
tations. The manner in which we incorporated the HR 
procedure into Algorithm 2 can be outlined as follows. 
In Step I ,  for the last two positive terms in (28) we find 
2211, z3ll ,  and p2 ,~ ,  by using the HR procedure instead of 
using (23), (26), and (27). This change reduces the values 
of these two terms, and consequently, the hi values ob- 
tained at the end of the algorithm become smaller, a 
result which helps to correct the bias observed in Algo- 
rithm 2. To distinguish the resulting procedure from 
Algorithm 2, we call it the "improved" version which is, 
in essence, a combination of Algorithm 2 and the W R  
procedure [ I  81. 
3.3. Quadrivariate and higher-order cases 
We also developed an algorithm similar to Algorithm 2 
for the quadrivariate case, in which 1 - a  can be expres- 
sed as (with p = 4) 
where the sum is taken over all combinations of 
u l , a z , ,  , . , a , ,  with ai = -1 or +I for i = 1 , 2 , .  . . ,p .  To 
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follow an approach similar to that in Section 3.2 to ob- 
tain (cf. Rice et al. [15]): 
F(x1,xz, . ,*p) = ,... p - l ) @ ( ~ p - l l ~  ,... @ - 2 ) .  . - 
x @(~2~0>1)@(~1~0)~ 
where, for j =  1,2 , . . . ,  i -  1, and != 1 ,2  ,..., k- 1 ,  
Zi10 ,... J = (zi10 j -~  -  ail^,... j ) / s i l ~ , . - . ~ ~  
7 
ajl~l. . .~- 1 Pji10 ,.,. J- 1 - a i l ~ l . . . , j ,  
aj l~~. . . j-  1 = -#(zjl~l...j-l ) /@(zjl~l . . ,~-  1 ) )  
2 2 
Skjo ,..., c = I + Pkelo ,... ,t- 1 Qklo ,... f l ~ o , . . . ~ ~ -  1 - "klo ,..., e )  
and, for m, n > j, 
- P ~ ~ I O  ,... ,j - {pmnl0 ,... ,j- 1 - ~ j m 1 0  ,... J- 1 ~ j n 1 0  ,... J- 1 a j \ O l - . - J - l  
x (aj~o ,... , j - 1  - zj10 ,... J - ~ ) } l ( s m l ~  ,... j s n l ~  ,... J ) ,  
with initial values rile = xi, blo = pji ,  ail0 = ni, and s;o = 
s; given in (18) and (1 9). Special cases for p = 2 and 3 
were given in Sections 3.1 and 3.2, respectively. 
To  solve for f hi, we can make the following modifi- 
cations to Algorithm 2. In Step 3 of Algorithm 2 we 
substitute terms containing (~q in place of @ ( z ~ ~ ~ ~ ~ )  and 
@(xi), analogous to the three-variable case. Thus, Step 4 
now involves finding the smaller root of a quadratic 
equation in ad. The remaining steps are modified in a 
similar manner; for instance, in Step 6 we compare 
lhdn - h4) versus a prespecified small constant. 
Once again, we checked the accuracy via comparisons 
with the values available for the equicorrelated, equal 
percentage points case given by Bechhofer and Dunnett 
[12j. It was observed that, for four variables, the hi values 
found from our algorithm were lower than the "exact" hi 
values, creating a bias of the opposite nature to the error 
observed in the three variable case. Therefore, to obtain 
an "improved" procedure, we again made suitable 
adjustments using the HR procedure. This time, we used 
the values of z211, q p ,  and pz3, ,  obtained from the HR 
procedure in calculating the four terms with only one 
negative hi on the right side of (29). 
The two-sided percentage points obtained from the 
aforementioned algorithms together with the "exact" 
values given by Bechhofer and Dunnett [12] for p = 2,3 ,  
and 4 are presented in Table 1. Each approximate value 
shown in Table I was calculated in at  most 40 iterations, 
using the improved versions in the three and four variable 
cases. Clearly, the algorithms given for the three and four 
variable cases can be extended readily to the cases where 
p > 4. However, from a practical point of view, the in- 
crease in computation time may be a limiting factor for 
these extensions. 
3.4. Numerical examples 
We now present a numerical example to illustrate the 
use of the algorithms developed. Consider two quality 
characteristics with a correlation coefficient of 0.6. 
The problem is to find the optimal control limits for the 
given numerical values of the following parameters: 
n = 1 , N = l ,  R=0.01, M=$800, W=$200, G=$6, 
TI = $800, T2 = $100, D = 0.7, and E = 0.05. Algorithm 
1 is used to find the hl and h2 values, and then compute 
ARL (A) from (2) and TC from (4). Thus, for example, for 
a = 0.05 and S1 = h2 = 3, we obtain r = 32.38, which 
gives (from (10) and (1)) hl = 3.17 and h2 = 1.97. There is 
a 42.3% (= [$43.59 - $25.15]/$43.59) reduction in ex- 
pected cost per hour when we use the proposed method 
rather than HT to determine the control limits, indicating 
equiprobable limits of HT are not always optimal under 
an economic consideration (see Sere1 [18] for more ex- 
amples). 
It is now possible to make some general observations. 
The difference between the expected total costs for equal 
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and unequal type I risks is larger for the case where the 
shifts in the means are of the same magnitude. Also, as a 
increases, the expected savings from setting r based on 
(10) instead of using r = 1 appear to increase. We also 
note that, because it is derived heuristically, in some cases 
(10) may lead to an expected total cost slightly higher 
than that given by the HT scheme. This is due to the fact 
that some of the assumptions in Appendix A were not 
completely satisfied. But in this case we can always de- 
pend on numerical search methods to provide exact re- 
sults. 
We also studied the changes in the value of r given by 
(10) as the cost parameters TI, Tz, M, and W changed. 
Note that (10) and Appendix A imply a larger value for r 
as a increases when everything else is held fixed. We also 
observed that r is insensitive to changes in W, and inv- 
ersely related to M. Another result which is reported in 
Serel 1181 is that, to a large extent, just the difference 
between TI and T2, and not their specific values, deter- 
mines the value of r in (10). 
4. Conclusion 
Multivariate quality control can be expected to gain more 
atten tion in manufacturing environments in the near fu- 
ture as the demand for more specialized statistical tools by 
quality practitioners increases, due to increasingly com- 
plex products, rising competition, and advances in infor- 
mation technology. Although it has long been recognized 
that the consideration of the cost outcomes of statistical 
decision rules is important for effective implementation of 
these tools in practice, the multivariate statistical process 
control methods developed in recent years have not been 
studied within an economic framework, partly because of 
analytical intractability. The T~ control chart, while it is 
the most known multivariate control scheme, needs to be 
supported by other procedures, since it does not per se 
identify the variable that caused the problem in the pro- 
cess. The multiple univariate X-bar control charts method 
can be regarded as a good alternative for the T~ chart 
because of its better diagnostic feature. By developing a 
model that takes into account the economic impact of the 
decision rules associated with a multiple univariate X-bar 
control scheme, our study considerably enhances the 
success potential of this control scheme in practice. The 
computer algorithms for finding unequal percentage 
points of a multivariate normal distribution, which are the 
first of their kind in the literature, are not only suitable in 
the current context of statistical process control, but it is 
possible to utilize these algorithms for improving the 
statistical decision rules developed for other applications 
where the decision model is based on rectangular proba- 
bility regions. Some references which use this type of 
probability region for applications different from the 
process control can be found in Joe [I  91. 
With respect to future research, a possible direction to  
pursue is to investigate the effect of simultaneous changes 
in both the means and variances of the variables on the 
performance of a multiple univariate chart system. I t  is 
well known that changes in the variance will also impact 
the control chart for the mean. Therefore, if it is desired 
to assign an overall type I risk to the system consisting of 
both mean and variance control charts, we would try to 
allocate the total probability of type I risk among the 
system components as efficiently as possible. It would be 
useful to have some guiding answers to this problem in 
both the univariate and multivariate cases. Previously, 
Crowder [20] has addressed the issue of adjusting control 
limits of range and mean charts for a given overail type I 
risk. He suggested that if the shifts in, say deviation, are 
of principal concern, then the control interval for the 
range chart should be narrowed accordingly. However, 
he did not elaborate on how to make this adjustment 
optimally. Saniga [ I  01 has investigated the problem in the 
context of a joint economic statistical design of mean and 
deviation charts. 
Other future research might focus on a more rigorous 
and detailed treatment of the economic model of Section 
2, and further refinements of the approximations devel- 
oped in this study. Finally, it would be useful to develop a 
multiple univariate bootstrapping procedure, which 
would eliminate the need to make distributional as- 
sumptions, such as rnultinormality, as well as needing 
large amounts of data to derive the control limits. 
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Appendices 
Appendix A 
Derivation of equalion (10) 
Let 4(-) be the standard normal probability density 
function, then we have (from (1)): 
Equation (3) implies 
and (5) implies 
Note that (7), (9), and (Al) imply that for a point hf to be 
an optimum point, TC1(hi) evaluated at hi = h; should be 
nonnegative. 
Po in t s sat is fy ing (7) 
Let 
b3 = I g ( h i ) b l  + ( ~ / N ) ~ j ( h ~ ) ( l  + LB). (A2) 
Then from (4), 
It should be noted that b2 is always positive, and so is bl 
for realistic values of parameters, which implies the first 
term on the right side of (A2) will generally be positive. 
On the other hand, the second term on the right side of 
(A2) is always negative. 4 ( h i )  becomes less negative as hi 
increases. Since from (3) B is proportional to ARL(A) ,  B 
will decrease as hi increases. In light of these observations, 
for large h; and bi values, TC'(hi) evaluated at hi = hj is 
likely to be nonnegative. For example, TC1(hi) > 0 when 
hi > 2.5 and hi 2 2.5. ai 2 2.5 is a reasonable assumption 
in practice; otherwise, one should not use Shewhart's 
X-bar charts because they are not effective for detecting 
small shifts (e.g., shifts with di 5 2.5). The assumption 
hi 2 2.5 is true when ai's or a is small, see (1) and the 
constraint in (6). 
Derivation of (lo) 
From (7), we have 
Define wi = {&(hi + 6;) + 6(h i -b i ) }4 (h ; ) ,  for i = I ,  . . . , p. 
After some manipulations, we obtain 
It can be shown that- 
We ,assume that 6i and hi are relatively large so that 
TC1(hi) evaluated at  hi is nonnegative, and the points 
satisfying (7) constitute a minima. This assumption about 
the values of 6j and hi also implies that removal of the 
term exp ( -h id i )  will not change the value of wi signifi- 
cantly. After eliminating this term and some more alge- 
bra, we obtain from (A3) and (A4) 
where 
We now develop an approximation method to write (A5) 
in terms of ai and aj. TO express the left-hand side of (A5) 
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find the values of a and b to minimize the total squared Step 0. Set the initial values of h l ,  h2, and h3 based on a 
error of the following hypothesized relationship over the Bonferroni region; that is 
discretized interval 2.00 5 h l  5 h, 5 3.00 with an incre- 
a1 = u / ( l  +rz + r3) ,  a* = r2a1, (13 = rjal,  and ment of 0.05: 
SAS results were: a = 0.00296 and b = 5.897, with 
R~ = 0.9654. This high value of the coefficient of multiple . 
determination, R ~ ,  indicates the approximation in (A7) is  
extremely good. Combining (AS) and (A7), we have 
We still need to make more approximations since the 
values of hi, which should be known to evaluate the right 
side of the expression, are not known yet. We approxi- 
mate hi, for i = 1,. . . , p  by 
which is the Bonferroni based control limit given equal 
type I risks for all variables. In order to evaluate J j I ,  we 
use the following approximations: 
ARL(A)  r l /Q, and 
bl S M - [u(T, + . . + T p ) / ( p N ) ]  - AW, 
where all the control limits needed for computing Q are 
assumed to be Ahb. Hence we obtain (10) with uj = hb6,, 
for j =  1,2,  . .  . , p .  
Appendix B 
Algorithm f for bivuriate case 
Step 0. Set the initial values of h l  and hz based on a 
Bonferroni region (i-e., or = a, + az): 
a ,  = u/(l  + r) and a 2  = rai, 
such that hl = W1(1 - a 1 / 2 )  and h 2 =  
@ - I  ( I  - a 2 / 2 ) .  
Srep I .  Update a2 from (16). 
Step 2. Update a! from a, = a2/r.  
Step 3. Compute new values of h l  and h2 (from (I)): 
h i 1 ( 1  - 0 . 5 ,  i =  1,2. 
Step 4. If lh2n - h21 < 0.0001 go to Step 7. 
Step 5 .  h2 = hzn, h l  = h l A .  
Step 6. G o  to Step 1.  
Step 7. Stop. Current values of hl and h2 are the solu- 
tions. 
Appendix C 
Algoritltm 2 for rrivariate case 
We first rearrange the variables so that hl 2 h2 2 h3 (or 
a\ 5 a2 I 4. 
Srep I. Compute the values of z311z and z211 for each of 
the eight terms on the right side of (28). 
Srep 2. Define a multiplier term ki, i = 1 ,  . . . ,8,  for each 
of the eight terms on the right side of (28) as 
follows: 
for x~ = h,, then ki = [ I  - @ ( Z ~ ~ ~ ~ ) ] / [ I  - @(x3)l; 
for x3 = -h3,  then ki = @ ( z ~ ~ ~ ~ ) / @ ( x ~ ) .  
S ~ e p  3. Make the following substitutions in each of the 
eight terms on the right side of (28): substitute 
( 1  - 0.5kia3) for @ ( z ~ ~ ~ ~ )  if x3 = h3, 
0.5kia3 for @ ( z j l l 2 )  if 1 3  = -h3, 
( I  - O a / )  for @(xl) if X I  = hl,  
0.5a3/r3 for @(xi) j f x l  = -hl. 
Thus, by using the multipliers ki, we can replace 
@ ( z j I l 2 )  by a term that explicitly contains a,. 
Step 4 .  Now, we can write (28) as a quadratic equation 
in a3. Let the smaller root of this equation be y. 
Then, let 
Step 5. Compute new values of h l ,  h2, and h3 
Step 6.  I f  Ih3, - h,l< 0.0001, go to Step 9. 
Step 7. Let hl = h l , ,  h2 = h2,,, h3 = h3n. 
Step 8.  G o  to Step 1 .  
Step 9. Stop. Current values of h l ,  hZ,  and h3 are the 
approximate solution to (28). 
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