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ABSTRACT
The properties of the land surface affect the interaction of the surface and the atmosphere.
The partitioning of absorbed shortwave radiation into emitted radiation, sensible heat flux,
latent heat flux, and soil heat flux is determined by the presence of soil moisture. When the
land surface is dry, there will be higher sensible heat flux, emitted radiation and soil heat
flux. However, when liquid water is present, latent energy will be used to change the phase of
water from solid to liquid and liquid to gas. This latent heat flux moves water and energy to
a different part of the atmosphere. A contributing factor to soil moisture available for latent
heat flux is the water table. With a shallow water table (< 5 m), plant roots are able to
extract water for growth and generally an increase in latent heat flux is seen. In the Midwest
U.S., the management of fields changes the latent heat flux through different crop choices,
planting and harvest date, fertilizer application, and tile drainage. Therefore, land surface
models, like Agro–IBIS, need to be simulated and evaluated at the field–scale. Agro–IBIS
is an agroecosystem model that is able to incorporate changes in vegetation growth as well
as management practices, which in turn impact soil moisture available for latent heat flux.
Agro–IBIS has been updated with the soil physics of HYDRUS–1D in order to accurately
simulate the impact of the water table. In measuring soil moisture, a consistent challenge is
the representative scale of the instrument, which is often a point. A newer method of obtaining
soil moisture over the field–scale is using a cosmic–ray neutron detector, which is sensitive to a
diameter of 700 m and to a depth of ≈ 20 cm. I used soil moisture observed by the cosmic–ray
neutron detector in an agricultural field to evaluate estimates made with the Agro–IBIS model
over a growing season of maize and a growing season of soybean. Because of the large area
observed by the cosmic–ray neutron detector, a soil texture sensitivity analysis was performed
using Agro–IBIS to determine the texture that would produce the best hydraulic properties and
therefore the best estimate of soil moisture. The maize year results show Agro–IBIS with silt
xviii
loam soil texture with a RMSE of 0.037 cm3 cm−3 and bias of −0.02 cm3 cm−3 and the updated
Agro–IBIS (AgroIBIS–VSF) had a RMSE of 0.033 cm3 cm−3 and bias of −0.006 cm3 cm−3
compared to the cosmic–ray neutron soil moisture. In the soybean year, sandy clay loam with
Agro–IBIS had a RMSE of 0.028 cm3 cm−3 and bias of −0.014 cm3 cm−3 and AgroIBIS–VSF
had a RMSE of 0.028 cm3 cm−3 and bias of 0.023 cm3 cm−3. These low values for RMSE and
bias demonstrate that the models are in good agreement with the field–scale observation of soil
moisture for the growing season in 2011 (maize) and 2012 (soybean). Adding a water table did
not improve AgroIBIS–VSF’s accuracy against the observed cosmic–ray neutron soil moisture
in the top 20 cm, except with the sandy clay loam soil texture simulations. The original version
of Agro–IBIS conserved water to within 1% of total precipitation, but the water balance for
AgroIBIS–VSF lost close to 10%. Both the original and new version of Agro–IBIS performed
poorly during the 2012 drought year as shown by their inconsistency with observed yield and
the change in soil moisture storage, as well as expected LAI and canopy height.
1CHAPTER 1. INTRODUCTION
The earth’s atmosphere would be dull without the sun. The sun is the source of energy
for the atmosphere’s dynamic motions. Once the sun’s radiation reaches earth’s atmosphere,
it interacts with the atmosphere and earth. Most of the energy from the sun is in short
wavelengths (shortwave), which can penetrate the primarily transparent atmosphere. This
energy makes it to earth’s surface, where it is absorbed or scattered. The molecules at earth’s
surface absorb shortwave radiation and emit radiation in the longer wavelengths (longwave)
according to their temperature. The atmosphere’s greenhouse gases, for example water vapor
and carbon dioxide, are able to absorb longwave radiation emitted from the earth. These gases
also emit longwave radiation back to earth, to space, and into other parts of the atmosphere.
As the molecules at the surface bump into other molecules, they transfer their energy
through a process called conduction. As a group of molecules warms the air above it, the air
becomes less dense and rises, also called convection. The combination of convection and con-
duction is called sensible heat transfer. When water is present on the earth’s surface, energy
will be used to change the phase of water from solid to liquid (melting), liquid to gas (evap-
oration), and solid to gas (sublimation). After liquid water evaporates into the atmosphere,
water vapor can be carried by convection. As it rises, it cools and the water vapor condenses
once the dewpoint is reached. This is latent heat flux, an indiscernible energy exchange. The
troposphere is warmed by this process which transfers energy from the land surface to the
atmosphere by latent heat release.
In the surface energy balance, the radiant energy absorbed by earth’s surface is partitioned
into radiation emitted, latent heat, sensible heat, and soil heat flux. The amount of water
present on the earth’s surface determines the partitioning. Although it stores a small amount
of water, soil water in the vadose zone, between the surface and saturated layers of the water
2table, can have an impact on land-atmosphere interactions, especially in the summer. If the
land surface is dry, sensible heat flux will be the dominant energy transfer, which heats the
surface and planetary boundary layers.
With bare soil, the top of the soil will be the primary evaporative surface. Vegetation such
as a grassland, cropland, or forest will increase the latent heat flux by releasing water vapor, also
known as transpiring, from their stomata during photosynthesis. During the growing season,
there are roots drawing water from the top 1–2 m, possibly from a water table if present. The
plants will be able to increase the total latent heat flux because plant roots make more of the
soil profile accessible for evapotranspiration.
Land and vegetation cover have been changing rapidly since the Industrial Revolution in
the 1800s, and many researchers like Lawrence et al. (2011) have attempted to recreate the past
in order to understand the future changes in the energy balance of the surface with human and
natural modification of the landscape. The comparison from their study of global vegetation
changes from 1850 to 2000 is shown in Figure 1.1. Especially interesting in Figure 1.1(h) is the
substantial change in the coverage of crops over the middle of North America. There can be a
large difference in the growth and development of natural vegetation and managed croplands,
influencing latent heat transfer.
The conversion of this land from natural vegetation to cropland changes the seasonality of
soil moisture and evapotranspiration. In a review of the literature on the changes resulting
from land converted for agricultural use, Raddatz (2007) found that in the temperate areas
of the world, like the Canadian Prairies, the conversion of natural vegetation to cropland has
impacted the phenology and consumption of water by plants. The beginning and end of the
growing season has higher maximum temperatures and lower specific humidities, which would
likely result from the absence of vegetation growing before planting and after harvest.
3Figure 1.1 Vegetation distribution from Lawrence et al. (2011) of trees, grasses, shrubs, and
crops in 2000 and the change from 1850 to 2000. PFT stands for plant functional
type. The left side (a,c,e,g) is the vegetation distribution in 2000 and the right
side is the change in distribution from 1850 to 2000. In the change in distribution,
the reds indicate an increase and blues a decrease. The top panel is for trees, then
shrubs, grass, and finally crop distribution.
4In addition, the conversion to cropland caused a decrease in maximum temperatures and
higher specific humidities during the middle of the growing season, because crops such as wheat
(Triticum aestivum), maize (Zea mays L.) and soybean (Glycine max L.) use water rapidly for
growth during this period. However, Raddatz (2007) found the reverse impact in models and
observations in the conversion of tropical savannas and rainforest to croplands and pasture.
Maximum temperatures have increased and latent heat flux has decreased, especially during
the dry season. This may be due to the ability of native vegetation to transpire more than
crops in those areas.
1.1 Land Surface Models
Many researchers have attempted to incorporate models of these land-atmosphere inter-
actions into global climate models (GCMs). According to Stevens and Bony (2013), global
climate models emerged from basic general circulation models of the 1960s by adding more
complex processes. Recently, there has been a increase in the use of earth system models
(ESMs), which are GCMs that have vegetation and biogeochemical cycling interacting with
the general circulation. These ESMs were used in the latest Intergovernmental Panel on Cli-
mate Change (IPCC) assessment (Stocker et al., 2013). The modeling study used in the most
recent assessment is the CMIP5, Coupled Model Intercomparison Project Phase 5. GCMs
and ESMs are important tools for the prediction of future climate, especially with substantial
anthropogenic changes in the land surface. Because of the complexity of ESMs, the relative
simplicity of GCMs will remain necessary to decouple the impacts of the land-surface interac-
tions with changing climate. Land surface models (LSMs) assist GCMs and ESMs in resolving
the soil-vegetation-atmosphere interactions when simulating the land-atmosphere coupling.
A popular LSM among operational forecasting, as well as mesoscale and global climate
simulations, is Noah. Several offices of the National Oceanic and Atmospheric Administration
(NOAA), NASA, National Center for Atmospheric Research (NCAR), and the U.S. Air Force
have contributed to this model which was developed originally by researchers at Oregon State
University and called OSULSM (Ek et al., 2003). This model has been coupled with the North
American Model (NAM) in an operational forecasting role, and also is the primary land surface
5model for the Advanced Research Weather Research and Forecasting (ARW) (Skamarock et al.,
2005). Noah has been used with multiple regional climate models in a North American Regional
Climate Change Assessment Program (NARCCAP) evaluation by Mearns et al. (2012).
According to Chen and Dudhia (2001), the original intent for the use and development
of Noah was to establish a land surface model for coupled weather and climate studies that
was quick, simple and agreed well with observations. Chen et al. (1996) concluded that it
was in good agreement with observations on a variety of surface parameters (evaporation,
soil moisture, sensible heat flux, and surface skin temperature) and determined that the OSU
model, despite its simplicity, was a good choice for coupling with a regional model like the
MM5 later used in Chen and Dudhia (2001). To calculate evapotranspiration (ET), the model
takes into account the fraction of the grid cell that is green vegetation (Chen et al., 1996; Chen
and Dudhia, 2001). For transpiration, canopy conductance is calculated with environmental
factors of radiation, vapor pressure deficit, air temperature, soil moisture stress, and plant
factors of leaf area index (LAI) and minimum canopy conductance. The LAI is prescribed by
climatological satellite data, and they assign surface albedo according to climatological satellite
data from the Advanced Very High Resolution Radiometer, AHVRR (Chen and Dudhia, 2001).
Despite its wide use in operational and climate modeling, Noah does not have the ability
to grow vegetation and have the vegetation and roots interact with changing land surface,
weather and climate conditions. In future weather and climate simulations, accounting for
changes in vegetation and root growth, and therefore ET, could lead to understanding the
potential feedbacks in land-surface interactions in future climate.
A variety of LSMs have been developed to allow vegetation to interact with weather and
climate by changing phenology, stomatal conductance, leaf area, and vegetation and root struc-
ture according to environmental conditions. These LSMs are what is termed “prognostic” with
vegetation. Other types of LSMs incorporate competition, extinction, and introduction of veg-
etation species which produce changes in the spatial distribution of vegetation. A “dynamic”
vegetation LSM would allow predictions of changes in vegetation distribution with future cli-
mate changes, which in turn could impact the climate of that region.
Another commonly used land surface model is the Community Land Model, (CLM). Ac-
6cording to Lawrence et al. (2011), CLM4 has prescribed LAI, stem area (SAI), and canopy
height from the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite climatol-
ogy. However, CLM4CN, Community Land Model with Carbon and Nitrogen, has a biogeo-
chemical model for carbon and nitrogen derived from the Biome-BGC model, and it also is
prognostic with vegetation phenology, growing vegetation properties over time. CLM also has
a dynamic vegetation model in the CLM4CNDV, which allows for competition among plant
species.
Krinner et al. (2005) developed ORCHIDEE, ORganizing Carbon and Hydrology in Dy-
namic EcosystEms, which is a global dynamic vegetation model designed to be coupled with
the French Institut Pierre Simon Laplace (IPSL) ESM to understand how vegetation interacts
with the climate. A sub-model in ORCHIDEE, STOMATE, Saclay Toulouse Orsay Model
for the Analysis of Terrestrial Ecosystems, has daily prognostic calculations of phenology and
carbon. With phenology, it includes the leaf initiation, LAI, and leaf senescence. The complex
carbon module has eight carbon pools and four litter pools. A hydrologic sub-model called
SECHIBA, a simple parameterization of the hydrologic exchanges between the soil-vegetation
system and the atmosphere, simulates the water and energy fluxes between the land surface,
vegetation and soil, and atmosphere. Within a model grid cell, stomatal conductance and soil
moisture are calculated independently for each plant type. The model can be run with four
configurations for hydrology, carbon, and vegetation distribution, with varying degrees of com-
plexity. If dynamic vegetation is turned off, the vegetation distribution is from Loveland et al.
(2000), which details how land cover classes can be derived from 1 km monthly satellite data.
Seneviratne et al. (2013) tested the sensitivity of five ESMs in the CMIP5 to see the land-
atmosphere interaction resulting from expected soil drying caused by warmer temperatures
over this century. They ran the IPSL–ORCHIDEE using one of four potential configurations
from Krinner et al. (2005) for hydrology, carbon, and vegetation distribution, utilizing option
three to have carbon dynamics which include changes in vegetation and therefore LAI over
time. Although the vegetation distribution is prescribed from satellite data, this version of
ORCHIDEE used in Seneviratne et al. (2013) allows the vegetation to interact with the envi-
ronmental conditions, and in turn affect the important sensible and latent heat fluxes, as well
7as soil moisture. Another ESM in Seneviratne et al. (2013) was the Community Earth System
Model (CESM), which has the Community Land Model (CLM4) as its land surface model.
They found that when they used Representative Concentration Pathway (RCP) 8.5, the
strongest warming scenario from the 2013 IPCC 5th assessment (Stocker et al., 2013), the
ensemble of the ESMs showed an increase in mean temperature, maximum temperature, and
the 95th percentile maximum temperature between the climate normal period of 1971–2000
and 2071–2100 in the summer months. The increase was 1–1.5 K for mean temperature, 1.5–
2 K for extreme daytime temperature, and 2–2.5 K for 95th percentile maximum temperatures.
They found that the magnitude in precipitation changes was not as substantial compared to
the temperature changes, but precipitation generally decreased, especially over the Northern
Hemisphere.
Upon further investigation into the supplementary results of Seneviratne et al. (2013), the
simulation of IPSL–ORCHIDEE considerably amplified the increase in mean and maximum
temperature, maximum temperature to the 95th percentile, and sensible heat flux, as well as
the decrease in soil moisture and latent heat flux compared to the other ESMs like CESM–
CLM4. The difference in soil moisture between the 1971-2000 and 2071-2100 period is plotted
in Figure 1.2.
One hypothesis is that the differences seen between the model simulations were due to IPSL–
ORCHIDEE having prognostic vegetation interacting with the weather, as opposed to using
satellite data for seasonal normals in the other models. The version of CLM4 used in Seneviratne
et al. (2013) does not allow for feedbacks between the vegetation and the atmosphere because
the vegetation parameters as well as geographic distribution are prescribed by climatology
obtained via satellite.
8Figure 1.2 The soil moisture change from Seneviratne et al. (2013) between the RCP 8.5 minus
control (1971-2000) simulation for 2071-2100. The left panel is for the Northern
Hemisphere summer, and right panel is the Southern Hemisphere summer. The
hatched lines in the top panel (Mean) indicate where the five models used in the
study agree on the direction of the change in soil moisture. The middle panel
represents the simulation from the CESM model and the bottom is from the IPSL
model. Note that there is a difference in scale between the model mean and the
individual model results.
91.2 The Importance of Prognostic Vegetation
Several investigators have found that the interaction between a heterogeneous land surface
of agroecosystems and atmosphere should not be ignored in future climate simulations (Weaver
and Avissar, 2001; Levis et al., 2012; Raddatz, 2007). However, many studies in the past have
been limited due to how much computational power was accessible, understanding of land–
surface processes, and the availability of observational datasets. Adding complexity does not
always improve model comparison with observations. Therefore, researchers used simpler land
surface models like Noah to account for the land surface instead of a more complex model like
ORCHIDEE. Simulating vegetation phenology more realistically accounts for the growth of
plants and the interactions between the land surface and the atmosphere in regards to water
and energy fluxes. The review by Raddatz (2007) supports the importance of including the
atmosphere-vegetation interaction. This is too common to ignore in the Midwest U.S., with
much of the land surface in row–crop production.
Levis et al. (2012) emphasize the importance of incorporating vegetation phenology into
an ESM. They ran the CESM1, Community Earth System Model, specifically with its CAM4,
Community Atmosphere Model, and the land surface model CLM4CN, which has a biogeo-
chemical model. They compared three different global simulations with a control (CTRL) of
C3 grasses, crops like maize, soybean and cereals (wheat, barley, rye) replacing C3 grasses in
the midlatitudes in a CROP simulation, and finally a model run with late planting (LateP)
with the maize, soybean, and cereals with the same coverage as the CROP simulation. They
analyzed the model in 4 regions: Argentina, Europe, Russia, and Midwest U.S. Also, they com-
pared the model simulations to Ameriflux data at Mead, NE and Bondville, IL. They focused
on the Midwest U.S. since there is a higher density of managed croplands.
Changing the management to crops planted between April 1st and June 15th with the
CROP and LateP simulations, they found that those simulations had more realistic leaf area
over the growing season, instead of unmanaged C3 grasses, which hardly changed over the
year. At Bondville and Mead, they found that the LateP simulation was better in comparison
with the LAI observations in the first half of the growing season and it was significantly less
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than the CTRL in spring and higher in summer. The CROP simulation LAI compared well
against the Bondville and Mead observations from August to the harvest and was significantly
higher than the CTRL for the summer (JJA). The LateP simulation captures a decreased June
precipitation in the Midwest U.S. related to the delay in the peak latent heat flux compared to
the CTRL and CROP runs. They claim that delayed growth in the LateP simulation reduced
early growing season latent heat and increased sensible heat flux, increased surface temperature,
and reduced June-August precipitation.
Net ecosystem exchange (NEE), a measure of CO2 flux, had significant changes in all
simulations and all seasons. The fall and winter had increased NEE due to soil respiration
and spring and summer decreased NEE for the CROP simulations. For LateP, Levis et al.
(2012) found an increase in fall, winter, and spring NEE and a decrease in the summer. The
NEE matched better to the annual cycle of observations in both simulations. Also, there was
a notable increase in albedo in the Midwest U.S. compared to the CTRL. The soil moisture
limitation on photosynthesis was significantly more for the whole year in the Midwest U.S. for
the CROP and LateP simulations compared to the CTRL. It was increased at Mead for all
simulations during the year, and was most significant for the CROP. Similarly, the soil moisture
limitation increased at Bondville in all but the LateP winter and spring simulation. The soil
moisture is reduced in general in the CROP and LateP simulations compared to the CTRL. In
both CROP and LateP, there were statistically significant changes in LAI in winter (decrease)
and summer (increase). Ultimately, they found that changing the land surface vegetation from
unmanaged grasses to managed croplands had an impact on the CAM4 climate simulation.
1.3 Water Table
As mentioned previously, soil moisture directly impacts the surface energy balance by chang-
ing the water available for evaporation from soil or transpiration from plants. Therefore, water
that can move upwards in the soil from saturated layers to be evaporated into the atmosphere
will change the energy balance. A shallow water table can assist plant roots by supplying water
during drought conditions, but a persistent high water table can also create oxygen-depleted
zones unsuitable for root respiration. In his noteworthy paper on shallow water tables and
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Figure 1.3 Water table depth observations over North America from government data and
published literature, from Fan et al. (2013).
the capillary fringe, Gillham (1984) defines the water table as the depth of zero pressure head.
Many times the water table is confused as the dividing line between unsaturated and saturated
soils, but there can be saturated soil above the water table. The saturated area above the
water table is called the capillary fringe, which can be only a few centimeters to several meters
in depth, depending on the soil structure and texture. A shallow water table is defined by Fan
et al. (2007) as less than 5 m below the surface. In another study, Fan et al. (2013) found
that roughly a quarter of the global land surface is affected by a water table, with about half
of that area interacting with the root-zone. Fan et al. (2007, 2013) compiled North American
and global water table observations, and they used model simulations to fill in the gaps in the
observational records. The observations are shown in Figure 1.3, and the simulation results for
North America are shown in Figure 1.4.
Over the Midwest U.S. and the Canadian Prairies, their analysis reveals that there are
large areas with water table depth estimated and observed to be less than 10 m. However, the
states of Indiana, Illinois, and Iowa have a lack of observations, and portions of central Iowa
are known to have shallow water tables despite the record compiled by Fan et al. (2007, 2013).
The simulation of the North American water table depth in Figure 1.4 indicates that much of
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Figure 1.4 Simulated North American water table depth using a groundwater flow model,
from Fan et al. (2013).
Illinois, central Iowa, and parts of Indiana have shallow water table depth.
A complicating factor to analyzing water table depth across the Midwest U.S. is the practice
of tile drainage. Because many areas have shallow water tables as part of the natural ecosystem
of prairie or forest vegetation, the land needed to be drained for use in agriculture, which
included wetlands. Tiles remove free water that would stay in the soil for a longer time period.
Drains send water to streams, rivers, and ditches in order to use the land for agricultural
purposes. Individual land owners decide whether to spend money on draining their cropland.
1.4 Field–Scale
Since prognostic vegetation and shallow water tables do influence land-atmosphere interac-
tions, at what scale do these interactions need to be understood and modeled?
Exploring a heterogeneous landscape across southern Kansas and north central Oklahoma,
Weaver and Avissar (2001) conducted a case study on six days in July of 1995 over the area
of the DOE ARM, Atmospheric Radiation Measurement (ARM) Cloud and Radiation Testbed
13
(CART). They chose their case-study period during a lack of synoptic scale weather patterns
during the summer, in order to focus on the feedbacks between the land surface and atmosphere.
The land surface near the ARM/CART is mixed with winter wheat, maize, other crops and
natural vegetation. Winter wheat had been harvested by the period of the study, creating
gradients in sensible heat as large as 200 W m−2 as measured by flux observations over the
ARM/CART region. They found that these surface flux gradients were persistent and did
not change daily. Focusing on the microscale (< 10 km), mesoscale (< 100s km), and then
the synoptic scale (< 1000s km) using the Colorado State University Regional Atmospheric
Modeling System (RAMS), they simulated strong mesoscale vertical velocity during each day
of the study period, and analyzed the model’s output of vertical velocity against satellite and
radar observations for three days that had clouds and precipitation and three that did not.
Adding surface heterogeneity allowed RAMS to simulate an increase in latent heat flux in
the middle to upper boundary layer, especially in the mesoscale. These mesoscale features
allow for advection of moisture from shallow boundary layer conditions with high latent heat
flux to a deep boundary layer over a large sensible heat flux, making the moisture available
higher in the atmosphere. They assert that their simulations indicate that changes to the
atmospheric circulations by surface variability are not limited to the small scale during periods
dominated by large-scale flow. They conclude that the advection of these mesoscale features
by large-scale flow will make the land-atmosphere interactions more complex and harder to
simulate and understand. Weaver and Avissar (2001) argue that GCMs need to incorporate
heterogeneous land surfaces and their impact on the atmospheric properties in the mesoscale
and the microscale, which is much smaller than the normal grid size of a GCM.
The in-field differences in the depth to the water table with tiling causes a heterogeneous
land surface that effects the water budget and amount of water available for evapotranspiration
by crops and soils. However, it is very difficult to map tile drainage networks, and therefore it
is not practical to identify this information on the sub-field scale. It may be inferred whether
a field would be likely to have artificial drainage if it is actively managed with row crops. For
regional weather and climate modeling, the change in water storage and movement with tiling
needs to be accounted for in a land surface model with field–scale resolution (≈ 1 km), because
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larger domains may introduce errors from neglecting to address the alteration and acceleration
of the hydrologic cycle due to tiling.
At the field–scale, there can be changes in the soil moisture available for ET due to the
variables like crop type, planting date, hybrid, and fertilizer application which will impact the
rooting depth. Soil management with tillage and tile drainage, and soil property differences in
the vadose zone will also change the soil moisture availability. These factors indicate that the
interactions between the land surface and atmosphere need to modeled at the field–scale.
1.5 Soil Moisture Monitoring
Soil moisture was determined to be an “essential” parameter for land-atmosphere interac-
tions by Ochsner et al. (2013) because of its impact on the surface energy and water budget.
Consequently, measurements of soil moisture are necessary to quantify its effect on climate.
There are direct and indirect ways to measure soil moisture. The standard direct measurement
is known as the gravimetric method, in which a soil sample is taken from the field, weighed,
oven-dried, and weighed again. The gravimetric water content is defined as the mass of water
per mass of dry soil. Soil bulk density, the ratio of the mass of dry soil over the total volume
of moist soil, can be used to determine the volumetric water content (the volume of water per
volume of moist soil) from the gravimetric water content.
In a review on the latest technology to monitor soil moisture at a large-scale, Ochsner
et al. (2013) outlined the early work with indirect soil moisture observations which started
with neutron scattering in the 1950s (Gardner and Kirkham, 1952) and then time-domain
reflectometry (TDR) was discovered in the late 1970s and was introduced by Topp et al. (1980).
These initial measurements of soil moisture were sensitive only to a point with a diameter of
about 0.1 m. Since the 1980s, researchers have developed soil moisture observations using
radiometers, capacitance and impedance probes, and other devices. The measurement of soil
moisture from airplanes and recently from satellites using microwave radiometers has allowed
soil moisture observations to be made at much larger spatial scales. Global coverage of soil
moisture is now produced every three days by the SMOS, Soil Moisture and Ocean Salinity,
satellite mission of the European Space Agency (Kerr et al., 2010). However, the scale of typical
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indirect in-situ measurements is very small in comparison to the satellite’s footprint, making
the validation of the new data difficult. The SMOS footprint is about 40 km compared to a
TDR measurement footprint of ≈ 0.1 m.
In a review dedicated to discussing these scale problems, Crow et al. (2012) noted that
soil moisture has small-scale (≈ 1 m) changes that are dependent on a variety of factors like
soil properties, topography, vegetation, and weather. Because of this variability, it is not valid
to assume a single point measurement with a TDR probe will describe a larger area like the
field–scale. Crow et al. (2012) referenced a figure from Jana (2010) about what factors are
most important at the field–scale, watershed, regional, and continental scales, as illustrated in
Figure 1.5. At the field–scale, the main factors on the variability of soil moisture are determined
to be soil texture and structure. There is evidence that topography (e.g. Van Arkel (2012))
and land cover (e.g. Weaver and Avissar (2001)) have a greater influence on field–scale soil
moisture variability than indicated in Figure 1.5. Crow et al. (2012) also notes that other soil
properties like soil organic matter, porosity and macroporosity impact the variability in soil
moisture.
Crow et al. (2012) summarized several field–scale studies about the number of soil moisture
measurements needed to reach 0.02 cm3 cm−3 accuracy, and they found that between 10 and 20
measurements would be needed to achieve this accuracy. Except in short-term studies, 10 to 20
measurements would likely not be installed in a field. Across a 40 km footprint, another study
found that more than 15 measurements would be needed to satisfy the 0.04 m3 m−3 accuracy
goal of SMOS (Kerr et al., 2010) with wet conditions, but less were required as the soil dried out.
In order to address this issue, Crow et al. (2012) outline several upscaling methods, like time-
stable locations, that hold promise to utilize less measurements and reach the desired accuracy.
Crow et al. (2012) conclude that there are new soil moisture measurement methods that are
being developed with cosmic–ray neutrons, global positioning systems (GPS), and distributed
temperature sensing (DTS) that may be useful for easier validation of soil moisture remote
sensing missions with their larger footprints than point–scale measurements. Ochsner et al.
(2013) also highlighted these three monitoring systems in his review as potentially reducing the
difficulty of the validation of these satellite remote sensing observations.
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Figure 1.5 Going from the point scale to the continental scale, the dark shading indicates
when soil properties, topography, land cover, and meteorological forcing become
the controlling factor on the variability of soil moisture. The vertical lines indicate
increasing scale from field–scale to regional scale going to right. From Crow et al.
(2012); Jana (2010).
In this thesis, I will focus on the method of determining soil moisture using cosmic–ray
neutrons. At a field site near Ames, IA, our research group has a probe that is part of the
COSMOS, the COsmic–ray Soil Moisture Observing System, which is a network of cosmic–ray
neutron detectors that measures fast and thermal neutrons (Zreda et al., 2012). The number
of counted neutrons is inversely proportional to the amount of hydrogen in the environment;
therefore, with calibration for hydrogen sources other than soil water, soil moisture can be
determined. Using the theory from Zreda et al. (2008), Irvin (2013) found that at the Iowa
Validation Site near Ames, IA, the circular footprint of the cosmic–ray neutron detector has
a diameter of 700 m, and the measurement depth is between 15 and 20 cm. This footprint is
much larger than a point measurement, eliminating the need for 10 to 20 measurements across
the area and the resources to install and maintain them. More details on the measurement will
be discussed in Chapter 2.
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1.6 Research Plan
Because of the differences in climate simulations with or without prognostic vegetation, as
well as the findings of Fan et al. (2007, 2013) with water table depth, it appears that the effect
of vegetation and a shallow water table on climate should be investigated further. Therefore,
I chose to use another land surface model, Agro–IBIS, that was developed from the Integrated
BIosphere Simulator (IBIS) (Foley et al., 1996), that has the ability to predict vegetation growth
and the carbon and nitrogen balance, and account for the impact of agricultural decisions on
vegetation and the environment. The nitrogen balance in agroecosystems, managed agricultural
areas, is altered by adding fertilizer for optimum crop growth and yield, but some of the nitrogen
leaches into the groundwater where it becomes a pollutant. Agro–IBIS is also ideal for studying
these interactions of human management and vegetation and their potential effect on climate
in the Midwest U.S. A large fraction of the Midwest U.S. has been changed to cropland. This
is illustrated in Figure 1.1(h). Agro–IBIS has been adapted to account for the different crops
(wheat, maize and soybean) that are grown in the Midwest U.S. (Kucharik and Brye, 2003).
The general structure of the model is displayed in Figure 1.6.
Recently, the soil water and heat components of Agro–IBIS were replaced with HYDRUS–
1D in order to account for a shallow water table, which is introduced as AgroIBIS–VSF in Soylu
et al. (2014). Previous versions of the Agro–IBIS model do not include the ability to model
groundwater in the soil profile, although some (like Soylu et al. (2011)) have included saturated
layers by turning off drainage. HYDRUS–1D solves Richards equation using a potential energy,
or pressure head, and water content (termed ”mixed-based”) relationship. In the analysis of
Soylu et al. (2014), they found that the water content-based Richards equation is considered
more stable with mass conservation, but the mixed-based is better for groundwater flow, since
the water content-based Richards equation has more difficulty with capillary water moving
upward in the capillary fringe, the saturated layer of soil above the water table. A diagram
of AgroIBIS–VSF is found in Figure 3.1. More details on Agro–IBIS and AgroIBIS–VSF will
be discussed in Chapter 3. Cosmic–ray neutron soil moisture data will be used to evaluate
Agro–IBIS field–scale soil moisture.
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1.6.1 Objectives
• Compare one agroecosystem model which simulates soil water movement through poten-
tial energy and volumetric water content to another agroecosystem model that predicts
soil water movement based on volumetric water content alone, using field–scale observa-
tions of soil moisture from a cosmic–ray neutron detector and crop yield.
• Test the effect of a water table on the representation of soil moisture with AgroIBIS–VSF
and evaluate the accuracy of AgroIBIS–VSF against measurements of cosmic–ray neutron
soil moisture.
• Perform a sensitivity analysis of the models’ soil parameters and compare against cosmic–
ray neutron soil moisture measurements.
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Figure 1.6 Agro–IBIS model diagram describing the different model components and their
interactions with arrows, from Kucharik (2003).
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CHAPTER 2. IOWA VALIDATION SITE DATA
The Iowa Validation Site (IVS), is located at 41.98 ◦N and 93.68 ◦W, a few kilometers
southwest from Ames, IA. It consists of 180 acres in Washington Township, Story County, Iowa.
From 2007 through 2012, the site was used to monitor water table depth, soil water content,
soil temperature, bulk density, and many other vegetation and meteorological variables. The
site is maintained by Iowa State University staff in a maize–soybean rotation in odd–even
years. Typically, fall deep (28-35 cm) tillage with a chisel plow occurs after maize harvest in
2007, 2009, and 2011 (Logsdon, 2013). However, tillage also occurred in 2010 due to the field
conditions after a very wet summer. During each spring, the staff applied fertilizer and utilized
a field cultivator prior to planting. Weeds were controlled with glyphosate or clethodim.
2.1 Soil Properties
The IVS is located in the Des Moines lobe, which is a landscape feature in north central Iowa
that developed from glacier movement. Glaciers deposited sediment called glacial till, which is
composed of a variety of soil textures, some stones, and is fertile soil. Logsdon (2012a) found
glacial till below 0.5 m at all but two of the sampling locations. The elevation map and location
of measurement sites at the Iowa Validation Site is shown in Figure 2.1. Logsdon (2012b) also
compiled a table of soil properties regarding elevation, soil series, landscape position, surface
texture from 0-20 cm, and the proximity to tile drainage in Table 2.1. The Farmers Cooperative
Co. (2008) sampled the IVS in 2008 and determined that there was primarily medium to high
percent organic matter, ranging from 2 to 7% in the field, with an average of 3.77%. Zreda et al.
(2012) found that across the footprint of the cosmic–ray neutron detector (see Figure 2.15) the
organic carbon percentage by weight was 1.6%. This converts to 2.76% soil organic matter
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Table 2.1 Site information at the IVS for the 0-20 cm layer with site elevation, soil series, land-
scape position, soil texture, and the presence of tile drains, adapted from Logsdon
(2012b). MSE is mean sea elevation.
Site MSE (m) Soil Series Landscape Position Surface Texture Tile Drain Near
701 313.03 Nicollet Shoulder Clay loam No
702 312.22 Webster Toeslope Clay loam Yes
703 310.23 Harps Depression Clay loam Yes
704 310.98 Harps Toeslope Clay loam Yes
705 312.34 Webster Footslope Clay loam No
706 314.32 Clarion Shoulder Loam No
707 312.68 Clarion Shoulder Sandy loam No
708 315.90 Clarion Shoulder Sandy clay loam No
709 315.50 Clarion Upper level Clay loam No
710 312.66 Webster Footslope Clay loam No
711 312.33 Harps Footslope Clay loam Yes
712 311.10 Webster Footslope Clay loam Yes
713 312.05 Clarion Backslope Sandy clay loam No
714 311.33 Okoboji Depression Silty clay Yes
715 310.19 Harps Depression Clay loam No
901 313.39 Nicollet Shoulder Loam No
with the conversion factor of 1.724 (Hudson, 1994).
Another elevation map displaying the location of the tile drains, site locations and tile inlets
is illustrated in Figure 2.2. Logsdon (2013) described how two watersheds divide the IVS,
Walnut Creek and Worle Creek watersheds. The records show that the lines in the southwest
part of the image are from the county tile line, and they do not have any information about













Figure 2.1 Iowa Validation Site Map, from Logsdon (2012b). The lines with little numbers
indicates topography with elevation in meters. The black circles with identifiers
(e.g. 701) are locations where measurements for water table depth, soil properties,
and other soil moisture and temperature data was collected. The blue dot is the
location of the cosmic–ray neutron detector, and the blue circle around it is the
footprint of the measurement.
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Figure 2.2 Tile drainage network as discovered by Logsdon (2013). The darker colors indicate
higher elevation. Teal lines are the location of the tile drains, red diamonds are
the measurement locations and tile inlets are teal diamonds. The darker blue dot
is the location of the cosmic–ray neutron detector, and the blue circle around it is
the footprint of the measurement.
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2.2 Water Table
In order to use Agro–IBIS–VSF, and any soil model in general, the lower boundary condition
of the vadose zone must be assigned. As mentioned in Chapter 1, a shallow water table
can influence the land-surface interaction. Because of these complexities in the vadose zone,
Hydrus–1D (Sˇimu˚nek et al., 2008) has been incorporated into the soil physics of Agro–IBIS.
For the simulations with a fixed water table, I have given the model the depth in the soil where
zero pressure head, or the water table, is found as the bottom of the vadose zone.
My hypothesis was that the elevation, with respect to mean sea level, of the water table at
any point in the field at any specific time is the same. In order to understand how the water
table at the Iowa Validation Site (IVS) fluctuates, I analyzed observations of the water table.
An illustration of my hypothesis is shown in Figure 2.3. This cross-section of the earth shows
several soil series, with the Clarion on a summit position going down to the depression where
the Okoboji is found in the central Iowa landscape, with the water table at a level that is a
fixed elevation in the soil.
I analyzed 9 water table sites surrounding the cosmic–ray neutron detector (See Figure 2.1
and 2.15) with data from 2007-2012. Sites surrounding the cosmic–ray neutron detector were
chosen for water table depth input data in AgroIBIS–VSF. The water table depth was monitored
manually using a well meter after initially installing the PVC well tube (50 mm in diameter,
slotted the whole length) into the soil at a depth between 2.3 and 4.6 meters using a hydraulic
auger (Logsdon, 2012b). A picture of the wells and neutron probe access tubes is shown in
Figure 2.4. The wells were installed to a depth that would be consistently below the water
table. The frequency of the observations was approximately every two weeks during the growing
season. The well tubes were taken out for field operations and re-installed, and no measurements
were made during saturated or snowy conditions. Refer to the IVS map, Figure 2.1, to see
specific site locations in the field. Sites 704, 711, 712, and 714 are known to have tiles near to
them (Logsdon, 2012b). Tiles are typically installed 4 feet (1.2 m) deep (Logsdon, 2013), and
are used to lower the water table below that depth to improve the soils for crop productivity.








Figure 2.3 Drawing of the hypothesis that the water table would be at a fixed elevation, with
soil series listed from the top with Clarion, down to the bottom with Okoboji,
adapted from Khan and Fenton (1994).
drained soils at sites 705 and 711, which are close to the same elevation (Logsdon, 2012b).
I chose the sites since site 711 has a tile nearby, but site 705 does not. Site 705 is classified as a
Webster (fine-loamy, mixed, superactive, mesic Typic Endoaquoll), and site 711 is a Harps (fine-
loamy, mixed, superactive, mesic Typic Calciaquoll) (Soil Survey Staff, 2014). In an undrained
landscape, a Harps soil typically has the water table closer to the surface than a Webster due
to landscape position. Site 711 (Harps) and the Site 705 (Webster) were found on a footslope
according to Logsdon (2012b). A comparison of these two sites is shown in Figure 2.5, along
with the mean of the 9 sites surrounding the cosmic–ray neutron detector. They have similar
moisture regimes as they both are aquolls, which are poorly-drained Mollisols that have periods
when the water table is high enough to saturate the soil and limit soil oxygen content. However,
during the spring months of April through June, which is the start of the wettest time of year
in Iowa, the site 711 water table is deeper than site 705 (Webster), showing the impact of tile
drainage. The effect of the tile drains is important in the spring because that is the time when
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Figure 2.4 Illustration of the water table wells (white) on the left and the shorter neutron
access tubes (gray) on the right. This picture was taken during a soybean year in
a field adjacent to the IVS.
tile drains are most helpful in removing excess soil water. During the rest of the year, however,
site 705 (Webster) has a deeper water table depth than at site 711 (Harps), as the Webster site
tends to drain more quickly than the Harps site.
In order to test my hypothesis, the average elevation of the cosmic–ray neutron detector
footprint (See Figure 2.1 and 2.15), with a diameter of 700 m, was determined to be 312.5 m
using the elevation data from Van Arkel (2012). The site elevations were determined using a
combination of mean equipment coordinates (Logsdon, 2013), and the closest measured eleva-
tion to those coordinates. The IVS elevation data were measured at a ≈ 20 m resolution with
a GPS receiver, which was mounted on an all-terrain vehicle (Van Arkel, 2012). The values
are similar to the elevations provided in Figure 2.1. In order to calculate the depths to the
water table with respect to mean field elevation, the mean field elevation of 312.5 m was sub-
tracted from the site elevations. Three sites (706, 708, and 710) have higher and 6 sites have
27






























Figure 2.5 Water table depth for Site 705 (Webster) compared against a tile-drained site 711
(Harps). The ”Mean” line is the mean of the 9 water table sites surrounding the
cosmic–ray neutron detector.
lower elevations than the mean field elevation. Data from year 2009 and 2010 are shown in
Figures 2.6 and 2.7. These two years were most likely to verify the hypothesis since the pattern
in the water table depth was similar at the sites during each year. In terms of precipitation,
year 2009 was wetter than normal in April and May, and then dried out from June through
September (WFO Des Moines, 2012). During the spring months, there is a 5 m difference in
the depth to the water table with respect to mean field elevation. But, with a dry summer in
2009, the difference in the measurements decreases to close to 3 m by October 2 (day of year
275). If there was a steady-state condition during a long period of the year, then the depth
to the water table might be at the same elevation with respect to mean sea level; however,
water table conditions change too quickly for this to occur (Logsdon, 2013). Not shown are
data during the driest period of 2011, when the water table with respect to mean sea level had
a spread of only 2 m (without site 708). In 2010, Ames experienced a flood, and the municipal
28




































Figure 2.6 2009 water table data, from 9 sites surrounding the cosmic–ray neutron detector,
relative to mean field elevation, 312.5 m, shown in the black line.
airport recorded over 12 and 15 inches of precipitation in June and August, respectively (WFO
Des Moines, 2012). Years 2009 and 2010 show maximum differences of about 5 m in the depth
to the water table.
For every year, the summit and shoulder Clarion soils at sites 706 and 708 have the highest
water table relative to the mean field elevation, indicating the water table is moving up to the
soil surface with the change in topography. With their analysis of water table observations in
central Iowa, Khan and Fenton (1994) and James and Fenton (1993) demonstrated that soils
on the shoulder or summit positions in the central Iowa landscape have greater variability in
the depth to the water table than the soils at the bottom of the hills and in depressions. James
and Fenton (1993) explained this change in water table with landscape position as a function
of water penetrating through the soil to the glacial till, which is dense and percolates slowly,
and therefore water flows downslope towards the depression along the till. This suggests that
the depth to the water table is relative to the soil surface during the wet periods of the year.
29




































Figure 2.7 2010 water table data, from 9 sites surrounding the cosmic–ray neutron detector,
relative to mean field elevation, 312.5 m, shown in the black line.
Khan and Fenton (1994) identified a nuance of having a measured depth to the water table
below the saturated zone in the Clarion soil in the top landscape positions in Central Iowa soils.
As mentioned before, Gillham (1984) defined this saturated area of soil above the water table
as the capillary fringe. Hence the conclusion of Khan and Fenton (1994) is reasonable because
of the characteristics of massive soil structure, which has smaller pores than would be expected
in sandy soils, and therefore allow capillary rise to be greater in the saturated zone. Logsdon
(2012a,b) measured the bulk density of the Clarion soils (sites 706 and 708) to be between
1.2 − 1.5 g cm−3 from the surface to about 1 m depth. Bulk density increases to 1.8 g cm−3
below 1 m in depth. This confirms that there is denser soil deeper in the Clarion soil at sites
706 and 708. Assuming massive soil structure in the Clarion soils, a rise in the saturated zone
above the water table would be expected at the IVS, although it has not been measured.
The undrained sites show shallower relative water table levels than the drained ones, which
agrees with James and Fenton (1993), who report that poorly drained (like 704, 705, 710,
30
Table 2.2 Water table depth statistics from 2007 to 2012 for 9 sites sur-
rounding the cosmic–ray neutron detector.
2007 2008 2009 2010 2011 2012
Mean (m) -1.39 -1.26 -1.44 -0.99 -1.62 -1.56
Std. Dev. (m) 0.66 0.44 0.39 0.31 0.69 0.46
711, 712, 713) and very poorly drained (like 714) soils that are tile drained have much deeper
water table levels. The mean values and standard deviation, assuming a normal distribution
of water table levels relative to the soil surface, are shown in Table 2.2. The shallower depths
in 2008 and 2010 were due to flooding, and the transition from the 2011 summer into the 2012
drought caused those two years to have a greater depth to water table. The variability in the
shallow water table depth in Central Iowa over the last several years is revealed in the values
in Table 2.2.
I was not able to confirm my hypothesis that the elevation, with respect to mean sea level,
of the water table at any point in the field at any specific time is the same. Therefore, I will
use water table values in AgroIBIS–VSF that are averaged relative to the soil surface, since
the general trend is for the water table to be parallel to the soil surface (Khan and Fenton,
1994; James and Fenton, 1993). The 9 sites in this analysis are shown from 2007-2012 in
Figure 2.8. The water table is plotted with respect to the soil surface, and the solid black
line represents the mean water table depth. The general pattern of seasonal precipitation in
Iowa is captured in Figure 2.8, with wet springs decreasing the depth to the water table, and a
general increase in depth of the water table over the growing season as a result of the increasing
evapotranspiration and reduced rainfall by September. In 2011 and 2012, there were limitations
in the measurement of the water table depth, due to the water table becoming deeper than the
installed well depths. Table 2.3 is a record of the times at each site when the water table was
below a measurable value. In 2012, 7 of the 9 sites were dry by the end of the growing season.
Therefore, the water table was recorded as the deepest measurable value at those sites, and
consequently the mean water table depth was likely deeper than calculated in Table 2.2.
For the insertion of water table depth data into AgroIBIS–VSF, code needed to be written
for the variable water table depth. This code was not written before my model simulations
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Figure 2.8 2007-2012 water table data relative to the soil surface, used to show the pattern
and difference of the water table depth at the 9 sites surrounding the cosmic–ray
neutron detector.
needed to be completed, so I changed my data input to use three fixed water table depth values:
the mean for the year from Table 2.2, the shallowest mean for the year, and the deepest mean
for the year. Therefore, I simulated the 2011 maize and the 2012 soybean years with those three
conditions for the entire year in order to see the impact on the soil moisture in the 0–20 cm
layer. For 2011, the deepest mean was -2.31 m and the shallowest mean was -0.86 m. The
shallowest mean was -0.68 m and the deepest mean was -3.03 m in 2012. For 2012, Table 2.3
and Figure 2.8 indicate that the deepest mean will not account for many of the wells going
below a measurable value during the drought.
2.3 Neutron Probe
Obtaining soil moisture from neutron scattering was first introduced by Gardner and
Kirkham (1952). This method sends “fast” neutrons (≈ 1MeV) into the soil, which collide
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Table 2.3 Occurrences of the depth to the water table below the well from
2007 through 2012, where a check mark indicates that the water
table was below the bottom of the well.










with soil atoms and lose energy (Schmugge et al., 1980). The neutron probe measures the
resulting thermal neutrons. The count of thermal neutrons is dependent on the amount of
hydrogen, and therefore water, in the soil since it is the best at thermalizing these neutrons
(See also Figure 2.11).
The research group from the National Laboratory for Agriculture and the Environment
(NLAE) in Ames, IA which included Sally Logsdon, Gavin Simmons, and Forrest Goodman
collected data on soil moisture using a neutron probe at the single sites (i.e. 701) across the
IVS (Figure 2.1). They collected this data by measuring the soil through the neutron access
tube like the one illustrated on the right side of Figure 2.4. The stainless steel tubes were
50 mm in diameter, and the bottom of the tube was sealed with bentonite to prevent water
entering from the water table (Logsdon, 2013). The soil moisture was measured monthly using
a neutron probe moisture meter (Campbell Pacific Nuclear) at 20 cm increments from 30 cm
to 250 cm. During the installation of the neutron access tubes, a soil core was taken out for
the calibration of the neutron soil moisture. The soil porosity was measured to constrain the
maximum soil moisture for each layer, which was occasionally needed for deeper depths because
of compression. The calibration equation used was
θv = a+ bR (2.1)
where θv is the volumetric water content, R is the neutron count, and a and b are calibration
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constants. To supplement the top 30 cm of soil moisture, the group at the NLAE also took
gravimetric samples with a soil corer and measured soil moisture in 10 cm increments.
This data became useful in my analysis of the Agro–IBIS and AgroIBIS–VSF models in
order to calculate a soil water balance across the site. I took the observed soil moisture from
the surface to 2.1 m at the end of the growing season and subtracted the value at the beginning
of the growing season to get a change in soil water storage. I used 2.1 m since that is the soil
column depth of the original Agro–IBIS simulations. For 2011, the value for October 7 (day
of year 280) was closest to the end of the growing season (although the harvest occurred on
October 28 (doy 301)) and April 6 (doy 96) was used for the beginning since there were no
observations during the month of May when planting occurred (May 3 (doy 123)). In 2012,
the September 27 (doy 271) observation was during the harvest and the observations on May 9
(doy 129) was a week before the planting date on May 16 (doy 137). The beginning and end of
the growing season were not exactly the same as the analysis with the model’s water balance
(discussed in Chapter 4), which used the actual growing season period for all the calculations.
However, the goal of this exercise is to get a range of realistic values for the soil moisture change
over the growing season. In 2011, the observed soil moisture change, illustrated in Figure 2.9
ranged from about 75 mm (site 704) to 200 mm (site 706). In the drought year of 2012, the
change in soil moisture storage seen in Figure 2.10 from the surface to 2.1 m was more than
150 mm at all sites to a maximum of 425 mm at site 901.
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Figure 2.9 2011 neutron soil moisture data showing the change in soil water storage from the
surface to 2.1 m across the IVS at 14 sites.



















Figure 2.10 2012 neutron soil moisture data showing the change in soil water storage from
the surface to 2.1 m across the IVS at 14 sites.
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2.4 Cosmic–ray Neutron Detector
In a comprehensive review of the cosmic–ray neutron method, Zreda et al. (2012) found that
cosmic–rays were researched in nuclear physics for over one hundred years. Cosmic–rays are
charged particles that hit earth’s atmosphere. They collide with atmospheric molecules, causing
them to explode into protons, neutrons, and electrons. High-energy neutrons are produced
from this reaction. A second reaction occurs with the secondary high-energy neutrons and
atmospheric molecules, emitting fast neutrons as a result. The method is unique in that it is
an aboveground in-situ measurement that senses these fast cosmic–ray neutrons.
Zreda et al. (2012) noted that spatial differences in the number of high-energy neutrons
(about 1 Gigaelectron volt (GeV)) are due to the geomagnetic field and the atmospheric pres-
sure. The solar cycle and local weather changes in pressure also impact the high-energy neu-
trons, where solar minima allow for more cosmic–ray neutrons to reach the earth’s surface. The
change in high-energy neutrons is measured with a neutron monitor (Simpson, 2000). Zreda
et al. (2012) found that amount of fast neutrons (≈ 1 MeV ) derived from high-energy neutrons
is determined by the soil water and chemistry, with A2/3, where A is the atomic mass number.
A table of elements found in soil and their properties related to the moderation of fast neu-
trons is shown in Figure 2.11. Hydrogen’s cross-section (σsc), abundance, and effectiveness in
stopping (SP) fast neutrons is superior to other elements. Therefore, fast neutrons are able to
determine the quantity of hydrogen in the environment.
According to Zreda et al. (2012), this is the fundamental principle of the cosmic–ray neutron
detector. Fast neutrons are slowed down, or moderated, by any hydrogen atoms, whether they
are in the soil, air, or vegetation. The C column in Figure 2.11 indicates that hydrogen is not
found in dry rock, making it only present with soil water, organic matter, air, and vegetation.
In order to calculate the soil moisture from the cosmic–ray neutron detector, the other sources
of hydrogen must be taken out of the signal. The detector at the IVS is displayed in Figure 2.12.
At the IVS, Irvin (2013) measured and separated several other sources of hydrogen using
calibration techniques described in Zreda et al. (2012) for soil moisture and vegetation. The soil
moisture calibration was performed by gravimetric sampling to 30 cm depth at 108 points in
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Figure 2.11 Table 1 from Zreda et al. (2012), where A is the atomic mass in gmole−1, σsc is
the scattering cross-section in barns, NC is the number of collisions to thermalize
a 1–2 MeV neutron, ξ is the lethargy of each collision, SP is the stopping power
(ξ times σsc), and C is the concentration of elements in a dry rock in ppm.
three rings at a radius of 25 m, 75 m, and 175 m surrounding the cosmic–ray neutron detector.
This sampling was performed during the growing season in 2011 and 2012. Also, Irvin (2013)
corrected the gravimetric soil moisture by finding the amount of vegetation hydrogen present
using aboveground biomass measurements of canopy height and stem diameter at the 108 points
as well as vegetation water content at the edge of the IVS. The reference neutron count for
the detector is obtained using these calibration techniques. The main equation to describe







where a0, a1, and a2 are universal constants for the calibration function from Zreda et al.
(2012), N is the neutron count and N0 is the reference neutron intensity in air above dry soil.
Soil hydrogen was directly measured by soil sampling for organic matter and lattice water, and
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Figure 2.12 Chris Zweck, one of the coauthors of Zreda et al. (2012), posing with the cos-
mic–ray neutron detector at the Iowa Validation Site.
atmospheric humidity was measured to account for the hydrogen in water vapor.
Irvin (2013) found that the footprint of the cosmic–ray neutron detector is about 700 m in
diameter. A useful conceptual drawing, Figure 2.13, by Ochsner et al. (2013) describes how
the detector’s measurement volume changes in the air and soil. The detector “sees” neutrons
in a hemisphere of air, and this footprint is determined by the water vapor and atmospheric
pressure. The sensing depth is dependent on the wetness of soil, and any other hydrogen sources
present. For the Iowa Validation Site as a reference, the footprint of the cosmic–ray neutron
detector (blue) is displayed at the Iowa Validation Site, shown in red, in Figure 2.14 and 2.15.










Figure 2.13 The sensitivity of the cosmic–ray neutron detector is a dome in the air and a
cylinder in the soil that is sensitive to the amount of moisture present. The
footprint radius is dependent on the amount of water vapor that is in the air as
well as the atmospheric pressure. The measurement depth is related to the soil
properties, especially any soil hydrogen. Adapted from Ochsner et al. (2013).
2.4.1 Conversion to Volumetric Soil Moisture
Equation 2.2 is for gravimetric soil moisture. However, for a comparison with a land surface
model like Agro–IBIS, these data needed to be converted to volumetric soil moisture. The
relationship between gravimetric and volumetric soil moisture is found with:
θv = θg × ρb
ρw
, (2.3)
where ρb is the soil bulk density, mass of solids over the total volume, and ρw is the density
of liquid water, assumed to be 1 g cm−3. The bulk density of the IVS has been determined
during the growing season of 2011 and 2012 during the calibration of the cosmic–ray neutron
detector. The 0-20 cm soil bulk density is plotted over 2011 and 2012 in Figure 2.16. The bulk
density has a drop in value during a rapid growth period for vegetation in June 2011 and in
July 2012, possibly indicating that root growth is causing bulk density to decrease. Tillage
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Figure 2.14 A Google Earth view of the field site near Ames, IA. The red outline is the Iowa
Validation Site, and the blue circle is the cosmic–ray neutron detector’s footprint.
could have not caused these decreases since they occur a month or more after planting. Bulk
density was measured by Sally Logsdon and Gavin Simmons at several measurement locations
at the IVS in 2011, and the data comparison is shown in Figure 2.17. The data indicate that
the bulk density measured by Irvin (2013) in 2011 may have been too low, but the measurement
locations of Sally and Gavin were different than Irvin (2013) across the IVS.
2.4.2 Cosmic–ray Neutron Soil Moisture
The corrected data from Irvin (2014) were for the growing seasons in 2011 and 2012, since
these were the periods of the calibrations that she performed for her thesis (Irvin, 2013).
Therefore, the first record of 2011 soil moisture begins after the planting on May 3 (doy 123)
and the emergence on May 12 (doy 132), and the last observation occurs shortly after the
harvest on October 28 (doy 301). The 2011 volumetric cosmic–ray neutron soil moisture is
displayed in Figure 2.18. From the beginning of the record until June 24 (doy 175), the soil
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Figure 2.15 A zoomed-in Google Earth view of the field site. The red outline is the Iowa
Validation Site, and the blue circle is the cosmic–ray neutron detector’s footprint.
moisture is elevated with frequent precipitation events, and after this period there is a decrease
in soil moisture with plant water uptake. The soil moisture then stays lower until after the
harvest has occurred.
The planting date in 2012 was May 16 (doy 137), emergence was on May 22 (doy 143), and
the harvest was September 26 (doy 270). The 2012 soil moisture data begin after emergence
and end shortly after harvest. Figure 2.19 shows the relationship of volumetric cosmic–ray
neutron soil moisture in 2012. The soil moisture has its peak in the similar period as 2011 at
the beginning of the record, and then decreases about June 23 (doy 175) with rapid plant water
uptake and decreased precipitation. The increase in soil moisture after harvest is not captured
since the record ends a few days after harvest. The 2012 soil moisture is lower than 2011 due
to the lack of precipitation and high temperatures during that summer. These data will be
used as the observational dataset in my root mean squared error (RMSE) and bias analysis of
Agro–IBIS and AgroIBIS–VSF field–scale soil moisture in Chapter 4.
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Figure 2.16 The change in 0-20 cm soil bulk density over time in the cosmic–ray neutron































Figure 2.17 A comparison of 2011 0-20 cm soil bulk density in the cosmic–ray neutron de-
tector’s footprint (blue) and at several locations across the IVS (pink), from
Irvin (2014). The legend text Samantha indicates work from Irvin (2014), and
Sally/Gavin indicates data from Logsdon (2013).
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Figure 2.18 Cosmic–ray neutron soil moisture plotted with precipitation over 2011.









































Figure 2.19 Cosmic–ray neutron soil moisture plotted with precipitation over 2012.
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2.5 Agro–IBIS Input Data
Agro–IBIS requires meteorological data inputs in order to run the model. Typically, the
model is run at hourly timesteps, and is given air temperature, relative humidity, wind speed,
shortwave radiation, and precipitation as referenced in Figure 1.6. At the IVS, the USDA-
ARS NLAE has instrumented an eddy-covariance tower to measure these parameters at 15
minute intervals. Because these higher resolution data were available at the IVS, the model
was configured to run at 15 minute timesteps. I used a combination of datasets collected in
the vicinity of the IVS to compile a complete record. A Google Earth map, Figure 2.20, has
been created to show the location of these sites and a summary of the sites is below.
NLAE IVS
The primary source of input data that I used for temperature and relative humidity,
radiation, and wind speed was the NLAE IVS. This eddy-covariance tower was installed
in 2007 and subsequently maintained by the NLAE. It was taken out for field operations,
such as planting seeds and harvesting crops. An HMP45C was used for temperature and
relative humidity, CNR1 for net radiation, CSAT3 sonic anemometer for wind speed and
direction, and TE525 tipping bucket gauge for precipitation.
NLAE Brooks 10
About a kilometer to the southwest of the IVS is the NLAE Brooks 10. This field is on
the same maize-soybean, odd-even year rotation as the NLAE IVS. The NLAE Brooks 10
data were continuous since the equipment does not need to be moved for field operations.
The instrumentation at the NLAE Brooks 10 is the same as the NLAE IVS.
NLAE Brooks 11
A short distance from NLAE Brooks 10 is the location of NLAE Brooks 11. This NLAE
flux tower has the opposite crop rotation as the NLAE Brooks 10 and IVS flux tow-
ers, with maize-soybean rotation on even-odd years. These data were continuous, like




The Ames Automated Surface Observing System (ASOS) is located at the municipal
airport in Ames, IA (ICAO: KAMW). It has standard ASOS equipment to measure
temperature and relative humidity, wind speed and direction, precipitation, visibility,
and cloud ceiling height. It is located 5 km to the northeast of the IVS.
Agronomy Farm
The Agricultural Engineering and Agronomy Farm is over 8 km from the NLAE IVS,
and it has temperature and relative humidity, wind speed and direction, radiation, and
precipitation observations at its weather station.
University of Iowa
The University of Iowa had a total 4 rain gauges at two dual tipping bucket gauge sites,
NRG01 and NRG06 (Goska and Ceynar, 2013). The two sites were installed in 2007 and
remained at the IVS through 2013 except for periods during the winter when they were
cleaned and maintained.
In order to provide a complete dataset to Agro–IBIS, the data gaps in the primary source,




If there was only a single timestep missing, then the average of the previous and next timestep
was applied. For data gaps longer than three hours in the NLAE IVS dataset, I used this order
of operations for all the variables except precipitation:
1. NLAE Brooks 10
2. Ames ASOS
3. NLAE Brooks 11
Periods of data missing from the NLAE IVS were first replaced with NLAE Brooks 10
due to its proximity and matching crop rotation. If the Brooks 10 data also were missing, or
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did not look clean, then the Ames ASOS data were retrieved from the Iowa Environmental
Mesonet (Herzmann, 2014). Because these data are hourly, linear interpolation between hours
was performed with Equation (2.4). The most common period for both the NLAE IVS and
Brooks 10 sites to have bad values was during precipitation events. During brief periods in
2009 and 2011 the NLAE IVS and Brooks 10 were missing radiation data. Since the Ames
ASOS does not have radiation measurements, the NLAE Brooks 11 was used to fill gaps in
shortwave and longwave radiation. These data were chosen over the Agronomy Farm radiation
data since they were comparable to the NLAE Brooks 10 radiation data during other times,
and the instrument, CNR-1 net radiometer, is the same as NLAE Brooks 10. However, the
NLAE Brooks 11 data were generally not preferred since they had the opposite crop rotation,
with maize in the even years, and soybean in odd years. For eddy-covariance values like sensible
and latent heat flux, I was not able to fill gaps when both the NLAE IVS and Brooks 10 data
were missing or bad, since those data are not collected at the Ames ASOS, and NLAE Brooks 11
has different growing season conditions.
For precipitation, I chose to plot the data to determine which rain gauges agreed for precip-
itation event frequency and magnitude. Despite there being five rain gauges at the NLAE IVS,
there were periods when the NRG01 and NRG06 sites and the NLAE IVS gauges did not
record data. Therefore, more than one rain gauge was used to complete the record for the
year. The Ames ASOS precipitation data were used as a reference since they are collected at
a well-maintained airport rain gauge.
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Figure 2.20 Meteorological data sites near Ames, IA that were used in the compilation of
the precipitation, temperature, relative humidity, radiation, and wind speed data
that was given to Agro–IBIS for the simulations from 2009-2012.
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2.5.1 2009 Data
From April 23 (day of year 113) through May 8 (doy 128), the NLAE IVS was removed
for planting. It was taken out of the field October 20 (doy 293) for the harvest, and installed
on December 4 (doy 338). I filled these data gaps primarily with the NLAE Brooks 10 data.
However, from October 20 (doy 293) through 27 (doy 300), NLAE Brooks 10 did not have any
data. This period was filled with Ames ASOS for temperature, relative humidity, and wind
speed, and NLAE Brooks 11 data for radiation. During this year, the NLAE IVS CSAT3 sonic
anemometer had frequent periods of missing and bad values for wind speed and the other eddy-
covariance variables. I replaced these bad data using linear interpolations or NLAE Brooks 10
data in most cases. However, when the NLAE Brooks 10 data were impacted as well, the Ames
ASOS wind speeds were used. Often, the NLAE Brooks 10 data would be bad at the same
time as the NLAE IVS during a precipitation event. For temperature and relative humidity,
there were periods on April 23 (doy 113), 24 (doy 114), and May 8 (doy 128) where I used
Ames ASOS data. There were no additional problems with the radiation data other than the
data gaps for planting and harvest.
Figure 2.21 demonstrates accumulation of precipitation over 2009. Despite missing the
first 75 days of the year, the IVS precipitation records stay consistent with the ASOS in the
frequency and magnitude of events until the last part of the year.
Three of the University of Iowa rain gauges were about 40 mm apart. The NRG01 and
NRG06 sites were installed on March 16 (doy 75), and NRG01 was removed on December
24 (doy 358) and NRG06 on December 29 (doy 363). Until October 24 (doy 300), NRG06A,
NRG06B, and NRG01B were within a few millimeters; however, NRG06B diverged from those
two records since it had a smaller magnitude in the precipitation events. The total accumulated
precipitation for NRG01B at 796 mm and NRG06A at 820 mm is less than 25 mm apart.
NRG01A has two periods between mid-April (doy 100) and the end of May (doy 150) when
the magnitude of the events seems too high when compared to the other gauge records. It
also appears to miss the precipitation event near March 16 (doy 75). NRG01A finishes with
the highest accumulated value, 838.5 mm, at the IVS. The NLAE IVS data are consistent
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Figure 2.21 2009 precipitation data accumulated over time from 7 rain gauges in the area
around the IVS. The black “Final” line was the combination of this data used for
model input.
with the other rain gauges until July 19 (doy 200), when the magnitude of the precipitation
events trails the other gauges, and some events are missed right before October 27 (doy 300)
and near the end of the year. The amount recorded by the NLAE IVS gauge was 733 mm.
The Agronomy Farm data almost stop accumulating precipitation after June 9 (doy 160). The
ASOS total for 2009 was 883 mm, and the Agronomy Farm recorded about 217.5 mm.
For the final precipitation record of 2009 I will use the average of the NLAE IVS and the
Ames ASOS during the first 75 days. After this period, I will use the average of the NRG06A
and NRG01B until the December 24 (doy 358), after which I will use NRG06A until December
29 (doy 363). The final two days I will fill with Ames ASOS data. The total amount of the
Final line in Figure 2.21 is 871 mm.
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2.5.2 2010 Data
In the wet 2010 year, there were data gaps during planting and harvest. The planting
data gap was from May 4 (doy 124) through the 19 (doy 137), and this was filled by the
NLAE Brooks 10 data. Also, the equipment was taken out of the field by October 22 (doy
295), and it was absent the rest of the year. The period from October 22 (doy 295) through
December 31 (doy 365) was also filled by NLAE Brooks 10 data. There were a few other periods
of missing data in May, July, and September, which were also replaced with NLAE Brooks 10
data.
There were occasional bad values for relative humidity and wind speed, and a few for
radiation that were primarily replaced with NLAE Brooks 10 data. However, for wind speed
on January 17 (doy 17) through the 22 (doy 22), March 15 (doy 74), April 23 and 24 (doy 113
and 114), and July 4 and 5 (doy 185 and 186), bad data were replaced with Ames ASOS data
since the NLAE Brooks 10 data also were reporting erroneous or missing values.
Table 2.4 shows the large discrepancies in the observed precipitation. In Figure 2.22, the
accumulation of precipitation over the 2010 year is displayed for the same sites in Table 2.4.
The precipitation data from the NLAE IVS during 2010 did not compare well to the other
sources of data. It appears to miss most of the rainfall events seen in the other gauge records
in Figure 2.22. Site NRG01 was installed from March 16 (doy 75) through November 29 (doy
333), and NRG06 from March 16 (doy 75) through December 21 (doy 355). The data from
NRG06B were extremely high, above 4000 mm, so I eliminated these data from consideration.
NRG06A has a large gap in precipitation from mid-June (doy 175) through mid-August (doy
230). The data from NRG01A are too low because there are several rainfall events on August
13 (doy 225), September 2 (doy 245), September 17 (doy 260), and October 7 (doy 280) that
are shown in the data from the other gauges (excluding NLAE IVS, NRG06B), but are not
captured by this gauge. Gauge NRG01B has the most consistent record at the NLAE IVS for
this year. The Agronomy Farm data begin later, and the rainfall events do not have the same
magnitude as the other gauges through most of the year (see the period near September 17
(doy 260) as an example).
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Figure 2.22 2010 precipitation data accumulated over time from 7 rain gauges in the area
around the IVS. The black “Final” line was the combination of this data used for
model input.
Despite the discrepancies in the precipitation data, there is evidence that this year was
unusually wet. There was long-term ponding at site 703, which prevented soil moisture probes
from being installed (Logsdon, 2012a). The water table was shallow during this period (see
Figure 2.8).
The precipitation data I will use for the beginning of the year will be ASOS data, since it is
the only gauge recording data, then NRG01B after it was installed on March 16 (doy 75), until
it was removed from the field on November 29 (doy 333). After that, I will use ASOS data for
the rest of the year. This is shown in Figure 2.22 as the Final line, and the total amount is in
Table 2.4.
2.5.3 2011 Data
During the 2011 year, the NLAE IVS was not installed until the middle of May. Therefore,
I used NLAE Brooks 10 data until May 19 (doy 139). During the first five months, there
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Table 2.4 The 2010 precipitation data from the NLAE IVS tower, Ames
ASOS, Agronomy Farm, and NRG sites. The Final number is a






Ames ASOS 1326 mm
Agronomy Farm 947 mm
NLAE IVS 242 mm
Final 1273 mm
were a couple of periods on February 23 (doy 54) and April 26 (doy 116) when I used Ames
ASOS data for wind speed. I used shortwave and longwave data on May 6 (doy 126) from the
NLAE Brooks 11.
In the data for the rest of the year from the NLAE IVS, there were short gaps in the data
for wind speed, relative humidity, temperature, and eddy-covariance data. For example, there
were periods of missing wind speed on June 29 (doy 180) through July 1 (doy 182), which I
filled with NLAE Brooks 10 data.
Figure 2.23 is the graphical representation of the precipitation accumulation from the dif-
ferent sources in 2011. I analyzed the precipitation data from the NLAE IVS against a variety
of other sources before finalizing the Agro–IBIS input file. The NLAE IVS, with the addition
of the NLAE Brooks 10 data until May 19 (doy 139), recorded 679 mm for the year, Ames
ASOS had 804 mm, and the Agronomy Farm had 599.5 mm. The NRG01 site was installed
on June 22 (doy 173) and taken out December 1 (doy 335), and its A bucket had 376.5 mm
and its B bucket had 314 mm. The NRG06 site was installed April 26 (doy 116) and taken out
December 1 (doy 335), and its A bucket recorded 546.25 mm and its B bucket 572.25 mm.
The NLAE IVS data had a gap in its data from about May 15 (doy 135) through June 9 (doy
160). Other than this gap, the data compare well to the other gauges with no obvious missing
precipitation events. The Final line in Figure 2.23 has this gap filled with the average of NRG06
data. The Final data compare better to the total Ames ASOS data, going from a difference
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Figure 2.23 2011 precipitation data accumulated over time from 7 rain gauges in the area
around the IVS. The black “Final” line was the combination of this data used for
model input.
of about 125 mm to 10 mm. The most important criteria, though, is that the NLAE IVS
precipitation data has similar frequency and magnitude of events as the other gauges to give
them validity. Using mainly the NLAE IVS for the data in the Final line accomplishes this
for 2011. The Final line is what is given to Agro–IBIS for 2011 with a total of 814 mm of
precipitation.
2.5.4 2012 Data
In the NLAE IVS data, there was a typical gap in planting from May 9 (doy 130) through
May 17 (doy 138). This gap was filled with NLAE Brooks 10 data. In general, this year’s data
did not have as many data gaps or bad values as the other years. All of the bad values were
periods of less than three hours, so I utilized linear interpolation.
For precipitation, the 2012 year was notable for its drought conditions that drew compar-
isons to the drought of 1988. Much of the U.S. Midwest was in severe or extreme drought,
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Figure 2.24 September 11, 2012 Drought Monitor map illustrating the severity of the drought
at its peak in September 2012, when most of Iowa was in extreme drought (D3).
with most of Iowa in severe drought. Figure 2.24 displays the U.S. Drought Monitor map on
September 11 (doy 255). It indicates the vast extent of the drought across the United States.
The drought started in May and continued until the historic spring rains of 2013.
The total accumulated precipitation for the 7 gauges in 2012 is in Table 2.5. The precip-
itation accumulation over 2012 is displayed in Figure 2.25. NRG01 was installed on March
19 (doy 79) and removed on December 19 (doy 354). NRG06 was installed on March 15 (doy
75) and removed on December 20 (doy 355). The NLAE IVS had the most precipitation for
the year, with over 900 mm. However, looking at Figure 2.25, there are several precipitation
events after the midpoint of the year in the NLAE IVS data that do not appear in the other
precipitation records. The ASOS data are missing for the first two months of the year, so the
NLAE IVS and Agronomy Farm data have been averaged for the first 75 days until the other
IVS sites were installed. The consistency of this year’s data at the IVS, with the exception of
the NLAE IVS, is encouraging. The difference between the NRG01 and NRG06 sites is less
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Table 2.5 The 2012 precipitation data from the NLAE IVS tower, Ames
ASOS, Agronomy Farm, and NRG sites. The Final number is a






Ames ASOS 658 mm
Agronomy Farm 506 mm
NLAE IVS 911 mm
Final 605 mm
than 75 mm. However, NRG01 sites miss several precipitation events between May 29 (doy
150) and July 18 (doy 200).
For the final precipitation value, shown on Figure 2.25 as the Final line, I averaged the
Agronomy Farm and NLAE IVS for the beginning period, then I averaged the NRG06A and
NRG06B gauges until the end of that record on December 20 (doy 355). After this period, I
inserted ASOS data into the last 11 days to arrive at an amount of 605 mm.
2.5.5 Summary
I utilized gap-filling methods of linear interpolation and inserting other data sources to
provide a driving dataset to Agro–IBIS. I replaced missing or bad values for the NLAE IVS
with NLAE Brooks 10 data. If the NLAE Brooks 10 was unavailable, I chose to use the
Ames ASOS. Often, the wind speed was the variable that needed the most correction. During
precipitation events, there were erroneously high values of wind speed over 15 m/s from the
CSAT3 sonic anemometers, which were instrumented at the IVS and other NLAE towers. I
linearly interpolated or replaced these periods with Ames ASOS hourly data.
When the NLAE IVS and NLAE Brooks 10 towers did not have radiation data, I filled
those gaps using the NLAE Brooks 11 data. This choice was made because the Ames ASOS
does not collect these data. Furthermore, the Agronomy Farm data were not consistent with
the radiation data during other periods, being lower than the other NLAE towers.
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Figure 2.25 2012 precipitation data accumulated over time from 7 rain gauges in the area
around the IVS. The black “Final” line was the combination of this data used for
model input.
Precipitation data are an important driver of the model, and therefore I analyzed more
sources for verifying the accuracy of the IVS rain gauges. I chose to use the Ames ASOS
data as a reference because of the consistent maintenance of the site at the municipal airport.
The Agronomy Farm data were also retrieved to use as a reference, but they were consistently
lower in most years compared to the other observations, as seen in Figure 2.21, Figure 2.22,
Figure 2.23, and Figure 2.25. These data were determined to be “poor quality” on the download
website as well (Herzmann, 2014). For precipitation in 2009, there was consistency in the
precipitation records at many of the sites during the growing season. I used two of the University
of Iowa gauges during the growing season, and I utilized available data during the beginning
and end of the year, with the exception of Agronomy Farm data. The data in 2010 were highly
variable among the rain gauges, but overall I determined that 2010 was a wet year from my data
sources. I used the NLAE IVS gauge for most of the record in 2011 because of its consistency
with the other records. The NLAE IVS data were gap-filled with NLAE Brooks 10 from January
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until the middle of May. However, in 2012, the NLAE IVS gauge was not in agreement with
the other records, so I used a combination of five gauges to complete the dataset. The Final
line in Figure 2.21, Figure 2.22, Figure 2.23, and Figure 2.25 was the precipitation data used
for my Agro–IBIS and AgroIBIS–VSF simulations.
The precipitation data at NLAE Brooks 10 and 11 were not plotted in the analysis due
to time constraints. The exception to this is that NLAE Brooks 10 was the first gap-filling
dataset for the NLAE IVS record. In addition, there are available data for all variables for
2007 and 2008; however, these data were not analyzed in my thesis work. Adding these data
would provide a more robust input dataset for future Agro–IBIS validation work at the IVS.
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CHAPTER 3. AGRO–IBIS: DESCRIPTION AND METHODS
3.1 Introduction
For this analysis, I performed simulations using Agro–IBIS, AgroIBIS–VSF, and AgroIBIS–
VSF with average, shallow, and deep water table depths. I tested the sensitivity of soil parame-
ters by using 11 soil textures found in the model. A total of 55 runs of the model were completed
for the period from 1751-2012, specifically analyzing a corn run in 2011 and a soybean run in
2012.
3.1.1 Overall Methods
The model is typically run for a spin-up period in order to allow soil carbon to equilibrate.
During this period, a biogeochemical process is called several times a day in order to speed
up the soil carbon cycle to reach the current soil carbon as first introduced in Kucharik et al.
(2000). In my simulations with Agro–IBIS and AgroIBIS–VSF, for each soil texture I have run
a spin-up period for Agro–IBIS of 160 years from 1751-1910 with native vegetation. From 1751-
1910, a Richardson-like weather generator (Richardson, 1981; Richardson and Wright, 1984;
Geng et al., 1985) was used to create hourly input weather data. Then, I assume a change in
the land management to a crop rotation of maize-soybean occurs in 1911 and continues until
2004. The weather generator is used for hourly input data until 1948, and then daily data for
precipitation, temperature, solar radiation, and relative humidity is generated from a reading
monthly averages from Climate Research Unit (CRU) and daily fractions from a National
Center for Environmental Prediction (NCEP) and National Center for Atmospheric Research
(NCAR) reanalysis dataset from 1948 to 2004. For precipitation, the daily fraction from NCEP
and NCAR is multiplied by the CRU monthly precipitation. The daily data for temperature,
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Figure 3.1 A model diagram of Agro–IBIS with HYDRUS–1D, called AgroIBIS–VSF, from
Soylu et al. (2014). The left side emphasizes the changes in the land surface model
with HYDRUS–1D soil physics.
solar radiation, and relative humidity were the derived from NCEP and NCAR differences
from the monthly averages of the CRU data. Hourly and sub-hourly data are produced by the
weather generator using empirical equations from Campbell and Norman (1998). Wind speed
data are given to the model using the long-term (30-year) average of CRU data.
Because of the availability of 15 minute flux tower data from the NLAE IVS data site, I
changed the timestep of the models from hourly to 15-minute data for the simulations from
2005-2012. However, this new way of running the model with 15-minute data has not been
published before with Agro–IBIS or IBIS. Agro–IBIS is designed to run with input data of
precipitation, temperature, relative humidity, shortwave radiation, and wind speed. From
2005-2010, the models are run with maize, using the planting date and growing degree days for
the hybrid that was planted in 2011. In 2005, I start giving the model my 15 minute input data
from the Iowa Validation Site (IVS), copying data from leap year 2012 for 2008, and copying
2009 data for 2005, 2006, and 2007, since I did not have a sufficient record compiled for those
years at the IVS. For 2009 and 2010, the data outlined in Chapter 2 was utilized.
For the final two steps, I ran the models for 2011 with maize using the IVS records described
in Chapter 2, and in 2012 soybeans were simulated in the models. More specifics on the crops
are in the section below about growing degree days. A more complete description of how I
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changed the Agro–IBIS and AgroIBIS–VSF code is below.
3.2 Branch of Agro–IBIS
In software development, there are two main terms for describing computer code. “Trunk”
is the term used for the main line of code that developers have tested and deemed to be stable.
A “branch” is taken from the trunk to develop new features and isolate possible problems with
new code. The branch that I created from the trunk of Agro–IBIS is called “bcarr”.
In the beginning of my work with Agro–IBIS, I set up the model with Jason Patton to have
his code in the “jpatton hourly” branch for reading in data (hourlymet.f), as well as input and
output (I/O) processing (io hourly.f). In the ibis.infile and comgrid.f, the settings were changed
to run the model over 36 grid points, picking out the middle point, which was centered over the
IVS. However, during the Agro–IBIS workshop meeting in Fall 2013, using the code created
by Jason was more difficult to investigate with other members of the group. Therefore, we
changed our branch to a single point simulation, altered the input to be the same as the trunk
and used output code in main.f developed by Evren Soylu at University of Wisconsin. These
changes also allowed the bcarr branch to have the same data output as the AgroIBIS–VSF
version.
The trunk version has 11 soil layers to a depth of 2.5 m, with two surface 5 cm layers, then
three 10 cm layers, then three 20 cm layers, and finally three 50 cm layers. For my simulations
with the bcarr branch, I changed the soil layers to have four surface 5 cm layers, one 10 cm
layer, and nine 20 cm layers to a depth of 2.1 m. This change was made to match the data
found at site 708 at the IVS. This code for the model was used in simulations presented at
the American Society of Agronomy meeting in October 2012. However, in order to test soil
textural sensitivity, a uniform soil texture was simulated for the eleven possible soil textures in
the model.
While analyzing the data output from the bcarr branch, I noticed that there were problems
with drainage and soil moisture in the lower layers greater than 30 cm in depth during some
of the soybean 2012 simulations (sandy clay loam, silt loam, loam, clay loam, and sandy clay).
The drainage was over 10,000 mm, and the layers below 30 cm were becoming saturated a few
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days after January 27 (doy 27). This problem was observed after changing the lower boundary
condition, known as “bperm” in the code, of the model from 0.1 to 1, where 0 is an impermeable
bottom layer and 1 is free drainage out of the profile. After changing bperm back to 0.1, there
was more stability with drainage for sandy clay and clay loam, but sandy clay loam, silt loam,
and loam still had problems with high drainage and soil moisture in the lower layers. There is
an increase in the soil moisture early in the year for most of the soil textures in 2011 as well,
but the drainage and saturation issue is not as pronounced during those simulations. I decided
to run the bcarr branch with hourly data inputs instead of 15-minute data, and the problems
with drainage and soil moisture in the deep layers were only present with the loam soil texture
and were eliminated with silt loam and sandy clay loam. This problem with drainage and soil
saturation will need to be investigated further.
3.3 Branch of AgroIBIS–VSF
Soylu et al. (2014) introduce AgroIBIS–VSF, which has HYDRUS–1D replacing its soil wa-
ter and heat modules. I copied the “esoylu agroibis vsf” branch that Evren Soylu created to
another branch I called “bcarr test vsf”. The esoylu agroibis vsf branch added a new file, un-
saturated.f, for unsaturated water and heat flow calculations from HYDRUS–1D, and changed
original soil flux calculations in soil.f. The ability to model water table depth was inserted, as
well as new water retention curves (van Genuchten, 1981; Brooks and Corey, 1964) and soil
texture parameters that work well for the van Genuchten (1981) water retention curve. Work
by Sam Zipper at University of Wisconsin is under way to implement variable water table
depth for AgroIBIS–VSF. The HYDRUS–1D code has its soil calculations from the bottom to
the surface of the soil profile. Agro–IBIS variables like soil moisture, however, are calculated
from the surface to the bottom of the soil profile. Therefore, when inserting the fixed water
table below the surface you had to subtract the total soil depth by the water table depth. In
addition, the pressure head values (hnew) were output in the reverse order from the rest of the
Agro–IBIS parameters.
The size of the soil profile and thickness of soil layers is substantially different between the
bcarr (Agro–IBIS) and bcarr test vsf (AgroIBIS–VSF) branch. The AgroIBIS–VSF version in
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Soylu et al. (2014) has 400 soil layers, going to a depth of 5 m. There is an increase in the soil
layer thickness with 1 cm at the surface to 1.5 cm at the bottom. The soil layers, which have
uniform soil texture with depth, were changed to assist the HYDRUS–1D code in numerical
stability. At the suggestion of Evren Soylu, I increased the tolerance values for convergence for
hydraulic head, added more iterations, and decreased the timestep in the unsaturated.f code.
These steps were intended to assist the AgroIBIS–VSF code in having stability with converging
numerical solutions. Despite these efforts, the soil textures of sand, sandy loam, and loamy
sand were unstable, and were not included in my analysis of AgroIBIS–VSF or Agro–IBIS.
In the analysis of initial results, it was determined that drainage was not correct in AgroIBIS–
VSF, with less than 10 mm a year. After an investigation with Evren, it was determined that
the output parameter was being calculated incorrectly, and a small change resolved the issue.
However, the problem allowed me to find the drainage issue in Agro–IBIS that I mentioned in
the previous section.
Originally, the bcarr test vsf code of AgroIBIS–VSF was simulated using all 11 soil textures.
After determining that three were unstable, eight soil textures were used in the final simulations.
For the final simulations, I made four full simulations with AgroIBIS–VSF using free drainage,
average water table depth, shallow water table depth, and deep water table depth. From 1751-
2004, I fixed the water table according to 2011 data from the water table section in Chapter 2.
Once 2011 was complete, the water table value changed to the conditions in 2012. Because of
the increased number of soil layers and adding more complex soil water and energy calculations,
the bcarr test vsf branch took more computational power to run than the bcarr branch.
3.4 Soil Model
The main differences between Agro–IBIS and AgroIBIS–VSF are with the soil physics,
specifically the calculation of soil moisture and temperature which are from HYDRUS–1D in
AgroIBIS–VSF (Soylu et al., 2014).
The soil model in Agro–IBIS is derived from the LSX land surface model from Pollard and





















is the moisture diffusivity in
m2/s, K is the unsaturated hydraulic conductivity (m/s), and S is the root water uptake term,
and h in the diffusivity equation is the pressure head.















In the analysis of Soylu et al. (2014), they found that the water content-based Richards equation
is considered more stable with mass conservation, but the mixed-based is better for groundwater
flow, since the water content-based Richards equation has more difficulty with capillary water
moving upward in the capillary fringe. For example, if the soil in the capillary fringe is reaching
saturation, then the volumetric water content gradient from the water table will be small.
However, if pressure head is taken into account, water will still be moving upwards with the
larger pressure head gradient from the water table.
The soil parameters in Table 3.1 describe the look-up table used in Agro–IBIS and AgroIBIS–
VSF. This table is used when the Clapp and Hornberger (1978) water retention curve is chosen.

































































































































































































































































































































































































































































































































































































































































































































3.4.1 Water Retention Curve
The water retention curve is the relationship between volumetric water content and pressure
head. At values of pressure head near zero, the volumetric water content is close to the
saturation point. As pressure head becomes more negative, there is a point, called the air-
entry pressure, where air enters the largest pores and the water drains from them (Gillham,
1984). After this point, the water drains from medium and then small pores as the pressure
head becomes stronger and more negative.
For plants, there are several points on this curve that are relevant for plant growth, specif-
ically field capacity and wilting point. Field capacity is the water held in the soil three days
after a wetting from irrigation or rainfall. Between saturation and field capacity, there can be
oxygen stress to plants that cause them to wilt and die if exposed to this condition for several
days. The generally accepted pressure head at field capacity is 0.33 bar or 3.33 m. However, in
central Iowa, the field capacity may be closer to 0.1 bar or 1 m due to the influence of the water
table. On the far end of the curve, the wilting point is defined as the pressure head at which
plants can no longer extract water, and this value is 15 bars or 150 m. The water held in the
soil between field capacity and wilting point is called plant available water, which is available
for plant growth and development.
In Agro-IBIS, the water retention curve described in Clapp and Hornberger (1978) is used
for the hydraulic properties in the model. However, in Agro-IBIS-VSF, there are two other
water retention curves, Brooks and Corey (1964) and van Genuchten (1981), which are allowed
because of the addition of HYDRUS-1D into the model.
In order to choose the water retention curve that would be appropriate for my simulations,
I plotted a sample year’s worth of data for the water retention curve. However, I did not
attempt the van Genuchten water retention curve, because many parameters needed to be
changed. Therefore, the Brooks and Corey (1964) and Clapp and Hornberger (1978) water
retention curves are shown in Figures 3.2 and 3.3 for a silt loam soil.
The water retention curves in Figures 3.2 and 3.3 are plotted over time. The plot has higher
water contents near 0 hydraulic head, which is expected, and then the water content decreases
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Figure 3.2 The simulated water retention curve for 2011 maize, using the Brooks and Corey
(1964) parameters. The soil texture used was silt loam.
to a minimum as the absolute value of the hydraulic head increases. Because there is very little
difference in the soil water retention curves between Clapp and Hornberger and Brooks and
Corey, I chose to use the Clapp and Hornberger to be consistent with the Agro–IBIS simulation.
The relationship between water content and pressure head and hydraulic conductivity in Clapp













where θs is the saturated volumetric water content, hae is the air entry pressure, Ks is the
saturated hydraulic conductivity, and b is a empirical parameter from Campbell and Norman
(1998) about how water moves out of soils.
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0−20 cm |hydraulic head|, m
Figure 3.3 The simulated water retention curve for 2011 maize, using the Clapp and Horn-
berger (1978) parameters. The soil texture used was silt loam.
3.5 Sensitivity of Soil Parameters
The cosmic–ray neutron detector has a footprint diameter around 700 m (Zreda et al., 2012).
Over this distance, several soil parameters have an impact on soil moisture, such as soil texture,
structure, landscape position, and land cover (recall Figure 1.5). At the IVS, the land cover
will be maize or soybean across the site. Agro–IBIS does not have the ability to account for
topography, which would indicate the landscape position of the area. Soil structure would be
a good indicator of soil water movement and storage, but it was not measured at the IVS, and
Agro–IBIS does not model it. Soil texture, however, has been measured across the footprint
at several locations as mentioned in Chapter 2, and is modeled in Agro–IBIS. Therefore, the
sensitivity of soil texture in the Agro–IBIS and AgroIBIS–VSF will be evaluated.
Because of the size of the footprint, and the differences in soil texture over this distance,
it becomes difficult to accurately describe the soil texture given point measurements. The
cosmic–ray neutron detector will observe hydraulic properties that do not necessarily pertain
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to a particular soil textural class that is found in Table 3.1. However, an effective soil texture
can be determined by finding the soil texture in Agro–IBIS that responds similarly to the
cosmic–ray neutron detector’s soil moisture signal. With this in mind, I decided to find the
root mean squared error (RMSE) of soil moisture with different model soil textures compared
to the observed data.
For the Iowa Validation Site as a reference, the footprint of the cosmic–ray neutron detector
in blue is displayed at the Iowa Validation Site, shown in red, in Figure 2.14 and 2.15. The
sensing depth is about 20 cm at the IVS, but this depends on the soil moisture of the surface
soil as seen in Figure 2.13.
Therefore, the soil texture in the top 20 to 40 cm in the footprint will have the greatest
impact on the soil moisture detected. Our site is in the Clarion landscape, with Clarion sandy
clay loam (site 706 and 708) on the tops of the hills (where the cosmic–ray neutron detector
is located), going down to Webster clay loam (sites 705, 710, and 712) on the sideslopes, and
Okoboji silty clay in the depressions (site 714), as illustrated in Figure 2.3. The soil texture at
these sites is referenced in Table 3.2, as determined by Logsdon (2012b). The majority of the
sites in the cosmic–ray neutron detector footprint are clay loam and sandy clay loam in the 0-
20 cm layer, with silty clay at site 714 and loam at site 706. Clay loam is the textural class that
has almost equal amounts of sand, silt, and clay, although clay has more dominant influence
due to its large surface area. A soil with all sand will have different hydraulic properties than
the clay loam soil texture, simply due to the shape and size of the sand particles, which allows
for water to move quickly through the soil.
My hypothesis is that the model will have the lowest RMSE for clay loam, and the
second lowest RMSE will be sandy clay loam. Also, the RMSE will be the highest
for the clay soil texture.
In order to test this hypothesis, the Agro–IBIS and Agro–IBIS–VSF models were run for
a variety of soil textures from sand to silt to clay. The model uses a look-up table for the soil
water properties of sand, silt, and clay based on the work of Rawls et al. (1982) (see Table 3.1).
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Table 3.2 The soil texture in the top 0–40 cm at the sites in the cosmic–ray neutron detector
footprint, as determined by Logsdon (2012b,a).
Site 0-20 cm 20-40 cm
704 Clay loam Clay loam
705 Clay loam Clay loam
706 Loam Sandy clay loam
708 Sandy clay loam Sandy clay loam
710 Clay loam Clay loam
711 Clay loam Clay loam
712 Clay loam Clay loam
713 Sandy clay loam Clay loam
714 Silty clay Silty clay
3.6 Growing Degree Days to Maturity
In the growth and development of maize and soybean, the time needed for physiological
maturity is a commonly calculated variable. This calculation helps farmers make decisions
regarding planting date, hybrid selection, and to predict the harvest date. In Agro–IBIS, this
information is necessary to tell the model how long to grow the crop at the IVS.
3.6.1 2011 Maize
For maize, the growing period has been found to be a linear relationship with temperature





where GDD10 is the growing degree days accumulated with a base of 10
◦C, Tmax is the daily
maximum temperature, Tmin is the daily minimum temperature, and Tbase is the lower tem-
perature threshold of 10 ◦C. The Tmax is restricted to no greater than 30 ◦C, and the Tmin set
at 10 ◦C if the minimum temperature is lower than that threshold.
For the 2011 data year, maize was planted at the IVS on May 3 (doy 123). The plants
emerged by May 12 (doy 132), and they were harvested October 28 (doy 301) (Berns, 2013).
The hybrids planted were Channel Bio 209-76rr and Channel Bio 209-77vt3. The growing
degree days to physiological maturity for the two hybrids were the same with 1533 growing
69
degree days in ◦C (Channel Seed, 2012). In Agro–IBIS, I changed the parameters in the crops
module, crops.f, to use this growing degree day information for 2011.
3.6.2 2012 Soybean
The growth and development of soybean is more complicated than maize. Soybean is tem-
perature dependent like maize, but it is also impacted by photoperiod, which is the duration
of sunlight exposure. The SoyDev model, developed at the University of Nebraska–Lincoln,
describes a nonlinear relationship between soybean growth and the environmental factors of
temperature and photoperiod (Yang, 2007). Prior to Twine et al. (2013), this nonlinear be-
havior was not accounted for in Agro–IBIS’s soybean module. Instead, the model uses the
temperature dependent function in Equation (3.5). The code that I am using for my simula-
tions does not include the soybean maturity groups in Twine et al. (2013). Therefore, it was
recommended by Kucharik (2014) to estimate maturity using the known planting date and
estimated senescence for the growing degree day calculations.
For 2012, the planting date was May 16 (doy 137), emergence was on May 22 (doy 143),
and the harvest was September 26 (doy 270) (Berns, 2013). The hybrid was a Pioneer 92Y60,
where the 2 indicates it is bred for maturity group 2. Maturity group 2 covers most of the
state of Iowa, with the exception of southern Iowa, which is in group 3 (Pedersen, 2009). The
observed date of senescence was September 25, preceding harvest by only a day. Therefore,
I estimated senescence using a calculation of the number of days between R7, when soybeans
have lost their leaves and begin the maturity stage, and the harvest date 5 to 10 days after R8,
full maturity (Pedersen, 2009). This period is between 15 and 20 days before the harvest date,
making September 7 a possible maturity date. However, the drying of the crop to the optimum
13% moisture before harvest is dependent on weather conditions. There was a severe drought
with warm temperatures during the month of September that may have accelerated the drying
of the crop for harvest. The accumulation of base 10 ◦C growing degree days in 2012 using the
observed planting date is shown in Figure 3.4. Extrapolating the estimated date of senescence
to the accumulated growing degree days, I find that 1364 ◦C-day should be used in Agro–IBIS.
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Figure 3.4 2012 accumulation of soybean growing degree days with base of 10 ◦C. Highlighted
in the figure is the planting date on May 16 and the approximate senescence date
on September 7.
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CHAPTER 4. RESULTS AND CONCLUSIONS
Agro–IBIS and AgroIBIS–VSF have been run using data from the IVS. The AgroIBIS–
VSF model was run at 15-minute timesteps, and Agro–IBIS was run at 15-minute and hourly
timesteps. I will present results running Agro–IBIS at hourly timesteps, since those results
were better. There were some problems in soil moisture and drainage with Agro–IBIS at the
beginning of the year that were partially resolved by changing to hourly timesteps. In the
results, I will discuss the comparison of field–scale soil moisture with the cosmic–ray neutron
soil moisture. In addition, I will present the results of 8 different soil texture simulations with
Agro–IBIS and AgroIBIS–VSF that tested the soil parameter sensitivity of the models. The
water balance for maize and soybean years will be covered, and crop outputs from the model
will be shown. Finally, I will conclude with my analysis of the models and discuss possible
future work with the models and making a more robust evaluation.
4.1 Field–Scale Soil Moisture
The cosmic–ray neutron soil moisture data described in Chapter 2 are used in the following
figures to evaluate the model simulations with 0-20 cm soil moisture. This depth was chosen
because it is the calculated effective measurement depth of the detector (Irvin, 2013; Zreda
et al., 2008). In most of these simulations, Agro–IBIS trunk version with 15-minute timesteps
has a peak in the soil moisture prior to February 19 (day of year 50). The problem may be
related to how the model is handling freezing and thawing events early in the year. I term
this anomaly as “unstable” for Agro–IBIS. Running the Agro–IBIS trunk version with hourly
timesteps reduced the severity of the problem.
In my analysis, I have separated the simulations by soil texture that have a wetting and
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drying pattern and magnitude similar to the observations. These simulations I have termed
“hydraulically similar”. They also have the lowest root mean squared error (RMSE) against
cosmic–ray neutron soil moisture. Also, I selected a couple of simulations by soil texture
that were different from the observed values. I will call these “hydraulically different”. These
simulations have the highest RMSE. Some of the AgroIBIS–VSF simulations, including the ones
with a water table, were “unstable” due to a failure of convergence of the pressure head solution.
I used the following legend: “AI–VSF” for the free drainage AgroIBIS–VSF simulation, “AI”
for the Agro–IBIS trunk simulation, “AI–VSF Average” for the average water table for 2011
or 2012, “AI–VSF Shallow” for the shallow water table depth for 2011 or 2012, and “AI–VSF
Deep” in reference to the deepest water table average for 2011 or 2012. Refer to the Chapter
2 Water Table section (Table 2.2) for the water table values used in the simulations.
4.1.1 2011 Maize
In 2011, there was a typical rainfall amount, over 800 mm, which is reflected in relatively
high observed soil moisture (Figure 2.18). The maize was planted on May 3 (doy 123) and
emerged May 12 (doy 132). The harvest was on October 28 (doy 301).
4.1.1.1 Hydraulically Similar
For 2011, I chose to analyze the plots for sandy clay loam, silt loam, and clay loam because
of the hydraulic similarity to the observations. Soil moisture for sandy clay loam in 2011 is
plotted in Figure 4.1. The cosmic–ray neutron soil moisture is higher than the simulated soil
moisture prior to and for a few rainfall events after May 30 (day of year 150). After this,
the soil moisture, except the AI–VSF Shallow, drops quickly. The AI–VSF Deep and AI–VSF
are below the observed soil moisture after July 19 (doy 200) until close to October 27 (doy
300). The average water table depth simulation follows the drying and wetting pattern of the
observations until it diverges after a rainfall around September 17 (doy 260).
The clay loam comparison figure is displayed in Figure 4.2. In contrast to Figure 4.1, the
clay loam simulations are close to the cosmic–ray neutron soil moisture in the beginning of
the growing season, but the modeled soil moisture fails to follow the quick drop in observed
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Figure 4.1 2011 sandy clay loam soil texture simulation for Agro–IBIS (AI) and
AgroIBIS–VSF (AI-VSF), and AgroIBIS–VSF with variable fixed water table
depths plotted with the cosmic–ray neutron soil moisture in the maize year. This
soil texture simulation is hydraulically similar to the observations.
soil moisture around June 24 (doy 175). After the initial agreement the clay loam AI is
0.10 cm3 cm−3 wetter than observations after a rainfall around August 8 (doy 220). The AI–
VSF Average, AI–VSF Deep, and the AI–VSF simulations become too wet after October 17
(doy 260) until the end of the record.
The silt loam simulation is shown in Figure 4.3. Similar to the clay loam simulation, the
AI, AI–VSF and AI–VSF Deep are too wet after the rapid drying period (near doy 175), but
they are close to the observations after September 7 (doy 250). AI–VSF Average and Shallow
are much wetter than observations after the decrease on June 24 (doy 175).
4.1.1.2 Hydraulically Different
The clay and silty clay simulations were very different from the cosmic–ray neutron soil
moisture. The clay simulation is illustrated in Figure 4.4, with the AI–VSF Shallow and AI–
VSF Average missing because of bad output. Except for the very beginning of the growing
season, the clay simulations are generally wetter than the soil moisture observed by the cosmic–
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Figure 4.2 2011 clay loam soil texture simulations plotted with the cosmic–ray neutron soil
moisture in the maize year. This soil texture is hydraulically similar to the obser-
vations. Refer to the legend in Figure 4.1.
ray neutron detector at the IVS. The silty clay simulations are found in Figure 4.5. The silty
clay simulations had bad output for the AI–VSF Shallow, which is not shown. Similar to the
clay simulations, the silty clay simulations overpredict the soil moisture observed.
4.1.2 2012 Soybean
In 2012, the total precipitation for the year was just over 600 mm at the IVS (see Chapter 2),
much less than what was observed in 2011. The lack of precipitation and the resulting drier
cosmic–ray neutron soil moisture is seen in Figure 2.19. The planting date was May 16 (doy
137), emergence was on May 22 (doy 143), and the harvest was on September 26 (doy 270).
The cosmic–ray soil moisture begins after May 29 (doy 150).
4.1.2.1 Hydraulically Similar
Figure 4.6 shows the comparison between the 2012 sandy clay loam simulation and observed
soil moisture. This comparison is the best of the soil texture simulations in 2011 or 2012. The
AI–VSF Deep and AI–VSF are consistently drier than the observations, after they accurately
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Figure 4.3 2011 silt loam soil texture simulations plotted with the cosmic–ray neutron soil
moisture in the maize year. This soil texture simulation is hydraulically similar to
the observations. Refer to the legend in Figure 4.1.
follow the observed soil moisture in the drying period that ends shortly after July 18 (doy 200).
The AI and AI–VSF Average simulations are close together during the growing season until
they diverge after September 6 (doy 250). They are both wetter than the observations during
the peak of the growing season between June 23 (doy 175) and September 6 (doy 250).
The clay loam simulation comparison is displayed in Figure 4.7. The clay loam simulations
are generally too wet compared to the observations, although they have a similar response to
rainfall. Once again, the AI–VSF Average and AI are similar during the growing season, after
which the AI–VSF Deep and AI are similar. The AI–VSF Shallow is not representative of this
year’s observed data, as seen in other figures.
Another soil texture that is hydraulically similar to the cosmic–ray neutron soil moisture
in 2012 is silt loam. The silt loam simulation is shown in Figure 4.8. The AI–VSF Deep and
AI–VSF are the closest to the observations during the growing season. They do not capture the
rapid drying period as well as the sandy clay loam AI–VSF Deep and AI–VSF in Figure 4.6;
however, they are closer to the observations from July 18 (doy 200) to September 6 (doy 250).
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Figure 4.4 2011 clay soil texture simulations plotted with the cosmic–ray neutron soil moisture
in the maize year. This soil texture simulation is hydraulically different from the
observations. Refer to the legend in Figure 4.1.
Unrealistic decreases in soil moisture with the 15-minute AI simulation with silt loam were
resolved by running the model at hourly timesteps, although not all the unstable conditions at
the beginning of the year are fixed with using hourly timesteps.
4.1.2.2 Hydraulically Different
The same soil textures were hydraulically different in both 2011 and 2012. The clay simu-
lation is shown in Figure 4.9. The AI–VSF Average and Shallow water table simulations with
clay were not stable and produced bad output. The clay simulations overpredict the soil mois-
ture compared to the cosmic–ray neutron detector. The difference between the AI and AI–VSF
during the growing season may be due to the difference in the lower boundary conditions, with
the AI simulation having close to an impermeable soil layer at the bottom of the profile, and
the AI–VSF simulation having free drainage. Quite similar to the clay simulation, the silty
clay simulation illustrated in Figure 4.10 also overpredicts the soil moisture observed during
the growing season of 2012. Only the AI–VSF Shallow simulation produced bad output in the
silty clay simulation.
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Figure 4.5 2011 silty clay soil texture simulations plotted with the cosmic–ray neutron soil
moisture in the maize year. This soil texture simulation is hydraulically different
from the observations. Refer to the legend in Figure 4.1.





































Figure 4.6 2012 sandy clay loam soil texture simulations plotted with the cosmic–ray neutron
soil moisture in the soybean year. This soil texture simulation is hydraulically
similar to the observations.
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Figure 4.7 2012 clay loam soil texture simulations plotted with the cosmic–ray neutron soil
moisture in the soybean year. This soil texture simulation is hydraulically similar
to the observations. Refer to the legend in Figure 4.6.































Figure 4.8 2012 silt loam soil texture simulations plotted with the cosmic–ray neutron soil
moisture in the soybean year. This soil texture simulation is hydraulically similar
to the observations. Refer to the legend in Figure 4.6.
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Figure 4.9 2012 clay soil texture simulations plotted with the cosmic–ray neutron soil moisture
in the soybean year. This soil texture simulation is hydraulically different from
the observations. Refer to the legend in Figure 4.6.





































Figure 4.10 2012 silty clay soil texture soil texture simulations plotted with the cosmic–ray
neutron soil moisture in the soybean year. This soil texture simulation is hy-
draulically different from the observations.
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4.2 Soil Texture Sensitivity
With the 8 soil texture simulations, I have found that the sandy clay loam, clay loam, and
silt loam simulations are hydraulically similar to the cosmic–ray neutron soil moisture, and the
clay and silty clay simulations are the most different. Another gauge of this comparison is to
compute the error and bias of the simulations against the observations. I have calculated the
root mean squared error (RMSE) and the bias for these simulations.









where Di = Oi −Mi, where Oi is the observations and Mi is the model output, and N is the
number of observations.







where N is the total number of observations.
The 2011 RMSE analysis is illustrated in Figure 4.11 and the bias is displayed in Figure 4.12.
The AI–VSF and AI–VSF Deep are close in error and bias for all the soil textures. Only
for sandy clay loam is the AI–VSF Deep better, and the reason is because this soil texture
simulation underpredicts the soil moisture of the cosmic–ray neutron detector. As seen in the
previous figures, the silt loam, sandy clay loam and clay loam have the least error compared
to the observations. The sandy clay is also close to the clay loam in error and bias. For loam,
only the AI and AI–VSF Shallow simulations produced valid output in 2011, and the AI had
a low RMSE. The silty clay, silty clay loam, and clay have the highest RMSE and overpredict
the soil moisture in 2011.
The 2012 RMSE analysis is illustrated in Figure 4.13 and the bias is displayed in Figure 4.14.
In this extreme year, the AI–VSF and AI–VSF Deep for the silt loam and sandy clay loam have
the lowest error, with silt loam slightly overpredicting the soil moisture, and sandy clay loam
slightly underpredicting the soil moisture. The hourly AI with loam and sandy clay loam has
comparably low RMSE. For AI–VSF Average, sandy clay loam had the lowest error against
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Figure 4.11 2011 root mean squared error (RMSE) for the simulations against the cosmic–ray
neutron soil moisture in the maize year. The abbreviations on the x-axis are silt
loam (SiL), loam (L), sandy clay loam (SCL), silty clay loam (SiCL), clay loam
(CL), sandy clay (SC), silty clay (SiC), and clay (C). The gaps are from bad
output.
the observations. The clay loam simulations have higher error, with a RMSE greater than
0.04 cm3 cm−3. The sandy clay soil texture simulations for AI–VSF and AI–VSF Deep have
more error than the same simulations with clay loam, but are close to one other. As with the
2011 simulations, the silty clay and clay simulations have the highest error and negative bias
on average. The AI–VSF Shallow simulation has gaps because it was not stable for 4 of the
soil textures and produced bad output.
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Figure 4.12 2011 bias for the simulations against the cosmic–ray neutron soil moisture in the
maize year. Negative is overprediction; positive is underprediction. Refer to the
x-axis description in Figure 4.11. The gaps are from bad output.













































Figure 4.13 2012 root mean squared error (RMSE) for the simulations against the cosmic–ray
neutron soil moisture in the soybean year. Refer to the x-axis description in
Figure 4.11. The gaps are from bad output.
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Figure 4.14 2012 bias for the simulations against the cosmic–ray neutron soil moisture in the
soybean year. Negative is overprediction; positive is underprediction. Refer to
the x-axis description in Figure 4.11. The gaps are from bad output.
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4.3 Water Balance
The conservation of mass is a key criteria to evaluate land surface models like Agro–IBIS
and AgroIBIS–VSF. Determining if mass is conserved does not mean that the partitioning of
water in the system is correct. The water balance is a way of illustrating whether the model is
creating or losing water in the process of its calculations.
I have taken the growing season water balance for transpiration, evaporation, runoff, drainage,
and change in the soil moisture storage using this equation:
0 = P − (E + T +R+D + ∆SM) (4.3)
where P is precipitation, E is evaporation, T is transpiration, R is runoff, D is drainage, and
∆SM is the change in soil moisture storage. I selected three soil textures, sandy clay loam, clay
loam, and silt loam, that were hydraulically similar to the cosmic–ray neutron soil moisture
in 2011 and 2012. In addition, I selected three simulations, Agro–IBIS, AgroIBIS–VSF with
free drainage and AgroIBIS–VSF with an average water table to help me understand the water
balance for the different model simulations.
4.3.1 2011 Water Balance
The 2011 growing season started on May 3 (doy 123) with the planting of maize and ended
on October 28 (doy 301). I summed the daily values for transpiration, evaporation, runoff, and
drainage over this period. I took the October 28 (doy 301) soil moisture value for each layer
through the whole profile (2.1 m for Agro–IBIS and 5 m for AgroIBIS–VSF) and subtracted the
May 3 (doy 123) value for each layer on the planting date and multiplied by the layer depth to
get the change in water stored. The precipitation during the 2011 growing season was 519 mm.
The water balance in 2011 is illustrated in Figure 4.15.
In 2011, the evaporation and transpiration was highest for the average water table depth
simulation for each soil texture and Agro–IBIS and AgroIBIS–VSF were similar with ET. The
runoff was higher in AgroIBIS–VSF than Agro–IBIS due to the difference in code with how






































Figure 4.15 The growing season maize water balance for sandy clay loam (SCL) in the top
panel, clay loam (CL) in the middle panel, and silt loam (SiL) in the bottom
panel. E is evaporation, T is transpiration, R is runoff, D is drainage, Delta SM
is the change in soil moisture storage. The Balance is the precipitation minus the
5 terms to the left.
in soil moisture storage have the biggest differences between the simulations. With the average
water table simulation, there was water added to the system with negative drainage, and soil
moisture did not change as much as the other simulations. Agro–IBIS had higher drainage
and less soil drying than AgroIBIS–VSF in these soil textures. I expected that the drainage
in AgroIBIS–VSF would be higher than Agro–IBIS since there was a constricted boundary
condition with close to an impermeable bottom layer in Agro–IBIS; however, drainage was
higher with Agro–IBIS than AgroIBIS–VSF. The change in soil moisture storage from the
neutron soil moisture observations in Figure 2.9 indicates that a change of 100 to 150 mm,
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with a maximum in 200 mm, would be expected. Both Agro–IBIS and AgroIBIS–VSF had a
larger decrease than the observations. For Agro–IBIS, the change in soil moisture storage was
between 150 and 175 mm and the decrease was greater in AgroIBIS–VSF between 175 and
210 mm. Agro–IBIS is a little higher than the right range compared to the observations, but
AgroIBIS–VSF is too high, possibly with less water infiltrating into the soil. See the higher
runoff rates in AgroIBIS–VSF than Agro–IBIS in Figure 4.15.
The Balance shows the result of using Equation 4.3. For each soil texture, Agro–IBIS’s
water balance was slightly negative, meaning that it was creating 5 to 10 mm of water, about
1-2% error. The AgroIBIS–VSF simulations lost about 50 mm of water which is a 10% error,
and AgroIBIS–VSF with an average water table lost between 25 and 50 mm for a 5-10% error
in the water balance. Agro–IBIS had the best water balance in 2011.
4.3.2 2012 Water Balance
The growing season in 2012 began with planting on May 16 (doy 137) and ended on Septem-
ber 26 (doy 270) with harvest. I used the same growing season procedure described for 2011
for the water balance terms. The growing season precipitation was 252 mm in 2012, which
is approximately half of the 2011 growing season precipitation. The water balance in 2012 is
displayed in Figure 4.16.
The growing season water balance shows evaporation higher than transpiration with all
soil textures with Agro–IBIS, which is not realistic for that year since the soybean crop grew
and yielded 48 bu/ac at the IVS. For the other model simulations, the evaporation was close
to the transpiration. AgroIBIS–VSF with and without a water table had higher runoff than
Agro–IBIS, as expected from the code. Drainage for the average water table simulation and
the slight change in soil moisture through the profile reflects the large addition in soil moisture
from the fixed water table at 1.5 m below the surface. The difference in drainage between
Agro–IBIS and AgroIBIS–VSF is relatively small compared to 2011. For all the soil textures,
the drainage was higher for AgroIBIS–VSF than Agro–IBIS in contrast to the drainage in 2011.
The change in soil moisture storage in the 2012 growing season from the neutron soil




























Figure 4.16 The growing season soybean water balance for sandy clay loam (SCL) in the top
panel, clay loam (CL) in the middle panel, and silt loam (SiL) in the bottom
panel. E is evaporation, T is transpiration, R is runoff, D is drainage, Delta SM
is the change in soil moisture storage. The Balance is the precipitation minus the
5 terms to the left. Refer to the legend in Figure 4.15.
soil moisture storage over the 2012 growing season than 2011, with a 200 to 350 mm decrease
common for the sites and a maximum of 425 mm. The soybean crop was using water rapidly
combined with the very warm and dry conditions in the growing season of 2012, causing the
large decrease in soil moisture storage. Also, the drop in water table depth illustrated in
Figure 2.8 removed water from the root–zone in the top 2 m. Agro–IBIS had a decrease
between 75 and 100 mm and AgroIBIS–VSF was higher with a little less than 150 mm in the
three soil texture simulations. The change in soil moisture in the models is much less than
the change in the observations, indicating that the distribution of water is incorrect for other
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variables like transpiration. The root water uptake from the soybean crop for transpiration
may be low because the crop did not grow well in the models. For the full water balance, the
AgroIBIS–VSF with and without a water table had between 15 and 25 mm of water missing in
the balance, which is 5-10% error, similar to 2011’s results. The silt loam simulation had the
lowest water balance error for AgroIBIS–VSF with and without a water table. Agro–IBIS lost
about 2 mm of water, making the model’s error less than 1%.
Agro–IBIS has proven that it can keep mass conserved with these results in 2011 and 2012.
There needs to be more investigation into why the mass is not being conserved well in the
AgroIBIS–VSF simulations. Neither of the models were accurate about the partitioning of
water in 2012, as indicated with the analysis with the change in soil water storage observations
and the seemingly low transpiration.
4.4 Crop Results
Although this uncalibrated model was designed more for regional simulations and man-
agement impacts on the vegetation growth and development, I have decided to evaluate the
model at the field–scale using several vegetation metrics: grain yield, leaf area index (LAI),
and canopy height.
4.4.1 Grain Yield
The IVS had an observed yield of 176 bushels of maize per acre in 2011, and 48 bushels of
soybean per acre in 2012. I did not have time to compile the LAI or canopy height observations
from the IVS in 2011 or 2012.
The grain yield from the simulations and observations is plotted for 2011 in Figure 4.17 and
for 2012 in Figure 4.18. Generally, the model simulations overpredict yield in the maize year,
and underpredict yield in the soybean year. The yield comparison does not reflect the surface
soil moisture comparison, since the AI–VSF model predicts yield closest with the silty clay and
clay soil textures, which is opposite of the conclusion drawn from the 0-20 cm soil moisture
plots, RMSE, and bias from the previous figures in 2011. The AI–VSF Shallow and Average
maize yield seem to hit a maximum yield value over 225 bushels/acre.
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Figure 4.17 2011 grain yield for the simulations plotted with the observed maize yield (black
line), from Berns (2013). Refer to the x-axis description in Figure 4.11. The gaps
are from bad output.
Interestingly, the AI–VSF Shallow and Average simulations in 2012 have the closest yield
to the observed. This may be because of the extra water available from water moving into
the root-zone from the water table. The AI–VSF and AI–VSF Deep have almost the same
soybean yield for the different soil textures, and they predict lower yield than the Average and
Shallow water table depth simulations. The 15-minute AI simulation had almost no yield for
the soybean crop for silty loam and loam, but with the hourly timesteps seen in Figure 4.18
the yield increased to 15-20 bu/ac in all the soil texture simulations.
Note that the crop growth in my simulations with Agro–IBIS and AgroIBIS–VSF with and
without a water table had the nitrogen stress function turned off, which would reduce growth
and yield in 2011. Also, it is unknown what impact capping the maximum canopy height and
leaf area index (see next sections) would have on the grain yield in 2011.
4.4.2 Leaf Area Index
Leaf area index (LAI) is a measure of the coverage of leaves over the ground. It allows an
understanding for how robust the crop was growing, and is used in many studies for model
90






















Figure 4.18 2012 grain yield for the simulations plotted with the observed soybean yield (black
line), from Berns (2013). Refer to the x-axis description in Figure 4.11. The gaps
are from bad output.
validation (e.g. Levis et al. (2012)). The simulated LAI for the clay loam soil texture is il-
lustrated in Figure 4.19. The sandy clay loam and silt loam soil texture simulations were
similar. The 2011 LAI peaks at 5 m2 m−2 due to a hard-coded variable in the model code
that I was unaware of until my simulations were complete. Most of the models are consistent
with the rate of increase of LAI and are almost identical with senescence. In 2012, the LAI is
much lower than expected for the soybean crop. Only the shallow water table simulation of
AgroIBIS–VSF reached 2 m2 m−2, and the Agro–IBIS hourly simulation grows the soybeans to
a dismal 1 m2 m−2. Levis et al. (2012) reported that Bondville, IL and Mead, NE had a 20-year
average of corn and soybean LAI peak close to 5 m2 m−2 and 3.5 m2 m−2, respectively. The
2011 LAI seems close to what Levis et al. (2012) reported, but the 2012 soybean LAI is much
smaller. This is consistent with the smaller crop yield and ∆SM compared to observations in
the previous sections.
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Figure 4.19 2011 (top) and 2012 (bottom) clay loam leaf area index (m2 leaf/m2 ground) for
the simulations.
4.4.3 Canopy Height
The canopy height of crops is similar to LAI in that it tells a story of how well the crop
is growing. The clay loam simulation of canopy height for 2011 and 2012 is displayed in
Figure 4.20. The sandy clay loam and silt loam simulations were similar. In 2011, the canopy
grows to 2.5 m, with the shallow water table simulation growing fastest. As with the LAI,
there is a hard-coded parameter in Agro–IBIS that I did not change from 2.5 m. The sharp
drop in canopy height in 2011 is due to the harvest in October. The 2012 simulation of soybean
produced a miniature crop, with the maximum height of about 20 cm. In reality the crop was
much taller than this from my recollections of the field that year. The canopy height, LAI and
crop yield in 2012 indicate that the Agro–IBIS and AgroIBIS–VSF models had problems with
the drought that year.
4.5 Conclusions
Soil moisture is important to land-surface interactions by determining the partitioning of
energy to sensible and latent heat flux, as well as radiation and soil heat flux. Surface hetero-
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Figure 4.20 2011 (top) and 2012 (bottom) clay loam canopy height for the simulations. Note
the difference in scale between 2011 (0 to 3 m) and 2012 (0 to 1.5 m).
geneity with soil properties, topography, and land cover causes changes in soil moisture, and
therefore latent heat flux. The water table in the Midwest U.S. has an impact on the pool
of water available for latent heat flux, typically increasing water available to the atmosphere.
I have discussed how the field–scale is where these interactions become relevant due to land
management in the Midwest U.S. Models of agroecosystems like most of the Midwest U.S. are
useful in predicting soil moisture and the related latent heat flux to the atmosphere. There-
fore, evaluating these agroecosystem models at the field–scale is a difficult but important task.
Observations of soil moisture at the field–scale are resource-intensive to obtain, often requiring
dozens of instruments to have an accurate field value. However, new technology with cosmic–
ray neutron detectors allows one instrument to capture most of the field. In my thesis, I have
evaluated an agroecosystem model called Agro–IBIS and a new version of it, AgroIBIS–VSF,
with the ability to include a water table, using cosmic–ray neutron soil moisture.
In review of the objectives for my study, the first objective was:
Compare one agroecosystem model which simulates soil water movement through
potential energy and volumetric water content to another agroecosystem model that
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predicts soil water movement based on using volumetric water content alone, using
field–scale observations of soil moisture from a cosmic–ray neutron detector and
crop yield.
Agro–IBIS, with soil water movement with a volumetric water content version of Richards
equation, was compared with AgroIBIS–VSF, which has the mixed-based potential energy and
volumetric water content version of Richards equation. The potential energy form can more
realistically account for water moving upwards from the water table. For the comparison with
the top 20 cm soil moisture with the observations of cosmic–ray neutron soil moisture, in
the maize year Agro–IBIS performed better in sandier soils like loam and sandy clay loam,
but AgroIBIS–VSF is better as clay content increased, as illustrated in Figure 4.11. Both
models overpredict soil moisture in 2011 except for the sandy clay loam soil texture. For the
soybean year, Agro–IBIS overestimates the soil water in the top 20 cm with all soil textures.
It has similar error with the sandy clay loam soil texture, but much higher error in the other
simulations compared to AgroIBIS–VSF.
When taking all of the water budget into account during the growing season, AgroIBIS–
VSF lost some of the water. In 2011, 50 mm was lost and in 2012 it lost about 25 mm, and
in both cases the error was approximately 10%. Agro–IBIS, on the other hand, conserved
mass with a small error of 1% or less in both years. In 2011, the change in soil moisture
storage was reasonable in Agro–IBIS and high for AgroIBIS–VSF compared to the neutron
probe observations. The drainage in Agro–IBIS I expected to be less than AgroIBIS–VSF
due to the difference in lower boundary conditions; however, in 2011, Agro–IBIS had higher
drainage, perhaps indicating a problem with AgroIBIS–VSF with drainage or another water
balance term. Both of the models had problems with the soybean year in 2012 and did not
have realistic values for change in soil moisture storage, evaporation, and transpiration.
For the crop outputs like yield, LAI, and canopy height, AgroIBIS–VSF was closer to the
observed and expected values of yield and LAI. Both models were inadequate in their simulation
of the 2012 crop with yield, canopy height, and LAI. More investigation on why drought years
cause problems in agroecosystem models like Agro–IBIS is needed.
Even though the comparison with the cosmic–ray neutron soil moisture, yield and LAI
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is better with AgroIBIS–VSF, mass is not conserved in AgroIBIS–VSF. Agro–IBIS conserves
water well. Therefore, I would trust it more with its prediction of soil moisture during the
growing season.
The second objective was:
Test the effect of a water table on the representation of soil moisture with AgroIBIS–
VSF and evaluate the accuracy of AgroIBIS–VSF against measurements of cosmic–
ray neutron soil moisture.
This objective was tested through the analysis of adding a fixed water table depth to the
AgroIBIS–VSF simulations for an average, shallow, and deep water table case in 2011 and
2012. Adding a water table did not improve the model’s representation or accuracy against
the observed soil moisture in the top 20 cm, except with the sandy clay loam soil texture
simulations. Most of the water table plots in 2011 (Figures 4.1, 4.2, and 4.3) and especially
in 2012 (Figures 4.6, 4.7, and 4.8) were much wetter than the observations. In all of the
figures, the shallow water table was adding too much water to the profile during the growing
season. During the 2011 year with the sandy clay loam simulation (Figure 4.1) of average
and deep water table depth and the 2012 year with sandy clay loam (Figure 4.6), AgroIBIS–
VSF underpredicted the cosmic–ray observed soil moisture, which allowed for the average and
deep water table cases to improve the accuracy. A little added water from the water table
in the average and deep case allowed it to be closer to the observations with the sandy clay
loam soil texture in 2011. The deep water table simulation often was close to or matched the
AgroIBIS–VSF free drainage simulation until the end of the growing season when the water
table added more soil moisture to the 0-20 cm layer. The average water table simulations with
sandy clay loam, clay loam, and silt loam improved the water balance in most cases, but only
slightly. In 2012, the yield, LAI, and canopy height (Figures 4.18, 4.19, and 4.20) were closer
to the observations or realistic values with the shallow water table depth simulation with clay
loam. One way that this objective could be tested further is by adding in the HYDRUS–1D
functionality of tile drainage to remove free water from the profile, or by inserting a variable
water table depth as mentioned before. The variable water table depth may not improve the
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comparison with the observed soil moisture.
The last objective in my analysis was:
Perform a sensitivity analysis of the models’ soil parameters and compare against
cosmic–ray neutron soil moisture measurements.
As mentioned before in the Chapter 3 section on the sensitivity of soil parameters, soil texture
and structure, land cover, and topographic features influence the soil moisture pattern at the
field–scale. Land cover is the same across the field–scale, and soil structure and landscape
position are not currently modeled in Agro–IBIS. Soil texture is the variable that has been
measured thoroughly at the IVS and can be easily changed with Agro–IBIS. Therefore, a
sensitivity analysis with soil texture was performed on Agro–IBIS using cosmic–ray neutron
soil moisture.
The figures for sandy clay loam (Figures 4.1 and 4.6), clay loam (Figures 4.2 and 4.7), and
silt loam (Figures 4.3 and 4.8) indicated a closer representation of the cosmic–ray neutron soil
moisture than the other 5 soil textures. I found that clay (Figures 4.4 and 4.9) and silty clay
(Figures 4.5 and 4.10) in the simulations have the greatest difference from the observations.
In 2011, the silt loam RMSE for AI–VSF (0.033 cm3 cm−3) and AI–VSF Deep (0.036 cm3 cm−3)
was lower than the clay loam RMSE for AI–VSF (0.035 cm3 cm−3) and AI–VSF Average
(0.039 cm3 cm−3). The RMSE with AI–VSF Average for sandy clay loam (0.036 cm3 cm−3) has
less error than the clay loam AI–VSF Average (0.062 cm3 cm−3) (see Figure 4.11). In 2012, the
AI–VSF and AI–VSF Deep had the lowest RMSE with sandy clay loam (0.028 and 0.025 cm3 cm−3)
and silt loam (0.027 and 0.03 cm3 cm−3), and AI–VSF Average and AI for sandy clay loam
had the lowest error (0.041 and 0.028 cm3 cm−3) for their respective simulations (Figure 4.13).
In 2012, the clay loam simulation overpredicted the observed soil moisture, and therefore it
had more error than the silt loam and sandy clay loam soil textures. The effective field–scale
soil texture from the simulations seems to be silt loam in 2011, with clay loam, sandy clay,
and sandy clay loam after them. In 2012, sandy clay loam seems to describe the hydraulic
properties of the field in the drought year, with silt loam for AI–VSF and AI–VSF Deep close
to the same error but a different bias. My hypothesis that clay loam would have the lowest
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RMSE against the cosmic–ray neutron soil moisture was incorrect, although clay loam was
second best in 2011 and third best in 2012. The models are sensitive to soil texture, especially
changing the soil moisture as silt and clay content increases (silty clay, silty clay loam, clay)
compared to the soil textures found to be hydraulically similar to the cosmic–ray neutron soil
moisture.
Irvin (2013) indicates that the effective measurement depth of the cosmic–ray neutron
detector was between 15 and 20 cm, but more often it was 15 cm in the maize 2011 (83%)
and soybean 2012 (60%) years. However, I did not analyze the simulations at a 15 cm depth.
This may cause some differences due to the soil moisture at 20 cm not changing as rapidly as
the 0-15 cm layer. The soybean 2012 comparison with clay loam in Figure 4.7 displays a drier
cosmic–ray neutron soil moisture than the simulations, which may be due to this difference in
averaging soil moisture over depth. Also, the cosmic–ray neutron detector (See Figures 2.15
and 2.1) sits above a sandy clay loam surface soil texture (Table 2.1), which has slightly larger
saturated hydraulic conductivity than clay loam (See model Table 3.1), allowing water to move
downward more quickly after heavy rainfall events.
Using an agroecosystem model, Agro–IBIS and a revision of it with AgroIBIS–VSF, I have
tested to see if a model like Agro–IBIS can represent field–scale soil moisture in the 0-20 cm
layer. With the lowest RMSE and bias at 0.02 to 0.03 cm3 cm−3, the model compares well to
the cosmic–ray neutron soil moisture; however, my analysis determined that the change in soil
moisture storage and grain yield for 2011 and especially 2012 was inaccurate in the models.
More data analysis with latent heat flux and vegetation properties would be insightful. The
soil texture used in a comparison with the cosmic–ray neutron soil moisture is important,
and therefore should be considered before using Agro–IBIS to evaluate these observations.
The water balance of AgroIBIS–VSF lost 10% of the total precipitation, but Agro–IBIS has a
excellent water balance with errors less than 1%. The water table does not make the comparison
with the cosmic–ray neutron soil moisture better except with sandy clay loam soil texture.




I found problems with Agro–IBIS using 15-minute timesteps, and most of the issues were
eliminated by going to hourly timesteps. An investigation into AgroIBIS–VSF using hourly
timesteps could be conducted to determine if the model stability, water balance, and comparison
with cosmic–ray neutron soil moisture is improved over the 15-minute timesteps.
Mass is being conserved well with Agro–IBIS, but investigation needs to happen with the
mass being gained in the AgroIBIS–VSF versions. I will report this information to the Agro–
IBIS community when I have a chance.
There may be problems with drainage in the AgroIBIS–VSF free drainage since the drainage
is lower than the Agro–IBIS during the growing season. The bperm variable is 0.1, which means
that the drainage should be very limited in Agro–IBIS. However, the AgroIBIS–VSF, with free
drainage, typically has lower drainage amounts than the Agro–IBIS hourly simulations.
The comparison with cosmic–ray neutron soil moisture may be enhanced by allowing
AgroIBIS–VSF and Agro–IBIS to have a soil texture that changes with depth, as most soils
have.
The next steps with this analysis will be to add a comparison with observed ET, biomass,
canopy height and LAI, which would improve the strength of the arguments I am making in
this thesis. Another good idea would be to complete the compilation of observed data at the
IVS from 2007 to 2012 and analyze the model during those periods as well, even without the
cosmic–ray neutron soil moisture which was collected in 2010, 2011, and 2012. Testing the
impact of the maximum canopy height and LAI and nitrogen stress on other variables would
be helpful in determining what is causing the model to overpredict yield in 2011.
The problems during the drought year in 2012 with the models’ LAI, canopy height, yield,
and soil moisture loss would be important to investigate further to understand what the model
limitations are with extreme conditions. Extreme conditions are difficult to forecast, but are
often the most disruptive to society and therefore most important to predict.
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