Abstract. We consider Dirichlet-to-Neumann maps associated with (not necessarily self-adjoint) Schrödinger operators in L 2 (Ω; d n x), where Ω ⊂ R n , n = 2, 3, are open sets with a compact, nonempty boundary ∂Ω satisfying certain regularity conditions. As an application we describe a reduction of a certain ratio of modified Fredholm perturbation determinants associated with operators in L 2 (Ω; d n x) to modified Fredholm perturbation determinants associated with operators in L 2 (∂Ω; d n−1 σ), n = 2, 3. This leads to a two-and three-dimensional extension of a variant of a celebrated formula due to Jost and Pais, which reduces the Fredholm perturbation determinant associated with a Schrödinger operator on the half-line (0, ∞) to a simple Wronski determinant of appropriate distributional solutions of the underlying Schrödinger equation.
Introduction
To describe the original Fredholm determinant result due to Jost and Pais [34] , we need a few preparations. Denoting by H 
7)
z ∈ C\{0}, Im(z 1/2 ) ≥ 0, x ≥ 0.
In addition, we introduce u = exp(i arg(V ))|V | 1/2 , v = |V | 1/2 , so that V = u v, (1.8) and denote by I + the identity operator in L 2 ((0, ∞); dx). Moreover, we denote by
the Wronskian of f and g, where f, g ∈ C 1 ([0, ∞)). We also use the standard convention to abbreviate (with a slight abuse of notation) the operator of multiplication in L 2 ((0, ∞); dx) by an element f ∈ L 1 loc ((0, ∞); dx) (and similarly in the higher-dimensional context with (0, ∞) replaced by an appropriate open set Ω ⊂ R n later) by the same symbol f (rather than M f , etc.). For additional notational conventions we refer to the paragraph at the end of this introduction.
Then, the following results hold (with B 1 (·) abbreviating the ideal of trace class operators): (1.12) Equation (1.11) is the modern formulation of the celebrated result due to Jost and Pais [34] . Performing calculations similar to Section 4 in [24] for the pair of operators H N 0,+ and H N + , one obtains the analogous result (1.12).
We emphasize that (1.11) and (1.12) exhibit a spectacular reduction of a Fredholm determinant, that is, an infinite determinant (actually, a symmetrized perturbation determinant), associated with the trace class Birmann-Schwinger kernel of a one-dimensional Schrödinger operator on the half-line (0, ∞), to a simple Wronski determinant of C-valued distributional solutions of (1.4) . This fact goes back to Jost and Pais [34] (see also [24] , [48] , [49] , [50, Sect. 12.1.2] , [60] , [61, Proposition 5.7] , and the extensive literature cited in these references). The principal aim of this paper is to explore the extent to which this fact may generalize to higher dimensions. While a direct generalization of (1.11), (1.12) appears to be difficult, we will next derive a formula for the ratio of such determinants which indeed permits a natural extension to higher dimensions.
For this purpose we introduce the boundary trace operators γ D (Dirichlet trace) and γ N (Neumann trace) which, in the current one-dimensional half-line situation, are just the functionals,
In addition, we denote by m 
In the case where V is real-valued, we briefly recall the spectral theoretic significance of m (respectively, dρ N + ) uniquely determine V a.e. on (0, ∞) by the inverse spectral approach of Gelfand and Levitan [20] or Simon [59] , [26] (see also Remling [56] and Section 6 in the survey [21] ).
Then we obtain the following result for the ratio of the perturbation determinants in (1.11) and (1.12):
The proper multi-dimensional generalization to Schrödinger operators in L 2 (Ω; d n x) corresponding to an open set Ω ⊂ R n with compact, nonempty boundary ∂Ω then involves the operator-valued generalization of the Weyl-Titchmarsh function m D + (z), the Dirichlet-to-Neumann map denoted by M D Ω (z). In particular, we will derive the following multi-dimensional extension of (1.16) and (1.17) in Section 4:
Here, det 2 (·) denotes the modified Fredholm determinant in connection with Hilbert-Schmidt perturbations of the identity, T 2 (z) is given by Finally, we briefly list some of the notational conventions used throughout this paper. Let T be a linear operator mapping (a subspace of) a Banach space into another, with dom(T ) and ran(T ) denoting the domain and range of T . The closure of a closable operator S is denoted by S. The kernel (null space) of T is denoted by ker(T ). The spectrum and resolvent set of a closed linear operator in a separable complex Hilbert space H (with scalar product denoted by (·, ·) H , assumed to be linear in the second factor) will be denoted by σ(·) and ρ(·). The Banach spaces of bounded and compact linear operators in H are denoted by B(H) and B ∞ (H), respectively. Similarly, the Schatten-von Neumann (trace) ideals will subsequently be denoted by H 2 ), etc., will be used for bounded, compact, etc., operators between two Hilbert spaces H 1 and H 2 . In addition, tr(T ) denotes the trace of a trace class operator T ∈ B 1 (H) and det p (I H + S) represents the (modified) Fredholm determinant associated with an operator S ∈ B p (H), p ∈ N (for p = 1 we omit the subscript 1). Moreover, X 1 ֒→ X 2 denotes the continuous embedding of the Banach space X 1 into the Banach space X 2 .
For general references on the theory of modified Fredholm determinants we refer, for instance, to [16, 
) and trace ideal properties of the maps f H [31] , [32] , [35] , [40, Ch. 3] , [43] , [44] , [62, p. 189] , [63] , [68] , and [70, Sect. I. 4 
.2]).
First, we introduce the boundary trace operator γ
Then there exists a bounded, linear operator γ D (cf. [40, Theorem 3.38]),
whose action is compatible with that of γ 0 D . That is, the two Dirichlet trace operators coincide on the intersection of their domains. We recall that d n−1 σ denotes the surface measure on ∂Ω and we refer to [23, App. A] for our notation in connection with Sobolev spaces (see also [40, Ch. 3] , [68] , and [70, Sect. I.4.2]).
Next, we introduce the operator γ N (Neumann trace) by
where ν denotes the outward pointing normal unit vector to ∂Ω. It follows from (2.2) that γ N is also a bounded operator. Given Hypothesis 2.1, we introduce the self-adjoint and nonnegative Dirichlet and Neumann Laplacians H 
The fractional powers in (2.6) (and in subsequent analogous cases) are defined via the functional calculus implied by the spectral theorem for self-adjoint operators.
As 
and real interpolation methods. The next result is a slight extension of [23, Lemma 6.8] and provides an explicit discussion of the z-dependence of the constant c appearing in estimate (6.48) of [23] . For a proof we refer to [25] . 8) and for some c > 0 (independent of z and f ) 
Lemma 2.3 ([25]). Assume Hypothesis 2.1 and let
, and z ∈ C\[0, ∞). Then, denoting by f 1 and f 2 the operators of multiplication by functions
and for some c j (z) > 0 (independent of f j ), j = 1, 2, 
Hypothesis 2.6. Suppose that Ω satisfies Hypothesis 2.1 and assume that V ∈ L p (Ω; d n x) for some p satisfying 4/3 < p ≤ 2, in the case n = 2, and 3/2 < p ≤ 2, in the case n = 3.
Assuming Hypothesis 2.6, we next introduce the perturbed operators H
by alluding to abstract perturbation results due to Kato [36] (see also Konno and Kuroda [37] ) as summarized in [23, Sect. 2]: Let V , u, and v denote the operators of multiplication by functions V , u = exp(i arg(V ))|V | 1/2 , and 17) and hence, in particular,
Moreover, (2.16) and (2.17) imply 
Here invertibility of
is guaranteed by arguments discussed, for instance, in [23, Sect. 2] and the literature cited therein. Although we will not explicitly use the following result in this paper, we feel it is of sufficient independent interest to be included at the end of this section: Lemma 2.7. Assume Ω satisfies Hypothesis 2.1 with n = 2, 3 replaced by n ∈ N, n ≥ 2, suppose that V ∈ L n/2 (Ω; d n x), and let
is well-defined and bounded, in fact, it is compact.
Proof. The fact that the operator (2.24) is well-defined along with the estimate . Once the boundedness of (2.24) has been established, the compactness follows from the fact that if V j ∈ C ∞ 0 (Ω) is a sequence of functions with the property that 
for all φ ∈ H 1/2 (∂Ω) and Φ ∈ H 1 (Ω) such that γ D Φ = φ. We note that this definition is independent of the particular extension Φ of φ, and that γ N is an extension of the Neumann trace operator γ N defined in (2.3). For more details we refer to [23, App. A].
We start with a basic result on the Helmholtz Dirichlet and Neumann boundary value problems: 
has a unique solution u
Similarly, for every g ∈ L 2 (∂Ω; d n−1 σ) and z ∈ C\σ H N 0,Ω the following Neumann boundary value problem,
In addition, (3.3)-(3.6) imply that the following maps are bounded
Finally, the solutions u 
A detailed proof of Theorem 3.1 will appear in [25] . We temporarily strengthen our hypothesis on V and introduce the following assumption:
Hypothesis 3.2. Suppose the set Ω satisfies Hypothesis 2.1 and assume that
By employing a perturbative approach, we now extend Theorem 3.1 in connection with the Helmholtz differential expression −∆ − z on Ω to the case of a Schrödinger differential expression −∆ + V − z on Ω. 
the following Neumann boundary value problem, 
Proof. We temporarily assume that z ∈ C σ H 
, and hence (3.15) and (3.16) are well-defined. Since one also has 
17)
Thus, by (2.4) and (2.5), 20) and hence
and by (2.4), (2.5) and (3.17), (3.18) one also obtains,
Finally, (3.13) and (3.14) follow from (3.9), (3.10), (3.15), (3.16) , and the resolvent identity, 27) where u D 0 is the unique solution of
where u D is the unique solution of
In addition, still assuming Hypothesis 3.2, we introduce the Neumann-to-Dirichlet maps, M 31) where u N 0 is the unique solution of 32) and 33) where u N is the unique solution of 36) and 
A detailed proof of Lemma 3.4 will be provided in [25] . Weyl-Titchmarsh operators, in a spirit close to ours, have recently been discussed by Amrein and Pearson [2] in connection with the interior and exterior of a ball in R 3 and real-valued potentials
For additional literature on Weyl-Titchmarsh operators, relevant in the context of boundary value spaces (boundary triples, etc.), we refer, for instance, to [1] , [3] , [4] , [5] , [6] , [7] , [14] , [15] , [22] , [29, Ch. 3] , [38] , [39] , [41] , [52] , [53] .
Next, we prove the following auxiliary result, which will play a crucial role in Theorem 4.2, the principal result of this paper. 
. Then (3.43) follows from (3.37), (3.38) , and the resolvent identity
,Ω , then it follows from (3.35), (3.39), and (3.
Then by Theorem 3.1,
is the unique solution of
Setting f = γ D u ∈ H 1 (∂Ω) and utilizing Theorem 3.1 once again, one obtains
Thus, it follows from (3.47) and (3.49) that
Finally, insertion of (3.50) into (3.46) yields (3.44).
It follows from (4.25)-(4.30) that γ N can be replaced by γ N on the right-hand side of (3.43) and (3.44).
A Multi-Dimensional Variant of a Formula due to Jost and Pais
In this section we prove our multi-dimensional variants of the Jost and Pais formula as discussed in the introduction.
We start with an elementary comment on determinants which, however, lies at the heart of the matter of our multi-dimensional variant of the one-dimensional Jost and Pais result. Suppose A ∈ B(H 1 , H 2 ), B ∈ B(H 2 , H 1 ) with AB ∈ B 1 (H 2 ) and BA ∈ B 1 (H 1 ). Then, det(I H2 − AB) = det(I H1 − BA).
(4.1)
In particular, H 1 and H 2 may have different dimensions. Especially, one of them may be infinite and the other finite, in which case one of the two determinants in (4.1) reduces to a finite determinant. This case indeed occurs in the original one-dimensional case studied by Jost and Pais [34] as described in detail in [24] and the references therein. In the proof of the next theorem, the role of H 1 and H 2 will be played by L 2 (Ω; d n x) and L 2 (∂Ω; d n−1 σ), respectively. We start with an extension of a result in [23] : 
and
Proof. From the outset we note that the left-hand side of (4.4) is well-defined by (2.20) . Let
where
with p as introduced in Hypothesis 2.6. Then it follows that
p , in both cases n = 2, 3, and hence V = uv = u v.
Next, we introduce
and note that
Thus, utilizing the following facts,
At this point, the left-hand side of (4.4) can be rewritten as
. Using [23, Lemma A.3] (an extension of a result of Nakamura [47, Lemma 6] ) and [23, Remark A.5] , one finds
(4.14)
Thus, inserting (4.14) into (4.13) yields,
Then, utilizing Corollary 2.5 with p 1 and p 2 as in (4.7), one finds, 17) and hence,
Moreover, using the fact that 20) one now applies the idea expressed in formula (4.1) and rearranges the terms in (4.15) as follows:
In the last equality we employed the following simple identities,
Utilizing (4.21) and the following resolvent identity, 24) one arrives at (4.4), subject to the extra assumption 29) and hence
Relations (4.24)-(4.30) prove (4.2) and (4.3), and hence, the left-and the right-hand sides of (4.4) are well-defined for V ∈ L p (Ω; d n x). Thus, using (2.9), (2.13), (2.14), the continuity of det 2 (·) with respect to the Hilbert-Schmidt norm ·
, the continuity of tr(·) with respect to the
, and an approximation of V ∈ L p (Ω; d n x) by a sequence of potentials
Given these preparations, we are now ready for the principal result of this paper, the multidimensional analog of Theorem 1.2: 
Proof. The result follows from combining Lemma 3.5 and Theorem 4.1.
A few comments are in order at this point. The sudden appearance of the exponential term exp(tr(T 2 (z))) in (4.32) and (4.33), when compared to the one-dimensional case, is due to the necessary use of the modified determinant det p (·) in Theorems 4.1 and 4.2.
The multi-dimensional extension (4.32) of (1.16), under the stronger hypothesis V ∈ L 2 (Ω; d n x), n = 2, 3, first appeared in [23] . However, the present results in Theorem 4.2 go decidedly beyond those in [23] in the sense that the class of domains Ω permitted by Hypothesis 2.1 is greatly enlarged as compared to [23] and the conditions on V satisfying Hypothesis 2.6 are nearly optimal by comparison with the Sobolev inequality (cf. Cheney [13] , Reed and Simon [54, Sect. IX.4], Simon [57, Sect. I.1]). Moreover, the multi-dimensional extension (4.33) of (1.17) invoking Dirichlet-to-Neumann maps is a new result.
The principal reduction in Theorem 4.2 reduces (a ratio of) modified Fredholm determinants associated with operators in L 2 (Ω; d n x) on the left-hand side of (4.32) to modified Fredholm determinants associated with operators in L 2 (∂Ω; d n−1 σ) on the right-hand side of (4.32) and especially, in (4.33) . This is the analog of the reduction described in the one-dimensional context of Theorem 1.2, where Ω corresponds to the half-line (0, ∞) and its boundary ∂Ω thus corresponds to the one-point set {0}.
In the context of elliptic operators on smooth k-dimensional manifolds, the idea of reducing a ratio of zeta-function regularized determinants to a calculation over the (k − 1)-dimensional boundary has been studied by Forman [18] . He also pointed out that if the manifold consists of an interval, the special case of a pair of boundary points then permits one to reduce the zeta-function regularized determinant to the determinant of a finite-dimensional matrix. The latter case is of course an analog of the one-dimensional Jost and Pais formula mentioned in the introduction (cf. Theorems 1.1 and 1.2). Since then, this topic has been further developed in various directions and we refer, for instance, to Burghelea, Friedlander, and Kappeler [8] , [9] , [10] , [11] , Carron [12] , Friedlander [19] , Müller [46] , Park and Wojciechowski [51] , and the references therein. 
