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Abstract: We propose a new algorithm that preprocess a set of n disjoint unit
disks to be able to compute the Delaunay triangulation in O(n) expected time.
Conversely to previous similar results, our algorithm is actually faster than a
direct computation in O(n log n) time.
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Triangulation de Delaunay de points dans des
disques.
Un algorithme vraiment rapide.
Résumé : Nous proposons un algorithme qui prétraite un ensemble de disques
unitaires disjoints pour être capable de calculer la triangulation d’un ensemble de
n points, un dans chaque disque, en temps moyen O(n). Par rapport à d’autres
résultats simiaires, notre algorithme permet également d’avoir effectivement un
temps de calcul meilleur que les algorithmes classiques en O(n log n).
Mots-clés : Triangulation de Delaunay, incertitudes, randomisation
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1 Introduction
A popular way to model geometric uncertainties in computational geometry, is
to replace a data point by a region, e.g. a disk, where the point can be. We
call such a region an imprecise point. An early work in that direction is the
ε-geometry introduced by Guibas et al. [12]. Given a set of imprecise points,
we call an instance a set of points, each one taken in the region of an imprecise
point. Then, given a classical problem for a set of points, say the Delaunay
triangulation computation, imprecise computational geometry may ask different
questions:
-Strong problem- what are the pair of points that define a Delaunay edge for all
possible instances ? (strongly Delaunay edge);
-Weak problem- what are the pair of points that define a Delaunay edge for at
least one instance ? (weakly Delaunay edge); or
-Instance problem- can we preprocess the imprecise points and construct a data
structure to be able to solve the problem on a particular instance in a fast way?
The strong and weak approaches have been used, e.g. for convex hull com-
putations [13, 15], but a drawback of this approach is that it often involves
intricate predicates. For example, if the original problem needs a simple predi-
cate such as an orientation test on three points, the imprecise approach will test
the position of a disk with respect to the tangent to two other disks.
In this paper, we will address the problem of answering instance queries for
the Delaunay triangulation problem, where the imprecise points are disks in the
plane.
Previous work
Imprecise points Löffler and Snoeyink [14] proposed an algorithm that pre-
processes a set of disjoint unit disks in O(n log n) time and computes the pla-
nar Delaunay triangulation of an instance in O(n) time. This algorithm has
a reasonably simple description but uses as a building block the linear time
construction of the constrained Delaunay triangulation of a simple polygon [5]
which makes this result mainly theoretical. Then, Buchin et al. [3] proposed a
simpler solution which uses the split of a Delaunay triangulation in linear time
[4], this second solution remains a bit heavy in practice; indeed, the prepro-
cessing compute a Delaunay triangulation of 8n points (center and boundary
of the disks), then the points of the instance can be added in linear time to
get a triangulation of 9n points and split it in the triangulation of the instance
and the 8n points triangulation again. In the same paper, they also proposed
a different algorithm based on quadtrees allowing overlapping disks of different
radii.
Delaunay construction and walking strategies Let us recall here a useful
classical incremental algorithm to compute the Delaunay triangulation. When
a new point is inserted in a triangulation, the triangle containing it is located
by “walking in the triangulation” from some starting point [9], then the trian-
gulation is modified to remove non Delaunay triangles and fill the resulting hole
with new triangles incident to the new point.
If the points are inserted in a random order, standard backward analysis
[16] remarks that the last point is a random point, thus its expected degree is
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less than 6 and the expected cost of modifying the triangulation is constant.
Thus the remaining cost is the one of the walk which is directly related to the
strategy to choose the starting point and there is a huge literature on randomized
incremental construction to choose good starting points [8, 10, 11, 6, 1, 7, 2].
Contribution
In this paper we do not improve the theoretical asymptotic complexity, but we
propose a so simple algorithm that its description fits in a dozen of lines. The
algorithm works for any set of balls (overlapping, different radii, any dimen-
sion) but to yield to a good complexity, the analysis requires that the imprecise
points are unit disks in the plane (possibly overlapping a constant number of
times). This analysis can be extended in higher dimensions under some suitable
hypotheses. For disks of different radii overlapping at most twice, we provide
a pathological example where our algorithm reaches a quadratic behavior. For
disjoint disks of different radii the analysis remains open.
Moreover, the algorithm is also efficient in practice and do not need any
new predicates different that usual predicates for Delaunay triangulation. Our
benchmarks conclude that we can answer a query much faster than with the
Delaunay hierarchy [8, 17] and in a time better than spatial sorting [7, 2].
2 Notations
— For P a point set, let DTP denote the Delaunay triangulation of P , NNP
its nearest neighbor graph and NNP (v) the nearest neighbor in P of v ∈ P .
— For a graph G, and a vertex v of G, d◦G(v) is the degree of v in G.
— If p denote an imprecise point represented by a disk, ṗ denote the center of
p and p̂ an instance of p. Given a set of disks S = {p1, p2 . . . pn} (imprecise
points), Ṡ = {ṗ1, ṗ2 . . . ṗn} and Ŝ = {p̂1, p̂2 . . . p̂n}. The set of the k first disks
is denoted Sk = {p1, p2 . . . pk}.
— For an event z, [z] is the indicator function of event z (value is 1 if z is true
and 0 otherwise).
— In the case where S is a set disjoint unit disks, given p ∈ S, we define D(p),
the disk of center ṗ and radius |ṗNNṠ(ṗ)|+ 1 (thus containing and tangent to
x such that ẋ = NNṠ(ṗ)).
— Given an instance Ŝ, we also define W (q) = {p ∈ S; q̂ ∈ D(p)}.
3 Algorithm
The aim is to preprocess the set of disks S, to be able to compute DTŜ for an
instance Ŝ and the following algorithm is quite simple.
The main idea is to compute DTṠ incrementally, determining after the in-
sertion of ṗ a point ẋ that would have been a good starting point to locate ṗ
by walking in the triangulation (which is easy to find afterwards). Then when
processing an instance, we use x̂ as a starting point to locate p̂.
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Figure 1: For the proof of Lemma 1. D(p′) cannot intersect q.
Preprocessing
First we assume that the indices in S = {p1, p2, . . . pn} enumerate the disks in a
random order (otherwise reorder the disk according to a random permutation).
We compute DTṠ incrementally, inserting the points in order. Furthermore
after inserting ṗk we compute the index h(k) such thatNNṠk(ṗk) = ṗh(k). Index
h(k) is called the hint for pk. Using incremental randomized construction, this
can be done in O(n log n) expected time [8].
Instance processing
Now given an instance Ŝ = {p̂i ∈ pi}, we compute DTŜ incrementally. The
location of p̂k in DTŜk being done by a straight walk starting at p̂h(k).
4 Complexity for unit disks
In this section, we assume that S is a set of disjoint unit disks. Recalling that
W (q) = {p ∈ S; q̂ ∈ D(p)}, we start by a lemma that bound the size of W (q).
Lemma 1. |W (q)| is less than 22.
Proof. Referring to Figure 1, consider q ∈ S and a disk p such that q̂ ∈ D(p).
We construct the wedge of apex q̂ limited by the horizontal ray q̂ṗ and having
an angle of π6 . Let d = |q̂ṗ|. Consider p′ ∈ S centered in the wedge, and further
than p from q̂. We will prove below that if d ≥ 2.37, D(p′) cannot contain q̂,
thus we get that in a wedge of angle π6 around q̂, among the points at distance
bigger than 2.37, only the closest can belong to W (q).
The size of W (q) is then bounded by 12 (one point per wedge) plus the
maximum number of non overlapping disk at distance less than 2.37 that is
3.372π
π − 1 ≤ 10.36 by a simple area argument (disks with center at less than
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2.37 are included in a disk of radius 3.37 of center q̂; the “-1” is because q is
counted there and do not belongs to W (q)). We can notice that the wedge
argument does not use the fact that the disks are non overlapping, thus, if the
disks overlap at most k time, we have |W (q)| ≤ 11.36 k + 12 = O(k).
It remains to prove that d ≥ 2.37⇒ q̂ 6∈ D(p′) which is done by elementary
(boring) geometrical computations. Referring to Figure 1 we introduce:
∆ the disk of center ṗ and radius d− 1,
z be the vertical projection of ṗ on the upper wedge boundary,
z′ the right most intersection of ∆ and the upper wedge boundary, and
z′′ the intersection of line segment q̂ṗ′ with ∆.
We make the two following remarks:
∆ cannot contain any point of Ṡ (otherwise such a point would be the nearest
neighbor of p and D(p) would be too small to contain q̂).
Since d ≥ 2.37 ≥
√
3√
3−1 we have |ṗz| = d√3 ≤ d − 1 = |ṗz′| that is z′ is to the
right of z.
Then we have that the radius of D(p′) is
|ṗ′NNṠ(ṗ
′)|+ 1 ≤ |ṗ′ṗ|+ 1 p is further than nearest neighbor
≤ |ṗ′z′′|+ |z′′ṗ|+ 1 triangular inequality
≤ |ṗ′z′′|+ (d− 1) + 1 radius of ∆
≤ |ṗ′z′′|+ 2√
3
d since d ≥ 2.37
≤ |ṗ′z′′|+ |zq̂| definition of z
≤ |ṗ′z′′|+ |z′q̂| remark z′ to the right of z
≤ |ṗ′z′′|+ |z′′q̂| circle of center q̂ through z′ cross ∆ in z′
≤ |ṗ′q̂| points are collinear
and thus q̂ 6∈ D(p′) or equivalently p′ 6∈W (q).
Lemma 2. If edge q̂q̂′ of DTŜ intersects line segment x̂p̂, with ẋ = NNṠ(ṗ),
then either q̂ or q̂′ belongs to D(p).
Proof. By definition of D(p), it encloses p and x and thus contains p̂ and x̂, and
we can construct a circle Γ ⊂ D(p) passing through p̂ and x̂. Since q̂q̂′ ∈ DTŜ we
have q̂q̂′ ∈ DT{q̂,q̂′,x̂,p̂}, that is p̂x̂ the other diagonal of the convex quadrilateral
q̂, x̂, q̂′p̂ is not an edge of DT{q̂q̂′x̂p̂} or in other words a circle trough p̂ and x̂
cannot be empty of points of {q̂q̂′x̂p̂}. Γ ⊂ D(p) is such a circle, thus it contains
q̂ or q̂′.
Theorem 3. The expected cost of constructing DTŜ is linear.
Proof. By usual backward analysis, it is enough to prove that the insertion of
the last point p̂ is done in expected constant time.
Let x̂ be the starting point of the straight walk in DTŜ\{p̂} to insert p̂. Has
seen in the algorithm description, we have ẋ = NNṠ(ṗ).
The cost of locating and inserting p̂ is split in three parts:
- the cost of turning around x̂ in DTŜ\{p̂},
- the cost of visiting the triangles crossed by line segment x̂p̂, and
- the cost of modifying the triangulation to update DTŜ\{p̂} into DTŜ .
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The cost of updating the triangulation is d◦DTŜ (p̂).
The cost of the walk is the number of edges of DTŜ\{p̂} crossed by x̂p̂ and
we distinguish between the edges that belong to DTŜ and those that disappear
in DTŜ . We bound the number of crossed edges that disappear by the total
number of edges of DTŜ that disappear in DTŜ\{p̂}, that is d
◦
DTŜ
(p̂) − 3. By
Lemma 2 , the edges of DTŜ crossed by x̂p̂ have a vertex in D(p). Altogether
the cost is bounded by







Then the three following claims ends the proof of the theorem.
Claim The expected degree of p̂ in DTŜ is less than 6
This is just the degree of a random point in DTŜ .
Claim The expected degree of x̂ in DTŜ is less 36





























































Claim The expected value of
∑
q̂∈D(p)

























































The set contains n disjoint imprecise points in a 2
√
n×2√n square. Each center
of imprecise point is generated at random in the square, then the point is kept if
it is at distance greater than 1 from previously kept points. Points are generated
until a set of n points is obtained. A point instance is generated at random in
each imprecise point.
Ten point sets of each size have been generated; the size is ranging between
103 and 107 points.
Platform
Experiments have been done on a 2.33 GHz processor with 16 GByte RAM Op-
erating system is Linux-FC10 with CGAL3.5. Code was compiled with gcc 4.3.2
in release mode and time has been obtained with the CGAL::Timer.
Results
The first observation is that the number of triangles visited during the walk to
locate a point from its hint is actually a small constant,. This number stays
around 2.8, while for a walk between two points using spatial sort, this number
of visited triangles is about 3.7.
Despite this encouraging result, our first timings were disappointing since
the hint location reveals a non constant insertion time as shown by the first
lines of following table (each result is averaged over 10 trials).
Since each insertion is closed to the previous one, spatial sort is less demand-
ing for the cache memory, and this fact explains the difference in timings. Thus
we experiment the following : we use spatial sort to order the imprecise points,
then we preprocess the imprecise points in that order (and of course introduce
the instance points in the same order), then we benefit of the locality for cache
effects and of the cheap location using the hint. Processing an instance save
30% of the time compared to spatial sort.
running time (µs) per point
] visited triangles per point
n 103 104 105 106 107
locate from hint 1.0 1.1 2.24 3.62 4.61
in random order 2.89 2.82 2.77 2.75 2.76
spatial sort 0.2+1.2 0.2+1.2 0.25+1.20 0.37+1.19 0.56+1.22
+ insert in order 3.76 3.62 3.71 3.67 3.55
Delaunay 2.5 3.3 5.25 8.78 12.8
hierarchy 21 28 30 38 45
locate from hint 1.0 1.1 1.11 1.11 1.12
in spatial sort order 2.86 2.80 2.77 2.76 2.75
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Figure 2: For disks of different radii with at most two overlapping, the com-
plexity is Ω(n2).
6 Beyond disjoint unit disks in the plane
6.1 Overlapping unit disks
The algorithm does not need that the disks are disjoints and have unit radius,
these hypotheses are only useful for Lemma 1. By a straightforward modification
of the analysis we get that n unit disks that overlap at most k times, can
be preprocessed in O(n log n) time such that the Delaunay triangulation of an
instance is computed O(kn) time.
6.2 Non unit disks
Unfortunately, if the disks have different radii, Lemma 1 does not generalize.
We have a counter example that if we allow at most two disks to overlap, the
complexity of our algorithm becomes quadratic. Consider the following example
of 2n+1 disks (see Figure 2): xi is centered in 10−i(2, 1) and has radius 10−i2.1
for 0 ≤ i < n and x̂i is placed at 10−i(2, εi); yi is symmetric of xi with respect to
x-axis and z is on the right on the x-axis with ẑ = ż. Then the points are inserted
in a random order (unrelated to the order of index i), to construct DTṠ . When
inserting ẋi its nearest neighbor is its final nearest neighbor ẏi with probability
1
2 . Now when the instance is processed, DTŜ links ẑ to all other points and the
location of xi starts from yi, with probability 12 , and crosses all edges zxj , zyk
for j, k ≥ i if theses points are already inserted. Thus with constant probability
insertion of a point takes linear time. If the disks have different sizes and do
not overlap, the complexity of our algorithm remains open.
6.3 Higher dimension
Higher dimensions generalization needs additional hypotheses on the data, that
are usual for random incremental construction. We get: if S is such that for
a random sample R of size r the expected sizes of DTṘ and DTR̂ are both
RR n° 7299
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O(r), then S can be preprocessed in O(n log n) time such that the Delaunay
triangulation of an instance is computed O(n) time.
Acknowledgments Author thanks Sylvain Lazard for fruitful discussions.
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