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LE SYSTÈME DE NAVIER-STOKES AVEC FORCE DE
CORIOLIS DANS UN DEMI-ESPACE À BORD RUGUEUX
SYLVIE MONNIAUX?
Résumé. On se propose ici d’étudier le système de Navier-Stokes avec
force de Coriolis dans un demi-espace ou une bande avec bord rugueux
de type lipschitzien. Les méthodes utilisées relèvent de l’analyse harmo-
nique, de l’analyse fonctionnelle et des techniques usuelles dans l’étude
des équations aux dérivées partielles, comme l’intégration par parties et
des théorèmes de point fixe. Le résultat principal est l’existence globale
d’une solution de type intégral au système étudié, à condition que la norme
(dans un espace critique pour le système de Navier-Stokes) de la condition
initiale soit assez petite, cette petitesse ne dépendant pas de la vitesse de
rotation intervenant dans la force de Coriolis.
Mots-clés. Navier-Stokes, Coriolis, frontière lipschitzienne, espace critique, solutions
intégrales
1. Introduction
Le système de Navier-Stokes-Coriolis avec conditions au bord de type glisse-
ment de Navier (voir aussi [10] pour ces conditions au bord) que l’on étudie ici
est de la forme
∂tu−∆u+∇pi + ρ e× u− u× rotu = 0 dans (0,∞)× Ω
div u = 0 dans (0,∞)× Ω
ν · u = 0, ν × rotu = 0 sur (0,∞)× ∂Ω
u(0, ·) = u0 dans Ω,
(1.1)
où Ω ⊂ R3 est un domaine du type
Ω :=
{
x = (xh, x3) ∈ R2 × R ;ω(xh) < x3
}
(demi-espace rugueux) (1.2)
(où on a utilisé la notation xh = (x1, x2) ∈ R2) ou
Ω :=
{
x = (xh, x3) ∈ R2 × R ;ω(xh) < x3 < 0
}
, (bande rugueuse) (1.3)
avec ω : R2 → (−∞, 0) une application uniformément lipschitzienne bornée,
ν(x) représente le vecteur normal extérieur en presque tout point x ∈ ∂Ω (voir
aussi le nouveau manuscrit d’Anne-Laure Dalibard et Christophe Prange [3]
pour le cas du problème stationnaire et des conditions au bord de type Dirichlet).
La direction de rotation est donnée par la verticale e = e3, la vitesse de rotation
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est constante et vaut ρ ∈ R. Le terme non linéaire −u × rotu dans le système
(1.1) est à rapprocher de la non linéarité classique de Navier-Stokes via l’identité
suivante (valable pour des champs de vecteurs u suffisament réguliers) :
(u · ∇)u = 12∇|u|2 − u× rotu. (1.4)
La condition initiale u0 est considérée dans un espace critique pour le système
de Navier-Stokes ; pour fixer les idées, disons l’espace des champs de vecteurs à
divergence nulle dans l’espace de Sobolev homogène H˙1/2.
Il est peut-être nécessaire d’expliquer les conditions au bord considérées dans
(1.1). Dans le cas de la dimension 2 et du problème stationnaire, voir [5]. Pour
une étude plus détaillée, on pourra se référer à [10, Section 2]. Pour un champ
de vecteurs u assez régulier, les deux conditions
ν · u = 0 et ν × rotu = 0 (“free boundary”) (1.5)
et
ν · u = 0 et [(∇u+∇u>)ν]
tan
= 0 (“Navier’s slip”) (1.6)
coïncident sur les parties plates de la frontière ∂Ω. Dans le cas d’une frontière
de classe C2 (ou au moins C1,1), les deux conditions diffèrent d’un terme d’ordre
0 faisant intervenir l’application de Weingarten.
Dans un premier temps, je propose de montrer des estimations de la norme
L2 de la trace d’un champ de vecteurs sur le bord ∂Ω en fonction des normes L2
de sa divergence et de son rotationnel, sachant que sa trace normale, ou sa trace
tangentielle, est nulle au bord. Je montrerai aussi une inégalité de type Poincaré
(ne faisant pas intervenir la norme du gradient, mais seulement la norme de la
divergence et du rotationnel) dans le cas d’une bande du type (1.3). J’utiliserai
ces résultats afin de montrer des estimations fines sur les solutions du problème
de Stokes-Coriolis (système (1.1) sans le terme non linéaire −u× rotu). Enfin,
j’appliquerai ceci pour montrer l’existence d’une solution globale de (1.1) à
condition que la condition initiale u0 ne soit pas trop grande. Le cas de l’espace
tout entier Ω = R3 a été étudié dans [6]. Le résultat principal obtenu par les
auteurs est qu’il existe  > 0 tel que, quelle que soit la vitesse de rotation ρ, pour
toute condition initiale u0 ∈ H˙ 12 à divergence nulle et telle que ‖u0‖
H˙
1
2
< , le
système (1.1) admet une solution u ∈ C(0,∞; H˙ 12 ).
Terminons cette introduction par une remarque : les techniques employées
ici fonctionnent aussi pour des bandes “doublement rugueuses”, c’est-à-dire pour
des domaines du type
Ω :=
{
x = (xh, x3) ∈ R2 × R ;ω1(xh) < x3 < ω2(xh)
}
, (1.7)
avec ω1 : R2 → (−∞, 0) et ω2 : R2 → (0,+∞) deux applications uniformément
lipschitziennes bornées. Dans un souci de clareté de l’exposition, on se limitera
ici aux domaines Ω du type (1.2) ou (1.3).
2. Quelques outils bien utiles
Cette première partie peut être intéressante par elle-même. Je présente deux
outils (le Théorème 2.1 qui donne une estimation des traces au bord de champs
de vecteurs moins réguliers que H1 et le Théorème 2.4 qui est une inégalité de
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type Poincaré) qui me seront utiles par la suite, et qui sont, à mon avis, d’un
intérêt indépendant.
Notations. Pour une fonction f définie dans Ω (du type (1.2) ou (1.3)) diffé-
rentiable presque partout, on note
∇hf(xh, x3) = (∂1f(x1, x2, x3), ∂2f(x1, x2, x3)), (xh = (x1, x2)),
le “gradient horizontal” de f .
Si u est un champ de vecteurs défini dans Ω (à valeurs dans R3), différentiable
presque partout, on note uh = (u1, u2) et
divhuh(xh, x3) = ∂1u1(x1, x2, x3) + ∂2u2(x1, x2, x3), (xh = (x1, x2)),
la “divergence horizontale” de u.
Pour Ω un domaine du type (1.2) ou (1.3), on note
Γ :=
{
x = (xh, x3) ∈ R3;x3 = ω(xh)
}
(2.1)
(Γ = ∂Ω dans le cas d’un demi-espace rugueux du type (1.2)), de telle sorte que
la normale extérieure à Ω de Γ en un point (xh, ω(xh)) vaut
νΓ(xh, ω(xh)) =
1√
1 + |∇hω(xh)|2
(∇hω(xh),−1) (2.2)
et
Σ :=
{
x = (xh, x3) ∈ R3;x3 = 0
}
(2.3)
(Γ ∪ Σ = ∂Ω dans le cas d’une bande rugueuse du type (1.3) ; dans ce cas,
la normale extérieure à Ω sur Σ vaut νΣ = e). On note θ ∈ [0, pi2 ) l’angle
correspondant à
cos θ = inf
xh∈R2
1√
1 + |∇hω(xh)|2
> 0, (2.4)
de telle façon que |e · νΓ(xh, ω(xh))| ≥ cos θ pour tout xh ∈ R2 et
‖e× νΓ‖L∞(Γ) ≤ sin θ. (2.5)
2.1. Traces au bord. Le but de ce paragraphe est de donner une estimation
de la trace au bord d’un champ de vecteurs de carré intégrable dont la diver-
gence et le rotationnel sont de carré intégrable aussi, ayant des informations sur
la trace normale ou la trace tangentielle de ce champ de vecteurs sur la fron-
tière du domaine de type (1.2) ou (1.3). Dans le cas d’un domaine D lipschitzien
borné, on a l’estimation suivante (voir [9, Theorem 11.2, estimation (11.13)], ré-
sultat prouvé dans le cadre plus général des formes différentielles Lp intégrables
dans des domaines bornés lipschitziens de variétés riemanniennes de dimension
quelconque) : pour u ∈ L2(D;R3) tel que div u ∈ L2(D), rotu ∈ L2(D;R3) et
ν∂D · u ∈ L2(∂D) ou ν∂D × u ∈ L2(∂D,R3) (ν∂D désigne la normale extérieure
à D sur le bord ∂D), on a
max
{‖ν∂D · u‖L2(∂D), ‖ν∂D × u‖L2(∂D;R3)}
≤ C
(
min
{‖ν∂D · u‖L2(∂D), ‖ν∂D × u‖L2(∂D;R3)}
+‖u‖L2(D;R3) + ‖div u‖L2(D) + ‖rotu‖L2(D;R3)
)
.
(2.6)
On montre alors le résultat suivant.
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Théorème 2.1.
Soit u ∈ L2(Ω;R3) tel que div u ∈ L2(Ω) et rotu ∈ L2(Ω;R3).
(1) Si ν · u = 0 sur ∂Ω, alors ν × u ∈ L2(∂Ω;R3) et on a
‖ν × u‖2L2(∂Ω;R3)
≤ 2
cos θ
(‖e× u‖L2(Ω;R3)‖rotu‖L2(Ω;R3) + ‖e · u‖L2(Ω)‖div u‖L2(Ω)). (2.7)
Dans ce cas,
Tr|∂Ωu = (ν × u)× ν ∈ L2(∂Ω;R3).
(2) Si ν × u = 0 sur ∂Ω, alors ν · u ∈ L2(∂Ω) et on a
‖ν · u‖2L2(∂Ω;R3)
≤ 2
cos θ
(‖e× u‖L2(Ω;R3)‖rotu‖L2(Ω;R3) + ‖e · u‖L2(Ω)‖div u‖L2(Ω)). (2.8)
Dans ce cas,
Tr|∂Ωu = (ν · u) ν ∈ L2(∂Ω;R3).
Remarque 2.2.
• Pour u ∈ L2(Ω;R3) tel que div u ∈ L2(Ω), on peut définir ν · u dans ∂Ω
de la manière suivante : pour tout φ ∈ H 12 (∂Ω), on note Φ une extension à
Ω dans H1(Ω) (voir par exemple [7, Theorem 3, Chap.VII, §2, p. 197]) et
on définit
H−
1
2 (∂Ω)
〈ν · u, φ〉
H
1
2 (∂Ω)
=
∫
Ω
Φ div u dx+
∫
Ω
u · ∇Φ dx, (2.9)
cette définition étant indépendante de l’extension Φ de φ choisie.
• De la même manière, pour u ∈ L2(Ω;R3) tel que rotu ∈ L2(Ω;R3), on
peut définir ν × u comme distribution dans H− 12 (∂Ω;R3) de la manière
suivante : pour tout ψ ∈ H 12 (∂Ω;R3), on note Ψ une extension à Ω dans
H1(Ω;R3) et on définit
H−
1
2 (∂Ω;R3)〈ν × u, ψ〉H 12 (∂Ω;R3) =
∫
Ω
Ψ · rotu dx−
∫
Ω
u · rot Ψ dx, (2.10)
cette définition étant indépendante de l’extension Ψ de ψ choisie.
Idée de la démonstration du Théorème 2.1. L’idée est de se contenter de mon-
trer (2.7) et (2.8) pour des champs de vecteurs réguliers dans C1c (Ω;R3). La
formule suivante
rot (e× u) = e× rotu+ ediv u−∇(e · u), (2.11)
(valable pour tout vecteur e constant), l’identité
u = (e · u) e+ (e× u)× e, (2.12)
(valable pour tout vecteur e de norme 1) et en intégrant par parties sur Ω, les
inégalités voulues. On conclut ensuite par densité de C1c (Ω;R3) avec l’une ou
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l’autre des deux conditions au bord (trace normale nulle ou trace tangentielle
nulle) dans l’un des deux espaces
W := {u ∈ L2(Ω;R3); div u ∈ L2(Ω), rotu ∈ L2(Ω;R3)
et ν · u = 0 sur ∂Ω} (2.13)
ou
W˜ := {u ∈ L2(Ω;R3); div u ∈ L2(Ω), rotu ∈ L2(Ω;R3)
et ν × u = 0 sur ∂Ω}. (2.14)
(la construction de [1, Theorem 3.18] d’une suite régulière qui approche les
fonctions de Wm,p(Ω) fonctionne dans notre cas). On a alors
pour tout u ∈ W, ν × u ∈ L2(∂Ω;R3) et (2.9) a lieu (2.15)
et dans ce cas,
Tr|∂Ωu = (ν × u)× ν ∈ L2(∂Ω;R3)
et
pour tout u ∈ W˜, ν · u ∈ L2(∂Ω) et (2.10) a lieu (2.16)
et dans ce cas,
Tr|∂Ωu = (ν · u) ν ∈ L2(∂Ω;R3).
Ceci termine la démonstration du théorème. 
Remarque 2.3.
(1) Si u ∈ L2(Ω,R3) tel que div u ∈ L2(Ω) et ν · u = 0 sur ∂Ω, alors div u˜ =
d˜iv u, où u 7→ u˜ désigne l’extension dans R3 par 0.
(2) Si u ∈ L2(Ω,R3) tel que rotu ∈ L2(Ω,R3) et ν × u = 0 sur ∂Ω, alors
rot u˜ = r˜otu
2.2. Inégalité de Poincaré. Dans le cas d’un domaine lipschitzien borné D ⊂
R3, l’inégalité de Poincaré suivante a lieu (voir [10, Proposition 3.1]) : il existe
C > 0 tel que pour tout u ∈ L2(D;R3) avec div u ∈ L2(D), rotu ∈ L2(D;R3)
et soit ν · u = 0 sur ∂D, soit ν × u = 0 sur ∂D :
‖u‖L2(D;R3) ≤ C
(‖div u‖L2(D) + ‖rotu‖L2(D;R3)). (2.17)
Le but ici est de montrer une telle estimation dans le cas d’un domaine lip-
schitizien borné dans une direction du type (1.3). Comme dans le paragraphe
précédent, il suffit de montrer l’inégalité cherchée pour des champs de vecteurs
dans C1c (Ω;R3).
Théorème 2.4.
Soit Ω une bande rugueuse du type (1.3). On note ` la largeur de cette bande,
c’est-à-dire
` :=
∣∣ inf
xh∈R2
ω(xh)
∣∣ = max
xh∈R2
|ω(xh)| (2.18)
Pour tout u ∈ W ou u ∈ W˜, sous l’hypothèse supplémentaire que div u = 0
dans Ω, on a l’inégalité suivante
‖u‖L2(Ω;R3) ≤ 2`
(
1 +
1
cos3 θ
) [‖rotu‖L2(Ω;R3) + ‖div u‖L2(Ω)], (2.19)
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où θ est défini par (2.4).
Idée de la démonstration. Comme indiqué plus haut, il suffit de montrer l’in-
égalité (2.19) pour des champs de vecteurs u ∈ C1c (Ω;R3). On note
U(xh, x3) =
∫ x3
ω(xh)
u(xh, z) dz, (xh, x3) ∈ Ω. (2.20)
Remarquons que U = 0 sur Γ par définition. En utilisant la formule
∂3u = e× rotu+∇u3, (2.21)
on montre facilement que u se décompose en trois termes a+ b+ c où a ne fait
intervenir que la valeur de u sur le bord Γ et est constant le long des verticales
{xh = (x01, x02)} de Ω, b s’exprime à l’aide de termes ne contenant que div u et
rotu et c s’exprime en fonction de U , ce qui donne alors l’inégalité cherchée. 
3. Le système de Navier-Stokes-Coriolis
On considère dans cette partie des ouverts Ω du type (1.2) ou (1.3). On note
H = L2(Ω;R3) l’espace vectoriel des champs de vecteurs de carré intégrable et
on munit W (défini par (2.13)) du produit scalaire
(u, v) 7→ 〈u, v〉W = 〈u, v〉H + 〈rotu, rot v〉H + 〈div u,div v〉L2(Ω). (3.1)
L’espaceW est ainsi un espace de Hilbert, sous-espace dense de H. SurW×W,
on définit la forme bilinéaire symétrique b par
b(u, v) = 〈div u,div v〉L2(Ω) + 〈rotu, rot v〉H , u, v ∈ W.
Des arguments classiques d’analyse variationnelle nous permettent d’affirmer
que l’opérateur associé B0 : V → V ′ défini pour u ∈ V par B0(u) : v 7→ b(u, v)
pour v ∈ V est borné, auto-adjoint et sa part B dans H définie par
D(B) =
{
u ∈ V ;B0u ∈ H
}
, Bu = B0u
est l’opposé d’un générateur de semi-groupe holomorphe sur H. En suivant le
raisonnement de [10, §3], on peut identifier l’opérateur B de la manière suivante
D(B) =
{
u ∈ W; rot rotu ∈ H,∇div u ∈ H et ν × rotu = 0 sur ∂Ω}
Bu = −∆u. (3.2)
Remarquons que la condition au bord ν × rotu = 0 est à comprendre dans
H−
1
2 (∂Ω,R3), comme le suggère le deuxième point de la Remarque 2.2. On
définit ensuite
G = {∇p; p ∈ L2loc(Ω;R) avec ∇p ∈ H};
l’ensemble G est un sous-espace fermé de H. Soit maintenant
H = G⊥ = {u ∈ H; 〈u, g〉H = 0 for all g ∈ G}.
Soit J : H ↪→ H l’injection canonique de H sur H et définissons un produit
scalaire sur H par
(u, v) 7→ 〈Ju, Jv〉H .
Muni de ce produit scalaire, H est un espace de Hilbert et on a la décomposition
de Helmholtz suivante :
H = H ⊥⊕ G.
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On note P la projection orthogonale de H sur H : P est égal à l’adjoint J ′ de J
et PJ = IdH. Le résultat suivant a été prouvé dans un cas un peu plus général
dans [10, Lemma 3.7] ; il caractérise la projection sur H de −∆u pour u ∈ D(B).
Lemme 3.1.
Pour tout u ∈ D(B), on a JPu ∈ D(B) et BJPu = JPBu.
3.1. Propriétés du semi-groupe de Stokes-Coriolis. On définit l’opéra-
teur de Stokes-Coriolis à l’aide de formes de la manière suivante. On montre
que
H := {u ∈ L2(Ω;R3),div u = 0 dans Ω et ν · u = 0 sur ∂Ω}. (3.3)
D’après la Remarque 2.2, la trace normale de u sur ∂Ω existe dans H−
1
2 (∂Ω) si
u ∈ L2(Ω;R3) et div u = 0 ∈ L2(Ω). Muni de la norme de L2(Ω;R3), H est un
espace de Hilbert. On note alors V =W∩H : V est un sous-espace dense de H.
On le munit du produit scalaire
(u, v) 7→ 〈u, v〉V := 〈u, v〉H + 〈rotu, rot v〉H (3.4)
qui en fait un espace de Hilbert. Soit maintenant W ′ le dual de W et V ′ le
dual de V. Soit J0 l’injection canonique V ↪→ W : elle est la restriction à V de
l’injection J : H ↪→ H ; ainsi, son adjoint P1 = J ′0 : W ′ → V ′ est une extension
de la projection de Leray P : H → H.
On définit pour u, v ∈ V,
a(u, v) = b(J0u, J0v) et c(u, v) =
∫
Ω
ρ (e× Ju) · Jv dx. (3.5)
La forme a est bilinéaire bornée sur V × V, symétrique, coercive ; la forme c
est bilinéaire bornée sur H×H, antisymétrique. L’opérateur de Stokes A avec
conditions au bord de type Hodge dans H est l’opérateur associé à la forme a.
Grâce au Lemme 3.1, il est défini par
D(A) =
{
u ∈ V; J0u ∈ D(B)
}
Au = PBJ0u. (3.6)
Comme a est symétrique, l’operator A est auto-adjoint, D(A
1
2 ) = V (d’après
[8, Corollaire 5.2]) et −A est le générateur d’un semi-groupe holomorphe de
contractions d’angle pi2 , (e
−tA)t≥0.
Proposition 3.2.
Le domaine de A
1
4 muni de la norme u 7→ ‖A 14u‖2 est continûment inclus
dans L3(Ω;R3).
Démonstration. D’après un résultat récent de Costabel, McIntosh et Taggart
dans [2, Theorem 4.1], il existe deux opérateurs de type Bogovsk˘ıi T1 et T2
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vérifiant
T1 : L
p(Ω;R3)→W 1,p0 (Ω;R3),
T2 : L
p(Ω;R3)→W 1,p0 (Ω), T2 : W−1,p(Ω)→ Lp(Ω;R3)
et ∇T1u+ T2 rotu = u pour tout u ∈ Lp(Ω;R3) (3.7)
tel que rotu ∈ Lp(Ω;R3),
et ce, pour tout p ∈ (1,∞). En appliquant ceci à u ∈ H, on obtient T2 rotu ∈
L2(Ω;R3) et pour u tel que rotu ∈ L2(Ω;R3), on voit facilement grâce aux
inclusions de Sobolev que T2 rotu ∈ L6(Ω;R3). Ainsi, si u ∈ ˙D(A 14 ), on a
T2 rotu ∈ L3(Ω;R3). Enfin, on applique la projection de Leray P (bornée sur
L3, cf. [4, Theorem 11.1]) à la relation (3.7) et on obtient
pour tout u ∈ ˙D(A 14 ), u = PT2 rotu ∈ L3(Ω;R3), (3.8)
l’opérateur PT2 rot : ˙D(A
1
4 )→ L3(Ω;R3) étant continu. 
Définition 3.3.
L’opérateur de Stokes-Coriolis AC dans H est l’operator associé à la forme
a+ c. Son domaine coïncide avec D(A), AC = A+C, où C est l’opérateur
borné associé à la forme c.
Remarque 3.4.
L’opérateur C est défini sur H par Cu = ρP(e × Ju). Comme la forme c
est anti-symétrique, l’opérateur C est anti-adjoint, et 〈Cu, u〉 = c(u, u) = 0
pour tout u ∈ H.
Les estimations suivantes seront utiles pour traiter le terme non linéaire de
(1.1).
Proposition 3.5.
L’opérateur −AC engendre un semi-groupe de contractions (TC(t))t≥0 sur H
et on a les propriétés suivantes :
(i) (
t 7→ TC(t)
) ∈ L∞(0,∞;L(H)) (3.9)
et
(
t 7→ A 12TC(t)
) ∈ L2(0,∞;L(H)), (3.10)
avec normes plus petites que 1 ;
(ii) Dans le cas d’une bande rugueuse Ω du type (1.3), si ρ (vitesse de rota-
tion), ` (largueur de la bande) et θ (angle maximum entre la verticale et
la normale au bord) vérifient
`2|ρ| tan θ
(
1 +
1
cos3 θ
)2
≤ 1
2
, (3.11)
alors (
t 7→ TC(t)
) ∈ L∞(0,∞;L(V)) (3.12)
avec norme plus petite que 1 ;
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(iii) (
t 7→ A 14TC(t)A 14
) ∈ L2(0,∞;L(H)), (3.13)(
t 7→ A 14TC(t)A 12
) ∈ L 43 (0,∞;L(H)), (3.14)
et
(
t 7→ A 12TC(t)A 12
) ∈ L1(0,∞;L(H)), (3.15)
avec normes plus petites que 1.
Idées de la démonstration. Le fait que−AC engendre un semi-groupe de contrac-
tions provient directement de la théorie des opérateurs associés à des formes sur
des espaces de Hilbert (voir par exemple [11, Chap. 1]).
La propriété (3.10) provient directement de l’égalité d’énergie
1
2
d
ds
‖u(s)‖22 + 〈ACu(s), u(s)〉 = 0, s ≥ 0. (3.16)
La propriété (3.12) provient aussi de l’égalité d’énergie. On peut montrer que
dans le cas dans lequel on se place, grâce aux estimations de la partie 2, on a,
en posant u(t) = TC(t)f pour f ∈ V,
|〈Au,Cu〉H | ≤ ‖rot rotu‖2H = ‖Au‖2H ,
ce qui permet de montrer que la fonction t 7→ ‖rotu(t)‖H = ‖A 12u(t)‖H est
décroissante. Remarquons que dans le cas d’un demi-espace plat Ω = {x ∈
R3;x3 < 0}, on a 〈Au,Cu〉H = 0, ce qui donne (3.12) sans aucune condition sur
la vitesse de rotation ρ. Pour prouver (3.13), (3.14) et (3.15), on raisonne sur le
semi-groupe adjoint T ∗C ; son générateur est −(A+C)∗ = −(A−C), et −C est
aussi anti-adjoint. On conclut alors par interpolation et inégalité de Hölder. 
Remarque 3.6.
En interpolant entre (3.9) et (3.12), on obtient(
t 7→ TC(t)
) ∈ L∞(0,∞;L(D(A 14 ))) (3.17)
avec norme plus petite que 1
3.2. Existence de solutions du problème non linéaire. On définit l’espace
de Banach E par
E = L∞(0,∞; ˙D(A 14 )) ∩ L4(0,∞; V˙) (3.18)
muni de la norme
‖u‖E = ‖A 14u‖L∞(0,∞;L2(Ω;R3)) + ‖rot J0u‖L4(0,∞;L2(Ω;R3)).
Notre problème de trouver des solutions intégrales à (1.1) se ramène alors à
résoudre l’équation différentielle
u′(t) +Au(t) + Cu(t) = P1
(
J0u× rot J0u
)
u(0) = u0, u ∈ E ,
(3.19)
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pour laquelle une solution intégrale est donnée par la formule de Duhamel :
u = α+ φ(u, u), où, pour t > 0,
α(t) = TC(t)u0 et
φ(u, v)(t) =
∫ t
0
TC(t− s)
(
1
2P1
(
J0u(s)× rot J0v(s)
+J0v(s)× rot J0u(s)
))
ds. (3.20)
La stratégie que l’on suit pour trouver u ∈ E qui satisfait u = α + φ(u, u) est
d’appliquer un théorème de point fixe. Il faut s’assurer que E est un “bon” espace
pour le problème, c’est-à-dire que α ∈ E et φ(u, u) ∈ E .
Proposition 3.7.
L’application φ : E × E → E est bilinéaire, continue et symétrique. Soit M sa
norme :
M = sup
{‖φ(u, v)‖E ;u, v ∈ E , ‖u‖E , ‖v‖E ≤ 1}.
Notons que sous la condition (3.11), la constante M ne dépend pas de ρ.
Démonstration. Le fait que φ est bilinéaire et symétrique provient directement
de sa définition, dès que l’on a prouvé qu’elle était bien définie. Pour u, v ∈ E ,
soit f définie par
f(t) = − 12P1
(
J0u(t)× rot J0v(t) + J0v(t)× rot J0u(t)
)
, t ∈ (0,∞). (3.21)
Par définition de E et l’injection de Sobolev de la Proposition 3.2, on voit que
t 7→ J0u(t)× rot J0v(t) + J0v(t)× rot J0u(t) ∈ L2(0,∞; W˙ ′)
ce qui implique que
t 7→ P1
(
J0u(t)× rot J0v(t) + J0v(t)× rot J0u(t)
)
↪→ V˙ ′
et pour tout λt ∈ (0, 1],∥∥(λt Id +A)− 12 f(t)∥∥2 ≤ C (‖u(t)‖3‖rot J0v(t)‖2 + ‖v(t)‖3‖rot J0u(t)‖2)
où C est une constante indépendante de t, ce qui montre que t 7→ (λt Id +
A)−
1
2 f(t) appartient à L4(0,∞;H) et satisfait l’estimation suivante(∫ ∞
0
∥∥(λt Id +A)− 12 f(t)∥∥42 dt) 14 ≤ C ‖u‖E‖v‖E (3.22)
Ainsi, en choisissant λs = 11+(t−s)2 , on a
‖rot J0φ(u, v)(t)‖2 ≤
∫ t
0
‖A 12TC(t− s)
(
1
1+(t−s)2 Id +A
) 1
2 ‖L(H) (3.23)
C
(‖u(s)‖3‖rot J0v(s)‖2 + ‖v(s)‖3‖rot J0u(s)‖2) ds.
En posant k(t) = ‖A 12TC(t)( 11+t2 Id +A)
1
2 ‖L(H), par (3.10), (3.15) et le fait que
t 7→ ( 11+t2 ) 12 appartient à L2(0,∞), la fonction k appartient à L1(0,∞). De plus,
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pour u, v ∈ E , la fonction ϕ : t 7→ ‖u(s)‖3‖rot J0v(s)‖2 + ‖v(s)‖3‖rot J0u(s)‖2
appartient à L4(0,∞). Ainsi, par l’inégalité de Young, on obtient
t 7→ k ? ϕ(t) =
∫ t
0
k(t− s)ϕ(s) ds ∈ L4(0,∞).
Ceci prouve que φ(u, v) ∈ L4(0,∞; V˙) et
‖φ(u, v)‖L4(0,∞;V˙) ≤ C ‖u‖E‖v‖E .
D’autre part, par le même raisonnement, en changeant la fonction k par la
fonction κ définie par κ(t) = ‖A 14TC(t)( 11+t2 Id +A)
1
2 ‖L(H) (il est facile de voir
que κ ∈ L 43 (0,∞)) et en utilisant (3.15), on montre que
t 7→ κ ? ϕ(t) =
∫ t
0
κ(t− s)ϕ(s) ds ∈ L∞(0,∞)
avec l’estimation
‖φ(u, v)‖L∞(0,∞;L3(Ω;R3)) ≤ C ‖u‖E‖v‖E ,
où on a utilisé l’injection (3.8). Ainsi, la forme bilinéaire symétrique φ est conti-
nue de E × E vers E . 
Théorème 3.8.
Pour tout u0 ∈ ˙D(A 14 ) avec ‖A 14u0‖2 < 14M , il existe u ∈ E vérifiant ‖u‖E <
1
2M solution de u = α+ φ(u, u), où α et φ ont été définis dans (3.20).
Démonstration. L’existence d’un point fixe pour u = α + φ(u, u) provient di-
rectement du théorème du point fixe de Picard. 
Remarque 3.9.
Dans le cas Ω = R3, Hieber et Shibata ont prouvé dans [6, Proposi-
tion 2.4, eq.(2.11)] que pour tout ρ ∈ R, et tout f ∈ D(A 14 ) = H 12σ (R3), on
a
∥∥t 7→ ‖A 14TC(t)f‖2∥∥∞ ≤ C‖A 14 f‖2 où C > 0 est une constante indépen-
dante de ρ.
Ces résultats proviennent du fait que dans l’espace tout entier, les opérateurs
A = −∆ et C : u 7→ P(ρ e × u) commutent sur D(A) = H2σ(R3). L’indice
σ désigne comme il est d’usage que l’on considère des champs de vecteurs à
divergence nulle.
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