Abstract. Mild cognitive impairment (MCI), often an early stage of Alzheimer's disease (AD), is difficult to diagnose due to the subtlety of cognitive impairment. Recent emergence of reliable network characterization techniques based on diffusion tensor imaging (DTI) and restingstate functional magnetic resonance imaging (rs-fMRI) has made the understanding of neurological disorders at a whole-brain connectivity level possible, providing new avenues for brain classification. Taking a multi-kernel SVM, we attempt to integrate these two imaging modalities for improving classification performance. Our results indicate that the multimodality classification approach performs better than the single modality approach, with statistically significant improvement in accuracy. It was also found that the prefrontal cortex, orbitofrontal cortex, temporal pole, anterior and posterior cingulate gyrus, precuneus, amygdala, thalamus, parahippocampal gyrus and insula regions provided the most discriminant features for classification, in line with the results reported in previous studies. The multimodality classification approach allows more accurate early detection of brain abnormalities with larger sensitivity, and is important for treatment management of potential AD patients.
Introduction
Alzheimer's disease (AD) is one of the most prevalent dementia in older adults worldwide, characterized by cognitive and intellectual deficits that is serious enough to interfere daily life. Accurate diagnosis of AD is crucial for early treatment. Mild cognitive impairment (MCI), often an early stage of AD, is a good target for early diagnosis and therapeutic interventions of AD. Nevertheless, MCI is difficult to diagnose due to the subtlety of cognitive impairment.
Recently, several imaging modalities have been proven to be effective in AD and MCI diagnosis, including diffusion tensor imaging (DTI) [6] , magnetic resonance imaging (MRI) [9] , resting-state functional MRI (rs-fMRI) [8] and positron emission tomography (PET) [5] . Nevertheless, most existing pattern classification methods use only each of these modalities independently for AD and MCI diagnosis. More effort should be made in integrating of two or more modalities since combining complementary information of different biomarkers can be useful for improving diagnosis.
To the best of our knowledge, DTI and rs-fMRI have not been combined at a network level for identifying individuals with MCI, although they have been employed separately with reasonably good classification performance. The current study is the first attempt to integrate these two modalities to identify individuals with MCI from normal controls. We seek to validate whether complementary structural and functional information can be combined to improve classification performance. We will also report brain regions that contribute most to the classification performance. While confirming findings of previous studies, this paper sheds new light on the effectiveness of applying multimodality information for diagnosis of progressive neurodegenerative disorders.
Materials and Methods
The current study involved 27 participants, 10 individuals with MCI and 17 socio-demographically matched healthy controls. Informed consent was obtained from all participants, and the experimental protocols were approved by the institutional ethics board. Confirmation of diagnosis for all subjects was made via expert consensus panels. Demographic information of the participants is shown in Table 1 . Table 1 . Demographic information of the participants involved in this study. Group difference was assessed using two-sample t-tests. 
Group

MCI
Data Post-processing and Network Construction
The DTI images were first parcellated into 90 regions by propagating the automated anatomical labeling (AAL) ROIs [11] to each image using a deformable DTI registration algorithm. Whole-brain streamline fiber tractography was then performed on each image using ExploreDTI [7] with the following parameters: starting/stopping FA = 0.45/0.25, minimum/maximum fiber length = 20/400 mm. The number of fibers passing through each pair of regions was counted. Two regions were considered as anatomically connected if fibers passing through their respective masks were present, giving us connection topology of the network. On top of the fiber count based connectivity network, averages of on-fiber fractional anisotropy (FA), mean diffusivity (MD) and principal diffusivity values were computed to form another 5 connectivity networks with the same topology but conveying different biophysical properties. Examples of the constructed connectivity maps are shown in Figure 1 . Post-processing of the fMRI images, such as slice timing correction and headmotion correction were performed using the Statistical Parametric Mapping (SPM8, http://www.fil.ion.ucl.ac.uk.spm) software package. The images were then masked with their respective gray matter (GM) masks, which were created by segmenting the GM regions from their T1-weighted images. This eliminated the white matter and cerebrospinal fluid from contributing to the fMRI time series, which contain a relatively high proportion of noise caused by cardiac and respiratory cycles [12] .
Then, we parcellated the brain space into 90 ROIs by warping the fMRI images to the AAL template. For each subject, the mean time series was computed for each GM-masked region. Temporal band-pass filtering of frequency interval (0.025 ≤ f ≤ 0.100Hz) was then performed to minimize the effects of lowfrequency drift and high-frequency noise since the fMRI dynamics of neuronal activities are most salient within this frequency interval. This frequency interval was further decomposed into 5 equally divided, non-overlapping frequency subbands, enabling a relatively frequency specific analysis of the regional mean time series via a multi-spectral characterization.
Functional connectivity, which examines interregional correlations in neuronal variability, was measured using pairwise Pearson correlation coefficients between the ROI pairs. Given a set of N random variables, the Pearson correlation matrix is a symmetric matrix in which each off-diagonal element is the correlation coefficient between a pair of variables. We considered the brain regions as a set of nodes and the correlation coefficients as signed weights on the set of edges. Fisher's r-to-z transformation was applied on the elements of the Pearson correlation matrix to improve the normality of Pearson correlation coefficients. Examples of the constructed functional connectivity maps for a normal control (NC) and an MCI patient are shown in the top and bottom rows of Figure 2 , respectively. 
Multi-Kernel SVM Multimodality Classification
The proposed framework for integrating DTI and rs-fMRI is divided into 3 stages: feature extraction, feature selection and multimodality data fusion. In the first stage, the weighted local clustering coefficient, a measure that quantifies the cliquishness of the nodes, is extracted from all connectivity maps as
where ζ is the subnetwork comprising of k p nodes directly connected to the p-th node, and t(p, q) is the edge weight between the p-th node and q-th node. Hence, a total of 90 features can be obtained from each connectivity map, producing for each subject a pool of 540 and 450 features for DTI and rs-fMRI, respectively. In the second stage, statistical t-test was performed to select features for classification. Features with p-values smaller than a predefined threshold will be selected from each individual modality before they were integrated using a multi-kernel SVM algorithm. In the third stage, for n training samples with each of them is of M modalities, the multi-kernel SVM solves the following primal problem and β m ≥ 0 denote the distance of the i-th misclassified observation from its correct side of the margin, the model parameter that controls for the amount of constraint violations introduced by ξ i , the bias term, the normal vector of hyperplane, the kernel-induced mapping function and the weighting factor of the m-th modality, respectively.
The dual form of multi-kernel SVM is solved as
s.t. 
) is the kernel function for a pair of training samples of the m-th modality.
Given a new test sample X = {X (1) , . . . , X (M) } and let the kernel between the new test sample and each training sample of the m-th modality be k
), the decision function for the predicted label can be determined as
The multi-kernel SVM can be naturally embedded into the conventional single kernel SVM by interpreting k(
, X (m) ) as a mixed kernel between the multimodality training sample X i and the test sample X. A linear kernel SVM classifier based on the LIBSVM library [1] was employed to demonstrate that the improvement obtained is due mainly to the complementary information of different modalities.
Experimental Results
The proposed multi-kernel SVM based multimodality classification approach was compared with the single modality approach and the direct data fusion method. In the single modality approach, only features selected from a single imaging modality (DTI or rs-fMRI) were applied for SVM classifier training. While in the direct data fusion method, all 990 features, which including the DTI and rsfMRI features, were first concatenated into a long vector before feature selection using the t-test. In the multi-kernel approach, the optimal weighting factor, β m , and SVM parameter, C, were determined via grid search over a fixed range. In all compared approaches, the p-value of 0.01 was used for each training set during cross-validation. Classification was performed based on the z-scores of the features.
We employed various measures to evaluate the diagnostic power of the compared methods. The Youden's index, Balanced ACcuracy (BAC) and F-score are defined respectively as [10] 
where precision = TP TP + FP ; recall = TP TP + FN with TP, TN, FP and FN denoting the true positive, true negative, false positive and false negative, respectively.
Comparison was performed via leave-one-out cross-validation due to limited number of available samples. Classification performance for individuals with MCI using single and multimodality connectivity networks are summarized in Table  2 . The proposed method yields a classification accuracy of 96.59%, which is an increment of at least 7.41% from that of the single modality approach and the direct data fusion method. A cross-validation estimation of the generalization performance shows an area of 0.9529 under the receiver operating characteristic (ROC) curve (AUC), indicating excellent diagnostic power. ROC curves for all compared methods are shown in Figure 3 .
The most discriminant regions that were selected in the course of the classification include the prefrontal cortex and orbitofrontal cortex [5] , temporal pole [4] , anterior and posterior cingulate gyrus, precuneus and insula [3] , amygdala [2] , thalamus [13] , parahippocampal gyrus [8] , in line with results reported in previous studies. The discriminative regions were selected based on whether their clustering coefficients were selected to be employed for classification. The order of the regions is determined by their p-values; a smaller p-value indicates higher discriminative power.
Discussions and Conclusion
We investigated the diagnostic power of multimodality classification of the DTI and rs-fMRI connectivity maps in identifying individuals with MCI. In this framework, linear SVM classifiers were trained using a mixed kernel that was constructed from the individual kernels of multiple modalities. This framework shows better classification performance, and justifies the hypothesis that the DTI and rs-fMRI contain complementary information, each of them indispensable particularly for achieving better diagnostic power. Furthermore, the higher sensitivity rate of the proposed approach is an important improvement since the cost of misclassifying individuals with MCI is significantly larger than that of misclassifying normal controls. Correct diagnosis of individuals with MCI enables early treatment management of potential AD patients possible and thus reduces the MCI to AD conversion rate. The promising results indicate that the proposed framework can provide an alternative and complementary approach for clinical diagnosis of brain degeneration.
