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Abstract This paper presents a modeling investigation of the hydrodynamic and sediment transport
response of Chincoteague Bay (VA/MD, USA) to Hurricane Sandy using the Coupled Ocean-Atmosphere-
Wave-Sediment-Transport (COAWST) modeling system. Several simulation scenarios with different
combinations of remote and local forces were conducted to identify the dominant physical processes. While
80% of the water level increase in the bay was due to coastal sea level at the peak of the storm, a rich spatial
and temporal variability in water surface slope was induced by local winds and waves. Local wind increased
vertical mixing, horizontal exchanges, and ﬂushing through the inlets. Remote waves (swell) enhanced
southward ﬂow through wave setup gradients between the inlets, and increased locally generated wave
heights. Locally generated waves had a negligible effect on water level but reduced the residual ﬂow up to
70% due to enhanced apparent roughness and breaking-induced forces. Locally generated waves
dominated bed shear stress and sediment resuspension in the bay. Sediment transport patterns mirrored
the interior coastline shape and generated deposition on inundated areas. The bay served as a source of
ﬁne sediment to the inner shelf, and the ocean-facing barrier island accumulated sand from landward-
directed overwash. Despite the intensity of the storm forcing, the bathymetric changes in the bay were on
the order of centimeters. This work demonstrates the spectrum of responses to storm forcing, and
highlights the importance of local and remote processes on back-barrier estuarine function.
1. Introduction
Back-barrier bays or coastal lagoons are shallow estuaries typically elongated parallel to the coast and con-
nected to the ocean by inlets between barrier islands [Phleger, 1969]. During storms, back-barrier estuaries
are impacted by offshore water level ﬂuctuations due to wind and pressure forcing, wave setup, local wind-
wave sediment erosion and deposition, and barrier island overwash and breaching. While offshore tidal
water level ﬂuctuations are typically damped due to inlet constrictions and shallow depths, storm-
associated water level ﬂuctuations suffer relatively minor attenuation because inlet friction is less effective
to dissipate long-lasting ﬂuctuations [Garvine, 1985]. As a consequence, relatively large volumes of the bay
are exchanged [Wong, 1986] and local wind-waves are modiﬁed [Fagherazzi and Wiberg, 2009]. Differences
in water level between the bay and the ocean drive sediment transport across the submerged portions of
the barrier islands [Sherwood et al., 2014], located where the barriers are relatively narrow or urbanized
[Miselis et al., 2016]. In addition, (unsteady) wind and wave-current interactions may have local effects that
can only be handled by appropriate numerical models [Signell et al., 1990]. The signiﬁcance of this spatial
variability, in comparison to the general mean response of barrier-bay systems to storms, remains to be
elucidated.
Chincoteague Bay is located behind Assateague Island astride the states of Virginia and Maryland (Figure 1).
The back-barrier bay is approximately 60 km long from Ocean City Inlet in the north to Chincoteague Inlet
in the south, with a maximum width of 10 km, and an average depth of 1.4 m (Figure 1b). The watershed
area is 315 km2 (84% of the surface area of the bay). Offshore the tidal amplitude is 1 m, and the inlets
choke the amplitude to 0.1 m within the bay [Wang et al., 2013]. In the interior of the bay, local wind
drives the ﬂow and controls sediment transport through wave resuspension [Ganju et al., 2017]. Surﬁcial
bed sediments consist of silt and clay in the deeper western side of the bay adjacent to mainland marshes;
the eastern side of the bay is dominated by overwash-derived sand (Figure 1c) [Wells et al., 1997, 1998], cre-
ating extensive seagrass habitats dominated by Zostera marina (Figure 1d) [Orth et al., 2013].
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Hurricane Sandy was the second-costliest cyclone to hit the United States on record [Blake et al., 2013] caus-
ing at least $50 billion damage. Sandy formed in the central Caribbean on 22 October 2012 and made land-
fall on 29 October 2012 near Atlantic City, New Jersey [NOAA, 2013]. The storm suspended sediment
throughout the full water column, formed large scour patches and wave orbital ripples, redistributed sedi-
ment on the continental shelf [Trembanis et al., 2013; Miles et al., 2015] and severely eroded the shoreline
[Hapke et al., 2013], but little is known about the effects on the numerous back-barrier bays within the
Sandy-impacted region, including Great South Bay, New York; Barnegat Bay, New Jersey; and Chincoteague
Bay, Maryland/Virginia.
This study investigates the physical response of Chincoteague Bay to Hurricane Sandy using a coupled
ocean circulation, wave, and sediment transport numerical model taking advantage of the ability of the
model to simulate the spatial heterogeneity of the bay. The model and analysis methods are described in
section 2. The simulated bay response in terms of water level, circulation and exchange, bed shear-stress,
and sediment transport is quantiﬁed and presented in section 3. Last, we discuss the governing processes
controlling the physical response (including quantifying the effect of vegetation), with speciﬁc attention to
the relative importance of remote and local forcing.
2. Methods
2.1. Numerical Modeling System
This study uses the open-source modeling system COAWST (http://woodshole.er.usgs.gov/operations/
modeling/COAWST/index.html) that couples the circulation model ROMS, the wave model SWAN, and the
sediment transport model CSTMS. While each model is brieﬂy described below, Warner et al. [2008, 2010]
provide a complete characterization of the modeling suite.
Figure 1. Site maps of (a) model domain location and Hurricane Sandy’s track before landing, (b) interpolated topo-bathymetry of Chinco-
teague Bay and subregions referred to in the text (section 3.2), (c) interpolated sand fraction and geographic locations referred to in the
text (the red dots are water level gauges), and (d) interpolated seagrass distribution.
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ROMS (Regional Ocean Modeling System) is a three-dimensional, free surface, ﬁnite-difference, terrain-
following model that solves the Reynolds-Averaged Navier-Stokes equations using the hydrostatic and
Boussinesq assumptions [Haidvogel et al., 2008]. Wave-induced forces are speciﬁed using the vortex force
approach [Kumar et al., 2012]. Vertical mixing is parameterized with a generic (GLS) two-equation turbu-
lence model [Warner et al., 2005]. Bottom shear-stress is calculated using a quadratic drag law and assuming
a logarithmic velocity proﬁle in the bottom grid cell [Warner et al., 2008], and includes wave apparent
roughness [Madsen, 1994].
SWAN (Simulating WAves Nearshore) is a third-generation spectral wave model based on the action balance
equation [Booij et al., 1999]. It simulates wind wave generation and propagation accounting for shifting in
relative frequency due to variation in water depth and current (computed by ROMS), depth-induced refrac-
tion, wave-wave interactions, and dissipation due to white-capping, depth-induced breaking, and bottom
friction. SWAN can also account for diffraction, partial transmission, and reﬂection.
CSTMS (Community Sediment Transport Modeling System) provides a set of sediment transport routines to
compute bed-load and suspended sediment transport rates of various sediment classes, and bed elevation
and composition evolution [Warner et al., 2008]. Calculations of bed shear-stresses under combined waves
and currents follow Madsen [1994] and can account for local grain size (provided that the minimum median
grain size exceeds 0.6 mm), saltation, and ripple geometry [Ganju and Sherwood, 2010].
2.2. Model Setup
2.2.1. Domain and Initial Conditions
The model is run on a 100 m horizontal resolution grid (670 3 300 cells) with seven evenly spaced vertical
sigma layers (resulting in an average vertical resolution of 0.2 m in the bay and 2 m offshore), that encom-
passes the mainland up to an elevation of approximately 10 m (NAVD88), the bay, the barrier island, both
inlets, and approximately 15 km of the inner continental shelf (offshore). Topography and bathymetry from
a collection of the most recent available data were merged (Figure 1b) [Wells et al., 2004; USACE, 2013;
USGS, 2015]. Initially, the water is at rest, with water temperature set to 208C and salinity set to 30, uniformly
across the domain. Water exchange is investigated through the tracking of individual neutral particles
(‘‘ﬂoats’’) released every 5 grid points in the bay on 27 October at 12:00 (around the beginning of Sandy).
Bed changes and sediment concentration in the water column were tracked for two sediment classes that
summarized the sediment fractional distribution from cores and grab samples: one silt class (50 mm) with a
settling speed of 1.5 mms21 and critical shear-stress for erosion of 0.05 Nm22; and one sand class (200 mm)
with a settling velocity of 21 mms21 and critical shear-stress for erosion of 0.172 Nm22. The bed sediment
distribution was initialized using grain-size data collected by Wells at al. [1997, 1998] between 1991–1997 in
Maryland and 2006–2007 in Virginia (Figure 1c). One bed layer was implemented, with a uniform porosity of
0.5. Seagrass cover (Figure 1d) was speciﬁed following the observations of Orth et al. [2013].
2.2.2. Forcing and Simulation Scenarios
We simulated the period 15 October to 15 November 2012. The main tidal constituents (K1, O1, M2, N2, and
S2) were extracted from the ADCIRC EastCoast2001 tidal database [Mukai et al., 2002]. Subtidal water level
ﬂuctuations and depth-averaged currents, swell waves, temperature, and salinity were driven at the open-
ocean boundary by a large-scale (U.S. East Coast and Gulf of Mexico) COAWST simulation [Warner et al.,
2010]. Harmonic analysis of water levels and currents were carried out with T_TIDE [Pawlowicz et al., 2002]
Table 1. Model Scenarios (the NonS Scenario Is Not Listed; Its Forcing Is Made From the Forcing for the Scenario S With the Event
Filtered-Out of the Low-Pass Signals)
Name Tides
Offshore Subtidal
Water Level
Fluctuations
Atmospheric
Forcing (Pressure
and Wind)
Locally
Generated
Wind Waves
Offshore
Swell Seagrass
S x x x x x
T x
TS x x
TA x x
TSA x x x
TSAW x x x x
TSAS x x x x
SAV x x x x x x
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to generate the subtidal (detided) forcing at the open-ocean boundary. Freshwater and sediment inputs
from land were considered negligible at this period of the year [Pritchard, 1960]. Atmospheric forcing (wind
velocity, air pressure, and solar radiation) was obtained from the weather model NCEP NAM 12 km horizon-
tal resolution [NOAA, 2012].
The reference simulation (scenario S for Sandy) is compared to a control simulation in which the storm
event has been ﬁltered out from the forcing (scenario nonS or non-Sandy). To identify the storm event, the
subtidal water level and current velocity along the open-ocean boundary were calculated by applying a
low-pass ﬁlter with a 1/30 h21 cutoff frequency. The portion of the low-frequency signals around the peak
of the storm between two local minima is replaced by a linear interpolation between the two minima. The
same procedure was applied to atmospheric forcing (wind velocity and air pressure) with a cutoff frequency
of 1/12 h21 (to retain the sea breeze), and to offshore waves (height and period) with a cutoff frequency of
1/48 h21. A set of simulations (Table 1) was used to quantify the effects of each forcing (remote subtidal
water level ﬂuctuations, wind, and waves), and the inﬂuence of seagrass. The SAV simulation included the
wave-ﬂow-vegetation interaction model [Beudin et al., 2017] using an upright seagrass blade height of
30 cm, blade width of 0.3 cm, blade thickness of 0.3 mm, tissue density of 700 kgm23, and elastic modulus
of 1 GPa [Luhar and Nepf, 2011] (J. Testa, personal communication, 2015). The ROMS barotropic and baro-
clinic time steps were, respectively, 0.1 s and 2 s, while the SWAN time step and the coupling interval
between ROMS and SWAN were 10 min.
2.2.3. Analysis Techniques
As observations during the occurrence of Sandy were limited to water level measurements, model veriﬁca-
tion during Sandy was based on the available data at three locations in the bay using standard performance
metrics: Brier’s skill score (BSS), Pearson’s correlation coefﬁcient squared (R2), and root-mean-square error
(RMSE). Additionally, Ganju et al. [2017] simulated the November 2014 to February 2015 period and pro-
vided comparisons at three stations in the bay (for bed level change). The 2014–2015 instrumented stations,
described by Suttles et al. [2016], have been used to establish the skill of the model for water level, wave
height, and combined wave-current bottom shear-stress (Table 2). Particle tracking within the ROMS model,
using neutrally buoyant particles, was used to quantify spatially variable residence time, deﬁned as time
elapsed before particles exit the bay [Defne and Ganju, 2014], and time-dependent connectivity among sub-
regions [Defne et al., 2016]. Particle exchanges between subregions were summarized in a source-
destination matrix of retention clocks showing the change in particle concentration through time. Here, the
model domain was split in six subregions: quadrants of the bay and north-south divisions of the offshore
region (Figure 1b). This delineation allows clear separation between the north and the south of the bay as
well as the inﬂuence of the inlets and exchanges between the relatively deep western side and the shal-
lower eastern side.
3. Results
3.1. Water Level
Modeled water levels captured much of the observed subtidal and tidal ﬂuctuations, with a BSS exceeding
0.7 at all sites (Figure 2). Tidal ﬂuctuations in the interior of the bay were highly dampened, while subtidal
ﬂuctuations displayed little reduction in amplitude but a phase lag up to 12 h relative to the inlets. As
opposed to a simple bathtub-like ﬁlling and draining, water levels in the bay showed distinct spatial and
temporal variability. Storm surge (deﬁned as the Sandy-induced water level, i.e., difference of water level
Table 2. Model Skill Assessment for Water Level, Wave Height, and Combined Wave-Current Bottom Shear-Stress at Three Instrumented
Stations (Located in Figure 1c) Over the November 2014 to February 2015 Period [Suttles et al., 2016; Ganju et al., 2017]a
Water Level Wave Height Bottom Shear-Stress
Station\Skill R2 RMSE (m) BSS R2 RMSE (m) BSS R2 RMSE (Pa) BSS
CB03 0.65 0.14 0.42 0.58 0.08 0.15 0.38 0.16 0.03
CB06 0.46 0.16 0.02 0.53 0.09 0.38 0.42 0.13 0.42
CB07 0.49 0.16 0.09 0.51 0.07 20.47 0.35 0.24 0.35
aBrier Skill Score (BSS) vary between 1 and –1, a value greater than 0 indicates a time-varying prediction that is better than time-
averaged mean value.
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between the S and nonS model scenarios) exceeded 1 m inside the inlets (Figure 3a). Surge levels exceeded
0.8 m in more than 75% of the bay, and the smallest surge was located in the southwest of the bay where
peak values were 0.7 m. The average peak surge was 0.9 m in the bay and slightly less (0.8 m) offshore.
The model simulated inundated mainland and barrier island area increased the wetted area of the bay by
50%. The period of ‘‘highest surge’’ (when the surge exceeded the 0.7 m lower envelope in the bay) lasted
less than 30 h in most of the bay, except in the northern inlet and on the eastern side of the bay where it
lasted 36 h (Figure 3b). Considering a lower surge threshold (0.5 m), the southern part of the bay experi-
enced much longer surge exposure than the northern part (48 versus 24 h). The contribution of each storm
forcing to water level in the bay is presented in section 4.
Figure 2. Time series of measured and simulated water level ﬂuctuations at (a) Ocean City NOAA station (longitude: 275.0917, latitude: 38.3283), (b) Public Landing Maryland DNR
station (–75.2862, 38.1483), and (c) Chincoteague Bay USGS storm tide sensor (–75.4067, 37.9032), between 27 October and 3 November 2012.
Figure 3. Maps of (a) maximum Sandy-induced water level anomaly (surge) and (b) duration of ‘‘highest surge’’ deﬁned as the time when
the Sandy-induced water level anomaly exceeds 0.7 m.
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3.2. Water Exchange
The percentage of model ﬂoats exported from the bay (within 18.5 days after the release) increased
from 15% (with scenario nonS) to 40% (with scenario S). Ninety percent of those ﬂoats were exported
between 29 October and 2 November, and by that time, the number of exported ﬂoats was 4 times
larger than in the nonS case. Sixty ﬁve percent of the total exported ﬂoats escaped through Chinco-
teague Inlet, with 99% of those ﬂoats originating from the southern region of the bay (R4–R5 in Figure
1b). Meanwhile, 95% of the ﬂoats exported through Ocean City Inlet originated from the northern region
of the bay (R1–R2 in Figure 1b). The northwestern region (R1) was the least ﬂushed: 15% of the ﬂoats ini-
tially in this quadrant were exported, while 40, 30, and 35% of the ﬂoats from the northeast (R2), south-
west (R4), and southeast (R5), respectively, were exported out. Residence time was reduced overall in
the bay with Sandy (by 4 days), but increased locally in the northern inlet and the southern basin com-
pared to the non-Sandy simulation (Figure 4a). Cross-bay averaged residence time was reduced by 10
days at a distance of 10–20 km from the mouth of both inlets (Figure 4b). This value is considerable
given that the average ﬂushing time of the bay (simulated with the nonS scenario) ranged between 40
(extrapolated with an exponential decay best ﬁtted to data) and 95 days (double exponential decay best
ﬁt; [Defne and Ganju, 2014]), and it is in reasonable agreement with the 2 month estimate of Pritchard
[1960]. Sandy conditions enhanced water exchange between the bay and the inner continental shelf, as
well as the exchanges within the bay.
The retention clock matrix shows the time variability of the exchanges among quadrants of the bay and to
the two subregions offshore of the inlets (Figure 5). The northwest subregion (R1) was the least retentive
during Sandy, followed by the southeast subregion (R5), with the northeast subregion (R2) being the most
retentive by the end of the storm. Exchanges between northern and southern subregions were on the order
of 15–20% of the total ﬂoats originally released (e.g., 20% of ﬂoats from R1 were transported to R4 during
the ﬁrst 2 days of Sandy, 15% of ﬂoats from R4 drifted to R2 during the last 42 h of the storm, 20% of ﬂoats
from R5 reached R2 after the ﬁrst 2 days). Lateral exchanges between eastern and western subregions were
much larger and usually exceeded half of the released particles (e.g., 60% exchange from R1 to R2 during
the storm, 50% of ﬂoats from R5 to R4 during the ﬁrst 2 days). The export of particles from the different
Figure 4. Residence time difference between the S and nonS scenarios: (a) at each ﬂoat initial location, and (b) along the bay (cross-
averaged). The values are limited by the length of the simulation after the release of the ﬂoats (18.5 days).
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subregions to the offshore through the inlets ranged from 5% from R5 through Ocean City Inlet (R3) to 30%
from R4 through Chincoteague Inlet (R6). The timing of the exchanges between subregions was controlled
by the shifting wind direction with initial (ﬁrst 2 days) east-to-west migration, followed by north-to-south
transport (34–60 h), then a shift west-to-east (48–72 h) and ﬁnally a predominantly northward migration.
The matrix distribution was consistent with a counterclockwise rotating ﬂow in the bay during Sandy. A
large contribution to the variability in lateral exchange between subregions was due to semidiurnal tidal
ﬂuctuations.
3.3. Bed Shear-Stress and Sediment Transport
The model total (combined wave-current) bed shear-stress averaged over the bay increased by an order of
magnitude from 0.1 to 1.3 Nm22 under Sandy conditions (Figure 6d). The wave contribution was
enhanced from 0.05 to 1 Nm22, while the current-induced shear-stress increased from 0.1 to
0.4 Nm22. At the peak of Sandy, the wave contribution dominated over the current contribution every-
where except in the deeper channels and over some inundated areas (Figure 7a). The non-Sandy conditions
were dominated by wave-stress in the north and current-stress in the south (stronger tidal ﬂow in Chinco-
teague Inlet). The cumulative (total) bed shear-stress throughout the course of Sandy showed a band of
enhanced stress (up to 4.5 Nm22d) on the eastern shoals (Figure 7b). While the values in the bay are signif-
icantly increased during the storm, the values overall are smaller than offshore. In both inlets, dominated by
current-stress, the cumulative bed shear-stress was either only slightly increased or decreased (by less than
20%) compared to the non-Sandy case. Using the relationship between cumulative excess shear-stress
(above the critical shear-stresses for sediment erosion) and bed elevation change observed in Chincoteague
Bay during the year 2014/2015 [Ganju et al., 2017], the cumulative excess shear-stress above the critical
shear-stresses for erosion of silt (0.05 Nm22) and sand (0.172 Nm22) indicated that the erosion caused by
Sandy would be less than 6 cm (maximum value on the eastern shoals).
Figure 5. Retention clock matrix for six subregions (R1–6) of the model domain (see inset plot at the top-right corner and in Figure 1b).
The ﬂoats are transported from source (row) to destination (column). The time t progresses clockwise with a 6 h interval (half a semidiurnal
tidal cycle) during the 5 days of Sandy (27 October to 1 November). Float concentration in each subregion (number of ﬂoats at time t
divided by initial number of ﬂoats in the source subregion) reﬂects their retention characteristics.
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The bay and depth-averaged SSC exceeded 100 mgL21 as compared to 10 mgL21 in the non-Sandy case
(Figure 6e), and displayed a double peak in phase with wave-induced bed shear-stress occurring with NE
and SW wind directions (longest fetches). The ratio between near-bottom and near-surface SSC decreased
(from around 4 to 2 with apparently less tidal ﬂuctuations) during Sandy, but increased (by 20%) on the
aftermath of the storm (31 October to 1 November) as sediment settled through the water column. SSC
peaked in the south of the bay as a result of locally stronger bed shear-stress (Figure 7a) and a relatively
Figure 6. Bay-averaged (a) wind speed and direction, (b) water level ﬂuctuation around MSL, (c) signiﬁcant wave height, (d) bed
shear-stresses (swc: combined wave-current, sw: wave-alone, sc: current-alone), (e) depth-averaged suspended sediment (silt plus sand)
concentration, and (f) bathymetric change, with the Sandy and non-Sandy scenarios between 24 October and 4 November.
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higher silt fraction (Figure 1c). SSC in the water column was dominated by the silt fraction, except over the
eastern shoals where the bed is composed primarily of sand. Model suspended sediment ﬂux was ampliﬁed
(by a factor 6) as compared to the non-Sandy case, principally in the deeper channels and northern region
of the bay, corresponding with larger water ﬂux (Figure 8). The direction of suspended sediment ﬂux dif-
fered from the mean ﬂow direction: northward in the southern basin and westward in the middle bay, while
the mean ﬂow overall was to the south. This indicates that the dense cloud of suspended sediment in the
south was transported predominantly by diffusion rather than advection. Bedload ﬂux, dominated by the
sand fraction, was smaller than suspended ﬂux on average in the bay, but larger in the northern inlet and
on the eastern shoals, and generally directed southward (Figure 8c). The total sediment ﬂuxes from the con-
trol volume of the bay (Table 3) indicated that Chincoteague Bay lost sediment, primarily silt, while Assa-
teague Island gained sediment, essentially sand from the seashore. The maximum overall erosion in the bay
was estimated during the peak of bed shear-stress, and contrary to the other physical components, the
overall bed thickness did not return to prestorm values (Figure 6f). As expected from the values of cumula-
tive excess shear-stress and sediment ﬂux, the bathymetric changes in the bay were of the order of centi-
meters (Figure 9). Locally, erosion often occurred in the proximity of the tips of the headlands and
deposition in the shadows, from which arose striped sedimentation patterns following the indentation of
Figure 7. Total (combined wave-current), wave-alone, and current-alone bed shear-stresses induced by Sandy (difference between the S and nonS scenarios), (a) at the instant of
maximum wind stress (Figure 6), and (b) cumulated during the 5 days of Sandy (27 October to 1 November).
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the coast at kilometer-scale (Figures 9a and 9a’). Overall, most erosion occurred within 0 and 1 m depth due
to larger wave-induced shear-stress (while erosion in the deeper region was related to current-induced
shear-stress), and most deposition occurred between 0 and 1 m above mean sea level (Figure 9c). The
northeastern region underwent the largest bathymetric change (Figures 9a and 9b) and on average was
more depositional as a result of barrier overwash. Similar depositional features behind the barrier were
observed in Barnegat Bay, New Jersey, after Hurricane Sandy [Miselis et al., 2016].
4. Discussion
4.1. Dominant Forces and Processes
The effect of stratiﬁcation in Chincoteague Bay during Sandy was almost negligible as the bay is relatively
shallow and the total cumulative rainfall (on the watershed and on the bay) did not exceed 5% of the bay
water volume. The gradient Richardson number (Ri5g @q@z =q
@u
@z
 2
with g being gravity, q being density, and
u being current speed) in the bay ranged from 0 to 0.2 with most values being close to zero. Under these
circumstances, mixing completely dominated over stratiﬁcation. While under more stratiﬁed estuarine con-
ditions, a decoupling between near-surface and near-bottom processes is expected [Noble et al., 1996], the
conditions in Chincoteague Bay during Sandy prevented the occurrence of such decoupling and resulted in
well-mixed vertical proﬁles.
The depth-averaged momentum balance (Figure 10) was dominated by pressure gradient force (bay-
average l5 1.181024 ms22), wind stress (l5 6.371025 ms22), bottom friction (l5 4.161025 ms22),
and wave-induced breaking force (l5 2.651025
ms22). In the cross-bay direction (x axis), the pres-
sure gradient force was balanced by bottom fric-
tion in the inlets with local variations mirroring
the complex channel-shoal geometry. Wind stress
was balanced by the pressure gradient force in
the interior of the bay, while pressure gradient
and wave-induced breaking forces dominated on
the eastern shoals. The pressure gradient and
breaking force directions in the bay and offshore
were opposite. In the along-bay direction (y axis),
wind stress was balanced by bottom friction on
the north-eastern shoals, and by pressure gradient
Figure 8. Fluxes (per unit width) of (a) water, (b) suspended sediment, and (c) bedload sediment, cumulated during the 5 days of Sandy (27 October to 1 November), plotted (1 arrow
every 10 grid points in the bay) on top of the sign of the vector ﬁeld divergence to show the ﬁne-scale circulation patterns (the ﬂuxes point inward in the gray area).
Table 3. Total Sediment Flux Cumulated During the 5 Days of
Sandy (27 October to 1 November)a
Section
Sediment
Flux (ton)
Percent
of Sand
Mouth of Chincoteague
Inlet
21.7104 70
Mouth of Ocean
City Inlet
21.3104 10
Mainland/Bay* 26.4103 20
Bay/Barrier* 26.3103 50
Barrier/Offshore* 11.1106 99
aNegative means export from the bay, and vice versa.
(*: mean sea level).
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force on the north-western basin, while pressure gradient force and bottom friction dominated in the
inlets.
Pressure gradient was induced by local wind setup and remote wave setup. At the peak wind stress (30
October 3:00), water level change between scenarios TA (tidal and atmospheric forcing only) and T (tidal
forcing only) reached 0.4 m in the northern inlet and 20.9 m in the southern basin (water surface
Figure 9. Bathymetric change induced by Sandy (difference between the S and nonS scenarios): (a) throughout the bay (a’: zoom), (b) along the bay (cross-averaged), and (c) clustered
as a function of bathymetry. Positive (blue) and negative (brown) bathymetric changes mean deposition and erosion, respectively.
Figure 10. Leading terms in the depth-averaged momentum balance equations (along x and y, respectively) averaged during the 5 days of Sandy (27 October to 1 November). (prsgrd:
pressure gradient, sstr: surface stress, bstr: bottom stress, and wbrk: wave breaking.)
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slope 31025). The depth-integrated momentum equation along the principal axis of the bay axis: @g@y5
s
qgh provides the same slope with s50:9 N m22 (peak wind stress) and h53 m (water depth in the chan-
nel). At the peak wave height offshore (29 October 16:00), water level change between scenarios S and
TSAW (no swell offshore) reached 0.55 and 0.25 m in the north and south inlets, respectively. Wave setup
is a response to wave height decrease at the coast [Longuet-Higgins and Stewart, 1964], and the differ-
ence of setup between the two inlets reﬂected the offshore spatial gradients in wave height and bathy-
metric slope. In the case of large waves in shallow water, wave setup can be reduced to g5 a
2
4h [Longuet-
Higgins and Stewart, 1964] where a is the wave amplitude and h the water depth. Assuming that waves
break at the mouth of the inlets, their height is proportional to water depth such as a50:73 h [Eldeberky
and Battjes, 1996; SWAN Team, 2015], and therefore, wave setup is limited to 10% of water depth at the
mouth of the inlets. According to this simple formulation and given that the average depth in Ocean
City Inlet and Chincoteague Inlet is 6 and 3 m, wave setup was around 0.6 and 0.3 m, respectively (by
comparison the numerical model predicted 0.55 and 0.25 m, respectively). Similar contribution from
wave setup to surge levels was reported in Great South Bay, New-York [Irish and Ca~nizares, 2009].
Remote subtidal sea level ﬂuctuations did not directly affect the momentum balance, but they were respon-
sible for 80% of the simulated maximum water level in the bay (peak on 30 October 4:00) and as such had
other important inﬂuences. The combination of subtidal sea level ﬂuctuations and wave setup induced
overwash in the narrowest sections of the barrier island (northern section and locally at the south in Toms
Cove). The difference in water discharge between the different simulation scenarios (Figure 11) revealed
that the main forcing was remote swell waves, and that locally generated waves signiﬁcantly reduced the
ﬂow (up to 70% in Chincoteague Inlet). This result differs with the hydrodynamic response to more com-
mon storms dominated by sustained winds along the bay, in which case the ﬂow is downwind on the
shoals and upwind on the deeper channel [Ganju et al., 2017]. Olabarrieta et al. [2011] also showed that dur-
ing storm conditions wave setup had a larger effect on water level and currents than local wind in a large
macrotidal coastal plain estuary (Willapa Bay, WA). The gradient of wave setup between the two inlets of
Chincoteague Bay during Sandy increased the (southward) ﬂushing of the bay, while wave setup at the
mouth of the single inlet of Willapa Bay reduced the ﬂushing of estuarine water.
Remote forcing dominates subtidal water level ﬂuctuations and (often) ﬂushing of back-barrier bays [Wong,
1986; Wong, 1987; Smith, 2001; Chant, 2001; Defne and Ganju, 2014], while local processes control transport
and distribution of waterborne material [Wong and Moses-Hall, 1998], in particular sediments. The contribu-
tion of locally generated waves accounted for 70–80% of the total bed shear-stress on average in
Figure 11. Water discharge (water ﬂux integrated across the bay) during the 5 days of Sandy (27 October to 1 November) with the differ-
ent simulation scenarios (Table 1): S (complete Sandy scenario), TSAS (no wind waves), TSAW (no swell), TA (tidal and atmospheric forcing),
TS (tidal and subtidal sea level ﬂuctuations), nonS (non-Sandy), and T (tide only).
Journal of Geophysical Research: Oceans 10.1002/2016JC012344
BEUDIN ET AL. ESTUARINE PHYSICAL RESPONSE TO STORMS 5899
Chincoteague Bay during Sandy (Figures 6d and 7) and during winter storms [Ganju et al., 2017]. Wave ero-
sion occurred mainly in areas located between 0 and 1 m below mean sea level, and this sediment depos-
ited above mean sea level on the inundated areas (up to 1 m elevation; Figure 9).
The comparison between the S and TSAW (no swell) scenarios revealed that locally generated waves were
signiﬁcantly enhanced by remote wave forcing. At the peak of wind stress (30 October 3:00), the wind was
blowing from the southwest generating waves of 1 m (3–4 s) in the northern basin with scenario S, but
only 0.2 m (1–2 s) in the middle of the bay with scenario TSAW. Remote wave forcing increased water level
in the northern portion of the bay by 0.4–0.5 m, increasing depth-limited wave height by 0.3–0.35 m
(a50:73 h50:7330:450:3 m). Wave setup in Chincoteague Inlet also led to longer fetch as the marsh plat-
form (in the southwest) was fully submerged. In addition, remote wave forcing generated a gradient of
wave setup between the two inlets creating a pressure gradient force in the opposite direction to wind
stress, reducing the downwind current velocity (by 30% on the northeastern shoals up to 60% in the middle
of the bay). Wave height was increased due to slower currents following the wave action balance equation:
@A
@t 1
@
@x U1cg
 
A
 
50 with A5 0:5qga
2
r the wave action, a the wave height, r the intrinsic (relative) wave fre-
quency, and U the current velocity (positive in the direction of wave propagation). In summary, the overall
physical response of Chincoteague Bay to Hurricane Sandy was dominated by remote and local waves, the
former signiﬁcantly inﬂuencing the latter.
4.2 Influence of Seagrass
As model skill for water level (Figure 2) was not improved with the inclusion of seagrass, vegetation
effects were not included in the previous sections. Overall, water level was not signiﬁcantly affected by
seagrass (less than 1% difference on average), yet seagrass reduced water level by 10% in the northern
channel and increased it by 2% in the south during peak water level conditions (30 October 16:00).
Model depth-averaged velocities were reduced by 10% on average over the seagrass meadows, which is
roughly equivalent (assuming the pressure gradient was unchanged) to increase the bed friction coefﬁ-
cient (including wave apparent roughness) by 25% to account for the drag of seagrass. In fact, the pre-
sent three-dimensional parameterization of vegetation provides a more physically appropriate approach
to simulate shear ﬂows and turbulent mixing than a simple drag increase parameterization. Seagrass
effects included: the water transport along the bay being reduced by 10%; the number of ﬂoats exported
from the bay being reduced by 20%; and the bay-averaged residence time being increased by 10% with
seagrass.
Wave damping occurred locally on the seagrass meadows (more than 5% wave height reduction within
approximately 1 km, Figure 12a). Waves in the bay during Sandy were depth-limited and not wind-limited,
so they were able to grow (regenerate) rapidly. Nevertheless, seagrass has the potential to reduce wave
attack on marshes, as waves propagating from the bay through the meadows and into the marsh would be
attenuated. Wave height was reduced by 30–75% on the meadows, and 5% on average in the bay (40% in
the north, and increased by 2% in the south). The model estimates of wave damping by vegetation should
Figure 12. Inﬂuence of seagrass meadows (difference between the S and SAV scenarios) on (a) signiﬁcant wave height at the instant of
maximum wind stress and (b) sediment bed thickness at the end of Sandy (zoom). The seagrass meadows are outlined in green.
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be approached with caution as the motions of ﬂexible vegetation under wave oscillatory ﬂows are not cur-
rently accounted for in SWAN. Further model developments are underway on the interactions between
waves, currents, and ﬂexible vegetation [Beudin et al., 2017].
While the present model might have overestimated wave height reduction, bed shear-stress and sus-
pended sediment concentration were reduced by a factor 10 in the meadows, and by 10% on average
in the bay. Total sediment ﬂuxes (integrated during the 5 days of Sandy) were reduced by 15% on aver-
age in the bay with suspended and bedload ﬂuxes in the meadows being reduced by a factor of 10 and
50, respectively, while they were enhanced around the meadows (up to an order of magnitude in the
southern basin). In terms of bathymetric change, the presence of seagrass did not change the overall
erosion/deposition patterns along the bay, but locally enhanced deposition on the meadows (without
the presence of seagrass the shoals were erosional, Figure 9a) and induced erosion at the meadow
edges (Figure 12b). Overall in the bay, the loss of sediment was reduced by 15% due to the presence of
seagrass, but the bathymetric changes were increased by 50% (more important in the northern
channel).
In summary, seagrass meadows had local effects on the hydrodynamics and sediment transport, in accor-
dance with Kombiadou et al. [2014], yet their presence is extensive and perennial on the eastern ﬂank of the
bay, so they have the potential to stabilize the back-barrier shoals in regards to the long-term cumulative
morphodynamic impact of storms. Seagrass meadows also have an ecological function in the bay as their
presence decreases water ﬂushing and suspended sediment concentration (turbidity), potentially modifying
nutrient dynamics.
4.3. Model Limitations
The model results were compared with the three observed water level ﬂuctuations time series available in
Chincoteague Bay during Hurricane Sandy (Figure 2). Model skill during a later period (2014–2015) showed
acceptable performance under less energetic conditions. No speciﬁc model tuning was conducted for the
Hurricane Sandy simulations as the main objective was to understand the physical response to storm
forcing.
Nevertheless, tidal ﬂuctuations at Ocean City (Figure 2a) were overestimated by the model because the
northern region of the Maryland Coastal Bays system (including Assawoman Bay, Saint Martin’s River, and
the Isle of Wight Bay) was not included in the present model domain [Wang et al., 2013; Kang et al., 2017].
However, as tidal amplitudes at Ocean City rapidly decrease in magnitude throughout the narrow Sinepux-
ent channel toward the interior of Chincoteague Bay, the misﬁt will also decrease.
Simulated subtidal ﬂuctuations lagged behind the observations due in part to the large-scale model forcing
in this area during Hurricane Sandy [Warner et al., 2017]. The main source of uncertainty in simulating storm
conditions such as Hurricane Sandy is the available wind forcing. While the best available product was used
for the present simulations, more local downscaling of wind conditions is often needed to achieve optimal
model performance. No amount of model parameter adjustment can compensate for those deﬁciencies, as
a better comparison with observations might be achieved but for the wrong reasons resulting in unrealistic
physical response.
Other potential sources of model deﬁciency are related to inherent bottom roughness uncertainties (here
based on uniform grain roughness, disregarding bed forms but including wave-induced roughness), the
accuracy of the topo-bathymetry built on heterogeneous data sets, and the grid resolution in a domain
characterized by particularly narrow channels and islands. A comprehensive quantiﬁcation of the key sour-
ces of uncertainty in the hydrodynamic model remains to be completed. Many more sources of uncertainty
are inherent in the sediment transport model and the associated errors often cascade resulting in a reduc-
tion in model skill for bed elevation changes [Ganju et al., 2017].
In general, the described model limitations tend to affect the solution locally, but the general character of
the results is not expected to be globally altered. Despite the uncertainties, the model provided useful infor-
mation about the importance of local heterogeneity in response to local/remote storm forcing for shallow-
bay/barrier-island system behavior. In addition, the interpretation of the functional relationships between
the model variables provided insight into the ability of the model to capture fundamental processes. In this
regard, the model is considered acceptable for its intended use.
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5. Conclusions
We applied a coupled ocean circulation, wave, and sediment transport numerical model (COAWST) to simu-
late the physical response of Chincoteague Bay to Hurricane Sandy. The dominant hydrodynamic processes
inside the back-barrier bay were identiﬁed using a momentum balance approach and a set of complemen-
tary scenarios to investigate the contribution of each process. The model momentum balance during the
storm was primarily between surface wind stress (local momentum source), horizontal pressure gradient
force (acting as a remote forcing and often opposing the local wind stress), bottom friction (enhanced in
shallower areas), and wave breaking (opposing the pressure gradient force especially along the eastern
bay).
The model was veriﬁed against water level measurements at different locations in the bay, showing strong
tidal attenuation but an (almost) unaltered subtidal signal. The response to subtidal coastal sea level ﬂuctua-
tions was mostly uniform throughout the bay, but wind-induced set-up/-down in the bay generated spatial
and temporal variability that would not have been captured by a simplistic ‘‘bathtub’’ inundation model.
The model was able to resolve the spatial heterogeneity in water level and provided estimates of the rela-
tive importance of the different processes (local versus remote wind and waves). While not a main factor
affecting water level, local wind increased vertical mixing and horizontal exchange of water within the bay.
The contribution of the wave-induced setup at the inlets to sea level in the bay was 30% of the total peak
value. While several studies have highlighted the importance of remote forcing to estuarine and bay water
level response, in most cases they were unable to separate the effects of coastal sea level and wave set-up.
The current model approach demonstrates the need for a proper wave characterization to evaluate the
magnitude and timing of water level ﬂuctuations in coastal bays.
The residence time during the storm was reduced up to 10 days (10–15% decrease from the average 2
months ﬂushing time) in the proximity of the inlets. The along-bay exchange between sub-regions was lim-
ited (15–20% of ﬂoats were transported north-south), while larger cross-bay exchanges were estimated (50–
60% of ﬂoats were transported in the east-west direction).
The bay served as a source of ﬁne sediment to the inner continental shelf, while the ocean-facing barrier-
island accumulated sand from landward overwash. Compared to the offshore region subjected to large
waves, the back-barrier bay experienced relatively small bathymetric changes of the order of centimeters.
Fine sediment from the bay was also deposited (less than 1 cm) over the extensive areas (increase in bay
area up to 50%) inundated during the storm.
The presence of extensive seagrass resulted in minimal overall water level differences. Locally, seagrass
dampened wave height by 30–75%, which decreased shoal erosion and reduced wave attack on the adja-
cent (within 1 km) marshes. Thus, seagrass contributed to an improved resilience of the back-barrier bay to
storms.
While traditional approaches to the study of estuarine and coastal processes are based on observations and
ocean circulation models, in this study we demonstrated that more complex approaches that consider not
only currents, but also waves, sediments, and vegetation are needed to properly characterize the processes
controlling back-barrier response to extreme events such as Hurricane Sandy.
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