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Abstract
The solution sets of analytical linear inequality systems posed in the Euclidean space form
a transition class between the polyhedral convex sets and the closed convex sets, which are
representable by means of linear continuous systems. The constraint systems of many semi-
infinite programming problems are analytical, and their feasible sets retain geometric proper-
ties of the polyhedral sets which are useful in the numerical treatment of such kind of optimi-
zation problems. The Euclidean closed n-dimensional balls admit analytical representation if
and only if n < 3. This paper solves, in a negative way, the analytical representation problem
for a wide class of n-dimensional convex sets, with n  3, which includes quasi-polyhedral
sets and smooth convex bodies.
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1. Introduction
A linear semi-infinite inequality systems (abbreviated: LSIS) σ = {a′t x  bt , t ∈
T }, with bt = b(t) and at = (a1(t), . . . , an(t))′ is called analytical (continuous) if
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T ⊂ R is a compact interval (a compact Hausdorff space) and {a1(·), . . . , an(·), b(·)}
is a set of analytical functions (continuous functions, respectively). Analytical sys-
tems appear frequently as constraint systems in semi-infinite programming (abbrevi-
ated: LSIP). For example, consider the best one sided L1-approximation of b(·) by
means of linear combinations of {a1(·), . . . , an(·)}, all these functions being analyt-
ical (polynomial, in particular). This problem can be formulated as
inf
∫
T
∣∣∣∣∣b(t)−
n∑
i=1
xiai(t)
∣∣∣∣∣ dt,
s.t.
n∑
i=1
xiai(t)  b(t), t ∈ T .
Denoting c = (c1, . . . , cn)′, where ci =
∫
T
ai(t) dt for all i, this program can be
reformulated as an LSIP problem as follows:
inf c′x,
s.t. x is solution of σ ,
where σ = {a′t x  bt , t ∈ T } is an analytical LSIS.
Simplex-like algorithms are adaptable in order to solve LSIP problems with ana-
lytical constraint systems (see the purification algorithms in [2,12]). A wide scheme
for the purification algorithms have been proposed in [7] by exploiting the geometric
properties of the feasible set of such problems, which extend well-known properties
of the polyhedral convex sets. The sets admitting analytical representation form a
transition class between the polyhedral convex sets and the all closed convex sets [7,
Theorem 2.1], which are at least representable by continuous systems [8, Theorem
5.11].
In [7], the representation problem was first stated, that is, to characterize the class
of closed convex sets in Rn which are the solution sets of analytical LSIS. As said
before, the polyhedral convex sets belong to this class, but not the Euclidean closed
n-dimensional ball, with n  3. This paper solves, in a negative way, the analytical
representation problem for a wide class of n-dimensional convex sets with n  3.
The paper is organized as follows. Section 2 sums up classical results on convex
geometry and general LSIS. Section 3 deals with the specific properties of analyt-
ical systems, giving a necessary and sufficient condition for the existence of this
representation; consequently, we obtain a dual criterion of non-representation which
makes it possible to solve the problem when the geometric properties of the polar
set are known. Section 4 exploits polarity and conjugation in order to show that
the smooth convex set of dimension greater than 2 are not representable. Section 5
proves that quasi-polyhedral sets do not admit analytical representation. After that,
Section 6 gives a primal criterion of non-representation which is used in Section 7
to solve the problem for locally smooth convex sets. Finally, some conclusions are
given.
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2. Preliminaries
Our main references for notation and general concepts on convexity, and LSIS are
[5,8,15]. In the n-dimensional Euclidean space Rn we denote by θ the origin, and,
for ∅ /= C ⊂ Rn and y ∈ Rn,
C − y = {x ∈ Rn | x + y ∈ C} ,
C\{y} = {x ∈ Rn | x ∈ C, x /= y} ,
and
R+{y} =
{
λy ∈ Rn | λ ∈ R, λ  0} .
The convex, affine, conical convex (containing the origin), and linear hulls of C
are denoted by convC, affC, coneC, and spanC, respectively; the dimension of C
is dimC = dim affC. Also, clC, intC, and bdC denote the closure, the interior, and
the boundary ofC, whereas riC and rbdC denote the relative interior and the relative
boundary of C (with respect to affC). For C convex and closed, O+C denotes its
recession cone; the linearity subspace of C is linC = O+C ∩ (−O+C). A closed
cone K is pointed if linK = {θ}.
The (positive) polar set of C is defined as
Co = {y ∈ Rn | y′x  −1 for all x ∈ C} ,
and, in the case of a cone K , its (positive) polar cone can be expressed as
Ko = {y ∈ Rn | y′x  0 for all x ∈ K} .
Co is always convex and closed, θ ∈ Co, and Co = (cl conv(C ∪ {θ}))o. If C is con-
vex, closed and θ ∈ C, then C = Coo, as well as
θ ∈ intC ⇐⇒ Co is bounded,
O+(Co) = (coneC)o,
and
dimCo = n− dim linC, (1)
also valid with C and Co interchanged [15, pp. 125–126]. Moreover, if θ ∈ intC, the
conjugate face of G ⊂ bdC is defined as
G = {y ∈ Co | x′y = −1 for all x ∈ G} . (2)
We will call convex body to a full dimensional convex and compact set. Clearly,
C is a convex body and θ ∈ intC if and only if Co satisfies the same properties.
In this case, the -conjugation establishes a one-to-one correspondence between
the exposed faces of C and Co [5]. Analogous results have been proven for pointed
convex cones [3,4]. However, we need a-conjugation operation for a convex closed
C with θ ∈ intC, but without the boundedness condition on C. In [10] (also in [9])
138 D.A. Jaume, R. Puente / Linear Algebra and its Applications 380 (2004) 135–150
it has been shown that the -conjugation (2) establishes a one-to-one correspon-
dence between the exposed proper faces of C and the exposed proper faces of Co not
containing the origin.
We associate with θ /= d ∈ Rn and α ∈ R, the hyperplane
H(d, α) = {x ∈ Rn | d ′x = α} .
Given σ = {a′t x  bt , t ∈ T }, we denote the vector of coefficients corresponding
to the index t ∈ T by (at ; bt ) ∈ Rn+1, by F its solution set and we say that σ is
consistent when F /= ∅. The set of all vectors of coefficient is
 = {(at ; bt ) ∈ Rn+1, t ∈ T }
and the characteristic cone of σ is
K = cone [ ∪ {(θ;−1)}] .
An inequality a′x  b is a consequence of σ if a′x¯  b holds for every x¯ ∈ F .
For a consistent system σ , the extended Farkas’ lemma establishes that an inequality
a′x  b is a consequence of σ if and only if (a; b) ∈ clK [8, Corollary. 3.1.2] ([17]
for an infinite dimensional version). In a more geometric way, if ∅ /= F ⊂ Rn the
extended Farkas’ lemma can be expressed [14] as
clK = (cone[F × {−1}])o .
Moreover, when θ ∈ intF , Fo is a compact set so that cone[Fo × {−1}] is closed
and it is not difficult to verify that an inequality a′x  b is a consequence of σ if and
only if (a; b) ∈ cone[Fo × {−1}]. Applying again the extended Farkas’ lemma we
obtain
clK = cone[Fo × {−1}]. (3)
When two or more systems are considered, they and their corresponding objects
will be distinguished by means of the same signs (e.g., subscripts). Two systems σ1
and σ2 are equivalent when they represent the same set, i.e., if and only if F1 =
F2. If σ1 and σ2 are consistent systems then F2 ⊂ F1 if and only if clK1 ⊂ clK2.
Therefore σ1 and σ2 are equivalents if and only if clK1 = clK2.
3. Analytical systems
The vectors of coefficients of an analytical LSIS σ = {a′t x  bt , t ∈ T }, where
T is a closed interval, define an analytical curve, , denoted in the same way as the
mapping
 : T → Rn+1,
(t) = (at ; bt ).
It is known that if an analytic consistent system σ does not contain the trivial
inequality (θ ′x  0) then intF coincides with the set of all Slater points of σ [8,
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Corollary 5.9.1]. Thus, if F is a full-dimensional set then there exists a Slater point,
and so, the characteristic cone K is closed [8, Theorem 5.3]. When σ contains the
trivial inequality K may be non-closed even if the solution set is full-dimensional
[7, Example 2.2]. Moreover, Theorem 2.1 in [7] establishes that if σ is a non-triv-
ial analytical system and F is full-dimensional then there exists another equivalent
analytical system containing no trivial inequality.
If σ is analytical andK is closed thenmust visit at least once the relative interior
of every extreme ray of K different from R+{(θ;−1)} (see [7]).
We summarize the preceding remarks in the following proposition.
Proposition 3.1. Let F ⊂ Rn be a convex closed set, dimF = n, such that F is the
solution set of some analytical system. Then, there exists an analytical representation
σ of F containing no trivial inequality, its characteristic cone K is closed and 
touches the relative interior of every extreme ray of K different from R+{(θ;−1)}.
We say that F ⊂ Rn is analytically representable (abbreviated: AR) if F is the
solution set of some analytical system. In fact, F is AR if and only if it admits an
analytical representation which does not contain the trivial inequality [7, Theorem
2.1]. In [7] it has been proven that every convex polyhedral set is AR, and examples
are given of convex closed sets which are not analytically representable (abbrevi-
ated: NAR) for n  2, leaving open the problem of characterizing the class AR.
There is no loss of generality in considering the origin into the relative interior of
F , because the class of AR sets is closed under affine non-singular transformations
[7, Theorem 4.2]. The following result establishes that there is no loss of general-
ity either in considering full-dimensional convex sets only, so that we can assume
θ ∈ intF (applying a suitable translation to F if it is necessary).
Theorem 3.2. Let F ⊂ Rm be a convex closed set, dimF = m, and let n > m.
Then F is AR if and only if F ′ := F × {θ} ⊂ Rn is also AR.
Proof. Consider an analytical representation of F ′ on Rn,
F ′ := {y ∈ Rn | a′t y  bt , t ∈ T } ,
where at : T → Rn and bt : T → R. Then we have
F = {x ∈ Rm | a¯′t x  bt , t ∈ T } ,
where a¯t ∈ Rm is the vector formed by the first m coordinates of at . This is an ana-
lytical representation of F on Rm.
Conversely, without loss of generality suppose θ ∈ intF . Let
F = {x ∈ Rm | a′t x  bt , t ∈ T } , (4)
where at : T → Rm and bt : T → R are analytical and T = [α, β] ⊂ R is a com-
pact interval. We will prove that F˜ = F × {0} is the solution set of the following
analytical system on Rm+1:
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a˜′t y  b˜t , t ∈ T
}
, (5)
where
a˜t =
(
(t − α)(β − t)at ; 2
β − α (t − α)− 1
)
,
b˜t = (t − α)(β − t)bt .
If x ∈ F , then (x; 0) verifies (5), i.e.,
a˜′t (x; 0) = (t − α)(β − t)a′t x  (t − α)(β − t)bt = b˜t .
On the other hand, if y = (x;χ) ∈ Rm+1 verifies (5) then for t = α and t = β, we
obtain respectively,
0  a˜′αy = (θ;−1)′(x;χ) = −χ,
0  a˜′βy = (θ; 1)′(x;χ) = χ.
Then χ = 0 and thus
(t − α)(β − t)bt  a˜′t x = (t − α)(β − t)a′t x
for all t ∈ T , which implies that x is solution of the system in (4).
Therefore, F × {0} ⊂ Rm+1 is AR. By repeating this procedure n−m times we
conclude that F ′ is AR. 
The set of all extreme points of a closed convex set C is denoted by extC. An
exposed extreme point (a 0-dimensional exposed face) is called exposed point, and
the set of all exposed points of C is denoted by expC. Thus,
expC ⊂ extC ⊂ cl expC, (6)
where the last inclusion is known as the theorem of Straszewicz [15, Theorem 18.6].
Theorem 3.3. Let F ⊂ Rn be a convex closed set, θ ∈ intF . Then F is AR if and
only if there exists an analytical curve
∗ : T → Fo,
containing all the exposed points of Fo\{θ}.
Proof. Let σ be an analytical representation of F containing no trivial inequality.
From Proposition 3.1, K is closed and the curve  touches the relative interior of
every extreme ray of K different from R+{(θ;−1)}.
Moreover, θ ∈ intF entails bt < 0 for all t ∈ T , so that the curve
̂ : T → Fo × {−1} ⊂ Rn+1,
̂(t) =
(
−at
bt
;−1
)
,
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is analytical. Since θ ∈ intF and K is closed, using (3) we have
K = cone[Fo × {−1}].
Therefore, there exists a one-to-one correspondence between extreme rays of K and
extreme points of Fo, in such a way that a point (t0) belongs to the relative interior
of an extreme ray of K if and only if ̂(t0) is an extreme point of Fo × {−1}. Since
expFo ⊂ extFo and ̂ ⊂ Fo × {−1} we conclude that the analytical curve
∗ : T → Fo ⊂ Rn,
∗(t) = −at
bt
satisfies all the requirements.
Conversely, let  : T → Fo be an analytical curve passing through expFo\{θ}.
Using the theorem of Straszewicz (6) and the continuity of  we obtain
extFo ⊂  ∪ {θ} ⊂ Fo. (7)
The set Fo is compact because θ ∈ intF . Now using (7) and the theorem of Min-
kowski, one has
Fo = conv( ∪ {θ}). (8)
If F denotes the solution set of the analytical system determined by , then
F =
{
x ∈ Rn | (t)′x  −1, t ∈ T }
= o
= (conv( ∪ {θ}))o
= Foo
= F,
where the penultimate equality is a consequence of (8). Therefore F is AR. 
The following technical lemma shows that analytical curves do not have a great
deal of freedom to pass through a given set of points.
Lemma 3.4. Let  : T → Rn be analytical on the compact interval T ⊂ R. If A 
Rn is an affine subspace and T0 ⊂ T is an infinite subset such that (T0) ⊂ A, then
(T ) ⊂ A.
Proof. An affine subspace A /= Rn can always be described as an intersection of
hyperplanes:
A =
k⋂
i=1
H(xi, αi).
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Fig. 1.
For every i, i = 1, . . . , k, consider the following analytical function:
fi : T → R,
fi(t) = (t)′xi − αi.
Since T is compact and fi(t) = 0 for all t ∈ T0 ⊂ T , each fi is the zero function,
and thus (T ) ⊂ H(xi, αi). We conclude that (T ) ⊂ A. 
Corollary 3.5 (Dual NAR criterion). Let F ⊂ Rn be a convex closed set, θ ∈ intF .
If there exists an affine subspace A  Rn containing infinitely many points of
(expFo)\{θ}, but not all of them, then F is NAR.
Proof. If F were AR there would exist an analytical curve  ⊂ Fo so that expFo ⊂
 ∪ {θ} (Theorem 3.3). However, since Fo is compact, expFo ∩ A is bounded and
so, recalling the hypothesis,  ⊂ A (Lemma 3.4). Hence, expFo is not contained in
 ∪ {θ} and F turns out to be NAR. 
The NAR criterion shows immediately that a truncated cylinder F is NAR be-
cause its polar set is a double cone which has infinitely many exposed points on the
plane z = 0, but not α and β (see Fig. 1). Also, the double cone is NAR because
its polar set is a truncated cylinder whose infinitely many exposed points live into
two different hyperplanes.
4. Polarity and conjugation
In order to apply the dual NAR criterion we must calculate the polar set of F ,
but this is usually a difficult task. Such a problem can be avoided by exploring the
relationship between the exposed points of Fo and the corresponding exposed faces
of F . To do that, we must introduce some additional concepts.
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For a convex closed set F ⊂ Rn, x ∈ bdF is a regular point if there exists a
unique supporting hyperplane to F at x. Moreover, we say that a face G ⊂ bdF is
regular if G is an exposed proper face and there exists a unique supporting hyper-
plane to F on G. Observe that a regular (non-exposed) point x ∈ bdF could deter-
mine a non-regular face {x}. A hyperplane H is tangent to F if H ∩ F is a regular
face.
A full-dimensional closed convex set F is called smooth (or regular) if all its
boundary points are regular. It can be realized that F is smooth if and only if all its
exposed proper faces are regular.
The regular faces of F correspond to the exposed points of Fo\{θ} via -conju-
gation, as the following lemma shows.
Lemma 4.1. Let F ⊂ Rn be a convex closed set, θ ∈ intF, and let G and G be
conjugate faces of each other. Then, G is a regular face of F if and only if there
exists y ∈ (expFo)\{θ} such that G = {y}.
Proof. Since θ ∈ intF , every supporting hyperplane to F admits a unique expres-
sion in the form H(y,−1) and, obviously, y /= θ . Moreover, H(y,−1) is a support-
ing hyperplane to F at G if and only if y ∈ G. Therefore, G is regular if and only
if G = {y}. 
Theorem 4.2. For n  3, let F ⊂ Rn be a convex closed set, dimF = n. If F is
smooth and dim linF  n− 3, then F is NAR.
Proof. Without loss of generality we suppose θ ∈ intF , so that Fo is compact.
Theorem 2.6 in [10] (also in [9]) shows that the -conjugation (2) establishes a one-
to-one correspondence between exposed proper faces of F and exposed proper faces
of Fo not containing θ . Since all proper exposed faces of F are regular, all proper
exposed faces of Fo not containing θ are singleton sets (Lemma 4.1).
On the other hand, by (1) we have
dimFo = n− dim linF  3.
Being Fo compact and θ ∈ Fo, for y ∈ riFo, y /= θ , the ray R+{y} intersects the
relative boundary of Fo at some point λy /= θ , which is exposed because the smallest
exposed face containing λy cannot contain the origin. Then, let {y1, y2, y3} ⊂ riFo
be a set of linearly independent vectors and consider the space A = span{y1, y2}. It
is inferred that A contains infinitely many exposed points of Fo\{θ} and there exists
at least one exposed point, µy3 /= θ , such that µy3 /∈ A. The conclusion follows by
application of the dual NAR criterion. 
Consequently, the smooth convex bodies of dimension greater than 2 are NAR.
In particular, the Euclidean closed balls in Rn, n  3, are NAR [7, Theorem 4.2].
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Corollary 4.3. For n  3, let F ⊂ Rn be a convex closed set, dimF = n. If F is
smooth and contains no affine subspaces of dimension n− 2 then F is NAR.
Proof. Since F contains no affine subspaces of dimension n− 2 if and only if
dim linF  3, Theorem 4.2 is applicable. 
Observe that the cylinder F = {x ∈ R3 | x21 + x22  1} is AR and satisfies all the
conditions in Corollary 4.3, except the last one (span{(0, 0, 1)} ⊂ F and dim span
{(0, 0, 1)} = n− 2).
5. Quasi-polyhedral sets
A set is called quasi-polyhedral if its non-empty intersections with polytopes are
polytopes. These sets were introduced by Klee [11], in the context of separation of
convex sets. Some of its properties have been studied in [13] as the solution set of
certain kind of discrete LSIS, and in [1] as solution of the so-called locally polyhedral
systems.
Now we recall some geometric results from [10] which involve new concepts.
The tangent space to F at x ∈ bdF , T SxF , is the linearity space of the tangent cone
to F at x, TxF , i.e.,
T SxF := lin TxF = lin cl cone(F − x). (9)
For x ∈ F , the curvature index of F at x is the codimension of lin cone(F − x)
with respect to the tangent space (9):
cin(F, x) := dim T SxF − dim lin cone(F − x). (10)
If G ⊂ F is an exposed face and x ∈ riG then
cin(F,G) := cin(F, x) = cin(F o,G) (11)
is independent of x, and it is called curvature index of F on G.
Lemma 5.1. If Q ⊂ Rn is a quasi-polyhedral non-polyhedral set such that θ ∈
intQ, then Qo has infinitely many exposed points. In addition, the tangent cone
Ty0Q
o is pointed at every exposed point y0 /= θ .
Proof. Let Q ⊂ Rn be a quasi-polyhedral non-polyhedral set, θ ∈ intQ. By appli-
cation of Lemma 4.1, the exposed points of Qo\{θ} come from the facets of Q (faces
of dimension n− 1) via -conjugation, because these are the unique regular faces of
Q. If Q had a finite number of facets then the compact set Qo would be a polytope,
which implies that Q would be a polyhedral set, in contradiction with the hypothesis.
Therefore Qo has infinitely many exposed points.
Now, for any exposed point y0 ∈ Qo, y0 /= θ , we have
lin cone(Qo − y0) = {θ}. (12)
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On the other hand, the curvature index is zero on every facet of F and so, by (11),
this index is zero on each conjugate face, as well. Recalling the curvature index is
(10), one has
0 = cin(Qo, y0) = dim lin Ty0Qo − dim lin cone(Qo − y0),
and using (12), the tangent cone Ty0Qo must be pointed. 
A smooth curve, contained in a closed convex set and passing through an extreme
point y at which the tangent cone is pointed, must brake at y, i.e., it must have zero
derivative at y. This fact together with Lemma 5.1 will be basic in the proof of the
next result.
Theorem 5.2. The quasi-polyhedral non-polyhedral sets are NAR.
Proof. Let Q be a quasi-polyhedral non-polyhedral set and suppose, without loss of
generality, θ ∈ intQ. Then Qo is compact. By Lemma 5.1, Qo has infinitely many
exposed points and the tangent cone is pointed at each one of them.
If Q were AR, by Theorem 3.3 an analytical curve  would exist such that
expQo ⊂  ∪ {θ} ⊂ Qo,
and should have infinitely many points of zero derivative. Hence should be a con-
stant, and the characteristic cone K would be finitely generated and so polyhedral,
like Q, contradicting the assumption. Therefore Q is NAR. 
6. Primal criterion
Definition 6.1. Let F ⊂ Rn be a convex closed set, dimF = n  3. A tangential
family to F is an infinite family of different hyperplanes,
H = {Hi, i ∈ I },
such that every Hi = H(yi, αi) is a tangent hyperplane to F and all the family has
either, a unique common point or a common direction. That is, there exists p ∈ Rn
such that either
{p} =
⋂
i∈I
Hi,
or p /= θ verifies
y′ip = 0 for all i ∈ I.
Theorem 6.2 (Primal NAR criterion). Let F be a convex closed set such that dimF =
n  3. If there exist a tangential family H and a tangent hyperplane H such that
H ∪ {H } is not a tangential family, then F is NAR.
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Proof. Without loss of generality we suppose θ ∈ intF . Let H be a tangential
family to F . Then, every hyperplane Hi ∈H can be expressed in the form Hi =
H(yi,−1) and each one generates a regular face Gi = Hi ∩ F such that Gi = {yi},
yi ∈ (expFo)\{θ} (Lemma 4.1). In the same way, any tangent hyperplane to F can
be expressed as H = H(y,−1), with (F ∩H) = {y} and y ∈ (expFo)\{θ}. Let
A = aff{yi, i ∈ I }.
If y ∈ A then we should have
y =
∑
i∈I0
λiyi,
for some finite set I0 ⊂ I , λi ∈ R for all i ∈ I0, and ∑i∈I0 λi = 1. If p is either a
common point or a common direction of the tangential family H then
y′p=
∑
i∈I0
λiy
′
ip
=
{−1, if {p} =⋂H,
0, if y′ip = 0 for all i ∈ I ,
i.e., p should also be a common point or direction of the (thus tangential) family
H ∪ {H }, contradicting the hypothesis. Therefore y /∈ A.
By applying the dual NAR criterion the conclusion is obtained. 
Applying the primal NAR criterion, the truncated cylinder in Fig. 1 is NAR con-
sidering the tangential family formed by the supporting hyperplanes at the vertical
1-dimensional faces, together with the supporting hyperplane at one of the facets
(either α or β). In the same way, the double cone in Fig. 1 is NAR because a tan-
gential family is formed by the supporting hyperplanes to the 1-dimensional faces
passing through the vertex α, but the property is lost if we aggregate to the family
a tangent hyperplane containing β.
The following example disproves the suspicion that a convex set containing a
point at witch the curvature index is 2 would be NAR. This example also shows an
AR convex body whose polar set is not.
Example 6.3. The set
F =

x ∈ R3 |

− cos(2t)− sin(2t)
− cos t

′ x  −1, t ∈ [0, 2]

 ,
is a convex body, trivially AR. Its polar set (Fig. 2),
Fo = conv



− cos(2t)− sin(2t)
− cos t

 , t ∈ [0, 2]

 ,
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Fig. 2.
is NAR (by applying the primal NAR criterion to Fo). At the exposed point a ∈ Fo
the curvature index is 2. By (11), the curvature index at the exposed point a ∈ F also
is 2 despite F is AR.
7. Locally smooth convex sets
Given a three dimensional convex closed set containing a regular point x¯, it is
possible to take a reference system in the Euclidean space such that x¯ is the origin
and the supporting plane to F at x¯ is the plane x3 = 0. Then there exists an open
convex neighborhood U ′ of the origin such that U ′ ∩ bdF can be described in the
form
U ′ ∩ bdF = {(t; f (t)) ∈ R3 | t ∈ U ⊂ R2}, (13)
where U × {0} = U ′ ∩ (R2 × {0}) and the function f : U ⊂ R2 → R is convex and
finite on U , f (θ) = 0, and ∇f (θ) = θ (see [16, p. 103]).
Let S1 and B be the unit circle and the closed unit ball in R2 centered at θ ,
respectively. Given a vector field g : δS1 → R, δ > 0, the rotation index of g is the
number of turns completed by the vector g(z) (and its orientation), when z completes
one oriented rotation around δS1 (see [6]).
Lemma 7.1. Let U ⊂ R2 be a convex neighborhood of the origin and let f : U →
R be a convex finite function, such that f is differentiable, f (θ) = 0, and f (x) > 0
for all x /= θ . Let δ > 0 such that δB ⊂ U . Then, the gradient vector field
∇f : δB → R2
is continuous and there exists γ > 0 such that
γB ⊂ ∇f (δB).
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Proof. We can assume that U is open. Recalling that a convex function differentia-
ble on an open convex neighborhoodU is of classC1 onU [15, Corollary 25.5.1], the
field ∇f is continuous on δB. Moreover, the rotation index of the field ∇f around
the circle δS1 is +1, because
∇f (x)′x > 0 for all x ∈ δS1.
Since ∇f (δS1) is compact and θ /∈ ∇f (δS1), the distance from the set ∇f (δS1)
up to the origin is greater than some γ > 0. Then the rotation index of the loop
∇f (δS1), with respect to every point y ∈ γB, must also be +1 hence y ∈ ∇f (δB).
(On the contrary, y /∈ ∇f (δB), the homotopy ∇f (rS1), 0  r  δ, contains no y,
and the rotation index of the loop ∇f (δS1), with respect to y, would be zero.)
Therefore, there exists γ > 0 such that γB ⊂ ∇f (δB). 
Theorem 7.2. Let F ⊂ R3 be a convex closed set, dimF = 3. If there exists an
open set W such that W ∩ expF /= ∅ and all the points of W ∩ bdF are regular for
F, then F is NAR.
Proof. Without loss of generality [7, Theorem 4.2] we can assume that θ ∈ W ∩
expF , that H((θ; 1), 0) is the tangent hyperplane to F at θ , and that every y ∈
W ∩ bdF is smooth in F . Let f be as in (13), U ′ being an open ball centered at
θ . Applying Lemma 7.1 there exist δ > 0 and γ > 0 such that ∇f is continuous
on δB and γB ⊂ ∇f (δB). Thus, for every y ∈ γB there exists xy ∈ δB such that
y = ∇f (xy). Denoting αy = (−y; 1)′(xy; f (xy)), the hyperplaneH((−y; 1), αy) is
tangent to F at the (regular) point (xy; f (xy)).
Now, we may form a tangential family to F by considering infinitely many points
in a diameter of the disc γB, for example yi ∈ [−γ, γ ] × {0}, i ∈ I . Every corre-
sponding hyperplane H(−yi, αyi ) is tangent to F at the (regular) point (xyi ; f (xyi )).
In addition, if p = (0, γ ) ∈ γB then y′ip = 0 for all i ∈ I . Moreover, the corre-
sponding hyperplane H(−p, αp) is tangent to F at the (regular) point (xp; f (xp)).
Therefore, the family
H = {H(−yi, αyi ), i ∈ I}
is tangential to F whereas H ∪ {H(−p, αp)} is not. Hence F verifies the primal
NAR criterion. 
Corollary 7.3. Let F ⊂ Rn be a convex closed set, dimF  3. If there exists an af-
fine subspace E, dimE = dimE ∩ F = 3, such that either, E ∩ F is smooth (with
respect to E) and it does not contain lines, or E ∩ F is smooth (with respect to E)
on an open neighborhood of an exposed point y ∈ E ∩ F, then F is NAR.
Proof. For any z ∈ E consider the linear subspace W := E − z and denote FW :=
(E ∩ F)− z.
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If F were AR then FW would be AR on the space W (identified with R3) by
application of the same argument used in the proof of Theorem 3.2. However this is
impossible because of Theorem 4.2 or Theorem 7.2. 
8. Conclusions
With a set of geometric tools we have advanced on the analytical representation
problem first posed in [7], giving a general negative answer to this difficult prob-
lem. The quasi-polyhedral non-polyhedral sets are NAR. For n  3, the n-dimen-
sional smooth convex sets and those closed convex sets which are smooth close
to an exposed point, are NAR. The problem remains open for non-smooth strictly
convex sets.
Most convex bodies are both smooth and strictly convex in the following sense
[16, Theorem 2.6.1]: the space Kn of convex bodies provided with the Hausdorff
metric, is a complete metric space and thus a Baire space; the set of smooth and
strictly convex bodies is the complement of a set of first category. Hence, most con-
vex bodies in Kn, with n  3, are NAR. Convex AR sets are the polyhedral sets,
the cylinders and cones generated by AR plane convex sets and some convex bodies
containing segments on the boundary (as the body in Example 6.3). The class of
convex AR sets is meagre if n  3.
Nevertheless, the study of analytical (polynomial) LSIS remains interesting due
to the role they play in LSIP and other applications.
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