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Abstract
Strict singularity and strict co-singularity of inclusions between symmetric sequence spaces are
studied. Suitable conditions are provided involving the associated fundamental functions. The spe-
cial case of Lorentz and Marcinkiewicz spaces is characterized. It is also proved that if E ↪→ F are
symmetric sequence spaces with E = 1 and F = c0 and ∞ then there exist a intermediate sym-
metric sequence space G such that E ↪→ G ↪→ F and both inclusions are not strictly singular. As a
consequence new characterizations of the spaces c0 and 1 inside the class of all symmetric sequence
spaces are given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the strict singularity and the strict co-singularity of inclusions
between arbitrary symmetric sequence spaces. Recall that a linear operator between two
Banach spaces is strictly singular (or Kato) if it fails to be an isomorphism on any infinite-
dimensional (closed) subspace. The class of all strictly singular operators is a well-known
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Banach spaces X and Y is strictly co-singular (or Pełczyn´ski [17]) if for every infinite
codimensional (closed) subspace M of Y the composition operator Π ◦ T is not surjective,
where Π denotes the quotient map from Y onto Y/M . This class of operators is some-
what related by duality to strictly singular operators (cf. [17,18]): If the adjoint operator
T ∗ :Y ∗ → X∗ is strictly singular (respectively co-singular) then T :X → Y is strictly co-
singular (respectively singular). However, the converse statements are not true in general.
In the special setting of Orlicz sequence spaces Kalton [12] has given characterizations
of when the inclusion operator between Orlicz sequence spaces with the ∆2-condition is
strictly singular. In particular suitable analytic criteria are given for the inclusions ϕ ↪→ p
to be strictly singular, which is very useful in the study of the complemented subspace
structure of Orlicz sequence spaces (see [10,14]). Also, in the context of the summability
theory of sequence spaces, strict singularity and strict co-singularity have useful interpre-
tations (cf. [16,19]).
A weaker notion of strict singularity for Banach lattices (introduced in [10]) is the fol-
lowing: an operator T from a Banach lattice X to a Banach space Y is said to be disjointly
strictly singular if there is no disjoint sequence of non-null vectors (xn) in X such that
the restriction of T to the closed subspace [(xn)] spanned by the vectors (xn) is an iso-
morphism. Strict singularity and disjoint strict singularity coincide when X is a Banach
lattice with a Schauder basis of mutually disjoint vectors, but in general they are different
(for, e.g., for q > p the inclusion Lq ↪→ Lp on [0,1] is disjointly strictly singular but not
strictly singular).
The paper is organized in the following way. In Section 3 inclusions between Lorentz
sequence spaces d(ω,p) and Marcinkiewicz sequence spaces m(ω) are considered. It is
shown that for p  1 the inclusion d(ω,p) ↪→ d(ω′,p) is strictly singular if and only if
lim
n→∞
∑n
k=1 ω′k∑n
k=1 ωk
= 0.
For Marcinkiewicz sequence spaces (see definitions in Section 2) we show that the inclu-
sion m(ω) ↪→ m(ω′) is strictly singular if and only if limn→∞∑nk=1 ωk/∑nk=1 ω′k = 0, and
this is also equivalent to the inclusion m(ω) ↪→ m(ω′) being disjointly strictly singular. As
a consequence we deduce that the extreme (proper) inclusions 1 ↪→ E ↪→ c0 are always
strictly singular for any symmetric sequence space E. These properties characterize in fact
the spaces 1 and c0 inside the class of all symmetric sequence spaces: Let E ( = 1) be a
symmetric sequence space, then E = c0 if (and only if) for any other symmetric sequence
space F with F ↪→ E the inclusion F ↪→ E is always strictly singular. A similar charac-
terization on the left extreme holds also for the space 1 (see Corollary 4.6). These results
are obtained from a inclusion factorization result given in Section 4: If E and F are sym-
metric sequence spaces with E ↪→ F and E = 1 and F = c0 and ∞, then there exists an
intermediate symmetric sequence space G such that E ↪→ G ↪→ F and neither inclusion
is strictly singular (Theorem 4.1). The construction of this symmetric sequence space G
requires the study of properties of a suitable right shift operator defined on a block basis
with constant coefficients.
In Section 5 general sufficient conditions are given for the inclusion E ↪→ F to be
strictly singular involving the associated fundamental functions φE and the inclusion in-
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E ↪→ F to be strictly singular for all couples of symmetric sequence spaces E and F with
prefixed fundamental functions. In particular Proposition 5.5 states that if E and F are
symmetric sequence spaces being E σ -order continuous and there exists  > 0 such that
φF (n) C
(
φE(n)
)1−
for some constant C > 0 and every natural n, then the inclusion E ↪→ F is strictly singular.
Finally applications to the strict co-singularity of the inclusions are given. We would like
to mention that some of the above results have a corresponding version for disjoint strict
singularity in the function spaces setting [2,7].
2. Notations and definitions
Let us recall that a symmetric sequence space (E,‖ · ‖) is a Banach space of sequences
such that:
(i) if x ∈E and y  x then y ∈E and ‖y‖ ‖x‖, and
(ii) if x ∈E and x and y are equimeasurable then y ∈ E and ‖x‖ = ‖y‖.
Every Banach sequence space (E,‖ · ‖) with a symmetric basis (en) is a symmetric se-
quence space since it can be renormed with the symmetric norm ‖ · ‖0 defined by ‖x‖0 =
supθn=±1 supπ ‖
∑∞
n=1 anθneπ(n)‖. The Köthe dual E′ of a symmetric sequence space E
is formed by the sequences x = (xn) such that ‖x‖E′ = sup‖y‖E1
∑∞
n=1 xnyn < ∞. An
element x of a Banach sequence space (E,‖ · ‖) is said to have σ -order continuous norm if
|x| xn ↓ 0 in E pointwise implies that limn→∞ ‖xn‖ = 0. The space E is called σ -order
continuous if every element in E has σ -order continuous norm. We denote by E0 the largest
ideal in E consisting of all elements with σ -order continuous norm. Every σ -order contin-
uous symmetric sequence space E has a symmetric basis. Indeed, since x−∑kn=1 xnen ↓ 0
as k → ∞, we have ‖x −∑kn=1 xnen‖ ↓ 0 as k → ∞. Then (en) is a basis for E, and it is
symmetric because
∑∞
n=1 anen and
∑∞
n=1 aneπ(n) are equimeasurable for every permuta-
tion π of N. The fundamental function φE of a symmetric sequence space E is defined by
φE(n)= ‖∑nk=1 ek‖ for each natural n, where (en) denotes the standard unit vector basis.
We assume as usual that the symmetric sequence spaces are maximal or minimal in the
sense of [15].
Classical examples of symmetric sequence spaces are the Lorentz, Marcinkiewicz, and
Orlicz sequence spaces. Recall their definitions. Let ω = (ωn) be a weight sequence (i.e.,
a non-increasing sequence with ω1 = 1, limn→∞ ωn = 0 and ∑∞n=1 ωn = ∞) and p  1,
the Lorentz sequence space d(ω,p) is the Banach space of all sequences of scalars x =
(xn) for which
‖x‖d(ω,p) =
( ∞∑
n=1
(x∗n)pωn
)1/p
< ∞,
where (x∗n) is the non-increasing rearrangement of (|xn|). The Lorentz sequence spaces
d(ω,p) are p-saturated, i.e., any infinite-dimensional subspace of d(ω,p) contains a sub-
462 F.L. Hernández et al. / J. Math. Anal. Appl. 291 (2004) 459–476space isomorphic to p [1, Theorem 1]. It holds that d(ω,p) ↪→ d(ω′,p) if and only if
there exists a constant C > 0 such that
∑n
k=1 ω′k C
∑n
k=1 ωk for every n ∈N.
The Marcinkiewicz sequence space m(ω) is the Banach space of all sequences of scalars
x = (xn) such that
‖x‖m(ω) = sup
n∈N
∑n
k=1 x∗k∑n
k=1 ωk
< ∞.
It holds that m(ω) is the dual space of the Lorentz sequence space d(ω,1) [8, Theorem 11]
and the subspace m0(ω) of m(ω) defined by
m0(ω)=
{
x = (xn): lim
n→∞
∑n
k=1 x∗k∑n
k=1 ωk
= 0
}
is the predual space of d(ω,1). It holds that m(ω) ↪→ m(ω′) if and only if there exists a
constant C > 0 such that
∑n
k=1 ωk C
∑n
k=1 ω′k for every n ∈N.
Given an Orlicz function ϕ, the Orlicz sequence space ϕ is the Banach sequence space
of all sequences of scalars such that
∑∞
n=1 ϕ(|xn|/λ) < ∞ for some λ > 0, equipped with
the norm
‖x‖ϕ = inf
{
λ > 0:
∞∑
n=1
ϕ
(|xn|/λ) 1}.
The subspace hϕ consists of those sequences such that
∑∞
n=1 ϕ(|xn|/λ) < ∞ for every
λ > 0. The function ϕ is said to satisfy the ∆2-condition at 0 if lim supt→0 ϕ(2t)/ϕ(t)
< ∞. This is equivalent to ϕ being separable (cf. [14, Proposition 4.a.4]). The fundamen-
tal function of ϕ is φϕ (n) = 1/ϕ−1(1/n).
We will use the following (cf. [13, Theorems II.5.5,7]):
Theorem 2.1. Let E ( = c0) be a symmetric sequence space. Then
d(ωE,1) ↪→ E ↪→ m(ω˜E)
where
∑n
k=1 ωEk = φE(n) and
∑n
k=1 ω˜Ek = nφE(n) .
If E is a symmetric sequence space, then limn→∞ φE(n) < ∞ if and only if E = c0 or
E = ∞. Indeed, if E = c0, ∞ then E0 = c0, and since E0 has symmetric basis we have
that limn→∞ φE(n) = ∞ [14, p. 119]. If E is a symmetric sequence space different from
∞ then E ↪→ c0. Indeed, if not let x = (xn) ∈ E \ c0. We can suppose that there exists
 > 0 such that |xn|  for every n ∈N. Then ‖x‖m(ω˜E)  supn∈N φE(n)= ∞.
The p-convexification (p > 1) of a symmetric sequence space E is the space E(p) =
{x: |x|p ∈ E} equipped with the norm ‖x‖ = ‖|x|p‖1/pE , which is also a symmetric se-
quence space. It holds that the inclusion E ↪→ F is disjointly strictly singular if and
only if the inclusion E(p) ↪→ F (p) is also disjointly strictly singular. Similarly the p-
concavification of E, assuming that E is q-convex, is the symmetric sequence space
E(p) = {x: |x|1/p ∈ E} equipped with the norm ‖x‖ = ‖|x|1/p‖pE . We refer to the mono-
graphs [3,13–15] for other properties of symmetric sequence spaces.
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First we study the strict singularity of the inclusions between Lorentz and Marcinkie-
wicz sequence spaces.
Theorem 3.1. Let p  1 and ω = (ωn) and ω′ = (ω′n) weight sequences with d(ω,p) ↪→
d(ω′,p). Then the inclusion d(ω,p) ↪→ d(ω′,p) is strictly singular if and only if
lim
n→∞
∑n
k=1 ω′k∑n
k=1 ωk
= 0. (1)
Proof. Since (d(ω,1))(p) = d(ω,p), it will be sufficient to prove the result for p = 1.
Assume that (1) holds, so given  > 0 there exists a natural n0 such that
∑n
k=1 ω′k 

∑n
k=1 ωk for every n  n0. Let us suppose that the inclusion d(ω,1) ↪→ d(ω′,1) is not
strictly singular. So, it is not disjointly strictly singular by [9, Proposición 1], i.e., there
exists a sequence of disjointly supported non-null vectors (xn) in d(ω,1) and a constant
C > 0 so that ‖x‖d(ω,1)  C‖x‖d(ω′,1) for every x ∈ [(xn)]. Let us consider the vector
x =
n0∑
n=1
(
n0∏
k=1, k =n
‖xk‖∞
)
xn.
Since d(ω,1) ⊂ c0, the vector |x| has at least n0 coordinates equal to ∏n0n=1 ‖xn‖∞
and the others less than this number. The decreasing rearrangement x∗ = (x∗n) has at
least the first n0 coordinates equal to
∏n0
n=1 ‖xn‖∞. Let us consider now the trunca-
tion y = ∑n1n=1 x∗nen with n1  n0 such that max(‖x∗ − y‖d(ω,1),‖x∗ − y‖d(ω′,1)) <
 min(‖x∗‖d(ω,1),‖x∗‖d(ω′,1)). Then ‖x∗‖d(ω′,1) − ‖y‖d(ω′,1) < ‖x∗‖d(ω′,1). Now, there
exist E1 ⊂ E2 ⊂ · · · ⊂ Ek ⊂ N such that y = ∑kn=1 anχEn with an  0 for every n ∈
{1, . . . , k}, |E1| n0 and∑kn=1 an =∏n0n=1 ‖xn‖∞. So,
‖x∗‖d(ω′,1) < 11 −  ‖y‖d(ω′,1) =
1
1 − 
k∑
n=1
an
|En|∑
j=1
ω′j =

1 −  ‖y‖d(ω,1)
<
(1 + )
1 −  ‖x
∗‖d(ω,1).
Let  be such that (1 − )/((1 + )) > C. Then we obtain the contradiction ‖x‖d(ω′,1) <
C−1‖x‖d(ω,1).
Assume now that lim supn→∞
∑n
k=1 ω′k/
∑n
k=1 ωk = L> 0. Let C > 0 be such that L>
1/C. We can find an increasing sequence of positive integers (nj ) such that
∑nj
k=1 ωk 
C
∑nj
k=1 ω′k for every j ∈N. Consider in d(ω,1) the normalized block basis with constant
coefficients of the canonical basis (xj ) defined for each j ∈N by
xj = 1∑nj
k=1 ωk
n1+···+nj∑
i=n +···+n +1
ei.1 j−1
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canonical basis of 1. Considering this subsequence, which is semi-normalized, in d(ω′,1)
and using the same result we obtain another subsequence (xnkj ) that is equivalent to the
canonical basis of 1, too. So the inclusion d(ω,1) ↪→ d(ω′,1) is not strictly singular. 
Corollary 3.2. If E ( = 1) is a symmetric sequence space then the inclusion 1 ↪→ E is
strictly singular.
Proof. First let us see that limn→∞ φE(n)/n = 0. If not, there exists limn→∞ φE(n)/n =
L > 0. So, E = c0. Then, given x ∈ m(ω˜E), we have ‖x‖m(ω˜E)  L‖x‖1. Hence, using
Theorem 2.1, we obtain E ↪→ m(ω˜E) ↪→ 1 which leads to the contradiction E = 1. Now
it holds that 1 ↪→ d(ωE,1) ↪→ E. Using the previous theorem we deduce that the first
inclusion is strictly singular. Then the inclusion 1 ↪→ E is strictly singular, too. 
This corollary can be also obtained as a consequence of the following theorem, which
were communicated to us by P.G. Casazza.
Theorem 3.3. Let (xn) be a symmetric basis of a Banach space E and yn =∑jn+1k=jn+1 akxk
a bounded block basis of (xn) satisfying
sup
n
jn+1∑
k=jn+1
|ak| = C < ∞.
Then (yn) is equivalent to (xn).
Proof. First we observe that (xn) dominates (yn). For any x =∑n0n=1 bnyn with ‖x‖ = 1,
choose x∗ =∑∞n=1 cnx∗n ∈ E∗ with ‖x∗‖ = 1 and x∗(x) 1/2. Next choose jn + 1 in 
jn+1 so that |cin | = maxjn+1kjn+1 |ck|. Now we compute:
1
2
∥∥∥∥∥
n0∑
n=1
bnyn
∥∥∥∥∥ x∗
(
n0∑
n=1
bnyn
)
=
n0∑
n=1
bn
jn+1∑
k=jn+1
akck 
n0∑
n=1
|bn||cin |
jn+1∑
k=jn+1
|ak|
 C
n0∑
n=1
|bn||cin | C
∥∥∥∥∥
n0∑
n=1
bnxn
∥∥∥∥∥
∥∥∥∥∥
∞∑
n=1
cinx
∗
n
∥∥∥∥∥ C
∥∥∥∥∥
n0∑
n=1
bnxn
∥∥∥∥∥.
Hence (yn) is dominated by (xn).
Now we check two cases:
(i) Let us suppose that infn supjn+1kjn+1 |ak| = 0. In this case choose z∗n =∑∞
k=1 bkx∗k ∈ E∗ so that ‖z∗n‖ = 1 and z∗n(yn) = 1. Fix N ∈ N and choose n so that|ak| 1/N for all jn + 1 k  jn+1. Now,
1 = z∗n(yn)
jn+1∑
k=jn+1
|bk||ak| =
∑
|bk |1/2C
|bk||ak| +
∑
|bk|<1/2C
|bk||ak|

∑
|bk||ak| + 12 .|bk |1/2C
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1
2

∑
|bk |1/2C
|bk||ak| 1
N
∣∣{k: |bk| 1/2C}∣∣.
It follows that∣∣{k: |bk| 1/2C}∣∣ N2 .
Thus,
1
2C
∥∥∥∥∥
N/2∑
k=1
x∗k
∥∥∥∥∥
∥∥∥∥∥ ∑|bk |1/2C bkx∗k
∥∥∥∥∥ ∥∥z∗n∥∥= 1.
It follows that for all N ∈ N we have ‖∑Nk=1 x∗k ‖  2C. Hence, (x∗n) is equivalent to the
unit vector basis of c0. Thus, (xn) is equivalent to the unit vector basis of 1 and hence is
also equivalent to (yn).
(ii) Assume now infn supjn+1kjn+1 |ak| > 0. In this case it follows from [1, Proposi-
tion 4] that (yn) dominates (xn) and so (yn) is equivalent to (xn). 
Alternative proof of Corollary 3.2. We can suppose w.l.o.g. that E is σ -order continuous.
If the inclusion 1 ↪→ E is not strictly singular, then there is a normalized block basis yn =∑jn+1
k=jn+1 akek of the unit vector basis (en) of 1 which is equivalent to the corresponding
block basis zn =∑jn+1k=jn+1 akxk of the symmetric basis (xn) of E. But now Theorem 3.3
implies that (zn) is equivalent to (xn) while we already know that (yn) is equivalent to the
unit vector basis of 1. 
The above corollary has been also obtained in [5, Theorem 4.3.a] using a different ar-
gument.
We consider now the class of Marcinkiewicz sequence spaces:
Theorem 3.4. Let ω = (ωn) and ω′ = (ω′n) weight sequences with m(ω) ↪→ m(ω′). The
following statements are equivalent:
(i) limn→∞
∑n
k=1 ωk/
∑n
k=1 ω′k = 0.
(ii) The inclusion m0(ω) ↪→ m0(ω′) is strictly singular.
(iii) The inclusion m(ω) ↪→ m(ω′) is strictly singular.
(iv) The inclusion m(ω) ↪→ m(ω′) is disjointly strictly singular.
Proof. (i) ⇒ (ii). Suppose that the inclusion m0(ω) ↪→ m0(ω′) is not strictly singular,
i.e., there exists a sequence of disjointly supported non-null vectors (xn) in m0(ω) and a
constant C > 0 such that ‖x‖m(ω)  C‖x‖m(ω′) for every x ∈ [(xn)]. By (i) there exists
n0 ∈N such that∑n
k=1 ω′k∑n  2C
k=1 ωk
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n=1(
∏n0
k=1, k =n ‖xk‖∞)xn. We have that
‖x‖m(ω) 
∑n
k=1 x∗k∑n
k=1 ωk
 2C
∑n
k=1 x∗k∑n
k=1 ω′k
for every n n0. Since∑n
k=1 x∗k∑n
k=1 ω′k
=
n0∏
j=1
∥∥xj∥∥∞ n∑n
k=1 ω′k
is increasing for n ∈ {1, . . . , n0} we have
‖x‖m(ω′) = sup
nn0
∑n
k=1 x∗k∑n
k=1 ω′k
.
Hence ‖x‖m(ω)  2C‖x‖m(ω′), a contradiction.
(ii) ⇒ (iii). Let ω′′ = (ω′′n) such that
∑n
k=1 ω′′k = (
∑n
k=1 ωk
∑n
k=1 ω′k)1/2 for every
n ∈N. It holds that
lim
n→∞
∑n
k=1 ωk∑n
k=1 ω′′k
= 0 and lim
n→∞
∑n
k=1 ω′′k∑n
k=1 ω′k
= 0.
Then we have the factorization m(ω) ↪→ m0(ω′′) ↪→ m0(ω′) ↪→ m(ω′). And since the
weights ω′ and ω′′ satisfy the condition (i) we have that the inclusion m0(ω′′) ↪→ m0(ω′)
is strictly singular. Hence the inclusion m(ω) ↪→ m(ω′) is also strictly singular.
(iii) ⇒ (iv). Trivial.
(iv) ⇒ (i). Assume lim supn→∞
∑n
k=1 ωk/
∑n
k=1 ω′k = L > 0. Then there exists an in-
creasing sequence of integers (nj ) such that
∑nj
k=1 ωk/
∑nj
k=1 ω′k  L/2 for every j ∈ N.
Let us consider now for each j ∈N the vector
xj = 1
φm(ω)(nj )
χEj
with |Ej | = nj for every j ∈ N being the sets Ej mutually disjoint. Let j1 = 1. We can
construct a increasing sequence (ji)⊂N such that∑nj1
k=1 ωk +
∑nj2
k=1 ωk + · · · +
∑nji
k=1 ωk∑nj1 +···+nji
k=1 ωk

i∑
m=0
1
2m
for every i ∈ N, and consider the sequence (xji ). For every x =
∑∞
i=1 aixji ∈ [(xji )] we
have
L
2
|ai | |ai |‖xji‖m(ω′)  ‖x‖m(ω′)  C sup
i∈N
|ai|
∥∥∥∥∥
∞∑
i=1
xji
∥∥∥∥∥
m(ω)
 3C sup
i∈N
|ai |
for every i ∈N. The last inequality follows from:
∑nj1 +···+nji−1 +r
k=1 x∗k∑nj1 +···+nji−1 +r ω =
∑nj1
k=1 ωk + · · · +
∑nji−1
k=1 ωk + r
∑nji
k=1 ωk
nji∑nj1 +···+nji−1 +r ωk=1 k k=1 k
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∑nj1
k=1 ωk + · · · +
∑nji−1
k=1 ωk +
∑r
k=1 ωk∑nj1 +···+nji−1 +r
k=1 ωk

i−1∑
m=0
1
2m
+ 1
for every i ∈ N and every r ∈ {1, . . . , nji }. Hence we conclude that the inclusion is not
disjointly strictly singular. 
Corollary 3.5. If E ( = c0 and ∞) is a symmetric sequence space then the inclusion
E ↪→ c0 is strictly singular.
Proof. It holds that E ↪→ m(ω˜E) ↪→ m(ω′) ↪→ c0 where the sequence ω′ = (ω′n) verifies∑n
k=1 ω′k = n/
√
φE(n) for every n ∈ N. We have last inclusion because if m(ω′) = ∞
then ∞ = d(ωE,1) ↪→ E and, hence, E = ∞. Since limn→∞∑nk=1 ω˜Ek/∑nk=1 ω′k = 0,
it holds, using the previous theorem, that m(ω˜E) ↪→ m(ω′) is strictly singular and, thus,
E ↪→ c0 is strictly singular, too. 
Alternative proof (due to P.G. Casazza). We can suppose w.l.o.g. that E is σ -order
continuous. If the inclusion E ↪→ c0 is not strictly singular, then there is a normalized
block basis yn = ∑jn+1k=jn+1 akek of the unit vector basis (en) of c0 and a block basis
zn =∑jn+1k=jn+1 akxk of the unit vector basis (xn) of E so that (yn) is equivalent to (zn).
But now, for each natural n there is a jn + 1  in  jn+1 so that |ain | = ‖yn‖∞ = 1. It
follows from [1, Proposition 4] that (xn) is dominated by (zn) which in turn is equivalent
to (en) and hence (xn) is equivalent to (en) contradicting our assumption that E = c0. 
Proposition 3.6. Let p > 1 and ω = (ωn) and ω′ = (ω′n) weight sequences with
d(ω′,p) ↪→ d(ω,p). Then the inclusion (d(ω,p))∗ ↪→ (d(ω′,p))∗ is strictly singular
if and only if
lim
n→∞
∑n
k=1 ωk∑n
k=1 ω′k
= 0.
Proof. First assume that limn→∞
∑n
k=1 ωk/
∑n
k=1 ω′k = 0. It follows from Theorem 3.1
that the inclusion d(ω′,p) ↪→ d(ω,p) is strictly singular. Then we have the inclusion
(d(ω,p))∗ ↪→ (d(ω′,p))∗. Since d(ω,p) is reflexive, the canonical basis is shrinking.
Hence (e∗n) is a basis of (d(ω,p))∗. By [4, Theorem 24] the space (d(ω,p))∗ is sub-
projective, i.e., every (closed) infinite-dimensional subspace contains a (closed) infinite-
dimensional subspace which is complemented in (d(ω,p))∗. So, using [20, Corollary 2.3]
we deduce the result. On the other hand, if the inclusion (d(ω,p))∗ ↪→ (d(ω′,p))∗ is
strictly singular, then the result follows from [20, Theorem 2.2] and Theorem 3.1 above,
since the space d(ω,p) is subprojective. 
4. Factorization
The main result of this section is the following
468 F.L. Hernández et al. / J. Math. Anal. Appl. 291 (2004) 459–476Theorem 4.1. Let E ( = 1) and F ( = c0 and ∞) be symmetric sequence spaces such that
E ↪→ F . Then there exists a symmetric sequence space G such that E ↪→ G ↪→ F and
both inclusions are not (disjointly) strictly singular.
In order to prove this result we need two propositions. Let α = (nk) be an increasing se-
quence of positive integers such that n1 = 1 and (nk+1 −nk) be increasing, and let (vk)∞k=0
be the block basis with constant coefficients of the sequence (en) defined by
vk =
∑nk+1−1
j=nk ej
nk+1 − nk
for k ∈N and v0 = 0. We denote by QE(α) the (closed) subspace spanned by the sequence
(vk) in E. Denote by T the right shift operator defined on x =∑∞k=1 xkvk ∈QE(α) by
T (x)=
∞∑
k=1
xkvk+1.
Proposition 4.2. Let E ( = 1) be a symmetric sequence space and 0 <  < 1. Then there
exists a sequence α = (nk) such that the right shift operator T :Qc0(α) → E satisfies‖T ‖Qc0 (α),E  .
Proof. First let us suppose that E = c0. Given  > 0, we take an increasing sequence
(mn) ⊂ N so that mn/mn+1 <  for every n ∈N. Now we consider the sequence α = (nk)
where nk =∑kn=1 mn for each k ∈N. If x =∑∞k=1 xkvk ∈ Qc0(α) with ‖x‖∞  1 then∥∥T (x)∥∥
c0
= sup
k∈N
|xk|
mk+2
 sup
k∈N
mk+1
mk+2
 .
Suppose now that E = c0. Since E = 1 it holds that limn→∞ φE(n)/n = 0, because
if lim supn→∞ φE(n)/n > 0, as φE is concave we have limn→∞ φE(n)/n > 0, and hence
m(ω˜E) = 1. It is sufficient to consider only E = d(ωE,1). Now we choose an increasing
sequence (mj )⊂N such that m1 = 1 and
φE(mj+1)
mj+1
 
2j−1mj
for every j ∈N, and we take the sequence α = (nk) where nk =∑kj=1 mj for each k ∈N.
If x =∑∞k=1 xkvk ∈Qc0(α) with ‖x‖∞  1 then∥∥T (x)∥∥
E

∞∑
k=1
|xk|‖vk+1‖E 
∞∑
k=1
mk+1
φE(mk+2)
mk+2

∞∑
k=1

2k
= . 
Remark 4.3. An alternative proof (due to P.G. Casazza) of above proposition can be
obtained using Theorem 3.3. Indeed, by this result we have that limk→∞ ‖vk‖E = 0.
Hence, by switching to a subsequence we may assume that
∑∞
n=1 ‖vk+1‖E/‖vk‖E  .
If x =∑∞k=1 xkvk ∈Qc0(α) we have∥∥T (x)∥∥
E

∞∑
|xk|‖vk+1‖E   sup
k∈N
|xk|‖vk‖E  ‖x‖∞.k=1
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will consider the subspaces Q1E(α) and Q2E(α) of E defined by
Q1E(α) =
{
x =
∞∑
k=1
(
xkv2k−1 + x ′kv2k
)
:
xk
n2k − n2k−1 =
x ′k
n2k+1 − n2k , k ∈N
}
and
Q2E(α) =
{
y =
∞∑
k=1
(
ykv2k−2 + y ′kv2k−1
)
:
yk
n2k−1 − n2k−2 =
y ′k
n2k − n2k−1 , k ∈N
}
.
Proposition 4.4. Let E and F be symmetric sequence spaces with E = 1 and F = c0 and
∞, and 0 <  < 1. Then there exists a sequence of positive integers α = (nk) such that
‖x · y‖1   ‖x‖F ‖y‖E′
for every x ∈ Q1F (α) and y ∈ Q2E′ (α).
Proof. Since F = c0, ∞ it follows that F ′ = 1. Now, using the previous proposi-
tion, we can find a sequence of positive integers α = (nk) such that ‖T ‖Qc0 (α),E  /2
and ‖T ‖Qc0 (α),F ′  /2. We consider now the subspaces Q1F (α) and Q2E′(α) and let
x =∑∞k=1(xkv2k−1 + x ′kv2k) ∈ Q1F (α) and y =∑∞k=1(ykv2k−2 + y ′kv2k−1) ∈ Q2E′ (α). If
u =
∞∑
k=1
x ′kv2k ∈ QF (α) and v =
∞∑
k=1
y ′kv2k−1 ∈ QE′(α)
then T (u)=∑∞k=1 x ′kv2k+1 and T (v) =∑∞k=1 y ′kv2k . It holds that
x · y =
∞∑
k=1
(
xky
′
k
n2k − n2k−1 v2k−1 +
x ′kyk+1
n2k+1 − n2k v2k
)
.
Now considering the vector
w =
∞∑
k=1
(
xky
′
k
n2k − n2k−1 v2k +
x ′kyk+1
n2k+1 − n2k v2k+1
)
we obtain
w = uT (v)+ vT (u).
And, using Hölder’s inequality, we have
‖x · y‖1 = ‖w‖1  ‖u‖F
∥∥T (v)∥∥
F ′ + ‖v‖E′
∥∥T (u)∥∥
E
 
2
‖u‖F ‖v‖∞ + 2‖v‖E′ ‖u‖∞ 

2
‖u‖F ‖v‖E′ + 2‖v‖E′ ‖u‖F
= ‖u‖F ‖v‖E′  ‖x‖F‖y‖E′ . 
Proof of Theorem 4.1. Using the previous proposition we obtain a sequence of positive
integers α = (nk) such that the associated block basis (vk) satisfies ‖x · y‖1  ‖x‖F ‖y‖E′
470 F.L. Hernández et al. / J. Math. Anal. Appl. 291 (2004) 459–476for every x ∈ Q1F (α) and y ∈ Q2E′(α). We can assume without lost of generality that
nk+1  2nk for every k ∈N. Let V = BE′ ∩Q2E′ (α). Let us define the space
G =
{
x ∈ F : ‖x‖G = sup
y∗∈V∪BF ′
∞∑
n=1
x∗nyn < ∞
}
.
It is clear that G is a symmetric sequence space because it is the intersection of two of them.
Given x ∈ E we have supy∗∈V
∑∞
n=1 x∗nyn  ‖x‖E and supy∗∈BF ′
∑∞
n=1 x∗nyn = ‖x‖F .
Now,
‖x‖G max
(‖x‖E,‖x‖F )max(1,C)‖x‖E
where C is the constant of the inclusion E ↪→ F . Hence we obtain the inclusions E ↪→
G ↪→ F .
Let us show that both inclusions are not disjointly strictly singular. Let x ∈ Q2E(α).
Fixing j ∈N we consider the truncation xj =∑jk=1(xkv2k−2 + x ′kv2k−1), and take
zj = min{w: w  ∣∣xj ∣∣, w = w∗}.
It follows that zj ∈ Q2E(α), zj  |xj | and zj = zj ∗. Since nk+1  2nk for every k ∈N we
see that the distribution functions satisfy λzj  2λxj . Now,(
D2x
j ∗)(t) = xj ∗(t/2) zj ∗(t)
for every t > 0. Hence∥∥xj∥∥
E

∥∥zj∥∥
E
 2
∥∥xj∥∥
E
,
∥∥xj∥∥
G

∥∥zj∥∥
G
 2
∥∥xj∥∥
G
and ∥∥zj∥∥
E
= sup
y∈BE′
∞∑
n=1
z
j
nyn = sup
y∗∈V
∞∑
n=1
zj
∗
nyn 
∥∥zj∥∥
G
where the second equality is obtained using the fact that the averaging projection Pα , de-
fined by
Pα(x)=
∞∑
k=1
(
nk+1−1∑
i=nk
xi
)
vk =
∞∑
k=1
(∑nk+1−1
i=nk xi
nk+1 − nk
)
nk+1−1∑
j=nk
ej ,
is contractive. Now ‖ · ‖E and ‖ · ‖G are equivalent on the subspace Q2E(α) since ‖x‖E =
supj∈N ‖xj‖E  supj∈N ‖zj‖E  supj∈N ‖zj‖G  2 supj∈N ‖xj‖G = 2‖x‖G.
Next, given x ∈ Q1G(α), we have ‖xj‖G  ‖zj‖G  2‖xj‖G and ‖xj‖F  ‖zj‖F 
2‖xj‖F . By the previous proposition we deduce∥∥zj∥∥
G
= max
(
sup
y∗∈V
∞∑
n=1
z
j
nyn, sup
y∗∈BF ′
∞∑
n=1
z
j
nyn
)

∥∥zj∥∥
F
.
Hence ‖zj‖G = ‖zj‖F . This shows that ‖ · ‖G and ‖ · ‖F are equivalent on the subspace
Q1G(α). 
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for every symmetric sequence space F with F ↪→ E and F = E, the inclusion F ↪→ E is
strictly singular.
Proof. The case E = d(ωE,1) follows from the previous theorem considering the inclu-
sion d(ωE,1) ↪→ E. If E = d(ωE,1) we consider the inclusion d(ω,1) ↪→ E where the
weight ω is constructed in this way: since E = 1 it holds that limn→∞ φE(n)/n = 0.
Then we can find an increasing sequence of integers (nj ) such that (
∑nj
k=1 ωEk)/nj <
ωEj+1/(j + 1) for every j ∈ N. Let us define ω = (ωk) by ωk = ωEj if nj−1 < k  nj
with k ∈N. For every nj < n nj+1 we have that∑n
k=1 ωEk∑n
k=1 ωk

∑n
k=1 ωEk
nωEj+1

∑nj
k=1 ωEk
njωEj+1
<
1
j + 1 .
Hence limn→∞
∑n
k=1 ωEk/
∑n
k=1 ωk = 0, and so the inclusion d(ω,1) ↪→ d(ωE,1) is
strictly singular. 
Similarly, considering the inclusion E ↪→ m(ω′) with the weight ω′ as in the proof of
Corollary 3.5 and using the previous theorem, we obtain
Corollary 4.6. Let E ( = ∞) be a symmetric sequence space. Then E = 1 if and only if
for every symmetric sequence space F with E ↪→ F and F = E, the inclusion E ↪→ F is
strictly singular.
5. Indices and criteria
In this section we give first some criteria for the strict singularity of inclusions between
arbitrary symmetric sequence spaces. One concerns the associated inclusion indices δE and
γE of a symmetric sequence space E. Let us consider
δE = lim inf
n→∞
logn
logφE(n)
 lim sup
n→∞
logn
logφE(n)
= γE.
It holds that δE = sup{p > 0: p ↪→ E} and γE = inf{p > 0: E ↪→ p}. Indeed, if
q < δE then φE(n) n1/q for n large enough. Hence q,1 ↪→ d(ωE,1) ↪→ E. If p < q <
δE then p ↪→ q,1 ↪→ E, and we obtain the result. Now, let q > γE . Then it holds that
φE(n)  n1/q for n large enough. Hence E ↪→ m(ω˜E) ↪→ q,∞. If γE < q < p we have
E ↪→ q,∞ ↪→ p , and we deduce the result.
If αE and βE denote the usual Boyd indices of a symmetric sequence space E (see,
f.i., [15, p. 130]), then αE  δE  γE  βE . This follows directly from above and [15,
Proposition 2.b.3]. These inequalities can be strict (see [11] for Orlicz sequence space
examples). Next result follows easily by p-factorization:
Proposition 5.1. Let E and F be symmetric sequence spaces such that E ↪→ F . If γE < δF
then the inclusion E ↪→ F is strictly singular.
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sequence space E with E ↪→ F = p and γE = δF = p such that the inclusion E ↪→ p is
not strictly singular (see [10], [12, Theorem 2.1]).
Remark 5.2. In some cases the Boyd indices give also a criterium for strict singularity. For
example for Orlicz sequence spaces ϕ = E it holds that:
(i) the inclusion E ↪→ m(ω˜E) is strictly singular if and only if βE < ∞ (i.e., ϕ satisfies
the ∆2-condition at 0), and
(ii) the inclusion d(ωE,1) ↪→ E is strictly singular if and only if αE > 1.
Recall that a sequence (an) is said to have regular variation if limn→∞ a2n/an exists
and it is finite. We say that the fundamental function φE of a symmetric sequence space E
has regular variation if the associated sequence (φE(n)) has regular variation.
Proposition 5.3. Let E ↪→ F be symmetric sequence spaces such that their fundamen-
tal functions have regular variation and F = ∞. If the inclusion E ↪→ F is not strictly
singular then there exists 1 < p < ∞ such that ⋃q<p q ↪→ E ↪→ F ↪→ ⋂q>p q or
1 ↪→ E ↪→ F ↪→⋂q>1 q or⋃q<∞ q ↪→ E ↪→ F ↪→ c0.
Proof. Let us denote
lim
n→∞
φE(2n)
φE(n)
= 2α and lim
n→∞
φF (2n)
φF (n)
= 2β.
Since φE(2n)  2φE(n) for every n ∈ N it holds that 0  α,β  1. First we consider
0 < α,β < 1. For every 0 <  < min(α,1 − α) there exists C > 0 so that
1
C
nα−  φE(n) Cnα+
for every n ∈ N. Using now Theorem 2.1 we obtain 1/(α+),1 ↪→ E ↪→ 1/(α−),∞. And,
since p ↪→ q,1 ↪→ q,∞ ↪→ r for every 1 p < q < r ∞, we get 1/(α+′) ↪→ E ↪→
1/(α−′) for every 0 < ′ < min(α,1 − α). These inclusions show that α  β . If α > β
and 1/α < q < r < 1/β we obtain that E ↪→ q ↪→ r ↪→ F and the inclusion E ↪→ F
is strictly singular. Consequently α = β , and if p = 1/α we conclude ⋃q<p q ↪→ E ↪→
F ↪→⋂q>p q .
The proof in the other cases is similar. 
Theorem 5.4. Let ω = (ωn) and ω′ = (ω′n) be weight sequences such that
n∑
k=1
ω′k 
n∑
k=1
ωk.
The following statements are equivalent:
(i) Every pair of symmetric sequence spaces E and F with fundamental functions
φE(n)=∑nk=1 ωk and φF (n)=∑nk=1 ω′ satisfies E ↪→ F .k
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and φE(n) =∑nk=1 ωk and φF (n) =∑nk=1 ω′k , then the inclusion E ↪→ F is strictly
singular.
(iii) If ω˜ = (ω˜k) is defined by ∑nk=1 ω˜k = n∑n
k=1 ωk
then it holds
∑∞
k=1 ω˜kω′k < ∞.
Proof. (i) ⇒ (ii). Let E ↪→ F be symmetric sequence spaces such that φE(n)=∑nk=1 ωk
and φF (n) =∑nk=1 ω′k and E is σ -order continuous. By (i), and using Theorem 2.1, we
have the factorization E ↪→ m(ω˜) ↪→ d(ω′,1) ↪→ F . Since E is σ -order continuous we
have that E ↪→ m0(ω˜) ↪→ d(ω′,1) ↪→ F . We now show that the inclusion m0(ω˜) ↪→
d(ω′,1) is strictly singular. If it is not strictly singular, there exists a disjointly supported
non-null vector sequence (xn) in m0(ω˜) and C > 0 such that ‖x‖m(ω˜)  C‖x‖d(ω′,1) for
every x ∈ [(xn)] (cf. [9, Proposición 1]). Now, using [4, Corollary 17] we obtain a sub-
space X in [(xn)]d(ω′,1) isomorphic to 1. On the other hand, by [4, Theorem 24] and
[8, Theorem 12] there exists a complemented subspace Y of X in [(xn)]m0(ω˜) isomorphic
to c0, which is a contradiction.
(ii) ⇒ (iii). Assume that ∑∞k=1 ω˜kω′k = ∞. Let us consider the symmetric sequence
spaces E = m0(ω˜) and F = m(ω˜)+ d(ω′,1). It holds that E is σ -order continuous, E ↪→
F and φE(n) =∑nk=1 ωk and φF (n)=∑nk=1 ω′k for every n ∈N. However, we will show
that the inclusion E ↪→ F is not strictly singular. First we claim that for each natural m,
lim
n→∞‖ω˜χ{m,m+1,...,m+n}‖F = 1.
Indeed, if there exists m ∈ N such that limn→∞ ‖ω˜χ{m,m+1,...,m+n}‖F = b < 1
(since it holds ‖ω˜χ{m,m+1,...,m+n}‖F  ‖ω˜‖F  ‖ω˜‖m(ω˜) = 1 for every m,n ∈ N) then∑m+n
k=m ω˜kyk  b for every y ∈ F ′ with ‖y‖F ′  1 and y  0 and for every n ∈ N. Hence∑∞
k=m ω˜kyk  b for every y ∈ F ′ with ‖y‖F ′  1 and y  0. Then ‖ω˜χ{m,m+1,...}‖F  b.
Therefore, ω˜χ{m,m+1,...} = x + z with x ∈ m(ω˜), z ∈ d(ω′,1) and ‖x‖m(ω˜) + ‖z‖d(ω′,1) 
1+b
2 . Now, since
∑n
k=m xk  1+b2
∑n
k=1 ω˜k for every nm,
n∑
k=m
zk 
n∑
k=m
ω˜k − 1 + b2
n∑
k=1
ω˜k.
Consequently
n−m+1∑
k=1
z∗k +
1 + b
2
m−1∑
k=1
ω˜k 
n∑
k=m
zk + 1 + b2
m−1∑
k=1
ω˜k 
1 − b
2
n∑
k=m
ω˜k
for every nm. Using Hardy’s lemma (cf. [3, Proposition 2.3.6]), we deduce that
1 − b
2
∞∑
k=1
ω˜k+m−1ω′k 
∞∑
k=1
z∗kω′k +
1 + b
2
m−1∑
k=1
ω˜k < ∞,
and so ω˜χ{m,m+1,...} ∈ d(ω′,1), a contradiction.
Therefore, there exists an increasing sequence of positive integers (nk) with n1 = 1
such that ‖ω˜χ{nk,...,nk+1−1}‖F  1/2 for every k ∈N. If we consider now the vectors xk =
ω˜χ{nk,...,nk+1−1} ∈m0(ω˜) with k ∈N we have that
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2
‖a‖c0 
∥∥∥∥∥
∞∑
k=1
akxk
∥∥∥∥∥
F

∥∥∥∥∥
∞∑
k=1
akxk
∥∥∥∥∥
E
 ‖a‖c0
∥∥∥∥∥
∞∑
k=1
xk
∥∥∥∥∥
m(ω˜)
= ‖a‖c0‖ω˜‖m(ω˜)
= ‖a‖c0 .
(iii) ⇒ (i). Let E and F be symmetric sequence spaces such that φE(n)=∑nk=1 ωk and
φF (n)=∑nk=1 ω′k . By hypothesis we have the factorization
E ↪→ m(ω˜) ↪→ d(ω′,1) ↪→ F.
Indeed, if x ∈ m(ω˜) then ∑nk=1 x∗k  ‖x‖m(ω˜)∑nk=1 ω˜k for every n ∈ N. Hence, using
Hardy’s lemma,
∑∞
k=1 x∗kω′k  ‖x‖m(ω˜)
∑∞
k=1 ω˜kω′k < ∞. That is, m(ω˜) ↪→ d(ω′,1). 
A suitable criterium to use in concrete cases is the following:
Proposition 5.5. Let E and F be symmetric sequence spaces with E being σ -order con-
tinuous. If there exists  > 0 such that φF (n)C(φE(n))1− for some constant C > 0 and
every natural n, then E ↪→ F and the inclusion is strictly singular.
Proof. It is enough to show, by Theorem 5.4, that
∞∑
n=1
(
n
φE(n)
− n− 1
φE(n− 1)
)(
φF (n)− φF (n− 1)
)
< ∞.
Now, this series is dominated up to constant by the series
∞∑
n=1
(
n
φE(n)
− n− 1
φE(n− 1)
)((
φE(n)
)1− − (φE(n− 1))1−)
which is equal to
∞∑
n=1
ψ(an)− anψ ′(an)
(ψ(an))2
(1 − )(ψ(bn))−ψ ′(bn)
 (1 − )
∞∑
n=1
ψ ′(bn)
ψ(an)(ψ(bn))
 C
∞∑
n=1
ψ ′(n)
(ψ(n))1+
< ∞,
where ψ is an increasing concave function such that ψ(n) = φE(n) for every n ∈ N ∪ {0}
and n− 1 < an,bn < n. 
Examples 5.6. Let 0 <p < q < ∞. The inclusions ϕp ↪→ ϕq and ψq ↪→ ψp are strictly
singular and strictly co-singular, where the Orlicz functions ϕp(x) = e−1/xp at 0 and
ψp(x)= x log−1/p(1 + 1/x) at 0.
Finally we apply our previous results to study the strict co-singularity.
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d(ω′,p). The inclusion d(ω,p) ↪→ d(ω′,p) is strictly co-singular if and only if
lim
n→∞
∑n
k=1 ω′k∑n
k=1 ωk
= 0.
Proof. For p = 1 this follows by duality and Theorem 3.4, and in the case p > 1, using
Theorem 3.1 and Proposition 3.6. 
Proposition 5.8. Let ω = (ωn) and ω′ = (ω′n) be weight sequences with m(ω) ↪→ m(ω′).
The inclusion m(ω) ↪→ m(ω′) is strictly co-singular if and only if
lim
n→∞
∑n
k=1 ωk∑n
k=1 ω′k
= 0.
Proof. The necessity part follows from Theorem 3.1. Assume now limn→∞
∑n
k=1 ωk/∑n
k=1 ω′k = 0. Then the inclusion d(ω′,1) ↪→ d(ω,1) is strictly singular, and hence the
inclusion m0(ω) ↪→ m0(ω′) is strictly co-singular. Now, let ω′′ an intermediate weight as
in Theorem 3.4. Then we have the factorization m(ω) ↪→ m0(ω′′) ↪→ m0(ω′) ↪→ m(ω′).
Since the inclusion m0(ω′′) ↪→ m0(ω′) is strictly co-singular, we deduce that the inclusion
m(ω) ↪→ m(ω′) is also strictly co-singular. 
Corollary 5.9. If E ( = c0 and ∞) is a symmetric sequence space then the inclusion
E ↪→ c0 is strictly co-singular and if E = 1 then the inclusion 1 ↪→ E is strictly co-
singular.
Proposition 5.10. If E is a p-convex symmetric sequence space for some 1 p < ∞ and
E = p then the inclusion p ↪→ E is strictly singular and strictly co-singular. If E is a
p-concave symmetric sequence space for some 1 <p < ∞ and E = p then the inclusion
E ↪→ p is strictly singular and strictly co-singular.
Proof. First let us show the strict singularity of p ↪→ E when E is p-convex. Since
E = p we have E0 = p . If we consider the p-concavification of E0 we get (p)(p) =
1 ↪→ (E0)(p), which is a strictly singular operator (by Corollary 3.2). Hence p ↪→
((E0)(p))(p) = E0, and then p ↪→ E, is strictly singular.
It follows now by duality (cf. [18, Theorem C.II.6.8]) that in the p-concave case the
inclusion E ↪→ p is strictly co-singular (since E is σ -order continuous (cf. [15, Theo-
rem 1.a.5]) and the inclusion q ↪→ E∗ = E′, with E∗ a q-convex symmetric sequence
space for 1/p + 1/q = 1, is strictly singular). Similarly it follows by duality (cf. [18, The-
orem C.II.5.7]) that if E is p-concave then E ↪→ p is strictly singular.
Finally, if E is p-convex for 1 < p < ∞, then p ↪→ E0 ↪→ E and E∗ ↪→ (E0)∗ ↪→
q for 1/p + 1/q = 1. Thus, using the q-concavity of (E0)∗ we get that the inclusion
E∗ ↪→ q is strictly singular and hence p ↪→ E is strictly co-singular (the case p = 1 is
Corollary 5.9). 
476 F.L. Hernández et al. / J. Math. Anal. Appl. 291 (2004) 459–476Remark 5.11. In the special case 1 <p  2, the strict singularity of the inclusion E ↪→ p
for a p-concave symmetric sequence space E = p has been also showed in [6, Theo-
rem 4.1] with a different argument.
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