We examine the fundamental phonon mechanisms affecting the interfacial thermal conductance across a single layer of quantum dots (QDs) on a planar substrate. We synthesize a series of Ge x Si 1−x QDs by heteroepitaxial self-assembly on Si surfaces and modify the growth conditions to provide QD layers with different root-meansquare (rms) roughness levels in order to quantify the effects of roughness on thermal transport. We measure the thermal boundary conductance (h K ) with time-domain thermoreflectance. The trends in thermal boundary conductance show that the effect of the QDs on h K are more apparent at elevated temperatures, while at low temperatures, the QD patterning does not drastically affect h K . The functional dependence of h K with rms surface roughness reveals a trend that suggests that both vibrational mismatch and changes in the localized phonon transport near the interface contribute to the reduction in h K . We find that QD structures with rms roughnesses greater than 4 nm decrease h K at Si interfaces by a factor of 1.6. We develop an analytical model for phonon transport at rough interfaces based on a diffusive scattering assumption and phonon attenuation that describes the measured trends in h K . This indicates that the observed reduction in thermal conductivity in SiGe quantum dot superlattices is primarily due to the increased physical roughness at the interfaces, which creates additional phonon resistive processes beyond the interfacial vibrational mismatch.
I. INTRODUCTION
Successful reductions in the thermal conductivities of nanosystems have been achieved through the alteration of structure and interface density in different types of nanoparticle films and periodic composites. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] These material systems have attracted significant attention due to their unique phononscattering mechanisms, where the increase in the density of inclusions increases the number and frequency of boundary scattering events, in turn resulting in lower realized values of effective thermal conductivity. Thus, through varying the frequency and strength of phonon scattering at interfaces, one is able to obtain a unique method for controlling the effective thermal conductivity of a given nanosystem. This concept is of great interest for applications involving thermoelectric cooling and power generation, [14] [15] [16] and thermal insulation. 17 In addition, this concept has far-reaching implications in the area of solid-state thermal rectification [18] [19] [20] [21] and asymmetric heat conduction 22, 23 for advanced technologies such as thermal transistors 24 or thermal storage devices. 25 Recent works have examined the effects of SiGe-based quantum dot (QD) superlattices in an attempt to further reduce the thermal conductivities of SiGe material systems. 11, 26, 27 These efforts have collectively determined that QD patterning at interfaces drastically reduces the overall thermal conductivity of SiGe superlattice materials. The recent work by Pernot et al. 11 further demonstrated the "tunability" of this reduction in thermal conductivity by precise control over superlattice period and QD areal density. They attributed this control to diffusive scattering at the QD covered interfaces. However, the notion of diffusive interface scattering largely encompasses a broad domain of phonon transport processes. Therefore, the fundamental phononic mechanisms driving the reduction in the cross-plane thermal conductivity of quantum dot superlattices remain controversial 27 and include acoustic impedance mismatch scattering, phonon localization and attenuation, and alteration of phonon dispersion relations. 28 In this paper, we examine fundamental phonon mechanisms affecting the thermal conductance of QD superlattices by studying the thermal boundary conductance, or Kapitza conductance (h K ), across a single layer of QDs on a planar substrate. We synthesize a series of Ge x Si 1−x QDs by heteroepitaxial self-assembly on Si surfaces and metallize (aluminum) the surface to study how the QDs affect the heat transport across interfaces. Growth conditions are modified to provide QD layers with different root-mean-square (rms) roughness levels in order to quantify the effects of roughness on thermal transport. We measure the thermal boundary conductance with time-domain thermoreflectance (TDTR). 29, 30 The trends in thermal boundary conductance show that the effect of the QDs on h K are more apparent at elevated temperatures, while at low temperatures, the QD patterning does not drastically affect h K . The functional dependence of h K with rms surface roughness reveals a trend that suggests that both the vibrational mismatch and an additional localized phonon processes near the interface contribute to the reduction in h K . We develop an analytical model for phonon thermal transport across rough interfaces based on a diffusive scattering assumption and phonon attenuation that describes the measured trends in h K . This indicates that the observed reduction in thermal conductivity in SiGe QD superlattices is primarily due to the increased physical roughness at the interfaces, which creates additional phonon resistive mechanisms beyond the interfacial vibrational mismatch.
II. EXPERIMENTAL DETAILS
The growth of the various QD roughened Si surfaces begins with heteroepitaxial growth of Ge x Si 1−x via the Stranski-Krastanow growth mode. 31 The alloy layer initially grows planar on the Si(001) surface, but above some wetting-layer thickness, subsequent material forms coherent three-dimensional (3D) islands to partially relieve the lattice mismatch strain (given by mis = 0.04x). Initially, "pyramid" islands form exhibiting fourfold-symmetric {105} facets, and with continued GeSi deposition, larger dome-shaped islands evolve with dominant {113} facets. [32] [33] [34] Pyramid and dome size and areal density may be modified (thereby varying the surface roughness) by controlling the composition, film thickness, and growth kinetics, e.g., substrate temperature (T s ) and deposition rate (R g ). 33, 35, 36 Ge x Si 1−x /Si(001) QDs are grown via ultrahigh vacuum molecular beam epitaxy (MBE) (base pressure = 10 −10 Torr). Prior to insertion to the MBE, Si wafers are chemically cleaned via a standard IMEC/Shiraki process to remove hydrocarbon and transition-metal impurities, creating in the final step a passive SiO x layer. Si(001) substrates, with a miscut of +/− 0.1
• , are outgassed in the MBE at 600
• C for greater than 10 h, ramped to 850
• C over 30 min to desorb the oxide layer, and cooled to 700
• C for deposition of a 50-nm Si buffer layer. Throughout this process, the surface structure is monitored with reflection high-energy electron diffraction (RHEED) to ensure 2×1 surface reconstruction. We deposit Ge and Si with magnetron sputtering in 3 mTorr of getter-purified Ar. Once a clean surface is obtained, Ge(GeSi) heteroepitaxy proceeds. After growth, surface morphology is characterized ex situ by atomic-force microscopy (AFM) (NT-MDT Solver Pro M) using NSG10 tips with radius less than 10 nm. The growth parameters, observed surface features, and representative line features for each film are summarized in Table I and Fig. 1 . The representative line scans are taken around the vicinity QDs to make clear the difference in surface features among the different samples. The rms roughness values (δ) are calculated from 4-, 2-, and 1-μm 2 micrographs and represent less than 4% error. Prior to metallization, we clean the substrate with methanol and acetone and dry with nitrogen. We then evaporate 90 nm of Al on the QD roughened Si surfaces at a vacuum pressure of 3.7 × 10 −7 Torr. We measured the thermal boundary conductance across the QD structurally variant Al/Si interfaces with TDTR. 29, 30 TDTR is a noncontact, pump-probe technique in which a modulated train of short laser pulses (in our case, ∼100 fs) Table I. 035438-2 is used to create a heating event (pump) on the surface of a sample. This pump-heating event is then monitored with a time-delayed probe pulse. The change in the reflectivity of the probe pulses at the modulation frequency of the pump train is detected through a lock-in amplifier; this change in reflectivity is related to the temperature change on the surface of the sample. These temporal temperature data are related to the thermophysical properties of the sample of interest. We monitor the thermoreflectance signal over 4.5 ns of probe delay time. The deposited energy takes approximately 100 ps to propagate through the Al layer, and the remaining delay time is related to the heat flow across the Al/Si interface. Our specific experimental setup is described in detail elsewhere. 37 The thermoreflectance signal we monitor is the ratio of the in-phase to the out-of-phase voltage recorded by the lock-in amplifier (−V in /V out ), which is related to the temperature change on the surface of the sample. The thermal model and analysis used to predict the temperature change and subsequent lock-in ratio is described in detail in the references. 29, 37, 38 In short, the thermal model accounts for heat transfer in composite slabs 39 from a periodic, Gaussian source (pump) convoluted with a Gaussian sampling spot (probe). 29, 40 In our experiments, our pump modulation frequency is 11 MHz and our pump and probe 1/e 2 radii are 7.5 μm. The temperature change at the surface is related to the thermal conductivity κ and heat capacity C of the composite slabs and h K between each slab. Although dominated by the Al/Si thermal interface conductance, 37 the TDTR signal is also related to the heat capacity and thickness of the Al film and the thermal properties of the Si substrate (which, due to time delay and modulation frequency considerations, can be assumed as semi-infinite in this paper). We assume bulk values for the thermophysical properties of the Al and Si, 41 and we verify the Al film thickness via picosecond ultrasonics. 42, 43 We adjust the thermal conductivity of the substrate during our analysis to achieve a better fit between the model and the data. Figure 2 shows the measured thermal conductance across the various Al/Si interfaces as a function of temperature. The control sample (no QD patterning, δ = 0.08 nm) has the highest conductance. The general trend among the data indicate that the conductance decreases due to the physical surface roughness associated with the QD topography, even at surface roughnesses less than 1 nm. Also, note that the values for conductance converge at low temperatures. This is due to the fact that the magnitude of the surface roughness selectively scatters only certain phonons with wavelengths less than the characteristic roughness produced by the QDs, a potential avenue for control of thermal interface conductance based on the magnitude of the roughness. The phonon-scattering mechanisms at these rough QD interfaces are quantified and discussed in the remainder of this paper.
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III. RESULTS
To better understand phonon transport across roughened interfaces, we turn to interfacial modeling via the diffuse mismatch model (DMM). 45 The DMM makes the assumption that all phonons approaching an interface between two materials must scatter diffusively. The drastic change in lattice The QD patterning on the surface of the Si causes reduction in h K . In addition, the measured h K on the six samples converges at low temperature, indicating that phonons are not as readily affected by the roughness at low temperatures, indicative of longerwavelength phonon-dominated transport. Also shown in this figure are calculations of the DMM. Accounting for the thermal resistance associated with the native oxide layer on the surface of the Si greatly improves the agreement between the DMM and the Al/Si interface with no QD patterning. The roughness is accounted for by assuming that short-wavelength phonons are more readily scattered at rough interfaces that have greater coverage of QDs, as described by Eq. (8). We plot the DMM using the phonon attenuation parameter given in Eq. (8) as the dashed lines assuming a QD rms roughness of δ = 0.5 or 5.0 nm. Our model that accounts for additional phonon attenuation by the QDs agrees well in both value and trend as the corresponding data with similar rms roughnesses.
periodicity from one material to another will cause scattering at the interface, thereby restricting phonon mean-free paths to the interfacial scattering events. The diffusive nature of this interfacial scattering event is justified at elevated temperatures (T > 50 K) due to phonon wavelength considerations. 46 For DMM calculations, we use the exact phonon dispersion in a given crystallographic direction and employ an isotropic assumption when describing the phononic properties of Al and Si. 46 That is, we assume isotropic dispersion based on that in the [100] direction for both Al and Si from Refs. 47 and 48, respectively. We have previously shown that this isotropic dispersion assumption is acceptable for predicting interface conductance across junctions between cubic crystals and yields a much improved prediction over traditional Debye approaches. 46 Under the isotropic assumption, the phonon flux transmitted across the interface from the Al to the Si and is given as
where k is the wave vector, k max is the maximum wave vector, ω is the phonon angular frequency, ζ 1→2 is the transmission 035438-3 probability from side 1 (Al) to side 2 (Si), v 1 is phonon group velocity in the Al and equal to ∂ω/∂k, f is the phonon distribution function, which in this paper we assume as the equilibrium Bose-Einstein distribution, and j is polarization (e.g., longitudinal acoustic or transverse acoustic). Recognizing that q 1→2 = h K T , the thermal boundary conductance is given by 49 h
We assume that the phonons are scattered elastically at the interface 46 so that frequencies only up to the maximum frequency in Al are considered. To calculate the transmission coefficient, we apply detailed balance on the fluxes crossing the interface from the Al and from the Si and apply the definition of diffuse scattering (i.e., ζ
where the transmission at each phonon frequency, regardless of polarization, is calculated consistent with our assumptions during evocation of detailed balance and calculation of Eq. (2), namely, elastic scattering. 50 Therefore, under the isotropic and diffuse assumptions, h K as calculated via the DMM is given as
The calculations of the DMM as a function of temperature are labeled as "DMM" in Fig. 2 . These predictions clearly overestimate the measured data on our smoothest sample with no QD patterning. Another resistance that must be accounted for at these interfaces is the resistance associated with the native oxide layer on the sample surface. In our previous paper, 51 we determined that the thermal resistance associated with the native oxide can be approximated as the thickness of the native oxide layer divided by the thermal conductivity of corresponding amorphous bulk phase. The conductance of this layer is then
where t is the native-oxide-layer thickness which we approximate as 2.5 nm from transmission electron microscopy analysis on Al/Si interfaces, and we assume the thermal conductivity of the native oxide layer is given by that of bulk SiO 2 , 52 so that the effective conductance of the Al/Si interface with a native oxide layer on the sample surface is given by
Note that, for these calculations, we use the thermal conductivity of SiO 2 . Although there may also be some formation of germania in the native oxide layer, the thermal conductivity of vitreous Si and Ge are similar at elevated temperatures, 53 so germania in the native oxide layer should not significantly affect our calculations. The DMM predictions when accounting for a native oxide layer are in much better agreement with our Al/Si interface than the corresponding predictions without the native-oxide-layer resistance. The increase at higher temperatures in the model is due to our assumption that the SiO 2 conductance follows the temperature dependency of thicker, amorphous SiO 2 . However, the agreement between our DMM calculations and our measured Al/Si interface conductance suggests that the DMM is a suitable model to explore the phonon processes participating in thermal conductance at Al/Si interfaces in the temperature range of interest in this paper. Furthermore, this suggests that phonons are scattering diffusely at the temperatures of interest in this study and the interface conductance is driven by the vibrational mismatch between the Al and Si, which manifests itself as a mismatch of phonon density of states. However, the DMM with the additional native oxide resistance does not explain the variation in h K that we observe with QD patterning and roughness.
IV. MODELING THERMAL TRANSPORT ACROSS ROUGH INTERFACES
In this paper, our Ge x Si 1−x /Si materials and interfaces are fully crystalline and coherent, but covered by a native oxide. The Al layer is polycrystalline, but intermixing is suppressed by the low growth temperature and the presence of the SiO 2 . Thus, we take the view that the self-assembled quantum dots affect thermal boundary conductance only via mechanisms induced by the topographic roughness, but do not otherwise have a unique vibrational identity. We discuss the veracity of this assumption later. Previous works have modeled phonon transport across heterointerfaces incorporating nonidealities such as extended chemical intermixing, 51, 54, 55 misfit dislocations, 56, 57 and microcrystalline or amorphous regions. [58] [59] [60] In all of these previous works, changes in h K were controlled by changes in the diffusive phononscattering events around the interface caused by these nonidealities.
To account for the various scattering events at the QD-patterned interfaces, we introduce an "attenuation-type" model, similar to the Beer-Lambert law of photon attenuation. In this case, we introduce a "roughness factor" γ in the thermal boundary conductance in Eq. (4), so that the DMM is calculated by
In Eq. (7), γ accounts for the geometric roughness of the interface and is related to the phonon attenuation events due to the finite roughness. We define this roughness factor as
where λ is the phonon wavelength and we define β as the unitless phonon "attenuation constant" of the interface (for a perfect interface, β → 0), and δ is the rms roughness of the interface. Note that the phonon wavelength λ is related to the phonon wave vector k, and therefore this expression is inserted into the integrand of Eq. (7). In Eq. (8), the term 4πβ/λ exactly parallels the linear attenuation coefficient of photons as described by the Beer-Lambert law. The piecewise definition of the model describes a scenario in which phonons with wavelengths longer than δ do not "see" the rough region, and therefore their interfacial conductance is governed by that predicted by the DMM. On the other hand, the degree to which phonons with wavelengths shorter than δ are attenuated by this region depends on the relative values of λ and δ, and the phonons propagating in this region are attenuated by γ . This wavelength dependency of thermal boundary conductance has been previously observed at grain boundaries with only a few monolayers of roughness using molecular dynamics simulations. 61 To examine the effect of interface roughness on h K , we plot h K as a function of δ at 300 K for the six samples measured in this study in Fig. 3 . Calculations of Eq. (7) at T = 300 K as a function of δ are also shown in Fig. 3 . Note that in these calculations we also account for the native oxide layer via Eq. (6). We use β as a fitting parameter to account for the various scattering mechanisms at the QD patterned interfaces that can be leading to phonon attenuation. We find that a single value of β = 0.0040 leads to a good agreement between the model and experimental data, especially for small values of rms roughness, indicating that phonons are being attenuated by similar mechanisms at the various Al/QD/Si interfaces. The model given in Eqs. (7) and (8) assumes that phonons are diffusely scattered at the Al/Si interface via processes described by the DMM. It also accounts for the interfacial flux that is additionally attenuated by the scattering of short-wavelength phonons via the structure around the interface. This short-wavelength phonon attenuation drives the trend in h K with interfacial roughness. Note that the material comprising the interface structure, i.e., Ge or GeSi, does not enter into the formulation of this model. This indicates that the heat flow is strongly dictated by the differences in the phonon density of states between the Al and the Si, while topographical roughness at the interface causes additional phonon attenuation. The excellent fit to the data indicates that the limited amount of Ge on the Si surface does not have a vibrational identity distinguishable from that of the substrate.
We also show predictions of Eq. (7) for a rms roughness of 0.5 and 5 nm in Fig. 2 assuming β = 0.0040; these predictions capture the temperature-dependent reduction in h K due to roughness relatively well with a single value of β. In addition, note that the roughness models begin to converge at low temperatures, a similar trend as is observed in the experimental data. This is due to the fact that, at low temperatures, the thermal flux has a higher population of phonons with wavelengths greater than δ as compared to elevated (room) temperatures; consequently, these longwavelength phonons do not "see" the interfacial features and are scattered from DMM-type considerations alone (i.e., mismatch in phonon density of states). We note that this sound agreement between our data and this attenuation-based phonon transport model is achieved with only one fitting parameter. This idea of interfacial phonon attenuation is captured with our relatively simple, analytical model and agrees well with our quantum dot roughened interfaces, despite the fact that these interfaces exhibit a wide range of lateral length scales and represent nanostructured roughness rather than random atomic roughness.
To further validate this model, we use this description of phonon attenuation to predict the effective thermal conductivity of a QD superlattice as measured by Pernot et al.
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The Ge QD-patterned Si/Si interfaces in that study were characterized as having a 70% QD coverage area with an average feature height of 1.2 nm, corresponding to a rms roughness of approximately 1 nm. According to our above description of phonon transport at QD patterned interfaces, the Ge QD arrays at each interface do not have significant vibrational identities of their own. Therefore, we calculate our predictions of interface conductance for a single Ge QD patterned Si/Si interface using the same bulk phonon dispersion of Si described above. 48 We use β = 0.0040 to stay consistent with our above calculations. At room temperature, the model predicts an individual interface conductance of 255 MW m −2 K −1 at 300 K, which is in excellent agreement with the value inferred by Pernot et al. (between 250 and 500 MW m −2 K −1 ). Assuming the bulk thermal conductivity of Si at 300 K, κ Si = 148 W m −1 K −1 , and using the described interface spacing L, where L = 12.8 nm, an effective thermal conductivity can be calculated through consideration of the individual conductances (interface and bulk) and the effective length scale L given by
Equation (9) yields κ eff = 3.2 W m −1 K −1 at 300 K, which is again in excellent agreement with the two reported measurements of Pernot et al., i.e., 3.7 ± 0.85 W m −1 K −1 and 3.4 ± 0.50 W m −1 K −1 . The fact that a single attenuation constant accurately describes phonon transport across the various silicon interfaces in this work and that of Pernot et al. 11 lends insight into the phonon-scattering processes driving thermal boundary conductance at roughened interfaces. The attenuation coefficient for phonons introduced in this paper, given by 4πβ/λ, exactly parallels its photonic counterpart, thereby representing the total loss of the phonon flux at the interface. For phonons, this represents additional losses in phonon intensity that decrease the heat flow across the interface. Given the rough features from QD synthesis on a Si surface, the incident phonon flux is affected by the mismatch between the phonon flux and the phonon density of states in the Si and further attenuated by the presence of vibrationally unidentifiable features at the interface. As the phonon attenuation exists only at a few nanometers around the interface, this implies that the roughened features localized the phonon attenuation near the interface, indicating that both phonon localization effects and vibrational mismatch between two materials are the fundamental phononic mechanisms driving the reduction in the cross-plane thermal conductivity of quantum dot superlattices.
V. SUMMARY
In summary, we find that QD roughening at Si interfaces decreases the thermal conductance via localized phonon attenuation beyond vibrational mismatch resistance. The trends in thermal boundary conductance between Al and Si show that the effect of the QDs on phonon scattering are more apparent at elevated temperatures, while at low temperatures, the QD patterning does not drastically affect h K . We find that QD structures with rms roughnesses greater than 4 nm decrease h K at Si interfaces by a factor of 1.6. We develop an analytical model for phonon attenuation at rough interfaces, showing that the observed reduction in the cross-plane thermal conductivity of QD superlattices is due to diffusive scattering driven by vibrational mismatch and phonon localization at the superlattice interfaces.
