so-called Lifted Root Number Conjecture (LRNC) states that it is zero.
The lifted conjecture has the great advantage to localize well, that is, it is equivalent to a collection of local statements wp == 0 with p running through all prime numbers. The reader may also consult the survey article [GRW1] . Burns and Flach [BF] introduced so-called equivariant Tamagawa numbers which are actually obtained from a more general construction by specializing to the motive Q( 0) K, and Burns [Bu] [BG] of David Burns and the first-named author, a proof for LRNC up to its 2-primary part is given for all absolutely abelian fields K, using rather involved methods; but it is hoped that the explicit approach of the present paper retains some interest.
Unfortunately it would carry us way too far afield to develop the arithmetical interpretation of the Lifted Root Number Conjecture even in the fairly simple case that F = Q and K is abelian of (odd) prime degree 1 over Q. For this, we have to refer to the paper [RW] . Suffice it to say that the unlifted conjecture is known to be true in this case since the so-called kernel group D (Z[G] ) is trivial and the Strong Stark conjecture is known for K; and in order to pass from the unlifted to the lifted conjecture, one has to show that two integers c and c' agree modulo L.
This sounds modest, but already the definition of c and c' is not so simple. The number c is a determinant of a matrix constructed via local norm residue symbols, attached to the primes pl,... , p, which ramify in K and some auxiliary primes. The number c', very roughly speaking, has to do with the way the classes ~~ 1 ~ , ... , ~p s ~ sit in the whole class group cl(K) of K. (Here p, denotes the unique prime of K above pi . ) Ultimately, c' will be calculated by finding the valuations at p, of a certain A-power root of the last element E K in a series of elements /'1;j ( j s -1) attached to a suitable Euler system in K. Here A denotes the element o, -1, with a chosen generator of G = Gal(K/Q), so by Hilbert 90, an element is a Ath power iff its norm is 1. The /'1;2 are (up to L-th powers, where L is a very high power of 1) explicit circular numbers; but it is fairly complicated to extract higher A-power roots of them, and this is made possible by the use of trees as a bookkeeping device. The main technical result is Theorem 3 in §3, which is later applied via Lemma 15. The reader who wishes to see this machinery at work in a less complicated setting is advised to skip directly to the final Section §8, whose content is explained at the end of this introduction. The construction of the Euler system, which is actually inspired by the final part of [RW] , is done in § §6-7. It [RW] . Actually it seems novel that an Euler system is used in a seriously non-semisimple situation. In many previous situations one worked with THEOREM 7. -The a2-rank of cl(K) equals s -1 -rk(A).
(Here A -a -1; the notion "A 2-rank" is explained in full detail in §8.)
Let us mention here that the first published version [RR] of the classical theorem (l = 2) does not use the corank of a matrix, but a subsequent paper of Rédei [R] = m ( l -1 ) -( t -1 ) n -(1 -1) n, and 7 §(wJ ) = 0, so (1 -3 Ei Of course, the last holds true also for m -m and it is trivially satisfied if m' 0. Therefore, we have proved that 1 -1,~ n implies (*).
Finally, consider 1 -1 ~ 1 n. The above mentioned remark gives that T (w~ ) -o if w(j) &#x3E; 1. It is easy to check that the mapping {T e 7 §(w); (t, j) E E(T ) ~ -~ u given by "cut off the edge (t, j)" is bijective. (If w(j) = 1 then trees are mapped to the first or second set depending whether the vertex j becomes a leaf or not.) Then (*) follows using the fact that w(j) = 1 implies c -(mod l ) and n' = n -(l -1), so m' == m -1.
The theorem is proved. Proof. The proof in [Tu] is rather difficult to understand, so we include a sketch of proof based on ideas of Kasteleyn (see [Ka] , p. 79). It is easy to see that both sides of (*) do not depend on the t-th row of A at all and that they both are multilinear in the other s -1 rows. Hence it is enough to prove (*) for matrices of the following shape: the t-th row is zero, every other row has 1 at the diagonal position, one other entry -1, and all the remaining entries zero. Now there is a one-to-one correspondence between the set of all these matrices and the set of all digraphs (without self-loops) on I where the out-degree of j is 1 if j and 0 if j -t (the arrows of such a digraph correspond to the positions of -l's in the matrix). If such a digraph is not a tree then it has to contain a circle and both sides of (*) equals 0 (the sum of rows corresponding to the circle is zero, so the minor is zero, on the other hand each summand on the right-hand side is zero). If such a digraph is a tree then both sides of (*) equals 1 6. An outline of the main argument.
Here we explain how our Euler system is going to be set up, postponing some details to the next section. We also show how the Euler system once it is established will lead to the proof of the main result.
The starting point is the paper [RW] . There, an element E K is defined as the highest possible A-power root ~I ) . We retain this element, but we will call it ao.
We know by genus theory (cf. [RW] A note to the reader: the precise choice of the 1-powers in all congruences that follow is of course important, but should perhaps be ignored at first reading: think of all occurring 1-powers just as "sufficiently high" .
We need to assure that the elements 0152I,..., 0152s-I will have two properties, one coming from the statement of the lifted root number conjecture in [RW] , and the other to make them fit our calculations. Let us state the first one:
where a is supported on the conjugates of the ideals q. with j i and the ramified primes p i , ... , p . In order to see that these elements do fit in with [RW] , we have to work a bit:
LEMMA 15. -The determinant of the matrix over Z/lZ equals the quantity c' defined in [RW] .
Proof -We have to look at Lemma 5.1 in [RW] [RW] . The elements Iii == IiQ are provided by the general theory; we shall recall their construction as soon as we need it. We use the following trick here: The results in [Ru] will sometimes be applied with the exponent Ll, sometimes (for instance Theorem 3.1) with the exponent L (Rubin's notation for the exponent is always M). It is easy to see that the primes (À in Rubin's notation) produced by that theorem can be assumed to lie over a rational prime which is -1 modulo Ll, not only modulo L.
Before we start, we choose a rational prime qo once and for all, whose Frobenius on K is a, as in [RW] . We shall require that in addition to condition (I) (see last section) all ai be chosen as algebraic integers coprime to qo. (No problem with ao which is already chosen: it is supported only on the primes that ramify in K.)
Let us suppose i ~ {1,..., and assume all qj, lij, a~ with j i have already been constructed, such that with c., &#x3E; 0 and a some product of conjugates of r j, in particular a = 1 for j -0. For i = 1, we just need cxo and Ko. The element ao has been defined already, and we let
We will see that this fits into the general scheme.
The choice of the next prime qi is governed by a certain Ghomomorphism 7jJ: V --&#x3E; (Z/LZ) [G] .
We choose V to be the G-submodule generated by the following list ao, ... , ai-I; PI, ... , ps; qo; and all rational primes q 0 ~pl, ... , which divide the norm of any aj with (note qo will not be among them, but ql, ... , will: this follows from condition (I) in §6 since aj is an algebraic integer, so the factorisation of must contain some conjugate of qj and hence qj divides the norm of if one prefers, one may include ql,..., explicitly in the preceding list). The columns numbered 1 through i -1 of S' exist already; we pick t*,i, the i-th column of ,S', to fulfil the requirements
The first condition is void for i = 1; all congruences are meant modulo L.
There are two very important things we have to say at once: (1) We announced that S' is a block in the reciprocity matrix, and now we are picking a column of ,S' almost at random! The trick is that we will prove, as soon as the induction step has been completed:
is indeed the exponent t in (pk, K,+-) a;+i. (2) The existence of the new column is not obvious and will be proved by induction over i. It is at least clear that this works for i = 1, since the row vector is nonzero modulo l by [RW] (see Lemmas 2.1c) and 2.2(ii),(iii), or the proof of our Lemma 20).
We now can describe the map o we will use. Again, the proof of welldefinedness is postponed. Thus, 0 is the unique G-homomorphism from V to (Z/LZ) [G] satisfying Recall that q runs over the rational primes except pl , ... , p, which divide for some 0 x j x z 2013 1. Note that for i = 1, the first and the last condition are void. We recall that N = sometimes N also denotes the norm K -Q, which should not lead to any confusion. Now (assuming that V) exists) we invoke Theorem 3.1 in [Ru] to find an unramified prime q2 in K of degree one, with the following properties:
(i) q. represents the class ci; (ii) qi (the rational prime below qi ) is congruent 1 modulo Llql ... (iii) for all x E V, the qi-adic value of x is 0 E Z/LZ, and (x) = for a unit u of Z/LZ. (The notation cp is again from [Ru] p.400ff.) As in [RW] Lemma 6.1 we may achieve u = 1 by the device of changing the choice of generator of
The condition Spq2 (qj) == == 0 for j i entails in particular that qj is an L-th power modulo qi. We have as well that qi is congruent to 1 modulo qj by condition (ii). This will ensure our Splitting Condition and nullity of the southeast block of our reciprocity matrix A.
Now the general theory (see again [Ru] ) provides an element r,, E K.
We shall have to worry later about its actual construction, but right now we only need the following. For all x E V we have by [Ru] (1 -where v is the norm from Q( (I) to K.
It therefore suffices to show that z~ is an Ll-th power in I~(~(~))).
If we raise zQ to the N, the exponent v gets replaced by the absolute norm on Q( (I ). Thus there exists an element, in the augmentation ideal of (actually in its s-th power), such that zg It now follows as in Lemma 2.1 in [Ru] [RW] .)
We now proceed to prove (a)-(e) for i, assuming of course that everything is proved for j i.
Proof of (a). [RW~ ) . Proof of (c).
-(1) We claim that with A any product of conjugates of 0152O, ... , 0152i-2, and r rational, has no solution in K. Indeed, if it did, then (since is positive) we would get {3Àe~-I+l == A/7 contradicting the maximality of (2) Let V' be the submodule of V generated by the following list of rational primes: PI, ... , ps; qo; and all q V ~pl, ... , ps I dividing some with j x i -1. Let R = Z[G]/(N). Then V/V' is an R-module since the norms of the aj ( j i) are rational numbers supported on p1, ... , 7 ps, and the set of the primes q, hence belong to V'. We claim that (the classes of) cxo, ..., I
constitute an R/LR-basis of V/V'. We will even show that the images of these elements are R/LR-independent in M/LM, where M = K*/Q*. This goes as follows: M is a torsion-free R-module, and [N] , Proposition IV 6.4), this maps to the Frobenius of pi in Kj /Q under the canonical identification Gal(K/Q). This shows that the exponent with which aj occurs in T is precisely
The case i = j follows, too, since Now we interpret this theorem in the light of our theory. Actually our theory reproves a part of Theorem 7 by an entirely different method: the A2-rank of C is positive iff A has rank less than s -1. Let us show how this goes. We begin with the obvious remark that the ,B2-rank of C is positive iff ls divides the class number hK. We will now examine this latter property.
Let Ih be the precise I-power dividing hK and put g = (1 -(pi " -~ps) _ (1 -in the notation of §2. Then by [RW] 
