We compute the joint entropy of d commuting automorphisms of a compact metrizable group. Let R d = Z[u( 1 ..... uf 1] be the ring of Laurent polynomials in d commuting variables, and M be an Ra-module. Then the dual group X M of M is compact, and multiplication on M by each of the d variables corresponds to an action a M of 7/d by automorphisms of Xu. Every action of 7/d by automorphisms of a compact abelian group arises this way. Iffe R d, our main formula shows that the topological entropy of ~R,/</> is given by
where M(f) is the Mahler measure off. This reduces to the classical result for toral automorphisms via Jensen's formula. While the entropy of a single automorphism of a compact group is always the logarithm of an algebraic integer, this no longer seems to hold for joint entropy of commuting automorphisms since values such as 7((3)/4n 2 occur. If p is a non-principal prime ideal, we show h(CtR,ip ) = 0. Using an analogue of the Yuzvinskii-Thomas addition formula, we compute h(~u) for arbitrary Rd-modules M, and then the joint entropy for an action of 7/a on a (not necessarily abelian) compact group. Using a result of Boyd, we characterize those ~t M which have completely positive entropy in terms of the prime ideals associated to M, and show this condition implies that ct M is mixing of all orders. We also establish an analogue of Berg's theorem, proving that if ct M has finite entropy then Haar measure is the unique measure of maximal entropy if and only if a M has completely positive entropy. Finally, we show that for expansive actions the growth rate of the number of periodic points equals the topological entropy.
w Introduction
The main purpose of this paper is to compute the joint topological entropy of d commuting automorphisms of a compact metrizable group. For a single automorphism this computation was carried out in a series of papers in the 1960's (cf.
[LW, w culminating in Yuzvinskii's general result . Recently, Kitchens and Schmidt [KS1] have established a general framework for the study of commuting automorphisms of compact groups. To describe this, suppose :t is an action of Z n by automorphisms of a compact abelian group X. Let R a = 7~[-Ud -+1 .....
U~ 1 ] be the ring of Laurent polynomials in d commuting variables. In w we show how ct induces an Rd-module structure on the dual group M of X. Conversely, if M is an Rd-module, then there is a natural induced Zn-action eM on its compact dual XM. The interplay of the dynamical properties of c( M on the one hand, and the algebraic properties of M on the other, gives this point of view its particular interest.
Supposef=f (ul ..... ud where ( is the Riemann zeta function. The formula (1-1) reduces via Jensen's formula to Yuzvinskii's result when d=l.
We devote w to showing (1-1). The proof that h(~R,/~) >= log M(f) uses a lower estimate for entropy involving 1-dimensional integrals that Lawton [Lw] has shown converge to log M(f). For the opposite inequality another kind of estimate is used, yielding an upper bound for h(~R,/~) that is a Riemann sum approximation to the integral in (1-1). Since the integrand may not be continuous, a proof that these Riemann sums converge to the integral is required. This is supplied in Lemma 3.5, where we show using perturbation arguments that the limit defining the Bowen entropy for a linear map is uniform on compact sets of linear maps.
For a non-principal prime ideal p in Rd, we prove in Theorem 4.2 that h(eR,/p) = 0. In Appendix B we supply a proof of the "addition formula," which shows that if N is a submodule of M, then h(:(M) = 
h(~M) = ~, h(~R~/p,), j=l
where each summand has been computed. We continue w with the calculation in Theorem 4.5 of h(ct) for a Z<action ~ on a (not necessarily abelian) compact group.
Whether the set of values h(c0 for such actions is countable, or all of [0, ~] , is shown in Theorem 4.6 to be equivalent to a problem of Lehmer about algebraic integers that has been open for fifty years.
A polynomial in Ra is called generalized cyclotomic if it can be written in the form c/'(u] 1 u~ 2 ... u,]"), where the n~ ~ Z and 4~(u) is a cyclotomic polynomial in one variable. A theorem of Boyd [Byl] implies that h(~R,/O = 0 if and only iff is a monomial times a product of generalized cyclotomic polynomials. This and other examples and remarks are collected in w Our characterization of zero entropy is used in Theorem 6.5 to obtain a complete description of the Pinsker a-subalgebra for aM. In particular, c~ has completely positive entropy if and only if every prime ideal associated to M is principal but not generated by a generalized cyclotomic polynomial. In this case, a result of Kaminski [Km] shows that c~ M is mixing of all orders, providing a partial answer to a question raised by one of us [Scl, Problem 3.9] . We next give a more careful analysis of the properties of~ M that can be deduced from the prime ideals p~ occurring in a given filtration (1-2) of M. In particular, we show in Propostion 6.10 that the minimal prime ideals associated to M must occur, and with the same multiplicity, in every filtration. Consequently, we obtain in Theorem 6.13 a computable sufficient condition for c~ M to have completely positive entropy. Our analysis also yields an analogue of Berg's theorem on the unique ergodicity of group automorphisms [Bg] . We prove in Theorem 6.14 that if h(~M) < oc, then Haar measure on XM is the unique measure of maximal entropy if and only if 7~ has completely positive entropy.
In certain situations the growth rate of the number of periodic points gives the topological entropy. Although examples show that this fails to hold in general, we show in Theorem 7.1 that it holds for all expansive actions. The proof uses the characterization of expansiveness of c~ M in terms of the varieties of the prime ideals associated to M given in [Sc2, Thm. 3.9] .
We are grateful to David Boyd and Robert Warfield for many useful conversations.
w Notations and conventions
We describe here some of the notations and machinery used throughout this paper.
The symbols Z, ~, and C denote the integers, reals, and complex numbers, respectively. Let q]-denote the additive circle group 1~/7/, and ~ = {z ~ C: Iz] = 1 } be its multiplicative counterpart. For clarity, d-tuples will be denoted by boldface letters. If u = (ul, 9 9 9 Ud) and r = (rl, 9 9 9 ra), we put u r = ul .... [. 12 . .. u] ~. For a scalar u, let u r denote (u r~, .... u'"). d A rectangle in Z a is a set of the form Q = 1-It= 1 {bt ..... bj + lj -1}. Its girth is defined to be g(Q) = mini <t<a lj.
All groups that we consider will be metrizable. A 7/a-action ~ on a group X is a homomorphism ~ of Z a to be the group of continuous (algebraic) automorphisms of X. The image of neZ a under cc will be denoted by ~". If ~ is a Za-action and A: Z a ~ Z d is a homomorphism, define the action c~ ~ by (~a), = c~A,.
Let c~ be a Za-action on a compact abelian group X, and let M be the discrete dual group of X. Since X is metrizable and compact, it follows that M is countable and discrete. If ej denotes the jth standard basis vector of Z a, then the automorphisms ~e, correspond under duality to commuting automorphisms fit of M. If Rd denotes the ring Z[u( 1 ..... uf 1], then M becomes an Ra-module under the action u t. m = fit(m) for m ~ M. Conversely, if M is a countable Ra-module, then multiplication by each of the uj gives d commuting automorphisms of M. These transform to a Za-action ~U on the compact metrizable dual group XM of M.
For a 7/a-action ce on a compact group X, let h(c0 denote its topological entropy. Since we have not found a satisfactory treatment in the literature, we outline in Appendix A the steps needed to extend the theory of entropy to d > 1. This includes showing that five ways to obtain h(~) agree. In particular, h(c0 is the entropy of ~ as a measure-preserving action of 7/~ on the Lebesgue space (X, ~x), where #x is normalized Haar measure. The general theory of measure-preserving Zd-actions has been developed by Conze [C] , to which we refer the reader for details and notation. We shall use Rohlin's theory of measurable partitions of a Lebesgue space. An excellent account of this theory is contained in Parry's book [P] .
Iffe Rd, then the Mahler measure of f is defined as
where ds is Haar measure on ~d. This quantity can be regarded as the geometric mean off over the torus 5a. Iff :t: 0, then 1 < M(f) < oo. It will be convenient here to make the convention that M(0) = oo.
w Entropy and Mahler measure
Letf~Rd, and [ = (f> denote the principal ideal generated byf Then Ra/[ is an Rd-module. In this section we compute the entropy of the induced Zd-action ~R~/f. Recall our convention that M(0) = ~. Kitchens and Schmidt [KS1] showed that ~R,/f is isomorphic to the automorphism of an m-dimensional solenoid determined by the companion matrix off The entropy of such automorphisms has been computed by Yuzvinskii [Yz2] (see also [LW] for a short proof from a different viewpoint). Letf(u) factor over C as cm I]~"= t(u -2j). Define log+x = max{0, logx} for x > 0. Yuzvinskii's result is that h(~R,/O ----log Icml + ~ log + 12jl 9 (3-2) j=l Jensen's formula [A, Thm. 5.3 .1] implies log + 12[ = j" log le z"" -21dt.
(3-3)
An elementary proof of this is given in [Yn] . Hence
We now turn to the case d >__ 2. We will first obtain the lower bound h(c%/0 > log M(f) by use of the separated set definition of entropy (cf. Appendix A), approximation of XR,/f from inside by 1-dimensional solenoids, a 1-dimensional approximation to M(f) due to Boyd [Byl] and Lawton [Lw] , and the d = 1 case already proved. We then establish the upper bound h(~R,/~) < log M(f) by use of the volume definition of entropy and a Riemann sum approximation to the integral defining M(f).
Let us first introduce an explicit metric p on Tz'. For s, t ~ T, put Is -tl = dist(s + 7/, t + 7/). For x, y~TZ' put
where IJl = I(Jl ..... Ja)l = max{IJll ..... IJal}. The following lemma relates coordinatewise distances to this metric. Proof Let ~J ~z "2 -IJl = K < ~. Choose bd(e) so that ~ljl_>_ b,t,:) 2 -IJl < e, and put 6a(g) = (K + 1)e. If Ix(j) -Y(j)I < e for all IJl < b~(e), then p(x,y)<e+ ~ 2-1Jle<(K+ 1)e=aa(e). []
We will use this result as follows. If e > 0, then Lemma 3.2 shows that there exists b > 0 and ~ > 0 such that, for every rectangle Q with sides of length lj, and for every (Q, 6)-separated set F ~ T Z" (cf. Appendix A), there exists a smaller rectangle Q' in Q with sides of length Ij -2b such that F is (Q', e)-separated in the maximum distance over the coordinates of Q'. Thus, in computing hsep(C~), we can use the maximum distance.
Suppose thatfr R d has the formf(u) = ~ cjuJ. For r r Z d define a polynomial of one variablef~ R 1 by
The values off~ on 51 form a 1-dimensional slice through the values of f on ~d. As these slices become more uniformly distributed, one would expect M(f) to approximate M(f). Boyd [Byl] gave a precise formulation of this idea, and verified it for some special cases. Lawton [Lw] supplied an ingenious general proof for it. Put q(r) = min {[ml: m # O,m'r = O} .
(3-5) Proposition 3.3 [Lawton] . For every f s R d we have
To explain the reason for this, let ~ be Haar measure on the 1-dimensional subgroup of Td obtained by projecting the line in Ed through r. Then
.x.l 1
Now /~r converges weakly to Haar measure on Td as q(r)--* oo. Hence if f(e 2,m) # 0 for tr T d, it is immediate that M(f~) --* M(f). Possible zeros off(e 2~it) introduce logarithmic singularities in the integrand. Lawton handles this problem by obtaining an estimate on the measure of the set where If(e2~it)[ is small that depends only on the number of non-zero coefficients, and by employing the fact that f~ has the same number of non-zero coefficients if q(r) is sufficiently large. We call r r yd primitive if the greatest common divisor of its entries is 1. Fix a primitive rCZ d, and define ~//r; ~-~ --* ~-Zd by (@rX)(j) = s for ~T ~.
Since r is primitive, it follows that ~b r is injective. To simplify notation, let (X, c~) = (XR,/f, ~gd/~) and (-~ ~r) = (XR,/f,, ~R,/f),), where ~ is the ideal generated byf~ in R1. We claim that ~O,(X,) ~ X. For if ~r r and r.n = n, then y~ q(q,,:~) (n + j) = 2 cr~(" + r.j) = 0
by (3-4). For n >= 1 let r, = (1, n,n 2 ..... rid-l) . Note that r. is primitive, and that q(r.) = n -, ~ with n (cf. (3-5) and [Byl, p. 118] [IQ,,,,[(h~p(~r.) We now turn to the proof of the upper bound h(~)< log M(f). We first transform f into a form more convenient for our analysis. If f(u)= ~ cjuJ and A ~ GL (d, 7/) , let fA(u) = ~ cjuAj. Then aR,/<fA) is conjugate to ~,/f, where as in w the action ~a is defined by (~A).= ~A.. NOW h(o~ A) = h(~), and an easy calculation using the fact that A preserves Haar measure on T n shows that M(f a) = M(f). Furthermore, both the action and its entropy are unaffected by multiplyingfby a monomial.
Thus by applying an appropriate A ~ GL (d, 2~) and multiplying by a monomial, we can arrange that f has the form f (ul .... , ud) A major difficulty with higher dimensional Markov shifts is the so-called extension problem, namely whether a collection xj of values for j in a subset of ~d can be extended to an allowed point in the Markov shift. In full generality this problem is undecidable, and even in this algebraic setting it is not trivial (for a discussion of this, see [KS2] ). One use of the transformation off to the form (3-6) is that a special case of the extension problem can be readily solved. Proof If x(j)~ ql-is arbitrary for j~S, we must show that x can be extended to a point of Xg,/f. If fi = (Ul ..... Ud-1), write fk(U) = ~i~Z" ' ck(i)fi I" By (3-6), any extension of x to Z ~-1 x {D} must satisfy, for i~ ~d-1,
Hence such an extension is possible, and for every i ~ 2~ n -1 there are q choices for x(i, D). Repeating this procedure extends x to 7/a-1 x {0, 1 .... }. To extend x to 2rd-1 • { _ 1 } we must find values x(i, -1), i ~ Z n-1, so that
Since R~ is an integral domain andfo + 0, the homomorphism /~d-1 ~ /~d-1 dual to multiplication by fo on R a is surjective, so the extension exists. We shall assume from now on thatf~ R d has the form (3-6), and that p is given by (3-7). To simplify notation, we shall also assume that q = 1 in (3-6). The changes needed for [ql > 1 are indicated at the end of the proof.
There is a homomorphism A: 2-., D ~ T.,D given by
The relationship between A and ~ is that the orbit of a point y E IIAJyII~ < e' 0 ~j < m} .
(3-10)
Fix a sequence re(n) ~ ~ so that m(n)/log n ---, oo and m(n)/n ~ 0 as n ~ oo. Then g m~.~)~ 00, and IO_., r.~.jl/lQI/., , .~.) [ ~ 1, so in (3-10) we can replace (~.,., with Q/.,mln).
We shall estimate the measure in (3-10) as follows. IfC. = CQ,., then A induces a linear map on C0. We will decompose C0 into an orthogonal direct sum of Ddimensional A-invariant subspaces indexed by Q/.. By adding up the volume decrease from the intersection in (3-10) over these subspaces we obtain a Riemann sum approximation to log M(f), from which the upper bound will follow. Use the same symbol A for the linear map A" C0~ C0 induced by the homomorphism A of q]-.,o. Let II ' II | be the sup norm on C ~ and let v~ be Haar measure on CO normalized so the unit cube has measure 1. Then v{y~-~.,o: ltA~yll~ < e, 0 <j < m} = (v~{zeC~ JlAJzl[~ < e, 0 <j < m}) 1/2 , (3) (4) (5) (6) (7) (8) (9) (10) (11) where the square root is necessary since passing to complex vector spaces squares volumes. 
For k e Q/, let v k be Haar measure on Wk, normalized so the unit cube has measure 1. Since the Vk are orthonormal, the normalizations agree so that v c is the product of the Vk. It is here that orthogonality of the Wk plays an essential role. 
where T has eiyenvalues 2 k counted with multiplicity and characteristic polynomial ZT. Then (i) h(T) and each b,,(T) are continuous in T. (ii) bin(T) ~ h(T) uniformly on compact subsets of C D• D
Proof (i) Fix T~C ~ •176 and m > 1. To prove continuity of b,, at T, let e > 0. Choose 0 < 1 so (2Dim)logO -1 < e. There is a neighborhood q/of Tsuch that, if TE~,then lIT j-7~JIJ < 1-0for0<j<m.
Since contracting a set by a factor of 0 multiplies its measure by 0 2~ we obtain, by taking -(l/m) log p('), that
,(T) > + bin(T) > b,.(T) (T~k'). m
The assumption ][ TJ-7"Jll <l-0 is symmetric in T and T, implying e + b,,(7") > bin(T) for T~q/as well, completing the proof of continuity of b,, at T.
Now b,,(T)~h(T) for every T6C ~215176
[W, Thm. 8.14], so continuity of h follows from that of the b,, and part (ii).
(
ii) To prove that b,,(T)~ h(T) uniformly on compact subsets of C D • D
, it suffices to show that, for fixed Tand e > 0, there is an mo and a neighborhood ~ of T such that, for every T6~// and every m_> m o, we have Ibm(T)-h(T)l < e. We do this by applying spectral theory to T to show that the estimates from [W, Thm. 8.14] can be made uniform.
Let the eigenvalues of T without multiplicity be {~k: --r =< k < s}, indexed so [ffk] ----< 1 for --r __% k -< 0 and I~kl > 1 for 1 _< k <_ s. Denote the multiplicity Of~k by N k. Let 7 > 0, whose value will be determined by several conditions and estimates. The first condition is that the circles C k around ffk of radius 7 be disjoint. Put (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) According to [Kt, w E k is the projection onto the generalized eigenspace V k of T for (k along the sum of the other generalized eigenspaces. Hence dim e Vk = Nk. Let II 9 II be the euclidean norm on C ~ Adapt this norm on each Vk to the dynamics of T by putting, for y ~ Vk,
Ek = ER(T) = ~i . (~ (~I-T)-' d(.
The spectral radius formula shows that this series converges geometrically. If Put B, = @~k= -rBk, which is a bounded neighborhood of 0. Hence there is a 0> 1 so that0-ZB~B,~0B.
We now describe the effect on this situation of perturbing T slightly to T. Let 1 the determinant being squared since we are working over complex rather than real vector spaces. For k _-> 1 every eigenvalue of T~ lies inside Ck, and therefore has modulus > 1 provided that y is small enough. Since there are at most D other eigenvalues of I", each having modulus < 1 + y, we obtain that 
Ek(7") = ~ Sck((l --T)-z d(. Since the inverse of a matrix is a rational function of its entries, Ek(T ) is analytic in T for 7" near T. In particular, there are exactly N k eigenvalues of T within Ci. Let IYk be the range of ER(T). Since Ek(T ) is close to Ek(T), by [Kt, w there exists Uk(T)~GL(D , C) such that

Ek(T) = Uk(T)-I Ek(T ) Ok(7"), UR(T) = I, and Uk(T ) is analytic for 7~ close to T. Carry over the N'Ilk norm on Vk to Vk using Uk(T). Let
0-1 N ~;~-JB : ~ T-JB, .
/=o /=o As in part (i) we get, by using (3-1,;) and (3-15), that
Thus, for sufficiently small 7, it will follow that b,,(T) > h(27) -e for all sufficiently large m and all T sufficiently close to T. We com.plete the proof of the lemma b~ obtaining the opposite inequality b,,(T) < h(T) + e. By the above, Applying -(l/m) log p(. ) to (3-16) and using (3-17) shows that
Since T has exactly N k eigenvalues within y of (k, all of modulus > 1, and the remaining eigenvalues have modulus < 1 + y, the sum ~,=, 2Nklog(l(kt + ~) is arbitrarily close to h(7 ~) provided y is small enough. Hence for ~small enough, we will have bin(T) < h(T) + e for all sufficiently large m and all T sufficiently close
--fo (s) --fl (s) --f2 (s) .... fa-t (s) .J
the companion marix of its characteristic polynomialf(s, u). Then A k = A ((Ok) , and the sum in the last line of (3-12) is a Riemann sum approximating the integral.
[. h(A(eZ~it))dt = [. S loglf(eZ~it, e2~iS)ldsdt= logM(f) .
(3-18)
To complete the proof of the theorem, let 6 > 0. Since {A(e2zit): t~ q]-d-1} is compact in C ~ • o, Lemma 3.5 and (3-18) imply that, for sufficiently large n,
Using (A-4) and (3-11), it follows that
so-.,m,.,(ea,a) < lQ"'m(")l ( __ m~). )
. In this section we compute the entropy of an arbitrary Za-action ct on a compact metrizable group X. We first show in Theorem 4.2 that if p is a prime ideal in R a that is not principal, then h(and/p) = 0, while if p = (f) is principal, then h(c~R,/p ) = log M (f) by Theorem 3.1. If X is abelian, and (X, c~) has the descending chain condition, then X has dual group M that is a noetherian Re-module. We show in Lemma 4.3 that M contains a finite chain of submodules with successive quotients each isomorphic to Rd modulo a prime ideal, so h(a) can be computed using the addition formula and Theorem 4.2. A general abelian X is an inverse limit of groups with the descending chain condition, hence h(a) is the limit of entropies of actions whose value has already been computed. A general compact group is built from a totally disconnected part, a product of algebraically simple connected Lie groups, and an abelian part. In Theorem 4.5 we describe how these pieces fit together, show how to compute the entropy of each, and obtain h(a) as the sum of these entropies.
Which real numbers can arise as h(c0? By Theorem 3.1 all the numbers log M(f) forf~ R a occur, and our analysis will show that if (X, ~) has the descending chain condition, then h(~) has this form. For general actions the problem is equivalent to another posed by Lehmer over fifty years ago, and still not solved. We show in Theorem 4.6 that the set of entropies of Zd-actions is either the countable set of logarithms of the Mahler measure of elements in R d, or all of [0, oo ], depending on the answer to Lehmer's problem. This generalizes Theorem 9.3 in [Ln3], where it is also shown that 7z either has no ergodic automorphisms of finite entropy, or has ergodic automorphisms of every finite positive entropy, again depending on the answer to Lehmer's problem (we have added the necessary "ergodic" assumption to this statement, which was inadvertently omitted from the last sentence in [Ln3, Thin. 9.3]).
We begin with a lemma needed a handle non-principal prime ideals. 
(4-1)
Proof. If p = (.[), the result follows from Theorem 3.1.
Suppose that p is not principal. By Lemma 4.1, there are f, 9 4:0 in p with no common factor. Let ~=(f), g=(g), a=f+g=(,s R=R d. Let q~: R/j ~ R/~ be multiplication by g. Since f and g have no common factor, q~ is injective. The image of ~o is
Hence we obtain the exact sequence
Since h(eu/O = log M(f) < co, the addition formula yields that h(eR/,) = 0. Now a c p, and the projection R/a--. R/p has dual the inclusion Xg/p c XR/, which respects the actions.
For an action on a compact abelian group obeying the descending chain condition, the above results are sufficient to compute entropy. Proof The existence of the chain {Mj} is proved in [Lg, VI, Cor. 4.8] . Use the addition formula repeatedly to obtain the formula for h (~M) . [] Note that (XM, aM) satisfies the descending chain condition since M is noetherian, and our proof shows that h(~u) = logM(g), where g is the product of the generators of the principal prime ideals occurring in the pj (by convention, g = l if none of the pj is principal). 
Lehmer's problem. Is 1 a cluster point of {M(f): f s Z[u] } ?
By Proposition 3.3, this is equivalent to determining whether 1 is a cluster point of {M(f):f6 Rd}. This question was posed by Lehmer [Lh] over fifty years ago in connection with a method to factor large integers, and remains unsolved. The smallest known value >1 for a Mahler measure is that of a tenth degree polynomial discovered by Lehmer himself, whose measure is about 1.176280821. The problem has been the subject of a number of investigations. Boyd's survey [By2] gives an excellent account of this and related problems, and supplies supporting evidence for his fascinating conjecture that U~=I{M(f):fsRa} is a closed subset of ~, which would immediately give a negative answer to Lehmer's problem. Then XR~/p is isomorphic to the set ofxe2~/: with x~,~ + x~+ 1,~ + x~,/+ ~ = 0 for all i, j e Z. This action was studied by Ledrappier [Ld] , who showed that it is mixing but not 2-fold mixing. Since p is prime but not principal, we have h(eR~/~,) = 0 by Theorem 3.1. This can also be seen directly by a familiar argument from cellular automata theory.
Example 5.3. Smyth [Sm2] has computed the measures of several polynomials in terms of the Dirichlet L-series of the odd character Z, of ~/,. A sampler of his calculations is given in Table 1 . In that table p = (1 + x/5)/2 and Z5(2) = i. by (3-9). Every such extension can be modified by the addition of an arbitrary element from XR~ ,/<yo>, i.e. by an extension of a point whose jth coordinate is 0 for all jell. From this it follows that h(ctRd/f ) > h(%, ,/<Io>), and hence that
M(f) > M(fo) = M(f~).
Example 5.6. Let A be an n • n matrix over R = R a, and consider the R-module R"/AR". A generalization of our main formula (3-1) is that h(%,/,4R,) = log M(det A).
(5-1)
In order to prove (5-1), first suppose that det A = 0. Then R"/AR" contains an R-torsion-free element x, so that %,/AR, has a factor %x of infinite entropy. Hence
h(O~R,/AR. ) ----~ = log M(0).
Thus we assume for the remainder of the proof that all matrices have non-zero determinant. We next show that if (5-1) holds for A and for B, then it holds for AB.
Consider the exact sequence
~ AR"/A(BR") --* R"/A(BR") --, R"/AR" ~ O.
Since det A + 0, the map A is injective on R", so that
AR"/A(BR") _~ R"/BR" .
Use of the addition formula then shows that h(O~R./ABR,, ) = h(O~R,,/AR. ) -Jr-h(O~R./BR, )
= log M (det A) + log M (det B) = log M (det AB), Putting B =f/in (5-2) and using (3-1) shows that Since the Z ~ part of this action is just a group shift, it is easy to see from, say, the volume definition of entropy that h(~) = h(c0. 
h(OtR./fAR. ) = h(O~R./fR. ) q-h(O~R./AR. ) = nlog M(f) + h(O~R./AR, ) .
Since M(f) < ~, these show that h(~R./AR. ) = log M(det A). E5 Example 5.7. Suppose f(u)e Z[u] and y(v)e 7/[v] are both monic with constant term + I. Put a = (f(u), g(v)). Then XRda ~ T', where m = (degf).(deg g). Then
~6. Completely positive entropy and Berg's theorem
Let M be an Ra-module, and ct u be the corresponding 7/d-action on XM. In this section we identify the Pinsker a-subalgebra of 0t u, and show that ~u has completely positive entropy if and only if all the prime ideals associated to M are principal and non-cyclotomic. We investigate in more detail the quotients that arise in the various prime filtrations of M, and in particular show that the minimal prime ideals associated to M must occur, and with the same multiplicity, in every prime filtration of M. An example, however, shows that the quotients in a prime filtration, by themselves, are not sufficient to decide whether ~M has completely positive entropy. One application is to prove the analogue of a theorem of Berg, which states that if aM has finite entropy, then it has completely positive entropy if and only if Haar measure is the unique measure of maximal entropy.
If ~ is a measure-preserving 27n-action on (X, #), then the Pinsker partition n(~) is the supremum of all finite measurable partitions ~ with h,(~, a) = 0. The action is said to have completely positive entropy if rc(~) is the trivial partition. This is equivalent to requiring hu(~, ~) > 0 for all non-trivial finite measurable partitions.
Throughout this section we shorten Rd to R. If M is an R-module, we will determine 7t(c~M) and give a criterion for 7M to have completely positive entropy.
A point x e X M is said to be c,M-periodic if x has finite orbit under ~M. 
Proposition 6.2. Suppose X is a compact metrizable abelian group, and ct is a 77 daction on X whose periodic points are dense. Then there is a closed ct-invariant subgroup H of X such that the Pinsker partition rc(~) is the coset partition ~(H).
Proof Our argument generalizes Rohlin's for toral automorphisms [Rh, w Let A be a finite-index subgroup of Z d, and choose an integral matrix A with A(7/d) = A. Then x e X has a-stabilizer A if and only if x is fixed by the action aA defined by (TA)i = ~Ai. In this case, translation by x commutes with aA, so n(ct A) is invariant under this translation. Now n(ct A) = n(~t), so rt(ct) is invariant under a dense set of translations, hence all translations. This implies by [Rh, w or [Lnl ] that there is a closed subgroup H of X such that rt(a) = r Since rt(ct) is ~-invariant, so is H. [] Call an ideal in R cyclotomic if it is the principal ideal generated by an extended cyclotomic polynomial as defined in Example 5.4. 
h(O~N+N, ) < h(aN• ) = h(a N x aN, ) = h(aN) + h(aN, ) = O,
Conjecture 6.8. If a M has completely positive entropy, then it is measurably isomorphic to a Bernoulli Zd-action.
We now turn to a more detailed study of the filtrations used in Lemma 4.3 to compute h(ctM) for a noetherian R-module M.
A prime filtration {Mj} of M is a chain of R-submodules 0=Mo~MI~... 
= Z = Z
The previous proposition shows these are equal for trivial reasons. If M is torsion, then positive terms in each sum correspond to principal prime ideals by Theorem 4.2, so by Proposition 6.10 the positive terms in the second sum are the same as those in the first after a possible rearrangement. If M is not torsion, then 0 is a minimal associated prime ideal, and thus at least one term in each sum is ~. [] It is possible to tell from the quotients of a prime filtration of M whether :t M has completely positive entropy? Unfortunately, the answer is "no," even when M is torsion. We are grateful to Paul Smith for help with the following example.
Example 6.12. Let d = 2, R = Rz,f(u)6 7/[u] be irreducible and non-cyclotomic, #(v) = v -1, and define ideals in R by It is elementary to check that the first quotients a~/px and bl/b 2 in each filtration are isomorphic to R/p 1, while all other quotients are isomorphic to R/p 2. Since pl and Pz are prime ideals, these are prime filtrations with term-wise isomorphic quotients. However, asc(M)= {p~} c ~ while asc(M')= {p~, P2} r ~, so by Theorem 6.5 %t has completely positive entropy while ~u. does not. [] The following does give some relationship between a M having completely positive entropy and the quotients of a fixed prime filtration of M. We now turn to the question of unique ergodicity for ~U. In [ Bg], Berg showed that an ergodic automorphism of a compact group with finite entropy is uniquely ergodic, with Haar measure being the unique measure of maximal entropy. His proof uses Yuzvinskii's result that for group automorphisms ergodicity implies completely positive entropy, and then uses the latter condition. The appropriate version of Berg's theorem for general d is as follows.
Theorem 6.14. Suppose that M is an R-module and h(~M) < ~ . Then Haar measure on XM is the unique measure of maximal entropy if and only if ~U has completely positive entropy.
Proof First suppose ~u has completely positive entropy. Using the theory of measure-preserving 7/n-action developed by Conze [C] , most of Berg's proof for unique ergodicity generalizes directly. The one exception is Lemma 2.3 of [Bg] , whose proof depends on the total order of 7/. We will give a different proof that is valid for all d.
If ~ is a measurable partition of a Lebesgue space X, and ~ is a measurepreserving 7/d-action on (X,/~), put ~ = Vj ~ ~d ~i ~ and ~-= ~/j < 0~ i~, where < is lexicographic order on 7/d. 
= h(~ek, cr k) + h(tlek, o~ k) .
Since ~ < ~r our previous remark shows that h(~ v (t/Qk) , Ct k) = h(~, :t k) + h(r/Q~, cr k) .
Hence H(~I~) = H(~[~;(qek),~). Since Ak% 1 ~,-~ < r~(ct), which is trivial by assumption, we have H(~I~/) > H(~I~ v ~/) = H(~I~) ~ H(~)
as k ~ ~. Thus ~ I t/. Now (6-3) implies via Pinsker's formula that h(~Qk v ~/ek, a) = h(~e., :) + h(q~,, a) for every k, so our argument applies to show that ~e~ _1_ ~ for k > 1. This proves that ~ d_ q~. [] Having estabilished Lemma 6.15, the rest of the case when ~ has completely positive entropy is carried out exactly as in [Bg] .
Finally, suppose %t does not have completely positive entropy. By Theorem 6.5 there is a non-zero submodule N ~ M with h(%) = 0. Now X~m is a subgroup of XM, and ~/N is a subsystem of ~. The addition formula shows that %tin has the same entropy as ~M. Thus Haar measure on X~m is another %t-invariant measure of maximal entropy, so %t is not uniquely ergodic. []
w Periodic points
In this section we investigate the growth rate of the number of periodic points for a 7/a-action, and prove that for expansive Za-actions this growth rate coincides with the topological entropy.
If ~ is a 7/d-action on a compact group X, and A is a finite-index subgroup, or lattice, in 7/d, then we put PA(~) = {x~X:~"x = x for all n~A} , the subgroup of A-periodic points. Put HAll = dist(0, A\{0}), and denote the index of A in Z d by IZa/AI. We will be concerned with the growth rates By use of the separatcd sct definition of entropy (cf. Appendix A), it easily follows that for cxpansivc actions ~ we have that p-(e) < p+ (ct) < h(cQ.
(7-1)
The lack of equality in the above examples does not occur for expansive actions. 
that M is an Rd-module, and that the 7/d-action ct M is
We shall prove Theorem 7.1 by first establishing some preliminary algebraic results, then handling the case when M is a primary module, and finally using the primary decomposition theorem to show (7-2) for a general module. [ ]" Since ~g,/p is expansive, it follows from disjointness of V(f) and ~d that loglf(s)l is continuous for s ~ ~d. The right side of (7-4) is a Riemann sum approximation to
proving that the three quantities in (7-3) are equal.
[] The next result shows that "commensurable" modules have the same entropy and growth rate of periodic points. 
contradicting minimality of k. We conclude that Mj c~ baM = baMj for 1 _= j __< r.
It now follows from (7-5) that Proof. Since ~ can be regarded as a skew product with base action Ctx/r and an affine fiber action whose automorphism part is ~r, (B-l) will follow from a more general addition formula for skew products with affine fiber actions. When d = 1, the addition formula for subgroups was proven by Yuzvinskii [Yzl] . His arguments were adapted by Thomas [T1 ] for skew products. These papers contain the ideas needed to handle the case d > 1 as well, and essentially everything in this section is due to those authors. In order to describe the addition formula for skew products, suppose that fl is a measurepreserving action of 7/a on a Lebesgue space (f2, ,//, v), and that ct is a 77a-action by automorphisms of a compact metrizable group Y equipped with the Borel a-algebra and Haar measure/~. We use When a -1 r, we obtain the direct product action fl x c~. Proof of the Corollary. Use a Borel cross-section to the natural quotient map X ~ X/Y to construct a cocycle a:Tl d x (X/Y) ~ Y such that ~ is measurable isomorphic to ex/r x ,c~ r. Apply the addition formula. [] Our proof of (B-3) recapitulates that of Yuzvinskii for d = 1, augmented by some improvements due to Thomas. We use the language and results of Rohlin's theory of measurable partitions. An excellent account of this is contained in Parry's book [P] , which the reader should consult for any unexplained notation or terminology.
~I [PA(O:MdMj.,)[ = IPA(C%/p)I ~"
If The addition formula holds trivially if h~(/~)= ~-~, so we wiU assume from now on that hv(fl) < ~. It therefore suffices to show that the fiber contributions on the right sides are equal, i.e. that translations on the fibers driven by the cocycle do not affect entropy. Yuzvinskii's idea is to show that there are certain basic groups for which "rigid" partitions exist so that this holds, and then build up a general compact group from basic groups using processes that preserve the addition formula. Say that "the addition formula holds for ~" if for every base action fl and every cocycle a we have (B-3). Say "the addition formula holds for Y" if it holds for every Z d action on Y. The importance of rigidity is the following key result. k=2 "-t at stage n, m(n)=2 ":1, and q, = P,-1 (~'m(,)), where ~, divides T into m equal intervals. For n > I and every C~ r/,, we have Pt(C) = A/F 1 , so V,% 1 t/, 4: ~, contrary to the claim. The proof can be easily fixed by choosing k twice as large as needed at each stage, which forces diam(q,) ~ 0. Proof of the addition formula. We will build up a general 7/d-action from those obeying the addition formula using extensions, inverse limits, and skew products, processes which preserve the formula.
Suppose that a is a s on the compact group Y. Let yo denote the connected component of the identity. Then yo is closed, normal, and ~-invariant. Since Y~ yo is totally disconnected, hence rigid by Lemma B.5, the Lemmas B.4 and B.6 allow us to restrict ourselves to the case where Y is connected.
Next suppose that Y is connected and centerless. By [ Yz 1, w Y is a direct product I-1~i Y~, where each Y~ is an algebraically simple Lie group. Furthermore, if n~ n and iel, then a*(Y~) = Yj for some jE1. Thus 7/n acts on 1. Decomposing I into corresponding equivalence classes and using Lemma B.8, we can assume this action is transitive on 1. Fix io ~ 1, and put A = {nEZd:~n(Yio) = Yio}. If A = {0}, then ~ is isomorphic to a group shift on Yio, and a measurable isomorphism offl • with fl • a can be constructed exactly as in IT1, Thin. 3.2]. If A # {0}. then by a change of basis we can assume that A is generated by r~e~ ..... r~e~ for some l<-c<-d. Let 
