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Abstract. Fundamental frequency is one of the most important pa-
rameters of human speech, of importance for the classification of accent,
gender, speaking styles, speaker identification, age, among others. The
proper detection of this parameter remains as an important challenge
for severely degraded signals. In previous references for detecting funda-
mental frequency in noisy speech using deep learning, the networks, such
as Long Short-term Memory (LSTM) has been initialized with random
weights, and then trained following a back-propagation through time al-
gorithm. In this work, a proposal for a more efficient initialization, based
on a supervised training using an Auto-associative network, is presented.
This initialization is a better starting point for the detection of funda-
mental frequency in noisy speech. The advantages of this initialization
are noticeable using objective measures for the accuracy of the detection
and for the training of the networks, under the presence of additive white
noise at different signal-to-noise levels.
Keywords: Deep Learning · LSTM · Neural Networks · Fundamental
Frequency.
1 Introduction
The analysis of noisy speech signals has been a topic of interest over the past
several decades. The main reason for this interest relies on the distortion of those
signals in real-world environments. The quality of the communications systems
or the recognition performance may be affected in their quality [1,2,3,4] with
such noise and distortion added to the speech information.
The speech enhancement algorithms developed to reduce the noise or detect
parameters in noisy speech can be viewed as successful if they reduce perceivable
background noise, preserve or enhance signal quality [5] or provide a better
detection of relevant parameters, such as fundamental frequency (f0).
Traditional signal processing-based methods, such as the Wiener filtering
and Spectral Subtraction, among many others, provide noise reduction based
on signal processing algorithms. More recently, Deep Neural Networks (DNN)
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have been presented in [6,7,8,9]. The main approach for DNN is the mapping of
spectral features from noisy speech into the features of the corresponding clean
speech.
Among the new types of neural networks with recurrent connections (usually
named Recurrent Neural Networks or RNN), the Long Short-Term Memory
Network (LSTM) has succeeded over other types of networks in reducing noise
and reverberant distortions in speech signals. The most common features used
in those applications are the Mel-Frequency Cepstrum Coefficients (MFCC),
derived from the spectrum information [10].
One of the most important tasks in noisy speech processing is the f0 detec-
tion. Accurately detecting this parameter is of importance in many applications.
There are still demands for improvement in the algorithms proposed so far, es-
pecially for noisy speech [11].
In this work, motivated by the success of LSTM in speech enhancement,
we present a novel way to initialize LSTM neural networks to enhance the f0
detection in speech degraded with noise. The initialization of the network is
based on a supervised Auto-associative network that learns the identity function
between its inputs and its outputs and presents a better starting set of weights
for the training process for the LSTM. With the LSTM initialized this way, we
show the benefits for the f0 detection in several Signal to Noise Ratio (SNR)
levels.
1.1 Related work
Previous studies on robust f0 detection with signal processing-based techniques
have explored the harmonic information of the signals in the frequency domain
or periodicity in the time domain [12]. More recently, deep learning algorithms,
consisting of several layers of neural networks, have been used in several works
related to noise reduction and parameter detection of noisy speech, especially the
enhancement of features derived from the spectrum, typically MFCC [13,14,15].
The principal mechanism for enhancing speech signals using deep learning
algorithms is to apply DNN as regression models, mapping the noisy speech
parameters into the corresponding clean speech parameters [1][2].
Some of these applications of deep learning have outperformed other denois-
ing algorithms on speech signals containing noise of different types with various
signal-to-noise levels [16,17,18]. Reverberant speech has also been analyzed with
this approach [19,20].
For example, in [21], the spectrum features of the synthesized speech are
enhanced using models such as DBNs, and also RBM has been previously stud-
ied [22]. More recently, the use of Recurrent Neural Networks (RNNs) was pre-
sented, with the advantage of the inherent structure of RNNs, which seems to
deal better with the time-dependent nature of the speech signal paramters.
In these references, the most common approach is to enhance the spectral
components of the synthetic speech, by mapping them to those of the original
ones, using diverse deep learning algorithms. A more recent approach that con-
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siders a single-stage of multi-stream post-filters have been presented in [23][24],
with greater success than the single post-filters based on LSTM.
In f0 detection, LSTM networks have recently outperformed several other al-
gorithms [25]. We use this previous work and provide a better initialization state
for the task. The training process of neural networks, such as those presented
in the following subsection, is traditionally based on a random initialization of
weights that represents connections between inputs, hidden units or outputs.
Following the initialization, a process of adjustment of those weights based on
the data presented to the network is performed, using algorithms such as back-
propagation or back-propagation through time, depending on the type of neural
network.
To increase the effectiveness of the DNN, unsupervised initialization and
then fine-tuning processes with other networks, such as Restricted Boltzmann
Machines (RBM), have been presented [26]. It is commonly considered the break-
through of effective training for deep neural networks the algorithms for training
deep belief networks (DBN), based on a layer-wise unsupervised pre-training fol-
lowed by supervised fine-tuning [27].
The benefits of unsupervised pre-training stages before the training algo-
rithms have been also verified in fields other than speech processing, such as mu-
sic classification [28] and visual recognition [29]. Those unsupervised approaches
present data at the input of the neural network and affect the weights without
comparing the output to the corresponding data. Semi-supervised techniques
have been also applied in similar applications [30] combining at least one stage
of unlabeled data to initialize the weights of the neural networks.
In our approach, the initialization is completely supervised, with an Auto-
associative network trained to map the identity function between its inputs and
its outputs, in which weights become the initial weights of the LSTM network.
In f0 detection, this Auto-associative network provides better results in signals
degraded with white noise, due to the relationship established between the in-
formation provided in the initial stated of the network.
1.2 Problem Statement
In noise reduction for speech applications, a speech signal degraded with additive
noise is processed to improve its quality or detect parameters distorted by the
noise. We can assume that the corrupted signal, y, is the sum of a clean speech
signal, x, and noise d, i.e.:
y(t) = x(t) + d(t) (1)
In deep learning-based approaches, x(t) can be estimated directly from data,
using algorithms that learn a mapping function f(·) between noisy and clean
data:
xˆ(t) = f (y(t)) . (2)
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The precision of the approximation f(·) depends on factors such as the
amount of training data, the kind of neural network, its architecture and the
algorithm selected.
During the training of the network, the initial set of weights of the network
θi is commonly established as random numbers, and are updated during the
training process until stop criteria, defined as a maximum number of epochs
or minimum validation error. At the end of the process, a set of updated and
probably completely different weights θf are stored and used with a test set.
With the supervised initialization proposed in this work, the mapping of
identity function from the inputs to the outputs is pre-trained, providing a set
of parameters θA that are close of those of θf , due to the denoising nature of the
regression problem and f0 detection of similar data.
In terms of broad sound classification f0 has two important values: Voiced
and Unvoiced. Voiced sounds present values of f0 > 0, and are present on vowels
and some consonants, and Unvoiced sounds are present in silence and many
consonants, such as /b/, /p/ and /s/.
We pretend to show that θA is a better initialization for the LSTM than the
random θR, in terms of detection rate and voiced/unvoiced decision error.
To our knowledge, this is a novel way to initialize and employ LSTM networks
to detect f0 in noisy speech. The rest of this article is organized as follows: Section
2 provides some details of the LSTM neural networks. Section 3 describes the
proposed systems and the experiments carried out to test the proposal. Section
4 presents and discuss the results, and finally, conclusions are given in Section
5.
2 Long Short-term Memory Neural Networks
In speech enhancement of noisy speech and detection of f0 under noisy condi-
tions, several groups of researchers have experimented with deep learning algo-
rithms. Recurrent Neural Networks (RNN) [31], which includes feedback from
neurons to themselves and others on the same layer, have achieved particularly
good results, particularly in modeling the dependent nature of speech parame-
ters. LSTM have been presented in [32] as an extended RNN, with the capacity
of learn long term relationships in data, and store information for long or short
time intervals.
Among the many successful implementations of LSTM are automatic speech
recognition systems, speech synthesis and handwriting generation, where past
values of the parameters are important to classify of perform regression [33] [34].
LSTM has a structure similar to those of basic RNN: a set of units inputs the
sequences y = (y1, y2, . . . , yT ), and hidden vector sequences h = (h1, h2, . . . , hT )
are calculated through the set of weights between inputs and hidden units, of
between hidden and hidden units of the next layer.
Detailed mathematical description of the LSTM networks can be found on [31][32][35].
In this work we have followed the implementation described in [18].
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2.1 f0 detection with autoencoders
In deep learning approaches for f0 detection, a neural network is trained with
several inputs, from where the f0 can be inferred. The parameters of the network
are found using training data to minimize the average reconstruction of the input,
that is, to have output f(y) as close as possible to the uncorrupted signal x [36],
particularly on the f0 parameter.
One of the recent architectures of neural networks applied in enhancing noisy
speech is the denoising autoencoder, which consists of two parts: the first part
is the encoder, where a mapping f transforms an input vector y into a represen-
tation h in the hidden layers. The second part is the decoder, where a mapping
from the hidden representation into a vector xˆ is performed.
For the purpose of f0 detection in noisy speech, during the training stage,
noise-corrupted parameters are presented at the inputs of the autoencoders,
while the corresponding clean features of the same dimensionality became the
outputs. The training algorithm adjusts the parameters of the network in order to
learn the complex relationships between them, and output f0 which corresponds
to the detected parameters from the noisy speech.
3 Proposed system
To detect f0 from noisy speech, the mapping from noisy f0 can be learned
directly from the data [37], with training, validation and test sets and procedures
traditionally defined for machine learning algorithms. For this purpose, we use
sentences of noisy utterances and the corresponding clean version to train the
LSTM autoencoder networks.
The weights of the LSTM networks are initialized in two ways:
– Randomly: All the weights have random numbers at the first epoch of train-
ing. This is the most common usage in this application and denoising-related
tasks, and we take it as the base system.
– Auto-associative: An auto-associative network is a neural network whose
input and target vectors are the same [38]. Here, the LSTM networks are
trained presenting the same clean data at the input and at the output in each
frame. This way, the network learns the identity function between its inputs
and its outputs. After training, the weights of the Auto-associative networks
became the initialized weights of the corresponding LSTM networks for f0
detection.
3.1 Corpus description
In our experiments, we use the CMU Arctic database, described in [39]. We
chose one US-English voice: SLT. The dataset is phonetically balanced, originally
designed for research in unit selection speech synthesis, and consist of around
1150 utterances selected from out-of-copyright texts from Project Gutenberg.
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3.2 Feature extraction
The audio files of the database were downsampled to 16kHz, in order to extract
the parameters using the Ahocoder system. In this system, the fundamental fre-
quency fk0 (zero-valued if invoiced), 39 MFCC, plus an energy coefficient are ex-
tracted from each frame. Hence each frame is represented by a 41th dimensional
vector Vk =
[
fk0 , e
k,mfcc1k, . . . ,mfcc
39
k
]
. Details on the parameter extraction
and waveform regeneration of the Ahocoder system can be found in [40].
3.3 Auto-associative initialization
The initialization procedure was performed using 800 utterances of the clean SLT
voice, with the same parameters at the input and at the output of the network.
The usual forward and back-propagation through time algorithms were applied,
and the stop criteria was 40 epochs from the last best result, or a maximum of
1000 epochs.
4 Experimental setup
We shall describe in some detail the experimental setup that was followed in this
work. The whole process can be summarized in the following steps:
1. Noisy database generation: Files containing white noise were generated and
added to each audio file in the database for five SNR, in order to cover a
range from light to heavy noise levels.
2. Feature extraction and input-output correspondence: A set of parameters
was extracted from the noisy and the clean audio files. Those from the noisy
files were used as inputs to the networks, while the corresponding clean
features were the outputs.
3. Training: During training, the weights of the networks were adjusted as in-
puts, and the clean features of the audio files were presented. A validation
set of 150 sentences was also used.
4. Test: A subset of 50 randomly selected utterances was chosen for the test
set. These utterances were not part of the training process, to provide inde-
pendence between the training and testing.
In order to determine the improvement in the efficiency of the supervised
pre-training, the following objective measures were adopted [25]:
– DR (Detection Rate): Evaluated on voiced frames, where a f0 estimate is
considered correct if the deviation of the estimated f0 is within 5% of the
ground truth clean value of f0.
DR =
N0.05
Np
× 100%, (3)
where N represent number of frames.
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– VDE (Voice Decision Error): Indicates the percentage of frames misclassified
in terms of voicing/unvoicing:
V DE =
NV→U +NU→V
N
× 100%, (4)
where NV→U and NV→U represent misclassification of Voiced or Unvoiced
frames.
– Sum of squared erros (sse): This is a common measure for the error in the
validation and test sets during training. It is defined as:
sse(θ) =
T∑
n=1
(cx − cˆx)
2 (5)
=
T∑
n=1
(cx − f(cx))
2
, (6)
where cx is the known value of the outputs and cˆx the its approximation
from the network.
5 Results and Discussion
We present the results of three systems considered in this work, related to the
initialization of the networks and a established algorithm to detect f0 in speech
signals. To allow a comparison with the base Ahocoder f0 detection algorithm,
the f0 values that follows correspond to log(f0). The three systems considered
are:
1. None: f0 detection directly from the noisy speech, provided with the algo-
rithm implemented in the Ahocoder system, based on harmonic analysis.
2. LSTM: f0 detection with the LSTM network initialized with random weights.
3. LSTM-AA: f0 detection with the weights of the LSTM network initialized
from the Auto-associative network.
Table 1 shows the results of the DR for the three systems and the five levels
of white noise:
With the exception of SNR-10, the Auto-associative initialization presents
better values of VDE in all SNR levels. The exception can be explained in terms
of the particularly different parameters of the clean speech used at the initial-
ization of the network, which are very different from those of the noisy signal
at the inputs. The rest of results verified that the Auto-associative initialization
allow the LSTM to provide better Voiced/Unvoiced decisions.
This better performance in VDE could benefit automatic speech recognition
systems and perceptual quality of the signals. One additional advantage of the
LSTM-AA is the more efficient training time of the network and lower sse error
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Table 1. Comparison of the results for the VDE in the detection f0. Lower values
represent better results
SNR None LSTM LSTM-AA
-10 67.23% 5.06% 5.20%
-5 58.79% 3.70% 3.67%
0 25.20% 3.16% 2.99%
5 10.02% 5.81% 5.75%
10 4.87% 7.83% 7.82%
SNR -5
0 100 200 300 400 500 600 700
0
200
400
600
epoch
ss
e
Random
Auto-Asoc.
SNR 0
0 100 200 300 400 500 600 700 800 900 1,000 1,100
0
200
400
600
epoch
ss
e
Random
Auto-Asoc.
SNR5
0 100 200 300 400 500 600 700 800 900
0
200
400
600
epoch
ss
e
Random
Auto-Asoc.
Fig. 1. Sample of evolution of sse error in each epoch for the LSTM network with
random and Auto-associative initialization. The lower sse value means better results,
while the fewer epochs it takes to reach the minimum sse represent a more efficient
training.
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achieved. For example, Figure 1 shows the evolution of the sse on the validation
set during training.
SNR-5 and SNR5 were the only case where the LSTM-AA required more
epochs to achieve the best set of parameters of the network. In these cases, the
significant lower value of sse and the benefit in terms of the objective quality
measures allow us to consider a positive result. In the five SNR levels, LSTM-AA
presents lower values in comparison to LSTM in almost every epoch, and for the
case of SNR0, SNR10 and SNR-10 the best value were reached in fewer epochs.
The results of the DR measure are shown in Table 2. Similar to the VDE
measure, the Auto-associative initialization of the LSTM network present better
results than the random initialization, with the exception of SNR-10. Significant
decreases of DR value at SNR0 and SNR-5 are consistent with the better values
obtained in the VDE measure at this levels.
Table 2. Comparison of the results for the DR in the detection f0 in voiced frames.
Lower values represent better results.
SNR None LSTM LSTM-AA
-10 100% 7.12% 8.96%
-5 88.85% 7.86% 4.52%
0 43.84% 5.30% 4.21%
5 15.31% 2.94% 2.43%
10 7.36% 1.06% 1.24%
This results shows how the initialization proposed benefit the f0 detection
also in terms of the precision of the f0 detection.
To provide a visual representation of the benefit of our proposal, Figure 2
shows f0 contours for one utterance, and compare the contour after detection
of the Ahocoder algorithm in noisy speech, f0 detected with LSTM initialized
with random weights, and the f0 value detected with the LSTM initialized with
the Auto-associative network.
It is confirmed in the f0 contour that the values from LSTM-AA are closer
to those of the natural speech. It is important to note that for this SNR level,
the Ahocoder f0 extraction has 58.79% in VDE and 88.85% in DR measures.
6 Conclusions
In this work, we have presented a proposal for initializing LSTM networks, with
the objective of enhancing the f0 detection in noisy speech. We conducted a
comparison using five levels of White noise, two well-known measures for the f0
detection and additional evaluation for training efficiency of the networks.
It is remarkable the capacity of LSTM networks to detect f0 in heavy noisy
conditions, where the f0 is totally undetectable for other algorithms. Our pro-
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Fig. 2. Contours of f0 for SNR-5.
posal of Auto-associative initialization performed better in terms of a more ef-
ficient training time and sse of the LSTM, and lower values of Detection Rate
of Voiced/Unvoiced frames and Voice Decision Error in comparison with the
traditional random initialization.
The main assumption for applying the initialization was that Auto-associative
network provides a better approximation for the regression performed from the
noisy speech to clean parameters in the LSTM, with the exception of the lower
SNR value.
Future work will include the application of this proposal for the enhancing
of all parameters of the speech signal, so the benefits can be also tested in
terms of other objective and subjective measurements for the enhancement of
noisy speech signals. Also, the combination of signal processing-based denoising
algorithms with LSTM networks should benefit the whole process of speech
enhancing and f0 detection.
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