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1. Introduction
Recently, fractional differential equations have been investigated extensively. Themotivation for thoseworks arises from
both the development of the theory of fractional calculus itself and the applications of such constructions in various areas
of science such as physics, chemistry, aerodynamics, electrodynamics of complex media, polymer rheology, and so on. For
examples and details, see [1–4] and the references therein.
The theory of functional differential equations has emerged as an important branch of nonlinear analysis. It is worth
mentioning that several important problemsof the theory of ordinary anddelay differential equations led to investigations of
functional differential equations of various types; see the books of Hale andVerduyn Lunel [5] andWu [6], and the references
therein. Many research papers have appeared recently concerning functional differential equations of fractional order; see,
for example, Refs. [7–19]. Most of them investigated the existence of solutions bymeans of classical fixed point methods. To
our knowledge, positive solutions for functional differential equations of fractional order have not been studied extensively.
There are only relatively scarce results [20–22] on the existence of positive solutions for fractional functional differential
equations. Very recently, using the Krasnoselskii fixed point theorem, Li et al. [20] studied the existence of positive solutions
to the boundary value problemDαu(t)+ a(t)f (ut) = 0, t ∈ (0, 1), 1 < α ≤ 2,
au(t)+ bu′(t) = ξ(t), t ∈ [−τ , 0],
cu(t)+ du′(t) = η(t), t ∈ [1, 1+ β],
where Dα is the Caputo fractional derivative of order α, f and a are nonnegative functions and a(t) has singularity at t = 0
and t = 1.
As far as we know, there are no papers discussing the following boundary value problem (BVP for short):Dαx(t)+ f (t, x(t − τ)) = 0, t ∈ (0, 1) \ {τ },
x(t) = η(t), t ∈ [−τ , 0],
x(1) = 0,
(1.1)
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where 1 < α ≤ 2, Dα is the Riemann–Liouville fractional derivative, 0 < τ < 1, η(t) ∈ C([−τ , 0]), η(t) > 0 for t ∈
[−τ , 0) and η(0) = 0. f (t, x) ∈ C((0, 1)× R+,R) is continuous, may be singular at t = 0, t = 1 and x = 0, and may take
negative values, where R+ = (0,+∞). In the present work, we consider the existence of positive solutions for BVP (1.1).
Our approach is based on the Krasnoselskii fixed point theorem. The techniques used in this paper are totally different from
those used in [20] owing to the need for solving the difficulties caused by the sign-changing nonlinearity and the singularity
of f , especially at x = 0.
It is worth mentioning that for the case τ = 0, problem (1.1) is related to the following two-point boundary value
problem for an ordinary differential equation of fractional order:
Dαx(t)+ f (t, x(t)) = 0, t ∈ (0, 1),
x(0) = x(1) = 0. (1.2)
The existence of positive solutions for BVP (1.2) has been studied in [23] by using the Leray–Schauder nonlinear alternative
and a fixed point theorem on cones, where f is singular at x = 0.
The rest of this paper is organized as follows. In Section 2, we give some notation and recall some preparation results. In
Section 3, the existence results for positive solutions for BVP (1.1) are presented. Examples are given in the last section to
demonstrate applications of our main results.
2. Preliminaries
For the convenience of readers, we first present useful definitions of the Riemann–Liouville fractional integral and
derivative.
Definition 2.1. The Riemann–Liouville fractional integral of order δ > 0 of a function f is defined by
Iδa+ f (t) =
1
Γ (δ)
 t
a
(t − s)δ−1f (s)ds, t > a,
provided that the right-hand side is defined pointwise.
Definition 2.2. The Riemann–Liouville fractional derivative of order δ > 0 of a function f is defined by
Dδa+ f (t) =

d
dt
n
In−δa+ f (t) =
1
Γ (n− δ)

d
dt
n  t
a
(t − s)n−δ−1f (s)ds, t > a,
where n is the smallest integer greater than or equal to δ, provided that the right-hand side is defined pointwise. In particular,
for δ = n, Dna+ f (t) = f (n)(t).
More details on fractional calculus and related properties can be found in [1–4].
The following lemmas and the Krasnoselskii fixed point theorem are useful for our discussion.
Lemma 2.1 ([24]). Given y ∈ C(0, 1) ∩ L(0, 1) and 1 < α ≤ 2, the unique solution of
Dαx(t)+ y(t) = 0, t ∈ (0, 1),
x(0) = x(1) = 0, (2.1)
is
x(t) =
 1
0
G(t, s)y(s)ds,
where
G(t, s) =

[t(1− s)]α−1 − (t − s)α−1
Γ (α)
, s ≤ t,
[t(1− s)]α−1
Γ (α)
, t ≤ s,
is called the Green function of boundary value problem (2.1).
Lemma 2.2 ([24]). The Green function defined by Lemma 2.1 has the following property:
α − 1
Γ (α)
tα−1(1− t)s(1− s)α−1 ≤ G(t, s) ≤ 1
Γ (α)
tα−1(1− t)(1− s)α−2 for t, s ∈ (0, 1). (2.2)
Lemma 2.3 ([24]). The function G∗(t, s) := t2−αG(t, s) has the following property:
α − 1
Γ (α)
t(1− t)s(1− s)α−1 ≤ G∗(t, s) ≤ 1
Γ (α)
s(1− s)α−1 for t, s ∈ [0, 1]. (2.3)
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Lemma 2.4 ([25,26]). Let X be a Banach space and K be a cone in X. Suppose that Ω1 and Ω2 are open subsets of X such that
0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 and T : K ∩ (Ω2 \Ω1)→ K is a completely continuous operator such that either
(i) ∥Tu∥ ≤ ∥u∥ for u ∈ ∂Ω1 and ∥Tu∥ ≥ ∥u∥ for u ∈ ∂Ω2 or
(ii) ∥Tu∥ ≥ ∥u∥ for u ∈ ∂Ω1 and ∥Tu∥ ≤ ∥u∥ for u ∈ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \Ω1).
3. The main results
First, we give the definition of positive solutions of BVP (1.1).
Definition 3.1. A function x is called a positive solution of BVP (1.1) if x(t) is nonnegative on [−τ , 1], x(t) > 0 for
t ∈ [−τ , 0) ∪ (0, 1) and it satisfies (1.1).
For the first existence result for BVP (1.1) we need the following assumptions.
(H1) There exists a nonnegative function ρ ∈ C(0, 1) ∩ L(0, 1) such that
ϕ2(t)h2(x) ≤ f (t, ν(t)x)+ ρ(t) ≤ ϕ1(t)(g(x)+ h1(x))
for all (t, x) ∈ (0, 1) × R+, where ϕ1, ϕ2 ∈ L(0, 1) are nonnegative for t ∈ (0, 1), h1, h2 ∈ C(R+0 ,R+0 ) are nondecreasing,
g ∈ C(R+,R+0 ) is nonincreasing, R+0 = [0,+∞) and
ν(t) =

1, 0 < t ≤ τ ,
(t − τ)α−2, τ < t < 1.
(H2)
0 <
 τ
0
s(1− s)α−1ϕ1(s)g(η(s− τ))ds < +∞,
and there exists a constant k > 0 such that 1
τ
s(1− s)α−1ϕ1(s)g

k
2
(α − 1)(s− τ)(1− s+ τ)

ds < +∞.
(H3) There exists a subinterval [β, γ ] ⊂ (τ , 1) and a constant r1 ≥ max{k, 2c} such that
ξ
Γ (α − 1)h2

(α − 1)ηr1
2
 γ
β
s(1− s)α−1ϕ2(s)ds ≥ r1,
where c = 1
Γ (α)(α−1)
 1
0 (1− s)α−2ρ(s)ds < +∞, ξ = mint∈[β,γ ] t(1− t) and η = mint∈[β,γ ](t − τ)(1− t + τ).
Define the space.
X = {x(t) : x ∈ C([−τ , 1],R), x(t) = 0 for t ∈ [−τ , 0], x(1) = 0}
with the norm ∥x∥ = supt∈[−τ ,1] |x(t)| = supt∈ [0,1] |x(t)|; then X is a Banach space (see [27]). Define the cone
P = {x ∈ X : x(t) ≥ 0 for t ∈ [−τ , 1]}.
Define
η(t) =

η(t), t ∈ [−τ , 0],
0, t ∈ [0, 1], ω(t) =

0, t ∈ [−τ , 0], 1
0
G(t, s)ρ(s)ds, t ∈ [0, 1],
and
x∗(t) = max{x(t)+ η(t)− ω(t), 0} =

η(t), t ∈ [−τ , 0],
max{x(t)− ω(t), 0}, t ∈ (0, 1], for any x ∈ P.
Remark 3.1. We can derive from Lemma 2.1 that the restriction ω| [0,1] of ω on [0, 1] is exactly the solution of
Dαx(t)+ ρ(t) = 0, t ∈ (0, 1),
x(0) = x(1) = 0.
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Consider the operator
Tx(t) =

0, t ∈ [−τ , 0], 1
0
G(t, s)[f (s, x∗(s− τ))+ ρ(s)]ds, t ∈ (0, 1]. (3.1)
Set
y(t) =

0, t ∈ [−τ , 0],
t2−αx(t), t ∈ (0, 1], for any x ∈ P,
and
y∗(t) =

η(t), t ∈ [−τ , 0],
max{tα−2y(t)− ω(t), 0}, t ∈ (0, 1].
Then (3.1) is equivalent to
Ty(t) =

0, t ∈ [−τ , 0], 1
0
G∗(t, s)[f (s, y∗(s− τ))+ ρ(s)]ds, t ∈ (0, 1]. (3.2)
Remark 3.2. Obviously, ify is a fixed point of operator T in (3.2), then
x(t) = 0, t ∈ [−τ , 0],tα−2y(t), t ∈ (0, 1],
is a fixed point of operator T defined by (3.1). Lemma 2.1 implies thatDαx(t)+ f (t,x∗(t − τ))+ ρ(t) = 0, t ∈ (0, 1) \ {τ },x(t) = 0, t ∈ [−τ , 0],x(1) = 0.
Thus, ifx(t − τ)+ η(t − τ)− ω(t − τ) ≥ 0 for t ∈ [0, 1], (3.3)
thenx∗(t − τ) =x(t − τ)+ η(t − τ)−ω(t − τ), and let x(t) =x(t)+ η(t)−ω(t); using Remark 3.1 one can verify easily
that the function x satisfies BVP (1.1). As a result, in what follows we will concentrate our study on finding the fixed points
of operator T defined by (3.2).
Define the cone
K = {y ∈ P : y(t) ≥ (α − 1)t(1− t)∥y∥ for t ∈ [0, 1]}.
Let
Ω1 = {y ∈ K : ∥y∥ < r1} and Ω2 = {y ∈ K : ∥y∥ < r2} for any r2 > r1 ≥ max{k, 2c},
where k is the constant in condition (H2) and c is in condition (H3). Then, we can prove the following property of
operator T .
Lemma 3.1. Assume that conditions (H1) and (H2) are valid. Then operator T : K ∩ (Ω2 \Ω1)→ K is completely continuous.
Proof. First we show that operator T is well defined on K ∩ (Ω2 \Ω1). For y ∈ K ∩ (Ω2 \Ω1), we know that r1 ≤ ∥y∥ ≤ r2
and
y(t) ≥ (α − 1)t(1− t)∥y∥ ≥ (α − 1)t(1− t)r1 for t ∈ [0, 1],
and on the other hand, for t ∈ [0, 1]we can obtain by (2.2)
t2−αω(t) = t2−α
 1
0
G(t, s)ρ(s)ds ≤ 1
Γ (α)
t(1− t)
 1
0
(1− s)α−2ρ(s)ds = (α − 1)t(1− t)c,
and thus,
y(t)− t2−αω(t) ≥ (α − 1)t(1− t)(r1 − c) ≥ r12 (α − 1)t(1− t), t ∈ [0, 1], (3.4)
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and this together with (2.3) and conditions (H1) and (H2) shows that
Ty(t) =
 τ
0
G∗(t, s)[f (s, η(s− τ))+ ρ(s)]ds+
 1
τ
G∗(t, s)[f (s, (s− τ)α−2y(s− τ)− ω(s− τ))+ ρ(s)]ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g
 r1
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(y(s− τ)− (s− τ)2−αω(s− τ))

ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g
 r1
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(y(s− τ))

ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(r2)

ds
< +∞. (3.5)
Therefore, operator T is well defined.
T is from K ∩ (Ω2 \Ω1) to K . In fact, for y ∈ K ∩ (Ω2 \Ω1), by (2.3) we have
∥Ty∥ ≤ 1
Γ (α)
 1
0
s(1− s)α−1[f (s, y∗(s− τ))+ ρ(s)]ds
and
Ty(t) ≥ α − 1
Γ (α)
t(1− t)
 1
0
s(1− s)α−1[f (s, y∗(s− τ))+ ρ(s)]ds ≥ (α − 1)t(1− t)∥Ty∥
for t ∈ [0, 1]. Therefore, T : K ∩ (Ω2 \Ω1)→ K .
Next we show that T : K ∩ (Ω2 \Ω1)→ K is continuous and compact. Let yn, y ∈ K ∩ (Ω2 \Ω1) such that ∥yn−y∥ → 0
as n → +∞. Obviously, r1 ≤ ∥yn∥ ≤ r2, r1 ≤ ∥y∥ ≤ r2. Like for (3.4), we know that yn(t)− t2−αω(t) ≥ r12 (α − 1)t(1− t)
and y(t)− t2−αω(t) ≥ r12 (α − 1)t(1− t) for t ∈ [0, 1], and in accordance with conditions (H1) and (H2)we get
|Tyn(t)− Ty(t)| =
 1
τ
G∗(t, s)[f (s, (s− τ)α−2yn(s− τ)− ω(s− τ))+ ρ(s)
− f (s, (s− τ)α−2y(s− τ)− ω(s− τ))− ρ(s)]ds

≤ 1
Γ (α)
 1
τ
s(1− s)α−1|f (s, (s− τ)α−2yn(s− τ)− ω(s− τ))+ ρ(s)
− f (s, (s− τ)α−2y(s− τ)− ω(s− τ))− ρ(s)|ds
≤ 2
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(r2)

ds
< +∞.
The continuity of f together with the Lebesgue dominated convergence theorem guarantees that ∥Tyn − Ty∥ → 0 as
n →+∞. Hence, T : K ∩ (Ω2 \Ω1)→ K is continuous.
Further, (3.5) indicates that T is uniformly bounded.
Finally, we show that T is equicontinuous. Since G∗ is uniformly continuous on (t, s) ∈ [0, 1] × [0, 1], for any ε > 0,
there exists η > 0, and when t1, t2 ∈ [0, 1] and |t1 − t2| < η, we have
|G∗(t1, s)− G∗(t2, s)| < ε2
 τ
0
ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+
 1
τ
ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(r2)

ds
−1
,
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which is well defined by condition (H2). Thus, for any y ∈ K ∩ (Ω2 \Ω1), we can obtain
|Ty(t1)− Ty(t2)| ≤
 τ
0
|G∗(t1, s)− G∗(t2, s)|ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+
 1
τ
|G∗(t1, s)− G∗(t2, s)|ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(r2)

ds
<
ε
2
+ ε
2
= ε.
Evidently, T also is equicontinuous on [−τ , 0]. Consequently, bymeans of the Arzela–Ascoli Theorem, T : K∩(Ω2\Ω1)→ K
is completely continuous, which completes the proof. 
Now we are in the position to give the first result of this work.
Theorem 3.1. Assume that conditions (H1)–(H3) hold. Suppose further that
lim
y→+∞
h1(y)
y
= 0. (3.6)
Then BVP (1.1) has at least one positive solution.
Proof. Let ε > 0 be such that ε
 1
τ
s(1− s)α−1ϕ1(s)ds < Γ (α); then (3.6) yields that there existsM > 0 such that
h1(y) ≤ εy as y > M. (3.7)
Choose
r2 ≥ max τ
0 s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds+
 1
τ
s(1− s)α−1ϕ1(s)g
 k
2 (α − 1)(s− τ)(1− s+ τ)

ds
Γ (α)− ε  1
τ
s(1− s)α−1ϕ1(s)ds
,M + 1, r1 + 1

;
then for y ∈ ∂Ω2, as in the case of (3.4), we have
y(t)− t2−αω(t) ≥ (α − 1)t(1− t)(r2 − c) ≥ r22 (α − 1)t(1− t), t ∈ [0, 1]. (3.8)
Therefore, from (2.3), (3.7), (3.8) and condition (H1)we can arrive at
Ty(t) ≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g
 r2
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(y(s− τ))

ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(r2)

ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ εr2

ds
≤ r2,
and hence, ∥Ty∥ ≤ ∥y∥ for y ∈ ∂Ω2.
For y ∈ ∂Ω1, like for (3.4), we get
y(t)− t2−αω(t) ≥ r1
2
(α − 1)t(1− t), t ∈ [0, 1], (3.9)
and then, we can deduce from (2.3), (3.9) and condition (H3) that
∥Ty∥ ≥
 γ
β
min
t∈[β,γ ]G
∗(t, s)[f (s, (s− τ)α−2y(s− τ)− ω(s− τ))+ ρ(s)]ds
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≥
 γ
β
min
t∈[β,γ ]G
∗(t, s)ϕ2(s)h2
 r1
2
(α − 1)(s− τ)(1− s+ τ)

ds
≥ ξ
Γ (α − 1)h2

(α − 1)ηr1
2
 γ
β
s(1− s)α−1ϕ2(s)ds
≥ r1,
that is, ∥Ty∥ ≥ ∥y∥ for y ∈ ∂Ω1.
Consequently, Lemma 2.4 together with Lemma 3.1 asserts that operator T defined by (3.2) has a fixed pointy ∈
K ∩ (Ω2 \Ω1). In view of
tα−2y(t)− ω(t) = tα−2(y(t)− t2−αω(t)) ≥ r1
2
(α − 1)tα−1(1− t) > 0, t ∈ (0, 1), (3.10)
it is easy to see that (3.3) is satisfied; thus, Remark 3.2 and (3.10) ensure that BVP (1.1) has a positive solution and our
conclusion follows. 
In order to present another result of this work, we give the following conditions:
(H4) There exists a subinterval [a, b] ⊂ (τ , 1) such that
 b
a s(1− s)α−1ϕ2(s)ds > 0.
(H5) There exists R1 ≥ max{k, 2c} such that
Γ (α)R1
l+  1
τ
s(1− s)α−1ϕ1(s)

g
 k
2 (α − 1)(s− τ)(1− s+ τ)
+ h1(R1) ds ≥ 1,
where k is in (H2), c is in (H3), and
l :=
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds.
Theorem 3.2. Assume that conditions (H1), (H2), (H4) and (H5) hold. Suppose further that
lim
y→+∞
h2(y)
y
= +∞. (3.11)
Then BVP (1.1) has at least one positive solution.
Proof. Define
A := min
t∈[a,b](t − τ)(1− t + τ) and B := mint∈[a,b] t(1− t).
Choose
M∗ ≥ 2Γ (α)
AB(α − 1)2  ba s(1− s)α−1ϕ2(s)ds .
M∗ is well defined by condition (H4). Then it follows from (3.11) that there existsM > 0 such that
h2(y) ≥ M∗y as y > M. (3.12)
Choose
R2 ≥ max

R1 + 1, 2M
(α − 1)A + 1

.
LetΩ2 = {y ∈ K : ∥y∥ < R2}; then for y ∈ ∂Ω2, as for (3.4), we have
y(t)− t2−αω(t) ≥ (α − 1)t(1− t)(R2 − c) ≥ R22 (α − 1)t(1− t), t ∈ [0, 1]. (3.13)
As a result, from (2.3), (3.12), (3.13) and condition (H1)we obtain
∥Ty∥ ≥
 b
a
min
t∈[a,b]G
∗(t, s)[f (s, (s− τ)α−2y(s− τ)− ω(s− τ))+ ρ(s)]ds
≥
 b
a
min
t∈[a,b]G
∗(t, s)ϕ2(s)h2

R2
2
(α − 1)(s− τ)(1− s+ τ)

ds
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≥
 b
a
min
t∈[a,b]G
∗(t, s)ϕ2(s)h2

R2
2
(α − 1)A

ds
≥ M∗ R2
2
(α − 1)A
 b
a
min
t∈[a,b]G
∗(t, s)ϕ2(s)ds
≥ M∗ R2
2
(α − 1)2
Γ (α)
AB
 b
a
s(1− s)α−1ϕ2(s)ds
≥ R2.
On the other hand, letΩ1 = {y ∈ K : ∥y∥ < R1}; then for y ∈ ∂Ω1, we get
y(t)− t2−αω(t) ≥ R1
2
(α − 1)t(1− t), t ∈ [0, 1],
and in accordance with condition (H5)we have
Ty(t) ≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

R1
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(y(s− τ))

ds
≤ 1
Γ (α)
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
+ 1
Γ (α)
 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(R1)

ds
≤ R1.
Lemma 3.1 yields that T : K ∩ (Ω2 \Ω1)→ K is completely continuous. Therefore, T has a fixed point in K ∩ (Ω2 \Ω1) by
Lemma 2.4. Arguments similar to those at the end of the proof of Theorem 3.1 show that BVP (1.1) has a positive solution.
The proof is finished. 
Observing that condition (H4) can be derived from condition (H3) and according to Lemma 3.1, Theorems 3.1 and 3.2,
we can obtain the following result.
Corollary 3.1. Assume that conditions (H1)–(H3) and (H5) are satisfied and R1 ≠ r1. Then BVP (1.1) has a positive solution.
Proof. LetΩ1 = {y ∈ K : ∥y∥ < min{R1, r1}} andΩ2 = {y ∈ K : ∥y∥ < max{R1, r1}}. The rest of the proof of this corollary
is easy and thus, we omit it here. 
4. Examples
Example 4.1. Consider the boundary value problem
D
3
2 x(t)+ f

t, x

t − 1
4

= 0, t ∈ (0, 1), t ≠ 1
4
,
x(t) = −t, t ∈

−1
4
, 0

,
x(1) = 0,
(4.1)
where
f (t, x) = 1√
1− t (x
−a + xb)− 1
λ
√
t
, 0 < a, b < 1, a+ b
2
< 1,
and λ > 0 is an appropriate constant which will be determined later.
For (t, x) ∈ (0, 14 ] × R+,
1√
1− t x
b ≤ f (t, x)+ 1
λ
√
t
≤ 1√
1− t (x
−a + xb).
For (t, x) ∈ ( 14 , 1)× R+,
f

t,

t − 1
4
− 12
x

+ 1
λ
√
t
= 1√
1− t

t − 1
4
 a
2
x−a +

t − 1
4
− b2
xb

≤ 1√
1− t

t − 1
4
− b2
(x−a + xb),
X. Su / Computers and Mathematics with Applications 64 (2012) 3425–3435 3433
and
f

t,

t − 1
4
− 12
x

+ 1
λ
√
t
≥ 1√
1− t

t − 1
4
− b2
xb ≥ 1√
1− t x
b.
Set ρ(t) = 1
λ
√
t
, h1(x) = h2(x) = xb, g(x) = x−a, ϕ2(t) = 1√1−t and
ϕ1(t) =

1√
1− t , t ∈

0,
1
4

,
1√
1− t

t − 1
4
− b2
, t ∈

1
4
, 1

.
Condition (3.6) is satisfied, obviously.
Since
 1
0 ϕ2(t)dt = 2 and 1
0
ϕ1(t)dt =
 1
4
0
1√
1− t dt +
 1
1
4
1√
1− t

t − 1
4
− b2
dt
= 2−√3+

3
4
 1−b
2
 1
0
t−
b
2 (1− t)− 12 dt = 2−√3+

3
4
 1−b
2
B

1− b
2
,
1
2

,
where B is the beta-function, then condition (H1) is satisfied.
Noticing that 1
4
0
s(1− s)α−1ϕ1(s)g(η(s− τ))ds =
 1
4
0
s

1
4
− s
−a
ds =

1
4
2−a  1
0
s(1− s)−ads
=

1
4
2−a
B(2, 1− a),
and for any k > 0, 1
τ
s(1− s)α−1ϕ1(s)g

k
2
(α − 1)(s− τ)(1− s+ τ)

ds
=
 1
1
4
s

s− 1
4
− b2  k
4
−a 
s− 1
4
−a 5
4
− s
−a
ds ≤

k
4
−a  1
1
4

s− 1
4
−a− b2 5
4
− s
−a
ds
=

k
4
−a  3
4
0
s−a−
b
2 (1− s)−ads ≤

k
4
−a
B

1− a− b
2
, 1− a

,
we obtain that condition (H2) is valid.
In the following we verify condition (H3). With the aid of simple computation we get c = 4
√
π
λ
. Choose β = 12 , γ = 34 ;
then ξ = η = 316 and
ξ
Γ (α − 1)h2

(α − 1)ηr1
2
 γ
β
s(1− s)α−1ϕ2(s)ds = 316√π

3r1
64
b  3
4
1
2
sds =

3
64
b+1 5
8
√
π
rb1 .
Thus, we take λ ≥ 8
√
π
[( 364 )b+1 58√π ]
1
1−b
in (4.1); then condition (H3) is satisfied with
8
√
π
λ
≤ r1 ≤

3
64
b+1 5
8
√
π
 1
1−b
.
Consequently, Theorem 3.1 guarantees that (4.1) has at least one positive solution.
Example 4.2. In problem (4.1), we take
f (t, x) = 1
µ
√
1− t (x
−a + xb)− 1√
t
, 0 < a < 1 < b < 2, a+ b
2
< 1,
where µ > 0 is an appropriate constant which will be determined later.
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It is easy to see from Example 4.1 that conditions (H1) and (H2) are satisfied with ρ(t) = 1√t , h1(x) = h2(x) = xb,
g(x) = x−a, ϕ2(t) = 1µ√1−t and
ϕ1(t) =

1
µ
√
1− t , t ∈

0,
1
4

,
1
µ
√
1− t

t − 1
4
− b2
, t ∈

1
4
, 1

.
Further, (3.11) and condition (H4) are obviously valid. We only need to verify condition (H5).
Note that c = 4√π and
l =
 τ
0
s(1− s)α−1ϕ1(s)[g(η(s− τ))+ h1(η(s− τ))]ds
= 1
µ
 1
4
0
s

1
4
− s
−a
ds+ 1
µ
 1
4
0
s

1
4
− s
b
ds
= 1
µ

1
4
2−a
B(2, 1− a)+ 1
µ

1
4
2+b  1
0
s(1− s)bds
= 1
µ

1
4
2−a
B(2, 1− a)+ 1
µ

1
4
2+b
B(2, 1+ b),
and for any k > 0, 1
τ
s(1− s)α−1ϕ1(s)

g

k
2
(α − 1)(s− τ)(1− s+ τ)

+ h1(R1)

ds
= 1
µ
 1
1
4
s

s− 1
4
− b2  k
4
−a 
s− 1
4
−a 5
4
− s
−a
ds+ 1
µ
 1
1
4
s

s− 1
4
− b2
Rb1ds
≤ 1
µ

k
4
−a
B

1− a− b
2
, 1− a

+ 1
µ
Rb1
 1
1
4

s− 1
4
− b2
ds
= 1
µ

k
4
−a
B

1− a− b
2
, 1− a

+ 1
µ
2
2− b

3
4
1− b2
Rb1.
Define ι := l+ 1
µ
( k4 )
−aB(1−a− b2 , 1−a) and κ := 1µ 22−b ( 34 )1−
b
2 . Fix k ∈ (0, 8√π), which is feasible because of our previous
verification of condition (H2) for any k > 0. As a result, if
max

8
√
π,
2ι
Γ (α)

≤ R1 ≤

Γ (α)
2κ
 1
b−1
, (4.2)
where Γ (α) = Γ ( 32 ) =
√
π
2 , then R1 ≥ max{k, 2c}, ι ≤ Γ (α)R12 , κRb1 ≤ Γ (α)R12 and it is easy to deduce that condition (H5) is
satisfied. Now we are in the position to prove (4.2). In problem (4.1), we choose
µ ≥ max
 4Γ (α)(2− b) (8√π)b−1

3
4
1− b2
,
2
 1
4
2−a
B(2, 1− a)+  14 2+b B(2, 1+ b)+  k4 −a B 1− a− b2 , 1− a
kΓ (α)
 ,
and then we have 2ι
Γ (α)
≤ k < 8√π ≤ (Γ (α)2κ )
1
b−1 . Hence, there exists a constant R1 satisfying (4.2).
Therefore, all the conditions of Theorem 3.2 are satisfied and problem (4.1) has a positive solution by Theorem 3.2.
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