Abstract
Introduction
With advances in medicine and patient care, as well as in radiology, clinical diagnosis is generally supported by several different imaging modalities. The choice of one modality over the other is governed by the information needed and the region of the body being studied. Typically volumetric modalities involving x-ray methods such as computer tomography (CT) and non-radiation methods such as nuclear magnetic resonance imaging (MRI) and ultrasound (US) provide good structural/anatomic data, while volumetric modalities involving radionuclides such as single photon emission tomography (SPECT) and positron emission tomography (PET) provide functional data. All of these modalities are used extensively in oncologic diagnosis and management. The integration of information obtained from both structural and functional scans is facilitated when some form of image fusion/registration [Brown, 1992] is used. Although image registration between struc-tural volumes is more commonplace, particularly in the brain, the fusion of structural and functional data sets, particularly in the thorax, abdomen, and pelvis has been less extensively studied. [Vanden Elsen, 1993; Maintz, 1995] However, attempts at image fusion in these areas of the body have been described, as well as the several problems which have been encoun-tered. [Kaplan, 1988; Kramer, 1988; Wahl, 1994] Difficulties arise due to the fluidity of organ systems in other parts of the anatomy as compared to those encountered in the brain. It is therefore more difficult to determine the exact level at which radionuclidic uptake, for example, may be occurring. This in turn raises questions as to whether this uptake is in an abnormal location/structure or in a normal structure such as in a vessel. On the other hand abnormal structures seen on the CT/MRI/US scans of suspected or confirmed cancer patients may not be indicative of primary or recurrent cancer. It is for this reason that image registration is considered beneficial information for surgeons and radiation therapists. Use of this technique for radiation treatment planning for primary brain tumors has already been described. [Schad, 1987] One of the greatest benefits of image registration is its utilization with oncology patients who need accurate staging, surgical planning and/or radiation therapy. Previously, we described our experience with a commercial registration system contrasted with two other methods for abdominal image registration in cancer patients.
[1998] Now we introduce a program that combines the speed, accuracy, and user friendliness of the same two programs described previously applied to registering a different set of 3D abdominal volumetric data.
Image registration
Registration algorithms generally either require identification of corresponding points, lines, and/or surfaces in the two volumes to be fused, or use volume techniques based on voxel intensities, or on statistical methods using information derived from voxel intensities. When both volumes display corresponding structures which are not involved in the pathology, then corresponding identifiable points, lines, or surfaces on the these structures may be utilized. [Meyer, 1995] It is clear from the literature that different methods of image registration have very different areas of applicability. [Meyer, 1996/7] For registra-tion, even in the brain, it is often desirable to use an algorithm which is capable of image deformation. There are two major categories of such algorithms, those derived from thin plate splines (TPS) where control points must be picked and those derived from identification of homologous points, lines, or planes, known in general as landmarks, in the two volumes to be registered. Both these methods share a common set of advantages/disadvantages:
• the user must pick the landmarks/control points • a sufficient number of points must be picked so as to minimize the effect of badly picked landmarks, or to ensure that the TPS warping is fine enough [Rueckert, 1999] • the transformation, once control points or landmarks are picked, proceeds automatically without further user interaction • no segmentation of the data volumes is necessary • applicable even when the volume data has pieces missing [Meyer, 1996/7] • works across modalities • choice of an individual landmark or initialization point is not so important
• both can be a local and a global transformation, so that for example the shape of the abdomen can be maintained or changed as necessary, while at the same time a kidney or the liver could be locally deformed in a different manner When using landmark methods, the relative distance between the landmark positions in one image and those in the second image can be used in the registration algorithm. Landmarks can be defined geometrically, i.e., using the relations between lines, planes, and angles, to locate corresponding points in the two different objects, [Meyer, 1995] or topologically, i.e., using only the connections between objects to identify them. [Ende, 1992] Ideally, one would like to determine the landmarks automatically, but it is most common to determine them manually or to use a mix of methods in which an operator, after examining the automatically chosen landmarks, is able to adjust them. [Likar, 1999] In our previous studies, Birnbaum, 1991; Katyal, 1995] which included validation of the warping technique, slice data were fused using methods incorporated in an image display and processing toolkit known collectively as qsh. [Noz, 1988] We have extended qsh by incorporating 3D registration methods using standard visualization tools. For this purpose we chose to incorporate modules from IBM's Visualization Data Explorer (DX) [Farrell, 1997] which provides an outstandingly rich data model. While we have not solved all the possible problems, we have shown that a warping algorithm based on the information obtained from anatomically corresponding point pairs can overcome many of the difficulties encountered in registering images which are not well matched initially. 
Material and Methods
For this study we used a cohort of 11 patients who underwent both routine diagnostic CT and In-111 radiolabeled mono-clonal antibody SPECT studies. Ten SPECT scans were acquired on a three-headed gamma camera, while the last was acquired on a two-headed gamma camera (Trionix Research Laboratories Inc.). These instruments produce an image which has a cubic voxel 3.56 mm (for the three-headed scan) and 5.28 mm (for the two headed scan) on each side. The scans were acquired into a matrix size of 128x128x2 bytes. In each case, a total of 120 projection slices were reconstructed into 60 to 70 image slices covering the field of view. Ten CT scans were performed on one of two scanners (GE HighLight Advantage or GE High Speed, both from General Electric Medical Systems, Milwaukee, WI) and one on a PQ5000 (Picker International Inc., Cleveland, Ohio). Oral and/or a bolus injection of contrast medium (Conray 43 from Mallinkrodt, St. Louis, MO) fol-lowed by intravenous infusion, were administered. Between thirty and fifty transaxial sections were each acquired into a 512x512x2 byte matrix. Eight volume sets had a slice thickness (z) of 10 mm, two of 7 mm and one of 5 mm. The (x-y) pixel size varied between 0.75 to 0.65 mm. Images were transferred Figure 1 : Using method one, a coronal SPECT slice is displayed on the left with isolines around the liver and spleen. A coronal CT slice containing approximately the same anatomic structures is shown on the right. Isolines from the SPECT slice are superimposed on the CT slice, and, as the affine transformation progresses the isolines superimposed on the CT slice change accordingly thus demonstrating the degree of the match.
by our hospital ethernet (TCP/IP) network to a common com-puter system (HP 9000/C180V48, Hewlett Packard Company, Palo Alto, CA) and converted to a common, standard image format (Interfile [Reddy, 1993] ). Appropriate software modules were written so that this format could be utilized by all three of the fusion methods. The three registration methods to be evaluated were: 1) a 3D method involving only affine transforma-tion; 2) a 3D non-affine (warping) method; and 3) a mixed 3D-2D nonaffine (warping) method.
The first method was developed based on IBM's Visualization Data Explorer (DX), which is a software suite which pro-vides an object-oriented, graphical programming interface. The DX data model is discipline-independent (i.e., it can be used for any visualization application including medicine), self-describing, and supports regular and irregular grids with node and connectiondependent data. DX uses a data-flow driven clientserver execution model. The method is interactive and uses the native (Motif) interface and IBM's data-flow environment. In the first step, representative isosurfaces of the body region containing the organs and tissues of interest are generated from the anatomical images and saved to a file. The second step con-sists of displaying one or more of the previously chosen isosurfaces together with an interactively chosen opaque and/or transparent isosurface from the functional study. Each of these two steps involves feature identification and extraction. Addi-tionally, slices in one of the three orthogonal planes (coronal, sagittal, axial) from either or both image sets, may be overlaid on the three dimensional image. Isolines at selected levels from either study may be similarly superimposed. As an aid for accomplishing the registration, the program allows the user to display a slice pair in any one plane with superimposed iso-lines. This is shown in Figure 1 where a SPECT coronal slice at a level near the center of the liver is shown on the left and the corresponding CT coronal slice is shown on the right. The isolines outlining the liver and spleen on the SPECT slice have been superimposed on the CT slice at the end of the matching cycle, so the isolines are quite well matched.
Once suitable 3D isosurfaces have been defined the three dimensional surfaces together with the two dimensional slices are then matched visually (using affine transformations only, which preserve the original relationship of all the structures involved, i.e., the straightness of lines, parallelism, and the ratio between the lengths of two segments on a line). The two threedimensional isosurfaces to be matched, are superimposed at all times including the final match. The resulting transformed volumes are displayed as fused threedimensional isosurfaces using different colors and different degrees of transparency. In the combined 3D displays DX scales the isosurfaces appropriately while maintaining the original data values. It is possible to insert a plane from either or both volumes along a given axis or any arbitrary angle through the 3D display as well as to display isolines. Additionally, one can obtain certain quantitative measurements such as distance between features and total isosurface area and volume. The final 3D match is shown in Figure 2 . Note that the volume of the SPECT image is displayed. Figure 2 : The 3D volumes as seen after registration in method one. The SPECT liver (upper arrow) is seen in the light gray surrounded by the dark gray rib cage (lower arrow) extracted from the CT volume.
The second method, developed locally and incorporated in qsh, consists of a two step process. The 3D volumes are rendered co-planar by first performing an oblique projection. To accomplish this slices with appropriate color scales are viewed in all three directions and suitable rotation angles (in the x-z and y-z planes) are chosen by the user. After the volume to be registered has been reprojected, corresponding landmark pairs are chosen on matching axial slice sets. For the first order warping transformation, approximately 10-15 landmark pairs are chosen per slice, while 15-25 pairs are chosen for a second order warp. A 2D warping algorithm similar to that described below is applied to one slice or to each individual slice in the volume. A resampling technique is used to determine the new coordinates for each pixel in the slice to be registered. Regions of interest (ROIs) may be drawn on a warped slice and superimposed on the reference slice or vice-versus. Alternatively, the warping algorithm may be applied to the ROIs to warp them between (in either direction) the two slice sets. If one image set is transformed into the other image set, slices from the two matched image sets can be viewed overlaid in different color scales and with different degrees of transparency. This program has undergone much validation. The results obtained with qsh were used to evaluate the results from the other two methods. Figure 3 shows one of the original SPECT slices on the upper and lower left, with the matching CT slice on the upper and lower right. The match for the original ROI drawn around the liver and spleen on the CT are shown on the top. The match after 2D warping with no oblique projection is shown on the bottom. While the match is good, it is evident that the slices are not quite coplanar. The third method, also developed locally, employs a Motif based user interface from which tools contained in IBM's Visualization Data Explorer software package are invoked. DX's very complete data model is maintained so that the images can be localized within two separate volumes in three space. Arbitrarily chosen slices (with optionally superimposed isolines of the user's choosing) are presented together in all three planes (axial, coronal, and sagittal) for both the anatomic and functional image sets (six views) or as slightly larger (two) views in one userselected plane. There is also an optional simultaneous 3D display available. Figure 4 shows the initial menu from which the user may choose a number of options. In this figure, the six smaller views along with the arbitrary 3D rendering of both data volumes are displayed. Slices from the CT volume are displayed on the right and in this case, the CT is regarded as the reference volume. Slices from the SPECT volume are displayed on the left, with the SPECT being regarded as the volume to be registered. Corresponding landmarks are chosen on the concurrently viewed slices which may be moved up and down in the individual volumes to assure the best match between the corresponding physiologic points. Landmarks can be selected in multiple planes simultaneously. When a landmark is chosen, the voxel is marked and a sequential number is generated.
For this set of patient studies, anatomical landmarks were chosen in at least four different slices in the axial plane and three slices in the coronal and/or sagittal planes. In general, 7-10 landmarks were chosen for each slice. All landmarks are recorded at the respective 3D point in distance units (mm in this case). Since everything is accomplished in 3D, any oblique difference between the volumes is resolved within the transform. At present, the x, y, and z coordinates are given equal weight in the transformation, even though there is much finer resolution in the x and y directions when compared to the z direction. It is possible to weight the linear regression to compensate for this difference, but to date we have not done so. The eigenvalues of the matrix of coefficients is generated from the 3D paired landmarks by employing a weighted least squares linear regression followed by a Gauss-Jordan matrix inversion. This procedure limits the effects of mismatched landmark points and provides and easy way to generate transformation coefficients for arbitrary volume data sets. Finally, polynomial equations, formed from the eigenvalues, together with resampling determine the voxel values in the warped volume which brings it into correspondence with the reference volume, i.e., each original data point is moved to the transformed position. The transformation may be performed using only the first order terms (12 parameters in all) or using the second order terms (30 parameters in all) from the polynomial equations. In either case, the transformation is non-affine which has more degrees of freedom allowing line lengths and angles to change, straight lines to become curved and does not preserve parallelism. Once the new (warped) volume has been produced from the original, untransformed volume data set, it may be resliced and evaluated side by side (see Figure 5a ), or merged (see Figure 5b) , with the reference slices. In side-by-side mode, isolines from the warped volume as well as from the original untransformed volume may be superimposed on the reference slices (only the warped isolines are shown in Figure 5a ). In merged mode, three options are available: the images may be blended as shown in the top right (Figure 5b ) panel (and the degree of transparency may be varied, one slice (which may be from either volume) may be drawn horizontally (shown in Figure  5b middle) or vertically through the other slice and lastly a small box (Figure 5b bottom) may be moved around on the other slice. The size of the box may be varied and it may be composed of either slice.
An isosurface from the warped volume may also be displayed in 3D superimposed with either the original unwarped, the reference, or both data sets for further comparison. This may be done in large or small format. The 3D volume(s) can rotated and/or viewed from various directions. This is illustrated in Figure 6 .
Results
Image registration was successfully performed using all three programs. The differences amongst them were evaluated on the basis of the time taken with each method, ease of use, accuracy, and clinical usefulness. The second and third methods were found to be the least time consuming with each subject requiring 10-30 minutes for the registration to be complete.This includes looking at the original slices, choosing the landmarks and examining the results. The actual warping transformation takes 10-30 seconds depending on the number of voxels to be transformed. The first method, on the other hand was more demanding, and could require up to 3 hours in difficult cases. The landmark methods were very user friendly and can be used by trained individuals who have a fair knowledge of anatomy. The 3D method involving affine transformation (method one), however, required a good sense of geometry and anatomy and was more difficult and awkward to use.
In general, only visual methods are available to judge the accuracy of method one. As we can see from Figures 1 and 2, the transformed volume does not seem to match the reference as well as it does when using the other two methods. Also the first method as implemented here, only allows the superimposition of the 3D surfaces, not the individual slices (these may, however, be superimposed along with isolines on the 3D image). Although quantitative analysis is not available for method one, we have previously performed an experiment registering stereotactic brain SPECT and MRI volume data sets from nine patients. Each SPECT-MRI volume pair was registered with and without the stereotactic frames in the field of view. We found the difference between registering purely on the basis of anatomy as opposed to using the stereotactic frame as a guide to be 5.8••2.9 mm. This was comparable to the resolution of the SPECT data sets used. [Gorniak, 1997] Comparing the ROIs on the 2D slices in Figure 3 (for method two) and comparing the isolines in Figure 4 and Figure 5a (for method three) before and after warping, gives a good indication of how well the SPECT volume was brought into registration with the reference CT volume. Additionally, method three allows merging both the 2D slices ( Figure 5b ) and 3D volume sets (Figure 6 ) to visually demonstrate the degree of overlap.
The accuracy of the landmark registration methods, however, could also be judged by measuring a few simple parameters. For method two we drew an ROI around the liver and spleen in one representative slice from both the CT and the SPECT volumes. The ROI drawn on the CT was warped onto the SPECT. We then compared the distance between the geometric centers between the warped ROI and the one drawn directly on the SPECT slice. We also calculated the number of overlapping pixels and compared the percentage of overlap with respect to the largest ROI. The average center-to-center distance was 5.19 mm with range being 11.19-1.42 mm (all within 2-3 SPECT pixel values). The average overlap was 75.62% with the range from 87.15% to 43.97%. For method three we applied the polynomial equations used to generate the warped volume, to the landmarks chosen on the SPECT slices and compared the resulting locations to those associated with the landmarks chosen in the reference volume. We calculated the standard deviation of the sample Figure 5 : (Figure 5a -left side) The SPECT slices warped using method three (left) cut at the level of the CT slices (right), are shown with isolines from the SPECT image superimposed on the CT slices to demonstrate visually the degree of the match. (Figure 5b -right side) The original SPECT slices (left) with the three separate "blending" options available in method three demonstrated on the right. The top right (axial) slice demonstrates how the degree of transparency of the slices may be varied. The middle right (coronal) slice demonstrates how one slice may be drawn over the other slice (here it is shown in horizontal form; it may also be done in vertical format). The bottom right (sagittal) slice demonstrates moving a small box from one slice over the other slice.
(N-1), standard error of the mean, mean value, maximum value and minimum value of the distance difference for each voxel (x,y,z), for each pixel (x,y) and for each direction separately. The average mean distance difference was not significantly different from one voxel at the 0.05 (p< 0.05) confidence level. The results were extremely close for the all the trials. However, it should be noted that the error in the x and y and combined x,y directions are dominated by the error in the z direction. Since the slice thickness in practice is generally greater than the x,y distance, it might be desirable to weight the contribution of the z component in the linear regression. Figure 6 : The 3D SPECT volume (lower, darker grayupper right arrow) before registration using method three, with the registered SPECT volume (lighter gray -upper left arrow) demonstrating how the liver volume has been "moved" to become aligned with the CT volume (whitelower left arrow).
Discussion and Conclusions
Image registration capability has advanced and matured considerably, especially in parts of the body other than the brain. We have demonstrated successfully that functionalanatomic registration is achievable for solid abdominal organs. It is slightly more difficult in the pelvis due to the abundance of blood vessels that may mimic activity in other abnormal structures or nodes; and also because of the distensibility of pelvic organs, the lack of fixed anatomic positions of small bowel and redundant sigmoid colon, as well as the degrees of freedom of motion possible in the pelvis.In the 2D images of either landmark-based method, it is easy to identify probable lesions on the structural slices and abnormal uptake on the SPECT and compare the 2D slices after registration. For example, in Figures 3 and 5 the correspondence between low attenuation areas on CT in the left lobe of the liver and the large area of low uptake containing small areas of increased uptake on the SPECT show that antibody accumulation is low, possibly on the basis of necrosis and/or poor vascular supply. The amount of uptake in the entire lesion tells the therapists how much radiolabeled antibody can be delivered to that tumor and, therefore, the likelihood of therapeutic efficacy. Moreover, the areas of low attenuation and uniform low uptake present in the lower left lobe are suggestive of poor therapeutic outcome for these lesions.
The added advantage of method three as compared to method two is that it provides a 3D image along with the 2D slices and eliminates the need for the oblique projection step. By allowing the selection of landmarks in multiple planes, the need for the problematic oblique projection of one the volume data sets is eliminated. In addition, by choosing landmarks in the x, y, and z axis, the amount of translational and rotational error is reduced in the transformation. Registration may not be needed for every patient undergoing SPECT or CT scans. It may only be required in those cases where there is a question regarding management and treatment, for example, confirmation of metastases versus fibrosis, accurate localization of active tumor tissue for biopsy or external beam radiation therapy planning, or dosimetry for radioimmunotherapy. Our purpose in designing the 3D non-affine program (method three) described above was to provide both speed and accuracy for such clinical use. The next step would be to design a semiautomatic and finally a fully automatic method for generating the landmarks, versus the manual method that has been presented here.
