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Introduction
Medical image processing has expanded over the last decade attracting researchers with expertise from different fields such as mathematics, computer sciences, engineering, biology and medicine. The medical image processing field has become very important and its applications in clinical practice and biomedical imaging help to examine and diagnose human patients.
Brain tumours and stroke lesions are considered to be crucial cases in medical imaging as their accurate detection and segmentation have a significant influence on clinical diagnosis, predicting prognosis and treatment in addition to being beneficial for the general modelling of the brain's pathologies and its anatomical construction [1] . The detailed information collected from these images can also be used to index large databases of the archived images of brain tumors for various studies and purposes. Historical data can then help clinicians and radiologists to diagnose and treat new patients by determining the effectiveness of various medicine and procedures on previous patients with similar tumor volume and tumor area [2] .
In current clinical routine, clinicians spend an increasing part of their time diagnosing and interpreting medical images. They need to have a high level of experience to carry out manual and accurate dilineation and classification of these images if they are to be used in the final diagnosis. However, due to the large number of slices which are produced by medical scanners, the manual detecion of the tumors is considered a very cumbersome time consuming task and prone to human errors. They are evaluated either based on qualitative criteria by observing hyperintense tissue appearance or by depending on primitive quantitative measures such as the largest diameter visible from axial viewing [3, 4] .
The Iraqi Ministry of Health reported that the average annual number of registered cancerous brain tumor cases has increased significantly since 1990 due to decades of wars, sanctions and occupation [5] . This study was conducted in collaboration with the MRI Unit of the Al-Kadhimiya Teaching Hospital in Iraq which faced many problems in diagnosing and issuing diagnostic reports for the large number of inpatient and outpatient cases. Indeed, the average number of patients received daily by the MRI unit is over 110 patients for a six working days week totalling about 2640 patients scanned monthly. Therefore, developing an automated system for brain tumor detection is beneficial and desirable to reduce both human errors and workload in the MRI units in Iraq.
Typical medical imaging techniques include ultrasonography, computed tomography (CT) and magnetic resonance imaging (MRI). Among these technologies, MRI is an excellent medical imaging technique for studying the brain and it is widely used due to its ability to differentiate soft tissues with a significant spatial resolution that reached a 1×1×1 mm voxel size. It is more sensitive to local changes in tissue water since these changes reflect the physiologic alternation that can be detected and visualized by MRI. Furthermore, it is a non-invasive technology and is different from other technologies because of its ability to generate multiple images of the same tissue with different contrast visualization and different image acquisition protocols. These multiple MRI images provide additional useful anatomical information to help the clinicians study the brain pathology more 
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Ali. M. Hasan and Farid Meziane precisely. Indeed, quantitative analysis of MRI brain scans to acquire knowledge about the human brain structure has increased dramatically in recent years because of a variety of diseases that can alter the brain structure. By analyzing these alternations, it is possible to understand clearly these diseases and potentially diagnose them quickly and accurately [1, 3] .
The main objective of this study is to develop and evaluate an automated screening algorithm of MRI brain scanning images to discriminate normal and pathological patients without any clinician's interception; hence reducing clinicians' data examination and interpretation time. The remainder of the paper is organized as follows, in Section 2, we review some related work and introduce the contribution of this research. In Section 3, material and methods are described. In sections 4 and 5 we demonstrate how the features are extracted and classified. The experimental results are discussed in Section 6. Finally, the conclusions are drawn in Section 7.
Related Work
Kharrat, et al. [6] used Grey Level Co-occurrence Matrix ( GLCM) and wavelet features to recognize and classify MRI brain scanning images into normal, benign and malignant. The most relevant features were selected using genetic algorithms (GAs) and the classification was carried out using a Support Vector Machine (SVM). 97% accuracy was achieved in classifying a dataset of 83 MRI brain images. Pantelis [7] developed a medical system to classify and discriminate the normality and abnormality of MRI brain scanning images by combining three approaches for texture features; GLCM, first order statistical method and Grey Level Run Length Matrix (GLRLM) and the dimensionality of the extracted features were reduced by using the Wilcoxon non-parametric test which is a non-parametric statistical hypothesis test used when comparing two related samples. The most relevant features were retained when the P-value, a function of the observed sample results, is less than 0.001. SVM was used to classify a dataset of 67 patients and the maximum classification accuracy obtained was 93%. Lahmiri and Boukadoum [8] developed a new methodology for automatic features extraction from biomedical images using wavelet features and the Gabor filter with different frequencies and spatial orientations. The classification was performed using SVM and accuracies of 86%, 68% and 50% were achieved on MRI brain images, mammograms and retina respectively. Similarly, Sachdeva, et al. [9] proposed a multiclass brain tumor classification algorithm by using various techniques for feature extraction; Laplacian of Gaussian (LoG), GLCM, Rotation Invariant Local Binary Patterns (RILBP), Intensity-Based Features (IBF), and Directional Gabor Texture Features (DGTF). Finally these features were classified using Artificial Neural Network (ANN) after implementing Principle Component Analysis (PCA) for data reduction. An overall classification accuracy of 91% was achieved to classify a dataset of 428 MRI brain scanning images. Nabizadeh and Kubat [10] proposed a fully automated algorithm by using five effective texture-based statistical feature extraction methods; first order statistical features, GLCM, GLRLM, histogram of oriented gradient HOG and linear binary pattern (LBP). PCA was used for feature dimension reduction and 97.4% accuracy was achieved for classifying the MRI brain scans of 25 patients by using SVM. Ruppert, et al. [11] proposed an algorithm for extracting the mid-sagittal plane (MSP) by searching the plane that maximizes a bilateral symmetry measure based on extracting the edge features from MRI brain image, and then measuring the similarity using the correlation between the left and right sides of an edge image with respect to a candidate cutting plane. Jayasuriya and Liew [12] proposed an automated algorithm for detecting the MSP of the brain by exploiting the property that the longitudinal fissure in T1 weighted MRI images appears as a dark area. Nabizadeh and Kubat [10] separated the brain into two hemispheres by finding the longest diameter that represents the MSP of the brain. Since most machine learning algorithms can suffer from both and excessive number of predictors and they are designed to use the most appropriate predictors when making their decisions. The most appropriate predictors denote the most promising predictors that are used to split the given data into classes with more discriminating power. Therefore the predictor selection and dimension reduction become very popular and widely studied [13] .
The majority of the proposed approaches in the field of brain abnormalities detection and segmentation lack full automation and depend on multi-modalities of MRI data due to the variability and complexity of the location, size, shape and texture of the lesions in addition to the similarity of the intensity between brain lesions and normal tissues. We address the above-mentioned shortcomings by proposing a new algorithm that is:
1-Independent of atlas registration in order to avoid any inaccurate registration process that affects the precision measurement of the tumors' classification. 2-Fully automatic algorithm with no need for any human intervention or initialization. 3-Using only one statistical method for texture features extraction to detect the normality and abnormality of a MRI brain.
Material and Methods
The main objective of this research is to develop and evaluate an automated screening algorithm for detecting and classifying MRI brain scans into normal or abnormal within a short time. The overall flow chart of the proposed algorithm is shown in Fig.  1 . It starts with the data collection phase from the Iraqi hospital, a set of algorithms in the pre-processing stage will then be implemented and they are followed by a features extraction algorithm and classification. 
Data Collection
Data collection is an important step in this study. T2 weighted images in axial viewing of 165 patients were collected from the MRI Unit of Al-Kadhimiya Teaching Hospital in Iraq. Each patient has 32 slices with a slice resolution of (432×512 pixels). T2 weighted modality is used in this study for detecting brain tumors because most of the brain tumors appear hyperintense relative to normal brain tissue [14] . The dataset was collected using a SIEMENS MAGNETOM Avanto 1.5 Tesla scanner and PHILIPS Achieva 1.5 Tesla scanner. The provided dataset consists of tumors with different sizes, shapes, locations, orientations and types.
Image Preprocessing
The preprocessing step includes implementing three main algorithms on the slices of the MRI brain scans as preparation for the features extraction step. t includes resizing the dimensions of MRI slices, image enhancement by the Gaussian filter and MRI intensity normalizationnecessary because of intra-scan and inter-scan image intensity variations [1, 10, 15] .
Mid-Sagittal Plane Detection and Correction
MSP identification is an important initial step in brain image analysis as it provides an initial estimation of the brain's pathology assessment and tumor detection [12] . The human brain is divided into two hemispheres that have approximately bilateral symmetry around the MSP. This means that most of the structures in one side of the brain have a counterpart on the other side with similar shape and location. The two hemispheres are separated by the longitudinal fissure that represents a membrane between the left and right hemispheres [11] . The MSP extraction methods can be divided into two groups [11, 16] -Content-based methods that are based on finding a plane that maximizes a symmetry measure between both sides of the brain [11] and Shape-based methods that use the inter-hemispheric fissure as a simple landmark to extract and detect the MSP [16] .
In this study, we are interested in determining the orientation of the patient's head instead of depending on measuring the symmetry to identify the brain MSP as we are using the Principal Components Analysis (PCA) method to compute the distinctive principle axes that are orthogonal to each other. Those axes are used to characterize the patient's head by representing the spatial distribution of the mass [16] . The proposed algorithm includes five steps. The first step separates the brain from the background by using the histogram thresholding approach because the background normally has a much higher number of unavailing pixels [1] . The second step also uses the holes filling morphological operator to fill the holes that are defined as a background region of a binary image and surrounded by connected borders of foreground [17] as shown in The third step determines the orientation of the patient's head using PCA. The PCA method essentially attempts to transfer the coordinates of the original data to a new coordinates system such that the maximum variation in the data comes to lie on the first coordinate. This is known as the first principal component. The second maximum variation in the data lies on the second coordinate and so on [17] . The new coordinates of the given data are estimated by calculating the eigenvectors which point in the direction of the new dataset coordinates. The desirable coordinate that has the highest eigenvalues, passing through the maximum variation of data, represent the orientation of the patient's head [17] . The angle θ between the X-axis and X'-axis represent the degree of skewness of the patient's head during the MRI test as shown in Fig. 3 and is calculated using Equation 1.
Where, V1 and V2 are the eigenvectors which are related to the maximum eigenvalues. The fourth step is a Geometrical transformation which is widely used in computer graphic and image analysis. It includes two basic steps. First, the pixel coordinates transformation and second, the brightness interpolation [17] . In this study, it is used to rotate and correct the patient's head after the degree of wobbling is calculated in the previous step. The fifth step is the positioning of the patient's head in the centre of the MRI image because identifying the brain's abnormality depends essentially on measuring the symmetry between the two brain's hemispheres.
The MRI brain slices of each patient have the same degree of skewness; therefore the MSP detection and correction algorithm is implemented on a single slice instead of using all slices to avoid computational complexity. The preferable slice for implementing the MSP detection and correction algorithm is the slice which is located in the middle of all the slices. The MRI brain scanning image is divided evenly into two halves, each half containing one brain hemisphere. Hence after correcting and rotating the patient's head, it is easy to position the brain's MSP exactly in the middle of the MRI scanning image by shifting the patient's head either left or right. Eventually, the brain image is centralized and skewness free.
Proposed Feature Extraction Method
The choice of appropriate features depends on the particular image and application. The extracted features should be reliable i.e. the features of the same class should have similar values that are uncorrelated in order to avoid computation waste [1] , and they should be extracted in a reliable way [37, 38] . In this study, we only consider the textural features because there is no colour information or regular shapes of the tumors that could be extracted. The texture features will be extracted from MRI brain scanning images to encode clinically valuable information using the proposed modified grey level co-occurrence matrix (MGLCM) method. The texture features will also be used to measure statistically the similarity between the two separated hemispheres of the brain. A prior preprocessing algorithms that should be taken to prepare the MRI brain scanning image for texture features extraction by the proposed method is used.
MRI Brain Scanning Image Preparing
This step includes the implementation of a set of image preprocessing algorithms to prepare and make the MRI brain scanning images more appropriate for implementing the MGLCM method. The input for this step is a corrected MRI brain scanning image, and the output image includes only the patient's head with dimensions of (512×512) pixels. Initially, the MRI image is cropped from the upper margin of the image to the upper boundary of the skull. The same procedure is then used done for cropping the MRI image from the bottom margin of the image to the bottom boundary of the skull. The left and right boundaries can then be identified by measuring the distance between the upper and bottom boundaries such that, the left and right boundaries are away from the middle of the MRI image which denotes the MSP of the brain, by a half distance between the top and bottom boundaries as shown in Fig. 4 . Finally, every cropped MRI brain scan image is resized to (512×512) pixels before implementing the MGLCM method. 
Modified Grey Level Co-occurrence Matrix MGLCM Algorithm
MGLCM is a second order statistical method. It is proposed in this study to generate texture features of MRI brain scans by computing the joint frequencies of all pairwise combinations of the grey levels configuration of each pixel in the left hemisphere, which is considered as a reference pixel, with one of the nine opposite pixels in the right hemisphere according to the nine offsets θ=(45,45),(0,45),(315,45),(45,0),(0,0),(315,0),(45,315),(0,315),(315,315), and one distance d=1, as shown in Fig. 5 . Subsequently, because each pixel on the left hemisphere has nine opposite pixels on the right hemisphere, nine co-occurrence matrices are obtained for each MRI brain scanning image.
Thereafter, each co-occurrence matrix is normalized by the sum of all its elements to calculate the co-occurrence relative frequency between the grey levels of joint pixels in the brain hemispheres. The nine co-occurrence matrices are defined using Equation 2. The resultant co-occurrence matrices are approximately symmetric around the forward diagonal of the matrix for a healthy brain, and asymmetrical for pathological patients. Fig. 6 shows two examples of normal and abnormal MRI brain scanning and the corresponding co-occurrence matrix at angle (0, 0) of a normal and an abnormal brain scanning. Figure 6 : A) MRI normal brain scanning image, B) MRI abnormal brain scanning image, C) MGLCM of normal brain scanning and D) MGLCM of abnormal brain scanning. Finally, 19 co-occurrence statistics are extracted from each co-occurrence matrix using the expressions given in the Appendix representing the most common features derived from co-occurrence matrices [18, 19] . These will be used in addition to the weighted mean and weighted distance features that are proposed in this paper and explained in detail in the next paragraphs. These features were used to measure statistically the degree of symmetry between the two hemispheres of the brain because the symmetry represents the main indicator to detect pathological brains.
1-Weighted mean descriptor is proposed in this study to detect the irregularity of the MRI brain scanning image by calculating the nearest distance between the weighted mean to the diagonal of co-occurrence matrix as shown in Fig. 7 . 2-Weighted distance descriptor is also proposed in this study to detect the irregularity of the MRI brain scanning image by multiplying each coefficient in the co-occurrence matrix by the nearest distance d to the diagonal as shown in Fig. 8 . It is high with abnormal brain scanning and low with normal brain scanning and defined using Equation 6 and Equation 7.
Where, i and j are the element's coordinates of co-occurrence matrix that are located in the upper triangular of the matrix.
Where, i and j are the element's coordinates of co-occurrence matrix that are located in the lower triangular of the matrix as shown in Equation 8 .
Subsequently, there are 190 predictors that are extracted from 9 offsets for each MRI brain scanning. 
Preparing the Extracted Features for Classification
There are some preprocessing steps that should be taken to prepare the extracted features for classification as they help in improving the accuracy, efficiency and scalability of the classification process [20] . Features Transformation is the process of transforming all extracted features by normalization, into new forms that are more appropriate for the classification process to prevent features with large ranges outweighing those from smaller ones. In this study, the min-max normalization approach is used to perform a linear transformation on the extracted features whilst preserving the relationships between the original features [20] .
Relevance Analysis is the process of identifying and removing irrelevant and redundant features that do not contribute to the classification process and to reduce computational complexity by transforming high-dimensional data into a meaningful representation of the reduced dimensionality. It also contributes to improving training of the classifier to be faster, more effective and more accurate [21, 22] . A redundant feature is defined as one that it is highly correlated with one or more of the other features, provided both of them are relevant, while the irrelevant predictor can be removed without affecting the classification performance. As stated by Hall [21] , "a good feature subset is one that contains features that are highly correlated with the group and uncorrelated with each other".
In this study, stepwise analysis of variance ANOVA is used. It is a robust statistical technique used for data analysis and for detecting the level of significance of each predictor in the feature space based on calculating whether differences exist between two or more group means by analyzing the within-group and between-group variance. It predicts the significance of a predictor using F-statistic and P-values where the F-statistic is defined as the ratio of between-group variance to the within-group variance. The predictor that has the highest significant variation between classes has a high F-statistic value and a small P-value. From the ANOVA table, when the P-value for the F-statistic value is less than the critical value α, then the predictor will be significant. The critical value α is proposed and fixed by Fisher [23] . He suggested the idea of a conventional probability for accepting or rejecting the hypothesis and it was one in twenty (0.05 or 5%). Consequently, the predictor will be significant when P<0.05, very significant when P<0.01, and highly significant when P<0.001.
Classification
Classification is the process of sorting objects in an image into separated classes, and represents the final step of image processing. Three classifiers are applied and the results are compared. These classifiers are Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), and Multi-layer Perceptron Neural Network (MLP). Training samples are randomly selected. A 10-folded cross-validation is used to validate the robustness of our proposed system. Cross-validation also helps to prevent overfitting.
Experimental Results
To evaluate the proposed algorithms of this study a set of examples will be implemented using these algorithms. Fig. 9 shows the result of MSP detection and correction of the three MRI brain scanning images which are shown in different orientation in the first row. In the second row, the scans are corrected and aligned in the middle of image. The MRI image shown in Fig. 10 , is re-sampled using the Geometric Rotator system object in the MATLAB Image Processing Toolkit [24] , to rotate the patient's head with yaw angles from -10 to 10 degrees in 5 degree intervals. The proposed algorithm is evaluated by comparing our results with the proposed algorithms in [16] as shown in Table I . It is noted that there is a significant difference in the mean squared error (MSE) between both algorithms, and the performance of our algorithm outperforms those proposed in [16] .
MSP Detection and Correction Results

Classification Results
As indicated in section 4.2, 190 features were extracted for each image by the MGLCM method. Additionally, the LDA, SVM and MLP classifiers were used to classify the extracted texture features. The highest classification accuracy with best performance was achieved using the MLP network at 91% while LDA and SVM achieved 77% and 87% respectively. The same co-occurrence statistics which were used in this study were computed using the traditional grey level co-occurrence matrix (GLCM) method in order to perform a comparison between the two methods. Four co-occurrence matrices with four orientations (0 o , 45 o , 90 o and 135 o ) and distance 1 were computed. The maximum classification accuracy was achieved by MLP at 86%, followed by 82% for SVM and the LDA classifier achieved 74%. Additionally, the performance of the features which were extracted by MGLCM was compared with the Gabor wavelet features that were applied with five different scales and eight orientations using a window size of (33×33). The length of the Gabor feature vector was 655360. The achieved classification accuracy by the three classifiers was 90% for SVM, 62.5% for LDA and 87.4% for MLP. As shown in Fig. 11 , the classification accuracies of the texture features that were extracted using MGLCM are higher than those extracted using GLCM and Gabor wavelet features in all classifiers. After implementing the stepwise analysis of the variance ANOVA method for relevance analysis, in this study, the critical value α is set to 0.001 in order to obtain highly significant features. The assessment of the features will depend on both F-statistic value and P-value, as it is not enough that a predictor has a P-value that is less than 0.001 but it should also have a high Fstatistic value. Therefore a threshold value will be used to evaluate the significance of the predictors in addition to P-value. Once the F-statistic threshold value is set to zero, all predictors in the features vector will be selected. When the F-statistic threshold value is increased, the number of selected predictors decreases and the features vector is reduced. Therefore, to choose the optimal F-statistic threshold value, the classification accuracy of the three classifiers should be examined and evaluated. Different F-statistic threshold values are tested at each run when we measure the number of predictors which have an F-statistic Table II.   TABLE II  THE RESULT OF USING FOUR DIFFERENT F-STATISTIC THRESHOLD VALUES ON THE CLASSIFICATION ACCURACY. Fig. 12 shows that the classification accuracy of the three classifiers has improved and reached the maximum value when the F-statistic threshold value is set to 35. It also shows that the average performance of LDA and SVM models were 83% and 96% respectively. The transfer function used in the MLP network was the tangent function and the training function. To update the weights and bias values, the scaled conjugate gradient method (trainscg) that is suggested by MATLAB to be faster than the default function (trainlm) for larger datasets, is used. The training of the MLP network with 100 input layer neurons, 55 hidden layer neurons and single output layer is shown in Fig. 13 . The average performance of the MLP network was 97.8± 0.1% and sensitivity and specificity rates were 98.1± 0.3% and 97.6± 0.4% respectively. Additionally, there was just one non-pathological patient that was classified incorrectly as pathological and three pathological patients that were classified incorrectly as nonpathological.
Subsequently, the number of predictors in the feature vector is reduced from 190 to 100 predictors with 90 predictors discarded and considered as irrelevant or redundant features. Eleven relevant and significant features for each angle of the MGLCM are chosen by the ANOVA method namely: contrast, correlation, dissimilarity, sum of square variance, sum average, sum variance, difference entropy, information measure of correlation 1, inverse difference normalized (IDN), inverse difference moment normalized (IDMN) and weighted distance in addition to the cross correlation. Figure 12 : The optimal F-statistic threshold value.
The ANOVA method was also applied on the texture features which were extracted by the traditional GLCM. The best classification accuracy was achieved when the F-statistic threshold value was 35, such that the selected texture features were auto correlation, cluster prominence, cluster shade, sum of square variance, sum variance and cross correlation. The maximum classification accuracy of MLP, SVM and LDA were 92%, 90% and 79% respectively. It can be clearly seen that the classification accuracy of the used classifiers were significantly higher when using MGLCM method than GLCM as shown in Fig. 14. The performance of ANOVA is validated by comparing its results against those obtained by other techniques for feature selection mainly PCA and Kernel PCA methods [22, 25] . Table III and Table IV show the results when using PCA and Kernel PCA respectively as feature selection and reduction methods with the same dimensions that were used with ANOVA (127, 100 and 55) and the results of classification accuracy of the same classifiers that were used previously in this study. The Correlation Feature Selection Subset Evaluator (CFS-SE) method is also used for the evaluation and validation of the extracted features. This method is implemented using the WEKA software [9] . In total, six predictors for the entire angles are chosen as the most relevant by this method and they are weighted distance (0, 0), sum of square variance (0,315), dissimilarity (315, 45), inverse difference normalize (315, 45), inverse difference normalize (315,315) and inverse difference moment normalize (45,315). Table V summarizes the result of the classification of the selected features using the WEKA CFS-SE method with the same classifiers that were used previously. 
Discussion
Since visual diagnosis of the MRI scans is subjective and depends on the expertise of the radiologist, texture analysis has been widely studied for improving the diagnosis of MRI brain scans. In this study, 19 co-occurrence statistics which are most popular and common in previous studies, in addition to two additional texture features which were proposed in this study, were extracted from nine MGLCM matrices to discriminate brain abnormalities. Only 11 co-occurrence statistics in addition to cross correlation predictor were chosen as the most significant features by ANOVA. The weighted distance feature proposed in this study, was included within these 11 co-occurrence statistics and was chosen by ANOVA as a significant feature. The experimental results of the proposed algorithm are compared with previous studies as shown in Table VI . were four orientations and two distances and the GLRLM required 4n because there were four orientations. Then, the total processing time is TP=15n. By using the big-O notation, we could write Tf = O(15n), which indicates that the complexity of the previous algorithm depends mainly on the number of feature extraction methods.
The authors in [19] used the GLCM method for feature extraction to classify breast ultrasound images (BUS) with 22 predictors computed from four co-occurrence matrices with orientations (0 o , 45 o , 90 o and 135 o ), ten distances (1-10 pixels) and six quantization levels (8, 16, 32, 64, 128 and 256) . To reduce the dimensionality of the feature space, the texture descriptors of the same distance were averaged over all orientations from 880 to 220. Additionally, mutual information (MI) is used for evaluating the quality of the features subset. The maximum classification accuracy was achieved by the LDA classifier at 87% for classifying 436 BUS images. The selected predictors were feature/θ/d; correlation I/90/8, cluster prominence/0/1, correlation II/90/8, contrast/90/1, correlation I/90/9, difference variance/90/1, correlation II/90/9, correlation I/90/2, correlation I/90/7, inverse difference moment normalize/90/1, correlation II/90/7, correlation I/90/10, correlation I/90/6, correlation II/90/10, correlation II/90/6, correlation I/90/5 and inverse difference moment normalize/90/1. The total processing time is TP=9n and using the big-O notation, we could write Tf = O(9n).
The automated screening algorithm in this study depends essentially on the single proposed method for texture feature extraction MGLCM with nine orientations. The significant features were selected using the ANOVA method and were reduced to 100 predictors. Over the entire dataset which included 165 patients, the average achievable accuracy was 97.8% by using MLP. The big-O notation of the proposed algorithm is Tf = O(9n).
Conclusion
An automated screening algorithm of MRI brain scanning images is developed to identify brain abnormality. This algorithm helps clinicians to improve the accuracy of the diagnosis and to reduce the diagnosing time. It is observed that the statistical texture features which were extracted by MGLCM are sufficient to discriminate the pathological patients from non-pathological patients by using T2 weighted MRI images because most of the brain tumors appear hyperintense in these images relative to normal brain tissue. It is also noted, that the achieved accuracy with low computational complexity demonstrates the efficiency of the proposed method for features extraction and its independence from the atlas registration method. A further advantage of our approach is that it uses a single MRI scan modality (T2 weighted image). The MGLCM gives high performance and accuracy in discriminating the normality and abnormality of the brain. However, the method is computationally expensive and memory requirements represent disadvantage. 
