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A spin-1/2 Ising model, defined in the body centered cubic lattice, is used to describe some of
the thermodynamic properties of Fep-Alq alloys, with p + q = 1. The model assumes, besides the
nearest-neighbor exchange coupling, the existence of further next-nearest-neighbor superexchange
interactions, where the latter ones depend on the aluminum atoms cluster size. The Ising system so
considered is studied by employing Monte Carlo simulations, using a hybrid algorithm consisting of
one single-spin Metropolis move together with one single-cluster Wolff algorithm allied, in addition,
with single histograms procedures and finite-size scaling techniques. Quite good fits to the experi-
mental results of the ordering critical temperature, as a function of Al concentration in the range
0 ≤ q < 0.7, are obtained and compared to more recent theoretical approaches done on the same
alloys.
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I. INTRODUCTION
The magnetic and structural properties of iron alu-
minides have been widely studied for more than a cen-
tury. This interest is certainly due to their possible in-
dustrial application properties such as oxidation and cor-
rosion resistance, good ductility at room temperature,
relatively low density, high magnetic permeability value,
good vibration damping and insulation properties (for an
up to date review of mechanical and some magnetic prop-
erties on such compounds see, for instance, reference [1]
and references therein). Recent studies have also shown
that Fe-Al alloys are promising candidates for data stor-
age, due to the presence of some magnetic patterns ap-
pearing at room temperature [2–4]. At the same time, the
magnetic properties of Fe-Al alloys are strongly linked to
their chemical structure, since depending on composition
and synthesis method, they can behave either as a ferro-
magnet or a paramagnet at room temperature [5–7]. It
is also possible to induce in these compounds new types
of cooperative phenomena, such as superparamagnetism
and reentrant spin glass like phases [8–11]. These char-
acteristics have surely made this alloy one of the most
studied binary systems in both experimental and theo-
retical research points of view.
In particular, the disordered Fe-Al alloys, known as A2
or α-Fe phase, present a lattice structure, with composi-
tional disorder, in the body centered cubic (bcc) lattice
[12, 13]. They may be represented by FepAlq, where p
stands for the concentration of iron atoms and q for the
concentration of aluminum atoms, with p+q = 1. In this
way, q = 0 corresponds to the pure iron case, which has
a ferromagnetic to paramagnetic critical phase transition
at a temperature Tc = 1040 Kelvin. Due to the fact that
the Al atoms have no magnetic moments, they act indeed
as a diluter, and the transition temperature Tc(q) should
depend on their concentration q. Nevertheless, the corre-
sponding experimental phase diagram of these alloys in
the range of 0 < q < 0.2 shows a quite small variation of
the critical temperature Tc(q) as a function of the concen-
tration q. Such unexpected result is in clear contrast to
the theoretical predictions, where a finite negative slope
dTc(q)/dq|q→0 < 0 is obtained for the transition line [14].
For 0.2 < q < 0.3, on the other hand, the critical tem-
perature shows a steep slope and eventually vanishes at
q ∼ 0.7.
In order to try to explain this rather anomalous be-
havior of the phase diagram, several models (including
classical and quantum) and theoretical procedures (in-
cluding analytical approximations and computer simu-
lations), have been proposed in the literature (without
any intention of making an extensive review of the pre-
vious studies in these alloys, we can cite, for instance,
references [15–27]). It should be mentioned that, despite
localized spin Hamiltonians are not completely appropri-
ate for the study of these metallic alloys, there are some
experimental evidences and first principles calculations
making possible the choice of localized models instead of
the itinerant ones, as discussed, respectively, in Refs. [15]
and [28].
In all the theoretical treatments in the above refer-
ences, the common ingredient is the assumption that the
exchange interaction is dependent on the Al concentra-
tion. This is due to the observed expansion of the lattice
parameter that is produced when the larger Al atoms re-
place Fe atoms in the bcc network [15]. The second most
common feature present in almost all these approaches
is the presence of a superexchange interaction induced
2by the Al atoms [16]. This extra ferromagnetic inter-
action thus links next-nearest-neighbor Fe atoms in the
lattice and has also been assumed to depend on Al con-
centration but be independent of the number of Al atoms
that are clustered together. Indeed, with this assump-
tion, a better agreement with the experimental results
of the magnetic phase diagram has been obtained. It
has been noticed that the results are qualitatively in-
dependent whether the model is classical or quantum
[17, 20], or even being treated according to some ap-
proximation scheme based on mean-field like procedures
in the so-called pair approximation. Effective field ap-
proaches have also been used to treat the theoretical
model [23, 26, 27], as well as Monte Carlo simulations
[21]. Although most of the models employed spin-1/2,
some spin-1 [24, 27] and spin-2 [26] models have also been
considered. In this case, the best results so far for the
phase diagram have been achieved by Freitas et al. by
using an effective field theory within the one-spin cluster
approach [26].
It is worthwhile to mention, however, that the effec-
tive field theory in Ref. [26] considers an Ising sys-
tem with spin-2 and only nearest-neighbor exchange cou-
plings, without any induced superexchange interaction
between Fe atoms. In addition, this nearest-neighbor ex-
change coupling exponentially depends on the Al con-
centration q. With these assumptions, the best fit to the
experimental data has led to an Fe-Fe interaction that
increases (of the order of 30%) as the Al concentration
increases (up to q ∼ 0.22), and then decreases to al-
most zero for q ∼ 1. This counter-intuitive increase in
the Fe-Fe interaction has been recently reported on these
compounds, by using first principles calculations, for al-
loys with rather high Al concentrations, 0.35 ≤ q ≤ 0.5,
and out of the anomalous region [28]. This increase of
the nearest-neighbor exchange coupling with q has been
ascribed, in this range of concentrations, to the fact that
as the concentration of Al increases, the picture becomes
closer to Fe clusters immersed in a sea of Al, with such
clusters of now magnetic impurities having higher ex-
change energy and larger moment as compared to greater
Fe compositions [28]. However, we do not expect this
feature to happen in the anomalous region, since in this
region the Al concentration is still small enough to likely
behave as a sea for the magnetic atoms. The more plau-
sible role seems indeed to have the Al clusters immersed
in a sea of Fe atoms instead. In addition, as will be dis-
cussed below, Al clusters of different sizes should behave
in different ways.
Another important point concerns the value of the Fe
spin. As has been reported in Ref. [28], the spin value
of 1/2 seems more appropriate for this system than the
value 2 considered in Ref. [26], and even the value 1 in
Ref. [24]. Recall still that the fitted crystal field parame-
ter (in units of the ferromagnetic exchange interaction) of
the spin-1 Blume-Capel used for these alloys [24] is of the
order -10. This rather large negative crystal field means
that the probability of occupancy of the zero states of
the spin are quite small, leaving only the ±1 spin states
more probable to occur.
We can now draw our attention to the question of the
physical effects of the cluster sizes. One step towards
the analysis of the behavior of small clusters of atoms
has been achieved from the advent of nanotechnology. It
is now known that the elements behave quite differently
when their dimensions are reduced to the point of being
formed by just a “countable” number of atoms [29]. Re-
cently, researchers have shown, for example, that a clus-
ter of only 102 gold atoms behaves as a giant molecule,
instead as of a metal. However, clusters with 144 atoms
exhibit in fact a metallic behavior [30]. Since we must
visualize the Fe-Al system as being composed of different
aluminum clusters dispersed in an iron lattice, we can,
by analogy, also assume that the number of Al atoms
in a given cluster inside the alloy can, in some way, dif-
ferently influence the induced superexchange interaction.
For instance, only clusters up to a given size are able
to switch on the superexchange interaction, while larger
clusters are not. This comes to be a reasonable assump-
tion because depending on the superexchange strength,
the theoretical slope of the critical temperature as a func-
tion of Al concentration turns out to become positive in
the limit q → 0, which is indeed contrary to what has
been experimentally observed.
The main goal of this study is exactly to take into
account the Al cluster size dependence on the in-
duced superexchange interaction, and treating the reg-
ular nearest-neighbor exchange interaction in the same
way as done in previous works. For this purpose, we
will consider an Ising model and will employ Monte
Carlo simulations with a hybrid algorithm consisting of
single-spin flip Metroplis and single-Wolff cluster algo-
rithms, together with histograms techniques and finite-
size-scaling analysis. Although simulations are, in gen-
eral, not suitable for fitting experimental results, here
we have additionally resorted to a mixed Fortran-Python
language subroutines to an easier treatment of the com-
puter simulation data. At the same time, Monte Carlo
simulations are in fact very well suited to microscopically
study the effects of different Al cluster sizes present in the
system for any given aluminum concentration.
The plan of the paper is the following. The model and
some details of the simulations are presented in the next
section. The results are presented in Section III and some
concluding remarks are addressed in the last section.
II. MODEL AND SIMULATIONS
A. Model
As we will assume that aluminum atoms have no mag-
netic moment, the system under investigation can be well
represented by a quenched site-diluted Ising model with
Al as dilutors. The Hamiltonian for such spin system can
3then be written as
H =− J1(q)
∑
〈nn〉
ǫiǫjSiSj
− J2
∑
〈nnn〉
ςijǫiǫjSiSj ,
(1)
where Si represents an Ising spin-1/2 at the sites of
a body centered cubic (bcc) lattice, meaning that we
can consider Si = ±1. The first sum is over nearest-
neighbors 〈nn〉 pairs and the second sum over next-
nearest-neighbors 〈nnn〉 pairs. J1(q) is the nearest-
neighbor interaction given by
J1(q) = J(1−Aq) , (2)
where A > 0 is an additional theoretical parameter that
simulates the decrease of the exchange interaction due
to the increase of the lattice parameter as the larger
Al atoms concentration q increases. J is the Fe-Fe ex-
change interaction in the pure undiluted system. The
next-nearest-neighbor superexchange interaction J2 in-
duced by the Al atoms, is given by
J2 = BJ , (3)
where the parameter B simply gives the strength of J2
in units of J . Note that, with the above definition, J2
is here formally independent on the Al concentration q,
contrary as has been assumed in previous works. In Eq.
(1), ǫi are quenched, uncorrelated random variables, rep-
resenting the existence of two kinds of particles in the
system, namely the magnetic ones (Fe) with ǫi = 1, and
non-magnetic ones (Al) with ǫi = 0. The variable ǫi is
chosen according to the bimodal probability distribution
P (ǫi) = pδ(ǫi − 1) + qδ(ǫi). (4)
The extra variables ςij in the second sum of Eq.(1) rep-
resent the existence of superexchange interaction between
sites i and j. However, this new interaction between iron
atoms is now induced only by aluminum atoms on small
clusters. The cluster size ζ that induces superexchange
interaction between the next-nearest-neighbors is thus
another adjustable parameter of the model and is given
by just the number of Al atoms, independent of the clus-
ter shape. In this way, ςij = 1 for next-nearest-neighbors
i and j adjacent to the border of the cluster, if the clus-
ter size is smaller than ζ, and ςij = 0 otherwise. Fig.
1 depicts a situation where ζ = 4 on a two-dimensional
lattice. In Fig. 1(a) the tree Al atom cluster is smaller
than ζ = 4, thus being able to generate the next-nearest-
neighbor interactions J2, while in Fig. 1(b) a cluster of
five Al atoms does not induce any J2. Of course, all
clusters with four spins also induce the superexchange
interaction. Note that, with this assumption, although
J2 does not explicitly depend on q, it will be influenced
by the Al concentration. The reason is the following. In
a quenched dilution, the increase in concentration q leads
(a)
(b)
FIG. 1: (Color online) A two-dimensional lattice sketch of
the induced superexchange interaction J2 by the aluminum
cluster for ζ = 4. Connected circles are Fe atoms linked by
the exchange interaction J1 = J1(q), and larger disconnected
circles are Al atoms. In (a) the tree Al atoms are able to
generate the next-nearest-neighbor interactions J2, while in
(b) a cluster of five Al atoms does not induce any J2.
to the formation of larger Al clusters. Since the proba-
bility of finding a cluster with size ζ depends of q, the
parameter ζ will indirectly connect the effective number
of induced J2 interaction to the concentration q.
In summary, the present model for these alloys has
in fact just three adjustable parameters: parameter A
that quantifies the variations of the exchange interaction
with the lattice constant; parameter B that quantifies
the intensity of the induced superexchange interaction;
and parameter ζ that limits the superexchange interac-
tion to small Al cluster. The parameter J is obtained
from the critical temperature Tc (= 1040 Kelvin) for the
pure Fe compound (q = 0) or, preferably, one can sim-
ply construct the reduced temperature phase diagram by
plotting the non-dimensional quantity Tc(q)/Tc(0), as a
function of q, in order to easier obtain the fitted param-
eters.
B. Simulations
The above Hamiltonian has been studied through
Monte Carlo simulations. First, we prepare a diluted
sample, i.e., for a given value of q, we build a randomly
4diluted finite lattice of linear dimension L. Next, we
locate and measure all the Al cluster sizes. For all clus-
ter sizes having a number of diluted sites smaller than
ζ, the superexchange interaction is switched on between
the surrounding next-nearest-neighbor magnetic atoms.
Then, we use a hybrid Monte Carlo simulation consist-
ing of one single-spin flip Metropolis algorithm [31, 32],
and one single-cluster Wolff algorithm [33]. This hybrid
Monte Carlo method [34, 35] has shown to reduce corre-
lations between successive configurations in the simula-
tion. In the present case, one MCS per spin consists of
one Metropolis sweep followed by one single-cluster Wolff
algorithm (of course different choices of Metropolis and
Wolff runs can be implemented, however, the present one
turned out to be more efficient if one considers correla-
tions between configurations and the available computer
time).
We have computed the magnetization, magnetic sus-
ceptibility, and the fourth-order Binder cumulant given,
respectively, by
m =
1
N
N∑
i=1
Si, (5)
χ = N
〈m2〉 − 〈m〉2
T
, (6)
U4 = 1−
〈m4〉
3〈m2〉2
, (7)
where N = 2L3 is the total number of lattice sites. The
lattice sizes raged from L = 5, 10, 15, 20, 25 and 30. The
lattice size L and concentration q values have been chosen
so that q × N gives an integer number. All the above
values of L have only been used for q = 0, q = 0.3 and q =
0.7, while for the other points in the phase diagram we
have just used L = 10 and L = 20. It should be stressed
that the use of only two lattice sizes can be done, in this
case, because the scale of the reduced temperature in the
phase diagram does not require a great precision, and also
because the error in the simulation results coming from
these two lattices alone, when compared to the finite-size
extrapolation with larger systems, are smaller than the
corresponding symbol sizes used for the experimental and
simulational data.
Initially, the simulation runs comprised 1 × 104 MCS
per spin for equilibration and the measurements were
made over more 1×104 MCS at different temperatures, in
order to locate the temperature at which the maximum
susceptibility occurs or the cumulants cross. Then, a new
simulation is performed at this temperature with 3× 104
MCS per spin for equilibration and new measurements of
the corresponding thermodynamic quantities have been
made by using single histogram techniques [36, 37] with
1 × 105 additional configurations. For each value of the
concentration q, this whole process is repeated by con-
structing 50 different randomly diluted samples.
III. RESULTS
In Fig. 2 we have typical results of the magnetic sus-
ceptibility χ as a function of temperature T , for each
of the 50 simulated samples, for concentrations rang-
ing from q = 0 to q = 0.7 with steps of 0.1, lattice
sizes L = 5, 10, 15 and 20, A = 1.25, B = 0.75, and
ζ = 60. The temperature here is measured in units of
J/kB, where kB is the Boltzmann constant. We have also
obtained results for other values of the theoretical param-
eters A, B and ζ. In Fig. 2 we have chosen the ones that
best fit the experimental data. It is clear from this figure
that the temperature of the susceptibility peak decreases
as the dilution increases, as expected, and above q = 0.7
the transition temperature should vanish (the site diluted
critical threshold for the bcc lattice is qc = 0.7540385(10)
[38]). We can also observe that the susceptibility peak
becomes more dispersed as the concentration of Al atoms
increases from q = 0 to q = 0.4. For example, for q = 0.1,
in the scale of that figure, the susceptibility curves do not
show a sensitive dispersion, and are quite close together.
This is a result of the smaller sizes of the Al clusters. On
the other hand, for q = 0.3 and q = 0.4, the peaks show
a large variation among the samples, due now to the dif-
ferent cluster sizes present in the random system. As the
concentration of Al atoms further increases, there is a
kind of saturation of the cluster sizes inside the sample
and the dispersion turns out to be again less pronounced.
FIG. 2: (color online) Magnetic susceptibility as a function
of the temperature for different samples and concentration q
values. In this example, for L = 5 to L = 20; ζ = 60, A = 1.25
and B = 0.75. For a question of clarity, the individual Monte
Carlo data have been omitted and only the lines are shown
in this figure. The inset shows the size dependence of the
finite-lattice effective critical temperatures estimated from the
maximum of χ for q = 0, and in this case using L = 5 to 30,
with ν = 0.6302 [40]. The value found is Tc = 6.3535(3)
without considering the smallest lattice.
The effective transition temperature TL(q) is thus ob-
tained from the average temperature of each of these
5peaks with the standard deviation being the error es-
timate. As the histogram for each sample has been com-
puted at different temperatures, the estimate of TL(q)
and its error are statistically obtained from 50 different
peaks, instead of locating the peak of the averaged sus-
ceptibility. The results from both approaches should be,
however, equivalent [39]. As an example, the inset in
Fig.2 shows the size dependence of the effective critical
temperatures for q = 0 and L = 5 to 30 with the critical
exponent ν = 0.6302(4) taken from the Ref. [40]. The
thermodynamic limit extrapolated value for the critical
temperature is obtained from
TL = Tc + aL
−1/ν, (8)
where a is a non-universal constant. From above equation
we obtain Tc = 6.3535(3), where the smallest lattice has
not been considered.
Obtaining Tc using the susceptibility maximum and
the above equation requires, of course, the knowledge of
the critical exponent ν. From universality arguments one
knows that this exponent is indeed dependent on the con-
centration [41]. However, another possibility to find Tc
is to use the finite-size scaling of the Binder cumulant,
which for large enough lattices is independent of any ex-
ponent. We can then follow the variation of U4 with T for
various system sizes and then locate the intersection of
these curves for each sample, and finally calculating the
mean and standard deviation of all intersections points.
Fig. 3 depicts the results for q = 0 (in this case we do
not have dilution, only different MC runs. The results
for other values of q are rather similar, with a larger dis-
persion as we increase q as noticed in the susceptibility
behavior). All the 50 samples results are shown, for each
lattice, in a narrow range of temperatures.
The data have been obtained from histograms at differ-
ent temperatures for each sample. We also opted here to
compare the crossings of U4 for two different lattice sizes
L and L′ of each sample. The statistics is now obtained
from 50×50 data. It is also clear from Fig. 3 that due to
the presence of residual corrections to finite size scaling,
one still needs to extrapolate the results by doing the
limit 1/ ln(L/L′)→ 0, as has been discussed in Ref. [42].
This procedure is shown in the inset of Fig. 3 for L′ = 10.
From there we obtain Tc = 6.3542(2). This critical tem-
perature for q = 0 agrees very well with the previous
one obtained from the susceptibility, and also with the
high-temperature series expansion estimate by Butera
and Comi Tc = 6.35435(3) [40] and with other Monte
Carlo results Tc = 6.35441(5) [43], and Tc = 6.3544(6)
[25]. This is a quite nice numerical way for us to test the
implementations that have been done in the computer
codes.
In what follows, the transition temperature has been
estimated using this process of cumulant crossings to
avoid any use of critical exponents. In addition, we have
resorted to Java and Python programming language with
the use of some public libraries with NumPy and SciPy
[44]. It was then possible to link FORTRAN processing
FIG. 3: (Color online) Fourth-order Binder cumulant U4 as
a function of temperature T , for q = 0 and 50 random sam-
ples for each lattice size ranging from L = 10 to L = 30.
The inset in the figure shows TL plotted versus the inverse
of the logarithm of the scale factor L/L′. The full line is
the corresponding linear fit. The estimated temperature is
Tc = 6.3542(2).
speed and automate the generation of the phase diagram
in a simpler and more parallel way. This made possible
to find a good adjustment of the experimental data, even
using the present extensive MC simulations. A good ad-
justment was then obtained with the parameters ζ = 60,
A = 1.25 and B = 0.75.
Before discussing the phase diagram itself, it is illusta-
tive to see the effect of the size of the clusters inducing
the superexchange interaction. For this purpose, we have
in Fig. 4 the reduced transition temperature Tc(q)/T c(0)
as a function of q, for A = 1.25, B = 0.75 and different
ζ values, for the lattice size L = 10 (it is also included in
this figure, as a matter of comparison, experimental data
from references [45] and [46]). We can observe from this
figure that the behavior of the phase diagram is indeed
strongly dependent on the cluster size parameter. When
ζ = 0, which represents the absence of superexchange
interaction, a good fit is only observed for q > 0.45,
with a finite and negative slope at q = 0, contrary to
experimental data. On the other hand, for ζ = 2L3 we
have that the superexchange interaction is present in all
Al cluster sizes, and a good fit is now obtained only for
q < 0.2. However, for ζ in range of 10 to 100, not only
are the curves close together but also give a better fit to
the whole experimental range of concentrations. A more
detailed analysis of the data show that ζ = 60 provides
the best fit.
Fig. 5 exhibits the transition temperature Tc, now
given in Kelvin units, as a function of Al concentration
q for the best fit with A = 1.25, B = 0.75 and ζ =
60, in comparison with the experimental data [45, 46].
60 0.1 0.2 0.3 0.4 0.5 0.6q
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FIG. 4: (Color online) Phase diagram in the reduced temper-
ature Tc(q)/Tc(0) versus concentration q plane for different
values of the cluster size ζ for the lattice size L = 10. As
a matter of comparison, the experimental data coming from
several references are also shown. The error bars are smaller
than the symbol sizes and the lines are just a guide to the
eyes.
The Monte Carlo results have been obtained from finite-
scaling extrapolation with L = 10, 15, 20, 25, and 30
for q = 0, 0.3 and 0.7, while for the other concentrations
only the cumulant crossings with L = 10 and L = 20
have been considered. It is also shown in that figure the
theoretical fit obtained by Freitas et al. using an effective
field approach [26] and Monte Carlo results by Ghosh et
al. Ref. [28]. One can clearly see that, apart from the
tail for q > 0.5, the present results are indeed in better
agreement than those from effective field theory [26]. In
order to have a more quantitative comparison between
both fits, we have also calculated the root mean square
error (RMSE), the coefficient of determination, that is
the square of the Pearson’s product-moment correlation
coefficient (r2), and Willmott index (d) [47]. Since there
are fewer simulation points than experimental data, we
have calculate a spline univariate interpolation [48] of the
simulation data using python’s SciPy library [44]. The
interpolation is shown by the dashed line in Fig. 5. The
obtained results are summarized in Table I. The lower
the RMSE value and the closer to 1 are r2 and d, the
closer the model is to the experimental data (see, for
instance, Ref. [49] and references therein). In this case,
we observe the results obtained with the model proposed
in this work is better than the model used by Freitas et
al. [26]. We did not make any finer comparison to the
results by Ghosh et al. [28] because they only studied
one narrow region of the phase diagram and, at the same
time, it is visually clear that the present transition curve
is definitively closer to the experimental data than the
results from [28].
Besides the better agreement of the present ap-
proach over the model without any induced next-nearest-
neighbor interactions of ref. [26], we can also notice the
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FIG. 5: (Color online) Phase diagram with the temperature
Tc, now in Kelvin, as a function of Al concentration q for our
best fit parameters. Triangle up and triangle down are, re-
spectively, from references [45] and [46]. Stars come from MC
simulations of reference [28] only in the concentration range
0.35 < q < 0.5. The solid line is the theoretical fit using the
effective field theory from reference [26]. Solid circles are the
present Monte Carlo simulation results, where the dashed line
is their spline univariate interpolation. The inset shows the
behavior of the reduced nearest-neighbor interaction J1(q)/J
as a function of q according to Ref. [26] (dashed line) and the
present results (full line). It is also shown, in this inset, the
Monte Carlo results of the ratio η, defined in Eq. (9), for the
largest lattices. In this case, the dotted lines are just guide to
the eyes and the error bars are smaller than the symbol sizes.
TABLE I: The root mean square error (RMSE), the coefficient
of determination (r2), and Willmott index (d) obtained in this
work and those calculated from the results of Ref. [26].
This work Ref. [26]
RMSE 3.5282 4.3275
r2 0.9949 0.9924
d 0.9972 0.9959
rather strange behavior that the nearest-neighbor inter-
action must have, as a function of the Al concentration
q, when no extra couplings are considered in the theoret-
ical model. This is shown in the inset of Fig. 5. In this
case, in order to keep the transition temperature almost
constant with dilution, without the presence of a superex-
change interaction, the nearest-neighbor coupling J1(q)
has to increase as q increases, in order to balance the bro-
ken bonds caused by the diluted atoms. And it indeed
increases about 30% for concentrations up to q ∼ 0.22.
However, in view of the calculations from first principles
[28] this is not expected, at least in this small range of Al
concentrations. This means that a model that takes into
account the influence of the size of Al clusters inducing
extra interactions in these alloys should be more appro-
priate to a direct connection to the thermodynamics of
the magnetic properties of Fe-Al compounds.
Concerning the adjustments of the theoretical param-
7eters A, B and ζ, one should mention that, apart from ζ,
which has been obtained in a process depicted in Fig.
4, the first two of them can in fact be roughly esti-
mated, since they affect different regions of the phase
diagram, making it easier to fit the critical transition
line. For instance, it is noticed that the parameter B
mostly influences the initial anomalous region of the di-
agram (q < 0.2). In this region, the Al atoms are more
likely to be isolated from each other, so each one breaks
8 nearest-neighbor exchange interactions J1 and, at the
same time, can induce up to most 12 new superexchange
interactions J2. In order for the dilution effect, in this
initial region of the phase diagram, be as minimal as pos-
sible, the value of B should be at least 2/3, keeping in
this way the balance of the ferromagnetic interactions.
However, as clusters with more than one Al atom can in-
deed be formed in the alloys, together with the fact that
the nearest-neighbor interaction decreases with Al con-
centration, the best value for the fits should be a little
higher, and in the present case it is found B = 0.75. On
the other hand, the A parameter is mainly used for fits
of the diagram in the higher Al concentration range. Its
value has been chosen so that there is no antiferromag-
netic nearest-neighbor interactions, since neutron scat-
tering data for q > 0.25 showed no indication of any an-
tiferromagnetic order [50]. This means that J1(q) must
be positive for concentrations up to q ∼ 0.8, which is
just above the critical value qc = 0.7540385(10). So, the
choice A = 1.25. A similar idea has been already used in
a previous three-dimensional diluted ferromagnetic XY
model [51] to adjust the experimental data of the insu-
lating pentacoordinate iron(III) molecular ferromagnet
Fe[DSC]2Cl.
Finally, the present numerical values for the theoreti-
cal parameters are comparable to the previous ones using
analytical approaches, at least concerning the nearest-
neighbor interaction J1(q). For instance, as the Boltz-
mann constant kB = 8.617 × 10
5 eV/K and the experi-
mental result of the critical temperature of the pure Fe
system is Tc = 1040 K, we obtain J = 0.014 eV, a value
that is in fully agreement with J = 0.013 eV from ref-
erence [16] and J = 0.014 eV from reference [23]. This
agreement comes from the fact that the transition tem-
perature coming from the employed approximations in
those works are comparable to the present Monte Carlo
result for the bcc lattice. The value of A = 1.25 is also
comparable to A = 0.85 and A = 0.95 obtained, respec-
tively, in references [16] and [23]. Notice also that even
ζ = 60 is of the order of the size of the gold clusters
(∼ 100) with molecular-metal behavior [30].
The situation is, however, different concerning the su-
perexchange interaction. In the previous works J2, as-
sumed to depend on the concentration q, has a kind of os-
cillatory behavior, becoming still negative for some range
of q, which is not expected for this system. In the present
approach, J2 does not depend on Al concentration, but is
instead influenced by the number of clusters that can in-
duce the superexchange interactions. This can be better
seen by tracking the quantity
η =
Ns
Nt
, (9)
where Ns is the average effective number of superex-
change interactions induced by clusters smaller than ζ
andNt is the average of the total number of next-nearest-
neighbor Fe atoms surrounding all clusters of the sample.
The corresponding behavior of η for the fitted parameter
ζ = 60 is also depicted in the inset of Fig. 5. One can
clearly see that for low values of the concentrations one
has Ns ∼ Nt, due to the fact that here larger clusters are
seldomly formed. But, as the concentration increases,
larger clusters are formed and accordingly decreasing the
number of superexchange interactions.
IV. CONCLUDING REMARKS
We have used a site diluted spin-1/2 Ising model, with
nearest- and nex-nearest-neighbor interactions, to de-
scribe the magnetic phase diagram of Fe-Al alloys in the
bcc lattice. We have employed Monte Carlo simulations
based on a hybrid algorithm consisting of one single-spin
Metropolis move and one single- cluster Wolff algorithm.
In some regions of the phase diagram we have also used
single histogram techniques allied with finite-size scaling
arguments. With the assumption that only aluminum
present in clusters composed of less than 60 Al atoms
induce a superexchange interaction among next-nearest-
neighbor Fe atoms surrounding the cluster, a good de-
scription of the phase diagram could be obtained, includ-
ing the anomalous region for small Al concentrations.
We have used here Monte Carlo simulations because
it seems to be the most suitable approach to properly
take into account the Al cluster size effects. Such clus-
ter size properties have not been considered previously
and better fits than those from Refs. [15–27] have been
achieved. In addition, Monte Carlo simulations provide
not only more precise values for the transition tempera-
tures, but also can capture the real physics of the cluster
size properties. For this reason, we believe that the fit-
ted theoretical parameters should also be more accurate.
In addition, the behavior of the exchange and superex-
change interactions with the Al concentration is physi-
cally more plausible than those earlier reported for these
alloys.
We have not estimated the errors of the fitting param-
eters in the usual way. We have, however, done some
extra simulations just to test the order of sensitiveness
the fits exhibit by changing the values of them. For ex-
ample, the quality of the fit has no significant changes by
considering ζ = 55 or 60, A = 0.7 or 0.8 and B = 1.3 or
1.2.
As a final remark, we have not considered the possi-
bility of having a nearest-neighbor exchange interaction
that increases as q increases, as pointed out recently in
reference [28] for 0.35 < q < 0.5. We believe that such
8oscillatory behavior will not produce significant changes
either in the anomalous region or even out of it. In fact,
the correspondingMonte Carlo results shown by the stars
in Fig. 5 do not exhibit a good agreement neither with
the experimental data nor with the theoretical model pre-
dictions.
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