Abstract. The Demyanov metric in the family of convex, compact sets in finite dimensional spaces has been recently extended to the family of convex, bounded setsnot necessarily closed. In this note it is shown that these spaces are not complete and a model for the completion is proposed. A full answer is given in R 2 and the situation in higher dimensions is discussed.
Introduction
The Hausdorff metric in the family of closed sets in any metric space is frequently used, well known and suitable in many situations when the distance between sets should be considered. In some cases, however, it is not fine enough to measure some more subtle changes of sets, for example the changes of the facial structure of convex sets. When there is such a need other metrics can be used, among them so called Demyanov metric. To see some its applications see [4] , [3] , and [5] for the comparison with yet other metrics used for convex sets.
The formula for the Demyanov metric has been extended to the family of nonempty, bounded, convex sets in [6] . It has been noted there, that in general, the space obtained in that way is not complete. This paper is devoted to the discussion of that fact and to characterization of the completion of these spaces. The problem is fully solved in the case of convex sets in R 2 . The case of higer dimensionsional spaces is discussed -an example showing the effects arising in this situation is given. An open problem is stated.
Some basic notations and facts
We follow the notations from [6] . K d denotes the family of convex, bounded, nonempty subsets of R d and
E is the set of all orthonormal sequences (e 1 , . . . , e k ), 1 ≤ k ≤ d, abbreviated often to E = (e 1 , . . . , e k ). We shall also use the set E with the zero vector added which we denote as E 0 .
We put
where U is the open unit ball. The Hausdorff distance between V, W ⊂ R d can be then written as
We shall use in this paper the formula for the Demyanov metric introduced in [6] , which can be written in the following form
The proof of equivalence of that formula and the original definition expressed in terms of so called Demyanov difference of convex sets is explained in details in [6] . It is also proved that this fomula can be extended to give a metric (or rather a family of metrics) in the space of convex, bounded but not necessarily closed sets. We recall here some details necessary to the further discussion.
Extension of the Demyanov metric to nonclosed sets
We introduce in K d the following equivalence relation: A ∼ B iff for every E ∈ E 0 we have A(E) = ∅ ⇔ B(E) = ∅. To each equivalence class corresponds a common set U ⊂ E 0 such that A(E) = ∅ for any A in that equivalence class if and only if E ∈ U . This permitts us to denote this equivalence class as K d U . The sets U ⊂ E 0 mentioned above are called admissible and it is clear that any admissible U satisfies the following two conditions:
The completion of the space of convex, bounded sets. . .
193
The conditions (i), (ii) are not sufficient for U ⊂ E 0 to be admissible (see Example 4.1 in [6] ).
Let d ≥ 1 and fix a nonempty, admissible set U ⊂ E 0 .
It is easy to prove (see [6] ) that ρ defines a metric in K d U .
Completeness of K d and noncompleteness of
is well known (see [5] ). The shape of formula (1) provides a simple way of proving it -we sketch here the proof. Each set A ∈ K d can be identified with the mapping A : E → K d given by
where ri denotes the real interior of a convex set. We write the argument of A as a subscript because we want to treat these mappings as elements of a Cartesian product. Namely, if D d E is the family of all sets in K d which are relatively open and orthogonal to E then A can be treated as an element of the Cartesian product
. . , e k ) means that for any x, y ∈ V and e i , the vectors x − y and e i are orthogonal. We may introduce in X d E the metric of uniform convergence (4) σ(A, B) = sup
Obviously, the space ( K d , ρ D ) is isometric to a closed subset of (X d E , σ) and so the completeness of the second one -due to the completeness of all spaces (K d E , ρ H ) -implies the completeness of the first. We shall use analogous isometry to discuss the completion of ( K d U , ρ U ). Let us see now that in the case of spaces ( K d U , ρ U ) we never have completeness except for one case. Namely, K 1 E 0 = K 1 is complete (but all the other K 1 U are not). The situation for d > 1 is described in the following theorem.
is not complete for any admissible U .
Proof. If U = E 0 then taking any A ∈ K d U and putting A n = (1/n)A we get a Cauchy sequence with respect to ρ U which has no limit because
Let now d = 2 and U = E 0 . We put S = (−1, 1) × (−1, 1) and define sets
The sets A n belong to K 2
and form a Cauchy sequence with respect to ρ E 0 . However, it is not convergent in ( K 2 E 0 , ρ E 0 ). For d > 2 and U = E 0 the sequence B n = A n × {0} d−2 satisfies the Cauchy condition but is not convergent.
Remark that the sequence A n ∈ X 2 E 0 obtained from A n by the isometry (3) is convergent as the space is complete. However its limit A does not correspond to any convex set. This is related to the fact that the set
is not convex.
Completion of K d

U
For any fixed d ≥ 1 and admissible U ⊂ E 0 we shall denote by κ the isometric mapping from
with respect to the metric (4) can be treated as a model for the completion of K d U . We are interested in finding a characterization of this closure. The cases for d = 1 are trivial so we consider d > 1. In this section we completely solve this problem for d = 2 and show an example why this solution cannot be adapted directly to the case d ≥ 3 -so this characterization in higher dimensions is still an open problem.
Theorem 3.1. An element A ∈ X 2 U belongs to the closure of κ( K 2 U ) with respect to σ if and only if ( 
5)
A e ⊂ A 0 (e) and A (e 1 ,e 2 ) ⊂ A e 1 (e 2 )
for all e, (e 1 , e 2 ) ∈ U .
Proof. It is obvious that when A ∈ X 2 U belongs to the closure of κ( K 2 U ) then (5) holds -this is due to the fact that (5) is true for elements in κ( K 2 U ) and is preserved for the limits.
So let now A satisfy (5). We shall prove that for every ε > 0 there is an element A ε ∈ κ( K 2 U ) such that σ(A, A ε ) ≤ ε. We define first A ε ∈ K 2 U in the following way
(A (e 1 ,e 2 ) + εe 1 ).
Elementary considerations show that actually A ε is an element of K 2 U and by its construction we have σ(κ(A ε ), A) = ε. So we may put A ε = κ(A ε ) and this is the desired element.
We show at the end that the condition analogous to (5) for d = 3 is in general not sufficient for A ∈ X 3 U to belong to the closure of κ( K 3 U ). This condition has, for d = 3, the shape (7) A e ⊂ A 0 (e) , A (e 1 ,e 2 ) ⊂ A e 1 (e 2 ) and A (e 1 ,e 2 ,e 3 ) ⊂ A (e 1 ,e 2 ) (e 3 )
for all e, (e 1 , e 2 ), (e 1 , e 2 , e 3 ) ∈ U . Let Z = (0, x, y) ∈ R 3 ; x 2 + y 2 = 1 . Together with every v = (0, x, y) ∈ Z we shall use two vectors orthogonal to it: v ⊥ = (0, −y, x) and v ⊥ = (0, y, −x).
The collection
is an admissible subset of E 0 as the family K 3 U is nonempty -it contains, for example, the Cartesian product (−1, +1) × {(x, y); x 2 + y 2 ≤ 1}.
Let I α , for α > 0, be the segment joining the points (−α, 0, 0) and (α, 0, 0) taken without ends. We can write I α = ri co{(−α, 0, 0), (α, 0, 0)}.
U be defined as follows
The condition (7) is satisfied but A does not belong to the closure of κ( K 3 U ) with respect to the corresponding metric σ. We prove it by contradiction.
Suppose there is B ∈ X 3 U and B ∈ K 3 U for which B = κ(B) and σ(B, A) < It must be therefore true that for all v ∈ Z the dimension of B(v) is equal 2. But this is only possible for at most denumerable set of z which proves that no such set B may exist.
