Abstract. The problem of simultaneous Chebyshev approximation of a set F of uniformly bounded, real-valued functions on a compact interval / by a set P of continuous functions is equivalent to the problem of simultaneous approximation of two real-valued functions F+ (x), F~ (x), with F~ (x) ¿ F+ (x), for all x in I, where F~ is lower semicontinuous and F+ is upper semicontinuous.
1. Formulation of the Approximation Problem. In this introductory section, which consists of nine "points," the "general problem of the simultaneous approximation of a family of functions" is formulated (see, in particular, point 4). Besides, a "heuristic derivation" of the basic equation (equation (T2) of point 8) is given.
1. Let jbea (finite) real-valued function defined for all real numbers x on the finite-closed real number interval [a, b] = [x\a ^ x ^ b}, where a < b. The "norm,"
\[g\\, is defined to be ||Sf|| = sup \gix)\ • a¿x¿b If g is not bounded in absolute value on [a, b] , then ||^|| = + oo ; otherwise, \\g\\ is a nonnegative number.
2. Let fbea nonempty set ("family") of real-valued functions /, defined on [a, b] . The set of functions F is supposed to be uniformly bounded (in absolute value) on [a, b] ; i.e., there is a nonnegative number M such that [fix)\ ^ M for any function/ G F and any number x (E [a, b] . Clearly, 11/11 = M for any/ Ç F. (In the "general approximation problem" of point 4 below, the family F is "the set of functions being approximated.") 3. Let P be a nonempty set ("class") of real-valued, continuous functions p, defined on [a, b] . (In the "general approximation problem," the class P is "the set of approximating functions"; usually, for n a nonnegative integer, the class P consists of all real polynomials of degree á »•) 4. For the purposes of the present paper, the "general problem of the simultaneous approximation of the family F by means of functions from the class P" consists in the determination of the number inf sup ||/-p\\ .
pGp /-Si-(The formulation of this "general approximation problem," as given here, was suggested by the "problem of simultaneous approximation of two bounded functions !?i is s72, with gi lower semicontinuous and g2 upper semicontinuous," of C. B. Dunham [1, p. 472] ; this problem of Dunham will be discussed more fully under point 5 below.) 5. Consider, in particular, the very special case in which the family F consists of a single function/, which is bounded in absolute value on [a, b] . In this case, the "general problem of the (simultaneous) approximation of the bounded function/by means of functions from the class P" consists in the determination of the number inf ||/-p\\ .
(Suppose, for the moment, that the function / were allowed to be unbounded in absolute value, that is to say, ||/|| = + ■». Then, for every continuous approximating function p one would have that ||/ -p|| = + <x>, and hence infj,ep ||/ -p|| = + °°a lso. Therefore, the restriction that the function / being approximated be bounded in absolute value is a natural requirement to make.) Dunham [1, specially p. 476] showed that this "approximation problem of a single bounded function /" is equivalent to the "simultaneous approximation problem of a certain pair of bounded functions /~ ^ /+, where /~ is lower semicontinuous, and/+ is upper semicontinuous, on [a, b] " (the set of approximating functions P used in [1] is "unisolvent of degree n on [a, b] ," and includes, as an important special case, the case when P is the class of real polynomials of degree ^ n). Specifically, this "equivalence" result of where, of course, one can replace "sup" by "max" on the right-hand side. It is to be noticed that, if the function / being approximated is required, in addition, to be continuous on [a, b] (as in the classical Chebyshev approximation problem), then both /+ and f" coincide with /, and the two sides of the last equation are identical. 6. As was described in point 5, Dunham [1] was led to introduce the notion of simultaneous approximation in the particular case in which the family F consists of a pair of functions, /i and f2, with /i ^ f2, where /i is lower-semicontinuous while f2 is upper-semicontinuous.
Further, Dunham, see [1, p. 477] , also considered briefly the particular case when the family F consists of a finite number of continuous functions, in which case it is stated that the problem of the simultaneous approximation of a finite number of continuous functions is equivalent to the problem of the simultaneous approximation of two continuous functions, namely, the minimum and the maximum of the finite set of continuous functions. It is natural to ask what, if anything, can be said when F is an infinite set, say, countably infinite, to start out with. In [1] , no mention is made of the simultaneous approximation problem when the set of functions F is not finite.
7. It is the purpose of the present paper to show that a formula, analogous to that of point 5, holds for any nonempty family F; this formula means, in words, that "the general problem of the simultaneous approximation of the family F by means of functions from the class P" is equivalent to the problem of the simultaneous approximation of a certain pair of functions F~ and F+, with F~ ^ F+, where F~ is lower semicontinuous, and F+ is upper semicontinuous, on [a, b] (that is, the simultaneous approximation problem for "any" family F can be, at least theoretically, "reduced" to a simpler "Dunham type" approximation problem for a family consisting of only "two" functions F~ and F+)-Analytically, this result can be formulated as follows : Let the function F+ be defined by F+0x) = inf sup sup fiy) , (that is to say, see point 5 above, the function F+ is the "upper envelope" of the function sup/ep/), it follows that F+ is an upper semicontinuous function on [a, b] .
Similarly, since
it follows that F~ is a lower semicontinuous function on [a, b], 8. A heuristic "derivation" of the basic equation to be proved will now be given, in order to clarify the logical structure of the formal proof, which is given in detail in Section 2.
The equation to be proved (see point 7 above), written without "superfluous letters," is just
Viewing equation (T2) purely formally, as an equality between two products, and then applying the "cancellation law" (by simply "cancelling infpGp on both sides of the equation"), leads one to suspect that it may be true that, for any p£P,
(After one has recovered from the initial shock of this "deduction" of (C) from (T2), it is readily realized that all that is being said is that, if (C) holds for any p in P, then, upon taking the inf over P, equation (T2) will follow.) Returning to (C), since it presumably holds for any continuous function p (because P is just any set of continuous functions on [a, b] ), it perhaps is valid when p is just the identically zero function, which is a very special continuous function on [a, b] . That is, one is led to consider the equality The structure of the formal proof of (T2), given in Section 2, obtained by retracing the preceding heuristic steps, is then clear, and can be expressed as follows: (Li) is the conclusion of Lemma 1; (L2) is the conclusion of Lemma 2; (Ti) is the conclusion of Theorem 1; (C) is the conclusion of the Corollary; and, finally, (T2) is the conclusion of Theorem 2.
9. It is evident that, in this paper, the finite interval [a, b] may be replaced throughout by a closed and bounded (i.e., compact) subset of the real numbers; and, in fact, even by a nonempty compact metric space, with only minor changes in the text. it follows that (4) holds. Next, it will be proved that Proof. It will be shown first that Putting (11) and (12) together, one obtains (13) H0II = sup |fli(a;)| à max > sup giy), -inf giy)} ;
Equivalence of the General Approximation Problem to a Simpler
and putting (10) and (13) the desired inequality will follow once it is proved that (14) sup gix) è sup g+0x) , and (15) inf gix) S inf g+0x) .
The proof of (14) and also such that, for each positive integer k, one has gixk) ^g+0x) -1/k, from which (14) follows readily (actually, the equality sign holds in (14), since Si0*0 = Q+0x) for x G [a, b] , and hence sup^-si, gix) S sup"g*-s& g+ix)). The proof of (15) is as follows: By the definition of g+ one has gix) S g+ix) , a S x Sb , and consequently (15) follows (that the equality sign does not always hold in (15) may be seen by choosing gix) to be unity for a S x < b, and zero for a: = b; the "theoretical reason" for this apparent discrepancy between (14) and (15) seems to be that, in the proof of (14), the fact that g+ attains the supremum of si on [a, b] is used, together with the inequality g S g+, while in the proof of (15), only the inequality g S g+ can be used, since si+ need not attain the infimum of si on [a, b] ). It is clear that, putting g = u in inequality (8), and g = I in inequality (9), one obtains (7). Inequalities (6) and (7) give the desired equality, and the proof of Lemma 2 is complete. Theorem 1. 
