Abstract. This paper establishes the long time asymptotic limit of the 2d × 3d Vlasov-Maxwell 4 system with a strong external magnetic field. Hence, a guiding center approximation is obtained in 5 the two dimensional case with a self-consistent electromagnetic field given by Poisson type equations. 6
in a fairly general context, but it requires to solve a six dimensional problem which 23 leads to a huge computational cost. To reduce the cost of numerical simulations, it 24 is classical to derive asymptotic models with a smaller number of variables than the 25 kinetic description. Large magnetic fields usually lead to the so-called drift-kinetic 26 limit [1, 8, 28 , 27] and we refer to [4, 7, 19, 20, 14, 21] for recent mathematical results 27 on this topic. In this regime, due to the large applied magnetic field, particles are full three dimensional system describing ions with massless electrons was studied by 37 be given. The numerical scheme will be briefly described in Section 3 and followed 
∇ x × B = 1 c 2 ∂ t E + µ 0 J,
where c is the speed of light, µ 0 is the vacuum permeability, ε 0 is the vacuum per- hence we define the total charge density ρ and total current density J as ρ = 104 e (n i − n e ) and J = e (n i u i − n e u e ).
105
2.1. Rescaling of the Vlasov-Maxwell system. In the following we will de-106 rive an appropriate dimensionless scaling for (1) and (2) by introducing a set of 107 characteristic scales.
108
We assume that the plasma is such that the characteristic density and temperature
109
of ions and electrons are of the same order, that is,
110
(3) n := n i = n e , T := T i = T e .
111
We choose to perform a scaling with respect to the ions. On the one hand, we set the characteristic velocity scale v as the thermal velocity corresponding to ions,
, where κ B is the Boltzmann constant. Then we define the characteristic length scale .
114
This manuscript is for review purposes only.
It allows to define a first time scale corresponding to the plasma frequency of ions
Finally, the characteristic magnitude of the electric field E can be expressed from n and x by E := e n x ε 0 , hence the characteristic magnitude of the self-consistent magnetic field B, which is 117 denoted by B, is related to the scale of the electric field by E = v B.
118
On the other hand, by denoting B ext the characteristic magnitude of the given magnetic field B ext , we define the cyclotron frequency corresponding to ions by
and ω
−1 c
corresponds to a second time scale.
119
With the above introduced scales, we define the scaled variables as
and the electromagnetic field as
Furthermore, for each species, we define the characteristic velocity and subsequently, by letting f = n/v 3 ,
Inserting all these new variables into (1), dividing by ω p and dropping the primes for 124 clarity, we obtain the following dimensionless Vlasov equation 
where Ma = v/c is the Mach number and
131
To consider an asymptotic limit, we introduce a dimensionless cyclotron period 132 of ions
where ε is a small parameter and study the long time asymptotic, that is, ε = 1/(ω p t) 1. We also denote by α the mass ratio between electrons and ions
Under these two scalings, the Vlasov equation (4) takes the form
and the Maxwell equations (5) are
with ρ and J given by (6). 
144
For simplicity we consider here periodic boundary conditions in space for the distri-145 bution function and the electromagnetic field.
146
Assumption 2.2. The plasma is homogeneous in the direction parallel to the ap-147 plied magnetic field. Hence, the distribution functions f i and f e do not depend on 148 z.
149
For any x = (x, y, z) t ∈ R 3 , we decompose it as x = x ⊥ + x according to the the Vlasov equation (7) can be written in the following form,
156
Now we reformulate the Maxwell equations using Assumption 2.2. Here and after, we will drop the subindex x for spatial derivatives of macroscopic quantities which do not depend on v, such as E and B and their related quantities, for clarity. On the one hand, from the divergence free condition of (8), we can write B = ∇ x × A, where A is a magnetic potential verifying the Coulomb's gauge
On the other hand, the electric field E is split into a longitudinal part and a transversal part Then, from (8) we get that
hence using the uniqueness of the decomposition for given boundary conditions, we 162 necessarily have, assuming periodic boundary conditions, that E T = −ε∂ t A and the
163
electric field E is given by A, that is,
Gathering (10)- (12), we finally have
170
Now we remind the basic properties of the solution to (9) and (13)
171
Proposition 2.3. We consider that Assumptions 2.1 and 2.2 are verified and
is a solution to (9) and (13). Then we have for all t ≥ 0,
Moreover we define the total energy at time t ≥ 0, as
which is conserved for all time t ≥ 0, E ε (t) = E ε (0).
176
We now derive the asymptotic limit of (9) and (13) by letting ε → 0. We denote 177 the solutions to the above equations (9) and (13) 
We prove the following asymptotic limit ε , Φ ε ) be a nonnegative solution to the Vlasov-Maxwell system (9) and (13) satisfying (14). Then, the leading term
Furthermore, we define (F i , F e ) as
where p z = v z + A(t, x) and q z = α v z − A(t, x), and the two Hamiltonians
and
where (F i , F e , Φ, A) is a solution to the following system
This manuscript is for review purposes only. and the density n i and n e are given by
hence the charge density is ρ = n i − n e and the current density corresponds to
where the Mach number Ma = v/c.
188
Remark 2.5. Observe that the drift velocity in (15) 
same for the two species, since it does not depend on the charge of the particle.
190
Proof. We first start with the self-consistent electromagnetic fields, we can easily
and at the next order
where for k = 0, 1,
Substituting the Hilbert expansions into (9), and comparing the orders of ε, such as 196 ε −1 , ε 0 and ε, we obtain the following three equations for ions:
and for electrons:
200
We now pass in cylindrical coordinates in velocity v = v ⊥ + v , with
where we have set ω = |v ⊥ | and
202
Using these notations, we now derive the asymptotic limit according to the orders which means that f s,0 does not depend on θ, hence from Assumption 2.2, it yields
208
As a consequence, the current density is such that
which implies that only the third component of the total current density J 0 might be nonzero and therefore only the third component of A 0 in (18) might be nonzero, that is, A 0 = (0, 0, A 0 ) is a solution to the Poisson's equation with the source term
Finally, since the electric field E 0 = −∇ x Φ 0 and from Assumption 2.2, we also
212
have that E 0,z = 0. in the velocity variable, it gives
219
First notice that G e,0 and G i,0 do not depend on θ ∈ (0, 2π) since f 0 does not depend on θ and 2π 0 e ω dθ = 0, then the solvability condition of (22) is automatically satisfied and after integration 220 in θ, we obtain f 1 as,
where h i and h e are arbitrary functions which do not depend on θ.
223
Now we focus on the first order with respect to ε in (20)-(21). Similarly, from the periodic boundary condition in θ ∈ (0, 2π), we have the following solvability condition
Therefore, we have
Each integral term can be explicitly calculated by substituting f i,1 and f e,1 from (24).
226
On the one hand, observing that
230
On the other hand, the same kind of computation leads to for s = i, e, 231 1 2π
234
Finally since f s,0 does not depend on θ ∈ (0, 2π) and the electric field does not 235 depend on z, the last term in (25) only gives
Gathering (26)- (28), and recalling that E 0 = −∇ x Φ 0 , we get for the distribution
and for the distribution function f e,0 ,
Using the definition of G s,0 for s = i, e in (23) and after some calculations, it finally 249 yields that
Observing that this equation does not explicitly depend on ω, we define
Multiplying (29) by ω and integrating with respect to ω, we get
This last equation can be reformulated to remove the time derivative of A 0 in the velocity field. To this aim, we introduce a new variable for
in F e,0 and perform a change of variable in velocity
From now on, we will use Φ(t, x) and A(t, x) in short of Φ 0 (t, x) and A 0 (t, x) respectively. Hence (30) now becomes
with
where the charge density is always given by ρ = n i − n e , whereas the current density is now given by
where (n i , n e ) and J z are respectively defined in (16) and (17). Finally, the potentials 254 (Φ, A) are now solutions to
where Ma = v/c is the Mach number. 
262
To simplify the presentation, from now on x represents the orthogonal part of 263 x ⊥ = (x, y, 0) with (x, y) ∈ Ω.
264
For the sake of simplicity in the analysis we have only considered periodic bound-265 ary conditions in space, for
267
But other kinds of boundary conditions may be treated for the asymptotic model as • the flow remains incompressible ;
276
• for any m > 1, we have conservation of moments in velocity, for any time
279
• for any continuous function φ : R → R, we have for any time t ≥ 0,
• the total energy defined by
is conserved for all time t ≥ 0.
286
Proof. The velocity field in (15) can be written as
hence ∇ x · U s = 0 is automatically satisfied and the flow is incompressible.
287
Then observing that the variable r z ∈ R only appears as a parameter in the equation, we prove the conservation of moments with respect to r z : for any m > 1 we have for s = i, e,
For a given smooth function φ : R → R and s = i, e, if we multiply the first
Integrating the above equation in space Ω we obtain
where ν x is the outward normal to ∂Ω at x. Now for periodic boundary conditions (31), the right hand side is obviously zero, and for homogeneous Dirichlet boundary conditions (32), we observe that the tangential derivatives verify ∇ x Φ·τ x = ∇ x A·τ x = 0, where τ x is the tangential vector to ∂Ω at x. Hence since
the right hand side is also zero in that case. Finally a further integration on r z shows
Notice that this result still holds true when φ is only continuous. Taking φ(F ) = F , it it yields the conservation of L p norm.
299
Now let us show the conservation of total energy. On the one hand, we multiply the equation on F i by H i and the one on F e by H e , it gives after a simple integration by part and using the appropriate boundary conditions (31) or (32),
301
The first and second terms in the latter equality can be written as
which yields using the equation on A in (15),
On the other hand, from the equation on Φ in (15), we get
Finally, using that I 1 + I 2 + I 3 = 0 in (37), we obtain the energy conservation (35).
302
From the conservation of moments (Proposition 2.6), we get L p estimates [5] on 303 the macroscopic quantities
and there exists C > 0 such that
.
From Proposition 2.6 and Lemma 2.7 we can prove the existence of weak solutions to 305 (15)
306
Theorem 2.8 (Existence of weak solutions). Assume that the nonnegative initial
for s = i, e and for any m > 5
Then, there exists a weak solution (F i , F e , Φ, A) to (15), with
, for any p > 1.
311
Proof. The proof follows the lines of the existence of weak solutions for the VlasovPoisson system [2, 13] . The main point here is to get enough compactness on the potential A since its equation is nonlinear
From (38) and Proposition 2.6, we first get the conservation of moments for any l ∈ (0, m] and s = i, e
hence applying Lemma 2.7, it yields that for any r ∈ [1, m + 1] and q ∈ [1, (m + 1)/2]
Thus, from the elliptic equations in (15) for A and Φ,
Since we can choose r and q > 2, using classical Sobolev inequalities, we have in 312 particular that both ∇ x Φ and ∇ x A are uniformly bounded in L ∞ (R + × Ω).
313
Furthermore, we obtain an estimate on the time derivative ∂ t ∇ x Φ and ∂ t ∇ x A by differentiating with respect to the two Poisson equations in (15)
Then using the evolution equation satisfied by ρ and
where e s corresponds to the second order moment in r z ,
and applying Lemma 2.7, we have that e i , e e ∈ L ∞ (R + , L 2 (Ω)), hence both terms
315
From these estimates, we get strong compactness on the electromagnetic field 
335
Then we substitute them into (15) and drop the high order small perturbation terms,
336
a linearized system is obtained as follows:
338
Now we integrate the first equation in p z ∈ R and the second one in q z ∈ R and using
339
(40), we get a linearized system for the perturbed charge density
which is exactly the linearized system for the two dimensional guiding-center model 342 (39).
343
Therefore, from an equilibrium (ρ 0 , Φ 0 ) for the guiding-center model (39), we can 344 easily construct an equilibrium for (15) by choosing F s,0 such that it satisfies (40) and
where n s,0 is the equilibrium density satisfying ρ 0 = n i,0 − n e,0 . For instance, we can choose
In terms of the electric charge density ρ and potential Φ, our asymptotic model 347 has the same mechanism for generating instabilities as the two dimensional guiding-348 center model, so that the growth rate of instabilities for the electric field will be the 
where n = R F (t) dp z , J z = R F (t)p z dp z .
This solution can be compared to the two dimensional guiding center model (39),
where we neglect the effect of the self-consistent magnetic field B = ∇ x × A, corre-387 sponding to the low Mach number limit Ma → 0 of (44), it yields
389
In this example, we choose Ma = 0.1 and we would like to verify that the asymp-390 totic kinetic model (44) has indeed the same instability on the density n as compared 391 to the two dimensional guiding-center model (45). We choose a discontinuous initial 392 density n 0 which is linearly unstable [11, 29] . Therefore, we consider Ω as a ball 393 centered in 0 of radius R = 10 with the initial density
where ε = 0.02, l = 3, r − = 3, r + = 5, which will create a small instability for the 396 two-dimensional model (45).
397
Now for the asymptotic model (44), we still consider the same density n 0 as an 398 initial data, but introduce an additional perturbation on the moment p z by choosing
400 with u 0 = δ cos(m θ), where θ = atan2(y, x), δ = 0.1, m = 3. It is expected that the 401 instability will now be driven by the perturbation on the density n 0 corresponding 402 to the mode l = 3 but also by the perturbation on the current density J z due to u 0
403
corresponding to the mode m = 3.
404
In Figure 1 , we can clearly see three vortexes are formed at t = 40, which is as shown in Figure 2 , we can also observe three vortexes, which might be caused by 410 the perturbation on the moment p z from the self-consistent magnetic field which are 411 different from the instabilities of the density n.
412
In Figure 3 , we show the time evolution of the L ∞ norm for the difference of the We also note that for this example, the dominating instability would be caused 
with α = 1/1836.5 which corresponds to the mass ratio of one electron and one proton. The current density is
F (t)p z dp z and we choose the initial density n for the ions to be 438 (49) n 0 (x) = 2 + sin y,
439
while for the electrons, we fix it with n e = 2 so that the spatial average is 0 for the 440 total charge density ρ = n − n e . We take the initial distribution function F of the 441 ions as
where the shifted velocity u 0 (x) is
which contributes as a small perturbation in the p z direction and its corresponding initial current density J z will be small but nonzero. The distribution function of the electrons F e is set to be at an equilibrium as 
452
Here we see that without perturbation on the initial data (49), the density n of 453 the 2d guiding-center model (52) is at the steady state n(t, x) = sin(y). Furthermore,
454
when we choose u 0 ≡ 0, the solution is at steady state for both models (52) and (48) 3d Vlasov-Maxwell system, by taking into account of the self-consistent magnetic field.
486
We have assumed both a large applied magnetic field and large time in the asymptotic 
