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Abst rac t - -Ear l ie r  work of Ortiz [1,2] and his collaborators [3,4] is generalized and extended 
for a recursive approach to the solution of abstract linear equations. Two families of vectors are 
simultaneously generated by means of Noether bases in the context of well-ordered bases. They are 
the families of Ortiz canonical vectors and residual vectors associated with every linear mapping on 
infinite-dimensional vector spaces. The latter would serve to determine a necessary and sufficient 
condition which ensures the existence of solutions and the former to provide a direct representation 
of a solution. Such a representation f a preimage vector admits the same scalax-cooredinates and 
the same index as its correposnding image vector, omitting the scalars of nonaccessible oindices. It is 
shown that every linear mapping is uniquely associated with a pair whose components are a family 
of cosets of Ortiz canonical vectors and a family of residual vectors, for any given well-ordered basis 
of its codomain space, the terms of the above-mentioned families axe reproduced by self-starting 
recursive relations in the context of standard bases. Our abstract results show that the reeursive 
relations between the elements of the families mentioned above are conveniently generated through 
matrices in ro~z echelon form. The former makes possible the recursive construction of the solution 
for an extensive class of linear operator equations, including equations determined by operators of 
infinite kernel index and deficiency. Several examples from different fields of applications, uch as 
algebraic systems and partial differential equations with bivariate polynomial coefficients, are used 
to illustrate our method. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Recurs ive  approach, Infinite-dimensional vector spaces, Abstract linear equations, 
Operator linear equations, Noether basis, Ortiz canonical basis, Tau method, Infinite matrices in 
echelon form. 
1. INTRODUCTION 
Canonical polynomials were introduced heuristically by C. Lanczos in the early 1940s and dis- 
cussed in his book [5] of 1956 in connection with an ingenious technique, called the Tau method, 
he pioneered and which since then has been extensively used in scientific computation. These 
polynomials have the ability to express the Tau method's approximate solutions of differential 
problems in a very direct way. 
The author wishes to thank Professor E. L. Ortiz, for the suggestion that a paper of this type be written and for 
his valuable comments and information. 
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A general definition of the canonical polynomials associated with differential operators D = 
}--~=0 Pi (x)d@~ with polynomial coefficients was given by Ortiz in [2]. He showed there that such 
a class of operators is in one-to-one correspondence with a class of sequences whose terms are 
classes of equivalence of canonical polynomials having the algebraic Kernel of an operator as 
their modulo. Ortiz also demonstrates, in the reference cited above, that the individual elements 
of such a sequence can be generated by a simple self-starting recursive procedure, which makes 
them attractive from a computational point of view. 
In [3], Llorente and Ortiz discussed the canonical polynomials in connection with injective 
endomorphisms, E of the space of polynomials of finite deficiency. They showed that the se- 
quence of canonical polynomials i a basis of the space of polynomials uniquely determined by E 
(see also [6]). Ortiz and Samara formulated an operational approach to the Tau method in [4] 
and introduced a special type of infinite banded matrices, showing that such matrices represent 
uniquely differential operators of the type mentioned above. They have also used the operational 
approach to the Tau method [7] for the numerical solution of partial differential equations with 
variable coefficients. 
In this paper, we shall be concerned with a purely algebraic extension of Ortiz' theory on the 
recursive generation of the canonical polynomials to the general case of linear mappings defined 
on abstract vector spaces. We consider two abstract vector spaces X, Y over the same field of 
scalars and an arbitrary linear mapping T of X into Y. Assuming the axiom of choice, Y admits 
a Hamel basis b = (bi)iEI over a well-ordered indexing set I. The well-ordering of I, ensured 
by Zermelo's well-ordering theorem, would serve to define the subset S of I, called the set of 
nonaccessible indices. The latter generates an algebraic omplement of the range of T by means 
of the elements (bs)ses and is denoted by 7~s. The space T~s, called residual space, enables us 
to define a Noether basis v = (vi) is i \s of the range of T, that in turn generates implicitly a 
family q = (qi)ieI\S of Ortiz canonical vectors in X simultaneously with a family r = (ri)ieI\s 
of residual vectors in 7~s. 
It is shown that the above-introduced families of vectors yield the following remarkable prop- 
Given a basis b = (bi)iei of Y, every linear mapping T of X to Y is uniquely associated 
with the pair of families (E, r), where ~; is a family of cosets of Ortiz canonical vectors 
modulo Kernel of T (Theorem 3). 
(2) A family of Ortiz canonical vectors is extendable to a basis cl of X by means of elements 
of a basis of the null space of T (Theorem 4). 
(3) The families E, r are also generated through self-starting recursive relations (Theorem 6) 
associated with abstract linear mappings. These relations are formulated with the aid of 
a standard basis fi of X. 
(4) A necessary and sufficient condition for the existence of solutions to an abstract linear 
equation 
T(x) = y (1) 
is formulated with the aid of the family of residual vectors. It enables us to determine 
the parametric form of the scalar-coordinates of the right-hand side vectors y, for which 
exact solutions exist. Moreover, for every y = }-~ieI oLibi in the range of T, a solution 
to (1), expressed in terms of q, yields the same coordinates and of the same index, 1 as 
the vector y except of those whose index ranges over S (Theorem 7), namely, 
iEI\S 
plus an arbitrary linear combination of elements of the null space ofT. 
1This property justifies the choice of the terminology 'Ortiz canonical vectors'. 
erties. 
(1) 
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Our results are also formulated in connection with matrices in row echelon form. A general 
definition of infinite matrices in row echelon form over well-ordered indexing sets is followed by a 
useful criterion for the detection of such matrices. It is shown that the matrix representation f 
an abstract linear mapping, relative to the bases (~, b), is in prerow echelon form (Theorem 9). 
The latter is an existence theorem of matrices in row echelon form associated with abstract 
linear mappings. Moreover, the intimate relation between standard bases and matrices in row 
echelon form leads to a constructive scheme for the recursive formulation of the solution of 
operator equations. Banded infinite matrices, which represent ordinary differential operators 
with polynomial coefficients and blocks of such matrices, which represent matrix differential 
operators with entries operators of the above-mentioned type, can be transformed into matrices 
in row echelon form by means of a finite and constructive procedure. 
The formulation of Ortiz' representation theorems of the Tau method in the context of abstract 
linear equations ets an extensive framework for the numerical treatment of equations involving 
linear and nonlinear operators. Our study was initially motivated by the problems in the extension 
of Ortiz recursive formulation of the Tau method to systems of ordinary differential equations 
(see [8] and the references given there). Such extension is derived in the foregoing reference 
within the framework of the general ideas presented in this paper. As a consequence of our 
work, the restrictive condition of the finiteness of the deficiency of a linear operator, namely, 
card(S) < 0% which characterizes ordinary differential operators with polynomial coefficients, 
is not a prerequisite for the construction of the recursive formulae of the Ortiz canonical and 
residual polynomials. The latter makes possible the extension of the Tau technique [7,9] to a 
wider class of operator equations, including the case of partial differential equations of infinite 
deficiency (see Example 4). 
In a purely algebraic direction, our results would serve to show in [10] existence and unique- 
ness theorems of infinite matrices in reduced row echelon form infinite matrices associated with 
abstract linear mappings. 
2. ORT IZ  CANONICAL  AND RES IDUAL VECTORS:  
EX ISTENCE,  UNIQUENESS,  RECURRENCE 
A sharp partial order relation -< on a set I is a binary relation on I whose elements 2 satisfy 
the following two conditions: 
(i) if (i, j) E -<, then (j, i) ~ -< (asymmetry), and 
(ii) if (i, j) E -< and (j, k) E -<, then (i, k) • -< (transitivity). 
A blunt order relation -< on I associated with a sharp order -< is an extension of -< by means of 
all pairs (i,i), i • I, i.e., _ = -4 U idi, where idi -- {(i,i), i e I}. Thus, the notation i -< j is 
equivalent to i -< j and i ¢ j. 
A partially ordered set (I, -<) is called well ordered if and only if for each Y c I with Y ¢ 
there exists a j0 • Y such that J0 -- j for every j • J; that is, each nonempty subset of I has a 
first element. A consequence of the above definition is that an element of a well-ordered set I that 
has a successor in I has an immediate successor, but it need not have an immediate predecessor. 
An initial interval I(i) of a well-ordered set I determined by i is the set of all predecessors of i, 
which is formally defined by I(i) = {j • I : j -< i}. An equivalent version f the set-theoretic 
axiom of choice is Zermelo's well-ordering theorem, which shows that there is a relation which 
well-orders any set. 
In a theory T in which a set I is well ordered, propositions are frequently shown with the aid 
of the transfinite induction principle [11, pp. 148-157], which is usually stated in the following 
form. Let I(i) be an initial interval of I determined by i. Let also {P(i), i • I} be a set of 
propositions and i0 be the first element of I. Let us assume both 
2The notation i -<] is equivalently used with the set-theoretic notation (i, j) 6-<. 
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(i) P(io) is true, and 
(ii) for an arbitrary i, the hypothesis P(j),  j ~ I(i) is true implies P(i) is also true. 
Then P(i) holds true for all i ~ I. 
2.1. The  Generation of Ortiz Canonical and 
Residual Vectors Associated with Linear Mappings 
In this paper, an ordered basis (or simply basis) b = (bi)ier of a vector space Y is defined 
to be a linearly independent and generating family of vectors of Y whose indexing set is well 
ordered and which is denoted by (I, -~). Thus, each order relation on the indexing set I of b 
generates a distinct ordered basis of Y. In the same fashion we shall treat families of vectors over 
well-ordered indexing sets. Let b = (bi)iei be a basis of a vector space Y. An element y of Y 
can be expressed by ~e I  aibi,  assuming that a finite number of scalars ai are nonzero. The set 
supp(y) = {i E I : ai ¢ 0} is called finite support of y. If y is a nonzero vector, then supp(y) 
is a nonempty and finite subset of I. Consequently, supp(y) yields a unique greatest element, 
relative to (I, -~), which will be denoted by maxsupp(y). 
DEFINITION 1. Let G be a subspace of Y. The subset S of I de/~ned by S -- {s ~ I : s 
maxsupp(g), Vg E G} is called the set of nonaccessible indices of G, relative to b. Equivalently, 
the set S is characterized as follows: s E S ff and only if there are not dements in G of the form 
bs + ~-~icx(8) a jb j ,  where I(s) is an initial interval of I determined by s. 
REMARK 1. In general, two distinct well-orderings of the indexing set I of a basis b of Y generate 
different sets of nonaccessible indices of a subspace G of Y, as the index maxsupp(g) may vary 
while g 6 G remains constant (see Example 1). 
A subset J of a well-ordered set (I,-~) is well ordered with reference to the order relation 
induced on J by -~ and which will be denoted by (J, ~ j ) .  The space spanned by (bs)~es is 
denoted by T~s and is called residual space of G, relative to b. For each i E I \ S, the definition 
of S implies the existence of a vector, say 6i, in G such that maxsupp(ei) -- i and we write for it 
~i = ~k'<i  ~ikbk, with aii ~ O. The mapping ¢ : I \ S 9 i ~ ¢~ E G defines a family of vectors 
= (¢i)~el\S whose indexing set is well ordered by -~1\s. 
LEMMA 1. 
(i) The space T~s is an algebraic omplement of G, namely, 
Y = G@Tts. 
(ii) The family (¢i)ie1\s is a basis of G. 
PROOF. 
(i). We shall show that the family (ei)ie~\s U (b~)~es is a basis of Y. After the identification of 
the elements b~ with ~8 for all s E S, the above family can be denoted by (ei)~eI. Clearly, for 
every i E I it follows that maxsupp(ei) = i. It suffices to argue by transfinite induction on i E I. 
THE LINEAR INDEPENDENCE OF e. Let i0 be the first element of I. It follows that 6~ o --- Aiobio 
for Aio¢ 0 (Aio ---- 1, if i0 E S, or Aio = ~ioio, if i0 E I \ S) and the assertion follows for i -- i0. 
The inductive hypothesis tates that (ek)k~I(i) s a linearly independent family. We assume that 
~±i  #ke~ ---- 0, which is equivalent to 
~i~i =-  ~ ~.  (~) 
k~(~) 
= c~iibi ÷ )-~kel(i)~i~ba, fter suitable algebraic manipulations, Taking into account hat ¢i 
equation (2) takes the form 
#~bi -- --#~a~ 1 aikbk--ai-i 1 ~ #kek. (3) 
keI(0 k~I(i) 
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The right-hand side of equation (3) is an element of span{(b~)~e/(i)}, and therefore, #~bi E 
span{(bk)~ei(i)}. Now, #i must be zero; otherwise, bi E span{(bk)~el(i)}, a fact contradictory 
to the linear independence of (bi)ieI. Thus, (2) should be of the form ~k~( i )  #~e~ = 0. Finally, 
the inductive hypothesis implies that #~ = 0 for all k E I(i) and the induction is complete. 
The family ¢ is a generating system of Y. It suffices to show that every b~ can be expressed as 
a linear combination of ¢j. As ¢~o = A~0b~o f r some A~ 0 # 0, the assertion follows for i = i0. The 
inductive hypothesis tates that for each k E I(i), b~ can be expressed as a linear combination 
of ¢j. The expression ¢i : ~ i  ai~bk can be written as 
bi = _a-~l Z aikbk + c~l¢i.  (4) 
The inductive hypothesis hows that the right-hand side of (4) is expressible as a linear combi- 
nation of ~j. Thus, the family ¢ is a generating system of Y, and therefore, a basis of Y. Now, 
each y E Y can be expressed uniquely as y = ~ielA~ei = ~ieI \S )~iei + ~sES Asbs. Taking 
g = ~-~.~eI\S )~iei and r = ~seS Asbs, since g E G and r E TZs, it follows that y is uniquely 
expressible in the form y = g + r. Thus, Y = G ® 7~ s. 
(ii). The subfamily (e~)iex\s of ¢ is obviously linearly independent. Let y E G. Then it is 
expressible as y = ~-'~i~t Aiei = ~-~ieI\S ,kiei + ~-'~seS ),sb, and so y - ~ie l \S  ~iei E T~s. Since y 
and ei for i E I \ S are elements of G, it follows that y - ~e~\s  A~¢i = O. Thus, (¢i)~eI\s is a 
generating system of G, and therefore, a basis of G. | 
REMARK 2. In the classical proof, the existence of an algebraic omplement of a subspace G 
of Y, spanned by a part of a given basis b of Y, is deduced from Zorn's lemma (see [12, pp. 238- 
242]. However, it is not specified in it which part of b spans an algebraic omplement of G. 
Alternatively, Zermelo's well-ordering theorem enabled us to define the set S of nonaccessible 
indices, which in turn generates the algebraic omplement Tts of G. Furthermore, as we shall 
see in Section 3, the set S is constructible in the context of infinite matrices in row echelon form 
(see also the examples of Section 4). 
Let us consider the subfamily (bi)iEI\S of b. By virtue of Lemma 1, if i E I \ S, then bi can 
take a unique form 
bi = v~ - ri (5) 
for some vi E G with vi # 0 and ri E ~s ;  if i E S, then b~ E 7-¢s. Additionally, the following 
remarkable result is due to Noether [12, Theorem 1, p. 242]. 
THEOREM 1. NOETHER. The family v -- (v~)~e~\s de/~ned by (5) is a basis of G, called Noether 
basis, relative to b. 
Throughout this paper, we assume that X and Y are abstract vector spaces. The class of linear 
mappings of X to Y over the same field of scalars F is called the class of homomorphisms and 
is denoted by HomE(X, Y). The range and the null spaces of T E HomE(X, Y) are denoted by 
ira(T) and Ker(T), respectively. Let S be the set of nonaccessible indices of the subspace ira(T) 
of Y, relative to b. The algebraic omplement Tts of ira(T), defined above, is called residual 
space of T, relative to b. Accordingly, the cardinality of S indicates the deficiency of T. A vector 
r~ E 7~ for i E I \  S, defined by (5), is called residual vector of index i associated with T, relative 
to b. Let X~ Ker(T) be the quotient space of X modulo Ker(T). The canonical isomorphism 
induced by T is defined by T : X/Ker(T)  ~ im(T), T([x]) = T(x), where [x] E X/Ker(T).  
Let v -- (v~)~el\S be a Noether basis of im(T), relative to b. Following Ortiz [2], the classes of 
equivalence/:~ = T-l(v~) for i E I \ S modulo Ker(T) will be called Lanczos' cosets associated 
with T, relative to b. 
By virtue of the axiom of choice, from each Lanczos' coset £i for i E I \ S, we choose a 
vector qi. The foregoing procedure gives rise to a mapping q : I \ S ~ i ~-~ q~ E X, which, in 
1758 A. (J. PARASKEVOPOULOS 
turn, defines an indexed family q = (qi)ieI\s whose indexing set is well ordered by -<I\s. The 
former is cMled family of Ortiz canonical vectors associated with T, relative to b. Accordingly, 
each Lanczos' coset L:i, i E I \ S, consists of Ortiz canonical vectors of the same index and we 
write formally for it £i -= qi + Ker(T). Moreover, the elements of q satisfy the equation 
T(q~) = vi, (6) 
for all i E I \ S. In view of (5), an Ortiz canonical vector q~ can be equivalently defined by the 
equation 3 
T(qi) = bi + ri, (7) 
for i E I \ S and ri ~ 7P~s. 
Henceforth, Noether's Theorem 1guarantees the existence of Ortiz canonical vectors associated 
with an abstract linear mapping, as being preimages of a Noether basis of its range. 
2.2. Properties of Ortiz Canonical Vectors 
Following Remark 1, let S1 and $2 be two sets of nonaccessible indices generated by two ordered 
bases of Y, say (bi)iesl, (bi)i~/2, where I1, /2 indicate the same indexing set I equipped with 
two distinct well-orders -41 and -<2, respectively. There are cases in which different well-orderings 
of I determine the same set S (see Examples 2 and 3 below). A relevant result is demonstrated 
in the following theorem. 
THEOREM 2. Let q(1) =_ (q~l))iel\sl, q(2) ~_ (ql2))~i\s2 be two families of Ortiz canonical 
vectors generated by (b~)ierl, (bi)ieI2, respectively. I f S1 = $2, then two Ortiz canonical vectors 
chosen from q(1), q(2) have the same index if and only if they differ by an element of Ker(T). 
PROOF. Let us choose two Ortiz canonical vectors of the same index, say q~l) E q(1), q~2) E q(2). 
As S = $1 -- $2, it follows that $1, $2 generate the same residual space 7~s. Thus, for each 
i E I \ S, bi is uniquely expressible in terms of elements of im(T) and 7~s. It follows from (5) 
and (6) that (1) 0 T(q i ) T(q~ 2)) v~. Thus, T(q~ 1)) -- T(q~ 2)) ~ T(q~ 1) -( :) '  
q~l) _ q~2) E Ker(T). Conversely, if two Ortiz canonical vectors differ by an element of Ker(T), 
they belong to the same Lanczos' coset, and therefore, they yield the same index. | 
Let us denote by L: = (g i ) i~\s  a family of Lanczos' cosets associated with T, relative to b. 
THEOREM 3. UNIQUENESS. Given a basis b = (b~)iex of Y, there exists a unique pair (~, r) 
associated with T, relative to b. 
PROOF. Let us consider T E HomF(X, Y) associated with the pairs ~(1) = (£~1))~i\sl, r(1) = 
(r~l))ie/\s1, and £:(2) = (L:~2))i~l\S2, r(2) = (r~2))ie,r\s2, respectively. Given a basis b of Y, its 
indexing set I is equipped with a fixed well order, and therefore, the set S of nonaccessible indices 
is uniquely associated with T, relative to b (Definition 1). Consequently, $1 ---- $2 -- S. Let T be 
the canonical isomorphism induced by T. As T(L:/) = T(qi), i E I \ S, the relation (7) implies 
bi -- ¢(t:~ 1)) - r~ 1) and bi = T(L:~ 2)) - r~ 2) for all i E I \ S. By virtue of Lemma 1, it follows 
that b~ is uniquely expressible in terms of elements of im(T) and ns ,  and thus, ~(£~1)) = ¢(£12)) 
and r~ 1)= r~ 2) for a l l /E  I \  S. As T is an isomorphism, we also have £:~1) = L:~2) for all i E I \  S 
and the equalities £0) = £(2) and r0 )= r (2) follow. | 
Let u = (u~)~ew be a basis of Ker(T), where W is equipped with a well order, say -<w. We 
define the extended family ~ -- u U q. The indexing set of (] is the disjoint union of W, I \ S, 
denoted by K. An order relation on K is defined by the binary relation <g = -4w U "<I\S 
t2 (W x (I \ S)). The set K is formally well-ordered by <g,  in such a way that each element 
of W is a predecessor f every element of I \ S. 
3This equation generalizes (6) in Definition 3.1 of the canonical polynomials, introduced by Ortiz in [2]. 
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THEOREM 4. 
(i) The family £ is a basis of X/Ker(T) .  
(ii) A family q of Ortiz canonical vectors is linearly independent and generates an algebraic 
complement of Ker(T), namely, 
X = span(q} e Ker(T). (s) 
(iii) The extended family Cl is a basis of X.  
PROOF.  
(i) Let v be a Noether basis of ira(T). As  T is an isomorphism and Z: -- T- l (v),  the assertion 
follows. 
(ii) Let ~ex\s  a~q~ C Ker(T)  for some a~ E F. The  foregoing hypothesis is equivalent to 
Z a~qi + Ker(T) = Ker(T). (9) 
ieI\S 
Taking into account that Ker(T) = [0] (the zero element of X/Ker(T)) ,  with the aid 
of E ie I \ s  aiqi + Ker(T) = ~ ie I \ s  ai(qi + Ker(T)) = E ie I \S  ai£i ,  relation (9) can be 
rewritten as ~--~-{~I\s a{/:i = [0]. Since (£~)~eI\s i a linearly independent family, it follows 
that ai = 0 for all i C I \ S. Thus, 
span{q} N Ker(T) = {0}. (10) 
Let us consider an arbitrary element x of X. As (£i)~eI\s is a generating family of 
X/Ker(T) ,  we have x + Ker(T) = ~-~ieI\s aiLi = ~ ie I \S  aiqi + Ker(T). Thus, x - 
~ielkSaiq~ E Ker(T). The latter implies x = ~e l \ sa~qi  + ~wEwC~U~, where 
(u~)~ew is a basis of Ker(T). Accordingly, 
X = span{q} + Ker(T), (Ii) 
and therefore, (8) follows from (10) and (11). To show the linear independence of q, let us 
consider ~e I \ s  a~qi = 0. It follows that ~ ie I \ s  a~qi E Ker(T). As before, relation (9) 
implies ai = 0 for all i C I \ S and the assertion follows. 
(iii) Since q and u are bases of factor subspaces of X [13, Proposition 19, p. 217], it follows 
that their union 51 is a basis of X. | 
The above-generated or ered basis ¢t of X will be called Ortiz canonical basis associated with T, 
relative to b. 
REMARK 3. It should be noted that a Noether basis of im(T) is not necessarily required for the 
proof of Theorem 4. Therefore, the above theorem holds for any choice of a basis v of ira(T). 
COROLLARY 1. I fT  is an injective linear mapping of X to Y, then the families Cl and q coincide 
and so q is a basis of X.  
Let T E HomF(X,Y).  Applying Definition 1 and Lemma 1 with G = ira(T), there exists a 
basis (ei)ieI\s of im(T) such that ei = ~k~_i aikbk, with aii ¢ 0. If we replace a Noether basis v 
with the basis ¢ of im(T), a similar procedure, that has been used for the generation of q, results 
in a family of preimage vectors e = (ei)ic1\s, which satisfy the equation 
T(ei) = ¢i, (12) 
for all i E I \ S, termed standard family associated with T relative to b. Let u be a basis of 
Ker(T), we then define the extended family ~ = u U e whose indexing set K is the disjoint union 
of W, I \ S equipped with t e well order <K, as previously defined in connection with 51. Taking 
into account Remark 3, similar arguments, as those used in Theorem 4, show the following result. 
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THEOREM 5. The family ~ is a basis of X, called standard basis associated with T relative to b. 
A standard family e = (ei)ieI\s, that satisfies (12), would serve to generalize Ortiz' recursive 
formula connecting Lanczos' cosets simultaneously with the generation of a recursive formula 
connecting residual vectors. 
THEOREM 6. RECURRENCE. Let -~ be a well order on I and e = (ei) i~\s be a family of vectors 
satisfying (12). The family of Lanczos' cosets and the family of residual vectors are defined by 
recursive relations of the form 
k~s 
where [ei] = ei + Ker(T), ~nd 
r i=- -  - -~a ik rk  , (14) 
~ii k-~i 
k~s 
for a11 i 6 I \ S. 
PROOF. Let T be the canonical isomorphism induced by T. Let us also call ~ the right-hand 




:b~+ 1--~-Ealabk-- 1 -~Eaikbk- -  1-~--Eaikrk 
k~s k~s 
1 .--. 1 
b i+- -  ) .a~kbk- - - -  ) .  ~ikrk. 
Cqi ~ O~ii k-~i k-~i 
keS k~ts 
Thus, 
O~ii ~ k-~i k-~i 
\kes k~s 
for all i e I \ S. As T(£i) = T(qi) for i 6 I \ S, relation (7) implies 
(15) 
b, = 2F(£~) - r~, (16) 
for all i E I \ S. Equating the right-hand sides of (15) and (16), it follows that 
1 
- = r ,  - - -  
o~ii { k~k~ ikbk -- E Cqkrk } • k-~ i k~S (17)  
Solution of Abstract Linear Equations 1761 
The left-hand side of (17) belongs to im(T), and the right-hand side belongs to T¢ s. Since 
im(T) N TCs = {0}, the left-hand side and the right-hand side of (17) must be zero. As T is an 
isomorphism, (13) and (14) follow. I 
Let us notice here that the limitations of the indices in the sums of the relations (13) and (14), 
namely, k -< i, k E S and k -~ i, k ~ S, can be replaced by the equivalent notations k E I(i) N S 
and k e I(i) \ S, respectively. Moreover, the formulae (13) and (14) are self-starting recursive 
relations. In particular, if i0 is the first element of the set I \ S, then the recursive formulae imply 
the relations 
1 
Z io=- -~- i  [ei0], r io - - - - -~  ~ aiokbk- 
OLi° i° O~i°i° kE I ( i)MS 
The following corollary is an immediate consequence of Theorem 6. 
COROLLARY 2. Ortiz canonical vectors are defined by a recursive relation of the form 
1{)  
q i=- -  e i -  ~ a~kqk (18) 
aii kEI(i)\S 
plus an arbitrary linear combination of elements of Ker(T). 
2.3. Ex istence and Representat ion  of Solutions to an Abst ract  L inear  Equat ion  
The linear problems of algebra nd analysis are concerned with linear mappings on various lin- 
ear spaces. We mention two kinds of problems: existence problems and representation problems. 
Let us suppose that T C HomE(X, Y). Then we can ask, "For which elements y in Y does there 
exist in X an element x such that T(x) = y?" This is the same as asking, "What is the paramet- 
ric form of the scalar-coordinates of an element y E Y, relative to b, which belongs to im(T)?" 
In addition to existence problems, there are representation problems. Given an Ortiz canonical 
basis of X and some fixed y E ira(T), we may ask, "What is the form of the scalar-coordinates 
of a solution x E X to the equation T(x) -- y expressed in terms of the selected basis?" The 
following theorem answers these kinds of problems in very general terms. 
THEOREM 7. EXISTENCE-REPRESENTATION. Let y = ~eI  a~b~ be an arbitrary element of Y. 
(i) y belongs to the range of T if and only if 
~ olibi = ~ o~iri, 
iEs iE[\s 
(19) 
where (r~)iel\S is a family of residuM vectors associated with T, relative to b. 
(ii) A solution x of (1) is of the form 
(20) x= 2_. 
i~lkS 
where (qi)~ez\s is a family of Ortiz canonical vectors associated with T, relative to b. 
PROOF. 
(i) Let q = (qi)ielkS be a family of Ortiz canonical vectors associated with T, relative to b. In 
accordance with (6), the family (T(qi))i~IkS is a Noether basis of ira(T) and so y E ira(T) 
if and only if 
aibi = ~ ciT(q~). (21) 
iEI iEI\S 
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If we replace in the left-hand side of (21) the expression ~ i~I  aibi by ~ i~s  aibi  + 
~iex \s  a ib i ,  and taking into account that bi = T(qi)  - ri, for i e I \ S, then after 
suitable algebraic manipulations, (21) takes the quivalent form 
~"~c~ib i -  ~ air i  = ~ (c i -a , )T (q i ) .  (22) 
iCS iE I \S  iE I \S  
As the left-hand side of (22) belongs to 74s and the right-hand side belongs to ira(T), it 
follows from Lemma 1 that both sides are equal to zero. Thus, c~ = ai  for all i c I \ S, 
and ~es  a~b~ - ~e I \ s  air~ = 0. Therefore, y E im(T) if and only if (19) holds true. 
(ii) As c~ = a~ for all i C I \S ,  (21) takes the form y = )-~e~\s a~T(q~) and so x = ~I \ s  a~q~ 
satisfies (1). | 
2.4. Examples 
Let us apply the approach, discussed in this section, 
for two concrete examples. 
EXAMPLE 1. Let A : R 4 ~ R 6 be determined by the 
to the recursive formulation of the solution 
matrix 
3 5 0 0 
3 1 6 7 
1 2 1 0 
relative to the bases X = (Xi, X2, X3, X4) and b = (bi,  b2, b3, b4, b5, bs) of R 4, R 6, respectively. 
Using the convention of row vectors, a row vector ~ = (~i, ~2, ~3, ~4), relative to X, postmultiplied 
by the matrix [A] b results in a row vector r /=  (711, r/2, r/a, r/4, r/5, r/6), relative to b, namely, 
Equivalently, we may use the functional notation 
i k 
Assuming that the indexing set I = (1, 2, 3, 4, 5, 6} of b is equipped with the natural order, 
it follows from Definition 1 that the set of nonaccessible indices is S = {1, 4}, and therefore, 
74s = span{bl,  b4}. Taking into account that the set I \ S = {2, 3, 5, 6}, we define the following 
list: ¢2 =- A(X1), ¢3 = A(X2), ~5 = A(Xs) ,  ¢6 = A(X4). Thus, equation (12) defines the family e 
as follows: e2 = X1, e3 = X2, e5 = X3, e6 = X4. Since Ker(A) = (0}, it follows that ~ = e. The 
Ortiz canonical and residual vectors are defined 4 recursively by (18) of Corollary 2 and (14) of 
Theorem 6, respectively, 
1 
q2 = ~X1, 
1 1 
qa = "~ (X2 - 3q2) = ~(X2 - X1), 
1 1( 1 4 )  
qs=~(x3-q3-3q2)=~ X3-~X2-~X1 , 
q6=~(X4-2q3+q2)=~ X4-~X2+ X1 , 
4Ortiz canonical vectors and residual vectors could be determined by (7). For example, as A((1/3)X1) = (2/3)bl  + 
b2, it follows that q2 = (1/3)X1 and r2 = (2/3)bl. 
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2 b r2 = ~ 1, 
1 
r3 = ~(bl  
1 
r5 = ~(bl  
1 
r6 = ~(bl  
Let us consider the equation 
1 
- 3r2) = -~b l ,  
/ +6b4-ar2 - r3 )=~ g 1+6b4 , 
1/11  b ) "~-bn- r2 -2r3)  = ~ ~~ 14-b4  
A(x) = y. 
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The parametric form of the scalar-coordinates of a right-hand side vector y = ab l  + cb2 + 
db3 +/3b4 -b fb5  -t- gb6 can be found with the use of (19) of Theorem 7. Thus, ab l  +/3b4 = 
cr2 + dr3 + fr~ + gr6, and using the explicit form of ri, we have 
= -~b l+ b l+6b4 + +b4 • 
Hence, ~ = (2/3)c-(1/5)d+ (1/35)f + (n/90)g and/3 = (6/7)f + (1/6)g, and so the right-hand 
side vector must be of the form 
y = - g + + -~- ]  bl + cb2 + dba + + b4 + fb5 + gb6, 
where c, d, f ,  g are free scalars. Finally, a solution x of the above equation, expressed in terms 
of Ortiz canonical vectors, is given by 
x = cq2 + dq3 + fq5 + gq6. 
Using the explicit form of qi, the parametric form of the solution takes the form 
Let us now consider the order relation induced on I by the binary relation ~,  = {(2,1), (2, 3), 
(2, 4), (2, 5), (2, 6), (1,3), (1, 4), (1,5), (1, 6), (3, 4), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6)}. The elements 
of I can be listed in this order as follows: 2 -~, 1 -~, 3 ~,  4 -~. 5 -~. 6. Thus, the set of 
nonaccessible indices is S = {2,4}, and so As = span{b2, b4}. Now the new lists of Ortiz 
canonical and residual vectors are 
1 3 
ql = ~X1, rl  = ~b2, 
qa=g X2-~X1 , r3=-~-~b2, 
1( ) 1( o ) qs= ~ X3-gX2-  X1 , r s= ~ - b2+6b4 , 
q6 ----- ~ X4 -- ~X2 -- X1 , r6 = ~ + b4 . 
Let us point out here that Ker(T) = {0} and that the set of nonaceessible indices determined 
by the order -~. differs from the set of nonaccessible indices determined by the natural order. 
Accordingly, the sets of nonaccessible indices generate different lists of Ortiz canonical and resid- 
ual vectors, as indicated above. These lists contain Ortiz canonical vectors of the same index for 
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i = 3, 5, 6. However, they do not differ by an element of Ker(T), as we have already mentioned 
in Remark 3. 
Before considering the second example, let us define the following well-order elations on the 
set I = No × No, where the set No denotes the set of natural numbers including zero. 
(i) By -<cl we shall denote the order relation, induced by Cantor's first diagonal method, as 
it is displayed below. 
(0,0) (0,1) (0,2) (0,3) ... 
/ / / 
(1,0) (1,1) (1, 2) ... 
/ / 
(2,o) (2,1) ... 
/ 
(3,0) .-. 
The elements of I can be listed in this order as follows: (0,0)-~e1(1,0)-~c1(0,1) 
-<el(2, 0)-~c1(1, 1)-~vl(0, 2)-4c1(3, 0)-~c1(2, 1)-<c1(1, 2)-~c1(0, 3)-<cl , . . . .  The ordinal 
number corresponding to the ordered set (I, -~cl) is w. 
(ii) In a similar manner, we can define the well-order elation -~c2, as follows: 
(0,0) (0,1) (0,2) (0,3) ... 
(1,0) (1,1) (1,2) ... 
/ / 
(2,0) (2,1) .-. 
(3,0) ... 
The elements of I can be listed in this order as follows: (0,0)-<c2(0,1)-4c2(1,0) 
-~c2(0, 2)-<c2(1, 1)-~c2(2, 0)-<v2(0, 3)-<c2(1, 2)-<v2(2, 1)-<c2(3, 0)-~v2,.... The ordinal 
number corresponding to the ordered set (I, -<c2) is also w. 
EXAMPLE 2. Let us consider Laplace's operator estricted to the space of real bivariate polyno- 
mials 0 2 0 2 
V 2 = __  + - -  
69X2 ~9y2 "
Let us also consider the standard basis (xiyJ)(~,j)ei of bivariate polynomials, whose indexing 
set is well ordered by -<c1. The range of ~7 2 is generated by polynomials of the form 
~7 2 (x'~y m) = n(n - 1)xn-2y m + m(m - 1)xny m-2. (23) 
Taking into account hat (n, m - 2) -~vl (n - 2, m), it follows from (23) that 
maxsupp(V 2(xnym)) =(n-2 ,  m), if n>2 and meNo.  
We can also write maxsupp(VU(x~+2y'~)) = (n,m) for all n,m e No, which shows that S = @. 
Thus, the residual space is 7~s = {0) and V 2 is an epimorphism. Following the notation of 
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1)x y +m(m--1)x y anden-2m Theorem 5, after the identification of ¢n-2m with n(n-  ,~-2 m n ,~-2 
with xny m for n :> 2, m c No, the family (e~-2m)~>2,~eNo solves the equation ~72(en_2m) =
e~-2,~. The former corresponds to equation (12), and therefore, the recursive relation of the 
Ortiz canonical polynomials, given by (13), takes the form 
1 (~) 
Q,(1)2m(X,y ) - ~Xny m -- m(m -- 1 )Qnm_2(x ,y  )~,  
~2(n-- 1) J 
(24) 
for n _> 2 and m E No. Let us derive some more Ortiz canonical bivariate polynomials generated 
by (24) and written in ascending order, relative to -'<61, 
Q(Jo)(~,y)= ~, for~=2, ~=0,  
1 3 Q~)(x ,y )=~x , fo rn=3,  m=0,  
1 2 O~)(x ,y )=~x y, fo rn=2,  re=l ,  
1 4 
Q~(~,~) = i5~,  for ~=4,  ~=0,  
1 3 
Q~(~,y)  = ~ y, for ~ = 3, ~ = 1, 
Q(12)(x,y)=-~ x2y 2 -  x 4 , fo rn=2,  m=2,  
The bivariate polynomial solution of the differential equation 
v~t(~,y) = ~ j~ '~J  
i=0  j=O 
is given by 
t(z, y) (~) 
i=0  j=0 
plus an arbitrary linear combination of elements of Ker(V~). 
Let us now consider the sequence of the Ortiz canonical polynomials generated by the or- 
der -<c2, defined on the indexing set I of (ziyJ)(i,j)et. Working similarly as in the previous case, 
it follows from (23) that 
maxsupp(V~(xnym))=(n ,m-2) ,  i fm>2 and neNo,  
and therefore, 
Q~_~(~,v)  = 1 
1)Q(n2)_2m (x, y) (25) 
for m >_ 2 and n E No. The Ortiz canonical bivariate polynomials written in ascending order, 
relative to -~c2, are 
Q(0~o~(~,y)=~y ~, for .~=2,  n=0,  
Q(2), 1 3 
01~x,Y)=BY , fo rm=3,  n=0,  
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1 2 Qi )(5, = 
14 
'~o2f)(2)(x,Y) = ~-~y , 
1 
Q~)(x, y) = gxy , 
Q(:) 2 - -6Y }' 
20 (5, y )= {x2y ~ 1 4 
for m = 2, n----l, 
fo rm=4,  n=0,  
fo rm=3,  n=l ,  
fo rn=2,  m = 2, 
As an application of Theorem 2, the elements of Ker(V 2) may be generated with the use of 
the above-mentioned sequences of Ortiz canonical polynomials. Two Ortiz canonical polynomials 
Q(1) (x y), (~nm~ , y) of the same index differ by an element of Ker(~72), since the above-defined nmk , /~(2) IX \ 
orderings of I result in the same S = ~. In particular, the set of bivariate polynomials generated 
,-,(1) t x \--/3(2) [x by the differences u~m (x, y) : ~ ,~ ( , y) ~m ~ , Y) and extended by the set {1, x, y, xy } , whose 
elements are mapped to zero directly by (23), form a generating system of the space Ker(V 2) of 
harmonic 5 polynomials. Moreover, the differences u,~m (x, y) result in either linearly independent 
harmonic polynomials such as 
Q(U, ~(2), 1 a 1 2 
12  13  
1) (x, y) - y) - -  y - 
or linearly dependent harmonic polynomials uch as 
Q(~)(x ,y )_Q(~) (x ,y )= l _x2 .2_ lx4  14  
2 Y - -~Y '  
Q~I 0) (x, y) - Q(220 ) (x, y) = ~-~xl a -2152-2Y +]2y'14 
3. INF IN ITE  MATRICES IN  ROW ECHELON FORM 
ASSOCIATED WITH ABSTRACT L INEAR MAPP INGS 
Throughout this section, we adopt he following assumptions and notations: X and Y are vector 
spaces equipped with ordered bases X = (Xk)keK and b = (b~)~i over well-ordered indexing 
sets (K,-~K), (I,-<X), respectively; A E HomF(X,Y) and is defined by A(Xk) = ~e I  akibi 
with ak~ 6 F; [A] = (aki)(k,i)eKxI stands for the matrix associated with A, relative to X and b; 
W denotes a subset of K defined by: k 6 W ¢* A(Xk) = 0; J stands for the set complement 
of W; crj denotes the maxsupp(A(x3)) for j E J, relative to (J, <I\s).  We shall also write 
A(Xj)  = ~i-%~j aj ibi  for j E J, with aj¢j # O. As the number of nonzero entries, in any row 
of [A], is finite, such infinite matrices are naturally called row finite. The class of row finite 
matrices is in one-to-one correspondence [12, pp. 243-244] with the class HomF(X, Y) relative 
to X and b. An order monomorphism f of (K,-~g) into (I,-~I) is a sharp order preserving 
mapping; namely, k -~K m implies f (k)  -~I f (m)  for all k, m 6 K. It follows that f is an 
injective (or one-to-one) mapping. 
The definition below extends the notion of row echelon finite matrices to cover the case of 
infinite matrices over well-ordered indexing sets. 
DEFINITION 2. A row finite matrix [A] = (aki)(k,i)EKxI is said to be in row echelon (RE) form, 
relative to (K, -<K), (I, -~I) if and only if the following hold. 
(i) aj~j = 1, for all j 6 J (the greatest element of the support of any nonzero row of index 
j E J, is the scalar 1). 
5These are the polynomial solutions of the equation V2unm(x ,  y) = O. 
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(ii) I f  a~ = 0 for some k 6 K and for all i ~ I, then C~m~ = 0 for all m -<~ k and for all i ~ I 
(all the predecessors of a zero row are zero rows). 
(iii) The mapping ~ : J ~-~ I defined by ~(j)  = cr~ is an order monomorphism (if k e J and 
m ~ J such that k -<K m, then ak -<I Crm). 
A row finite matrix [A], satisfying postulates (ii) and (iii) with a~3 ~ 0 for j E J, is said to 
be in prerow echelon form. 
3.1. Detect ing  Matr ices  in Row Eche lon  Form 
In the general case of row finite matrices, the set a(J)  = (~rj : j e J} is a subset of iT \ S, but 
it is not necessarily equal to I \ S; however, in the context of matrices in RE form the equality of 
these sets holds true. The foregoing result together with some additional properties of matrices 
in RE form are demonstrated in the following lemma. 
LEMMA 2. Let [A] -- (a~)(~#)~Kx~ be in prerow echelon form. 
(i) The set of nonaccessible indices S is set compIement of a( J ) ,  and therefore, 
a( J )  = I \ S. 
(ii) The family (A (x j ) ) je J  is a basis ofim(A). 
(iii) The family (X~)~ew is a basis of Ker(A). 
(iv) Every predecessor c~ i of a leading one aj¢j is zero. 
PROOF. 
(i) It suffices to show that I \ S C ~(J) .  If i E I \ S, it follows from Definition 1 that there 
exists some g E ira(A) such that maxsupp(g) =- i with g 7~ 0. Expressing g in terms 
of (A(xd)) jeg,  it takes the form g = ~j-<,~k #jA(x j ) ,  for #j ~ O. Since ¢ is an order 
monomorphism, it follows that a d -<I ¢k for all j E d such that j -<K k. The former 
means that ak = maxsupp(g) and so i = crk. Thus, i e ¢ ( J )  and the assertion follows. 
(ii) By virtue of Definition 2, the mapping e : J ~-+ I is injective, namely, k ~ m ¢=~ ak ~ crm; 
thus, we can define e~j = A(Xj )  for all j E J. As A(Xj )  -- ~ i~_~ aj~b~ for aj~j ~ 0, we 
have maxsupp(¢a~) = aj for all j E d. As or(J) = I \S  we can also write maxsupp(¢i) = i 
for all i e I \ S. By virtue of Lemma l(ii), the family (e~)iei\z or (¢¢j)jeJ is a basis of 
im(A) and the result follows. 
(iii) It suffices to show that (X~)wew is a generating system of Ker(A). Let us take any 
x e Ker(A). Since W, J are complementary sets, we can write x = ~--~wew ~Xw + 
~deg c~jXJ" Now the linear independence of (A (x j ) ) je J  implies the equivalences, A(x) = 
0 ¢~ ~je J  c~jA(xj) = 0 ¢=> ~j = 0 for all j e d. Thus, x = >-~ew c~X~ and the assertion 
follows. 
(iv) I f i  E W, then the row of index i i s  azero  row and the result follows. I f i  E J and 
i -<K J, then the scalar ~i~, is a leading one. Taking into account that ¢ is an order 
monomorphism, we have a~ -<I a~. Thus, c~ j  = 0. | 
In order to formulate a useful criterion for the detection of matrices in RE form, we introduce 
some additional definitions and notations to those stated in the beginning of this section. Let 
[A] = (aki)(k#)eKxI be a row finite matrix associated with A, relative to the bases X = (Xk)ke~, 
b = (b~)~eI. Let also -~z be a well-ordering of I and -<w be the well-ordering of W induced 
by -~g. If the mapping cr : d H I is injective, we then define on d a well-order elation -4¢-~ 
induced by the inverse mapping of a, namely, ¢-~(m) -<~-~ ¢-~(n)  if and only if m -Q n for 
m,n ~ a(d). Moreover, we define on K the order relation <g = -'<w W -%-~ U(W x d). 
Formally, (K, <g)  is a well-ordered set. The mapping cr is an order monomorphism and the 
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elements of W are predecessors of the elements of J, relative to <K. Let us call X t the family X 
indexed by the ordered set (K, <K). Let us also introduce the family X* = (X~)keK, defined by 
, [ Xk, if k E W, 
(26) 
ak~Xk,  if k E d, 
whose indexing set is ordered by <K- Formally X* is a basis of X. Moreover, it follows from (26) 
that the coordinate of index (j, ~r~), in the row determined by A(X;), is as~ j = 1 for all j E d. 
Thus, the following theorem has been established. 
THEOREM 8. I f  a : J ~ I is an injective mapping, then the row finite matrix [A] is in RE form 
(respectively, pre-RE form), relative to the bases X*, b (respectively, X ~, b). 
A consequence of Lemma 2 and Theorem 8 is the following corollary. 
COROLLARY 3. If(7 : J ~-* f is an injective mapping, then the family (A(x j ) ) je J  is a basis of 
ira(A); the family (X~)~cw is a basis of Ker(A); and the set S, of nonaccessible indices, is set 
complement of er( Y). 
3.2. Matr ices  in Row Eche lon  Form: Ex is tence-Recur rence  
Lemma 1 and Theorem 5 guarantee the existence of a standard basis 6 = u U e of the domain 
space of an arbitrary linear mapping, which is defined implicitly through a basis e of ira(A). The 
indexing set K of 6 is the disjoint union of the sets W, I \ S, which is well ordered by <g. 
Thus, the set complement Y of W of Definition 2 is I \ S. Adopting the notation of Theorem 5, 
the following result shows the existence of matrices in RE form associated with abstract linear 
mappings. 
THEOREM 9. Let b be any basis of Y whose indexing set I is well ordered by -<1. Let also 
A E HomF(X,Y) .  Then [A] is in pre-RE form, relative to 6, b. Applying (26) with X = 6, the 
matrix [A] is in RE form, relative to 6", b. 
PROOF. From (12), we have A(ei) = Ei with maxsupp(¢i) = i for all i c I \ S. As J = I \ S, 
it follows that the mapping a : J ~ d is the identity mapping. Hence, the result follows from 
Theorem 8. I 
The following corollary shows that the recursive relations (13) and (14) are conveniently gen- 
erated through pre-RE matrices. Following the notation of Definition 2, the above-mentioned 
recursive relations can take a useful form in connection with pre-RE matrices. 
COROLLARY 4. If [A] = (Olki)(k,i)EKx I iS in pre-RE form, then the family of Ortiz canonical 
vectors and the family of residual vectors are defined by recursive relations of the form 
q~j - Xj -- E OLJiqi 
OLjcrj iEI j  
plus an arbitrary linear combination of dements of Ker(A) and 
r¢j = ad~d iCIj 
for all j E J, where Ij = I(aj)  \ S and S d = S M I(aj). 
PROOF. Using similar arguments with those used in the proof of Lemma 2(ii), we can define 
e¢~ = A(Xj)  for all j E Y. It also follows from the above-mentioned lemma that the family 
(~¢~)deJ is a basis of ira(A). Now equation (12) takes the form A(e¢~) = ¢~ for all j E J. 
Consequently, Xj E [e~i] and the result follows from Theorem 6 and Corollary 2. I 
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The results derived in this section would serve to extend, without essential modifications, the 
procedure discussed in Example 1 for the treatment of finite systems of linear equations to the 
case of equations determined by infinite matrices in row echelon form. After the verification of the 
RE form of an infinite matrix, for which the criterion demonstrated in Theorem 8 could be used, 
bases of the null and the residual space are directly generated and the recursive relations (27), (28) 
are immediately constructible (see Examples 3 and 4 in Section 4). 
4. APPL ICAT IONS TO PART IAL  D IFFERENTIAL  EQUATIONS 
In the following examples, a partial differential operator, 
n m Oi+j 
i=O j=0 
with coefficients p~j(x, y) real bivariate polynomials, is restricted to the space TC[x, y] of real 
bivariate polynomials. As D is linear and maps bivariate polynomials into bivariate polynomials, 
it follows that D is an endomorphism of R[x, y]. We shall use the recursive approach to construct 
the parametric form of the right-hand side bivariate polynomials f (x ,  y) and the exact polynomial 
solution of a partial differential equation 
Dt(x ,y )  = (29) 
At this point, let us put our results in the context of the Tau method. Let us assume that a 
solution t(x, y) to (29) needs to fulfill some supplementary conditions and that the polynomial 
f (x ,  y) must be an element of ira(D). Then, following the lines of the Tau method [7,9], a 
small perturbation term 6 H(x,y)  g Z ---- )-'~i=l~j=l~-ijT~j(x,y) is added to f (x ,y )  to satisfy the 
above requirements. A T-approximate polynomial solution is the exact solution to the perturbed 
problem 
D t(x, y) =/ (x ,  y) + H(x, y), (30) 
which is expressible in terms of Ortiz canonical polynomials by (20). 
In addition to the order relations -~cl, -~c2, defined in Section 2, the indexing set I = No × No 
is equipped with the lexicographic ~L well ordering defined in the sequel. We say that (n, m) 
is less than (k, l), relative to -4L, and we write (n, m) -% (k, l) if and only if either (n < k) or 
(n -- k and m < l), where "<" stands for the natural order on No. The elements of I can be 
listed in this order 7 as follows: (0, 0) -~L (0, 1) -~L (0, 2) -'~L . . . .  , "~L (1, 0) "~L (1, 1) -% (1, 2) -'(L, 
• " , ,  -~L (n,  0) -~L (n,  1) ~L  (n,  2) ~L , - . . .  The ordinal number corresponding to the ordered set 
(I, -%) is w 2. 
Following Hosseini and Ortiz [9], a bivariate polynomial p[n,~l(X, y) is called rectangular s of 
index (n, m) if it can be written in the form Pinto] (x, y) = ~--.n ~---.m ~ j 2-,i=0 2 ,j=0 a~jx y with a~,~ ~ 0. If 
the indices of the nonzero coefficients ~ j  of a rectangular polynomial are listed in an ascending 
order, relative to -%, then (n, m) occupies the highest entry of the list and so it coincides with 
maxsupp(p[nm] (x,y)). A bivariate polynomial P(~m) (x, y) is called triangular of index (n, m), 
relative to -<c~ (respectively, -<c~) if and only if it is of the form 
n+m 
y) =  ,jx y j
k=O 
i~j----k 
6It could be a finite linear combination of elements Tij (x, y) chosen from the Chebyshev product basis. 
7We mention here that the elements (n, 0) for n >__ 1 do not have immediate predecessors, relative to the lexico- 
graphic order. 
8A list of indices (i, j )  of the coefficients of Pinto] (~, Y), written in a two-dimensional rray, relative to ~L, forms 
a rectangle. 
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assuming that a,~.~ ~ 0 and c~ij = 0, whenever i 4-j = n + m with i < n and j > m (respectively, 







(x, y) = a00, 
(x, y) = aoo + alox, 
(x, y) -= aoo 4- a lox  + holy,  
(x, y) = aoo + alox + amy + a20x 2, 
(x, y) = aoo + alOX 4- holy 4- a20x 2 + a11xy, 
(x, y) = aoo 4- alox + amy + 320 x2 + anxy  + a02y 2, 
If the terms of a triangular polynomial P(nm)(X, y) are listed in an ascending order, relative to -~e 1 
(respectively, relative to -<c2), then the index (n, m) occupies the highest entry of the list among 
the nonzero coefficients of p(~m} (x, y) and so it coincides with maxsupp(p/~,~ ) (x, y)). 
REMARK 4. By virtue of Lemma l(ii), applied for S = 0, both sequences of rectangular and 
triangular bivariate polynomials form bases of R[x, y]. 
02 0 ~ EXAMPLE 3. Let the differential operator be D = (x 2 + 1)g~.z + y~.  
Following the notation of Section 3, the operator D applied to X = (xnym)(n,m)eI generates 
the polynomials 
D (x'~y m) = n(n - 1)x~-2y m + m(m - 1)x'~y m-1 + n(n - 1)xny m, (31) 
which form a generating family of im(D). If n < 1, then (31) takes the form 
D (x'~y "~) = m(m - 1)x'~y m-1. (32) 
It follows from (31) that the indexing set W is {(0, 0), (0, 1), (1, 0), (1, 1)}. The set complement J 
of W is the union of the disjoint sets {(n, m), n > 2, m E No} and {(n, m), n < 1, m > 2}. Let 
us consider the basis b = (xnym)(,~,m)eI, of the codomain space R[x, y] of D, whose indexing set 
I = No x No is well ordered by the lexicographic order "~n- The elements of b are listed, relative 
to -<L, as (1, y, y2 , . . . ,  x, xy, xy2 , . . . ,  x 2, x2y, x2y2, . . .  ). Taking into account hat (n - 2, m) -~L 
(n, m-  1) -<n (n, m), it follows from (31) and (32) that 
{ (n,m), 
maxsupp (D  (mnym))  = (n,  m - 1), 
if n > 2 and m C No, 
if n <_ 1 and m > 2. 
(33) 
The mapping a : J ~ I, defined by a(n, m) = maxsupp(D(xnym)) ,  is formally injeetive. It 
follows from Corollary 3 that Ker(D) = span{l, x, y, xy}, and that S = {(0, 0), (1, 0)}, as being 
set-complement of a( J ) .  Therefore, the residual space 9 is 7~s = span{1,x}. Following the 
procedure demonstrated in Section 3.1, let us define the order relation induced on J by the 
inverse of a. It generates the domain basis X t = (1, x, y, xy ,  y2, y3 , . . . ,  xy2,  xy3 , . . . ,  x 2, x2y . . . .  ). 
°As (n - 2, m) "~c1 (n, m - 1) "~c1 (n, m) and (n - 2, m) ~ca (n, m - 1) -4c2 (n, m), it follows that in both cases 
maxsupp(D(x'~ym)) is given by (33). Consequently, the orders -4cl, "<c2, -<L generate the same S. Theorem 2 
implies that in all these cases Ortiz canonical polynomials of the same index differ by an element of Ker(D). 
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The matr ix representation f D, relative to X t, b, is of the form 
0 0 0 0. . .  
0 0 0 0. . ,  
0 0 0 0. . .  
0 0 0 0- . .  
0 2 0 0... 
0 0 6 0-.. 
0 0 0 12-.. 
0 0 0 0... 
0 0 0 0...  
0 0 0 0... 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
. . .  
0 0 0 0... 
0 0 0 0...  
0 0 0 0.-. 
0 2 0 0... 
0 0 6 0...  
0 0 0 12... 
0 0 0 0-- 
0 0 0 0 . . .  
0 0 0 0 . . .  
0 0 0 0- . -  
0 0 0 0 . . .  
0 0 0 0 . . .  
0 0 0 0. - .  
0 0 0 0 . . .  
0 0 0 0 . . .  
0 0 0 0 . . -  







0 0 0 
0 0 0 
0 0 0 
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0 ' ' '  
0 ' ' '  
0 ' ' "  
0 ' ' '  
0 . . . . . .  
0 . . . . . .  
0- 
0 . . . . . .  
0 . . . . . .  
0 ' '  
2 0 0 0--. 
0 2 0 0..- 
0 0 2 0... 
0 0 0 2... 
0 0 0 0 . . .  
0 0 0 0 . . -  
0 0 0 0-- .  
0 0 0 0 . . .  
0 0 0 0.-- 
0 0 0 0,..  
0 0 0 0,..  
0 0 0 0.-- 
6 0 0 0... 
0 6 0 0... 
0 0 6 0.-- 
0 0 0 6..- 
2 0 0 0 , . .  
0 2 0 0 . . .  
0 2 2 0 . . .  
0 0 3 2. . .  
0 0 0 0. . .  
0 0 0 0., ,  
0 0 0 0.. .  
0 0 0 0.. .  
0 0 0 0 . . . . . .  
0 0 0 0 . . . . . .  
0 0 0 0 . . . . . .  
0 0 0 0 . . . . . .  
6 0 0 0 . . . . . .  
0 6 0 0 ... 
0 2 6 0 . , .  
0 0 6 6 .., 
The foregoing matr ix  m in pre-RE form, relative to Definition 2. If n <_ 1 and m >_ 2, then 
relations (27) and (28) in conjunction with (32), or directly from (7), generate the Ortiz canonical 
and residual polynomials ° 
1 
= - 1) R, ,  y) = 0 (34) 
If n >_ 2 and m e No, then, by virtue of (27), we get with the aid of (31) the recursive relation 
of the remaining Ortiz canonical polynomials 
1 
Q~,~(x, y) = n(n  - 1~ {xnym -- m(m -- 1)Q~m-1 (x, y) -- n (n  -- 1)Q~-2 re(x, y)}. (35) 
Let us now use (35) to derive some more concrete Ortiz canonical polynomials. Taking into 
account hat (0, 0) C S, it follows that  Qoo(X, y) is omitted, as being undefined; thus, Q20(x, y) = 
(1/2)x 2. Similarly, we have Q3o(x, y) = (1/6)x 3. Since Q0t(x, y) = (1/2)y 2, as being previously 
defined by (34), we have Q21(x,y)  = (1 /2 ){x2y-  y2}. Let us now determine the form of the 
remaining residual polynomials. If n - 2, m = 0, then the first term of the r ight-hand side 
of (31) has index (0, 0) E S and the second term is zero (the third term is not an element of 
neither S nor I(2, 0) and therefore, is not involved in (28)). Therefore, (28) gives R2o(x ,y)  =- 1. 
Similarly, we have R30(x, y) = x. Now, if n >_ 4, then the first term of the r ight-hand side 
of (31) has index (n -  2, 0) E I (n,O) \ S. Thus, (28) gives R,m(x,  y) --- -Rn-2  o(x, y). Similarly, 
with the aid of (34), we have R21(x,y)  = -Ro l (x ,y )  = O, Ra l (x ,y )  = -R l l (x ,y )  = 0, and 
Rnl (x ,y )  -- Rn-2  l (x ,y )  -= 0 for n > 4. The above results are summarised in the formulae 
R2no(x ,y )  = ( -1 )  '~-1, i fn>l ,  
R2,~+1 0(x, y) = ( -1 )~-1x ,  if n >_ 1, (36) 
Rnl (x ,y )  = O, if n e No. 
l°Equivalently, we can write Qnm(X,y) = (1/rn(m-b 1))xnym+l; Rnm(x,y) = 0, for n _< 1 and m >_ 1. 
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The remaining residual polynomials are defined by (28) as follows: 
1 
Rnm(x,y) = n(n - 1) {-m(rn  - 1)Rn,~- l (x ,y)  - n (n -  1)R~_2 m(X,y)} , (37) 
for n > 2 and m > 2. All previously defined residual polynomials, in the right-hand side of (37), 
are determined by either (34) or the third relation of (36). It follows that they must be zero, 
namely, Rnm(x, y) = 0 for all n _> 2 and m >_ 2. Let us consider the differential problem 
Dt(x, y) = p[~,~] (x, y), (38) 
where Pistol (X, y) is a rectangular polynomial of the form ~-'~0 ~=0 ai jxiy j with O~nr  ~ O. 
Taking into account hat the nonzero residual polynomials are those of index (i, 0) for i > 2, it 
follows from (19) that P[nm] (X, y) belongs to im(D) if and only if Co0 + aa0x = ~2 aioR~o(x, y). 
Using the explicit form of Rio(X, y) in (36), the foregoing equation is equivalent to the following 
relations between the coefficients of p[n,~] (x, y): 
In~2] [(n--1)/2] 
K -~ r 1~i-1 a O~00 /~ ~,-- } 2i 0, O/10 E i--1 = = ( -1)  a2~+l 0, (39) 
i=1 i=1 
where [m] stands for the integer part of a rational number m. Given that the relations in (39) 
are satisfied, the bivariate polynomial solution of (38) takes the form 
t(x,y) ~--- ~ ~ C~ijQij(x,y ) -~ C O "]- ClX "~ c2y + c3xy, (40) 
i=0 j=0 
(i,j) ~S 
where ci are free scalars, which could be adjusted by four supplementary conditions of the differ- 
ential problem. 
/X2--X -- 2\ O 2 EXAMPLE 4. Let the differential operator be D = ~ ± Y±Y ) o-K~y" The generating polynomials 
are given by 
m (xny m) = nmx"+ly m-1 + nmx~y m + nmxn- ly  m+l. (41) 
From (41), it follows that the indexing set W is the union of the sets {(n, 0), n C No} and 
{(0, rn), rn E N0), and the set complement J of W is J = {(n, m), n _> 1, m _> 1}. Let us now 
choose the ordering -<c~ of the indexing set I orb. It follows from (41) that maxsupp(D(x~ym)) = 
(n - l ,m+l )  fo rn  > 1 andre_> 1 and soa(n ,m)  = (n - l ,m+l ) .  Formally, or : . /~  I i s  
an injective mapping. Thus, Ker(D) = span{1,x",y ", n _> 1}. Also, the set of nonaccessible 
indices S = I \ or(J) is the union of the disjoint sets {(n, 0), n • No} and {(n, 1), n • No}. 
Thus, 7~s = span{l, x '~, x"y, n k 1}. As Ker(D) and 74s are of infinite dimensions, the operator 
is of infinite Kernel index and deficiency. The inverse of cr generates the domain basis X t = 
(1, x, x2, . . . ,  y, y2, . . . ,  xy, x2y, xy 2, x3y, x2y 2, xy3, . . .  ). The matrix [D], relative to X ?, b, is given 
by 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0-. 
0 0 0 1 1 1 0 0 0 0 0 0 0 0 0.- 
0 0 0 0 0 0 2 2 2 0 0 0 0 0 0.- 
0 0 0 0 0 0 0 2 2 2 0 0 0 0 0.- 
0 0 0 0 0 0 0 0 0 0 3 3 3 0 0.- 
0 0 0 0 0 0 0 0 0 0 0 4 4 4 0. . .  
0 0 0 0 0 0 O 0 0 0 0 0 3 3 3. . .  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.. 
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The foregoing matrix is in pre-RE form, relative to Definition 2. If rn = 1 and n > 1, then the first 
and the second terms of the right-hand side of (41) have indices in S, and so the corresponding 
Ortiz canonical and residual polynomials are Qn-12(x,  y) = (1/n)xny and Rn- t  2(x, y) = x n+l + 
xny. If m = 2 and n > 1, then only the first term of the right-hand side of (41) has index 
in S, and so the corresponding Ortiz canonical and residual polynomials are Qn-1 a(x,y) = 
(1/2n){xny ~--2nQn2(X,y)},  and Rn-1 a(x,y) = xn+ly -  P~2(x,y).  For example, the residual 
polynomial of index (0, 3) is R03(x, y) = x2y - Rn(x ,  y) = x2y - (x 3 + x2y) = -x  a. If m > 3 
and n _> 1, then the remaining Ortiz canonical and residual polynomials are 
Q~-I ~+l(x, y) = ~nm {~ym _ ~mQ~(x, y) - nmQ~+l ~_l(x,y)}, (42) 
R~_~ .~+l(x, v) = -R~..(~,  v) - R~+~ m-l(~, v). 
Let us consider the differential problem 
Dt(x, y) = P<oa/(x, y), (4a) 
where P(0a)(x, y) is a triangular polynomial of index (0, 3), namely, 
P(oa) (x,Y) = aoo + alox + ao,y + a20x 2 + an  xy + Ozo2y 2 + aaoX a + c~21x2y + oL12xy 2 q- aoaYa. 
It follows from (19) that P<o3> (x, y) belongs to im(D) if and only if 
aoo + alox + aoly + a20x 2 + a l lxy  + aaox 3 + a21x2y = ao2R02 (x, y) + anR12 (x, y) + ao3Roa (x, y). 
Substituting, in the above equation, the explicit form of the residual polynomials, we have 
O~00 q- Oq0X q- Oe01Y q- O~20 x2 -}- OqlXy q- O~30 x3 q- OZ21x2y = O~02X 2 q- Oeo2Xy q- (Oq2 -- O~03)X 3 q- Oq2X2y, 
and therefore, the above polynomial identity results in the following parametric relations: 
O~00 : Oqo  = 0~01 = 0, 
0~20 = 0~ii = £~02 = C, 
0Z21 = 0:12 = d, 
c~03 : h, 
aa0 = d - h. 
Consequently, P(03) (x, y) • im(D) if and only if 
P<oa> (x, y) = cx 2 + cxy + cy 2 + dxy 2 + dx2y + hy 3 + (d - h)y 3, 
for any scalars c, d, h. 
Thus, the exact bivariate polynomial solution of (43) is given by 
t(x, y) = ao + E c~kxk + E /~kyk  + cQo2(x, y) + dQ22(x, y) + hQoa(x, y), 
kEN kCN 
where ak,/3k are free coefficients and N = {1, 2, 3 , . . .  }. 
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