Abstract. Bound-constrained Support Vector Machine(SVM) is one of the stateof-art model for binary classification. The decomposition method is currently one of the major methods for training SVMs, especially when the nonlinear kernel is used. In this paper, we proposed two new decomposition algorithms for training bound-constrained SVMs. Projected gradient algorithm and interior point method are combined together to solve the quadratic subproblem efficiently. The main difference between the two algorithms is the way of choosing working set. The first one only uses first order derivative information of the model for simplicity. The second one incorporate part of second order information into the process of working set selection, besides the gradient. Both algorithms are proved to be global convergent in theory. New algorithms is compared with the famous package BSVM. Numerical experiments on several public data sets validate the efficiency of the proposed methods.
Introduction
Let S = {(x 1 , y 1 ), · · · , (x l , y l )} be a set of training samples belonging to m different classes, where x i ∈ X ⊆ n and y i ∈ Y are the input data and corresponding label for sample i, respectively. A classification problem can be interpreted as finding a classifier, which from mathematical point of view is a function that maps an instance x into an element y of Y . When there are only two labels in the label set Y , the problem is called binary classification. When the possible labels are more than two, the problem is called multi-class classification. We will concentrate on the binary classification problem in this paper.
Support Vector Machine (SVM) [2, 4, 20, 21] is one of the state-of-the-art classifiers nowadays. Subsequently, different improved versions have been proposed [31, 30, 29] . The primal model of the standard SVM is formularized as the following quadratic programmming(QP) min w,b,ξ
where, C is a pre-given model parameter, φ(·) is the mapping from input space to the feature space,which may be infinite dimension. The dual form of (1) can be written as follow, which is always a finite QP:
where, 0 and 1 represent the vector of all zeros and ones, respectively, C = C1, Q is an l by l matrix,Q i,j ≡ y i y j K(x i , x j ), and K(x i , x j ) ≡ φ(x i ) T φ(x j ) is the kernel function. When K(·, ·) satisfies Mercer condition [16] , matrixQ is positive semidefinite.
In this paper, we consider a simple modification model of the standard SVM (1) as follow, min w,b,ξ
The dual form of the above problem is the following QP, which contains bound constraints only:
where, Q i,j ≡ y i y j (K(x i , x j ) + 1). Suppose the optimal solution of problem (4) is α * . Then the classifier can be written as
α * i y i (K(x, x i ) + 1)}. Proposition 1. [14] For the bound-constrained SVMs with linear kernel function k(x, y), Suppose (w, b, ξ) is an arbitrary solution of problem (3) . If any solutionv of the following system:
There must exists a sufficient large C, such that (w, b, ξ) is also a solution of the standard primal SVM model (1) , where A T = (x 1 , · · · , x l ) ∈ n×l , i.e. each row of of A is the feature vector of a sample.
Because of the simple formulation and good classification performance of boundconstrained SVM, it draws a lot of attention in the recent years. For the linear kernel case, Mangasarian and Musicant proposed to solve the model (4) by the overrelaxation method in [14] . They proved the global convergence and the linear convergent rate of the algorithm at the same time. Hsieh et al gave a novel dual coordinate descent method and proved the algorithm reaches an -accurate solution in O(log(1/ )) iterations in [8] . Several researchers also explore how to train the primal form of (4) and the extended models fast. The existing algorithms can be broadly categorized into two categories: the cutting-plane methods [11, 5, 12, 13, 25] , and subgradient methods [3, 17] . For example, in [17] , Shalev-Shwartz et al described and analyzed a simple and effective stochastic sub-gradient descent algorithm and prove that the number of iterations required to obtain a solution of accuracy is O(1/ ). Generally speaking, without counting the loading time, these recent advances on linear classification have shown that training one million instances takes only a few seconds [22] .
For the general nonlinear kernel case, the scale of the problems grows quadratically with the number of samples l due to the appearance of kernel matrix. Therefore, for the middle and large scale problem, decomposition techniques are needed to handle the problems arising from the limitation of the memory. Hsu and Lin analyzed in thorough how to design a decomposition algorithm for problem (4) in [9] , which mainly discussed how to design an effective working set selection rule based on the existing successful working set selection rule for standard SVMs. They started from applying the working set selection strategy of SV M light [10] to model (4) directly.
Step by step, a series of heuristic techniques were added to improve the performance of the selection rule. Different form the designation idea in [9] , we will discuss how to derive effective working set selection rule from the optimization algorithm design point of view. Although the derivation is much more concise than [9] , the numerical experiments in section 4 show that the computation efficiency of our new methods is at least as good as Hsu and Lin's method.
The structure of the paper is as follows. In Section 2, after introducing the general decomposition algorithm framework for problem (4), we propose our new working set selection rules. In section 3, we prove that the decomposition algorithms based on our new working set selection strategies are globally convergent. In section 4, we concentrate on the efficient implementation. Numerical experiments on several public data sets are listed. A brief conclusion and some possible future works are given in the last section.
The New Decomposition Algorithms

The decomposition algorithm framework
Because Q ij is in general not zero, Q becomes a fully dense matrix. Due to the density of Q, a prohibitive amount of memory is required to store the matrix. Thus traditional optimization algorithms, which needs the whole Hessian matrix of objective function, cannot be directly used. To conquer this difficulty, several researchers (for example, Osuna et al [24] , Platt [26] , Joachims [27] , Saunders et al [28] ) have proposed decomposition methods. The key idea of decomposition is to update a small part of variables at each iteration, and to solve a sequence of constant-size problems. Then, the solution of a large-scale dense problem can be found by solving a number of small problems.
Now we denote the gradient of objective function (4a) as:
for any i ∈ {1, · · · , l}, the i-th element of F (α) is:
The index set of variables optimized at a current iteration is called the working set and denoted as B. Let N ≡ {1, · · · , l}/B, and superscript record the iteration number. Using the notation above, the general decomposition method for problem (4) is described in Algorithm 1. Notice that Algorithm 1 is just a framework, to make it be implemented in practice, the specific working set selection rule and QP subproblem solver (8) should be given. In the rest part of this section, we will discuss how to select the working set effectively from the optimization design point of view.
Denote Qsub(α (k) , B) as the optimal objective function value of QP
If only one iteration is considered, the best working set is argmin B:|B|=n B Qsub(α (k) , B).
However, this choice requires solving l n B QPs (7), which is too expensive to manipulate in practice. To decrease the computational cost, we will present two new working set selection methods in the next two subsections.
Algorithm 1 Decomposition Algorithm Framework for Bound-Constrained SVMs
Step 0. Initialization. Given the upper bound for the size of the workings set n B ≥ 1, the initial working set B (0) and the initial point
Step 1. Subproblem Solution Construct and solve the quadratic subproblem
Denote the optimal solution as {ᾱ i } i∈B (k) . Update the iteration point as
Step 2. Gradient Update. Update gradient based on formula (5). Set k := k + 1.
Step 3. Working Set Selection. Test whether the iterates should be terminated according to some stopping criteria. If not stop, select at most n B indices to form a new working set B (k) , and go back to Step 1. Otherwise, output α (k) as the optimal solution and stop.
Using first order information for working set selection
A straightforward way of simplifying problem (7) is dropping the second order information in the objective function, and confine the incremental variables between 1 and -1, which results in the following Linear Programming(LP):
Denote the optimal objective function value of problem (12) as
should be a good choice as the working set B (k) . Dividing the constraints (12b) and (12c) by samples, problem (12) can be solved as |B| independent LPs. In details, for any i ∈ B,
which solution can be represented aŝ
The above formula can be rewritten as a more compact form:
Furthermore, the corresponding optimal objective function value of LP (10) can be represented as
Based on these discussion, for ∀i = 1, · · · , l, define
namely,
Therefore, instead of solving
LPs (10), we can compute (k) , and select the indices corresponding to the n B smallest elements of
directly to get the value of
Especially, when (k) = 0, no new working set can be selected, and the iterates can be terminated naturally. To summarize, we describe this simple working set selection rule in Algorithm 2.
Algorithm 2 The First-Order Working Set Selection Rule
Compute
(k) by formula (11) .
if (k) = 0 then Sort the indices set {1, · · · , l} by the values of (k) in increasing order. Choose the first n B indices to form the working set B (k) . else Output α (k) as the optimal solution and terminate the iterates. end if
In practice, we find that some indices enter and leave the working set lots of times when applying working set selection rule Algorithm 2 directly to Algorithm 1. This causes the decomposition algorithm converging very slow. In order to avoid the zigzagging phenomenon, we keep part of indices from previous working sets at each iteration. To be more precise, at most n N new indices are allowed to enter into the working set, where 1 ≤ n N ≤ n B . Other indices are taken from the working set of last iteration. One thing we want to stress is that different techniques of inheriting indices has been used by several state-of-the-art solvers [10, 9, 23] . In this work, we use the inheriting strategy used in [23] to revise our working set selection rules we proposed before. Details are given in Algorithm 3.
Algorithm 3 The Practical First-Order Working Set Selection Rule
Compute
(k) by (11) .
(k) and B (k+1) = ∅. ii) Sort the indices set {1, · · · , l} by the values of (k) in increasing order; Add the first n N indices to form the working set B (k+1) ; SetB :=B\B (k+1) .
iii) Fill j ∈ {i|i ∈B, 0 < α
< C}, which has the lowest number of consecutive iterations in working set, to B (k+1) and remove j fromB until |B (k+1) | = n B or there is no such element. iv) Fill j ∈ {i|i ∈B, α (k) i = 0}, which has the lowest number of consecutive iterations in working set, to B (k+1) and remove it fromB until |B (k+1) | = n B or there is no such element. v) Fill j ∈ {i|i ∈B, α (k) i = C}, which has the lowest number of consecutive iterations in working set to B (k+1) and remove it fromB until |B (k+1) | = n B or there is no such element. else Output α (k) as the optimal solution and terminate the iterations. end if 2.3 Using second order information for working set selection
In the algorithm described in the last subsection, only first-order information of the objective function (4a) is used for simplicity. However, this does not mean that there is no simple and feasible method which uses second order information for choosing working set. In this subsection, we will consider how to include second order information into the process of working set selection.
Besides keeping both the first order information, we incorporate the diagonal second order information, and get the following revised QP:
Denote the optimal objective function value of problem (12) as DQsub(α (k) , B). Since more information of the objective model is used, argmin B:
should be a better choice of B (k) than the set selection rule given in the last subsection. Similar to the discussion of subsection 2.2, dividing the constraints (12b) and (12c) by samples, problem (12) can be solved as |B| independent QPs. In details, for any i ∈ B,
Furthermore, the corresponding optimal objective function value of problem (13) can be represented as F
and
Then, DQsub(α (k) , B) = i∈B q (k)
i . Therefore, instead of solving
QPs (13), we can compute q (k) , and select the indices corresponding to the n B smallest elements of q
to form arg min B:|B|=n B DQsub(α (k) , B) directly. Especially, when q (k) = 0, no new working set can be selected, and the iterates terminate naturally. Similar practical working set selection strategy can also be used here to avoid the zigzagging phenomenon. To summarize, we describe the new working set selection rule in Algorithm 4.
Global Convergence Analysis
In this section, we will prove that the decomposition algorithms based on our new working set selection rules(Algorithm 3 or Algorithm 4) are globally convergent.
Algorithm 4 The Practical Second-Order Working Set Selection Rule
Compute q (k) by (14) .
(k) and B (k+1) = ∅. ii) Sort the indices set {1, · · · , l} by the values of q (k) in increasing order; Add the first n N indices to form the working set B (k+1) ; SetB :=B\B (k+1) .
< C}, which has the lowest number of consecutive iterations in working set, to B (k+1) and remove j fromB until |B (k+1) | = n B or there is no such element. iv) Fill j ∈ {i|i ∈B, α (k) i = 0}, which has the lowest number of consecutive iterations in working set, to B (k+1) and remove it fromB until |B (k+1) | = n B or there is no such element. v) Fill j ∈ {i|i ∈B, α Proof. Because α is the KKT point of problem (4), from Kuhn-Tucker theorem [18] , we know that there exists Lagrange multipliers u and v which satisfies KKT condition:
Because α is a feasible point of problem (4) 
It is not difficult to verify that the above chosen value of u, v and α satisfy the KKT condition (17). Lemma 2. Suppose the kernel function K(·, ·) satisfies Mercer condition [16] , α is a feasible point of problem (4), then for any p ∈ {1, · · · , l}, we have
Proof. For any index p ∈ {1, · · · , l}, letd p denote the solution of problem (10) when i = p. For any t ∈ [0, 1], td p stay in the feasible region and |d p | ≤ C. Furthermore, since kernel function K(·, ·) satisfies Mercer condition, we have K p,p ≥ 0, and
where, t
2M C 2 }. Theorem 1. Suppose Suppose the kernel function K(·, ·) satisfies Mercer condition [16] , n B ≥ n N ≥ 1. Let {α (k) } denote the iterates generated by Algorithm 1 with the working selection rule in Algorithm 3. If {α (k) } contains only finite elements, the last iteration point must be the global optima of problem (4) . If {α (k) } contains infinite elements, any accumulation point is a global optima of problem (4).
Proof. If {α
(k) } contains finite elements, based on the working selection rule in Algorithm 2, we know the last iteration point must satisfy (α (k) ) = 0. From lemma 1, it must be a KKT point. Hence, we know that α is a KKT point. Hence, we only discuss the situation of infinite iteration points.
Letᾱ be any accumulation of the sequence {α (k) }. Without loss of generalization, we can assume {α (k) } converge toᾱ(this requirement always can be obtained by the proper relabeled of the order of iteration points). Because the feasible region of problem (4) is a bounded closed set in l and the iterates generated by the decomposition algorithm are always feasible, we know thatᾱ is also a feasible point. Furthermore, the value of f (ᾱ) is a finite number.
Let the index p satisfy
Since n N ≥ 1, index p must be contained in the selected working set B (k) . Hence,
From Lemma 2, we have
Sum the above formulae from 0 to s, we get
Let s → ∞, we have
From lemma 1, we knowᾱ is the KKT point of problem (4) . Since the kernel function K(·, ·) satisfies Mercer condition, problem (4) is a convex problem. Therefore,ᾱ is a global optima of problem (4). Proof. Because kernel function K(·, ·) satisfies Mercer condition, for all i ∈ {1, · · · , l}, Q ii > 0. From the definition of q(α), we know that ∀i ∈ {1, · · · , l}, q i (α) is the optimal objective function value of QP
Let d * i denote the optimal solution of (16), we have
Firstly, let us prove that any KKT point α of problem (4) satisfies q(α) = 0. Because α is the KKT point of problem (4), from Kuhn-Tucker theorem [18] , we know that there exists Lagrange multipliers u and v which satisfies KKT condition:
Because α is a feasible point of problem (4), there are only the following three kinds of possible value for α i : (i) If α i ∈ (0, C), according to the complementary condition (17b) and (17c), we have v i = u i = 0. Furthermore, from (17a), we know F i (α) = 0. Through simple computation, we get that the optimal objective function value of problem (16) 2Qii ≤ 0, we know the optimal solution is obtained at zero, namely q i (α) = 0.
(iii)Similar to the discussion in (ii), we can prove that d * i = 0 and q i (α) = 0. Now we prove that if a feasible point of problem (4) α satisfies q(α) = 0, α is the KKT point of problem (4) .
For any i ∈ {1, · · · , l}, if q i (α) = 0, we know d *
= 0, because of the convexity of the feasible region, it is easy to prove that q i (α) < 0, which is contradict to the known fact of q i (α) = 0. Therefore,
It can be checked easily that the above chosen u and v, together with α satisfy the KKT condition (17).
Theorem 2. Suppose the kernel function K(·, ·) satisfies Mercer condition, n B ≥ n N ≥ 1. Let {α (k) } denote the iterates generated by Algorithm 1 with working selection rule in Algorithm 4. If {α (k) } contains only finite elements, the last iteration point must be the global optima of problem (4) . If {α (k) } contains infinite elements, any accumulation point is a global optima of problem (4).
(k) } contains finite elements, the last iteration point must satisfy q(α (k) ) = 0. From lemma 3, it know that α is a KKT point. Hence, we only discuss the situation of infinite iteration points.
Letᾱ be any accumulation point of {α (k) }. Without loss of generalization, we can assume {α (k) } converge toᾱ(this requirement always can be obtained by the proper relabeled of the order of iteration points). Because the feasible region of problem (4) is a bounded closed set in l and the iterates generated by the decomposition algorithm are always feasible, we know thatᾱ is also a feasible point. Furthermore, the value of f (ᾱ) is a finite number.
Let the index p satisfy q
∞ , where the last equality is based on the definition of ∞ and the fact of vector q ≤ 0. Since n N ≥ 1, index p must be contained in the selected working set B (k) . On the other hand, according to the definition of q(α), we know Qsub(α, p) = q p (α). Hence,
Sum the above formulae from 0 to s,
Therefore,
From lemma 3, we knowᾱ is the KKT point of problem (4) . Since the kernel function K(·, ·) satisfies Mercer condition, problem (4) is a convex problem. Therefore,ᾱ is a global optima.
Algorithm implementation and numerical experiments
Experiments are carried out in this section to check the efficiency of our new algorithms. We choose the famous package BSVM [9] 2 as the baseline. Thanks very much to the authors of BSVM for making their source code public available. In order to emphasize the working set selection rules used, we call the implementation of the Algorithm 3 as LBSVM, and call the implementation of the Algorithm 4 as PQB-SVM. Here L means linear and PQ means part of quadratic information is used when selecting the working set.
Besides the working set selection rule, another important component which affects the efficiency of the decomposition algorithm is how to solve the quadratic subproblem (8) at each iteration. According to the structure of the feasible set (8b), we choose projected gradient(PG) algorithm as the default solver for subproblems. However, in some difficult cases, such as when the condition number for the Hessian matrix of (8a) is large, PG method may fail to find the solution satisfied the required accuracy in a given number of iterations. In this difficult case, we call the interior point method(IPM) to solve the QP subproblem (8) .
The new algorithms is implemented in C and compile by gcc-4.1.3 with -O3 option. The source code is available upon request from the authors. The underlying PG solver is a modification of PG solver DFGPM in GPDT (Zanni, Serafini and Zanghirati, 7/2/2007 [23] ). For the IPM Solver, we use OOQP (Gertz and Wright, 3/9/2008 [6] ). A cache is maintained by the Least-Recent-Used principle to store part of the kernel elements which have been calculated.
The cache size for both BSVM,LMSVM and PQBSVM is the default size of BSVM: 100M. The termination accuracy for both algorithms is 10 −3 . We selected 15 public data sets from text and image classification, hand-written recognition, bioinformation and economics as test problems. 3 We summarize the data statistics in Table 1 . Gauss kernel K(x, y) = e −γ x−y 2 are used in the experiment. Model parameter C and kernel parameter γ are selected by the parameter tuning method proposed in [7] . For dataset whose size is larger than 10,000, we random take 5,000 samples as the tuning data set. Otherwise, the whole data set is used. Then the tuning dataset is divided into two parts: 70% for training and 30% for validation. The space we explore for optimal C and γ are in the set {2 −2 , 2 −1 , · · · , 2 11 , 2 12 } and {2 −10 , 2 −9 , · · · , 2 3 , 2 4 }, respectively. The chosen best kernel and model parameters are given in Table 1 .
We increase the size of the working set from 10 to 1280, and we recorded the corresponding results in Table 2 . Since LBSVM,PQBSVM and BSVM consider the same model problem (2) and same termination accuracy is used. We do not list prediction accuracy, which is the same for each comparisons presented in Table 2 . The column "#WS" represents the size of working set. The column "Time" represents the training time. The shortest training time for each case is marked in bold letter. And in every case, we marked the shortest training time for different working set size in italics. The column "Iter." is the number of iterations. From Table 2 , we can see that, the performance of the new algorithms is at least as good as BSVM. In particular, the PQBSVM algorithm have reached the optimum in most circumstances for all test questions.
Another thing needs to be inspected is the relationship between the training time , the number of iterations and the size of working set. Figure 1 shows the situation for the four test problems: ijcnn1,news20,rcv1 and real-sim, which gives us some intuitive explanation. The number of iterations decreases with the size of the working set. The training time drops with the increasing of working set size at the beginning because of the reduction of iteration numbers. However, when the working set becomes too large, the time for solving the QP subproblem will dominate the training time and the training time starts to increase gradually. This phenomenon meets the general characteristics of decomposition based SVM training algorithm [23] . Perhaps we can exploit and benefit from more larger working set size with more robust inner QP solvers. This topic is one of our future works. We propose two new decomposition algorithms for training bound-constrained SVMs in this paper. These two methods are particularly suitable for trainning nonlinear SVMs. In the process of selecting working set, when we only use first order information of the objective function, we get a first-order decomposition algorithm. To make the working set selection strategy more effective, we utilize part of second order information and first order information together to choose the working set, which results in Algorithm 4. To the best of our knowledge, this is the first non-SMO decomposition algorithm which can use second order information for selecting working set. Both algorithms are proved to be globally convergent. PG method and IPM are combined together to solve the quadratic subproblems. Experiments on benchmark problems validate the efficiency of the new algorithms. One of the our ongoing work currently is further improving the efficiency of our implementation. We plan to include other types of QP solver for the subproblem solution, which can handle very bad scale problems better. We also consider introducing more careful working set selection strategy to reduce iteration numbers. Last but not least, a careful shrinking strategy should be used to further reduce the number of kernel evaluations.
