On the number of positive integers ≦ x and free of prime factors > y  by Hildebrand, Adolf
JOURNAL OF NUMBER THEORY 22, 289-307 (1986) 
On the Number of Positive Integers <x 
and Free of Prime Factors >y 
ADOLF HILDEBRAND* 
department of Mathem~t~c.~, University of Ilbois, 
1409 West Green Street, CIrbanq Ilkois 618Of 
Comm~nicaie~ by P. T. Bateman 
Received February 22. 1984 
Let ‘Y(u(x, y) denote the number of positive integers < x and free of prime factors 
>y. De Bruijn showed that the relation Y(x, xl’“)-xp(u) holds, as x--t co, 
uniformly in the range 1 <‘u< (fog.w)3”s’8”. We extend this range to 
1 d u < log x/(log log x)s’3+p, and give a similar, but weaker estimate for the range 
1 < u < fog .x/( 1 + &) tog iog x. We also prove a short interval result. 0 1986 Academic 
Press. Inc. 
1. INTRODUCTION 
The number of positive integers Z$ x and free of prime factors > y, where 
x and y are real numbers 2 1, is commonly denoted by Y(x, v). Estimates 
for Y(.x, y) are needed in many problems in number theory, and the study 
of the function Y(x, y) has therefore been the object of numerous articles. 
A good survey of the results obtained before 1970 as well as an extensive 
bibliography can be found in [ 111. 
It has long been realized that the ratio U(x, y)/x depends essentially on 
u = log x/log y. More than 50 years ago, Dickman [S] showed that for 
every fixed u > 0 the limit 
exists and equals p(u), where p (the so-called “Dickman function”) is 
defined as the continuous solution of the system 
P(U) = 1 fOfld< 11, 
-up’(u)=p(u- 1) (u> 1). 
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De Bruijn [2] derived a relatively sharp quantitative estimate for 
ul(x, y), which shows, in particular, that the asymptotic relation 
Yqx, xl~“)-xp(u) 
remains valid, if u varies with .Y in the range 
where E is any fixed positive number. The constant 318 in the exponent 
arises from an application of the sharpest known form of the prime number 
theorem and seems to be the limit of de Bruijn’s method. Using a different 
method, Maier [IO] recently succeeded in extending the range of unifor- 
mity to 
1 <‘u(log.X)‘-‘~ 
for any fixed E > 0. 
Our main object here is to prove the following theorem which improves 
further on de Bruijn’s and Maier’s result. 
THEOREM 1. The esti~~~te 
holds uniformly in the range 
x B 3, 1 d 24 6 log x/(log log x)5/3 + {:, 
where E is any fixed positive number. 
The exponent 5/3 here comes from the error term in the prime number 
theorem and can be replaced by c > 1 if the prime number theorem is 
assumed to hold with error term Q(exp( - (log x)‘!~)). If the Riemann 
hypothesis is assumed, the range for u can be further extended to 
1 ,< u < log x/(2 + E) log log x, 
but it seems likely that then the critical limit is attained: it may be conjec- 
tured that for u > log x/(2-~) log log x, the relation !?J((x, x”~)w x&u) no 
longer holds. 
The error term in Theorem 1 cannot be improved. This follows from a 
result of Levin and Fainleib (f93, see also [ 11, Lemma 3.11 I), which gives 
an asymptotic expansion of Y(x, x”‘)/x - p(u) in powers of l/log x, the 
first term of which being of order p(u) u log(u + l)/log x. 
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We remark that the one-sided estimate 
y/(x, xl’“f~xp(u) 
has been recently obtained by Hensley [S] for essentially the same range of 
u as in Theorem 1. Hensley uses an interesting probabilistic approach, 
which is perhaps susceptible to refinements. 
Less precise estimates for F(x, xliu) have been obtained for a much 
wider range of u. Thus, in the range 
1 du<(l-&)logx/loglogx 
(E > 0 being fixed) we have the upper bound 
log( Y(x, P)/x) 6 log p(u) + O,(u exp( - (log u)~+“)). (1) 
This, although not stated explicitly, follows easily from a result of de Bruijn 
[3, Theorem 21. Canheld, Erdos and Pomerance [4, Theorem 3.11 recently 
showed that the lower bound 
log( F(x, ?F)/x) >, log p(u) + 0 
(i 
u 
log log( u + 2) 2 
log(u+2) 11 
holds uniformly for X, u > 1. 
Using the same method as in the proof of Theorem 1, we can improve 
this last result as follows: 
THEOREM 2. ~n1~0r~~y for x 2 I and u 3 1 we have 
lOg( u/(x, +)/x) 5s log p(u) + O,(u exp( - (log u)~+&)), 
where E is any fixed positive number. 
In view of de Bruijn’s upper bound (1) and the asymptotic relation 
log p(u)- --u log u(u -+ co) (see, e.g., Cl]), we therefore obtain for the 
range 
1 <u<(l -&)logx/loglogx 
the estimate 
log( Y/(x, xl’yx) = (log p(u))( 1 + O,(exp( - (log u)3+&)), 
By applying Theorem 1 in the range 1< u < (log x)’ -‘, say, it is easy to see 
that this estimate holds actually with O,(exp( - (log log x)~/~-‘)) as error 
term. 
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We conclude this paper with the following short interval result for 
!P(x, y), which seems to be the first of its kind. 
THEOREM 3: The estimate 
holds uniformly in the range 
x >, 3, log x > log y 2 (log log x)5’3 + &, 
where E is any fixed positive number. 
I sg z < yS’12, 
Note that the range for x and y here as well as the error term are essen- 
tially the same as in Theorem 1. The condition z <y”‘* seems to be difticult 
to relax, it stems from an application of the sharpest known form of the 
Hoheisel prime number theorem. 
We shall prove Theorems 1, 2, and 3 by the same method, based on the 
identity 
(x, y2 I). (2) 
p<.l 
(For a proof of (2) see Sect. 3). This identity enables us, by means of a 
rather simple inductive argument, to deduce estimates for Y(yU, y) in the 
case u > 2 from the (trivial) estimates in the case 0 < u < 2. 
The idea of using such an identity is not new. Analogous identities have 
played an important role in the proof of general mean value theorems for 
multiplicative functions [S, 121 and have also been used to obtain for- 
mulae for sums of various special multiplicative functions [9]. 
2. PRELIMINARY LEMMAS 
We begin by establishing some properties and estimates of the Dickman 
function p, as defined above. 
LEMMA 1. The function p satisfies 
(i) p(u)= 1 -logu(l <z4<2), 
(ii) upfu)=S~-,p(t)dt(u~l), 
(iii) O<p(u)=$l (u>O), 
(iv) p(u) is nonincreasing for u > 0, 
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(v) -p’(u)lp(u) 6 log(u log* u) (u Z e4), 
(vi) ~(u-t)/p(u)~(ulog*(u+l))‘uniformlyforu~l andO<t<u. 
Proof: By the definition of p, we have for 1 <U d 2, 
p(u)=p(l)+j-Iup’(t)dt= 1 fvdt 
= 1 - 1; f dt = 1 - log u, 
which proves part (i) of the lemma. 
Equation (ii) holds trivially for u= 1, and since both sides have the same 
derivative for 1.4 > 1, it remains valid for u > 1. Equation (iii) and (iv) are 
immediate consequences of (ii) and the fact that p(u)= 1 for O<ud 1. 
The only nontrivial parts of Lemma 1 are the estimates (v) and (vi). One 
way to obtain these estimates would be to use the asymptotic formula for 
p(u) given in [ 11. Since the derivation of this formula is rather difficult, we 
have preferred to give a relatively simple direct proof of (v) and (vi). 
Let 
P’(U) P(U - 1) 
f(u) := -m=- 
UP(U) 
(u> 1) 
be the logarithmic derivative of l/p(u). By part (iii) of the lemma flu) is 
positive for u > 1, and part (ii) yields 
U= 
.r 
” P(t) 
-dt=i:-,exp(I:/jr)d~)dt (u>2). (3) 
u-l P(U) 
If we assume for the moment f to be nondecreasing, then it follows that 
s 
u efh-ll- 1 
u3 ,(U-tl/b-l’dt= 
Au- 1) 
(U>2). 
u-1 
This implies 
f(u-1)~log((U-1)log*(U-1)) (u3e4+ l), 
i.e., the estimate (v) of the lemma, since the function 4(x) := (ex - 1 )/x is 
increasing for x > 0 and for u 2 e4 + 1 
4(W(u - 1) log*@ - 1))) = &;“$$p!; ;, 
>(24-1)10g*(24-1)-1>4(U-1)10g(U-1)-1 
/ 3 log(u - 1) ’ 3 log(u- 1) ‘U. 
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It remains to prove the monotonicity of $ In the range 1 <u< 2, we 
have, by part (i) of the lemma, 
P(U-1) 
~flu)=upo=u(l -:o%u)3 
which is a strictly increasing function of u E (1, 21. If now u > 2, then by (3) 
and the definition off as logarithmic derivative of l/p. 
Taking the derivatives on both sides, we find 
f(s)ds (f(u-l+t)-f(u-1))dt. ) 
Since f(u) is continuous for u > 1 and strictly increasing in the interval 
(1,2], it follows thatf’(u) > 0 for u E (2,2 + S] with some 6 > 0. Hencef(u) 
is strictly increasing in the interval (1, 2 + S], and by a straightforward 
induction argument we conclude that f(u) is increasing in the whole range 
u > 1. This completes the proof of (v). 
Estimate (vi) follows from (v) on noting that in the range 0 6 u < e4, p(u) 
is bounded from above and below by absolute positive constants. 
The next three lemmas will be needed for error term estimates in the 
proof of Theorems 1,2, and 3. 
LEMMA 2. Uniformly for y 2 1.5 and 1 6 u < & we have 
5 up(u-r)y ‘dtG-. P(U) 0 log .I 
Proof. By part (vi) of Lemma 1 and the assumption 1 < u < & we 
have 
as wanted. 
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LEMMA 3. Uniformly for y 2 1.5 and 16 u < y114 we have 
Proof. We may suppose y > y, for some fixed constant y. 2 1.5, since 
for 1.5<y<yo and l<u<y ‘I4 the asserted estimate holds trivially. 
By part (vi) of Lemma 1 we have 
1 
c s%(u-~)+~y+, 
P(U) 1ogY y<p”<yu P 
P Q Y PGY 
where 
a := log(u log*@ + 1)) 
l%Y . 
If y, is sufficiently large, then the hypotheses y 2 y, and u < y’j4 imply 
CI < l/3, and the above expressions becomes 
as was to be shown. 
LEMMA 4. For every fixed E > 0 and uniformly for y > 1.5, u > 1 and 
0<0<1 we have 
+ O,(p(u){ 1 + u log*(u + 1) exp( -(log Y)~‘~-‘))). 
ProoJ Denote the left-hand side of the above formula by S. Partial 
summation yields 
where 
m(t) :=$ C logp= 1 + O,(exp( - (tlog y)3’5--E)) 
pm G $ 
641/22/3-4 
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by the prime number theorem. Inserting this last estimate into the formula 
for S and separating main and error terms, we get 
S=M+R 
with 
=d.-@+~; (p’(u--t)+(logp)p(2,-t)jdt 
and 
=mgY)I” p(f)dt+P(u) 
,I - n 
+I’ (Ip’(u-t)l+(logy)p(!:-t)~exp(-(tIogy)3~5-~)dt. 
0 
Thus, to obtain the estimate of the lemma, it suffices to show 
R+,P(u){l +exp(U- V3/5--e)}, 
where 
u := log(u log2( u + 1)) 
and 
v := log y. 
Applying parts (v) and (vi) of Lemma 1, we find 
R+, p(u) exp(BU- (OV)3’5--E )+p(u)(U+ ~)~~exp(rU-(il’)“‘*-‘)dr. 
The first term on the right-hand side is clearly of the desired order. 
Moreover, if 
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then the second term can be estimated by 
297 
where the last estimate holds if, for example, 0 < E < 1, as we may suppose. 
Finally, in the case 
u> f v3l5--, 
we have 
s 
’ exp(tU- (tV)‘15-‘) df<J’ 
0 112 
exp(,U-(i V)3’5pE)d*+J~cIudt 
4texp (U-G V)3’5p’) +te”j2 
<-$exp (U-(i VriPi)+$-exp (lJ-i V31iP&) 
1 
4 E-exp(U- V3/5P2e). 
u+v 
Thus we obtain in both cases the required estimate 
R<,,p(u){l +exp(U- V3’5pe’)} 
with E’ = 2~. This completes the proof of Lemma 4. 
3. PROOF OF THEOREM 1. 
Let, for y 3 1 and u 3 0, A( y, U) be defined by 
wYy”?Y)=Y”P(~)(l +4y> u)). 
Moreover, put for u 2 f, 
d*(y, 24) := 1,2yJ<u MY7 4 
. . 
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and 
d**(y, u) :=os~~u /do,, u’fl. 
. . 
We shall show that the estimate 
(4) 
holds uniformly in the range 
y 2 1.5, 4 < u < exp( log l’)3i5 -- ” (*I ” 
for any fixed E >O. This obviously implies (and is in fact equivalent to) 
Theorem 1. 
First, we remark that in the range 0 d u < 1 we have Y( yU) = [ yU] and 
p(u) = 1 and hence 
Id(y, u)l 6.v”. 
This implies 
d**(y, u)< 1 +d*(y, u) (5) 
for every u 3 4 and shows that (4) holds for 4 d u d 1. 
Moreover, if 1 <U d 2, then p(u) = 1 -log u by part (i) of Lemma 1 and 
Y(y”,y)= [y”]- c -$ 
1‘ < p 6 7” II 
Ii (- 
1 = y l-logu+O - i N log 4’ 
=YwU(l+O(&j). 
Thus (4) holds in the range y 3 1.5, f < u < 2, and by means of the identity 
(2), we shall deduce from this “initial condition” (4) for the whole range 
(*I. 
Identity (2) can be easily established by evaluating the sum 
c n<x,P(n)<y 1% % where P(n) denotes the largest prime factor of 
n(P(1) := 0), in two different ways: On the one hand, we have 
c logn= c 1 logp= c logp 2 1 
n c x f2e pin p 4 x nsx 
P(n) <p P(n) Gj‘ P(nlCj 
F-w 
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On the other hand, partial summation yields 
c 
n c .x 
log n = yx, y) log x - lIX F dr, 
P(n)<.v 
and (2) follows on equating these two expressions. 
We now fix y > 1.5 and u > 1.5 and rewrite (2) with x=y’ in terms of 
p(u) and d(y, u). After dividing both sides by p(u)y” logy”, we get 
=p(u)y”logy” 1 ’ ,I’p(~)(l+A(.v,~))d~ 
1 
+ C ~~(~-~)(~+A(~,~-~)). 
Pf”) Iof4 Y” p GYM P 
P < .v 
Noting that, by part (ii) of Lemma 1, 
1 u u-112 
I=- 
J^ 
1 
p(u) 24 u- l/2 
p(t)dt+- s p(u)u u-l 
p(t) dt 
= : a(u) + (1 - oI(u)), 
say, we infer 
~A*(y,ufcr(u)+A*ty,u-4)(1-~~(~))+(l+d**(y,u)) i: &(y,u), 
r=l 
where 
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R,(y, u) := 
1 
1 %P (u-q-$+(u)$ 
P(U) lwYuPn’<,~ P 
R,(y, u) := 
1 
c $l(u-%)-(I -o(u,l+ 
P(U) 1og.v” \;<&P’Q P 
By Lemmas 2 and 3 the error terms R, ( y, u) and R2 ( y, u) are of order 
0( l/u logy) in the range 1 ,< u d y1j4 and hence also in the range ( * ), since 
for y > y,, y, being a sufficient large constant, ( *) implies 1 6 u d Y”~, and 
for y < y, (and u satisfying (*)) the asserted estimate holds trivially. 
Moreover, applying Lemma 4 with 8 = f and 0 = 1 and E replaced by s/2, 
we see that R, (y, u) and R4( ~1, u) are of order 0, (l/u logy), provided J 
and u satisfy (*). Under the condition (*) we therefore have, taking 
account of (5), 
(I+ A**(?>, u)) i R,(y, u) = 0,: 
i= I 
Now, note that the quantity 
is nonnegative, since A *( y, u) is, by definition, a nondecreasing function of 
u, and by parts (ii) and (iv) of Lemma 1, 
We therefore obtain the estimate 
uniformly for every fixed E > 0 and u, y satisfying (*), u 3 1.5. 
If we now suppose, in addition to (*), u>2 and let u-t< u’du, then 
we can apply the above estimate with u’ in place of u and get, using the 
monotonicity in u of the function A*( y, u), 
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The last estimate holds trivially for $ < U’ < u - 1, since then 
Id(y, u’)l <d*(y, u-$I<$ (d*(y, u)sd*(y, u-f,,. 
We therefore obtain 
and hence 
nniformIy for every fixed E > 0 and U, y satisfying (*), u > 2. 
Iterating this inequality, we get 
d*(y,u)<~*(y,~~)+~, 
log u ( . logv(l+d*(Yd4) 1 
for some uO satisfying 1.5 6 uO < 2. Since, by our initial remark, (4) holds in 
the range 4 < u d 2, we deduce 
and hence (4) for the whole range (*). This completes the proof of 
Theorem 1. 
4. PROOF OF THEOREM 2 
put, for yal.5 and ubO, 
c( y, u) := 
WYUIY) 
Y”P(U) 
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and 
c*( y, u) := inf C( I; u’!. 
OSU’<U 
We shall show that for every fixed E > 0 the estimate 
c*(y, u)>exp{O,(uexp( -(log u)3,5 c))> (6) 
holds uniformly for y B 1.5 and u 3 1. Theorem 2 clearly foliows from this. 
The proof of (6) is very similar to the proof of (4). From the identity (2) 
in the form 
with y> 1.5 and UB 1 we infer 
where 01(u), R, ( y, u), and R, ( y, u) are defined as in the preceding section. 
Noting that 
cl(u) c*( y, 24) + (1 -a(u)) c*( y, 24 - 4, 
3 4 (c*( y, u) + c*( y, u -g, 
and estimating the error terms R, ( y, IC) and &( y, Q) by Lemma 4, we 
obtain for every fixed E > 0, 
where 
R(E, y, u) := & + (log%) exp( - (logy)3’5-“). 
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If now u > 1.5 and u - 1 G U’ < U, then the above estimate with u’ in place 
of u yields 
4.h u’)>+ (c*(y, 4+c*ty, u’-%))(l +U,(&,y, 24))) 
~t(C*(Y,~)+C*tY,U-~))fl+O,(R(s,y,u))f, 
and if 0 < u’ < u - f, then trivially 
4Y? u’)>c*(y, +,a4 (c*(y, zd)+c*(y, 24-i)). 
Hence we conclude 
c*(y,u)=o~~~C(y,Io)~f(C*(y,U)+C*~J~tU-~))t1+O,(RtE,y,U))) . . 
and therefore 
uniformly for y> 1.5 and u> 1.5. 
If we now assume 0 <E Q 4, 1.5 d u $y2, and y 2 yO, y. being sufficiently 
large, then the error term 0,(&s, y, u)) becomes 6 4, and we get by 
iteration 
i i 
mu- (l/2)11 
c*(y, 4 2 c*(Y, uo) exp 0, z. I3 (~~y~--5))) 
= c*( y, uof exp I( 0, log u - $ u(log2u) exp( - (f log 24)3/S - E 1% Y ))I 
=~*(y,~~)exp~O~(~exp(-(log~)~‘~-~~))~ 
for some u0 satisfying 1 9 u0 d 1.5. Since for 0 < u G 2, 
we have 
and hence obtain (6) for y k y,, 1 < u dy2 and every fixed E > 0. But if 
u>y2 or lSdy<y, then 
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and (6) remains trivially valid. The last estimate 
p(u)<c’- iA (I(>$ or 1.5 6 I’< rO) . . 
is obvious in the case u <I” and 1.5 6 ?: < y0 and follows for u > ~1’ from 
the inequality 
1 
p(“)G~ (u30), 
which, in turn, is a straightforward consequence of the identity (ii) of 
Lemma 1. 
The proof of Theorem 2 is now complete. 
5. PROOF OF THEOREM 3 
Define,fory>,l,u3tandO<h~t,Ah(l?,u)by 
Y(y”,.v)- Wy”(l -hL.v)=W’p(u)(l +A/z(.v, u)) 
and put 
We shall show, that the estimate 
(7) 
holds uniformly in the range 
y> 1.5, $d~.4dexp((logy)~‘~-“), ;ah>y-5’12. (**I 
This clearly implies Theorem 3. 
In the range + < u < 1, we have 
ul(.v”,Y)- ‘y(.v”(l -hh.v)= c 1 =hy”+O(l), 
.V”( 1- h I c n < v” 
which implies (7), provided h and y satisfy (**). 
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If 1< u Q 2 and (* *) is satisfied, then we have 
=hy”+O(l)- c c 1 
mC.~~rnax(?iy”(l-~h)/m~~p~v’*im 
by Hoheisel’s prime number theorem in the sharpest known form due to 
Heath-Brown [7], namely 
nfx + y) - x(x) = ~(l+U~~)j WYYX7~‘~), 
and the hypothesis on h. Partial summation shows 
Hence we get 
tP(y”,y)-Y(y”(l-h),y)=hy” 
and thus (7) in the range y 3 1.5, + > h >JJ~“‘~ and 4 <U < 2. 
To establish (7) in the general case f 6 u < exp((Iog JJ)~/~--&), we apply 
the identity (2) in the “differenced” form 
(Wy”,y)- vl(y”(l -hLy))logy”- W.01 -h),y)log(l -h) 
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Noting that 
we obtain 
for y, u and h satisfying (**), u 2 1.5. 
From this we deduce, in the same way as in the proof of Theorem 1, 
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and finally 
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i.e. (7) for the full range (**). This completes the proof of Theorem 3. 
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