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Abstract—Bird species richness survey is one of the most 
intriguing ecological topics for evaluating environmental 
health. Here, bird species richness denotes the number of 
unique bird species in a particular area. Factors affecting the 
investigation of bird species richness include weather, 
observation bias, and most importantly, the prohibitive costs of 
conducting surveys at large spatiotemporal scales. Thanks to 
advances in recording techniques, these problems have been 
alleviated by deploying sensors for acoustic data collection. 
Although automated detection techniques have been 
introduced to identify various bird species, the innate 
complexity of bird vocalizations, the background noise present 
in the recording and the escalating volumes of acoustic data 
pose a challenging task on determination of bird species 
richness. In this paper we proposed a two-step computer-
assisted sampling approach for determining bird species 
richness in one-day acoustic data. First, a classification model 
is built based on acoustic indices for filtering out minutes that 
contain few bird species. Then the classified bird minutes are 
ordered by an acoustic index and the redundant temporal 
minutes are removed from the ranked minute sequence. The 
experimental results show that our method is more efficient in 
directing experts for determination of bird species compared 
with the previous methods. 
Keywords-Acoustic Indices; Classification; Bird Species 
Richness; Acoustic Sampling 
I.  INTRODUCTION 
Birds are important indicator species for environmental 
health [1]. They spread over a wide range of landscape and 
reflect the dynamic change of an ecosystem. Acoustics has 
long been used to monitor bird species in the natural 
environment [2-3] due to the fact that birds are vocal 
creatures that utilize acoustic cues for daily communication. 
Acoustics has several advantages in terms of conveying 
information. It travels long distances, costs little energy to 
produce and is especially useful when visual conditions are 
poor, such as during the night [4]. 
Bird species richness studies the number of unique bird 
species in a particular area over a fixed period of time [5- 6]. 
Classical methods for bird species richness survey require 
skilled persons physically present in the field and inventory 
each species they see or hear [7]. This is a time-consuming 
task and the inventory process is subject to factors such as 
weather, observation bias, and most importantly, the 
prohibitive costs of conducting surveys at large 
spatiotemporal scales. 
Thanks to advances in recording technology, ecologists 
are able to deploy acoustic sensors for continuous and 
passive collection of environmental data [8-9]. The problem 
of having insufficient and unreliable inventory data 
transcends to how to deal with overwhelming amounts of 
acoustic data. Humans perform well on recognizing bird 
species in recordings, but at least as much time as the length 
of those recordings is required to finalize the analysis, not to 
mention the occasional playbacks for confirmation of 
particular acoustic events [10]. 
An alternative approach is automated detection of bird 
vocalizations. There are a growing number of researchers 
showing interest in bird species recognition [11-15]. Prior 
research focused on single bird species detection from 
acoustic data collected under well-controlled experimental 
conditions [16-18]. These methods provide promising 
recognition accuracy but are incapable of retaining the same 
accuracy with in-the-field acoustic data, where the bird 
vocalizations are normally plagued by other background 
noise such as rain and wind. Other approaches attempted to 
classify different bird species from concurrent vocalizations, 
but bird species must be annotated first to build a 
classification model [19]. 
Although automated detection techniques are evolving 
fast, the innate complexity of in-the-field acoustic data 
toughens the development of generic models to recognize all 
species. Consider, for example, the unknown bird species 
and variation of their vocalizations. To summarize, human 
beings possess superior ability to accurately identify bird 
species in massive acoustic data, but are inefficient; by 
contrast automated detection techniques compute fast but are 
error-prone. 
In this paper, we proposed a computer-assisted sampling 
approach for more efficient determination of bird species 
richness in one day acoustic data. Here, efficiency means 
spending less time in finding more unique bird species. Our 
approach is a semi-automated approach that brings together 
machine’s computational power and human’s recognition 
accuracy. The rest of this paper is organized as follows: 
Section II reviews the related work on measurement of bird 
species richness and sampling methods. Sections III and IV 
describe our methodology and experimental results. A 
further discussion about our method is given in section V. 
The paper concludes with section VI, which describes our 
future work. 
II. RELATED WORK 
Bird species richness is an important indicator for 
biodiversity assessment. To identify bird species in acoustic 
data, a straightforward approach is manual analysis, 
including listening to audio recordings and visual inspection 
of the corresponding spectrograms. The average time spent 
by an expert to identify bird species for 1-minute audio is 2 
minutes [10]. For a skilled person working eight hours per 
day, it will take at least six days to finish the bird species 
richness survey with 24 hours of acoustic data. 
Citizen science is one of the efficient solutions for 
identifying bird species in massive acoustic data. The basic 
idea is to mobilize the general public who are interested in a 
particular topic to work in collaboration with the professional 
scientists for data collection and recognition tasks. Galaxy 
Zoo [20] and Whale FM [21] are good examples. A web-
based terrestrial observatory system has been established by 
our group [22]. Pilot studies of using citizen science have 
also been conducted to annotate bird species [23-24]. 
However, the performance of citizen science will vary 
between experts and non-experts [25]. 
Unlike citizen science, which involves the general public 
to improve the efficiency in the analysis activity, computer-
assisted sampling methods aim to reduce the volume of 
acoustic data and recommend to ecologists which parts of the 
data have a higher possibility to find more different bird 
species. Sampling is a traditional approach for species 
survey. One example is to visit a site for 20 minutes at dawn, 
noon and dusk respectively to study bird species [10]. They 
also compared several sampling methods and suggested that 
sampling three hours after dawn is an effective strategy for 
bird species richness surveys. 
Recently, a new research area – soundscape ecology, 
evolves from the escalating amounts of acoustic data. It 
studies acoustics arising in different landscapes in order to 
gain insights into dynamic change of the natural environment 
at a large spatiotemporal scale [26-27]. In this context, it is 
the summarized information of an acoustic community that 
is of interest rather than detection and recognition of single 
or several species. Several acoustic indices have been 
developed to scale up the analysis of soundscape ecology. 
Acoustic indices summarize the information in any arbitrary 
size of acoustic data. They can be generally categorized into 
two classes: within-group and between-group indices [28]. 
Within-group indices measure the acoustic activities in a 
single community, such as acoustic entropy index [29] and 
acoustic complexity index [30]. By contrast, between-group 
indices are mainly used to assess the differences between 
two acoustic communities, such as acoustic dissimilarity 
index [29]. 
A growing community starts to contribute to the 
ecological uses of acoustic indices. Farina, Pieretti and 
Piccioli [31] demonstrated the use of acoustic complexity 
index for long-term bird monitoring. Gasc, Sueur, Pavoine, 
Pellens and Grandcolas [32] used the acoustic dissimilarity 
index to evaluate the biodiversity in different sites. Towsey, 
Wimmer, Williamson and Roe [33] showed the potential 
application of combinations of acoustic indices to 
characterize the acoustic content at a one-minute resolution. 
They also investigated the use of a variety of acoustic indices 
to direct sampling from a one-day audio recording for 
determining bird species richness. 
Bird species richness is of particular interest in ecological 
study. We aim with this paper to provide an efficient 
sampling approach for determining bird species richness in 
one-day acoustic data. Our sampling method consists of two 
steps: 
Classification: A large portion of acoustic data does not 
contain any bird species in a one-day recording. They are 
occupied by rain and wind or the nighttime when bird 
species are less active. Apparently, filtering out these non-
bird minutes enables to improve the efficiency in search of 
bird species. Therefore, we build a classification model to 
separate bird minutes from non-bird minutes. 
Determination of sampling sequence: Some minutes 
contain more bird species than others. Consider bird 
choruses at dawn and dusk. On the other hand, consecutive 
minutes tend to share the same species. To solve these 
problems, we provide a ranking and pruning approach to 
improve the efficiency of determining bird species richness.  
III. METHOD 
A. Datasets 
The acoustic data were collected from the Samford 
Ecological Research Facility (SERF), Brisbane, Australia 
(27.39˚S, 152.88˚E). The main vegetation consists of inland 
open-forest and woodland comprised of Eucalyptus 
tereticornis, Eucalyptus crebra and Melaleuca 
quinquenervia in moist drainage. There are also small areas 
of gallery rainforest and areas of open pasture along the 
southern boundary. 
All recordings (TABLE I) were recorded with a sampling 
rate of 22050 Hz, two-channel and 16 bits per sample. They 
were later down-sampled to 17640 Hz to reduce the 
computational burden and cut into one-minute audio clips. 
There are no big differences between the acoustic data from 
either channel, so only the left channel has been chosen for 
further analysis. We pre-defined five classes (Fig. 1): Birds, 
Insects, Low activity, Rain, and Wind, each of which was 
assigned to a one-minute audio clip. The training data were 
collected from two sites over six days, each class had 30 
audio clips, resulting in a total of 150 minutes. They were 
selected by listening to the recording and visual inspection of 
spectrograms. Testing data (1440 minutes) were collected on 
15th October 2010 which contained rain and wind. All bird 
species have been annotated as presence or absence at a one-
minute resolution by skilled persons from 13th to 17th 
October 2010. 
B. Acoustic Indices 
Choosing appropriate features to characterize acoustic 
data is important for data analysis. Because of the nature of 
unstructured acoustic data, it is difficult to use one or two 
acoustic indices to quantify them. Prior research has 
demonstrated that combinations of acoustic indices have 
better performance than single indices in terms of 
characterizing acoustic content in one-minute recordings 
[33]. In this paper, we investigate 19 acoustic indices which 
can be categorized into two groups: temporal indices and 
spectral indices. 
Temporal acoustic indices are directly derived from the 
waveform envelopes. An envelope refers to the maximum 
consecutive 512-point non-overlapping rectangular window 
over the original signal. Given a time series x(n) with a 
length N, temporal indices are calculated as follows: 
1. AveSignalAmplitude: It is the average amplitude of the 
waveform envelope. The values are converted to decibels. 
AveSignalAmplitude = 10log10(∑Nx(n) / N)2 (1) 
2. Background noise features [34]: It measures constant 
acoustic energy estimated from the waveform. The values 
are also converted to decibels. 
3. Signal-to-noise ratio: It is the decibel differences 
between maximum amplitudes of the waveform envelope 
and the corresponding background noise features. 
TABLE I.  BASIC INFORMATION OF COLLECTED ACOUSTIC DATA 
Data Types Sites Dates Formats 
Training South East 13th and 14th October 2010 MP3 
 South East 16th and 17th October 2010 MP3 
 South East 13th April 2013 WAV 
 North East 16th October 2010 MP3 
Testing South East 15th October 2010 MP3 
 
 
Figure 1.  Examples of five classes in one-minute waveforms (left) and 
spectrograms (right). 
4. TemporalEntropy [33]: It is an entropy index 
calculated from a waveform envelope. Here, A(n) denotes a 
normalized waveform envelope. 
A(n) = |x(n)|2 / ∑N|x(n)|2  (2) 
TemporalEntropy = −∑NA(n)log2A(n) / log2N (3) 
5-11. Matching pursuit indices (MP): matching pursuit 
maps a complex waveform signal to a small feature space, 
giving a sparse time-frequency representation [35-36]. The 
advantages of this representation are that it is invariant to 
background noise and can capture the inherent structures of a 
waveform. In this paper, a Gabor dictionary in Matching 
Pursuit Toolkit (MPTK) [37] is used to extract matching 
pursuit features. We chose a 512-point Gaussian window 
with 50% window shift and a 512-point FFT. After 
comparing the classification accuracy, the feature space is set 
to 500, which corresponds to the iteration number in MPTK. 
We chose signal-to-residual ratio (MP_SRR), the mean and 
standard deviation of chirp, frequency and position as our 
matching pursuit indices. Here, a chirp denotes the change 
rate of frequency. 
Spectral acoustic indices are calculated from a 
spectrogram. Here, a spectrogram is the short-time Fourier 
transform of a waveform signal with a non-overlapping 512-
point rectangular window. It is a matrix S of N time frames 
multiplied by M frequency bins, where T denotes a time 
frame consisting of a vector of Fourier coefficients, and a 
denotes each amplitude value. 
S = (T1, T2, …, TN)  (4) 
Ti = (a1, a2, …, aM)transpose   i = 1, 2, …, N (5) 
Spectral acoustic indices include: 
12. AcousticComplexity (ACI) [30]: It is the average 
absolute amplitude differences between adjacent time 
frames. The absolute amplitude differences between any two 
time frames are: 
∆Ti = |T(i+1) − Ti|   i = 1, 2, …, N – 1  (6) 
So the summed amplitude differences (D) for all 
frequency bins are: 
D = ∑N − 1∆Ti   (7) 
The AcousticComplexity of a spectrogram is calculated 
as: 
AcousticComplexity = ∑MD / M  (8) 
13-15. FrequencyCover [33]: It refers to the count of 
values that are greater than a threshold divided by the total 
time frames of a spectrogram. The threshold is 3dB in this 
paper chosen by trial and error. Frequency cover is divided 
and summarized as a single value from three frequency 
ranges (0-482 Hz, 482-3500 Hz, and 3500-8820 Hz), which 
are defined as low, mid, and high-frequency cover 
respectively. Here, Ti = (a1, a2, …, aM)transpose, if a < 3dB, 
then a = 0. 
FrequencyCover = ∑NTi / N  (9) 
16. AveEntropySpectrum [33]: It is an entropy index of 
average amplitude calculated in each frequency bin from 482 
Hz to 8820 Hz. The average spectrum for all frequency bins 
is: 
P = ∑NTi / N   (10) 
So the entropy of average spectrum is calculated as: 
AveEntropySpectrum = −∑MP log2P / log2M (11) 
17. EntropyPeaks [33]: It is an entropy index of 
amplitude that has maximum counts in each frequency bin 
from 482 Hz to 8820 Hz. Here, C refers to a vector of 
amplitudes that have maximum counts in each frequency bin. 
EntropyPeaks = − ∑MC log2C / log2M (12) 
18-19. Ridge indices (verRidge and horRidge): If a 
spectrogram is considered as an image comprised of pixels, 
ridges are local maxima in at least one dimension of a 
spectrogram. Dong, Towsey, Zhang, Banks and Roe [38] 
introduced ridge features for bird vocalization retrieval in 
massive acoustic data. Based on their ridge features, the 
ridge indices used in this research are the average count of 
vertical and horizontal ridges in a spectrogram. 
C. Classifiers 
Decision Tree (DT) and Artificial Neural Network 
(ANN) were used to investigate the classification 
performance of 19 acoustic indices. The classifier was 
trained using a 10-fold stratified cross validation 
implemented in Weka [39]. Previous research has shown that 
adding more features does not provide better classification 
performance due to the correlations between them. In our 
experiment, we utilized a forward stepwise feature selection 
method [40] to select acoustic indices which are correlated 
with the classes while having low correlations. 
IV. RESULTS 
A. Classification Accuracy 
1) Classification model 
The overall classification accuracy of training data is 
compared in Fig. 2. As shown in the figure, traditional 
acoustic indices (10 of 19 acoustic indices excluding ridge 
and matching pursuit indices) have limited performance on 
classifying five acoustic patterns, with a classification 
accuracy of 87.3% by using decision tree. When ridge 
indices and matching pursuit indices were added, the 
classification accuracy has been improved to 91.7%. As 
reported in other research, adding all features is not 
necessary for the best performance. A forward stepwise 
feature selection method has also been used to find a 
combination of acoustic indices which have low correlations. 
The selected seven indices were: AveSignalAmplitude, 
AcousticComplexity, AveEntropySpectrum, EntropyPeaks, 
verRidge, horRidge, and MP_SRR. They yielded a 
classification accuracy of 94.0%, which gives the best 
performance among the feature sets. One can also notice that 
 
Figure 2.  Classification accuracy of five classes with different sets of 
acoustic indices, Decision Tree (DT) and Artificial Neural Network (ANN) 
were used as classifiers. 
when traditional single acoustic indices were used for 
classification, the accuracy was relatively low (such as ACI 
and EntropyPeaks in Fig. 2). Ridge indices and matching 
pursuit indices were able to produce higher accuracy. 
We also compared the results with those classified by 
artificial neural network. In general, artificial neural network 
outperforms decision tree. Thus, we used artificial neural 
network and acoustic indices generated from feature 
selection for the rest of our experiment. 
2) Confusion matrix of testing data 
To validate the reliability of our classification model, we 
applied it to an independent testing dataset. The overall 
accuracy of testing data is 82.4% with the class Birds having 
the highest accuracy (TABLE II). A confusion matrix is used 
to illustrate the detailed misclassified instances among 
different classes. From TABLE III, we can see that Birds is 
the most common class in the testing data. It is more than 
twice as many as the second largest class Low Activity. We 
could further point out that Birds, Low Activity and Rain 
were often misclassified as Insects, but not vice versa. 
3) Filter performance 
One-day acoustic data includes a large portion of non-
bird minutes. The classification model aims to filter out them 
and focus on minutes that contain birds for more efficient 
determination of bird species. In this section, we demonstrate 
how the classification model affects the distribution of 
minutes in terms of the number of bird species. Fig. 3 shows 
TABLE II.  CLASSIFICATION ACCURACY OF TESTING DATASET 
 Birds Insects Low Activity Rain Wind 
Accuracy (%) 88.4 87.1 78.0 70.3 65.3 
TABLE III.  CONFUSION MATRIX OF CLASSIFYING FIVE CLASSES 
USING ACOUSTIC INDICES FROM FEATURE SELECTION (ANN CLASSIFIER) 
Classified as → Birds Insects Low Activity Rain Wind 
Birds 585 67 3 2 5 
Insects 7 160 9 9 0 
Low Activity 4 53 248 2 11 
Rain 6 46 2 149 9 
Wind 3 4 8 2 32 
 
Figure 3.  Histogram of the number of bird species per minute (15th 
October 2010, southeast site). After classification, a large volume of 
redundant minutes which contain no birds has been removed. 
that minutes with few bird species have been successfully 
discarded. This results in 605 minutes that classified as Birds 
on 15th October 2010. According to the annotated data, 59 
out of 62 bird species remain in the minutes classified as 
Birds. This result guarantees that the majority of bird species 
are retained before we start searching the minutes for the 
species richness. 
B. Determination of Sampling Sequence 
1) Ranking Minutes by Acoustic Indices 
It is apparent that among the bird minutes, some contain 
more bird species. Therefore, the minute sequence 
determines the efficiency of a bird species richness survey. 
However, the number of bird species within each minute 
remains unknown. One solution to this problem is to rank the 
bird minutes by using acoustic indices due to the fact that 
they reflect the level of acoustic activity of a recording. In 
this paper, correlation is used to decide which acoustic index 
is best correlated with the number of bird species in one-
minute recording.  
Pearson correlation and Spearman correlation are two 
commonly used calculation of correlation. The former 
measures the linear relationships of two variables that have 
normal distributions; while the latter measures the monotonic 
relationships without any assumption about the distribution 
of either variable. Since the correlations between acoustic 
indices and the number of bird species does not have to be 
linear, Spearman correlation is more appropriate than 
Pearson correlation. 
We investigated the correlations between acoustic indices 
and the number of bird species per minute, and then used the 
indices to rank minutes for determination of the number of 
species (TABLE IV). The horRidge was better correlated 
with the number of bird species than other acoustic indices. 
Note that there are two horRidge indices in TABLE IV. The 
performance of one-minute horRidge was better than those 
reported in an earlier paper [33] where single indices were 
used. However, our results have similar performance as the 
linear regression model with weighted one-minute indices in 
that paper. The main reason might be one-minute indices 
have severely compressed acoustic information and partially 
reflected the number of species in the minute. Considering 
this, we re-calculated horRidge at a two-second resolution, 
leading to a vector of 30 values in a one-minute audio clip. 
The maximum horRidge was selected to indicate the number 
of bird species in each minute. By ranking minutes with this 
new index, we obtained the highest percent (75.8%) of bird 
species after 60 ranked one-minute samples on 15th October 
2010.  
2) Removing Temporal Redundancy 
Consecutive minutes are more likely to share the same 
vocalizing bird species, inspecting these minutes will lower 
the efficiency in searching for different bird species. 
Therefore, a further step is taken to remove the n-nearest 
temporal neighbors of selected minutes in the ranked minute 
sequence. For example, if a minute in the ranked sequence is 
the minute m of a one-day recording, then removing n-
nearest temporal neighbors means minutes between m – n 
and m + n will be removed from the ranked sequence 
provided that they have been classified as Birds. 
Fig. 4 shows how our computer-assisted sampling 
method reduced the amount of one-minute audio clips and 
consequently, decreased the percent of bird species 
remaining in those recordings. After classification and 
ranking (no temporal neighbor is removed, n = 0), acoustic 
data were decreased to 40.6% while retaining 95.2% bird 
species. As more temporal neighbors of selected minutes (n 
increases) were removed, the volume of data was continuous 
to decrease accompanied by the reduction of the number of 
bird species. 
C. Sampling Efficiency 
Accumulation curves are plotted to compare the 
efficiency in searching for bird species using different 
sampling methods for two separate day’s acoustic data (Fig. 
5). The triangles denote the theoretical highest efficiency in 
bird species richness surveys. There are two random 
sampling results calculated after 1000 trials. The lower one 
serves as the baseline performance which is derived from a 
random sampling of 1440 one-minute audio clips; while the 
upper one is the state-of-the-art approach suggested by 
Wimmer, Towsey, Roe and Williamson [10] that selects 
each one-minute audio at random from three hours after civil 
dawn. In this experiment, we removed 4 nearest temporal 
neighbors because it first reduced the amount of one-minute 
audio clips to less than 10%. We can see that, on 15th 
October 2010, our sampling method (red solid circles) 
outperforms the one standard deviation (the top of green bar) 
of dawn sampling after 50 minutes (t-test, p < 0.001). Due to 
the strong wind gust on 16th October 2010, only 45 minutes 
(red solid circles) were selected by using our approach. So  
TABLE IV.  SPEARMAN’S CORRELATIONS (P < 0.01) AND THE 
PERCENT OF BIRD SPECIES FOUND AFTER 60 ONE-MINUTE SAMPLES 
 MP_SRR ACI Entropy-Peaks 
one-minute 
horRidge 
two-second 
horRidge 
Correlation 0.16 0.36 0.47 0.62 0.70 
Percent of 
bird 
species 
found at 
the 60th 
minute (%) 
48.4 64.5 66.1 71.0 75.8 
 
Figure 4.  Percent of one-minute audio clips and bird species left when 
removing n-nearest temporal neighbors (15th October 2010, southeast site). 
The ‘ref’ on x-axis is the reference point that contains 1440 one-minute 
audio clips and 62 species in a one-day recording. ‘0’ denotes the minutes 
classified as Birds. 
they are concatenated with the removed temporal neighbors 
(red open circles) in the ranked order for comparison. The 
statistical test showed that our method is more efficient than 
dawn sampling after 25 minutes (t-test, p < 0.001). 
V. DISCUSSIONS 
In this paper, we investigated a variety of acoustic indices 
for characterizing one-minute audio clips. Traditional 
acoustic indices normally show a good correlation with bird 
vocalizations, but have limited ability to differentiate bird 
vocalizations from rain or wind. The reason lies in the fact 
that they are designed to measure transient energy change or 
acoustic information dispersion, which captures generic 
features of the acoustic data. Consider, for example, the 
TemporalEntropy and AcousticComplexity. By taking the F-
ratio tests, we find that TemporalEntropy is sensitive to 
energy change in waveforms. Insects can be separated out 
from other four classes because it has a flat waveform (p < 
0.001). AcousticComplexity can be used to capture short time 
energy burst in a spectrogram, but it fails to differentiate 
narrow band acoustic energy (bird vocalizations) from wide 
band energy (rain) (p > 0.1). This also confirms the reported 
limitation of AcousticComplexity that it is preferably used in 
soundscapes with a high signal-to-noise ratio [30]. 
We propose a set of matching pursuit indices that show a 
more flexible time-frequency representation of an audio 
signal. To address the ambiguity of which matching pursuit 
indices are taking effect in classification, a one-way 
ANOVA has been tested on each of matching pursuit indices 
with a confidence interval of 95%. The F-ratio tests are 
significant (p < 0.001) for all matching pursuit indices except 
MP_chirp_mean and MP_position_mean. The other five 
matching pursuit indices complemented each other in 
characterizing different aspects of acoustic information; 
therefore matching pursuit indices provide the highest 
classification accuracy among the indices calculated from 
single methods. By taking further Tukey’s HSD tests, we 
were able to know which classes can be discriminated by 
which matching pursuit index. For example, MP_chirp_std 
can separate out Rain from other four classes (p < 0.001). 
This is mainly because rain is noise-like signal which has a 
flat spectrum; its chirp rate should be lower than other 
situations. MP_SRR furnishes us with differentiating Birds 
from other four classes (p < 0.001) because matching pursuit 
atoms can well capture the short time energy burst of bird 
vocalizations (Fig. 6). 
We also investigated the use of one-minute indices 
derived from forward stepwise feature selection for 
removing acoustic redundancy. Here, acoustic redundancy 
refers to minutes which have small Euclidean distance by 
calculating acoustic indices. The minute sequence for bird 
species richness survey has been determined by ranking two-
second horRidge indices. To remove acoustic redundancy, 
we start from the first minute in the sequence and remove the 
top k most similar minutes to the current minute. By 
changing k, however, this approach has no effect on 
improving the efficiency of determining bird species 
richness. 
Acoustic indices calculated from different lengths of 
recordings summarize different levels of acoustic 
information. One-minute acoustic indices are able to describe 
general acoustic patterns such as Birds, Insects, Low 
Activity, Rain, and Wind. However, they are lossy 
compression which reflected partial information of the 
number of bird species. A finer resolution is required to 
improve the performance. In our experiment, two-second 
horRidge indices outperformed its one-minute counterpart on 
ranking minutes for determining bird species richness. 
 
 
 
 
Figure 5.  The percent of bird species found using different sampling 
methods on 15th and 16th October 2010. The green and blue dash lines 
refer to the stardard deviations for two random sampling methods. 
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Figure 6.  Two matching pursuit indices MP_chirp_std and MP_SRR that 
can distinguish one acoustic pattern from other four patterns in 150 one-
minute audio clips. 
VI. CONCLUSIONS 
In this paper, we proposed a computer-assisted sampling 
method for bird species richness surveys in one-day acoustic 
data. The experimental results show that our sampling 
method has achieved higher efficiency than the state of the 
art in finding bird species in one day of acoustic data. Our 
approach is also adaptive to different weather conditions, 
while random sampling from three hours after civil dawn 
will fail if that period has disruptive weather conditions, such 
as rain. 
A variety of acoustic indices are utilized to direct the 
sampling of one-minute audio clips. Apart from the 
traditional acoustic indices, we introduced two sets of new 
acoustic indices, including matching pursuit indices and 
ridge indices. Matching pursuit indices have advantages in 
characterizing different acoustic patterns at a one-minute 
resolution and improve our classification accuracy. 
Horizontal ridge indices show a high correlation with the 
number of bird species in each minute, so it is applied to 
determine the sequence of minutes for bird species richness 
surveys. 
Our sampling method has some limitations. Since it only 
takes into consideration the number of vocalizations in each 
minute, the possibility of finding overlapping species will 
increase as the minute increases. A potential approach to 
solve this problem is an adaptive sampling method which 
can select next minute according to previously selected 
minutes, so that the overlapping species can be minimized. 
On the other hand, our experimental data are collected from 
a well-conserved area, it is necessary to test our sampling 
method for locations with different vegetation or with 
mechanical background noise. 
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