The monomer-monomer surface reaction model with an adsorbate interaction term is studied. An epidemic analysis of the poisoning times (t p ) for small square lattices as a function of lattice edge length L and interaction strength ␣ at the point of equal adsorption rates yields a dynamic scaling relation which describes the crossover between log-power-law and exponential behavior in L, and is able to fit the entire dependence of t p upon ␣ and L. The phase transition is further explored by varying adsorption rates and is found to follow second-order kinetics. A mean-field approximation is introduced as a comparison for the numerical results.
I. INTRODUCTION
Lattice models have been used to successfully predict a wide range of experimental observations in catalysis. 1 The relevance of simulating catalytic behavior at the atomic level leads to a better understanding of the phenomena observed to effect the kinetics of macroscopic applications. Numerous papers have been written dealing with the theoretical simulation of catalytic problems. 2 In the Ziff-Gulari-Barshad ͑ZGB͒ model, the simulation of CO͑A͒ and O 2 (B 2 ) on a Pt surface was studied using a simplified three-step model representing the Langmuir-Hinschelwood process. 3 This model displays kinetic phase transitions dependent on the probability for A adsorption (p) vs B adsorption (1Ϫ p). When p is increased beyond p 2 or decreased below p 1 , the system becomes saturated with a single species. This process, often referred to as poisoning, has been confirmed with experimental data for the CO transition. 1, 4, 5 For p between p 1 and p 2 , the system exists in an effectively reactive steady state. However, for a finite-size system, this reactive steady state is technically metastable, since the reaction will stop by a fluctuation if the system becomes covered by any species. This phenomenon can only be seen for very small systems because the time to poison grows exponentially with the size of the system. 6 In this paper, we study the simpler monomer-monomer (AB) model, first studied by Wicke et al. 7 The model is based upon the generic three-step mechanism:
Aϩ*→A*, ͑1͒
Bϩ*→B*, ͑2͒
A*ϩB*→ABϩ2*, ͑3͒
where * refers to a lattice site. The model also contains a single parameter p A which gives the relative probability that an A molecule strikes the surface, so that the probability that a B strikes the surface is 1Ϫp A . When the adsorption probabilities are held constant at any value, the system always poisons. When p A 1/2, it poisons relatively quickly with A( pϾ1/2) or B(pϽ1/2) particles. When p A ϭ1/2, poisoning is still found to occur, but at a much slower rate. For times beyond the poisoning time t p , the probability of the system not being poisoned has been found to decrease exponentially with time. 8 Here, we attempt to avert poisoning by introducing small energetic interactions between the molecules in such a way as to cause a feedback mechanism between the concentration of molecules adsorbed on the surface and the rate of adsorption. Such a mechanism should interfere with the simple statistical poisoning mechanism described above. A similar effect was qualitatively studied in the work of Moiny et al., 9 where a minimum value of the interaction strength was found to be necessary in order to stop the poisoning of the system for a 100ϫ100 lattice ͑their result D). Frachebourg et al. studied the effect of quenched randomness on the AB model surface and found a rich variety of kinetic effects. 10 The disorder caused a phase transition similar to ours which could also be predicted using a mean-field analysis. The effects of similar interactions on the ZGB model have also been studied, 11 where it was found that, by increasing the repulsive nature of A and B, the reactive window widens and the phase transitions become smoother. Because the model that we explore is based on a few fundamental mechanisms, there are a wide variety of physical systems for which its dynamics may be relevant.
II. THE MODEL
We consider the adsorption-limited AB model, in which the rate of reaction is assumed to be so much greater than the rate of adsorption that the lattice never contains any adjacent AB pairs ͑as in the original ZGB model͒ and the reactions are carried out instantaneously. The other limiting case, where the reaction is the limiting step, has also been considered. [12] [13] [14] For each Monte Carlo step, a site is randomly chosen. If that site is empty, an A or B particle is adsorbed with the local probabilities as described below. A Monte Carlo time step corresponds to the number of adsorption attempts equaling the number of sites in the lattice. The reaction is assumed to occur between the species being adsorbed and any of its eight nearest and next-nearest neighbors with equal probability. We assume that there is no spon-taneous desorption of unreacted A or B molecules, nor any diffusion of adsorbed species. Periodic boundary conditions were applied.
Unlike the previous studies of the AB model, the probabilities for adsorption were not fixed throughout this simulation. Rather, an evaluation was conducted about the adsorption site during the Monte Carlo process to determine the probability a species will adsorb at that specific point. It is set that like molecules exhibit repulsive behavior while unlike ones attract. The interaction energy ͑⌿͒ of a lattice site was assumed to be proportional to the number of A minus B neighbors and next-nearest neighbors about the given site, as shown in Fig. 1 ,
The range of ⌿ is therefore ͑Ϫ8,8͒ and is independent of system clustering. The probability to adsorb an A was then calculated from
where ␣ is a measure of the interaction strength, and is a function of temperature and reaction rate for actual catalytic systems. The value p 0 is related to the relative rate that A molecules strike the surface. Most of our simulations are done at p 0 ϭ0.5. The conditions ␣ϭ0 and p A ϭp 0 represent the hard-sphere limit of the system. Equation ͑5͒ represents a linearization of any typical thermally activated rate, such as p A ϭe Ϫ␣⌿ /(e ␣⌿ ϩe Ϫ␣⌿ ), for small ␣. Because ␣⌿ ϰE/kT, we are assuming that E/kTӶ1. Although ␣⌿ is small enough to justify the linearization, it leads to a large modification of the behavior.
The magnitude of ␣ was found to have a strong effect on the configuration of surface species. As ␣ was increased, clusters of homogeneous particles became smaller, making the environment less likely to saturate. This behavior is shown in Figs. 2͑a͒ and 2͑b͒ . Figure 2͑c͒ displays the behavior of a system with high ␣ in which there is essentially no clustering. The interface between domains has all but disappeared. As the clusters shrink, reactions only occur around their boundaries, so the overall surface reaction rate increases with ␣.
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III. MONTE CARLO SIMULATION RESULTS
An epidemiclike analysis [17] [18] [19] [20] was run for various square lattice edge lengths (L) and ␣ to find the number of Monte Carlo time steps it took for the system to poison (t p ). reached its maximum value. Lattice sizes studied ranged from 4ϫ4 to 25ϫ25. The parameter p 0 was fixed at 0.5 for these runs.
The results of the simulation are shown in Fig. 3 . When ␣ 0, t p grows exponentially with L, implying that large systems will effectively reach a reactive steady state. For ␣ϭ0, the AB model has been solved exactly, and the saturation time has been shown to have a linear dependence on the number of catalyst sites with logarithmic corrections:
Our data follow this relation and suggest cϷ0. 16 . Here, poisoning occurs by a simple statistical process. Because there is no feedback mechanism between the coverage on the surface and the adsorption process, and a reaction removes exactly one A and one B, the difference between the number of A and B molecules adsorbed on the surface at any given time will equal the difference in the number of A and B molecules that have struck empty sites on the surface for the duration of the simulation. The system will be poisoned when that difference equals the number of sites on the surface, L 2 , and this will occur when the number of successful adsorption trials is of order L 4 , since the fluctuations grow as the square root of the number of trials. If a constant fraction of adsorption trials were successful, then Monte Carlo time would be proportional to L 2 , and t p would grow exactly as L 2 . However, as time progresses, the fraction of successful adsorption trials decreases, and because time is measured in terms of successful as well as unsuccessful adsorption attempts, the growth is somewhat smaller and leads to the logarithmic correction. 14, 21 This type of logarithmic correction has the practical effect of giving apparent dynamic exponents of about 2.03-2.10 if a simple power law were ͑er-roneously͒ assumed, as indeed we had done previously, before the exact solution was known. 22 For small values of ␣, there is a transitional region as the log-power-law relation between t p and L evolves into an exponential relation as L increases. This transition is a gradual process and the time it occurs decreases as ␣ increases. The transitional region was never observed to disappear completely for large ␣.
In the exponentially growing region, t p was found to follow behavior of the form:
͑7͒
This was found by plotting ln t p vs L w for different w until straight lines were obtained. The final values of x and w were found through the scaling plot in Fig. 4 . Now, Eq. ͑6͒ is valid for small ␣, while ͑7͒ is valid for ␣ 0 and large L. Together, these two equations suggest a general scaling relation of the form
where
or, equivalently
The validity of this relation is demonstrated in Fig. 4 , where
w , using values x ϭ0.575, cϭ0.16, and wϭ2.50. With these values of the parameters, it can be seen that all the data collapse to a single straight line, showing that the scaling is valid, and furthermore that the scaling function is a simple exponential as in ͑9͒. Remarkably, this simple exponential behavior appears to describe the scaling function over its entire range down to the smallest lattices that we studied. From the slope and intercept of that line we find aϭ22.2 and bϭ1.63. Equation ͑10͒ provides a comprehensive model for the scaling behavior of this system, with respect to both ␣ and L, that describes the exponential, log-power-law, and transitional regions. Equation ͑10͒ predicts that whenever ␣ is not equal to zero, the poisoning time will eventually grow exponentially ͑for large enough L), which indicates a reactive steady state. We also studied the system for p 0 0.5. Simulations were performed on a 25ϫ25 lattice and ␣ was increased until a reactive steady state was found. This led to the phase diagram shown in Fig. 5 ͑dotted line͒. Note that, ␣ 0, a window in p 0 opens up where the system reaches a reactive steady state.
The order of this transition was determined by lowering ␣ for a fixed p 0 0.5 and watching the behavior as poisoning occurred. During this process, no islands of a single species were observed to form. The system became slowly saturated throughout the lattice with no sign of significant ͑effective͒ surface tension between the species. Furthermore, the coverages of the two species appeared to go continuously to 1 or 0. This behavior strongly suggests that the phase transition is second order.
IV. MEAN-FIELD ANALYSIS
To further explore the kinetics of the phase transition, we constructed a mean-field model of the system. [23] [24] [25] [26] Define X A , X B , and X V as the coverages of A,B, and vacant sites, respectively, with X V ϭ1ϪX A ϪX B . The single-site rate equations for this model are
where ͗p A ͘ represents the average value of p A . The first term in ͑11͒ represents the increase in X A due to an A adsorbing on a vacant site with no B neighbors. The second term represents the decrease in X A due to a B adsorbing on a vacant site with at least one A neighbor and reacting. Equation ͑12͒ is similarly constructed. Subtracting these two equations produces
which will go to zero at the phase transition between a reactive and poisoned state. Statistically, it follows from the mean-field hypothesis that
͑14͒
Combined with equations ͑4͒ and ͑5͒, this implies
͑15͒
Equations ͑11͒, ͑12͒, and ͑13͒ remain consistent that when ␣→0, the system poisons rather quickly when p 0 0.5, and remains static otherwise. Now, when the system poisons with A, (X A ϪX B )→1, and when it poisons with B, (X A ϪX B )→Ϫ1. Then, setting ͑13͒ to zero yields
͑16͒
This set is plotted in Fig. 5 , along with numerical results that were described in Sec. III. The discrepancy between the simulations and mean-field predictions indicates the importance of long range effects between species in this model, which is not intrinsically considered within the mean-field equations. The transition predicted by ͑16͒ is continuous in X A and X B , and is therefore second order.
V. CONCLUSIONS
A model describing adsorption kinetics involving interspecies interactions has been proposed. Adding a repulsive interaction suppresses the poisoning of the AB model ͑for a sufficiently large system͒ and leads to a reactive window in the phase diagram. The phase diagram is qualitatively similar to the phase diagram of the model of Frachebourg et al., where interaction is replaced by quenched surface randomness, which also has the effect of suppressing poisoning. 10 Along the line p 0 ϭ0.5 and ␣у0, we have found a surprisingly simple scaling relation that correlates the poisoning time with lattice size L and interaction parameter ␣. This relation ͓Eq. ͑10͔͒ also introduces two new scaling exponents, x and w. These results raise the question, as to whether other dynamic surface-reaction models follow a similar, perhaps universal, finite-size poisoning behavior. 
