Manual preparation of tissue slices for microscopy imaging can introduce tissue tears and overlaps. Typically, further digital processing algorithms such as registration and 3D reconstruction from tissue image stacks cannot handle images with tissue tear/overlap artifacts, and so such images are usually discarded. In this paper, we propose an imaging model and an algorithm to digitally separate overlapping tissue data of mouse brain images into two layers. We show the correctness of our model and the algorithm by comparing our results with the ground truth.
INTRODUCTION
Tissues of mouse brain images sliced for the purpose of neuron tracing and high resolution digital 3D brain reconstruction, are too thin for robust manual handling [1, 2] . At the time the tissues are laid on the glass for imaging, there can be tissue tears and tissue overlaps. Images of such tissues are typically discarded before further digital processing of tissue image stacks since almost none of the algorithms down the pipeline will be able to handle such artifacts. In this paper, we propose how missing regions of two overlaid tissue layers can be reconstructed using texture synthesis.
There have been previous works on repairing tissue damage artifacts. However, these earlier works paid attention to some of the other microscopy image artifacts. For instance, [3] explored dust air bubbles and particles. Tissue deformations such as stretching and compaction have been addressed in [4] . Moreover, blind separation approach has become popular for separation of two independent overlapping images that have completely different components [5, 6] . Obviously, it fails on separating overlapping tissue layers of a single microscopy image that has same components. Also, same approach is used for denoising medical images in [7] . Furthermore, in our recent work [8, 9] , we developed robust registration algorithm to handle images with tissue tears or with e-mail: zmontaze@uci.edu e-mail:Gopi@ics.uci.edu 
PROPOSED METHOD
In this section, we propose a method to separate two overlapping tissues in digital images into two layers. The input to our method, is the section of the digital microscopy image that has two-tissue overlap as well as some part outside the overlap region. Using known information in the non-overlapping neighborhoods of the overlapping region and the imaging model, two individual tissue layers are computed and separated. The outputs of our method are two digitally separated tissue layers.
Texture Synthesis
the information from adjacent non-overlapping neighborhood of the boundary of the overlaps provide the initialization data to start the optimization process of reconstructing the individual tissue layers. We use one of the hole filling methods [10, 11] , PatchMatch [12] , to initialize the two tissue layers. Following the initialization, the content of each tissue layer is iteratively optimized so that a virtual image of the overlap of the two reconstructed layers matches with the real input im-age of the overlapping region. We also propose a microscope imaging model in order to capture a virtual image.
Imaging Model
We propose an imaging model to specifically express the overlapping tissue capturing process. Using this model, we virtually capture the digital overlap of the separated output tissues and compare it with the original captured overlaid region to evaluate the results. The imaging model is illustrated in Figure 1 where L is the incoming light, X and Y are the reflection coefficients for the two overlapping tissue layers T 1 and T 2 , respectively. X and Y are initialized using texture synthesis methods discussed in Section 2.1. They should be updated such that the obtained output Z after applying the imaging model, would be the closest value at that particular pixel in the original overlaid area, cropped from the input. If Z is the total light received by the microscope, then regarding to Figure 1 :
The two assumptions of our imaging model of overlapping tissue is that the intensity of the source light L is one, and the amount of light absorbed by the tissue is zero. In other words, the incoming light is equal to the sum of the reflected and transmitted light by the tissue. It is worth mentioning that we applied the model just for two paths of bouncing, and we assume that the light that is not accounted for is negligible.
Regularization
The initialized X and Y produced in Section 2.2 can be tuned in order to minimize the error which is defined as the Mean Square Error (MSE) between the obtained virtual imaging of the overlaid region Z from Equation 1 and the input original image of the overlaid region Z . Z and Z are displayed in Figure 3 (b) and (c). For this purpose, two weights are used to update the current X and Y according to Equation 2.
The corresponding error Z − Z is calculated for every possible pair of updated X and Y in terms of all W 1 and W 2 in the range of 0 to 1 represented in Figure 2 . The optimum X and Y are obtained using gradient descent which is discussed in Section 2.3.1.
Gradient Descent Optimization
In order to find the optimum X and Y , we use gradient descent with the objective function G visualized in Figure 2 
Implementation and Experiment
The code is implemented in Matlab and covers all the aforementioned steps in this section. Here is an overview of analysis pipeline illustrated in Figures 3 and 4 . The input to our method presented in Figure 3 image (a). The overlaid region is shown brighter, which is expected and predicted by the proposed imaging model. In the middle image the original overlaid region of the two tissue layers is depicted. This is used as the ground truth for regularization section as well as optimization step to be compared with the obtained Z displayed in image (c). As it is discussed in Section 2.1, first, PatchMatch algorithm applied. Then, the regularization step is performed addressed in Section 2.3. In Figure 2 , the error for different pair of weights are visualized in 3D. The chart illustrates how the error is changed over the different values. The weights yielding the minimum error are picked for the rest of the pipeline using gradient descent optimization, covered in 
RESULTS AND EVALUATION
Our method provides two separated tissue layers as an output after employing the aforementioned steps. The final results of three samples with overlapping artifact are shown in Figure 4 . In the first row. Results for the reconstructed right and left side of the damaged tissue within their contours are shown in the second and third row, respectively. Most importantly, just for evaluating the proposed microscopy image capture model, we physically separated the tissue slices and recaptured the microscopy images of these separated layers, and compared the new image with the layers of tissue separated by our algorithm. This is represented in the last row. Due to new stretching and contraction of tissues, the new slice will not have pixel to pixel correspondence with the old slice that has overlapping tissue layers. So the evaluation of the correctness of our result is only visual. Figure 5 expresses the comparison between the obtained results for the two engaging tissue layers and the ground truth which is achieved by recapturing the slice and registering the corresponding regions. The results are from the first sample shown in Figure 4 . Recapturing process produces different illumination and a slight changes in orientation due to manual interaction with the slice. Therefore, the ground truth image looks brighter and stretched than the obtained result. According to the results we tested for many samples, it is shown that the overall behavior of the texture has been reconstructed perfectly.
FUTURE WORK AND CONCLUSION
One of the important plausible works is to extend the method to support the tissues that are folded multiple times. For this purpose, a new imaging model must be proposed depending on the number of overlapping tissues. Then, we can start with the initialization using texture synthesis as before, but one side of known region must be used for estimating the missing data each time. For the next unknown region, the obtained information for the previous unknown area can be used and similarly, the value for the following region will be needed for obtaining the further layers. Obviously, the more folded layers, the less accurate our method would performs. Another potential direction of future research would be to estimate two indicated contours automatically instead of the user manipulation that we already have. As it mentioned in Section 3, the overlaid region is the brightest area in the tissue which is perceivable by considering the proposed imaging model. Therefore, the overlaid region can be detected automatically. Adequate known neighbor regions are also needed for both sides of the tissue. Having these three regions, one for the bright overlaid region, another two for depicting two neighborhoods, we are all set to pursue the rest of the pipeline.
CONCLUSION
This article proposes a microscopy imaging model for two layer tissue overlap and an efficient end-to-end pipeline for digital separation of overlaid tissues in microscopy images. We have demonstrated the successful results of the two separated tissues after applying our model comparing with the ground truth. We first start with a hole-filling technique, described in Section 2.1, as an initialization for the two tissue layers. Then we apply regularization step, discussed in Section 2.3. Then, an optimization technique is applied to obtain the optimum values for both sides with respect to the defined objective function. This step has been described in Section 2.3.1. Section 3 evaluates the results by comparing them with the ground truth.
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