I Introduction
Trading in commodity derivatives markets has experienced a tremendous growth over the last decade. Increased volatility of commodity prices created the need for efficient risk management strategies. This is especially true for energy markets, as energy is a critical input factor for many industrial firms. The ability to efficiently manage these price risks has direct consequences for the profitability of firms and economic growth. Commodity options provide a powerful risk management tool, but accurately pricing these contracts is not a trivial task as the main input factor, the volatility, is not observable. Therefore, the accurate modeling of volatility in these markets is of critical importance.
Although many commodities exhibit significant seasonal variations, most of the existing literature concerning the pricing of commodity contingent claims solely considers the crude oil market or other markets without seasonality, such as copper or gold. Brennan and Schwartz (1985) , Gibson and Schwartz (1990) , Schwartz (1997) , Schwartz and Smith (2000) , and Casassus and Collin-Dufresne (2005) develop one-, two-, and three-factor models in a constant volatility framework and study the empirical performance for pricing crude oil, copper, gold, and silver futures. Sørensen (2002) adds a seasonal component at the price level to the constant volatility two-factor model of Schwartz and Smith (2000) and applies it to the wheat, corn, and soybean markets. Similarly, Manoliu and Tompaidis (2002) and Cartea and Williams (2008) apply this model to the US and UK natural gas futures market, respectively. Back et al. (2010) extend this work by allowing the volatility to vary seasonally.
They show that considering seasonality in the volatility greatly improves the pricing performance for heating oil and soybean options. However, all the previously outlined work assumes that volatility is deterministic which is clearly a very strong assumption as it cannot generate the volatility smile, which is also observed in commodity markets. The only articles allowing for seasonal and stochastic volatility we are aware of are Geman and Nguyen (2005) and Richter and Sørensen (2002) , who consider the pricing of soybean futures and options. However, calculating prices of futures and options in their model framework is computationally very burdensome. Accordingly, they do not study the options pricing ability of their models at all.
In this paper, we suggest an extension of the Heston (1993) stochastic volatility model that reflects the seasonal nature of volatility. In contrast to the models proposed by Geman and Nguyen (2005) and Richter and Sørensen (2002) , our model has the crucial advantage of enabling us to compute option values in an efficient way which is of significant importance if one wants to apply the model in practice. This fact allows us to empirically study the pricing performance of our model using an extensive data set of options prices.
Our model is applicable to every commodity market exhibiting seasonality in volatility. In our empirical analysis, we focus on the natural gas market, which is a prominent example of a market with stochastic and seasonal volatility. Historical volatilities of natural gas front-month futures are shown in Figure 1 . It can be seen that volatility is far from being constant over time. In fact, volatility seems to fluctuate stochastically while following a very pronounced seasonal pattern.
2 For energy markets like the natural gas market, weather-induced demand shocks lead to a higher volatility of futures prices during the winter, whereas for agricultural commodities, volatility is usually highest during the summer prior and throughout the harvesting period when inventory levels are low and significant uncertainty regarding the new harvest is resolved.
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We use a large data set of New York Mercantile Exchange (NYMEX) natural gas options and corresponding futures contracts spanning the time period from January 2007 to December 2010 which consists of 367,469 option price observations.
Additionally, we employ ten years of futures data spanning the period from January 1997 to December 2006 to estimate our model under the physical measure using a Bayesian Markov Chain Monte Carlo (MCMC) approach. In doing so, we follow Bates (2000) and Broadie et al. (2007) and abstain from a pure cross-sectional (re)-calibration exercise as in Bakshi et al. (1997) but estimate all parameters that should be equal under the physical and the risk-neutral measure from historical data.
The results of our empirical study show that our model is superior for the pricing of commodity options with seasonalities. Compared to the standard stochastic volatility model of Heston (1993) , our model yields substantial improvements in pricing accuracy. The obtained results are both statistically and economically significant and consistent for different robustness checks, implying that the proposed seasonal model should be considered when valuing options on commodities that undergo a seasonal cycle.
The remainder of this paper is organized as follows. Section II lays out the model for pricing options under seasonal volatility. Section III describes the data set and the estimation approach. Section IV presents and discusses the empirical results. Section V concludes. The Appendix contains additional details on the numerical implementation of the model.
II Model Description
In this section, we present a stochastic volatility model that incorporates a seasonal adjustment of the variance process to capture the empirically observed seasonal behavior of many commodities. After introducing the price and variance dynamics, we derive the valuation formula for European call options.
A. Commodity Futures Price Dynamics
The underlying of almost any exchange traded commodity option is not the commodity's spot price but the price of a corresponding futures contract. We therefore start by specifying the dynamics of the futures price. The alternative approach would be to make an assumption on the dynamics of the spot price and derive the futures price dynamics within this model. However, this approach has the severe disadvantage that it is generally not possible to derive a closed-form solution for the commodity futures price in a stochastic volatility framework, which hinders the derivation of a computationally efficient options pricing formula.
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The commodity futures price dynamics under the physical measure are assumed to follow
where F t (T ) is the futures price at t with maturity T and µ is the drift of the futures price process under the physical measure. V t is the instantaneous variance of the futures returns described through a square-root process as used by Cox et al. (1985) , κ is the mean-reversion speed of the variance process, θ(t) is the long-term variance level to which the process reverts, and σ is the volatility-of-volatility parameter.
W F,t and W V,t are two standard Brownian motions with instantaneous correlation ρ.
If we set θ(t) to be constant, the model is identical to the stochastic volatility model of Heston (1993) . However, in contrast to Heston's model, the long-term variance parameter θ(t) is generalized to be a deterministic function of time.
The long-term mean variance level is assumed to be θ, which is superimposed by a seasonal component as defined in Equation (3). The shape of the seasonal adjustment is specified by two parameters: the size of the seasonal effect is governed by η (amplitude of the sine-function) and ζ (shift of the sine-function along the time-dimension). To ensure the parameters' uniqueness, we impose η ≥ 0 and 
B. Valuation of Options
To derive the pricing formula for European call options, we change to the risk-neutral measure. Assuming constant market prices of risk, we obtain
Thereby, λ denotes the market price of risk for the variance process and W Q F,t and W Q V,t are standard Brownian motions under the risk-neutral measure with instantaneous correlation ρ. Under the risk-neutral measure, the futures price has to be a martingale and hence, the price process exhibits a drift of zero.
We have extended Heston's model by allowing the long-term variance level to vary over the calendar year in a deterministic fashion. Therefore, the fundamental partial differential equation is, except for the time dependence, identical to Heston's solution. Any claim U on F must satisfy
Heston derives a quasi-closed-form solution for European call options in terms of characteristic functions, which for futures contracts is given as
with
where C is the price of a European call option on a futures contract F at time t with strike price K and maturity T ; i denotes the imaginary unit, Re [.] returns the real part of a complex expression, and f j is a characteristic function.
As shown by Heston (1993) and more generally by Duffie et al. (2000) , the characteristic function solution is of the form
With τ = T − t, the resulting system of ordinary differential equations (ODE) for
and D j (τ, ϕ) to be solved reads
where
The important aspect to note is that only the second, simple ODE is affected by our model extension as the long-term variance level does not appear in the first ODE. Consequently, the solution of Equation (11) remains unchanged from Heston's solution and is given by
The solution of Equation (12) can be expressed by means of the hypergeometric function. However, we found that a direct numerical integration is the fastest way to solve this ODE while maintaining high precision.
6 In general, it should be noted that the proposed model extension is well tractable with regard to its computational demand, rendering real-world applications feasible. Details on the implementation are given in the Appendix. Prices for European put options can easily be obtained through the put-call-parity.
III Data Description and Estimation Procedure

A. Data
For our empirical study, we use a data set consisting of daily prices of physically settled natural gas futures and American-style options written on these futures contracts traded at the NYMEX. A short position in the futures contract commits the holder to deliver 10,000 million British thermal units (mmBtu) of natural gas at Sabine Pipe Line Co.'s Henry Hub in Louisiana. Prices are quoted as US dollars and cents per mmBtu. Delivery has to take place between the first and the last 6 In the case of the SV Model, the closed-form solution for this ODE is of the form
calendar day of the delivery month and should be made at an uniform daily and hourly rate. For the same reasons, we only consider options with a moneyness between 90 % and 110 %. Table 1 summarizes the properties of the call and put options comprising our data set. The total number of observations is 367,469 which we divide in different moneyness and maturity brackets for the subsequent analysis. We refer to a call (put) option as out-of-the-money, OTM, (in-the-money, ITM) when the price of the futures contract is between 90 % and 95 % of the option's strike price. When the price of the futures contract is between 95 % and 105 % of the option's strike price, options are considered to be at-the-money, ATM. Finally, for futures prices between 105 % and 110 % of the option's strike price, call (put) options are referred to as ITM (OTM). We consider options with less than 60 days to expiration as short-term, options with 60 to 180 days to expiration as medium-term, and options with 180 to 365 days to expiration as long-term.
The pricing formulas obtained in Section II are for European options while the options in our data set are of the American-style. To take this aspect into account, we follow Trolle and Schwartz (2009) and transform each American option price into its European counterpart by approximating the early exercise premium using the procedure developed by Barone-Adesi and Whaley (1987) . Since the adjustment is carried out for each option separately, the options' price characteristics should not be altered and our analysis should not be affected, even though the analytical approximation approach of Barone-Adesi and Whaley (1987) is based on a constant volatility framework in contrast to the present stochastic volatility setting. 
B. Estimation Approach
Every stochastic volatility model poses a substantial estimation problem as the volatility path is not observable. Therefore, one needs to estimate not only the model parameters but also the latent volatility. A standard approach found in numerous articles is based on a pure cross-sectional calibration, such as in Bakshi et al. (1997) . For each observation date, one minimizes an objective function to fit the observed option prices on that particular date. This procedure is repeated for every observation date and, thus, allows the parameters to fluctuate freely through time, which is, of course, inconsistent with the assumed model dynamics in which the parameters are assumed to be constant.
To reduce this inconsistency and to make better use of available information, we follow a different approach which has been suggested by Bates (2000) and Broadie et al. (2007) and comprises a two-step procedure. The first step consists of estimating all parameters that should be equal under the physical and the risk-neutral probability measure using return observations. We therefore make use of a long time series of data to infer most of the model parameters. Given these parameters, we use in a second step the cross-section of options data to estimate the risk premium λ and the current variance level V t .
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Since the volatility process is not observable, simple estimation methods such as maximum likelihood methods cannot be applied for the first step. Therefore, we follow Jacquier et al. (1994) and Eraker et al. (2003) and apply an Markov Chain
Monte Carlo (MCMC) estimation approach, which is a Bayesian simulation-based technique. This approach allows us to estimate the unknown model parameters and the unobservable state variables, i.e. the volatility path, simultaneously.
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In order to be able to estimate the models, it is necessary to express them in discretized form. Defining Y t = ln F t and using a simple Euler discretization, we
and for the variance process
The innovations ε 
For the SV Model, we set θ(t) = θ and for the SSV Model we set θ(t) = 9 A third possibility is to estimate all parameters jointly from a time series of returns and options prices, as in Eraker (2004) . However, as Broadie et al. (2007) point out, this approach is hindered by the computational burden and substantially constraints the amount of data that can be used. For example, Eraker (2004) restricts his analysis to an average of three options per day.
10 For an excellent overview of MCMC estimation techniques with financial applications, see Johannes and Polson (2006) .
11 As we work with daily data, the discretization bias is negligible.
θ e η sin(2π(t+ζ)) . In the following implementation, we estimate both models using daily data.
The main piece of interest in Bayesian inference is the posterior distribution p(Θ, V |Y ) which can be factorized as
where Y is the vector of observed log prices, V contains the time series of volatility, Θ is the set of model parameters, p(Y |V, Θ) is called the likelihood, p(V |Θ) provides the distribution of the latent volatility, and p(Θ) is the prior, reflecting the researcher's beliefs regarding the unknown parameters. The MCMC method provides a way to sample from this high-dimensional complex distribution. The main idea is to break down the high-dimensional posterior distribution into its low-dimensional complete conditionals of parameters and latent factors which can be efficiently sampled from.
The output of the simulation procedure is a set of G draws, specifications. The distribution of V t is non-standard but can be sampled using a random walk Metropolis algorithm which is calibrated to yield an acceptance probability between 30 % and 50 %. 13 For the seasonal parameters, we use a Gibbs sampler with an exponential prior for η, and an independence Metropolis algorithm with a uniform density over the unit interval as the proposal density for ζ. We use 100,000 simulations, i.e. G = 100, 000, and discard the first 30,000 as 'burn-in' period of the algorithm.
Given the structural model parameters estimated under the physical measure, the market price of risk λ and the current variance level V t can be inferred from 12 See Geman and Geman (1984) . 13 See Johannes and Polson (2006) .
options data in the second step of our estimation procedure. Thereby, theoretical option prices can be obtained using the pricing formulas presented in Section II.
The two quantities λ and V t are estimated by minimizing a loss function capturing the fit between the theoretical model prices and the prices observed at the market. For robustness reasons, we employ two different objective functions, both of them popular in the literature: the first metric, e.g. used by Bakshi et al. (1997) , is the root mean squared error of prices ($-RMSE), i.e.
Hence, squared differences between observed market prices, denoted by P t,i , and obtained model prices,P t,i (Φ t ), are minimized. N t denotes the number of contracts available at date t and Φ t = {λ, V t } the unknown quantities to be estimated.
The second metric, e.g. used by Broadie et al. (2007) , is the RMSE of implied volatilities (IV-RMSE), i.e.
Here, IV t,i is the implied Black (1976) volatility of the observed market price and
is the implied volatility of the theoretical model price.
The first approach is more natural as one uses the observed quantities directly and is therefore 'model-free'. However, it puts more weight on the more expensive ITM options and on options having a longer time to maturity. Minimizing the implied volatility metric provides an intuitive way of weighting all observations more or less equally.
14 In Section IV, we present the results for both objective functions, 14 For the numerical estimation of the two parameters, V t was limited to the interval 0 to 10 and λ was restricted not to exceed an upper boundary of 100 while the lower boundary is given by −κ to ensure the mean-reversion property of the variance process. One should note, however, that these artificial boundaries were non-binding in almost all cases. Only the artificial upper boundary for λ was binding once for the SV Model and never for the SSV Model in the case of the estimation minimizing implied volatility errors, and for the estimation minimizing price errors this boundary was binding three times for the SV Model and once for the SSV Model during the 1,008 trading days in our sample.
but base the discussion mainly on the IV-RMSE.
IV Results
In this section, we report the results of our empirical study. After discussing the obtained parameter estimates for the two models, we present in-sample and out-ofsample results regarding the models' options pricing performance. At the end of this section, we provide information on several robustness checks conducted.
A. Estimated Parameters
In the first step of the estimation procedure, the structural model parameters are estimated under the physical measure using the time series of futures prices with the presented MCMC approach. To do this, we have to select a futures time series. The average time to maturity of our options data set is 170 days, which is approximately 6 months. Therefore, we use the time series of the futures contract with 6 months to maturity to estimate our model.
The obtained parameter estimates and the corresponding standard errors are reported in Table 2 . Overall, the parameter estimates are of reasonable magnitude.
We find a positive correlation ρ of 0.29 and 0.40 between the natural gas futures price and the variance processes for the SV and the SSV Model, respectively. This result is in line with Trolle and Schwartz (2010) , who also observe a moderately positive correlation in the case of natural gas, although for a different time period.
The long-run mean of the variance process, θ, is lower for the SV Model than for the SSV Model. Specifically, the estimated θ value for the SV Model corresponds to a long-run average volatility of 32.2 %. In the case of the SSV Model, the obtained parameter estimates translate into a minimum of 34.2 % and a maximum of 46.9 % for the time-varying seasonal long-run mean volatility. On the other hand, the vol-of-vol parameter, σ, is estimated higher for the SV Model increasing the volatility of the variance process. Therefore, it seems that the error induced by ignoring the seasonal fluctuations of the variance levels is captured by a higher variability while inducing a downward bias in the long-term level estimate.
Thereby, the estimation result of ζ, the parameter describing the shift of the seasonality function along the time-axis, implies θ(t) to be the highest in late September and early October, while reaching a minimum in late March and early April. This result fits the empirical observations regarding a higher volatility during the winter than during the summer months by, e.g., Suenaga et al. (2008) The values of the current volatility √ V t and the variance risk premium λ, which are re-estimated daily from the cross-section of observed option prices in the second step of the employed estimation procedure, are summarized in Table 3 .
The minimum number of option prices employed for the estimation procedure on an individual day is 106 while the average number is 365. The current volatility level for both models, with and without the seasonal component, is on average approximately around 60 %; only when using the $-RMSE as the objective function does the SV Model yield a slightly higher estimate of 68 %. (2008) and Trolle and Schwartz (2010) who find evidence of a more negative risk premium during the more volatile winter than during the summer for the natural gas market.
15 In particular, changes in the mean-reversion speed, κ, or in the long-run mean, θ, might be absorbed by a then biased estimate of the risk premium since the risk-neutral version of the variance process has a mean-reversion speed of κ Q = κ + λ and a long-run mean of θ Q = κθ κ+λ . When estimating the model under the physical measure for different time periods, one can indeed observe that the obtained estimates for κ and θ vary somewhat over time, which can also be seen, e.g., in the study of Trolle and Schwartz (2009) for crude oil.
B. Pricing Performance
Ultimately, we are interested in the pricing accuracy of an options valuation model. In particular, we want to see how the pricing ability of the SSV Model incorporating a seasonal drift as the proposed model extension compares to the nested benchmark stochastic volatility model, the SV Model.
As outlined before, the structural model parameters are estimated from the time series of futures prices from 1997 to 2006. Since this time period is chosen not to overlap with the 2007 to 2010 time period for our options pricing application, no in-sample information is reflected in the obtained structural parameters which are estimated in the first step of our estimation approach. In the second step, the current variance level, V t , and the variance risk premium, λ, are estimated for each observation day t from the cross-section of observed option prices. Even though the SSV Model nests its non-seasonal counterpart and is therefore more flexible, the structural parameters are already determined at this point and only these two values, V t and λ, are estimated from the options data -for both models.
In this sense, the models have the same degrees of freedom to fit observed option prices and the SSV Model will only yield a superior performance if the model extension picks up valuable information regarding the price dynamics in the first step of the estimation. Additionally, these price dynamics need to be persistent over time. Given the estimated parameters, we construct a time series of pricing errors according to different error metrics for the two models. Since V t and λ are estimated from the option contracts that are used to assess the pricing accuracy, we will refer to the obtained pricing errors as in-sample pricing errors.
To analyze the pricing accuracy of the two models, we report four different error metrics: The Root Mean Squared Error of Black (1976) implied volatilities,
) 2 , and the Mean Percentage Error,
. Thereby, P t,i denotes the observed market price and IV t,i the implied volatility of option i,P t,i is the theoretical model price with implied volatility Î V t,i , and N t is the number of observations at date t.
As Christoffersen and Jacobs (2004) point out, the most appropriate error metric to assess the performance of an options pricing model is the one employed as the loss function during the estimation. Hence, in this study, the IV-RMSE and the $-RMSE are the error metrics which are at the center of interest. Additionally, we report the RRMSE to assess the relative pricing errors and the MPE to look for systematic biases in obtained model prices. All results are reported for the nine different maturity and moneyness brackets as defined in Section III.
The in-sample results are provided in Tables 4 and 5 This holds true for all moneyness categories and for all error metrics. Conversely, the IV-RMSE criterion leads to lower pricing errors for the short-term options than the $-RMSE criterion does.
With 7.60 % for the SV and 7.11 % for the SSV Model, the observed overall RRMSE is lower when the parameters are estimated according to the IV-RMSE criterion since the IV-RMSE metric provides a more equal weighting of the options during the estimation than the $-RMSE and, hence, is more similar to the RRMSE than the $-RMSE is. Not surprisingly, the RRMSE is higher for OTM and lower for ITM options.
The MPE results reveal that on average both models tend to slightly overprice the options in our data set. Particularly, for the estimation with the IV-RMSE ($-RMSE) criterion, the MPE is 0.87 % (1.60 %) and 0.69 % (1.29 %) for the SV and the SSV Model, respectively. Thereby, it is noteworthy that short-term options are on average overpriced, especially when employing the $-RMSE criterion for the estimation. In contrast, medium-term options are underpriced, while long-term options are moderately overpriced. Most importantly, it can be observed that mispricing is in every instance lower for the model including the seasonality component. This holds true for both loss functions and for every maturity and moneyness bracket.
To this point, it can be summarized that the SSV Model outperforms the SV Model with respect to all four error metrics, for all moneyness and maturity categories, and for the two different loss functions employed in the estimation.
To see whether these results hold in a true out-of-sample case, we conduct the following analysis: For each day t, the current variance level V t and the risk premium λ are estimated with option price observations as in the previous case.
These estimates are now used to price all options of the subsequent day, t + 1.
Hence, no information from the day of the actual pricing comparison is utilized when calculating the theoretical option prices.
The out-of-sample results are summarized in Tables 6 and 7 . Naturally, the obtained average pricing errors are somewhat higher than in the in-sample case.
However, as in the in-sample study, it can be observed that the SSV Model outperforms the SV Model in every instance. In particular, the overall IV-RMSE is 3.34 % for the SV Model and 3.16 % for the SSV Model with the IV-RMSE-based estimation, while the overall $-RMSE amount to 6.19 ¢ and 5.77 ¢, respectively. In the case of the $-RMSE-based estimation, the overall IV-RMSE amount to 3.85 % and 3.56 % and the $-RMSE to 5.69 ¢ and 5.34 ¢ for the SV and SSV Model, respectively.
In a last step, we perform Wilcoxon signed-rank tests to inspect whether the observed differences in the pricing errors are also statistically significant. Specifically, the non-parametric Wilcoxon signed-rank test statistic tests whether the median of the differences is significantly different from zero. The percentage reductions in pricing errors in terms of IV-RMSE and $-RMSE are provided in Tables 8 and 9 .
It can be observed that the pricing error reductions due to the proposed model extension are always significant at the 1 % level -for both loss functions, for every moneyness and maturity bracket, and for the in-sample as well as the out-of-sample study.
When the estimation is based on the IV-RMSE criterion, the inclusion of seasonality in the variance process reduces the in-sample (out-of-sample) IV-RMSE by 5.75 % (5.48 %) and the $-RMSE by 7.07 % (6.83 %). For the $-RMSE-based estimation, the reduction in terms of IV-RMSE yields 7.49 % (7.44 %) and in terms of $-RMSE 6.27 % (6.09 %). The greatest improvements can be observed for short-term options when the estimation is carried out with regard to the $-RMSE criterion:
$-RMSE reductions for ATM options amount to 13.82 % and 12.92 % in the in-and out-of-sample case, respectively.
Overall, we find clear empirical evidence that the proposed model extension of incorporating a seasonal component in the drift term of the variance process significantly improves the pricing accuracy for natural gas options.
C. Robustness Checks
We conducted a number of robustness checks. Due to space constraints, we refrain from presenting detailed results of these analyses, but summarize them below.
(i) In order to assess the influence of volatility being stochastic on the pricing performance, we compared the stochastic volatility models to the constant volatility model of Black (1976) . We found that the pricing accuracy of the Black (1976) model is significantly lower compared to the stochastic volatility models. For example, when estimating the models according to the $-RMSE criterion, the overall in-sample IV-RMSE for the Black (1976) model yields 7.51 % and the $-RMSE amounts to 9.16 ¢ in comparison to 3.73 % and 5.52 ¢ for the standard stochastic volatility model, the SV Model. These results confirm that a stochastic volatility setting is necessary to capture the dynamics of natural gas futures prices.
(ii) Since the structural model parameters, which are obtained out-of-sample under the physical measure from the historical futures prices, are different for the SV and SSV Model, the higher pricing accuracy of the seasonal volatility model might stem from the different parameter set and not from the seasonality extension.
In order to control for this, we repeated the second step of the estimation procedure and obtained optimal V t and λ values given the structural parameter values from the SSV Model while restricting η, the amplitude of the seasonality function, to be zero. We then compared the pricing accuracy of the SSV and SV Models when having an identical set of structural parameters with the only difference being that η is equal to zero for the SV Model. The results show that the pricing accuracy of the SV Model with these parameters is somewhat improved. Yet, the SSV Model consistently outperforms its non-seasonal counterpart in terms of both IV-RMSE and $-RMSE for every moneyness and maturity category, for both the in-and the out-of-sample study. As before, all results are significant at the 1 % level.
(iii) We estimated the current variance level V t and the variance risk premium λ according to the RRMSE as loss function as an alternative to the IV-RMSE and $-RMSE criteria. We found that the obtained results are robust with respect to this alternative loss function. Furthermore, the observed pricing error reductions due to the model extension are all significant at the 1 % level and are of similar magnitude as for the other two loss functions.
(iv) As a final robustness check, we divided the data set in four sub-samples and considered each of the four years covered in our study separately. For the years 2007 and 2008, the SSV Model consistently outperforms the SV Model for every error metric, for every moneyness and maturity bracket, and for the in-and out-of-sample study at the 1 % significance level. For the year 2009, we obtained mixed results and observed that in large parts differences in pricing errors are economically negligible with the average overall IV-RMSE and $-RMSE differences between the two models being less than 1 %. A possible explanation for this could be the extremely high volatility level in 2009 leading to an average estimate for √ V t of 82.2 % and 79.5 % for the SV and SSV Model, respectively (according to the IV-RMSE loss function).
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Hence, both models imply in the short-run a declining volatility and yield a negative drift term -regardless of the seasonality extension. For the year 2010, we found again that the SSV Model performs significantly better than the SV Model.
With very few exceptions, the seasonality extension leads to lower pricing errors which are economically and statistically significant. Therefore, we can confirm that the significantly improved pricing accuracy due to the proposed seasonality extension is also robust in the sense that the results are not driven by a particular sub-sample.
V Conclusion
Volatility in many commodity markets follows a pronounced seasonal pattern while also fluctuating stochastically. In this paper, we extend the stochastic volatility model of Heston (1993) to allow volatility to vary with the seasonal cycle. The proposed model framework enables us to derive semi-closed-form solutions for pricing futures options. We then study the empirical performance in pricing natural gas options. In contrast to other studies, we estimate our model using not only the crosssection of options prices but also considering the time series of futures contracts.
The empirical results show that the suggested model indeed increases the accuracy of pricing natural gas contracts, in terms of both statistical and economic significance.
Finally, we conclude the paper by outlining areas for further research. Many financial data exhibit jumps in prices and volatilities. This is also true for many commodity markets, and especially true for the natural gas market considered in this paper. Extending our model by including jump components is therefore a natural next step. Compared to equity markets in which the jump frequency is usually assumed to be constant, one might also consider modeling the jump intensity according to a seasonal function.
Furthermore, the choice of the numerical integration procedure is of high importance for the implementation of any stochastic volatility model. Since the ODE in Equation (23) In particular, Kilin (2011) notes that the characteristic function is independent of the strike price and hence should be evaluated only once for each sub-sample of options having an equal time to maturity. Similarly, only the upper integration limit τ is different for each maturity sub-sample when solving the ODE in Equation (23). 
In-Sample
Out-of-Sample
Days-to-Expiration
<60
60-180
>180
Subtotal
<60
60-180
>180
Subtotal
IV-RMSE OTM
3.03% * 
