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Abstract
We study the thermodynamics and phase structures of the asymptotically flat dilatonic black holes in 4 
dimensions, placed in a cavity a la York, in string theory for an arbitrary dilaton coupling. We consider these 
charged black systems in canonical ensemble for which the temperature at the wall of and the charge inside 
the cavity are fixed. We find that the dilaton coupling plays the key role in the underlying phase structures. 
The connection of these black holes to higher dimensional brane systems via diagonal (double) and/or 
direct dimensional reductions indicates that the phase structures of the former may exhaust all possible 
ones of the latter, which are more difficult to study, under conditions of similar settings. Our study also 
shows that a diagonal (double) dimensional reduction preserves the underlying phase structure while a 
direct dimensional reduction has the potential to change it.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
It is known that an asymptotically flat black hole is thermodynamically unstable due to its 
Hawking radiation. There are in general two ways to resolve the instability issue. One is to 
add a negative cosmological constant to the system such that the resulting black hole is in AdS 
space [1]. The other is to place the asymptotically flat spherical black hole in a spherical cavity 
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620 Q. Jia et al. / Nuclear Physics B 909 (2016) 619–643outside its horizon with the temperature of the cavity wall fixed a la York [2]. Our interest in 
this paper is for the latter case. Further when the charge inside the cavity is fixed, we define an 
canonical ensemble while the fixed potential [3] on the wall of the cavity defines the so-called 
grand canonical ensemble.
We will study the thermodynamics and phase structures of various 4-dimensional asymptoti-
cally flat black holes in string theory given in [4] with an arbitrary dilaton coupling, following the 
aforementioned cavity approach in canonical ensemble. We ask the following questions: if the 
temperature at the wall of the cavity and the charge inside it are fixed, what are possible thermally 
stable phase structures allowed? How do the underlying phase structures depend on the dilaton 
coupling? What are the possible connections of these phase structures to those of branes in 10 
dimensional string theory and 11 dimensional M-theory? Does the dimensional reduction (either 
direct or diagonal (double) dimensional one) change or preserve the underlying phase structure? 
We will explore all in this paper.
We first examine the chargeless case. We find that the dilaton coupling has no effect on the 
phase structure for this case and the underlying phase structure remains precisely the same as that 
of non-dilatonic case studied before in [5] and that of higher dimensional chargeless branes [6]. 
In other words, there exists a minimal temperature below which the only thermally stable phase 
inside the cavity is the so-called hot empty space. Above this minimal temperature, we have in 
general a small and a large black holes but only the large one is locally stable. Further there exists 
a transition temperature above the minimal one at which the large locally stable black hole has 
zero Helmholtz free energy, just as the hot empty space at the same temperature. As such the 
two phases can coexist and the phase transition between the two is just a first order one since 
the transition involves an entropy change. For temperature lower than this but still higher than 
the minimal one, the locally stable black hole has a positive free energy, therefore it is globally 
unstable and will make a so-called Hawking-Page transition to the hot empty space at the same 
temperature. Only for the temperature higher than the transition temperature, the locally stable 
black hole has a negative Helmholtz free energy and becomes a globally stable phase.
We then examine the charged case. We find that when the dilaton coupling is greater than one, 
the underlying phase structure resembles the one of the chargeless case except that the hot empty 
space is now replaced by the corresponding extremal black hole with the preset temperature. 
In particular, this type of phase structure is also essentially the same as that of charged 6-brane 
case studied in [6]. When the dilaton coupling is equal to unity, this situation resembles that of 
charged 5-brane case studied also in [6] for which there exists a critical charge but there is no 
critical second-order phase transition. There are three sub-cases but the phase structure for each 
of them resembles that of chargeless case, without the presence of the van-der Waals–Maxwell 
gas–liquid type one, again with the replacement of hot empty space by the corresponding ex-
tremal black hole. However, when the dilaton coupling is less than one, we find that there exists 
a critical charge1 qc above which we have a globally stable black hole at every preset tempera-
ture. Below this critical charge, we find maximal and minimal temperatures between which there 
exist three black hole phases. The largest and smallest black holes are locally stable as their free 
energies are local minima while the intermediate size black hole is unstable as its free energy 
is a local maximum. Further the free energies of the two locally stable black holes are differ-
ent and there exists a transition temperature, for any given charge q < qc, at which their free 
energies are the same. At this temperature, the small and the large black holes can coexist and 
1 Without loss of generality, we assume q ≥ 0 from now on.
Q. Jia et al. / Nuclear Physics B 909 (2016) 619–643 621transit freely from one phase to the other. For a temperature lower (higher) than the transition 
temperature, the small (large) black hole has a lower free energy and is globally stable. This 
transition is a first order phase transition since it involves an entropy change. When q = qc, the 
two stable black holes coincide therefore the phase transition ends up at a second order phase 
transition point. This kind of phase structure is nothing but the familiar van der Waals–Maxwell 
gas–liquid type which exists for the usual Reissner–Nordström (charged) black hole, i.e., the 
zero dilaton coupling case studied in [5], charged black p-branes in [6] for 0 ≤ p ≤ 4, the (D1, 
D5) (or (F, NS5)) in [7] and the (D0, D6) system in [8,9] in 10-dimensional string theories, 
and the black M-branes in 11-dimensional M-theory [6]. Given this, one may suspect that the 
phase structures of 4-dimensional charged black holes with different dilaton couplings follow 
just those of the aforementioned charged black p-banes since after all they appear to be related 
via dimensional reductions. This turns out to be true. The higher dimensional systems with three 
overall transverse dimensions (the same as the 4-dimensional charged black holes) are connected 
to the corresponding 4-dimensional charged black holes via purely diagonal (double) dimen-
sional reductions and as such the former shares characteristically the same phase structure as 
the latter. Previous studies indicate that different kinds of such higher dimensional systems in a 
given bulk dimension D ≥ 4 can capture all possible phase structures in that dimension D under 
conditions of similar settings. Combining these two, we may reach that the phase structures of 
4-dimensional charged black holes with different dilaton couplings exhaust all possible ones of 
higher dimensional charged black brane systems,2 simple or complicated/known or unknown, 
under conditions of similar settings. This gives an advantage and usefulness of the present study. 
In general, we also find that the phase structure is preserved by a diagonal (double) dimensional 
reduction but this is not true if a direct dimensional reduction is involved.
For 4D stringy black holes with dilaton coupling less than unity, we calculate the correspond-
ing critical charge qc, the black hole size xc and the transition inverse temperature bc for different 
fixed dilaton couplings.
This paper is organized as follows. In section 2, we briefly review the 4-dimensional asymp-
totically flat black holes in string theory given in [4] and derive the Euclidean action which we 
employ to study the thermodynamics and phase structures. In section 3, we analyze the gen-
eral thermal stability of black holes in a cavity in canonical ensemble. Section 4 discusses the 
phase structures of the chargeless case and charged case, respectively. The relation of 4D stringy 
charged black holes to higher dimensional brane systems including the 10 and 11 dimensional 
ones in phase structures is discussed in detail in section 5. We conclude this paper in section 6.
2. 4D stringy black holes and their free energies
The 4-dimensional bosonic part of the low-energy effective action3 of string theory is [4]
S = 1
16π
∫
d4x
√−g
(
R− 2(∇φ)2 − e2aφF 2
)
, (1)
where φ is the dilaton and a is the dilaton coupling. F is a U(1) gauge field strength. The 
respective equation of motion for each field can be obtained from the above action. The general 
black hole solution given in [4] is
2 By saying this, we exclude the so-called bubble phase given in [12], which can occur for charged black p-brane 
systems with p ≥ 1.
3 In the action, we have set the 4D Newton constant G = 1.
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2
λ2
+ R2d22,
A = e
−aφ0
(1 + a2) 12
[(
r−
r+
) 1
2 − (r−r+)
1
2
r
]
dt,
F = e
−aφ0
(1 + a2) 12
(r+r−)
1
2
r2
dr ∧ dt,
e−2a(φ−φ0) =
(
1 − r−
r
) 2a2
1+a2 , (2)
where
λ2 =
(
1 − r+
r
)(
1 − r−
r
) 1−a2
1+a2
R = r
(
1 − r−
r
) a2
1+a2 . (3)
In the above, r+ and r− are coordinate radii of the outer and inner horizons, respectively, and 
φ0 is the asymptotic value of dilaton. The metric represents a black hole only for r+ > r−. For 
latter convenience, we have expressed the above solution as an electric one which is related to 
the original magnetic one given in [4] for the gauge field via a hodge duality. The 1-form gauge 
potential A defined above is shifted by a constant, following [2], such that it vanishes on the outer 
horizon and as such it is well-defined in the local inertial frame.
For the purpose of studying the thermodynamics [2], we consider the corresponding solutions 
given in Euclidean signature via t → −iτ as,
ds2 = λ2dτ 2 + dr
2
λ2
+ R2d22
A = −i e
−aφ0
(1 + a2) 12
[(
r−
r+
) 1
2 − (r−r+)
1
2
r
]
dτ
F = −i e
−aφ0
(1 + a2) 12
(r+r−)
1
2
r2
dr ∧ dτ (4)
where φ, λ2 and R remain the same as those given in (2) and (3). For the metric free of a conical 
singularity at r = r+, we need to have the Euclidean time τ with a periodicity,
β∗ = 4πr+
(
1 −
(
r−
r+
))− 1−a2
1+a2
, (5)
which is the inverse temperature at r = ∞. The local inverse temperature β at a given radius r
can be obtained from β∗ as,
β(r) = λβ∗
=
(
1 − r+
r
) 1
2
(
1 − r−
r
) 1−a2
2(1+a2) β∗, (6)
where λ is the redshift factor. We place this black hole inside a cavity located at r = rB > r+
with its corresponding physical radius
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(
1 − r−
rB
) a2
1+a2
rB, (7)
where we have used the expression for R given in (3). It is this physical radius RB that we fix in 
canonical ensemble. Similarly, we define
R± =
(
1 − r−
rB
) a2
1+a2
r±

± = 1 − r±
rB
= 1 − R±
RB
(8)
and they are the parameters which we will use from now on. In canonical ensemble we fix the 
local temperature at the wall of cavity
β ≡ β(RB) = 

1
2+

1−a2
2(1+a2)
− β∗ (9)
and the charge inside the cavity as,4
Q = − i
4π
∫
e2aφ ∗ F = eaφ0
(
r+r−
1 + a2
) 1
2
= eaφB
(
R+R−
1 + a2
) 1
2
(10)
where in the second line we have used the dilaton expression given in (2) to convert the asymp-
totic value of dialton φ0 to its value φB at RB which is fixed for the canonical ensemble 
considered. By this, the coordinate parameters r± are changed to the corresponding physical 
ones R±.
For the purpose of obtaining the leading order contribution to the Helmholtz free energy for 
the black hole system considered, we follow the standard procedure given in [2,6,10] to compute 
the Euclidean action for the black hole configuration given in (4). The Euclidean action has three 
parts
IE = IE(g) + IE(φ) + IE(A). (11)
In the above, each part is given, respectively, as
IE(g) = − 116π
∫
M
d4x
√
gE RE + 18π
∫
∂M
d3x
√
γ (K − K0), (12)
where the second term is the Gibbons–Harking boundary term [10], the dilaton action
IE(φ) = 18π
∫
M
d4x
√
gE (∇φ)2, (13)
and finally the action for the electromagnetic field
IE(A) = 116π
∫
M
d4x
√
gE e
2aφ F 2 − 1
4π
∫
∂M
d3x
√
γ e2aφ nμF
μνAν, (14)
4 Without loss of generality, we assume from now on Q ≥ 0.
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metric on the boundary, nμ is the normal vector of the boundary with the normalization nμnμ =
1, and K is the trace of the extrinsic curvature Kμν defined as
K = gμνKμν = −12g
μν(∇μnν + ∇νnμ) = −∇μnμ. (15)
In the above, K0 is the trace of the extrinsic curvature of the following flat Euclidean metric at 
given physical radius R
ds2 = dτ 2 + R2d22. (16)
The path integral for a given gravitational system in Euclidean signature corresponds to the 
thermodynamical partition function e−βF , where β is the inverse temperature of the system and 
F is the Helmholtz free energy in canonical ensemble. The saddle point approximation (zero 
loop) of the path integral can be obtained as Z ≈ e−IE where IE is the Euclidean action evaluated 
for a given configuration (see for example [11]). Therefore we have F ≈ IE/β . Since β is fixed, 
so IE is the quantity which we will use to analyze the phase structure and thermal stability of the 
black holes in what follows.
We can simplify the evaluation of the Euclidean action (11) by making use of certain equations 
of motion. The equation of motion for metric is
Rμν − 12gμνR= 2∇μφ∇νφ − gμν(∇φ)
2 + e2aφ
(
2FμρFρν −
1
2
gμνF
2
)
. (17)
From the above, we have
R= 2(∇φ)2. (18)
With this, we have
IE = IE(g) + IE(φ) + IE(A)
= 1
16π
∫
M
d4x
√
gE e
2aφ F 2 + 1
8π
∫
∂M
d3x
√
γ (K − K0)
− 1
4π
∫
∂M
d3x
√
γ e2aφ nμF
μνAν (19)
where Fμν and Aν are given in (4). The normal vector nμ, the trace of the extrinsic curvatures K
and K0 on the boundary can be calculated from the metric (4) as
nμ = 

1
2+

1−a2
2(1+a2)
− δμr
K = −∇μnμ
= − 1
rB


1
2+

1−a2
2(1+a2)
−
(
1 + 3a2
2(1 + a2)

−1− +
1
1 + a2 +
1
2

−1+
)
K0 = − 2
rB

−
a2
1+a2− = −
2
RB
. (20)
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IE = βRB
(
1 − 1
1 + a2 

1
2+

1
2− −
a2
1 + a2 

1
2+
−
1
2−
)
− πR2+

−2a2
1+a2−
(
1 − R−
R+
) 2a2
1+a2
. (21)
Since we have the Helmholtz free energy F = E − T S and F = IE/β , this gives IE = βE − S
where E is the energy inside the cavity and S is the entropy of the system
E = RB
(
1 − 1
1 + a2 

1
2+

1
2− −
a2
1 + a2 

1
2+
−
1
2−
)
,
S = πR2+

−2a2
1+a2−
(
1 − R−
R+
) 2a2
1+a2 = πr2+
(
1 − r−
r+
) 2a2
1+a2 = A
4
. (22)
Here A = 4πr2+
(
1 − r−
r+
) 2a2
1+a2 is the physical area of the outer horizon. Note that taking RB →
∞, the energy becomes the ADM mass given in [4] as it should be. The above computed entropy 
is just the one of the black hole without the presence of the cavity, as this fact was stressed in [2]. 
The computed IE provides the basis for us to analyze the stability of black holes considered in 
the next section.
3. Generalities and stability of the black holes
As will be seen, the relevant quantities for analyzing the thermal stability of 4D stringy black 
holes are the following dimensionless ones:
x = R+
RB
< 1, q = Q
∗
RB
, b¯ = β
4πRB
, I¯E = IE4πR2B
(23)
where Q∗ is defined as Q∗ = Qe−aφB , which is also fixed. Note that
x < 1, q = Q
∗
RB
<
(
1
1 + a2
) 1
2 R+
RB
=
(
1
1 + a2
) 1
2
x, (24)
which further imply√
1 + a2q ≤ x < 1. (25)
Note that the lower end limit, i.e. x → q√1 + a2, corresponds to the extremal limit. In the canon-
ical ensemble, the quantities RB , φB , Q and β are fixed. So q and b¯ are fixed, the only variable is 
x, the reduced dimensionless horizon size. The reduced action I¯E can now be expressed in terms 
of the above defined dimensionless quantities as,
I¯E = b¯
⎛
⎜⎝1 − a2
√
1 − x(
1 + a2)√1 − (1+a2)q2
x
−
√
1 −
(
1+a2)q2
x
√
1 − x
1 + a2
⎞
⎟⎠
− 1
4
(
1 −
(
1 + a2)q2
x2
) 2a2
1+a2
(
1 −
(
1 + a2)q2
x
)− 2a2
1+a2
x2. (26)
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∂I¯E
∂x
= c(x) [b¯ − ba,q(x)] , (27)
where ba,q(x) and c(x) are, respectively,
ba,q(x) = x
√
1 − x
(
1 − (1 + a
2)q2
x
) 1−3a2
2(1+a2)
(
1 − (1 + a
2)q2
x2
) a2−1
a2+1
,
c(x) =
(
1 + a2)q4 + x3 − q2x [1 + x + a2(−1 + 2x)]
2x3
√
1 − x
(
1 − (1+a2)q2
x
)3/2 ,
= (x
2 − q2) [x − (1 + a2)q2]+ a2q2x(1 − x)
2x3
√
1 − x
(
1 − (1+a2)q2
x
)3/2 , (28)
where the last equality indicates c(x) > 0 for x in the range of 
√
1 + a2q < x < 1. The free 
energy or I¯E takes its extremal value, from (27), when ba,q(x¯) = b¯. Then at x = x¯, we have
∂2I¯E
∂x2
∣∣∣∣
x=x¯
= −c(x¯) ∂ba,q(x)
∂x
∣∣∣∣
x=x¯
. (29)
Since c(x¯) > 0, we have a local minimum of I¯E or free energy at x = x¯ if
∂ba,q(x)
∂x
∣∣∣∣
x=x¯
< 0. (30)
In other words, only when the slope of the inverse reduced temperature function ba,q(x) is neg-
ative at the location x = x¯ with x¯ determined by b¯ = ba,q(x¯), the corresponding I¯E or the free 
energy takes its local minimal value, giving a locally (thermally) stable phase. This is the criterion 
which we will use to analyze the thermal stability of the black holes considered.
4. The analysis of phase structures of the stringy black holes
We are now ready to analyze the thermal phase structures of the 4-dimensional stringy black 
holes given in [4]. The a = 0, √3 cases have already been analyzed in [5,6]. In this section, 
we will discuss the phase structures of black holes for a general dilaton coupling a including 
the a = 0, √3 cases. We will see that the dilaton coupling plays the key role in determining the 
phase structures of charged black holes.
4.1. Chargeless case
Let us first focus on the chargeless case for a general dilaton coupling a. When the charge Q in 
(24) is set to vanish, we have r− = R− = 0 and the only horizon is at r+ = R+. Now the dilaton 
φ is just a constant given by its asymptotical value φ0 and the dilaton coupling a disappears in 
all the relevant quantities for the present discussion. So the chargeless black hole for a general 
dilaton coupling a is just the usual Schwarzschild black hole, which can be seen from (2). We 
therefore expect the same thermodynamics here as given in [2,5,6]. In other words, there exists 
a minimal temperature Tmin = 3
√
3 below which the only thermally stable phase is the so-called 8πrB
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have two solutions from the thermal equilibrium condition b0(x¯) = b¯ discussed in the previous 
section, one corresponding to a small black hole and the other to a large black hole. Only for the 
large black hole, the free energy is a local minimum. There exists another so-called transition 
temperature Tt = 2732πrB > Tmin at which the black hole and ‘hot empty space’ can coexist since 
both of them have same (zero) free energy. For temperature Tmin < T < Tt , the large black 
hole has a higher free energy than the corresponding ‘hot empty space’ has, therefore the black 
hole is only meta-stable and will make a transition to the ‘hot empty space’ via the so-called 
Hawking-Page transition. Only for temperature T > Tt , the large black hole has a negative free 
energy and becomes the globally stable phase. The detail of this is referred to [2,5,6] and will not 
be repeated here.
4.2. Charged case
In this subsection, we will discuss how the underlying phase structure depends on the reduced 
charge q for a given dilaton coupling a. Note that a < 0 case can be accounted for by sending 
φ → −φ. So, without loss of generality, we limit ourselves to a ≥ 0 in the following discussion. 
We further sub-divide our following discussion to the following three sub-cases: 1) 0 ≤ a < 1, 
2) a = 1, and 3) a > 1.
As discussed in the previous section, the local stability of a phase is determined by the behav-
ior of ba,q(x) at x = x¯ with x¯ determined by the thermal equilibrium equation ba,q(x¯) = b¯. In 
general, the underlying phase structure is determined by the behavior of ba,q(x) at the lower end 
of x, i.e., x → √1 + a2q , following the previous study of charged black branes [6,12]. We will 
see that this continues to hold true and in the present case this behavior is completely determined 
by whether the dilaton coupling a is less or no less than unity. For a > 1, the behavior of ba,q(x)
is similar to that of chargeless case and indeed the underlying phase structure is also characteris-
tically the same as that of chargeless case but with the replacement of ‘hot empty space’ by the 
corresponding extremal black hole. The a = 1 case just resembles the 5-brane case in 10 dimen-
sional string theories given in [6]. And the a < 1 case resembles the p-brane case for p ≤ 4 in 10 
dimensional string theories or the M2/M5 brane case in 11 dimensional M-theory [6]. We will 
give a detail analysis in what follows.
For the convenience of discussion, we re-write the function ba,q(x) given in (28) below
ba,q(x) = x
√
1 − x
(
1 − (1 + a
2)q2
x
) 1−3a2
2(1+a2)
(
1 − (1 + a
2)q2
x2
) a2−1
a2+1
, (31)
from which we see that the behavior of ba,q(x) remains the same for x → 1 for all dilaton 
coupling a but its behavior at the lower end depends crucially on whether the dilation coupling 
is less than, equal to or greater than unity.
Case 1: 0 ≤ a < 1
For this case, note that q
√
1 + a2 < x < 1. So it is clear from (31) that ba,q(x → 1) → 0 while 
ba,q(x → q
√
1 + a2 ) → ∞. This blowing-up behavior of ba,q(x) when x → q
√
1 + a2 is due 
to the last factor on the right of (31) for 0 ≤ a < 1. This is a typical behavior of the van der Waals 
liquid–gas type phase structure as discussed for a = 0 charged black hole in [5] and charged 
black p-branes in [6]. In general, there exists a critical charge qc which is uniquely determined by 
∂ba,qc (x)/∂x = 0 and ∂2ba,qc (x)/∂x2 = 0 at x = xc. In other words, at q = qc , x = xc becomes 
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a reflection point. It is obvious that the critical charge qc depends on the given dilaton coupling a. 
Before we discuss how to determine qc, let us give a discussion on the phase structure following 
[6]. The phase detail is different for 1/
√
1 + a2 > q > qc and 0 < q < qc. For this, let us choose 
a specific a = 0.2 for illustration (see Fig. 1). For this case qc ≈ 0.24, when q > qc, we have a 
unique solution from b0.2,q(x¯) = b¯ for each given b¯. It is clear from Fig. 1 that ∂b0.2,q(x¯)/∂x¯ < 0, 
therefore corresponding to a minimal free energy. This turns out to be the globally thermally 
stable black hole configuration. In other words, for q > qc and for each given b¯, there exists only 
one thermally stable black hole determined by ba,q(x¯) = b¯. For 0 < q < qc, from Fig. 1, we 
can see that b0.2,q(x) has a local minimum bmin and a local maximum bmax. While there exists 
a unique solution from b0.2,q(x¯) = b¯ when b¯ > bmax or b¯ < bmin, there exist in general three 
solutions denoted as x1, x2, x3 (with x1 < x2 < x3) when bmin < b¯ < bmax. The slope of b0.2,q(x)
is negative at either x1 or x3 but positive at x2, so the free energy at either x1 or x2 is a local 
minimum, while it is a local maximum at x2. So only for the small black hole or the large black 
hole, we can have potentially thermally stable configuration. Following [6], we know for each 
given q < qc that there exists a transition temperature Tt at which the free energy for the small or 
large black hole is the same and therefore they can coexist and make free transition between the 
two. Again following [6], the transition temperature Tt is determined by requiring that the area 
above and below the line b0.2,q(x¯) = b¯t and also enclosed by the line and the curve b0.2,q(x) be 
the same. Note that the transition is a first-order one since it involves an entropy change when the 
large and small black holes make a transition (the entropy depends on the size x). When q = qc, 
we have bmin = bmax = bc and xmin = xmax = xc, and there is no entropy change when a transition 
occurs. So the transition becomes a second-order one and is a critical point. In other words, when 
q < qc moves to q = qc, we have a first-order transition line ending on a second-order critical 
point. So overall, this gives a typical van der Waals–Maxwell gas–liquid type phase structure.
We now come to determine the critical quantities qc, xc and bc, which depend on the dilaton 
coupling a as mentioned earlier. This can be determined by the requirement that ∂bq,a(x)/∂x = 0
and ∂2bq,a(x)/∂x2 = 0 at x = xc. There exists, however, a simpler way to determine qc. Follow-
ing [6], when q = qc , i.e., at the critical point, xmin and xmax coincide. We will make use of this 
to determine qc. Since xmin and xmax are determined by
∂ba,q
∂x
= K(x)
2x3
√
1 − x
(
1 − (1+a2)q2
) 1
2 + 2a
2
1+a2
(
1 − (1+a2)q22
) 2
1+a2
= 0, (32)x x
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K(x) = −3
[
x4 − 2
3
[
1 + (1 + 3a2)q2
]
x3 + 2q2(a2 − 1)x2
+ 2q
2
3
[
(3 − a2) + (1 + a2)(3 + a2)q2
]
x − 1
3
(1 + a2)(5 + a2)q4
]
. (33)
The denominator on the right side of (32) is always positive for x in the range of 
√
1 + a2q <
x < 1. So the extremes amount to setting K(x) = 0. Since K(x) is a quartic polynomial, so the 
corresponding equation has in general four roots including xmin and xmax. At the critical point, 
xmin and xmax coincide and the discriminant of the polynomial equation K(x) = 0 vanishes. Let 
us give a detail analysis for the present case. The discriminant of K(x) = 0 is
(a,q) = −256q6
[
1 − (1 + a2)q2
]3
h(a, q), (34)
where
h(a, q) =
(
3a4 + 10a2 + 3
)3
q6 + 3
(
9a10 + 33a8 − 206a6 − 150a4 − 27a2 − 171
)
q4
+ 3
(
3a8 − 8a6 + 114a4 − 216a2 + 171
)
q2 + (a2 − 3)3
= −
[
(3 − a2) −
(
3a4 + 10a2 + 3
)
q2
]3 + 3 × 122(a2 − 1)2q2 [1 − (1 + a2)q2] ,
(35)
where the last line is useful for determining the existence of critical charge qc. We stress that 
(33), (34) and (35) are valid for all a ≥ 0 and will be used later on for the discussions of a = 1
and a > 1 cases, respectively. Given that 0 < q < 1/
√
1 + a2, so (a, q) = 0 amounts to setting 
the above h(a, q) = 0. Let us see if there exists a unique solution in the allowed range for q
and for the present case of given a with 0 ≤ a < 1. For this, let us examine the behavior of the 
first term in the last line of (35) first. This term f (a2, q2) = [(3 − a2) − (3a4 + 10a2 + 3)q2]3
decreases monotonically with q2 and f (a2, 0) = (3 − a2)3 > 0 for 0 ≤ a2 < 1. Note that
f (a2, q2 = 1/(1 + a2)) = −26a6
(
a2 + 2
a2 + 1
)3
< 0. (36)
The second term in the last line of (35) is g(a2, q2) = 3 × 122(a2 − 1)2q2 [1 − (1 + a2)q2]> 0
in the range of 0 < q2 < 1/(1 +a2). We have g(a2, 0) = 0 and g(a2, q2 = 1/(1 +q2)) = 0. Also 
g(a2, q2) has a unique maximum at q2 = 1/(2(1 + a2)) in the allowed range. Given (36), the 
curve of f (a2, q2) must intersect that of g(a2, q2) once and only once in the range of allowed q2. 
So there exists a unique solution of h(a2, q2) = 0 or (a, q) = 0. Following the discussion given 
in [6], we conclude that the intersection point gives q = qc. Once qc is determined, we can use 
(33) to determine xc and then determine bc using bc = ba,qc (xc) for each given a for 0 ≤ a < 1. 
Some sample values of qc, xc, bc for different values of a are given in Table 1. The critical charge 
qc and xc, bc given in the table for a = 0 all agree with the previous given values in [5,8]. We 
shall argue that qc approaches 
√
2/4 when a → 1 in the following a = 1 case.
Case 2: a = 1
By setting a = 1 in (31), we have
b1,q (x) = x
√
1 − x√
2
. (37)
1 − 2q /x
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Some sample values of qc, xc, bc for different values of 0 < a < 1.
a qc xc bc
0 0.236068 0.527864 0.428784
0.2 0.237828 0.528475 0.429447
0.4 0.243500 0.530378 0.431635
0.6 0.254610 0.533810 0.436145
0.8 0.275912 0.539120 0.445739
→ 1 0.353553 0.5 0.5
Recall that 
√
2q < x < 1, we have from the above that b1,q(x → 1) → 0 while b1,q(x →√
2q) → √2q . To understand the behavior of b1,q(x) in the allowed range of x, we first ex-
amine its possible extremes. For this, we have
∂bq,1(x)
∂x
= c(x)
(
−3x2 + 2(1 + 4q2)x − 6q2
)
= c(x)B(x, q) (38)
where
c(x) = 1
2x
(
1 − 2q2
x
)3/2 √
1 − x
, B(x) = −3
[
x2 − 2
3
(1 + 4q2)x + 2q2
]
. (39)
In the above, c(x) is always positive in the allowed range of x. So ∂b1,q(x)/∂x = 0 amounts to 
setting B(x) = 0, i.e.,
x2 − 2
3
(1 + 4q2)x + 2q2 = 0, (40)
from which we have two solutions
x± = 13
[
(1 + 4q2) ±
√
(1 − 2q2)(1 − 8q2)
]
, (41)
provided q ≤ 1/2√2 (due to √2q < 1). One can check easily that x− <
√
2q and 
√
2q < x+ < 1
for q < 1/2
√
2. So x− is not in the allowed region of 
√
2q < x < 1, therefore excluded. Only x+
is and so for q < 1/2
√
2, we have one extreme in the allowed range of x. We will comment x−
later on when q = 1/2√2. Now let us examine further the exact nature of this extreme at x+. For 
this, we have
∂B(x)
∂x
∣∣∣∣
x=x+
= −6
(
x+ − 1 + 4q
2
3
)
< 0, (42)
which implies that x = x+ gives a maximum of b1,q when q < 1/2
√
2. This further implies that 
b1,q (x) increases with x in the range of 
√
2q < x < x+, takes its maximal value at x = x+ as
bmax = 19
[
4q2 + 1 +
√
(1 − 2q2)(1 − 8q2)
][
2
√
1 − 2q2 −
√
1 − 8q2
]2
, (43)
then decreases for x in the range of x+ < x < 1. The characteristic behavior of this is given in 
the first graph of Fig. 2 for the case of q = 0.2 < 1/2√2. Let us now focus on the case q = qc =
1/2
√
2 = √2/4. One can now read from (41) that x− = x+ = xc = 1/2 =
√
2qc (bc = 1/2). 
This is a reflection point but unlike the case of 0 < a < 1 discussed previously, this point is 
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2q .
not a critical one since it is at the lower end of x. For this reason, there is no van der Waals 
liquid–gas type phase structure discussed previously. This also answers qc →
√
2/4 as a → 1
raised in the case of 0 < a < 1. Note that this qc = 1/2
√
2 can also be easily determined from 
the h(a2, q2) given in (35) when a = 1 for which the second term in the last line vanishes. Now 
for 1/2
√
2 < q < 1/
√
2, the equation (40) has no real roots. Then the sign of B(x) in the range 
of 
√
2q < x < 1 will determine whether b1,q(x) is a monotonically increasing or decreasing 
function. For this, we have, from (39),
B(
√
2q) = 8√2q
(
q − 1√
2
)(
q − 1
2
√
2
)
< 0,
B(1) = −(1 − 2q2) < 0, (44)
which must therefore imply that b1,q(x) is a monotonically decreasing function in the range of √
2q < x < 1 for 1/2
√
2 < q < 1/
√
2. The typical behavior of this is given in the second graph 
in Fig. 2 for q = 0.5.
Given what has been said above, the phase structure for this case is characteristically the 
same as that for the d˜ = 2 case for black p-brane discussed in [6,7]. There are three sub-cases, 
depending on 0 < q < qc = 1/2
√
2, q = qc and qc < q < 1/
√
2, respectively, but there are no 
van der Waals–Maxwell gas–liquid type phase structure and the second-order phase transition 
at q = qc . Each of the sub-cases is just like the chargeless case but with the replacement of 
‘hot empty place’ with the corresponding extremal black hole as discussed in [12] for the d˜ = 2
case. For example, when 0 < q < qc, for b¯ > bmax, the only stable phase is the corresponding 
extremal black hole with the preset b¯. When bmid ≤ b¯ < bmax, only the large black hole is locally 
stable. For the large black hole, we need to compare its free energy with that of the corresponding 
extremal black hole. If its free energy is larger, then a Hawking-Page transition will take place 
and the globally stable phase is the extremal black hole. Only for the large black hole with its 
free energy equal to or smaller than the corresponding extremal black hole can become globally 
stable one. The detail can be similarly discussed as in the chargeless case or is referred to [6,12]. 
We will not repeat it here.
Case 3: a > 1
This is the case, just like that of charged black p-branes with p = D − 4 in D dimensions 
studied in [6] (one example is p = 6 in 10 dimensional Type IIA theory), giving a phase structure 
which resembles that of chargeless case discussed earlier but with the replacement of ‘hot empty 
space’ by the extremal black hole as discussed in [6,12]. For this case, we have first from (31)
632 Q. Jia et al. / Nuclear Physics B 909 (2016) 619–643ba,q(x) =
x
√
1 − x
(
1 − (1+a2)q2
x2
) a2−1
a2+1
(
1 − (1+a2)q2
x
) 3a2−1
2(1+a2)
, (45)
which gives ba,q(x → q
√
1 + a2) → 0 and ba,q(x → 1) → 0. This is exactly the behavior of 
charged black p-branes with p = D − 4 in D dimensions mentioned above. At a first look, due 
to the presence of dilaton coupling a, one may suspect that the behavior of above ba,q(x) could 
be different from that of charged black (D − 4)-branes for some a within the range √1 + a2q <
x < 1. For example, there might be a possibility of appearance of two maxima and a minimum 
of ba,q(x) in the allowed range of x for suitable parameter a. If this could happen, we would 
have a new phase structure. Unfortunately, as we will demonstrate in what follows, this doesn’t 
and there is only one extreme of ba,q(x) which is a maximum in the allowed region of x, exactly 
like in the case of charged black (D − 4)-branes in D-dimensions.
Note that ba,q(x) > 0 for 
√
1 + a2q < x < 1 and ∂ba,q(x)/∂x = 0, from (32) and (33), 
amounts to the following quartic equation,
x4 − 2
3
[
1 + (1 + 3a2)q2
]
x3 + 2q2(a2 − 1)x2
+ 2q
2
3
[
(3 − a2) + (1 + a2)(3 + a2)q2
]
x − 1
3
(1 + a2)(5 + a2)q4 = 0, (46)
which has four roots in general. Since the last term in the above is negative, there is at least 
one negative real root. So we have at most three positive real solutions from the above equation. 
We then expect two possibilities5 that ba,q(x) has either one maximum or two maxima and one 
minimum in the region of 
√
1 + a2q < x < 1. In the former case, the phase structure is just like 
that of the charged black (D −4)-brane case mentioned above. If the latter were true, there would 
have been an interesting phase structure with a second-order critical point. To see whether the 
latter case could happen, let us examine the discriminant of the above equation (46), which, up 
to a factor of 3−6, is given by (34). The key for this is the function h(a, q) given in (35) and we 
re-write it here for convenience as
h(a, q) = −f (a2, q2) + g(a2, q2), (47)
where as given before
f (a2, q2) ≡ [(3 − a2) −
(
3a4 + 10a2 + 3
)
q2]3, (48)
g(a2, q2) ≡ 3 × 122(a2 − 1)2q2
[
1 − (1 + a2)q2
]
. (49)
In the above, f (a2, q2) is a monotonically decreasing function of q2 and f (a2, 0) = (3 −a2)3 >
0 for 1 < a2 < 3, f (a2, 0) = 0 for a2 = 3 and f (a2, 0) < 0 for a2 > 3, respectively. Also 
g(a2, 0) = 0, g(a2, q2 = 1/(1 + a2)) = 0. Further g(a2, q2) > 0 for 0 < q2 < 1/(1 + a2) and 
has a maximum at q2 = 1/(2(1 + a2)). Since f (a2, q2) < 0 at the upper end of q2 from (36)
5 Since K(x = q
√
1 + a2) = 4(a2 − 1)q3
√
1 + a2
[
1 − q
√
1 + a2
(
1 − q
√
1 + a2
)]
> 0 for a > 1 and K(x = 1) =
− 
[
1 − q2(1 + a2)
]2
< 0 with K(x) given in (33), we cannot have the other possibility that ba,q (x) has either a mini-
mum or two minima and one maximum since this function is an increasing function at the lower end while a decreasing 
one at the other end.
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when a2 ≥ 3, therefore the curve of f (a2, q2) can never intersect that of g(a2, q2) for any q > 0
in the region of 0 < q < 1/
√
1 + a2 for this case. For 1 < a2 < 3, the curve of f (a2, q2) does 
intersect that of g(a2, q2) in the allowed range of q2 once and only once. So one expects a unique 
solution of h(a2, q2) = 0 for qc. This appears as a critical charge. However, as we will show in 
what follows, the corresponding xc < qc
√
1 + a2, therefore not in the allowed range of x. So we 
have only the largest root to be the correct one. In other words, in the allowed range of x, we 
have again only one maximum. For the present situation, the characteristic picture of the 4 roots 
of (46) is shown in Fig. 3. Let us set F(x) equal the left side of (46)
F(x) ≡ x4 − 2
3
[
1 + (1 + 3a2)q2
]
x3 + 2q2(a2 − 1)x2
+ 2q
2
3
[
(3 − a2) + (1 + a2)(3 + a2)q2
]
x − 1
3
(1 + a2)(5 + a2)q4, (50)
from which
F ′(x) = 4x3 − 2
[
1 + (1 + 3a2)q2
]
x2 + 4q2(a2 − 1)x
+ 2q
2
3
[
(3 − a2) + (1 + a2)(3 + a2)q2
]
, (51)
where F ′(x) = dF(x)/dx. We then have for 1 < a2 < 3,
F(0) = −1
3
(1+a2)(5+a2)q4 < 0, F ′(0) = 2q
2
3
[
(3 − a2) + (1 + a2)(3 + a2)q2
]
> 0,
(52)
and at the lower end of the allowed range of x, i.e., x = q√1 + a2,
F(q
√
1 + a2 ) = 4q
3
3
(1 − a2)
√
1 + a2
(
1 − q
√
1 + a2
)2
< 0,
F ′(q
√
1 + a2 ) = −8a
2q2 (
1 − q
√
1 + a2
)(
1 − 2q
√
1 + a2
)
. (53)3
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Some sample computations of qc, xc, qc
√
1 + a2 for different values of 1 < a2 < 3.
a2 qc xc qc
√
1 + a2
1.2 0.2161 0.2260 0.3205
1.4 0.1455 0.1341 0.2254
1.6 0.0988 0.0811 0.1593
1.8 0.0665 0.0486 0.1112
2.0 0.0435 0.0281 0.0754
2.2 0.0272 0.0153 0.0486
2.4 0.0156 0.0074 0.0287
2.6 0.0075 0.0029 0.0143
2.8 0.0024 0.0006 0.0046
Fig. 4. The behavior of ba,q (x) vs x with q = 0.2 for a2 = 2,4, respectively.
Given that the present ba,q(x) has at least one maximum in the allowed range of x and F(x) > 0, 
F ′(x) > 0 for sufficient large x, there must exist a maximum of F(x) in the range of 0 < x <
q
√
1 + a2 since F(0) < 0, F ′(0) > 0 and F(q√1 + a2 ) < 0 with F ′(q√1 + a2 ) ≤ 0 when 
q ≤ 1/(2√1 + a2 ) and F ′(q√1 + a2 ) > 0 when 1/√1 + a2 > q > 1/(2√1 + a2 ), noting that 
x = q√1 + a2, the lower end of allowed x, moves to its large value, i.e., towards the right side, 
rather than to its small value, when q increases for fixed a. In other words, the lower end of 
allowed x must be the one as shown in Fig. 3. This says that we can have only one maximum for 
ba,q(x) even in this case and therefore there is no new phase structure. We also have numerical 
tests for this. When q = qc, determined from h(a2, q2) = 0, for a choice of a2 in the region of 
1 < a2 < 3, there are one negative root, two identical positive roots xc and one positive largest 
root xmax from (46). This qc indeed gives an xc > 0 but this xc is smaller than the value of 
qc
√
1 + a2, therefore outside the allowed region of x. So only xmax is the wanted one, giving rise 
to a maximum of ba,q(x). So we don’t have a critical point for this case, either. A few samples 
of numerical computations for qc, xc and qc
√
1 + a2 are given in Table 2. So when a2 > 1, 
ba,q(x) has an unique maximum in the region of q
√
1 + a2 < x < 1 and the corresponding phase 
structure is characteristically the same as that of charged black (D − 4)-branes in D-dimensions. 
Fig. 4 gives an illustration of a2 = 2 and a2 = 4 cases, respectively.
5. Connection to the higher dimensional branes
It is well-known that the 4-dimensional black holes with different dilaton coupling a can be 
obtained from higher dimensional p-branes and their bound states/intersecting branes via di-
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for a = 0, 1/√3, 1, √3, the corresponding extremal black holes are supersymmetric and the 
a = 0, 1/√3, 1 extremal ones are the bound states of 4, 3, and 2 extremal a = √3 black holes, 
respectively [24–30]. These bound states have their intersecting brane interpretations of 4, 3, 
2 simple branes in 10 and 11 dimensions [15–20,22,23]. Other values of a are due to non-
supersymmetric branes (intersecting branes) in higher dimensions [14,23,31].
The natural question in the present context is how to relate the phase structures of the 
4-dimensional charged black holes with different dilaton coupling a to those of their higher 
dimensional branes or higher dimensional intersecting branes. We here try to make this connec-
tion based on known knowledge of the phase structures of the higher dimensional charged black 
branes [6–9,12] and the above mentioned connection of the 4-dimensional black holes to their 
higher dimensional brane systems.
For this purpose, the higher dimensional brane systems considered should have at least three 
overall transverse directions such that they are asymptotically Minkowski, and the corresponding 
spherical symmetry in the transverse directions, the basic requirements of the present approach. 
This serves also to give 4-dimensional black holes when dimensionally reduced to 4 dimensions.
Let us first consider the case of simple charged black branes in diverse dimensions. We have 
knowledge of the phase structures of these systems [6] with the following dilaton coupling,
a2D(p) =  −
2dd˜
D − 2 , (54)
where d = p + 1 and d + d˜ = D − 2 with D the bulk spacetime dimensions. In this formula, 
 = 4 for the simple p-branes. In general, supersymmetric p-branes in diverse dimensions can 
have  = 4/N with N = 1, 2, 3, 4 with N field strengths participating in the solution. Non-
supersymmetric extremal or non-extremal p-branes are also possible with many choices of values 
of  given in [14,23,31]. One of important properties in (direct or diagonal (double)) dimen-
sional reduction is that the value of  remains unchanged [13]. Given this, for a diagonal 
(double) dimensional reduction from (D + 1, p + 1) → (D, p), we have the relation between 
the aˆ2D+1(p + 1) and a2D(p) as [13]
aˆ2D+1(p + 1) = a2D(p) −
2d˜2
(D − 2)(D − 1) , (55)
where aˆD+1(p + 1) and aD(p) denote the dilaton coupling for (p + 1)-brane in (D + 1) di-
mensions and p-brane in D dimensions, respectively. For a direct dimensional reduction from 
(D˜ + 1, p) → (D˜, p), we have
a˜2
D˜+1(p) = a2D˜(p) −
2d2
(D˜ − 2)(D˜ − 1) . (56)
Note that d˜ remains unchanged in a diagonal (double) dimensional reduction while d = p + 1
remains so in a direct dimensional reduction. From (55), we can obtain the formula for diagonal 
(double) dimensional reduction k times as
aˆ2D+1(p + 1) = a2D+1−k(p + 1 − k) −
2kd˜2
, (57)
(D − 1 − k)(D − 1)
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a2D−p(0) = aˆ2D+1(p + 1) +
2(p + 1)d˜2
(D − p − 2)(D − 1) . (58)
Similarly, from (56), we can have the following formula for direct dimensional reduction k times 
as
a˜2
D˜+1(p) = a2D˜+1−k(p) −
2kd2
(D˜ − 1 − k)(D˜ − 1) , (59)
from which we can read for k = D˜ − 3, p = 0 as
a24(0) = a˜2D˜+1(0) +
(D˜ − 3)
(D˜ − 1) , (60)
where we have set d = p + 1 = 1. Note that a2D−p(0) = a˜2D˜+1(0) if D˜ = D − p − 1. With this 
and using (60) and (58), we end up with
a24(0) = aˆ2D+1(p + 1) +
2(p + 1)(D − p − 3)2
(D − p − 2)(D − 1) +
D − p − 4
(D − p − 2) , (61)
where we have used d˜ = D−3 −p. This is the formula relating the dilaton coupling aˆD+1(p+1)
for (p + 1)-branes in (D + 1) dimensions to that for a 0-brane (or black hole) in 4 dimensions 
via first (p + 1) diagonal (double) dimensional reductions to give 0-branes in (D − p) dimen-
sions and then from the 0-branes to 4-dimensional 0-branes by (D − p − 4) direct dimensional 
reductions if D − p − 4 ≥ 0. Now using (54) for aˆD+1(p + 1) in the above, we end up with a 
very simple formula
a24(0) =  − 1, (62)
independent of which p and D we start with. If we take D = 4, d = 1 (therefore d˜ = 1) in 
(54), we end up also with the same formula as in (62). In other words, the 4-dimensional dilaton 
coupling a4(0) is just the one obtained from a higher dimensional aD(p) if the p-brane in D 
dimensions can be related to 4-dimensional 0-brane via diagonal (double) plus possible direct 
dimensional reductions. This remains true for any lower dimensional dilaton coupling aD(p) if 
it can be related to a higher dimensional aD′(p′) with D′ ≥ D, p′ ≥ p via diagonal (double) plus 
possible direct dimensional reductions. This is independent of actual reduction path even though 
in the above we choose a particular one for illustration.
With the above preparation, we are now ready to discuss whether the phase structures of 
higher dimensional charged black p-branes can be preserved when reduced to 4 dimensions. For 
this, let us consider specifically, for examples, the simple 10-dimensional charged black p-branes 
considered in [6]. For these p-branes, we know that the charged black p-branes have a phase 
structure of the van der Waals–Maxwell liquid–gas type for 0 ≤ p ≤ 4, a phase for p = 5 with the 
appearance of a critical charge but no van der Waals–Maxwell gas–liquid type phase structure, 
i.e. the one on borderline between the p ≤ 4 case and the p = 6 case, and a phase structure for 
p = 6 resembling that of the chargeless case but with the replacement of ‘hot empty space’ by 
the corresponding extremal 6-brane. For all these branes,  = 4.
There are no issues for diagonal (double) dimensional reductions of these charged black 
p-branes but direct dimensional reductions of non-extremal charged black p-branes are not 
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tremal charged black p-branes for which d˜ → d˜ − 1 for each direct dimensional reduction while 
d = p + 1 remains unchanged.6 Note that  remains the same in either of these two reductions. 
So  = 4 implies that the 4-dimensional charged black holes obtained from 10-dimensional p-
branes with 0 ≤ p ≤ 6 via diagonal (double) and/or direct dimensional reductions have the same 
dilaton coupling, from (62), a2 = a24(0) = 3, giving the same phase structure as the charged 
black 6-branes as discussed earlier in this paper. Among these p-branes, only the 6-branes are 
reduced to 4-dimensional charged black holes via only diagonal (double) dimensional reductions 
for which d˜ = 1 remains unchanged during the reductions. This very fact can also be used to un-
derstand why the phase structure can be preserved by diagonal (double) dimensional reductions. 
Recall that the phase structure itself is determined by the behavior of the b(x, q) function given 
in [6] at the lower end x → q , the extremal limit. This b(x, q) [6] is
b(x, q) = 1
d˜
x1/d˜ (1 − x)1/2(
1 − q2
x2
) d˜−2
2d˜
(
1 − q2
x
) 1
d˜
, (63)
whose lower end, i.e., x → q , behavior is solely determined by d˜, not the bulk spacetime di-
mension D. In diagonal (double) dimensional reductions, d˜ remains unchanged, so is the phase 
structure. For example, for both the 10-dimensional 6-branes and the 4-dimensional charged 
black holes, they all have the same d˜ = 1, therefore the same phase structure. However, for direct 
dimensional reductions, each of these will reduce d˜ by one, i.e., d˜ → d˜ −1. For examples, for the 
10-dimensional 0-branes to give 4-dimensional black holes, we need to have 6 step by step direct 
dimensional reductions. In other words, we need to have d˜ = 7 → d˜ − 6 = 1, therefore ending 
up also with a d˜ = 1. For the 10-dimensional strings with d˜ = 6 to 4-dimensional black holes, 
we need to do one diagonal (double) dimensional reduction ending up with the same d˜ = 6 and 
then 5 step by step direct dimensional reductions to give d˜ = 6 → d˜ − 5 = 1, once again ending 
up with a d˜ = 1. In general, for the 10-dimensional p-branes with 0 ≤ p ≤ 6 and d˜ = 7 − p to 
4-dimensional black holes, we need to have p diagonal (double) dimensional reductions ending 
up with the same d˜ = 7 − p and then 6 − p step by step direct dimensional reductions to give 
d˜ = 7 −p → d˜ − (6 −p) = 1, ending up with d˜ = 1. So this provides another way to understand 
why we end up with the same phase structure of a2 = 3 charged black holes in 4-dimensions 
even though we begin with different phase structures in 10-dimensions. In general, a direct di-
mensional reduction changes d˜ → d˜ − 1 but may not change the underlying phase structure. For 
example, in the above consideration, if we consider to reduce the 10-dimensional 0-branes to 
6-dimensional charged black holes instead, then the phase structure remains characteristically 
unchanged since the resulting d˜ = 3 at the end.
Next, let us move to discuss the other set of systems, namely, the threshold (D(p − 4), Dp)
systems7 with 4 ≤ p ≤ 6 given in [7]. We expect that these systems should correspond to the 
4-dimensional black holes with a = 1. From the appendix of [7], we have the key quantity, the 
reduced inverse temperature function, for the phase structures of these systems
6 This is actually what we need to discuss the phase structure since this structure itself is determined by the behavior 
of ba,q (x) at the lower end x → q
√
1 + a2, the extremal limit, for the present charged black holes or that of the b(x, q)
for charged black p-branes considered in [6] at the lower end x → q , also the extremal limit.
7 The phase structures of the non-threshold systems (D(p − 2), Dp) systems with 2 ≤ p ≤ 6, considered in [7], are 
the same as the simple constituent p-branes in the bound states. They are not relevant to the 4-dimensional charged black 
holes with the dilaton coupling a = 1 which are threshold bound state of a = √3 charged black holes.
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x1/2
7 − p
(
+

−
)1/2(
1 − 
+
−
) 2−d˜
2d˜
⎛
⎝1 + 1 − G−1p−4
−

+ − 1
⎞
⎠
1/2
, (64)
where d˜ = 7 − p, qp < x < 1 and

+ = 1 − x, 
− = 1 −
q2p
x
. (65)
In the above,
1 − G−1p−4 =
1
2
⎡
⎣
√(
−

+ − 1
)2
+ 4q2p−4

−

+ −
(
−

+ − 1
)⎤⎦ . (66)
The actual phase structure of the underlying system depends on whether the function bqp−4,qp (x)
is divergent, non-vanishing finite or vanishing when x → qp , i.e., the lower end limit or the 
extremal limit. Let us examine this. When x → qp , 
−/
+ → 1 and 1 − G−1p−4 → 2qp−4 = 0. 
So we have
bqp−4,qp (x → qp) ∼
(
1 − 
+
−
) 2−d˜
2d˜
− 12
, (67)
where we give only the possible divergent factor. So bqp−4,qp (x → qp) diverges if d˜ > 1, there-
fore having the van der Waals–Maxwell liquid–gas type phase structure. For d˜ = 1, bqp−4,qp (x →
qp) is now non-vanishing finite, therefore having a phase structure of the simple charged black 
5-branes. In other words, adding delocalized (p− 4)-branes to p-branes in the cases for p = 5, 6
changes their own phase structures, respectively. Following what we did for the simple charged 
black p-branes via diagonal (double) plus possible direct dimensional reductions, we end up 
4-dimensional charged black holes all with d˜ = 1. Among these, again only for p = 6, corre-
sponding to d˜ = 1, the reductions are all diagonal (double) ones and so the phase structure is 
the one of a2 = 1 charged black holes in 4 dimensions. Let us check this directly. In diago-
nal (double) dimensional reductions, d˜ remains unchanged. So the behavior of bq2,q6(x → q6)
remains the same as in 10 dimensions when reduced to 4 dimensions. In comparison with the 
corresponding 4-dimensional charged black hole behavior given in (31), we must have
a2 − 1
a2 + 1 =
2 − d˜
2d˜
− 1
2
, (68)
where d˜ = 1. This equation immediately gives a2 = 1, as expected.
Before going further, let us make a few remarks: 1) Those charged black systems related by 
only diagonal (double) dimensional reductions have characteristically the same phase structure. 
2) The other reason for this is that for such related systems, they have the same β∗, the inverse 
temperature at infinity, such as that in (5) for 4-dimensional charged black holes. The behavior 
of the reduced inverse temperature function, b(x), whether divergent or not, is completely due 
to that of β∗. 3) For each given bulk dimension D, different brane systems have different phase 
structures as seen above. For examples, in 10-dimensions, the charged black p-branes have the 
van der Waals–Maxwell liquid–gas type phase structure for 0 ≤ p ≤ 4, the phase structure of the 
4-dimensional charged black holes with a2 = 1 for p = 5 and that of the 4-dimensional charged 
black holes with a2 = 3 for p = 6. We also see that the phase structure of 5-branes can be 
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5-branes. We can also change that of 6-branes to have this phase structure by adding delocalized 
0-branes to them [8,9] even though the resulting system (D0, D6) is not supersymmetric in the 
extremal limit. Actually this system gives rise to a2 = 0 dyonic black holes in 4 dimensions [8]. 
In other words, all possible phase structures in 10-dimensions for various well-defined different 
p-brane systems can be realized simply by different systems of 6-branes formed by 6-branes 
and other delocalized lower dimensional branes. These systems have the same phase structures 
of 4-dimensional charged black holes with different dilaton coupling a. This further says that 
4-dimensional charged black holes with different dilaton couplings capture all the possible phase 
structures of 10-dimensional charged brane systems under conditions of similar settings.
We now provide more evidence in support of the three points given above by considering the 
intersecting branes in 11 dimensions which are related to 4 dimensional charged black holes with 
a2 = 0, 1/3, 1, 3 or  = 4/N = 1, 4/3, 2, 4, respectively. We know that there are many intersect-
ing branes in 11 or 10 dimensions which can serve this purpose. Concretely, we will consider here 
the 2⊥2⊥5⊥5 system with 3 overall transverse dimensions whose extremal solution was given 
first in [17] and the corresponding black one as well as the corresponding 4-charge 4-dimensional 
black holes was latter given in [34]. The solution for the charged black 2⊥2⊥5⊥5 system in 11 
dimensions from [34] is, for the metric
ds211 = (T1T2)−1/3(G1G2)−2/3
[
−T1T2G1G2f dt2 + G1
(
T1dy
2
1 + T2dy23
)
+ G2
(
T1dy
2
2 + T2dy24
)
+ G1G2
(
dy25 + dy26 + dy27
)
+ f−1dr2 + r2d22
]
, (69)
and for the 4-form field
F4 = −3dt ∧
(
dT ′1 ∧ dy1 ∧ dy2 + dT ′2 ∧ dy3 ∧ dy4
)
+ 3
(
∗dG′ −11 ∧ dy2 ∧ dy4 + ∗dG′ −12 ∧ dy1 ∧ dy3
)
. (70)
In the above, one M2 brane is along y1, y2 directions and the other along y3, y4 directions, inter-
secting at a point while the two M5 branes intersect at a 3-brane along y5, y6, y7. In addition, one 
M5 is along y1, y3 and the other along y2, y4 such that any M2 and any M5 intersect at a 1-brane. 
They all obey the known intersecting rules. So we have isometries along the 1, 2, 3, 4, 5, 6, 7 di-
rections tangent to the branes, which can be used to reduced this system to 4-dimensional charged 
black holes via diagonal (double) dimensional reductions. The above function f , parametrizing 
a derivation from the extremality, and functions Ti, T ′i and Gi, G′i , specifying the (non-extreme) 
M2 and M5 configuration, depend on the radial coordinate of 3-dimensional overall transverse 
space,
f = 1 − μ
r
, T −1i = 1 +
Qi
r
, T ′i = 1 −
Qi
r
Ti,
Qi = μ sinh2 δi, Qi = μ sinh δi cosh δi, i = 1,2, (71)
G−1i = 1 +
Pi
r
, G′ −1i = 1 +
Pi
r
,
Pi = μ sinh2 γi, Pi = μ sinhγi coshγi, i = 1,2. (72)
Upon diagonal (double) dimensional reductions to 4 dimensions, one finds the following 
Einstein-frame metric [34] as
ds24 = −h(r)f (r)dt2 + h−1(r)
[
f−1(r)dr2 + r2d22
]
, (73)
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h(r) = (T1T2G1G2)1/2 = r
2
[(r +Q1)(r +Q2)(r +P1)(r +P2)]1/2
. (74)
Note that similar solutions for 1-charge, 2-charge and 3-charge cases can be obtained from the 
above by setting vanish 3 charges, 2 charges and 1 charge from the above, respectively. To be con-
sistent with the 4-dimensional charged black holes with different dilaton coupling given in (2), 
we need to set the remaining non-vanishing charges equal, denoted as Q, respectively.8 Let us 
first look at the black holes given in (73). We find that if sending r → r −Q in the metric with 
the Q just defined, we have the physical radius of the 2-sphere as
R(r) = r
(
1 − Q
r
)1−N4
, (75)
where N denotes the number of non-vanishing charges before we set them equal. Comparing this 
with the one given in (3), we have immediately the expected relation,
a2 = 4
N
− 1, (76)
if we identify r− =Q. Let us further check the consistency for the metric with the dilaton cou-
pling and the identification of r−. We have now
h(r) =
(
1 − r−
r
)N/2
, f (r) =
(
1 − r−
r
)−1 (
1 − r+
r
)
(77)
where the expected r+ =Q + μ. Then we have
h(r)f (r) =
(
1 − r+
r
)(
1 − r−
r
)N/2−1
, (78)
which agrees with the λ2 given in (3) when the dilaton coupling satisfies (76). With all these, the 
metric (73) agrees completely with that given in (2). Then the inverse temperature given in (5)
and the local inverse temperature given in (6) both hold here, too.
Now let us look at the 11-dimensional metric (69) with the same conditions as given for the 
4-dimensional black holes just described. Consider the metric in Euclidean signature and require 
the metric free of a conical singularity at r = r+, we end up with the corresponding Euclidean 
time with a period
β∗11 = 4πr+
(
1 − r−
r+
) 2−N
2
, (79)
where we add an subscript 11 for the inverse temperature of the 11-dimensional case. This β∗11
agrees precisely with the one for the 4-dimensional charged black holes given in (5) once (76)
holds. Therefore the 11-dimensional charged black intersecting branes have characteristically 
the same phase structure as the corresponding 4-dimensional charged black holes related via 
diagonal (double) dimensional reductions.
8 The same conclusion can also be reached even if we leave the non-vanishing charges arbitrary.
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ture in general while a direct dimensional reduction has the potential to change the underlying 
phase structure, which depends on the value of  and the small enough resulting d˜ . This very 
fact implies that a higher dimensional charged black system has characteristically the same phase 
structure as the corresponding charged black hole if former is related to the latter purely by di-
agonal (double) dimensional reductions. As discussed earlier in point 3, this further implies that 
the 4-dimensional charged black holes with all possible dilaton coupling a2 ≥ 0 can capture all 
possible phase structures of higher dimensional systems, simple or complicated/known or un-
known, under conditions of similar settings. In other words, the phase structures of these higher 
dimensional systems are just those discussed in this paper for the 4-dimensional charged black 
holes with an arbitrary dilaton coupling.
6. Summary and conclusion
In this paper we study the thermodynamics and the phase structures of the 4-dimensional 
asymptotically flat dilatonic black holes, placed in a cavity a la York, in string theory. We con-
sidered these charged black systems in canonical ensemble in which the temperature as well as 
the dilaton, at the wall of cavity, and the amount of charge inside the cavity are fixed. We em-
ployed the Euclidean action formalism to compute the Helmholtz free energy and to analyze the 
thermal stability of the underlying thermodynamical system. We find that the dilaton coupling 
plays a key role in determining the underlying phase structure of the charged black system. We 
also make connections of the phase structures of these systems to higher dimensional charged 
black p-branes via diagonal (double) and/or direct dimensional reductions.
For the chargeless case, similar to higher dimensional black branes, the dilaton coupling is 
irrelevant to the underlying phase structure. This phase structure has been discussed in section 4.1
and is characteristically the same as that of Schwarzschild black holes.
The focus of this paper is on the 4-dimensional charged black holes with an arbitrary dilaton 
coupling a. This coupling is determined by the value of , characterizing different kinds of brane 
systems in higher dimensions. In general, we find three kinds of phase structure, depending on 
a < 1, a = 1 or a > 1. The a < 1 case gives rise to the van der Waals–Maxwell liquid–gas type 
phase structure. The phase structure of the a > 1 case resembles that of charged black 6-branes 
studied previously and it is discussed in section 4.2. The a = 1 case gives a phase structure which 
is characteristically the same as that of charged black 5-branes studied previously, being viewed 
as a borderline in phase structure between the a < 1 and a > 1 cases, and it is discussed in detail 
in section 4.2. In other words, the dilaton coupling a decides the underlying phase structure.
The 4-dimensional black holes with an arbitrary dilaton coupling are connected to the higher 
dimensional brane systems, simple or intersecting/known or unknown, via diagonal (double) 
and/or dimensional reductions. In particular, we find that the phase structure is preserved under 
diagonal (double) dimensional reductions while this may not hold true under direct dimensional 
reductions. Since the dilaton coupling is left as an arbitrary parameter in our study of the underly-
ing phase structures for the 4-dimensional charged black holes, we provide evidence supporting 
that the uncovered phase structures given in this paper have the potential to describe all possi-
ble phase structures, under conditions of similar settings, of the higher dimensional well-defined 
brane systems, some of which may be difficult to have explicit solutions or difficult to analyze or 
not even be known up to now. This is the advantage and usefulness of the present study.
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