Theorem 0.1 ( Pe2] ) Let If ? 1 and ? 2 are two graphs, then one may de ne a Laplacian on them, and ask whether they are isospectral. There are many constructions of isospectral graphs which appear to have little to do with the Sunada construction, see CDGT] for a survey. However, if we impose the condition that ? 1 and ? 2 be k-regular, which is a natural condition to impose from the point of view of geometry, then most of these constructions do not apply. An exception to this is the construction of Seidel switching CDGT], which we will review in x3 below.
It is therefore meaningful to investigate the extent to which there is a converse to Sunada's Theorem in the context of k-regular graphs. We will nd that the situation is somewhat delicate. We rst observe that any two k-regular graphs have a common nite covering, by the Leighton Theorem Le] , AG]. Then the groups G; H 1 ; and H 2 which were introduced by assumption in Pesce's Theorem 0.1 are available for free in the setting of k-regular graphs. We then provide a converse to the Sunada Theorem for graphs of the following form:
De nition 0.1 Let G be a group of automorphisms of a graph ?, and H 1 and H 2 two subgroups of G which act freely on ?. For all paths in ?, let G i ( ) be the set of g in G such that g( ) descends to a closed path on ?=H i , i = 1; 2.
The quadruple (?; G; H 1 ; H 2 ) satis es the Sunada condition up to length n if, for all paths of length n, #(G 1 ( )) = #(G 2 ( )):
We will then show in x2 below that: Theorem 0.2 Let ? 1 and ? 2 be isospectral k-regular graphs. Then, for each n, there exists a graph ? (n) , a group G (n) of graph automorphisms of ? (n) , and two subgroups H (n) 1 and H (n) 2 of G (n) which act freely on ? (n) , such that (i) ? 1 = ? (n) =H (n) 1 and ? 2 = ? (n) =H (n) 2 .
(ii) (? (n) 
2 ) satis es the Sunada condition up to length n. As a simple consequence, we have:
Corollary 0.1 Two k-regular graphs are isospectral if and only if, for some (equivalently, any) n > #(? 1 ), there is a quadruple (? (n) 
2 ) satisfying (i) and (ii) above.
Corollary 0.1 thus gives a necessary and su cient characterization of isospectral graphs in terms of a \Sunada-like" condition. It remains, however, to ask whether we can replace this \Sunada-like" condition with the Sunada condition itself. To that end, we proceed in x3 and x4 below to present examples of pairs of graphs which are isospectral, but do not arise from the Sunada construction in a strong sense de ned below. We leave open the question of whether they arise from a weaker Sunada construction. These examples are constructed from fairly straightforward examples of Seidel switching. To obtain N ? 1 ( ), we must divide by #(H 1 ), and must also take into account that two distinct translates g 1 ( ) and g 2 ( ) may descend to the same closed path in ? 1 which start at di erent points along the path. To count this last, let g 1 ( ) be a translate of which descends to a closed path on ? 1 , and let ] g 1 ( ) be the full inverse image in ? of the path to which g 1 ( ) descends in ? 1 . Let F(g 1 ( )) = #fg 2 G : g sends ] g 1 ( )to itself g length( )
where the term in brackets is to correct for those elements of H 1 which x , which we have already taken into account. Clearly, F(g 1 ( ) is independent of g 1 . Then
Since #( g 0 s] \ H 1 ) = #( g 0 s] \ H 2 ), we see that
To complete the proof, we partition the set of paths of length n into equivalence classes under the action of G, and pick one representative from each equivalence class. Summing over all the representatives gives that the number of closed paths of length n is the same for ? 1 and ? 2 .
The completes the proof of the theorem. We remark that we could have proved this theorem in a somewhat dual manner. We could divide out the graph ? by the action of G to obtain an \orbifold graph" ?=G. We could then count orbifold lifts of closed orbifold paths of ?=G to closed paths on ? 1 and ? 2 . The Sunada condition would then insure that this count would be the same for the two graphs. Indeed, this would be the same calculation carried out above.
The problem with this approach is in making precise the notion of \orb-ifold graph." Our approach in this paper will be to avoid entering into the technicalities of \orbifold graphs," and in each instance replace the argument with an argument involving graphs with a non-free group action. Nonetheless, \orbifold graphs" form an important part of our thinking on these questions, and we will make use of this line of thought for motivational purposes.
It is not di cult to give a characterization of those graphs which are strongly Sunada equivalent. To state it, we recall the notion of a coloring of a graph, which is the assignment to each edge of either an ordered color and a direction or an unordered color, in such a way that each vertex has precisely one incoming and one outgoing edge of each ordered color, and one edge of each unordered color. See Br] for a discussion.
Cayley graphs may be characterized as colored graphs admitting a vertextransitive group of xed-point-free color-preserving graph automorphisms. In general, a colored graph may be described as a covering graph of the onepoint \orbifold" colored graph, where each unordered edge corresponds to an \orbifold edge," and one sees easily that Schreier graphs inherit colorings from the corresponding Cayley graphs. Indeed, given a colored graph, it is not di cult to write it as ?(G=H) for some G and H, showing that Schreier graphs and colored graphs are essentially the same thing.
The graphs ? 1 and ? 2 are then strongly Sunada equivalent if they admit colorings such that, for any pattern of colors, the number of closed paths of a given pattern on ? 1 is the same as the number of closed paths of a given coloring on ? 2 . This can be seen by counting lifts of paths (all such paths are closed) in the corresponding one-point \orbifold graph" to closed paths in ? 1 and ? 2 respectively.
Alternatively, given colorings of ? 1 and ? 2 , the corresponding coverings exhibit the fundamental groups of ? 1 and ? 2 as nite-index subgroups of the \orbifold fundamental group" of the one-point \orbifold graph." The graph ? then is the covering of this \orbifold graph" corresponding to the largest normal subgroup contained in the intersection of the image of the fundamental group of ? 1 and the fundamental group of ? 2 .
We remark that there is a similar characterization of weakly Sunada equivalent graphs. Namely, we may think of a non-free action of G as providing us with equivalence classes of colorings on the graph. Then two graphs are weakly Sunada equivalent if, for some equivalence class of colorings, the set of closed paths with a given equivalence class of patterns is the same for the two graphs. We leave the details of this to the interested reader.
A Converse to the Sunada Theorem
In this section, we will prove: Theorem 2.1 Let ? 1 and ? 2 be isospectral graphs. Then, for any n, there exists a graph ? (n) , a group G (n) of graph automorphisms of ? (n) , and two subgroups H (n) 1 and H (n) 2 of G (n) which act freely on ? (n) , such that (i) ? 1 = ? (n) =H 1 and ? 2 = ? (n) =H 2 .
2 ) satis es the Sunada condition up to length n. The strategy of the proof may be explained simply, as follows: suppose that we could nd a common covering ? (n) of ? 1 and ? 2 and a group of graph automorphisms G (n) of ? (n) with the property that, for any k n, all the lifts of all closed paths of length k of ? 1 and ? 2 are orbit equivalent under G (n) . Then the isospectrality condition forces the Sunada condition up to length n, since for each k there is only one G (n) -orbit to consider.
We could consider by way of example the following pair of graphs, see gures 1 and 2 below, which are known to be strongly Sunada equivalent BPP]. With the coloring shown, they are not in fact pattern equivalent, for the simple reason that we made a bad choice of what coloring to give the closed loops. We may think of this as saying that the covering of the one-point graph corresponding to the coloring sent the closed loops to the \wrong" closed loops. However, if we divide out by the automorphism of the one-point graph which interchanges the loops, then this di culty disappears, and the graphs become Sunada equivalent up to length 1.
We will show essentially that one may continue this argument inductively, by considering automorphisms which identify paths of longer length.
We now proceed with the proof.
We will need some results from LMZ] concerning k-regular graphs and automorphisms of trees. To state them, recall that if ? is a colored graph, we may identify its universal covering with a colored k-tree, with the fundamental group = 1 (?) acting on the tree as color-preserving transformations. If is any cocompact group acting as color-preserving transformations on the k-tree, we may associate to its commensurator group C( ), given by C( ) = fg 2 Aut(T k ) : g g ?1 \ is of nite index in and g g ?1 g:
It is easily seen that C( ) is independent of up to conjugacy, and will be denoted simply by C.
We then have: The proof in LMZ] shows more: if we let denote the element in C given in (c), then and generate a group which contains as a (non-normal) subgroup of nite index.
We now apply these considerations to the graph ? which covers ? 1 and ? 2 . After passing to a double covering if necessary, we may assume that ? carries a coloring. If 1 and 2 are closed paths of the same length in ? 1 and ? 2 respectively, we may lift them to closed paths in ?, which may multiply their lengths. They will then correspond to elements x 1 and x 2 of , such that, for some m and n, x n 1 and x m 2 have the same translation length.
It follows from Proposition 2.1 that we may adjoin to an element 1 ; 2 which conjugates x n 1 to x m 2 .
We continue in this way with all pairs of closed paths of the same length n in ? 1 and ? 2 , to obtain a subgroup G (n) of Aut(T k ) which contains as a subgroup of nite index. We would like to obtain from this a subgroup 0 of nite index in , such that 0 is a normal subgroup of G (n) . But this is easily done: if has index k in G (n) , then we may set 0 to be the intersection of all subgroups of G (n) of index k. This subgroup is clearly normal in G (n) , and is contained in as a subgroup of nite index.
We may now choose ? (n) to be T k = 0 , G (n) the nite group G (n) = 0 , and H (n) i the subgroups of G (n) such that ? i = ? (n) =H i . This concludes the proof of the theorem.
Seidel Switching
In this section, we describe a method, called Seidel switching CDGT], which produces pairs of isospectral k-regular graphs. In the next section, we will give evidence that the pairs of graphs constructed this way do not arise from the Sunada construction.
For evidence of a di erent type, see BGG] , where Seidel switching is used to construct quite large families of mutually isospectral sets of graphs.
See also Qu] for interesting explicit constructions with Seidel switching.
The main construction is the following: let ? 1 and ? 2 be two graphs with the following properties: (ii) For all v 2 2 ? 2 , the collection of v 1 2 ? 1 such that (v 1 ; v 2 ) 2 P has cardinality V=2.
We now construct graphs 1 and 2 as follows: In other words, 2 is constructed from 1 by switching connections between ? 1 and ? 2 into non-connections, and vice versa.
The somewhat confusing conditions of the construction are illustrated in Figure 3 below, where ? 1 is the 2-regular graph consisting of a circle of length 3 and a circle of length 1, while ? 2 is a circle of length 2 and two circles of length 1. The set P is shown in the drawing as well. Proof: The proof of this theorem is well-known, but is simple and elegant enough to present here.
Let be a closed path in 1 (resp. 2 ). We pick some vertex v 0 of as the starting vertex, and number all the edges e i of in the order in which they occur as the path is traversed.
Let type i ( ) denote the set of closed paths 0 with edges e 0 i on i with the following properties: The theorem will follow if we can show that type 1 = type 2 ( ), since it will then follow that, for any n, the number of paths of length n in 1 is equal to the number of paths of length n in 2 .
The assertion that type 1 ( ) = type 2 ( ) will follow from the following assertion: given two vertices (possibly the same) v 1 and v 2 in ? 1 , and given a number l (possibly 0), let R denote the set of paths in ? 2 of length l which begin at a vertex w such that (v 1 ; w) 2 P, and let B denote the set of paths of length l beginning at a point w such that (v 1 ; w) 6 2 P. Similarly, let G (resp. Y ) denote the set of paths of length l in ? 2 which end at a point w such that (v 2 ; w) 2 P (resp. (v 2 ; w) 6 2 P). On the other hand,
from the k-regularity of ? 2 and the condition on P. This completes the proof of Theorem 3.1.
The Graphs 1 and 2
In this section, we will show:
Theorem 4.1 The graphs 1 and 2 are not strongly Sunada equivalent.
The strategy of the proof is as follows: we will show that there is no coloring of the graphs 1 and 2 with the property that the number of closed loops of a given pattern is the same for both graphs. We will establish this by an enumeration of the various possibilities. We may rule out case (a) immediately, since there are closed loops of length one on both graphs. If case (a) applied, then the two ends of such a loop would have to be given di erent colors, a contradiction.
We now consider case (b). By the remarks above, all closed loops must be given the oriented color R.
We may now complete the coloring of the graph 2 , up to a small amount of ambiguity, as follows: e(6; 7) must be either G or Y . By symmetry, the choice doesn't matter, so we can choose G. Then e(7; 8) and e(4; 6) must be Y , and e(5; 8) must be G. Hence e(4; 7) and e(5; 7) must be R, with undetermined orientation. It follows that e(4; 5) must be R, since 4 already has a Y and 5 already has a G.
We then have that e(2; 4) is G and e(3; 5) is Y , from which it follows that both edges e(2; 3) are R, with opposite orientation. Hence e(1; 2) is Y , and e(1; 3) is G.
Note that the directions of the R's at the vertices 4; 5, and 7 must be chosen so that going from 4 to 5 to 7 to 4 will always either agree or disagree with the direction or disagree, and the two choices correspond too changing G to Y and Y to G, and ipping the graph.
We show in Figure 8 below the resulting coloring of the graph 2 . The coloring of the graph 1 is not so completely determined, but we may choose e(2; 3) to be G, from which it follows that e(1; 2) and e(3; 5) are Y , and so e(1; 4) is G and e(4; 5) is R (with some direction). These colorings are given in Figure 9 below.
We now note that at this stage we already get a contradiction, because 1 has at least one closed path of the form R + GR + G, where \+" denotes crossing in the positive direction, which starts at vertex 2, whereas 2 has no closed paths of this form for either choices of orientation for R in the triangle We now consider case (c). By considering the vertices 1; 2, and 3 of graph 1 , we see that all the closed loops must be given the same color R. Hence the same must be true for the three closed loops of 2 .
We now have two possiblities for completing the coloring of 2 , neglecting directions:
Case (c2a): e(4; 5) is G. In this case, one of the two e(2; 3)'s is G, and the other is R. The remaining edges may be described as: e(1; 2), e(1; 3), e(4; 6), e(6; 7), e(5; 8), and e(7; 8) are G. The remaining edges are R. Case (c2b): e(4; 5) is R. Then both edges e(2; 3) are R, and the G edges are: e(1; 2), e(1; 3), e(2; 4), e(3; 5), e(4; 6), e(6; 7), e(5; 8), and e(7; 8).
We now turn to the various possibilities for 1 . We rst observe that in none of the colorings of 2 is there no closed path of length 2 consisting just of G paths. Hence one of the edges e(6; 7) must be R. We now have the following possibilities: Case (c1a): e(4; 5) is G. In this case, the remaining e(6; 7) must be G, and the remaining G edges are e(1; 2); e(2; 3); e(1; 4); e(3; 5); e(6; 8), and e(7; 8). Case (c1b): e(4; 5) is R and both e(6; 7)'s are R. Then the G edges are: e(1; 2); e(2; 3); e(1; 4); e(3; 5); e(4; 6); e(6; 7); e(6; 8), and e(7; 8). Case (c1c): e(4; 5) is R, one of the two e(6; 7)'s is G, and e(4; 6) is R. Then the remaining G edges are: e(1; 2); e(2; 3); e(1; 4); e(3; 5); e(4; 8); e(5; 7) , and e(6; 8). Case (c1d): The mirror image of Case (c1c).
Let us show that possibilities (c1c) and (c1d) cannot obtain. In each of these possibilities, there is a closed path of length 8 in the G's, and no smaller closed path in the G's, and three loops of length 1 in the R's, and one loop of length 5 in the R's. On the other hand, in Case (c2a) we have three loops of length 1 and one loop of length 5 in the R's, and one loop of length 3 and one loop of length 5 in G, while in Case (c2b) we have three loops of length 1, one loop of length 2, and one of length 3 in the R's, and one loop of length 8 in the G's.
So neither (c1c) or (c1d) match either of the possibilities (c2a) or (c2b). We now consider case (c1a). Since it has no loops of length 8 in the G's, it cannot match case (c2b). It remains to show that it does not match case (c2a).
Counting closed loops of the form G + G + R or G ? G ? R , we see that on (c1a) there are exactly two such paths, beginning at vertices 6 and 7 respectively. On the other hand, in case (c2a) there are six such loops, starting at vertices 2,3,4,5, and two paths starting at 7. Hence these two colorings cannot correspond.
It remains to consider case (c1b), which can only correspond to case (c2b), by consideration of closed loops all of one color. We recognize the colorings arising from the Seidel construction, if we assign all the edges lying in ? 1 and ? 2 the color R, and all the edges going from ? 1 to ? 2 the color G. It follows that the assignment of directions of the R edges is essentially unique, but that there are two choices of directions for the G edges. It also follows from the Seidel construction that if one neglects the direction of the G's in counting patterns, the counts of the various patterns will always work out the same for the two graphs. In other words, the only obstacle to these graphs being strongly Sunada equivalent is that, in the process of taking out and replacing sections as in the proof of Theorem 3.1, occasionally a G + will be replaced by a G ? in a way that is hard to control.
Let us show that this indeed does happen. Consider the pictures below:
We consider the word R + G + R ? G ? . Notice that the number of times this closes up does not depend on an orientation of the G's, since changing G + to G ? just rotates the word.
We notice that in the graph (c2b), this never closes, while in the graph (c1b), it closes four times, at the vertices 2,3,4, and 6. This contradiction completes the proof of the theorem. 
