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Dentro del marco de trabajo de muestreo basado en el diseño la disponibilidad de infor-
mación auxiliar puede ser incorporada en el proceso de estimación mediante un modelo de
regresión, el cual puede mejorar sustancialmente la estimación.
Una familia de estimadores asistida por modelos son los estimadores de regresión, donde
el grado de precisión del estimador mejora dependiendo de que tan bien se aproxime el
modelo a la verdadera relación entre las variables, por lo cual los modelos semiparamétri-
cos son atractivos ya que son flexibles al establecer la relación entre las variables, además
son capaces de captar una fuerte relación en comparación con los modelos paramétricos,
resultado que adicionalmente ayuda a mejorar la eficiencia de los estimadores.
Aśı el objetivo de este trabajo es plantear un estimador de una proporción de una población
finita, en base a una variable de tipo dicotómica que refleja una caracteŕıstica de interés,
empleando un estimador asistido por un modelo de regresión loǵıstico semiparamétrico,
es decir, nos interesa ajustar un modelo de regresión loǵıstica a una variable de respuesta
dicotómica Y que tiene información auxiliar disponible de tal forma que se flexibiliza la
componente lineal adicionando un efecto no paramétrico, mediante función suave f , luego






= xtiβ + f(zi)
Con µi = P (Yi = 1|xi, zi), xti y zi información auxiliar disponible, para zi una variable
continua, donde para estimar la función f se empleará el método de suavizado denominado
spline cubico natural.
Finalmente este modelo semiparamétrico se empleara para plantear un estimador eficiente
de una proporción, donde para el caso particular no paramétrico se evalúan sus propiedades
empleando estudios de simulación Monte Carlo, además de compararlo con varios estima-
dores como lo son el estimador Horvitz Thompson (HT), el estimador de regresión GREG
y el estimador de regresion loǵıstico LGREG planteado por Lehtonen y Veijanen (1998).
Palabras clave: Proporción, Estimador asistido por modelo, Regresión loǵıstica no
paramétrica, spline cubico natural .
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Abstract
Within the framework of sampling work based on the design the availability of auxiliary
information, it can be incorporated into the estimation process through a regression model,
which can substantially improve the estimation.
A family of model-assisted estimators are the regression estimators, where the degree of
precision of the estimator improves depending on how well the model approaches the true
relationship between the variables, so semiparametric models are attractive because they are
flexible when establishing the relationship and also are able to capture a strong relationship
between the variables compared to the parametric models, a result that additionally helps
to improve the efficiency of the estimators.
Thus, the objective of this paper is to propose an estimator of a proportion of a finite
population, based on a dichotomous variable that reflects a characteristic of interest, using
an estimator assisted by a semiparametric logistic regression model, that is, we are interested
in adjusting a logistic regression model to a dichotomous response variable Y that has
auxiliary information available in such a way that the linear component is flexibilized by






= xtiβ + f(zi)
with µi = P (Yi = 1|xi, zi), xti and zi auxiliary information available, for zi a continuous va-
riable, where for estimate the function f the smoothing method called natural cubic spline
will be used.
Finally, this semiparametric model will be used to propose an efficient estimator of a pro-
portion, where for the particular nonparametric case its properties are evaluated using
Monte Carlo simulation studies, in addition to comparing it with several estimators such as
the Horvitz Thompson (HT) estimator, the GREG regression estimator and the LGREG
logistic regression estimator proposed by Lehtonen and Veijanen (1998).
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LGREG.SP Estimador de regresión loǵıstico semiparamétrico
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CAPÍTULO 1
Introducción
En lo cotidiano se evidencia una necesidad de obtener información proveniente de una po-
blación como es la presencia de una enfermedad, la proporción de personas a favor de cierto
candidato, la tasa de desempleo, etc., la cual se puede obtener con ayuda del muestreo
estad́ıstico. Algunas veces adicional a la información que se obtiene de la fuente primaria
también se tiene a disposición información recopilada previamente como lo son los cen-
sos o registros administrativos, esta información adicional disponible para la población se
denomina información auxiliar, la cual es necesario saber cómo emplearla para mejorar
la estimación del parámetro de la población a estudiar, aśı un importante problema de la
teoŕıa de muestreo se relaciona con el apropiado uso de dicha información para una eficiente
inserción y mejoramiento de la precisión del estimador.
En el enfoque basado en el diseño, la población se considera fija y finita además sus ele-
mentos pueden ser identificados y etiquetados, las variables de estudio también son fijas,
por lo tanto la única fuente de aleatoriedad es la que proviene de la selección de la muestra.
Luego los estimadores basados en el diseño usan información sobre el diseño del muestreo
por medio de pesos de muestreo y cuando hay disponible información auxiliar es posible
considerar una estimación más apropiada como lo es la estimación basada en el diseño
apoyada por modelos (o estimación asistida por modelos), la cual utiliza expĺıcitamente un
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modelo estad́ıstico como herramienta auxiliar para incorporar dicha información disponible
en el mejoramiento de la estimación.
Cuando se emplea un modelo para definir el comportamiento de la variable de interés frente
a la información auxiliar es necesario considerar un buen modelo para tratar adecuadamen-
te los datos, como el caso en que la variable de interés no es de tipo continua. Por ejemplo,
para las proporciones una buena opción serian aquellos modelos cuyas predicciones puedan
ser interpretadas como probabilidades.
La clase más conocida de estimadores asistidos por modelos son los estimadores GREG
(Cassel, Sarndal and Wretman, 1976, Sarndal, Swensson and Wretman, 1992, caṕıtulo 6),
que consisten en una suma de valores observados ponderados por un peso de muestreo y
un factor adicional que emplea la información auxiliar, el cual teóricamente, cuanto mejor
describa el modelo la relación entre las variables, mayor será la eficiencia del estimador
GREG en comparación con el estimador de Horvitz-Thompson, que no emplea información
auxiliar en su forma funcional.
Ya que la eficiencia de la metodoloǵıa GREG se basa en la capacidad del modelo de regresión
formulado para describir el comportamiento de la variable de interés frente a las variables
auxiliares, a veces es necesario considerar el uso de otros modelos para tratar adecuada-
mente los casos en que la variable de interés es discreta o es continua pero su distribución
es altamente sesgada, por lo cual varios modelos se han considerado en la estimación GREG.
En el caso de los estimadores de razón y regresión estos son fuertemente empleados para
variables de tipo continuo, pero no seŕıan una buena elección para las variables de tipo
discreta, en especial las dicotómicas, por ello se han planteado varios estimadores a partir
de mejorar el modelo que relacionan a las variable, por ejemplo ,Lehtonen y Veijanen (1998)
derivaron un estimador de regresión loǵıstico (LGREG) utilizando un modelo de respuesta
multinomial para describir la relación de una variable interés de tipo Bernoulli con varia-
bles auxiliares continuas. Breidt y Opsomer (2000) se centraron en un enfoque asistido por
modelos empleando un modelo de regresión no paramétrica, proponiendo y estudiando las
propiedades de los estimadores al emplear un modelo de regresión polinomico local. Rupper,
Wand and Carroll (2003) obtuvieron desarrollos y resultados adicionales sobre la regresión
no paramétrica y semiparamétrica. Duchesne (2003) comparó la eficiencia de los estima-
4 1 Introducción
dores LGREG y GREG para la estimación de una proporción utilizando la simulación de
Monte Carlo. Gutierrez y Breidt (2009) consideran el uso de un modelo no paramétrico con
el fin de proponer y estudiar el estimador de un total asistido por modelos, que surge a par-
tir de un estimador de diferencia generalizada. Rondon, Vanegas y Ferraz (2011) estudian
estimadores de regresión para el caso general en el que la relación entre la variable de interés
y las variables auxiliares puede ser descrita apropiadamente por un modelo lineal genera-
lizado. Adicionalmente Opsomer, Breidt, Moisen y Kauermann (2007) aplican y discuten
estimadores modelo asistidos no paramétricos a datos forestales recolectados en montañas
de Estados Unidos, uno de ellos fue la estimación de la proporción media de bosque en la
región de interés. Otros trabajos en estimación no paramétrica se emplean para encuestas
complejas corresponden a los de Zheng y Little (2003) y Goga (2004, 2005) utiliza splines
de regresión mostrando que el estimador asistido es asintóticamente insesgado y consistente.
La disponibilidad de literatura sobre el uso de variables de interés de tipo discreto en la
estimación de un parámetro poblacional es limitada, en comparación con la literatura exis-
tente sobre la utilización en variables continuas. Por lo cual, nos apoyaremos en estimadores
asistidos por modelos, donde el grado de la precisión del estimador depende de qué tan bien
se aproxime el modelo a la verdadera relación entre las variables. Se emplean modelos semi-
paramétricos ya que son flexibles y capaces de establecer una fuerte al establecer la relación
entre las variables, en comparación con los modelos paramétricos que son mas restrictivos,
pues estos ya imponen una relación funcional entre las variables.
En el presente trabajo, investigamos las propiedades de los estimadores asistidos por mo-
delos semiparamétricos empleando el método de suavizado por splines cúbicos naturales
para el caso de una variable de interés dicotómica y con información auxiliar unidimensio-
nal de tipo continua disponible. Aśı el objetivo de esta tesis es presentar el estimador de
una proporción para una población finita, que incorpora información auxiliar mediante una
componente no paramétrica. En particular, se propone el estudio de una variable de interés
de tipo dicotómico, generando un estimador asistido por un modelo loǵıstico considerando
que su componente sistemática se adiciona una componente no paramétrica mediante una
función suave definida por un spline cubico natural, el cual llamaremos estimador de re-
gresión loǵıstico separamétrico (LGREG.SP). Las propiedades para el caso particular de el
estimador de regresión loǵıstico no paramétrico (LGREG.NP) es investigado y comparado
con el de los estimadores encontrados en la literatura a través del método de simulación de
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Monte Carlo, empleando los diseños muéstrales de muestreo aleatorio simple (MAS) y el
muestreo Bernoulli. Adicionalmente, se presenta el estimador para la varianza del estimador
y un criterio para encontrar el parámetro de suavizado empleado para la estimación en el
suavizado por splines.
El trabajo desarrollado se presenta a lo largo de 7 caṕıtulos. En el caṕıtulo 2 se realiza
una introducción sobre los estimadores en el muestreo apoyado por modelos. El caṕıtulo 3
presenta el método de suavizado por spline cubico natural, en el caṕıtulo 4 se da a conocer
el estimador de la proporción apoyada por un modelo loǵıstico semiparamétrico con su
respectiva estimación de la varianza, en el caṕıtulo 5 se presentan estudios de simulación
Monte Carlo para el caso de un modelo no paramétrico (LGREG.NP) con el propósito de
evaluarlo y compararlo con los estimadores HT, GREG, LGREG y del estimador propuesto,
además de la estimación de la varianza y cobertura del intervalo de confianza basado en
normalidad. En el caṕıtulo 6 se ilustra la aplicación del estimador utilizando un subconjunto
de datos y diseños muéstrales como muestreo aleatorio simple sin reemplazo (MAS) y
Bernoulli. Para finalizar los resultados y conclusiones se discuten en el caṕıtulo 7. El lenguaje
de programación R constituye el medio computacional utilizado en el desarrollo de las
simulaciones y aplicaciones en esta tesis.
CAPÍTULO 2
Muestreo apoyado por modelos
Sea UN = {1, 2, . . . , N} un conjunto de ı́ndices que identifica a los elementos de una pobla-
ción finita de tamaño N y yi el valor de la variable para el i-ésimo elemento. Una muestra
probabiĺıstica, S, de elementos de la población es seleccionada (S ⊆ UN) con una proba-
bilidad p(S). Denotamos por πi = P (i ∈ S) y πij = P (i ∈ S, j ∈ S) las probabilidades de
inclusión de primer y segundo orden, respectivamente.
En diversas situaciones interesa estimar la proporción de individuos de una población finita
que poseen una determinada caracteŕıstica, donde la variable de interés Y puede ser vista
como una variable dicotómica
yi =
1 si i-ésimo elemento presenta la caracteŕıstica0 si i-ésimo elemento no presenta la caracteŕıstica
Aśı, la cantidad que deseamos estudiar es una proporción vista como una función de un




donde N el tamaño de la población que es conocido y ty denota el total de elementos de la
población que poseen la caracteŕıstica de interés.
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Dicha cantidad poblacional es desconocida, por lo cual se recurre a el muestreo estad́ıstico
para estimarla. El primer estimador en el que se puede pensar es aquel que está basado en



















y varianza estimada de manera insesgada












Note que este estimador solo trabaja con los pesos dados por el diseño de muestreo se-
leccionado, pero en la mayoŕıa de situaciones es posible encontrar una variable, X, muy
correlacionada con la variable de estudio, Y , la cual podemos tomar como información au-
xiliar, donde una eficiente inserción de esta información puede mejorar la precisión de la
estimación y probablemente serán más eficientes que el estimador de HT.
Una forma de integrar esta información auxiliar es mediante los estimadores asistidos por
modelos, los cuales emplean un modelo de regresión para establecer la relación entre la
variable de interés y las variables auxiliares, ya que se espera que los datos de la población
pueden ser bien descritos por el modelo, con lo cual los elementos que no están en la muestra
puedan ser predichos.
Por lo tanto, si la información de la población esta bien definida por el modelo, el estima-
dor normalmente traerá una buena reducción en la varianza comparada con HT, si por el
contrario la población no es bien descrita por el modelo, el mejoramiento frente a HT será
modesto (Särndal et al. 1992, p. 239).
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Un modelo estad́ıstico puede estar descrito de la siguiente forma:
dadas dos variables, Y y X, se tiene
yi = f(xi) + εi i = 1, . . . , N (2-4)
Donde εi son variables aleatorias independientes con media cero y varianza vi, y f es una
función de regresión desconocida. Luego podemos distinguir tres tipos de modelos de regre-
sión teniendo en cuenta los supuestos que se establecen sobre dicha función de regresión:
Modelo de regresión paramétrica: Asume que la función de regresión f tiene forma
predeterminada.
Modelo de regresión no paramétrica: No asume alguna forma predefinida de la función
de regresión f , suponiendo la hipótesis de suavidad sobre esta (en el sentido de continuidad
y diferenciabilidad).
Modelo de regresión semiparamétrica: Es una regresión que combina modelos pa-
ramétricos y no paramétricos.
Por lo tanto dependiendo de los supuestos sobre el modelo de regresión se realiza la cons-
trucción y el estudio del estimador asistido por este modelo, lo cual veremos en las siguientes
secciones.
2.1. Estimador paramétrico
Un tipo de estimadores asistidos por modelos son los estimadores de regresión y razón
que son habitualmente propuestos cuando se pretende estimar caracteŕısticas poblacionales
asociadas a una variable de tipo continúo, Y , además para la población se dispone de infor-
mación referente a una variable auxiliar, X, también continua (Särndal et al. 1992, p.219).
El estimador GREG en su formulación general relaciona las variables Y y X mediante un
modelo de superpoblación, ξ, que viene dado por (2-4), con f(xi) = x
t
iβ, donde el modelo
tiene las caracteŕısticas.
1. Y1,...,YN son variables aleatorias independientes.
2. Eξ(Yi) = x
t
iβ
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3. V arξ(Yi) = σ
2
i
Por lo tanto el estimador GREG queda determinado como
















con µ̂i = x
t

























Como casos particulares se tiene el modelo (Särndal et al.1992, p.247)Eξ(Yi) = βxiV arξ(Yi) = σ2xi (2-8)
El estimador basado en el modelo (2-8) se conoce como estimador de razón. El otro modelo
es cuando se emplea un modelo de regresión simple dado por (Särndal et al. 1992, p.272)Eξ(Yi) = β1 + β2xiV arξ(Yi) = σ2 (2-9)
El modelo propuesto en el estimador GREG supone, por lo tanto, una relación lineal entre
las variables, para estos estimadores es necesario conocer xi para todo i ∈ S y el total
poblacional tx. En general, los modelos normales lineales no son adecuados cuando las va-
riables son, como en este caso, de tipo dicotómico, ya que la estimación de una proporción
debe estar acotada entre 0 y 1.
10 2 Muestreo apoyado por modelos
Por lo anterior, se han propuesto estimadores con una estructura idéntica a los denominados
estimadores de regresión, tal que el modelo empleado tenga en cuenta el tipo de variable
que se esta empleando (discreta o continua). Lehtonen y Veijanen (1998) presentaron el es-
timador de regresión loǵıstico (LGREG), en el cual la relación entre la variable de estudio








Y1, ..., YN son variables aleatorias independientes
(2-10)








































Otro estimador más general fue estudiado por Rondon, Vanegas y Ferraz (2011) el cual
es un tipo de estimador de regresión asistido por modelos, para el caso general en el cual
la relación entre la variable de interés y las variables auxiliares puede ser descrito por un
modelo lineal generalizado, es decir, la distribución de la población finita de la variable de
interés es generada por una distribución miembro de la familia exponencial lineal (FEL),
aśı el modelo ξ que explica la relación entre la variable de interés y las variables auxiliares
puede ser expresado como

Eξ(Yi) = µi
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con β el vector de parámetros desconocidos, g(.) una función de enlace, xti el vector de in-
formación auxiliar para el i-ésimo elemento de la población, V (µi) la función de varianza y
φ el parámetro de dispersión. Este tipo de modelos se estudiara más a fondo en el caṕıtulo 4.











donde µ̂i = g





[yiθ(µi)−b(θ(µi))], donde la forma de θ(µi)
y b(θ(µi)) depende de la distribución que se asume para Yi, además es necesario conocer xi
para todo i ∈ UN
Generalmente al usar este tipo de estimadores asistidos por modelos se emplean modelos
paramétricos, pero debido a la información auxiliar que ahora se tiene disponible es complejo
asignar un modelo predeterminado a dicha información sujeto a varias restricciones como
por ejemplo la relación lineal, en este sentido los modelos paramétricos son restrictivos para
el ajuste, en comparación con los modelos semiparamétricos y no paramétricos, los cuales
son una herramienta útil en el estudio de variables al buscar una relación de dependencia
mediante métodos más flexibles obteniendo mejores predicciones.
2.2. Estimador no paramétrico
En general, se utilizan métodos paramétricos para representar la relación existente entre la
variable de estudio y las variables auxiliares y generar estimadores mas eficientes, sin em-
bargo, habitualmente la asignación de tal relación es inapropiada o no se puede comprobar.
Luego un modelo de regresión no paramétrico es más apropiado cuando no se tiene conoci-
miento previo de la relación entre dichas variables, puesto que sólo parten de supuestos de
suavidad sobre la función de regresión f . La selección de dicha función depende de que tan
suave es posible asumirla, usualmente se selecciona de algún espacio de funciones Wk, el
cual asume como el conjunto de funciones tales que tienen k derivadas continuas en [a, b],
para algún entero k.
Los procedimientos para estimar la función de regresión f en un modelo no paramétrico
se llaman métodos de suavizado, los cuales son una herramienta para resumir el compor-
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tamiento de una respuesta Y como función de una variable explicativa X. Uno de los
estimadores asistidos por un modelo no paramétrico, está motivado por el modelamiento
de la población finita de y′is condicionada a la variable auxiliar xi, como una realización de
una superpoblación infinita, ξ, en el cual
yi = f(xi) + εi i = 1, . . . , n (2-15)
donde εi son variables aleatorias independientes con media cero y varianza v(xi), f(xi) =
Eψ[Yi], y f se estima mediante el método de suavizado polinómico local, dicho estimador























donde µ̂i = f̂(xi), donde f̂(xi) es el estimador de regresión que compone el modelo de
regresión (2-15) empleando el método polinómico local. Breidt y Opsomer (2000) mediante
simulaciones estudiaron las propiedades del estimador, los cuales indicaron que este estima-
dor es más eficiente que el estimador de regresión cuando el modelo no esta correctamente
especificado, pero śı el modelo esta correcto ambos estimadores son aproximadamente igual
de efectivos.
Otro estimador asistido por un modelo semiparamétrico esta basado en el método de sua-
vizado por splines cúbico natural, en el cual por cada i ∈ UN , se observa la variable auxiliar
xi unidimensional continua. Este estimador se desarrollará a lo largo del presente trabajo
y su estructura se asemeja a (2-16).
CAPÍTULO 3
Método de suavizado
El propósito del estudio de los modelos de regresión es permitir construir la relación de
dependencia existente entre una variable respuesta Y y una o más variables explicativas X.
Podemos utilizar estos modelos como herramienta para predecir los valores de la variable
respuesta a partir de cierto valor particular que ha tomado la variable explicativa.
Una vez establecido el modelo, el paso siguiente consiste en estimarlo (o ajustarlo) a par-
tir de las n observaciones disponibles, es decir, hay que construir un estimador f̂(x) de
la función de regresión (2-4). Los procedimientos de estimación de f(x) para el caso no
paramétrico se conocen como métodos de suavizado (smoothing en inglés).
Se presenta a continuación uno de los métodos en el que se ha incorporado un modelo no
paramétrico al contexto del muestreo en poblaciones finitas, en el cual, el modelo a conside-
rar no ponga ninguna restricción (adicional a la suavidad) sobre la relación entre la variable
de estudio y la información auxiliar.
El método de suavizado que se empleará será mediante splines cúbicos, el problema de este
planteamiento es que una función f̂(x) que interpola los datos no es en general una función
suave de X. Si queremos imponer que la solución f̂(x) del problema de optimización tenga
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ciertas caracteŕısticas de suavidad, hay que incluir en la función objetivo una penalización
por falta de suavidad. Eso se consigue planteando el problema de máxima pseudoverosimi-
litud penalizada que se desarrollará en la próxima sección.
Cuando se aplica el método de splines, hay elecciones básicas a considerar antes de que el
modelo se ajuste:
El modelo spline, es decir, el grado.
La localización y la cantidad de nodos.
El parámetro de suavizado λ.
En este caso emplearemos el método de spline cúbico natural, que consiste en optimizar un
spline de grado tres, con nodos en los valores diferentes observados que toma la variable
auxiliar Z. El cual tiene como ventaja que se puede expresar como una estructura semejante
a los modelos de regresión paramétricos.
3.1. Spline cubico natural
Debido a que solo se parte del supuesto de suavidad sobre la función de regresión, la fun-
ción f se selecciona de un conjunto de funciones Wk cuya caracteŕıstica es que tienen k
derivadas continuas en [a, b] ⊆ R, para algún entero k. Una elección usual es tomar como
Wk el espacio de las funciones con segunda derivada cuadrado integrable en [a, b], el cual es
el espacio de Sobolev de segundo orden en [a, b], W2[a, b]. Aśı la estimación de f(x) estará
dada por un spline de grado tres con nodos en los puntos diferentes observados que toma
la variable X.
Antes de introducir el suavizado por splines, definimos lo que es un un spline de orden tres
denominado spline cúbico.
Definición: Sea un conjunto de números reales diferentes y organizados a = t1 < · · · <
tq = b en algún intervalo [a, b] llamados nodos, un spline cúbico f es una función continua
tal que satisface dos condiciones:
1. En cada uno de los intervalos [a, t2], [t2, t3], · · · , [tq−1, b], f es un polinomio cubico.
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2. Los polinomios en 1. se ajustan en los puntos tj, y sus primeras y segundas derivadas
son continuas en cada tj en todo [a, b], para j = 1, · · · , q.
Adicionalmente se llama spline cúbico natural (SCN), si su segunda y tercera derivada son
cero en a y b, estas condiciones se llaman condiciones de frontera natural e implican que f
es lineal en los dos intervalos [a, t2] y [tq−1, b].
Consideremos de nuevo la variable de interés y su información auxiliar, que siguen el mo-
delo (2-4). La función de regresión f(·) se supone suave en el sentido de continuidad y
diferenciabilidad, además que se aproxima bien mediante una spline cubico natural, donde
los nodos se tomarán como todos los valores diferentes que toma la variable auxiliar en la
muestra de tamaño n, por tanto n ≥ q.
Para la estimación de la función f se emplea una penalización, la cual cuantifica la noción
de la fluctuación de la curva y por medio de está tener una forma de compensar entre
los dos objetivos de la estimación, un buen ajuste de los datos y que no muestre “mucha
fluctuación”. Ahora el problema de encontrar la interpolación con la menor fluctuación es
precisamente encontrar el único spline cúbico natural que tenga nodos en los puntos ti y
valores f(ti) ≈ yi para todo i = 1, · · · , q; por tanto, se realiza la maximización para un vec-
tor fijo f con fi = f(ti), mediante la maximización del logaritmo de la pseudoverosimilitud
penalizada





donde l(·) es el logaritmo de la función de pseudoverosimilitud, que consiste en el logaritmo
de la función de verosimilitud incorporándole unos pesos, y λ el paramétro de suavizado.
Aśı el estimador pseudomáximo verośımil penalizado f̂ asegura que el costo de la curva no
solo está determinado por su buen ajuste a los datos, que lo cuantifica la verosimilitud, sino
que también se tenga en cuenta la suavidad de la curva, que lo mide el segundo termino de
la ecuación (3-1) con la segunda derivada.
Otro parámetro a tener en cuenta al maximizar lp(f ) es el valor del parámetro de suavizado,
λ, el cual dará el mejor balance entre suavidad y buen ajuste, ya que si λ es demasiado
grande entonces el componente principal de lp(f ) será el componente de penalidad luego
f̂ será poco curvo. Por otro lado, si λ es muy pequeño entonces la principal contribución
de lp(f ) será la pseudologverosimilitud, lo cual generaŕıa una curva muy oscilante. Por lo
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tanto, la pregunta es cómo escoger el valor apropiado de λ para un conjunto de datos dados.
Esto se tratará una sección más adelante.
3.2. Suavizado por splines
En esta sección se explica cómo se encuentra el vector fijo f que maximiza la pseudologve-
rosimilitud penalizada (3-1) y define el spline cúbico natural (SCN), planteado por Green
y Silverman(1994). Para ello el SCN se especifica mediante los valores de f y su segunda
derivadas evaluados en cada uno de los nodos ti, esta representación se llama ”value-second
derivative representation”.
Suponga que f es un SCN con nodos t1 < · · · < tq. Se define:
τi = f(ti) y γi = f
′′(ti) para i = 1, 2, ..., q (3-2)
Note que por definición de un SCN ser tiene que f ′′(·) evaluado en t1 y tq es cero, aśı
τ = (τ1, ..., τq) y γ = (0, γ2, ..., γq−1, 0).
Los vectores τ y γ especifican la curva f completamente y es posible dar una fórmula
explicita en términos de τ y γ para encontrar la imagen de f en cualquier punto z y aśı
encuentre las predicciones del modelo. Se debe tener en cuenta que no todos los posibles
vectores τ y γ representan un auténtico spline cubico natural, luego una condición nece-
saria y suficiente para que estos vectores representen genuinamente un SCN en los nodos
dados depende de dos matrices cuyos valores no nulos forman una banda de valores junto
con la diagonal principal de la matriz, Q y R, definidas a continuación.
Sea hi = ti+1 − ti para i=1,..., q-1, Q una matriz de tamaño q× (q− 2) donde i = 1, ..., q y
j = 2, ..., q − 1
qij =

h−1j−1 si i = j − 1, j = 2, ..., q − 1
−h−1j−1 − h−1j si i = j, j = 2, ..., q − 1
h−1j si i = j + 1, j = 2, ..., q − 1
0 si |i− j| ≥ 2
(3-3)
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(hi−1 + hi) si i = j
1
6
hi si j = i+ 1 o i = j + 1
0 si |i− j| ≥ 2
(3-4)
La matriz R es estrictamente diagonal dominante además un argumento de álgebra lineal
muestra que es estrictamente definida positiva (Green y Silverman, 1994, p.13), luego se
puede definir una matriz K dada por
K = QR−1Qt (3-5)
Teorema 3.1: Los vectores τ y γ especifican un spline cubico natural f(·) si y solo si la
condición
Qtτ = Rγ (3-6)




(t))2dt = γtRγ = τ tKτ (3-7)
Por lo tanto la maximización en (3-1) se puede expresar como




Donde K es llamada matriz de penalización dada en (3-5).
Además una ventaja de los SCN es que a pesar de estar en el campo de los modelos no







donde τ = (τ1, τ2, ..., τq)
t es un vector de parámetros desconocidos con q la cantidad de
nodos que se definen a partir de los valores diferentes que toma la variable auxiliar en la
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muestra y M se denomina matriz de incidencia cuyo tamaño depende de cuantos y cuales
son los nodos, la cual que se define a continuación.
Definición: Sean los valores que toma la variable auxiliar distintos y ordenado z1, · · · , zn
representados por t1, · · · , tq con q ≤ n. La conexión ente estos valores es capturado por la
matriz de incidencia M de tamaño n× q con entradas mij = 1 si ti = zj y 0 en otro caso.
Por tanto el problema de encontrar la interpolación con mı́nima fluctuación es precisamente
encontrar el único SCN que tenga nodos en ti y yi = f(ti) para todo i = 1, · · · , q aśı el
siguiente teorema dado en Green y Silverman (1994) garantiza que f̂ = τ̂ que soluciona el
problema de optimización ayuda a definir la estructura de f̂ es un SCN.
Teorema 3.2: Suponga q ≥ 2 y t1 < · · · , tq. Dados valores y1, · · · , yq, existe un único SCN
f con nodos en los puntos ti satisfaciendo f(ti) = yi para i = 1, 2, ..., q. Además este SCN es
el único que minimiza
∫
(f ′′)2 sobre todas las clase de funciones en W2[a, b] que interpolan
los datos.
Por lo tanto por los teoremas anteriores (Green y Silverman, 1994, p.13-15) garantizan que
la curva estimada f̂ estará definida a partir de τ̂ y γ̂, los cuales se encuentran al maximiza
lp(τ ) sobre todas las funciones W2[a, b], la cual es un SCN. Además mediante el paquete
ssym de R (Vanegas y Paula, 2016) es posible seleccionar los nodos y calcular las matrices
Q y R que intervienen (3-6).
3.2.1. Gráfica de un SCN
Suponga f un SCN con nodos t1, ..., tq, sabemos que entre cada par de nodos la función
f es un polinomio cúbico, además su valor observado y el de su segunda derivada están
especificados en estos nodos mediante τ y γ, luego emplearemos esta información para
construir el spline en todo el intervalo [a, b]. Para cada intervalo [ti, ti+1) con i = 1, ..., q− 1
se tiene
f(z) =
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Para ti ≤ z < ti+1, i = 1, ..., q − 1, además se asume que f es lineal fuera del rango de los
nodos escogidos, aśı
f(z) = f(t1)− (t1 − z)f
′
(t1) para z ≤ t1 (3-10)
f(z) = f(tq) + (z − tq)f
′
(tq) para z ≥ tq (3-11)
3.3. Parámetro de suavizado
Como se ha mencionado anteriormente, la elección del parámetro de suavizado λ tiene una
importancia crucial en el aspecto y propiedades del estimador de la función de regresión
mediante splines. En la práctica, valores distintos de λ pueden producir estimadores com-
pletamente distintos como se ve en la siguiente figura 3-1.
Figura 3-1.: Gráficas de la suavidad de la función según el parámetro λ. a) valor de λ muy
cercano a cero, b) λ = 1, c) valor de λ muy grande.(Green y Silverman,1994)
El parámetro de suavizado en el método por splines tiene una gran importancia para el
rendimiento del estimador no paramétrico, por lo cual es deseable contar con un método
de selección que proporcione una estimación óptima para este parámetro, en el sentido de
controlar el equilibrio entre el buen ajuste a los datos observados y la capacidad de predecir
adecuadamente las observaciones futuras. Esto es, encontrar un valor del parámetro que
haga posible un ajuste razonable a los datos sin que aumente excesivamente la variabilidad
del estimador.
Una forma de realizar la elección es de forma manual, es decir, por ensayo y error y com-
parando los resultados obtenidos para distintos valores de λ, eligiendo aquél que, a juicio
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del investigador, de el resultado más satisfactorio visualmente, o el más informativo (el
que mejor resuma la relación existente entre los datos). Esta forma de proceder está sujeta
a la opinión subjetiva del usuario y no puede automatizarse. Se necesitan, pues, métodos
automáticos de selección del parámetro de suavizado.
Una primera forma es mediante validación cruzada (CV), que es una técnica usada en
muchos campos para la elección de parámetros que controla el equilibrio entre precisión y
variabilidad. Consiste en sacar de la muestra consecutivamente cada una de las observacio-
nes, estimar el modelo con los datos restantes (sea f̂ el estimador aśı obtenido), predecir
el dato ausente con ese estimador (aśı se está haciendo de hecho predicción fuera de la
muestra) y, luego, comparar esa predicción con el dato real. Esto se hace con cada posible
valor de λ, lo que permite construir la función que mide el error de predicción del estimador




[yi − f̂−i(ti, λ)]2
donde f̂−i denota el estimador de regresión no paramétrico aplicado a los datos, pero con
(xi, yi) suprimido, aśı la elección de λ es la que minimiza CV (λ) sobre λ ≥ 0.
En la literatura se encuentra un método de selección del ancho de banda para el estimador
no paramétrico polinómico local tipo núcleo, el cual estima el ancho de banda λ haciendo











En el caso de spline cubico natural, el método anterior produciŕıa λ pequeños, por lo tanto
una posible forma de seleccionar este parámetro de suavizado es mediante el método de va-
lidación cruzada, minimizando CV (λ) con respecto a λ. Para ello en el caso no paramétrico
nos apoyamos en la matriz A(λ) = M (M tWM + λK )−1M tW , donde M matriz de inci-
dencia, K la matriz de penalización y W matriz de pesos. Para el caso semiparamétrico se
emplea A∗(λ) = A+ (I −A)X{X tW (I −A)X}−1X tW (I −A). (Green & Silverman , 1994,







{I − A(λ)} ii
)2
(3-13)
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i ) variables proxy, con la relación Ŷ
∗ = A(λ)Y ∗, semejante a la
matriz Hat.
También es posible emplear una modificación de (3-13) en la forma de el método de valida-
ción cruzada, el cual se conoce como Validación cruzada generalizada (GCV) en el cual se
reemplaza el factor {I − A(λ)}ii por 1− n−1tr(A(λ)), donde tr(·) es la traza de la matriz,










Luego análogo que en CV, en GCV se escoge el parámetro de suavizado que minimiza la
función GCV (λ) sobre λ ≥ 0.
CAPÍTULO 4
Estimador de una proporción
apoyado por un modelo loǵıstico no
paramétrico
El estimador GREG es un estimador asistido por un modelo que emplea información au-
xiliar en la etapa de estimación, formulando un modelo que relaciona la variable de interés
con las variables auxiliares. La idea de este es usar el modelo para estimar los valores de la
variable de interés para los individuos que no pertenecen a la muestra. Cuanto mayor sea
la adecuación del modelo formulado mayor será la eficiencia del estimador GREG.
Adicionalmente muchos modelos son posibles de ser formulados, según la naturaleza de los
datos, de la información auxiliar disponible para el ajuste y la relación entre la variable de
interés y las variables auxiliares. Esta caracteŕıstica es muy importante pues proporciona
gran flexibilidad para la aplicación del estimador GREG, siendo posible considerar varias
alternativas para la componente sistemática, aśı como para la componente aleatoria del
modelo asumido.
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En la estimación de proporciones se emplean muestras donde la variable de interés es di-
cotómica, en este contexto, es posible considerar la estimación en presencia de información
auxiliar, caso en que pueden aplicarse los estimadores de regresión (GREG) en especial
el estimador de regresión loǵıstico (LGREG). Sin embargo, en la práctica es muy común
abordar la estimación de las proporciones asumiendo la variable de interés como si fuera
continua y formulando un modelo de regresión lineal entre las variables, el cual no es el
adecuado debido a la naturaleza de dicha variable.
En este trabajo la expresión GREG asume un contexto más amplio, ya que se emplea como
base para la construcción de un estimador asistido por un modelo no paramétrico. Primero
veremos en que consiste la teoŕıa de los modelos lineales generalizados, ya que al ser la
variable de interés dicotómica es posible considerar como ayuda el modelo loǵıstico para
explicar la relación entre las variables.
A continuación se presentan tres posibles casos para escoger la componente sistemática del
modelo
1. Caso paramétrico: ηi = x
t
iβ para i = 1, · · · , N .
2. Caso semiparamétrico: ηi = x
t
iβ + f(zi) para i = 1, · · · , N .
3. Caso no paramétrico univariado: ηi = f(zi) i = 1, · · · , N .
Con xti y zi información auxiliar disponible para la variable de interés yi para i ∈ UN . En
este trabajo desarrollaremos teóricamente 1 y 2 y emplearemos el caso 3 no paramétrico
para el estudio de simulación y las apliaciones, para la estimación de una proporción asistido
por el modelo de regresión loǵıstica cuya componente sistemática es de la forma 3.
4.1. Modelos lineales generalizados
Los modelos lineales generalizados propuestos por Nelder y Wedderburn (1972) permiten
una forma más general de la componente aleatoria del modelo apoyándose en las distri-
buciones que pertenecen a la familia exponencial lineal (FEL), además de permitir que la
relación entre el predictor lineal con la media sea mediante una función más general que la
identidad; lo cual se emplea para analizar estad́ısticamente conjuntos de datos con respues-
ta discretas, como en los modelos Binomial y Poisson, y con una respuesta continua como
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en los modelos Gamma, Normal y Normal inversa. Luego se tiene más flexibilidad respec-
to al componente aleatorio, como a la suposición de linealidad de la componente sistemática.
Sean Y1, ..., YN un conjunto de variables aleatorias independientes cada una siguiendo la
misma distribución de probabilidad perteneciente a la familia exponencial lineal, luego la
función de densidad de Yi (función de probabilidad en el caso discreto) se puede expresar
como
f(yi; θi, φ) = exp{φ−1[yiθi − b(θi)] + c(yi, φ)}, (4-1)
donde la forma espećıfica de la distribución está determinada por las funciones c(·) y b(·),
φ > 0 el parámetro de dispersión, E(Yi) = b
′(θi) = µi, V ar(Yi) = φV (µi) donde V (µi) es
b′′(θi) evaluada en µi y g(·) una función monótona y diferenciable, denominada función de
enlace.
Aśı, los modelos lineales generalizados están definidos de la siguiente forma





Y1, ..., YN son variables aleatorias independientes
(4-2)
donde β es un vector de parámetros desconocidos, xi el vector de variables explicativas
correspondiente al i-ésimo individuo y g(·) la función de enlace. Cuando la función g(·)
es tal que g(µi) = θi = ηi entonces esta se llamada función de enlace canónica con ηi el
predictor lineal tal que ηi = x
t
iβ. Por lo tanto,
a) La influencia de las variables auxiliares se encuentra en la parte sistemática del mo-
delo.
b) Se asume la existencia de una función g(·) que relaciona la media de la variable
respuesta y el predictor lineal ηi .
Aśı, los modelos lineales generalizados se pueden utilizar para asistir a la estimación de
parámetros en poblaciones finitas, en este caso, se utilizan para establecer la relación entre
la variable de interés y las variables auxiliares. Además un principio para ajustar el modelo
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es mediante la estimación por máxima pseudoverosimilitud a partir de la muestra, la cual






φ−1 ([yiθi − b(θi)] + c(yi, φ)) (4-3)
Siendo aśı, β̂ = argmáx
β∈Ω
l(β), con ηi = x
t
iβ, el cual se estima mediante el método Scoring
de Fisher ya que no siempre se tiene una solución cerrada.
4.1.1. Modelo loǵıstico paramétrico
Cuando trabajamos con una variable dicotómica podemos asignarle una distribución Ber-
noulli, la cual pertenece a la FEL, ajustando un conjunto de observaciones yi que toman
valores 0 o 1, es decir, Yi ∼ Bernoulli(µi) con µi = P (Yi = 1|xti,β), aśı su función de











Para esta función de probabilidad particular de la FEL, podemos encontrar varias funciones
de enlace g(·) como lo son las siguientes:





Enlace Probit: g(µi) = Φ
−1(µi) siendo Φ(·) la función de distribución Normal estándar.
Enlace Complemento log log: g(µi) = log[− log(1− µi)]
En el caso de la distribución Bernoulli la función de enlace canónica es el enlace logit, la
cual da origen a la regresión loǵıstica. Cabe resaltar que al momento de trabajar con el
enlace canónico este simplifica algunas expresiones algebraicas y algoritmos como lo es la












4 Estimador de una proporción apoyado por un modelo loǵıstico no
paramétrico
para parámetros β a ser estimados. Dado que se tiene la especificación completa del modelo
de probabilidad un principio para ajustar el modelo es mediante la estimación por máxima
















La solución de este problema de optimización se realiza mediante el algoritmo de Scoring
de Fisher, ya que, se tiene un sistema de ecuaciones no lineal el cual en la mayoŕıa de los






tV (t−1)X ]−1[X t(Y − µ(t−1))], (4-7)
donde X es la matriz de diseño, V = diag{µ1(1−µ1), · · · , µn(1−µn)} y µ = (µ1, · · · , µn).
4.2. Estimador de una proporción apoyado por el modelo
loǵıstico paramétrico
Cuando el objetivo es estimar el total poblacional ,ty, el estimador GREG expresado como
(2-6), puede generalizarse como en el estimador GEREG planteado por Rondon et.al (2011)
dado en (2-14), donde un modelo formulado puede ser escrito con ayuda de los modelos
lineales generalizados como
Eξ(Yi) = µi = g
−1(xtiβ) (4-8)
Como se muestra en el caṕıtulo 2, el estimador GREG para el total ty puede ser asistido
por un modelo de regresión lineal. Sin embargo cuando la variable de interés es dicotómica,
un modelo normal lineal puede no ser razonable. Es natural que, en el caso en que Y sea
dicotómica, se ajuste un modelo loǵıstico, que se puede considerar como un caso particular
de el estimador GEREG. Aśı, es posible definir un estimador con estas caracteŕısticas deno-
minado el estimador de regresión generalizado loǵıstico (LGREG) propuesto por Lehtonen
y Veijanen (1998a, 1998b), el cual se puede escribir como:



























Las estimaciones del parámetro β, y por lo tanto, las estimaciones de las µi se obtienen






4.3. Modelos lineales generalizados semiparamétricos
Ahora si deseamos flexibilizar un poco las suposiciones de linealidad que se tiene en un
modelo lineal generalizado, suponemos que para cada observación yi hay un vector de
información auxiliar x̃ti = (x
t
i, zi)
t, luego el modelo a trabajar queda de la forma
g(µi) = xi
tβ + f(zi), (4-13)
donde β el vector de coeficientes de regresión, y f , una curva ”suave”, que deben ser estima-
dos. El modelo (4-13) se conoce como modelo lineal generalizado semiparamétrico, puesto
que supone que la respuesta Y depende de un componente paramétrica (lineal) como de
una componente no paramétrica.
Si queremos ajustar el modelo (4-13) a los datos, debemos estimar los paramétros β y τ




λτ tKτ , (4-14)
con θ = (βt, τ t)t, g(µi) = xi
tβ + f(ti), donde y f(·) se construye a partir del SCN dado
por (3-9).
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4.3.1. Modelo loǵıstico semiparamétrico









para i = 1, · · · , q, donde mti es i-ésima fila de la matriz de incidencia M y θ = (βt, τ t)t un





donde l(·) es el logaritmo de la función de pseudoverosimilitud. Asi (4-16) permite un ba-
lance de la fidelidad de las predicciones (altos valores de l(θ)) con un ajuste de una curva
suave (valores bajos de la penalidad). Por lo tanto para este modelo la pseudologverosimi-

















Luego para encontrar el θ̂ que maximiza lp(θ) debemos resolver un sistema de ecuaciones
no lineales, el cual en general no tiene solución cerrada, por lo tanto debemos recurrir a
métodos numéricos empleando Scoring de Fisher como sigue:
θ(t+1) = θ(t) + J(θ(t))−1U(θ(t)) (4-17)





es la matriz de información esperada de Fisher y U(·) = ∂lp
∂θt
el
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X tW (Y − µ)
M tW (Y − µ)− λKτ
)
(4-18)






























−X tWVX −X tWVM
−M tWVX −M tWVM − λK
)
Donde V es una matriz diagonal con entradas vii = µi(1 − µi) y W la matriz diagonal de
pesos con wii =
1
πi
. Por lo tanto la matriz de información esperada de Fisher es







X tWVX X tWVM
M tWVX M tWVM + λK
)
(4-19)












X tWV (t)X X tWV (t)M
M tWV (t)X M tWV (t)M + λK
)−1(
X tW (Y − µ(t))




4 Estimador de una proporción apoyado por un modelo loǵıstico no
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4.3.2. Modelo loǵıstico no paramétrico
Note que cuando la parte paramétrica es omitida en (4-13), la ecuación (4-14) se reduce al







Con i = 1, · · · , n, donde mti es i-ésima fila de la matriz de incidencia M y τ un vector de
















, M la matriz de incidencia y τ = (τ1, ..., τq)
t un vector de
parámetros a estimar, el cual τi = f(ti), con nodos ti para i = 1, · · · , q.
































Luego para encontrar el SCN, se maximiza lp(τ ) recurriendo a métodos numéricos em-
pleando Scoring de Fisher (4-20) para el caso particular X = 0. Luego para el caso del
modelo loǵıstico no paramétrico se tiene que el vector de Escores y la matriz de información
esperada de Fisher son respectivamente
U(τ ) = M tW [Y − µ]− λKτ





= M tWVM + λK
Aśı el algoritmo de Scoring de Fisher queda definido como
τ (t+1) = τ (t) + J (τ (t))−1U(τ (t))
= τ (t) + (M tWV (t)M + λK )−1(M tW [Y − µ(t)]− λKτ (t)) (4-22)
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4.4. Estimador de una proporción apoyado por el modelo
loǵıstico semiparamétrico v́ıa SCN
Apoyándonos en la forma del estimador GREG tenemos que el estimador loǵıstico semi-



















iτ̂ S y para las predicciones de los elementos que no pertenecen a
la muestra seleccionada es necesario emplear la forma funcional que tiene el SCN el cual se
definió en (3-9). Además con varianza estimada






















4.4.1. Estimador de una proporción apoyado por el modelo loǵıstico
no paramétrico














donde los elementos de la muestra se estimaron con ayuda del modelo (4-21), logit(µ̂i) =
mtiτ̂ S y para los elementos que no pertenecen a la muestra seleccionada se emplea la forma
funcional que tiene el SCN que se definió en (3-9). Además la varianza estimada está dada
por




















En esta sección se desarrolla una simulación para evaluar emṕıricamente las propiedades
del estimador P̂LGREG.NP y además se compara con los estimadores usuales P̂HT , P̂Razon,
P̂GREG y P̂LGREG para la estimación de la proporción en una población finita.
Considere una población finita UN = {1, 2, ..., N} de la que es de interés estimar un paráme-
tro θ a través del estimador θ̂. Cuando las propiedades de θ̂ no pueden ser descritas anaĺıti-
camente debido a su complejidad es posible obtener una aproximación de estas usando un
estudio de simulaciones de Monte Carlo. Idealmente, si se obtuvieran todas las muestras
que son posibles bajo un cierto plan de muestreo, entonces se podŕıa determinar el sesgo
exacto de un estimador o el nivel de confianza exacto de un determinado procedimiento. Sin
embargo, esto suele ser una tarea de enormes proporciones, ya que el número de posibles
muestras aumenta rápidamente en función de el tamaño de la población. Aśı para realizar la
simulación de Monte Carlo en nuestro contexto, se extraen B muestras independientemente
de todas las muestras posibles, de una determinada población finita, donde cada muestra
se obtiene según el diseño de muestreo seleccionado, p(·).
Las medidas de interés en este caso son la esperanza de θ̂, E(θ̂), la varianza, V (θ̂), y la
tasa de cobertura, TC(θ̂, α), del intervalo de confianza basado en normalidad. En este
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contexto se asume una muestra aleatoria, es decir, una sucesión θ̂(S1), θ̂(S2), · · · , θ̂(SB) de
variables aleatorias independientes e idénticamente distribuidas con Ep(θ̂(St)) = Ep(θ̂) y


































La tasa de cobertura puede ser estimada por















0 en caso contrario ,
con z1−α/2 es el percentil 100(1− α/2) % de la distribución normal estándar.
La población finita y el diseño de muestreo se mantienen fijos. Una serie de muestras B de
un tamaño dado son seleccionadas de la población finita completamente conocida, de acuer-
do al diseño p(·). Por cada realización de la muestra, se calculan P̂ , V̂ (P̂ ) e ÎC(P̂ , 95 %), si
B es suficientemente largo, la distribución emṕırica esta “ cerca ”de la distribución muestral
exacta que no podemos obtener fácilmente. Adicionalmente, como la población entera es
conocida, el valor del parámetro P es conocido, por lo tanto, para cada muestra se calculan
los estimadores y posteriormente se analiza el resultado de acuerdo al parámetro.
Sean P̂t y V̂ (P̂ )t los estimadores obtenidos de la t-ésima muestra, para t = 1, · · · , B, con






que es una estimación del valor esperado de P̂
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V̂ (P̂ ) = 1
B
∑B
t=1 V̂ (P̂ )t que es una estimación del valor esperado del estimador de la





B−1 , es una estimación de la varianza del estimador.
T̂CP (P̂ , V̂P (P̂ ), α) es una estimación de la tasa de cobertura del intervalo de confianza.
Más espećıficamente, los experimentos de Monte Carlo en esta sección ayudarán a ilustrar
una aproximación de las propiedades de los estimadores considerados en este documento,
particularmente las propiedades de cobertura de los intervalos de confianza, sesgo, varianza
y algunas consideraciones de eficiencia también.
Los resultados numéricos presentados en este capitulo dan una aproximación a las propieda-
des del estimador LGREG.NP y su comparación con los estimadores HT, GREG, LGREG
paramétrico, cuando son usados para estimar la proporción P de una población finita. En
el procesos de simulación fue considerada una variable auxiliar de tipo continuo generada
mediante una distribución beta con diferentes parámetros de forma. El modelo de super-
población formulado será uno de regresión loǵıstica no lineal.
Para generar la población de interés con un tamaño N=5000 y los parámetros necesarios,
se empleó el siguiente procedimiento:
1. Generar 5000 números aleatorios denotados xi, i = 1; · · · ; 5000, de acuerdo a una
distribución Beta con parámetros a = 0,9 y b = 2; 7; 15.








Figura 5-1.: Gráfica del logit(µi) contra la información auxiliar al variar el parámetro de
la distribución Beta que la genera b = 2; 7; 15.
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4. Generar los valores de yi conociendo el valor de µi para toda la población y generando
5000 números aleatorios ui con distribución uniforme [0,1], aśı la variable de interés
fue generada siguiendo una distribución Bernoulli
yi =
1 si ui ≤ µi0 si ui > µi (5-4)
Para determinar las propiedades de los estimadores empleados es necesario obtener las
estimaciones del parámetro de interés para cada muestra, con lo cual empleamos el estudio
de Monte Carlo mencionado anteriormente. La comparación de los estimadores se realizaran
mediante las siguientes medidas:
1) Estimación del sesgo relativo del estimador
SR1 = |P̂−P |
P
∗ 100
2) Estimación de la eficiencia con referencia al estimador de HT
eff(P̂ ) = S
2(P̂ )
S2(P̂HT )
3) Estimación del sesgo relativo del estimador de la varianza










El desempeño de los diferentes estimadores fueron observados bajo los diseños MAS y






























































5.1. Experimento I: Diseño MAS
En esta sección estudiaremos el estimador bajo el diseño de muestreo aleatorio simple
(MAS). De la población generada se toman B = 5000 muestras MAS independientes para
diferentes tamaños n = 100, n = 200 y n = 300. Para cada muestra la proporción P de
la población es estimada empleando varios estimadores, adicionalmente la estimación de la






n V̂ (P̂HT ) =
(N − n)P̂HT (1− P̂HT )
N(n− 1)

















Donde µ̂i es la predicción dada por el modelo empleado.
A continuación se muestran los resultados obtenidos para la población de estudio bajo
diferentes estimadores de estudio y los tres tamaños de muestra mencionados anteriormente.
Adicionalmente se estudian propiedades como sesgo relativo y eficiencia.
5.1 Experimento I: Diseño MAS 37
Tabla 5-1.: Medidas de desempeño para la estimación de una proporción mediante un
muestreo MAS empleando los estimadores HT, Razón, GREG, LGREG y
LGREG.NP
n b P Estimador P̂ SR1( %) V̂ (P̂ ) eff(P̂ ) SR2( %) TC( %)
P̂HT 0.41293 0.128 0.00233 1 1.816 93.98
P̂RAZON 0.41432 0.465 0.00171 0.73120 0.867 94.36
15 0.4124 P̂GREG 0.41568 0.797 0.00161 0.68769 2.863 94.26
P̂LGREG 0.41318 0.189 0.00141 0.60718 0.715 94.44
P̂LGREG.NP 0.41312 0.174 0.00139 0.59811 5.759 93.50
P̂HT 0.59043 0.096 0.00230 1 2.871 95.24
P̂RAZON 0.59386 0.484 0.00260 1.12770 0.898 94.26
100
7 0.591 P̂GREG 0.59338 0.403 0.00173 0.75183 0.297 94.64
P̂LGREG 0.59102 0.003 0.00145 0.62746 0.847 94.78
P̂LGREG.NP 0.59061 0.066 0.00137 0.59520 4.083 93.98
P̂HT 0.79218 0.053 0.00157 1 2.752 95.72
P̂RAZON 0.79597 0.425 0.00322 2.04785 0.259 94.80
2 0.7926 P̂GREG 0.79372 0.141 0.00132 0.84342 0.851 93.78
P̂LGREG 0.79278 0.023 0.00115 0.72922 0.532 93.92
P̂LGREG.NP 0.79203 0.072 0.00103 0.65448 7.631 93.28
P̂HT 0.41211 0.070 0.00114 1 1.905 95.40
P̂RAZON 0.41275 0.086 0.00085 0.74123 2.072 94.76
15 0.4124 P̂GREG 0.41346 0.257 0.00079 0.68824 2.187 94.92
P̂LGREG 0.41232 0.020 0.00071 0.61784 1.907 94.56
P̂LGREG.NP 0.41237 0.008 0.00069 0.60779 5.539 93.93
P̂HT 0.59026 0.126 0.00115 1 1.323 95.40
P̂RAZON 0.59217 0.199 0.00125 1.09454 0.213 94.68
200
7 0.591 P̂GREG 0.59182 0.139 0.00084 0.73599 1.160 94.82
P̂LGREG 0.59067 0.056 0.00070 0.61054 2.023 95.28
P̂LGREG.NP 0.59053 0.079 0.00064 0.56075 0.687 95.06
P̂HT 0.79265 0.006 0.00078 1 1.058 94.96
P̂RAZON 0.79341 0.102 0.00156 1.99614 1.164 95.14
2 0.7926 P̂GREG 0.79312 0.066 0.00066 0.84443 0.503 94.70
P̂LGREG 0.79285 0.032 0.00057 0.72616 0.691 94.28
P̂LGREG.NP 0.79249 0.014 0.00048 0.62053 3.836 93.90
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Continuación tabla 5-1
n b P Estimador P̂ SR1( %) V̂ (P̂ ) eff(P̂ ) SR2( %) TC( %)
P̂HT 0.41211 0.069 0.00077 1 1.486 95.06
P̂RAZON 0.41276 0.087 0.00057 0.73361 4.253 94.08
15 0.4124 P̂GREG 0.41318 0.190 0.00053 0.68356 4.444 94.34
P̂LGREG 0.41232 0.020 0.00046 0.60289 2.537 94.60
P̂LGREG.NP 0.41243 0.007 0.00045 0.57974 3.792 94.39
P̂HT 0.59047 0.090 0.00075 1 1.322 95.50
P̂RAZON 0.59147 0.080 0.00081 1.08130 1.822 94.30
300
7 0.591 P̂GREG 0.59134 0.058 0.00055 0.73259 1.891 94.78
P̂LGREG 0.59073 0.045 0.00046 0.61123 2.069 94.90
P̂LGREG.NP 0.59069 0.052 0.00042 0.56266 0.362 94.96
P̂HT 0.79263 0.003 0.00051 1 0.955 95.16
P̂RAZON 0.79383 0.155 0.00101 1.98300 1.818 95.06
2 0.7926 P̂GREG 0.79313 0.066 0.00043 0.83529 0.757 94.86
P̂LGREG 0.79288 0.036 0.00037 0.72343 0.134 94.84
P̂LGREG.NP 0.79269 0.012 0.00031 0.61096 2.040 94.76
5.1.1. Resultados
La tabla 5-1 presenta las medidas que se obtuvieron en las simulaciones, las cuales permi-
ten hacer una comparación entre los estimadores cuando se encuentran bajo el diseño MAS.
Se puede observar en la tabla 5-1 los sesgos relativos de los estimadores obtenidos en los
escenarios de simulación. Para el caso del sesgo relativo del estimador (SR1) los valores en
general son menores al 1 % lo que lleva a ver a los estimadores con un sesgo despreciable.
En la mayoŕıa de los casos el estimador P̂LGREG.NP muestra un sesgo relativo menor que
el P̂LGREG y P̂GREG y algunos casos que el P̂HT . Para el sesgo relativo del estimador de
la varianza estimada (SR2) en todos los escenarios de simulación es menor que 8 % lo que
lleva a concluir que este puede ser considerado como no sesgado.
Respecto a la eficiencia relativa de los estimadores respecto al estimador P̂HT , los estimado-
res P̂GREG, P̂LGREG y P̂LGREG.NP son mas eficientes y en todos los escenarios podemos ver
una mayor ganancia en eficiencia cuando empleamos un estimador asistido por el modelo
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no paramétrico, P̂LGREG.NP , respecto a los estimadores empleados usualmente. Por ultimo
notamos de la tasa de cobertura para un intervalo del 95 % (basado en normalidad) del
estimador son muy cercanas al 95 % pues estas oscilan entre el 93 % y el 96 %.
5.2. Experimento 2: Diseño Bernoulli
En esta sección estudiaremos el estimador P̂LGREG.NP propuesto bajo el diseño Bernoulli. En
este diseño de muestreo se fija apriori la probabilidad de inclusión de todos los individuos,




hay que tener en cuenta que por su mecanismo de selección de muestra esta será aleatoria.
Ahora se toman B = 5000 muestras independientes de tamaños esperados n = 100, n = 200
y n = 300 de la población generada.
Para cada muestra la proporción de la población es estimada empleando varios estimadores,











Donde n(S) es el tamaño de la muestra dado por el mecanismo de selección de la
muestra.





















donde µ̂i es la predicción dada por el modelo empleado y ei = yi − µ̂i.
Las siguientes tablas proporcionan la estimación de las proporciones de la población para los
tamaños de muestra mencionados anteriormente, la estimación de la varianza del estimador
y la tasa de cobertura ademas de el sesgo relativo y la eficiencia.
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Tabla 5-2.: Medidas de desempeño para la estimación de una proporción mediante un
muestreo Bernoulli empleando los estimadores HT, Razón, GREG, LGREG,
LGREG.NP
n b P Estimador P̂ SR1( %) V̂ (P̂ ) eff(P̂ ) SR2( %) TC( %)
P̂HT 0.41328 0.213 0.00415 1 2.369 93.74
P̂RAZON 0.41366 0.306 0.00185 0.44569 8.980 93.04
15 0.4124 P̂GREG 0.41506 0.646 0.00173 0.41628 10.270 93.14
P̂LGREG 0.41267 0.066 0.00151 0.36392 7.344 93.46
P̂LGREG.NP 0.41255 0.037 0.00149 0.36034 12.462 92.13
P̂HT 0.59228 0.217 0.00597 1 2.746 94.78
P̂RAZON 0.59345 0.415 0.00267 0.44731 4.347 93.38
100
7 0.591 P̂GREG 0.59378 0.470 0.00183 0.30705 6.312 93.50
P̂LGREG 0.59165 0.111 0.00150 0.25075 4.113 93.38
P̂LGREG.NP 0.59123 0.039 0.00140 0.23474 7.543 92.88
P̂HT 0.79413 0.194 0.00807 1 3.545 94.78
P̂RAZON 0.79629 0.465 0.00328 0.40704 2.530 94.06
2 0.7926 P̂GREG 0.79444 0.233 0.00133 0.16455 0.590 93.98
P̂LGREG 0.79360 0.127 0.00116 0.14328 2.767 93.56
P̂LGREG.NP 0.79287 0.035 0.00103 0.12821 9.510 92.28
P̂HT 0.41272 0.078 0.00203 1 2.200 94.44
P̂RAZON 0.41285 0.110 0.00085 0.41993 2.657 94.24
15 0.4124 P̂GREG 0.41356 0.282 0.00079 0.39118 3.142 94.24
P̂LGREG 0.41237 0.008 0.00071 0.34892 2.310 94.36
P̂LGREG.NP 0.41242 0.005 0.00068 0.33643 4.128 94.23
P̂HT 00.59170 0.118 0.00292 1 2.770 94.60
P̂RAZON 0.59260 0.271 0.00126 0.43142 0.214 94.56
200
7 0.591 P̂GREG 0.59232 0.224 0.00086 0.29565 1.518 94.52
P̂LGREG 0.59132 0.055 0.00072 0.24533 0.888 94.44
P̂LGREG.NP 0.59118 0.031 0.00067 0.22910 3.878 94.06
P̂HT 0.79389 0.162 0.00386 1 1.334 94.54
P̂RAZON 0.79437 0.223 0.00162 0.42067 3.335 94
2 0.7926 P̂GREG 0.79360 0.126 0.00067 0.17250 2.001 94.28
P̂LGREG 0.79315 0.070 0.00058 0.14983 3.347 94.18
P̂LGREG.NP 0.79279 0.024 0.00050 0.12872 6.813 93.64
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Continuación tabla 5-2
n b P Estimador P̂ SR1( %) V̂ (P̂ ) eff(P̂ ) SR2( %) TC( %)
P̂HT 0.41187 0.128 0.00133 1 2.612 94.16
P̂RAZON 0.41247 0.018 0.00055 0.41388 1.282 94.50
15 0.4124 P̂GREG 0.41288 0.116 0.00051 0.38791 2.189 94.66
P̂LGREG 0.41225 0.037 0.00046 0.35003 2.652 94.56
P̂LGREG.NP 0.41230 0.024 0.00045 0.33742 4.196 94.24
P̂HT 0.59095 0.009 0.00186 1 0.456 94.82
P̂RAZON 0.59176 0.128 0.00082 0.44296 0.216 94.66
300
7 0.591 P̂GREG 0.59170 0.119 0.00056 0.30160 0.770 94.88
P̂LGREG 0.59113 0.022 0.00047 0.25416 1.633 94.56
P̂LGREG.NP 0.59097 0.005 0.00044 0.23584 3.980 94.24
P̂HT 0.79314 0.068 0.00251 1 0.846 93.96
P̂RAZON 0.79422 0.205 0.00105 0.41986 2.528 94.40
2 0.7926 P̂GREG 0.79358 0.123 0.00044 0.17715 3.810 93.84
P̂LGREG 0.79322 0.078 0.00038 0.15318 4.377 93.96
P̂LGREG.NP 0.79284 0.030 0.00032 0.12897 6.227 93.82
5.2.1. Resultados
La tabla 5-2 presenta las medidas que permiten hacer una comparación entre los estima-
dores cuando se encuentran bajo el diseño Bernoulli.
Encontramos que el sesgo relativo (SR1) obtenidos en los escenarios de simulación son me-
nores al 1 % y se presentan los valores mas bajos con el estimador P̂LGREG.NP . Respecto al
sesgo relativo del estimador de la varianza del estimador (SR2) presenta valores menores a
12.5 % y presenta sus valores mas altos bajo el estimador P̂LGREG.NP .
Respecto a la eficiencia relativa de los estimadores con respecto a P̂HT . El estimador
P̂LGREG.NP en todos los casos es el mas eficiente de los estimadores trabajados, note que
bajo este diseño la ganancia en eficiencia es significativa de 0,36 o menos. Por ultimo las
tasas de cobertura en este caso oscilando ente el 92 % y 96 %.
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5.3. Resultados simulaciones
Los resultados del proceso de simulación en las tablas 5-1 y 5-2 respecto a nuestro estimador
de estudio P̂LGREG.NP y a los dos diseños muéstrales trabajados (MAS y Bernoulli) muestran
que:
Bajo el diseño MAS el estimador P̂LGREG.NP en algunos de los casos ha obteniendo
un sesgo relativo del estimador (SR1) mas pequeño que P̂LGREG y bajo Bernoulli para
todos los casos es menor que los estimadores usuales.
En términos de eficiencia relativa notamos que en el diseño Bernoulli se tiene una
ganancia mucho mayor y significativa que cuando se emplea MAS.
En ambos diseños las tasas de cobertura van mejorando al aumentar el tamaño de
la muestra, siendo igual o muy cercana al 95 %, adicionalmete la estimación de la
varianza del estimador también va disminuyendo obteniendo menores varianzas con
P̂LGREG.NP , pero presenta los mayores sesgos relativos del estimador de la varianza
SR2.
Para concluir notamos un mejor comportamiento y una mayor ganancia en la estimación,
varianza y eficiencia cuando empleamos el estimador P̂LGREG.NP bajo el diseño los dos
diseños empleados.
CAPÍTULO 6
Aplicación del estimador LGREG no
paramétrico
6.1. Índice de rendimiento académico (API)
El Índice de Desempeño Académico API es uno de los medios por el cual California clasifica
a sus escuelas públicas, el cual emplea exámenes a los estudiantes, lo que permite rastrear y
comparar el rendimiento y mejora académico anualmente. El estado de California tiene un
programa de premios por rendimiento (GPAP), el cual brinda ayuda monetaria y no mone-
taria como recompensa a las escuelas que cumplen o superar los objetivos de rendimiento
o demostrar alto logro. Para ser elegible la ley exige que las escuelas muestren un 5 % de
mejora anual o cumplir con el objetivo de rendimiento a nivel estatal (EdSource, 2000).
Supongamos que para un estudio de rendimiento de las escuelas, necesitamos realizar una
encuesta para encontrar una estimación de la proporción de escuelas que podŕıan entrar en
el programa de premios por rendimiento. Supongamos que tenemos a nuestra disposición
alguna información auxiliar la cual consiste en el puntaje API de 2000 (variable API00).
Parece natural incluir ese tipo de información en un modelo que estudia una variable rela-
cionada con cuestiones académicas.
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Para el estudio de este ejemplo, empleamos una base de datos del año 2000 que consta de
6194 observaciones y 37 variables entre ellas el API 2000. Se obtuvo del paquete survey
(Lumley, 2009) del software estad́ıstico R (www.rproject. org). La estimación se realizara
bajo los estimadores P̂HT , P̂Razon, P̂GREG, P̂LGREG y P̂LGREG.NP . Se tomaron tamaños de
muestras correspondientes a fracciones de muestreo de 5 %, 10 % y 20 % que se seleccionan
independientemente considerando dos diseños muestrales MAS y Bernoulli para estimar la
proporción. En este caso el parámetro toma el valor P = 0,6727478.
Los resultados obtenidos se presentan el las tablas 6-1 y 6-2 las cuales contiene las esti-
maciones de P , de la varianza del estimador, intervalos de confianza del 95 % basados en
normalidad y la eficiencia relativa.
IC (95 %)
n Estimador P̂ V̂ (P̂ ) LI LS
P̂HT 0.645161 0.000704 0.593165 0.697157
P̂RAZON 0.645039 0.000659 0.594708 0.695370
310 P̂GREG 0.645048 0.000659 0.594729 0.695368
P̂LGREG 0.641887 0.000660 0.591554 0.692221
P̂LGREG.NP 0.645771 0.000668 0.595120 0.696422
P̂HT 0.662359 0.000326 0.626986 0.697731
P̂RAZON 0.668518 0.000308 0.634134 0.702903
619 P̂GREG 0.667823 0.000307 0.633455 0.702192
P̂LGREG 0.663840 0.000309 0.629389 0.698292
P̂LGREG.NP 0.665217 0.000312 0.630622 0.699811
P̂HT 0.667474 0.000143 0.644002 0.690946
P̂RAZON 0.667126 0.000136 0.644293 0.689960
1239 P̂GREG 0.667173 0.000136 0.644356 0.689990
P̂LGREG 0.662300 0.000137 0.639366 0.685234
P̂LGREG.NP 0.667179 0.000136 0.644315 0.690043
Tabla 6-1.: Estimaciones de P , del estimador de la varianza e IC(95 %) bajo el diseño MAS
(P = 0,6727478)
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IC (95 %)
n Estimador P̂ V̂ (P̂ ) LI LS
P̂HT 0.664516 0.002036 0.576072 0.752961
P̂RAZON 0.663711 0.000658 0.613422 0.713999
310 P̂GREG 0.663356 0.000658 0.613074 0.713638
P̂LGREG 0.657891 0.000664 0.607398 0.708385
P̂LGREG.NP 0.663058 0.000681 0.611898 0.714219
P̂HT 0.644588 0.000937 0.584584 0.704592
P̂RAZON 0.665076 0.000287 0.631845 0.698307
619 P̂GREG 0.665441 0.000287 0.632213 0.698669
P̂LGREG 0.659660 0.000290 0.626268 0.693052
P̂LGREG.NP 0.667947 0.000299 0.634082 0.701812
P̂HT 0.714286 0.000461 0.672195 0.756376
P̂RAZON 0.683059 0.000140 0.659900 0.706218
1239 P̂GREG 0.682753 0.000139 0.659622 0.705884
P̂LGREG 0.677869 0.000140 0.654665 0.701072
P̂LGREG.NP 0.686504 0.000145 0.662885 0.710122
Tabla 6-2.: Estimaciones de P , del estimador de la varianza e IC(95 %) bajo el diseño
Bernoulli (P = 0,6727478)
Podemos observar en este caso que el estimador que mejor se comporta es el P̂LGREG
bajo el diseño MAS y P̂GREG bajo el diseño Bernoulli, aunque la eficiencia es similar en
los estimadores asistidos por el modelo. En ambos diseños tenemos que el parámetro cae
dentro de todos los intervalos de confianza obtenidos. También vemos que en este caso el
modelo loǵıstico no paramétrico ajusta de manera similar al modelo loǵıstico paramétrico
para ambos diseños como se ve en 6-1 y 6-2, lo cual indica que para este caso el tipo de
relación que tienen los datos se puede suponer como lineal en la escala Logit.
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Figura 6-1.: Gráficos de dispersión entre la variable de interés dicotómica Award con la
variable API00 como información auxiliar, bajo los diferentes modelos y ta-
maños de muestra en el diseño MAS.
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Figura 6-2.: Gráficos de dispersión entre la variable de interés dicotómica Award con la
variable API00 como información auxiliar, bajo los diferentes modelos y ta-
maños de muestra en el diseño Bernoulli.
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6.2. Indice de necesidades básicas insatisfechas (NBI)
Un uso usual de los ı́ndices es conocer la magnitud de cierto fenómeno y poder realizar
comparaciones del mismo en distintos territorios, como lo son el ndice de necesidades bási-
cas insatisfechas (NBI) y el indice de ruralidad (IR), los cuales son calculados y empleados
en cada municipio de Colombia para estimar la magnitud de la pobreza y el estado de
naturalidad en que se encuentra la población, respectivamente.
En Colombia, el indicador de NBI aprovecha la información de los censos en la caracte-
rización de la pobreza presente en la población, de acuerdo a la ausencia de una o más
necesidades definidas como básicas para subsistir. El indicador contempla no sólo condicio-
nes de dependencia económica sino también de educación, a través de la asistencia escolar,
y condiciones de infraestructura. Para tal se emplean indicadores simples de acuerdo a la
necesidad básica que sea insatisfecha: vivienda inadecuada, servicios inadecuados, hacina-
miento cŕıtico, alta dependencia económica e inasistencia escolar.
Para el cálculo del NBI, se miran las caracteŕısticas de la vivienda en que se habita y la
clasifica como una vivienda con o sin NBI. Una vez se ha hecho esto, se asume que todas las
personas que habitan la vivienda, tienen las necesidades básicas insatisfechas detectadas
en esta, una vez que se ha identificado y clasificado las diversas carencias de los hoga-
res, aśı el indice de NBI diferencia de manera dicotómica entre los hogares con al menos
una necesidad insatisfecha y los que no presentan carencias cŕıticas. Si el hogar presen-
ta al menos una carencia el NBI toma el valor de 1, en caso contrario toma el valor 0;
una vez se establece el número total de hogares con NBI es posible encontrar la proporción
hogares tiene al menos una necesidad insatisfecha y se consideran en consecuencia ”pobres”.
Por otro lado el ı́ndice de ruralidad fue desarrollado por el Programa de las Naciones Unidas
para el Desarrollo (PNUD) en Colombia para captar el contenido de lo rural y ponderar
su dimensión actual, este combina la densidad demográfica con la distancia de los centros
poblados menores a los mayores; adopta el municipio como unidad de análisis y asume la ru-
ralidad como un continuo (municipios más o menos rurales), antes que como una dicotomı́a
(urbano-rural). Uno de sus mayores aportes ha sido el análisis de la relación campo/ciudad
en la perspectiva de la geograf́ıa económica.
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Según un informe del 2011 del PNUD en Colombia, las cifras de NBI muestran que en
los centros urbanos, en promedio, la pobreza es 2.3 veces menor que en municipios de alta
ruralidad, debido a que en estos últimos persisten amplias diferencias en las condiciones
de las viviendas, en el acceso y disponibilidad de servicios públicos, en la baja escolaridad
y en las escasas posibilidades de generación de ingresos y empleo dignos y permanentes,
por lo tanto se puede pensar en un relación entre las necesidades básicas insatisfechas y la
ruralidad de los diferentes municipios.
A continuación se presenta un estudio de simulación con el objetivo de validar y compara las
propiedades de los estimadores de HT, GREG, LGREG y LGREG.NP cuando el parámetro
de interés es la proporción empleando como diseños muestrales MAS y Bernoulli.
6.3. Caracteŕısticas investigadas
En esta sección se emplean datos del DANE con el objetivo de mostrar como se puede
aplicar el estimador de regresión no paramétrico en la estimación de una proporción.
Adicionalmente es necesario conocer los valores de las variables auxiliares xk para todos los
elementos que componen la población en estudio. Por esta razón, se considera una muestra
de la base de datos del DANE que dispone de los datos correspondientes el censo del 2005
realizado en Colombia en 1117 municipios con 5 variables que abarca la investigación. En
este ejemplo, como se ve en la figura 6-3 notamos que a mayor IR mayor es el NBI, por
ello IR sera la variable auxiliar empleada para estimar la proporción de municipios que
presentan un indice NBI inferior al 50 %.
Figura 6-3.: Gráfico de dispersión entre el NBI y el indice de ruralidad RI
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Vamos a trabajar los estimadores bajo dos diseños muestrales MAS y Bernoulli. La mues-
tra de los departamentos obtenida por el DANE fue tratada como la población. En este
contexto, es posible obtener el valor del parámetro poblacional de estudio y la varianza del
estimador.
En las tablas 6-3 y 6-4 de pueden observar las estimaciones de P = 0,6302596, obtenidas
con tamaño de muestras basadas en las fracciones de muestreo del 5 %, 10 % y 22 % apro-
ximadamente. Adicionalmente en las figuras 6-4 y 6-5 podemos ver el modelo ajustado
según el estimador.
IC (95 %)
n Estimador P̂ V (P̂ ) V̂ (P̂ ) LI LS
P̂HT 0.589286 0.003956 0.004180 0.462570 0.716001
P̂RAZON 0.614630 0.005225 0.005527 0.468922 0.760338
56 P̂GREG 0.549108 0.003387 0.003368 0.435357 0.662859
P̂LGREG 0.545077 0.003390 0.003199 0.434213 0.655941
P̂LGREG.NP 0.545044 0.003380 0.003199 0.434187 0.655900
P̂HT 0.660714 0.001874 0.001817 0.577167 0.744262
P̂RAZON 0.662134 0.002475 0.002623 0.561754 0.762514
112 P̂GREG 0.659402 0.001604 0.001575 0.581609 0.737195
P̂LGREG 0.660654 0.001606 0.001574 0.582894 0.738414
P̂LGREG.NP 0.660684 0.001601 0.001574 0.582927 0.738441
P̂HT 0.624000 0.000724 0.000731 0.570995 0.677005
P̂RAZON 0.621077 0.000956 0.000985 0.559550 0.682604
250 P̂GREG 0.626835 0.000620 0.000650 0.576864 0.676807
P̂LGREG 0.627205 0.000621 0.000652 0.577172 0.677239
P̂LGREG.NP 0.625504 0.000619 0.000669 0.574807 0.676200
Tabla 6-3.: Estimaciones de P , del estimador de la varianza e IC(95 %) bajo el diseño MAS
(P = 0,6302596)
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IC (95 %)
n Estimador P̂ V (P̂ ) V̂ (P̂ ) LI LS
P̂HT 0.553571 0.010690 0.009390 0.363651 0.743492
P̂RAZON 0.629459 0.005354 0.005336 0.486283 0.772635
56 P̂GREG 0.635692 0.003384 0.002861 0.530860 0.740524
P̂LGREG 0.638346 0.003387 0.002860 0.533536 0.743156
P̂LGREG.NP 0.626856 0.003377 0.003062 0.518408 0.735304
P̂HT 0.508929 0.005063 0.004088 0.383608 0.634250
P̂RAZON 0.607545 0.002536 0.002060 0.518584 0.696507
112 P̂GREG 0.580147 0.001603 0.001530 0.503475 0.656818
P̂LGREG 0.577438 0.001604 0.001536 0.500621 0.654254
P̂LGREG.NP 0.577412 0.001599 0.001536 0.500599 0.654225
P̂HT 0.616000 0.001957 0.001913 0.530286 0.701714
P̂RAZON 0.695222 0.000980 0.000912 0.636032 0.754412
250 P̂GREG 0.623971 0.000619 0.000551 0.577950 0.669992
P̂LGREG 0.625747 0.000620 0.000549 0.579812 0.671683
P̂LGREG.NP 0.637292 0.000618 0.000591 0.589643 0.684942
Tabla 6-4.: Estimaciones de P , del estimador de la varianza e IC(95 %) bajo el diseño
Bernoulli(P = 0,6302596)
Podemos observar que bajo los dos diseños de muestreo el estimador P̂LGREG.NP presenta
un comportamiento similar al estimador P̂LGREG o P̂GREG , lo que sugiere que el efecto en la
escala logit es lineal como se ve en los gráficos 6-4 y 6-5 lo cual lleva a estimaciones similar
entre P̂LGREG y P̂LGREG.NP . Adicionalmente, todos los intervalos de confianza contiene el
verdadero valor del parámetro y los estimadores asistidos por el modelo bajo ambos diseños
son más eficientes que el de HT, pero en el diseño Bernoulli es más significativo que en MAS.
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Figura 6-4.: Gráficos de dispersión entre la proporción de municipios con NBI inferior al
50 % con IR como variable auxiliar, bajo los diferentes modelos y tamaños de
muestra en el diseño MAS.
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Figura 6-5.: Gráficos de dispersión entre la proporción de municipios con NBI inferior al
50 % con IR como variable auxiliar, bajo los diferentes modelos y tamaños de
muestra en el diseño Bernoulli.
CAPÍTULO 7
Conclusiones
En esta tesis se trabaja con un estimador asistido por un modelo, el cual emplea información
auxiliar. Un caso es el estimador GREG que emplea el modelo lineal normal y su formula-
ción es perfectamente aceptable cuando la variable respuesta es continua, pero cuando la
variable de estudio es dicotómica las condiciones cambian, por lo tanto el modelo loǵıstico
podŕıa ser preferible frente al modelo lineal normal.
Se presentó el estimador de regresión loǵıstico semiparamétrico (LGREG.SP) y no pa-
ramétrico (LGREG.NP) como alternativas adicional a los estimadores GREG y LGREG,
para la estimación de proporciones en la presencia de información auxiliar disponible para
toda la población, donde el proceso de estimación asistido por un modelo se realizó median-
te un modelo de regresión loǵıstico semiparamétrico, el cual proporciona gran flexibilidad
para la especificación de la relación entre la variable respuesta y las variables explicativas.
En este caso, para estimar el modelo semiparamétrico se empleó Scoring de Fisher y se
el método de spline cúbico natural para la estimación de la función f , cuyos parámetros
se calculan usando el método de máxima pseudoverosimilitud penalizada, la cual ayuda a
encontrar el único spline cúbico natural que ajusta los datos con ayuda de el parámetro de
suavizado calculado mediante GVC, permitiendo tener un balance entre el buen ajuste aśı
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como suavidad al ajustar el modelo.
Se presentaron estudios de simulación para el caso del estimador no paramétrico en presencia
de información auxiliar univariada para toda la población de estudio, con el objetivo de eva-
luar y compara las propiedades de los estimadores de HT, GREG , LGREG y LGREG.NP
cuando el parámetro de interés es una proporción, empleando los diseños muéstrales en el
caso de muestreo aleatoriamente simple (MAS) y Bernoulli. En este estudio mediante ex-
perimentos de Monte Carlo, se observó en un comportamiento similar bajo los dos diseños
muestrales en los cuales, los estimadores P̂LGREG y P̂LGREG.NP presentan caracteŕısticas
similares con respeto al sesgo y en la mayoŕıa de las veces la estimación de la varianza del
estimador, sesgo y tasas de cobertura mejoraban.
La diferencia está en la eficiencia de de los estimadores, pues P̂LGREG.NP fue el más eficiente
con ambos diseños muestrales que el estimador P̂HT . Aunque, los resultados del estimador
P̂LGREG y P̂LGREG.NP en algunas situaciones eran muy cercanos, el estimador P̂LGREG.NP
era el que mostraba un mejor comportamiento, ya que al no tener un supuesto de linealidad
el método no paramétrico ayudó a tener mayor flexibilidad al momento de establecer la re-
lación de los datos, aunque hay que trabajar en el estimador de la varianza ya que presenta
los mayores sesgos. Cabe resaltar que aunque se gana eficiencia el gasto computacional es
alto.
Por otro lado, se discutió la aplicación de los estimadores GREG en dos escenarios, en
los cuales es necesario conocer xk para todos los elementos en la población, empleando los
datos de el indice NBI en Colombia para una aplicación y las pruebas API en California
para otra en las cuales obtuvimos conclusiones similares dado que bajo los dos diseños de
muestreo empleado el comportamiento entre el ajuste del modelo LGREG y LGREG.NP
era similar, indicando la presencia de una relación lineal en la escala logit entre las variables
lo cual lleva a la cercańıa entre P̂LGREG.NP y P̂LGREG.
Este trabajo contribuye en alguna medida a los estimadores de regresión, especialmente los
asistidos por un modelo semiparamétrico como una forma de ganar eficiencia y que sean los
mismos datos quienes establezcan la relación entre ellos, ademas de mejorar las estimacio-
nes al trabajar con variables respuestas dicotómicas cuando se tiene disponible información
auxiliar de tipo continuo.
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Como trabajos futuros hay que trabajar en el estimador de la varianza, ya que presenta
el mayor sesgo en las simulaciones. También se podŕıan estudiar las caracteŕısticas y las
propiedades de los estimadores GREG, donde el modelo que asiste a la estimación se utiliza
como función de enlace a probit, complemento log-log, entre otras, además de poder emplear
más de una variable como información auxiliar y examinar su comportamiento bajo diseños














x <- ifelse(x < 0.01, 0.01, x)
eta <- (10*x)/(0.02 + x) - 7


















############# DISE~NO MAS ##########
#########################################################################
#########################################################################






































Greg2 <- sum(beta_est2[1] + beta_est2[2]*x)/N
Varest_greg2 <- (1/N)*((1-f)/f)*var(ys-beta_est2[1] - beta_est2[2]*xs)




60 A Código simulación R
#####################################################################
########## LGREG PARAMETRICO #########
#####################################################################
bik <- function(beta){
eta <- beta[1] + beta[2]*xs








etas <- salida$par[1] + salida$par[2]*x
mus <- exp(etas)/(1 + exp(etas))
Lgreg1 <- (sum(mus))/N
Varest_lgreg1 <- (1/N)*((1-f)/f)*var(ys-mus[s])















mus2[,i]<- exp(etas)/(1 + exp(etas))
Lgreg2 <- (sum( mus2[,i]) + sum((ys- mus2[,i][s])/pis))/N
Varest_lgreg2 <- (1/N)*((1-f)/f)*var(ys- mus2[,i][s])








#### Fin Monte Carlo




source("scn1.R") ## Ver apéndice B
set.seed(1)
N <- 5000





x <- ifelse(x < 0.01, 0.01, x)
eta <- (10*x)/(0.02 + x) - 7
mu <- exp(eta)/(1 + exp(eta))
u <- runif(N)
y <- ifelse(u<=mu,1,0)















########## DISE~NO Bernoulli ##########
#########################################################################
#########################################################################
i <- 1 ## Inicio Monte Carlo
while(i <= rep){
U1 <- runif(N) ## mecanismo de selección muestra
sel<- ifelse( U1 <= f, 1, 0)
ns1 <- sum(sel)
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ys2 <- ys*sqrt(w2)
beta_est2 <- as.vector(solve(t(X2)%*%X2)%*%t(X2)%*%ys2)
Greg2_1 <- sum(beta_est2[1] + beta_est2[2]*x)/N
Varest_greg2 <-((1-f)/n^2)*sum((ys-beta_est2[1] - beta_est2[2]*xs)^2)





######### LGREG PARAMETRICO #########
#######################################################################
bin <- function(beta){
eta <- beta[1] + beta[2]*xs








etas <- salida$par[1] + salida$par[2]*x
mus <- exp(etas)/(1 + exp(etas))
Lgreg1 <- (sum(mus))/N
Varest_lgreg1 <- ((1-f)/n^2)*sum((ys-mus[s])^2)















mus2[,i]<- exp(etas)/(1 + exp(etas))
Lgreg2 <- (sum(mus2[,i]) + sum((ys-mus2[,i][s])/pis))/N
Varest_lgreg2 <- ((1-f)/n^2)*sum((ys- mus2[,i][s])^2)




i <- i + 1
}
cat("\r", round(i/rep,2)*100, "%")
} # Fin de Monte Carlo
DISE~NO2<- round(info(HT,Greg.1,Greg.2, Lgreg.1,Lgreg.2,P), digits=5)
APÉNDICE B
Código funciones en scn1
#######################################################################




knots <- attr(temp, "knots") ## Set of knots
m<-length(knots)
h<-c()
for (i in 1:(m - 1)) {
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#######################################################################








# Estimación parametro de suavizado
gcv <- function(lambda){
Niw <- Ni*matrix(ys0*(1-ys0)/pis,nrow(Ni),ncol(Ni))
H <- Niw%*%solve(t(Niw)%*%Niw + lambda*Ki)%*%t(Niw)




# Estimación parámetros del SCN
bin2 <- function(beta){
eta <- Ni%*%beta
mus <- exp(eta)/(1 + exp(eta))
-sum((ys*log(mus) + (1-ys)*log(1-mus))/pis) + (1/2)*lambda*t(beta)%*%Ki%*%beta
}
beta0 <- solve(t(Ni)%*%Ni + lambda*Ki)%*%t(Ni)%*%log(ys0/(1-ys0))
salida <- optim(beta0,bin2,method="BFGS")
g<-salida$par




Q <- matrix(0, m, m - 2) # Matriz Q
R <- matrix(0, m - 2, m - 2) #Matriz R
for (i in 1:(m - 1)) {
h[i] <- knots[i + 1] - knots[i]
}
for (j in 2:(m - 1)) {
Q[j - 1, j - 1] <- 1/h[j - 1]
Q[j, j - 1] <- -1/h[j - 1] - 1/h[j]
Q[j + 1, j - 1] <- 1/h[j]
R[j - 1, j - 1] <- (h[j - 1] + h[j])/3
}
for (j in 2:(m - 2)) {
R[j - 1, j] <- (h[j])/6





70 B Código funciones en scn1
#######################################################################
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