Cross Media Retrieval (CMR) is one of the emerging research areas in the field of internet services and multimedia technology. The primary objective of this paper is to develop an effective dictionary learning methodology to reduce the semantic gap between the low-level and high-level features. In this experimental research, the image and text data in the Wikipedia dataset are separated, after separating the image and text data, feature extraction is performed individually. A suitable combination of feature extraction methods (normalized histogram colour feature and bag-ofwords) are under-taken for image and text feature extraction. The normalized histogram colour feature has very quick generation, compared to other feature vectors. In addition, Bag-of-words measures the repetition of the words in the bag and retrieves the data similar to the query data. Also, it removes the conjunction words and the remaining words are named as keywords. These keywords are used as the query text and it compared to the proposed dictionary learning. Then, retrieves the text and image related to the keywords based on Minkowski distance measure. Finally, the experimental outcome shows that the proposed approach delivers better performance in terms of Mean Average Precision (MAP) value, retrieval efficiency, precision and recall. The proposed methodology improved the MAP value up to 0.24-0.20 compared to the existing methods.
Introduction
In recent decades, the information contents such as text, video and audio are easily generated by everyone, due to the development of internet techniques and digital capturing system [1] . So, the search for the required data in the large stored data, increases the difficulty and consumes more time [2] . At the same time, the number of digital images per day is also growing exponentially at an alarming rate, with the help of digital cameras or other devices [3] . To overcome these difficulties, most of the researchers focus on the retrieval of information such as, text retrieval, image retrieval, video retrieval and audio retrieval [4, 5] . For instance, content based image retrieval and text based image retrieval systems are used to retrieve the images from the database based on the query image or query text, which are processed by the similarity measurement [6] . These traditional image retrieval systems are based on the images with manual text annotation, and it is a keyword search, which consumes more manpower and resource materials. To avoid these difficulties, a new technology field is introduced named as CMR technology [7, 8] .
CMR technology retrieves the various media data such as text, audio, image and video by using a single query. Lots of methods are available in the CMR system such as feature extraction, indexing, similarity measure, etc., for retrieving the relevant data based on user query [9] [10] [11] . In this experimental research, CMR system is performed on the reputed dataset: Wikipedia database. The proposed methodology contains six phases such as, data Experimental results on Wikipedia dataset shows good retrieval performance in terms of MAP, precision and recall compared to other existing approaches in CMR system. This paper is composed as follows. Section II presents a broad survey of several recent papers on CMR strategies. In section III, Minkowski distance measure based dictionary learning is presented for effective CMR. In Section IV, comparative analysis is done for proposed and exiting methodologies. The conclusion is made in Section V.
Literature review
Several techniques are suggested by researchers in CMR system. In this scenario, a brief evaluation of some important contributions to the existing literatures is presented.
B. Jiang, J. Yang, Z. Lv, K. Tian, Q. Meng, and Y. Yan, [12] proposed a new approach named as deep learning for retrieving the relevant cross media (text and image). The proposed methodology concentrated on two phases such as feature extraction and distance detection. After obtaining the feature information, author sorts and eliminates the unnecessary feature vectors. The experimental research was performed on publicly available datasets (i.e. Wiki text image and NUSWIDE dataset) to validate its retrieval accuracy in terms of F-measure, precision and recall. In a few cases, the proposed method was not efficient in large scale database and also not robust in content interpretation of multimedia documents.
L. Huang, and Y. Peng, [13] addressed the problem of unified descriptive representation by proposing a new approach, fine grained correlation for CMR. The proposed approach initially constructed an entity level with fine-grained semantics between low-level features and high-level concepts. Then, by reducing the distance between media contents, a positive correlation entity level was achieved. The experimental outcome confirmed that the proposed methodology was more significant than existing approaches by means of retrieval rate. Whereas, the correlation between the entity levels were not fully exploited and also provide inefficient results for lower amount of data.
J. Yan, H. Zhang, J. Sun, Q. Wang, P. Guo, L. Meng, W. Wan, and X. Dong, [14] illustrated a new methodology named as joint graph regularization based CMR for addressing the problems of intra and inter modality similarities. In this literature, the proposed approach learns dissimilar projection matrices based on the intra and inter modality similarities for retrieving the different tasks. Extensive experiments were conducted and the efficiency of the proposed method was verified using Wikipedia, pascal sentence, INRIA-web search datasets. The complexity of the frame work is increased by considering both inter and intra modal similarities in a united frame work H. Zhang, Y. Liu, and Z. Ma, [15] proposed a new CMR approach for multimedia data (image and audio) using the kernel based approach. At first, the samples of multimedia data were mapped into isomorphic feature sub-space and then extracts the features of multimedia data using linear regression approach. Using the extracted features, the semantic gap between the audio and images were calculated. The experimental outcome confirmed that the proposed methodology was more significant than existing approaches by means of recognition rate. The proposed approach was only applicable for datasets were written in well-organized language. Otherwise, it leads to inconsistency with realistic applications.
L. Xie, P. Pan, and Y. Lu, [16] combined the both latent and manifest combinative cross-modal semantic generation mode methodologies for constructing semantic correlation for CMR. The experimental research was performed on publicly available datasets (i.e. MIR Flickr show and Wikipedia featured articles) to validate its retrieval 
Proposed approach
Multi-media retrieval plays a crucial role in bigdata usage. Existing researches focused only on single media retrieval. Whereas, the representation of media-type is inconsistent, so a new retrieval system: CMR system is developed. In order to further improve the retrieval efficiency in CMR system, a new dictionary learning methodology was proposed. The proposed CMR system consists of six steps such as, data acquisition, pre-processing, feature extraction, similarity measure, dictionary learning and testing phase. A general block diagram of CMR system is represented in the Fig. 1 . The brief description about the proposed methodology is presented below.
Data acquisition and pre-processing
In the initial stage of CMR system, the media data (image and text) are taken from the standard benchmark datasets Wikipedia dataset, which is publicly available. Check the following link for Wikipedia dataset. "http://www.svcl.ucsd.edu/projects/crossmodal/" It is the most widely used datasets for CMR system, which is based on Wikipedia "featured articles", a continually updated article collection. There are totally 29 categories in "featured articles", but only 10 most populated ones are actually considered. Each featured article is divided into numerous sections based on its headings, and this database is finally generated as a set of 2,866 image and text pairs. The sample data collection of Wikipedia dataset is represented in the Fig. 2 . The acquired media data (image and text) in Wikipedia dataset are separated, after separating the image and text data, feature extraction is performed. 
Feature extraction
In this research methodology, the feature extraction is performed on the pre-processed data (text and image). Feature extraction is defined as the action of mapping the data from data space to the feature space. In this scenario, the normalized histogram colour feature is utilized for extracting the features from the images and the Bag-of-words methodology is utilized for extracting the features from the text.
Normalized histogram colour feature
The Normalized histogram colour feature is a commonly used feature extraction method in image retrieval. It is very popular, because color histograms are computationally effective to compute. In this experimental research, all the images are scaled to 256 × 256 in the both height and width. So, there will be 256 different bins of colours, then take a summation of these colour bins and find the standard deviation and mean for the values. The general formula for finding the mean and standard deviation represented in the Eqs. (1) and (2).
Where, is represented as the colour value of the − ℎ image pixel from the − ℎ channel, is specified as the number of pixels in the image, is denoted as the average value of the − ℎ channel.
Bag-of-words
Bag-of-words is the simplified representation of sentence or words, mostly utilized in the information retrieval system. Bag-of-words considers text as the bag, which contains words irrespective of the grammar and order of words, also it measures the repetition of the words. These texts are used to retrieve the data similar to the query data. Bag-ofwords removes the conjunction words in the text and it considers remaining words as the keywords. These keywords are used as the query text and it compared to the dictionary. Then, it retrieves the text and image related to the keywords based on Minkowski distance measure.
Similarity measure
After extracting the features from the normalized histogram colour feature and bag-of-words, extracted features are converted into row vector called template that consist of media data (image and text) features. These extracted features are stored in the dictionary based learning. Similarly, the corresponding media data (image and text) to be tested for its retrieval is also converted into a template. Then, the tested data template is matched with the dictionary to retrieve the relevant media data based on user query.
Minkowski distance
The Minkowski distance is defined as the distance between two points in a normed vector space. The general formula for Minkowski distance is denoted in the Eq. (3).  When = 1, the distance is known as Manhattan distance  When = 2, the distance is known as Euclidean distance.
Euclidean distance
The Euclidean distance is used to determine whether the two templates are matching or not and it calculates the distance between the features in the two templates. The Euclidean distance between the two templates are calculated by employing the formula given in the Eq. (4).
Where, are represented as Euclidean vectors, and n is represented as the position of the Euclidean point
Manhattan distance
Manhattan distance is also called as 1 Distance or Manhattan length, If = ( 1, 1) and = ( 2, 2) are the two points, then the Manhattan distance between u and v is calculated by using the formula (5).
In case, instead of two dimensions, if the points have -dimensions such as = ( 1, 2 … . , ) 
(6)
The distance between the two points on a grid is based on the horizontal and vertical path. The Manhattan distance is the simple sum of the vertical and horizontal components. Whereas, the diagonal distance is calculated by employing Pythagorean Theorem.
Proposed dictionary learning
After extracting the features from normalized histogram colour feature and bag of words. The extracted feature values are transformed into row vectors, which is named as template. These extracted feature vectors/templates are stored in the dictionary based learning. Then, the tested image or text is matched with dictionary based learning in order to retrieve the relevant image or text. The proposed dictionary based learning contains two types of dictionaries such as, T2I and I2T dictionary. In T2I dictionary, the text data are considered as index and the image data are denoted as collection of values. Here, the similar image features are learned as values for an individual text. On the other hand, in T2I dictionary, the text data are denoted as index and the image data are represented as values. Then, the similar text features are learned as values for an individual image.
While testing an individual image or text, corresponding top images or text is retrieved by using the similarity measure: minkowski distance. The experimental validation of the proposed methodology is determined in the upcoming section.
Experimental outcome
For experimental simulation, Net-Beans (version 6.2) was employed on PC with 3.2 GHz with i5 processor. In order to estimate the efficiency of proposed algorithm, the performance of the proposed method was compared with Adaptive Heterogeneous Similarity Measure (AHSM) [19] , Accumulated Reconstruction Error Vector (AREV) [18] , Semantic Matching (SM), Correlation Matching (CM), Semantic Correlation Matching (SCM) [17] , deep learning [12] , and Distance-Preserving Entity Projections (DPEP) [13] on the reputed dataset (Wikipedia dataset). Theoretical explanation about the existing methodologies are described below, N. Rasiwasia, J. Costa Pereira, E. Coviello, G. Doyle, G.R. Lanckriet, R. Levy, and N. Vasconcelos, [17] proposed cross-modal matching algorithms like CM, SM and SCM with an effective feature extraction methodology: Scale Invariant Feature Transform (SIFT) for retrieving the cross model documents. Finally, the correlation between the components were learned with canonical correlation analysis. Correspondingly, K. Liu, S. Wei, Y. Zhao, Z. Zhu, Y. Wei, and C. Xu, [18] proposed a new semantic representation methodology named as AREV for retrieving the relevant media data based on user query. Instead of directly learning correlation relationship among media data, the developed methodology shared original feature space among media types.
X. Zhai, Y. Peng, and J. Xiao, [19] proposed a new cross-media similarity measure (AHSM), which considers the both inter and intra-media correlation. Inter media correlation concentrates on negative and positive correlations between the dissimilar media types and intra media correlation concentrates on semantic category data within each media. For mining the intra-media correlation, heterogeneous similarity measure was developed with nearest neighbours. This measure computes the probability for two media objects, which belongs to the similar semantic category. For mining the inter-media correlation, a correlation propagation methodology was developed to deal with negative and positive correlation between the media objects of dissimilar media types.
Performance measure
The relationship between the input and output variables of a system understand by employing the suitable performance metrics like precision and recall. The general formula for calculating the precision and recall of CMR system is given in the Eqs. (7) and (8).
= + × 100
Where, is represented as true positive, is denoted as false negative, is represented as true negative and is stated as false negative. MAP is the measure of statistical variability and a description of random errors. The general formula of MAP for determining CMR system is given in the Eq. (9) . 
Where, is represented as the number of queries.
Quantitative analysis
In this experimental analysis, Wikipedia dataset is assessed for comparing the performance evaluation of existing methods and the proposed scheme. In Table 1 , the MAP value of the proposed and existing methodologies is compared for both the image and text query. The average MAP value of existing methods (CM [17] , SM [17] , SCM [17] , AREV [18] , and DPEP [13] In addition, the retrieval efficiency of the proposed and existing methodologies is compared for both the image and text query, which is stated in the Table 2 . The retrieval efficiency of existing methods (CM [17] , SM [17] , SCM [17] , AREV [18] , and deep learning [12] ) in image query delivers 20.82s, 22.42s, 22.71s, 30.99s and 20.12s. The proposed approach delivers 8.34s of retrieval efficiency in image query. Correspondingly, the retrieval efficiency of existing methods in text query delivers 21.09s, 23.5s, 22.85s, 31.31s and 20.88s. The proposed approach delivers 12.3s of retrieval efficiency in text query. The graphical representation of retrieval efficiency evaluation of existing and proposed method is represented in the Fig. 4 . Table 2 clearly shows that the proposed approach improves the retrieval efficiency in the CMR system upto 10seconds compared to the existing methods in the Wikipedia dataset. Here, the proposed approach determines the non-linear characteristics of the data and preserves quantitative relationships between the low level and high level features. The evaluation metrics confirms that the proposed scheme performs significantly in CMR system compared to previous methods by means of retrieval efficiency and MAP.
The Figs. 5 and 6 shows the graphical representation of image query and text query for the value of precision vs recall. The precision value is measured with the gradual increase in the recall value. In image query, the higher precision value is obtained as 0.562, when the recall value is set as 0.1. Likewise, in text query, the higher precision value is obtained as 0.623, when the recall value is set as 0.3. Compared to the existing study, the proposed approach shows better result by means of precision vs recall.
Discussion about proposed methodology
The proposed dictionary learning consists of two types of dictionaries such as, T2I and I2T dictionary. In this dictionary learning, each individual text or image data is tested by using minkowski distance measure. This action effectively increases the matched pairs and dramatically reduces the unmatched pairs of media data. The effectiveness of the proposed methodology is shown in the Tables 1 and  2 . The proposed system achieves better retrieval rate compared to the existing approaches by means of MAP value, retrieval efficiency, precision and recall. The proposed approach has additional advantages like improving the retrieval accuracy by reducing the quantization error and delivers an effective outcome in both CMR and single media retrieval systems. 
Conclusion
CMR system is utilized for classifying the documents to obtain different media result based on user search. In this experimental research, normalized histogram colour feature and bag-ofwords methods are under-taken for image and text feature extraction. Bag-of-words methodology measures the repetition of the words, also it removes the unwanted conjunction words and the remaining words are considered as keywords. These keywords are considered as the query text for retrieving the related image or text based on proposed dictionary learning using minkowski distance measure. This experimental research is verified on a publicly available database: Wikipedia dataset shows the superiority of the proposed approach. Compared to other obtainable approaches in CMR system, the proposed methodology showed 0.24-0.20 of enhancement in MAP value than the existing methods. In future work, a new combination of features will be developed with an adaptive distance measure for further improving the retrieval efficiency.
