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Quantitative criteria for the matching of simulations with experimental HREM images M.J. H00FFtch(1) and W.M. Stobbs (2) (1) CECM-CNRS, 15 Abstract. 2014 We propose a quantitative way of distinguishing between proposed structural models by the comparison of simulations with experimental high resolution images. The comparison is divided into three parts : the comparison of the mean intensity, the contrast and the pattern. We define a cross-correlation coefficient for the assessment of the differences in pattern. The effect of noise is characterised and it is shown that the cross-correlation chosen responds linearly to errors in the simulation parameters. This is shown theoretically by Fourier analysis of the image and by using simulations. From this analysis it is shown that an iterative method can be used to determine the values of several of the parameters in combination. 1. Introduction.
The determination of structure from HRTEM images is usually based on a comparison with simulated images. The reason is that even assuming that the microscope is modelled perfectly, the dynamical scattering of the electrons, non-linear contributions to the image and the phase shifts introduced by the lens remove the direct link between the form of the image and the structure of the material in question. Therefore, to determine structure quantitatively, we need objective criteria for judging how well a simulation fits the experimental data. This involves, in particular, the characterisation of the effect of noise on the matching process and the influence of uncertainties in the experimental parameters. It is our aim to establish such criteria, thus making it possible to judge quantitatively the structural models upon which the simulations were based. Typical applications would be for the determination of the structure and composition of a precipitate, the structure of a grain boundary or the variation in composition across an interface.
For specific materials and imaging conditions attempts have been made to extract quantitative data whilst at the same time avoiding the direct comparison of simulations with experimental images. For example, variations in image contrast across an interface between III-V semiconductors at [100] projection have been analysed quantitatively and related to the structure, i.e., compositional variations [1, 2] ; the displacement of the positions of dots in the image have been measured and interpreted in terms of compositional variations across strained semi-conductor interfaces [3] . Justification for these methods however needed to be given in terms of image simulations where the structure was known.
An approach based on the comparison of simulations and experimental images is more general as no direct relation between the image contrast and the structure need be assumed. Suppose that we are trying to differentiate between two structural models, 'A and 'B', one of which is correct. A set of simulations for both models, using best estimates for the imaging conditions, would be compared with the experimental images using a statistical measure. Neither set of simulations would resemble the experimental image exactly, even those for the correct structural model, because of the presence of noise and because of uncertainties over the experimental conditions (thickness, defocus, beam tilt, etc.). Study of the effect of experimental uncertainties on the simulations would then determine whether the level of mismatch was reasonable or not. If one of the simulation sets could be shown to be unreasonably dissimilar to the experimental images then the corresponding model for the structure could be eliminated.
Our investigation will have particular relevance to least squares fitting procedures used to determine structure (e.g., [4] ). We will show, for example, that errors in the parameters used to model the microscope can be characterised in terms of linear changes in the matching criterion that we use. This result will provide the justification for iterative matching procedures, used previously for determining thickness and defocus [5] , and here, extended to include microscope misalignments.
In [7] , has shown that there can be serious difficulties with simulating the exit wavefunction for non-perfect crystals. There are many other experimental factors that are difficult to include in simulation procedures, namely, the effect of inelastic scattering, amorphous contamination, absorption and the effects of specimen damage. Because we shall be using standard simulations throughout these problems will not be dealt with explicitly. It is however essential to keep them in mind. For the matching process to be useful we must understand how the criteria suggested will be affected not only by the values of the basic microscope and specimen parameters upon which the imaging depends but also by the various misalignments possible as well as by the presence of noise. We first examine how an image is affected by noise.
As has already been mentioned, the presence of noise will prevent a perfect match between an experimental image and its simulation even when using the correct structural model and imaging parameters. What then is the effect of random noise on 0? As a preliminary first step it is sensible to consider the angle between two pictures which are identical except that one has some noise superimposed onto it. If n signifies the noise then If we assume that there is no correlation between the signal, x, and the noise, n, then (xn) = 0 and u(x + n) = 03C32(x) + 03C32(n). The equation then simplifies to: This is the same result as given by Frank [8] where the noise to signal ratio is defined as the ratio of 03C3(n) to o,(x).
The corresponding value for 0 can be calculated from this result if the level of noise is much lower than the image contrast. Then, from equation (9), we find that By comparison with equation (6) where po is the value of p in the absence of noise. There will therefore be a systematic error in the measurement of p as it will be reduced by a factor depending on the level of the noise and only weakly on the contrast of the underlying signal.
If 03B80 is the angle corresponding to po, the effect on 9 can be calculated for small angles by expanding the multiplying factor:
To simplify, we will define On as:
By comparison with equation (6) we see that in the presence of noise :
Experimentally it is easy to measure the standard deviation of the noise and therefore the expected mismatch due to noise is simple to calculate. The relationship also allows an assessment of the balance between the gains to be had on averaging and the consequent loss of spatial resolution in a given structural determination.
Computer simulations of the image of a convenient model structure can be used to test some of the results. Figure 1 shows a simulated image of [001] Al03Ga07As perfect crystal (unit cell size of 0.565 nm by 0.565 nm in projection), 14 nm thick, at a defocus of -128 nm, which has had some noise added to it. The multi-slice programme used was developed by G.J. Wood from the more basic calculations of Maclagan et aL [9] and the imaging of the exit wavefunction was simulated using routines within SEMPER [10] . The An image due to 10 nm of amorphous material having the same composition as the crystal was simulated using a recently developed procedure [11] . The mean intensity was then subtracted to produce "noise" having a mean of zero. This image was added incoherently to the image of the perfect crystal. A better way to simulate the effect of a contamination layer is to complete a full multi-slice calculation which propagates the electron wave through the amorphous layer and then through the crystal [11] but here the aim is to analyse the effect of noise which is completely uncorrelated with the image of the crystal. figure 2 . Figure 3 shows the comparison of a simulation of a particular thickness representing the "experimental" image with all the others, beginning with the thinnest on the left and the thickest (27 nm) on the right. The figure 4b and figure 4c for defoci of -92 nm and -56 nm respectively.
At most places the change in sensitivity with thickness can be treated as a second order effect on the expected angle of mismatch. For the case examined here it seems that errors in thickness are well characterised and can be directly related to an uncertainty in the overall correlation. For other circumstances it would be a relatively simple task to verify the behaviour, as has been done here.
It should incidentally be noted that the curves in figure 3 are not smooth: there are places, other than those at zero 0, where there is a sharp change in gradient. These kinks are due to the manner in which the images are compared. Because it would be impossible to know the correct relative displacement of a simulation and the experimental image (for example, in relation to which position in the image corresponds to a column of gallium atoms) the two images are compared over all possible relative displacements. The value for the mismatch is taken as the minimum possible value of the correlation angle for whatever relative displacement this happens to be. The kinks in the curves in figure 3 occur where the position of minimum mismatch switches abruptly from one position to another. It will be assumed throughout that the relative position of simulation and experiment is unknown and the minimum mismatch is the one that will be presented. 4 .2 THE EFFECT OF BEAM TILT. - Figure 5 shows the effect of tilt on the image at a thickness of 25 unit cells (14 nm) and at a defocus of -128 nm. (The bottom right of the figure corresponds to 2 mrad of tilt in the horizontal, or x-direction, and top left to 2 mrad in the vertical, or ydirection.) For up to 1 mrad of beam tilt the mismatch angle increases uniformly and seems to be independent of the direction of the misalignment as is shown more clearly in figure 5b. We have investigated other defoci and found that this to be generally the case. Figure 6 shows the the correlation between the aligned image and the misaligned images for a set of simulations for a thickness of 14 nm and at a defocus of -128 nm. The behaviour of the correlation angle depends strongly on the direction of the astigmatism. Along one of the major axes the angle behaves linearly, as can be seen in figure 6b where 03B8 is plotted along the horizontal axis. Away from the major axes, however, the angle rises quickly to a peak and then decays. This is shown in figure 6b where 03B8 has also been plotted for the astigmatism in a direction Tr/4 rad to the major axes. It seems that in order to characterise the effect of astigmatism the sensitivity of 03B8 needs to be defined along a principal axe and at 45° to it. It is anticipated that the presence and appropriate direction should be apparent from the amorphous carbon. If the level of astigmatism present is small (less than about five or six nanometre) and its direction is known, the astigmatism is well characterised by an angle of sensitivity. [12] The approximate independence of 0 to the direction of the beam tilt can also be explained. For the special case of AlGaAs the x-axis and y-axis are equivalent, therefore, in the absence of beam tilt or crystal tilt, the Fourier components in the two directions will be identical. When beam tilt is introduced for any pair of beams, gi and g2 at ninety degrees to each other, the total effect will be such that:
THE EFFECTS OF ASTIGMATISM. -

THE EFFECTS OF CRYSTAL
which is independent of tilt direction. When the effect on the envelope factors due to beam divergence and focal spread becomes important this result is likely not to hold, as is seen for high angles of tilt. A similar treatment can be carried out for crystal tilt. We expect that this would be the case for any material with four fold symmetry in projection. 6 . Dealing with errors in more than one parameter. 6 .1 How TO ESTIMATE THE TOTAL MISMATCH. - In all the preceeding analysis we have implicitly assumed that there is an error in only one of the simulation parameters. To develop a realistic criterion for determining whether a simulation is too dissimilar to the experimental image for the structural model to be correct, we need to estimate the total mismatch expected due to errors in many parameters. We can gain insight into this problem using Fourier analysis. If there are errors in just two parameters that affect different components x, and X2, then, according to equation (23): where 81 and 82 are the angles due to changes in the respective individual parameters. This would be the case for errors in thickness and beam tilt, for example. Thickness will only change the amplitude of the Fourier components of the image whereas beam tilt will only affect the phase, to a first approximation. The two effects are therefore independent and equation (33) will apply. We have found this to the case for small beam tilts. In general, though, the effects are not independent so we propose that the total mismatch will be less than the sum of the angles for the individual parameter errors. Again, this cannot be proved analytically but seems reasonable given the form of equation (23). 6.2 THE ITERATIVE METHOD FOR THE ASSESSMENT OF THE VALUE OF SEVERAL PARAME-TERS. -There is another approach to dealing with multiple parameter errors and this is to find the exact imaging parameters. In this context, we propose the use of an iterative method which can simultaneously minimise the uncertainty in six parameters these being the thickness, defocus, beam tilt (in the two directions) and astigmatism (in the two directions). This scheme has been used successfully for an experimental focal series of [001] Al03Ga07As images [7] and a similar iterative scheme has been shown to work experimentally for determinations of thickness and defocus [5] . This approach to determining the experimental parameters and, more importantly, the exit wavefunction, is an alternative to the wavefunction reconstruction methods [14, 15] as it deals more directly with the experimental problems such as microscope misalignment, specimen misorientation and the presence of noise due to amorphous layers of contamination. Structural models are, however, necessary: the exit wavefunction cannot be determined independently of simulations of the electron-specimen interaction (via multislice calculations etc.).
We have investigated various iterative methods of determining the generating parameters using a simulation as the "experimental" picture. We shall describe one which works quite well. For AlGaAs and the microscope performance considered here we have found that sensible convergence of an iterative approach can be obtained when the "experimental" picture is less than 28 nm thick, the defocus is within a known range 50 nm wide, the beam tilt is less then 2 mrad, and the astigmatism is less than 20 nm while all the other parameters are taken to be known exactly. To begin with, simulations covering the possible values of thickness and defocus are generated and compared with the "experimental" picture. (1.5,6 )nm as the "experimental" image, the iterative routine produces a value of 0=0.08 rad for a simulation with thickness 8.5 nm, defocus -118 nm, beam tilt (0.6,0.8)mrad and astigmatism (1,7.5)nm after only four cycles. When it does fail, in that the match finds a local rather than a global optimum, the mismatch is then large enough to make it obvious (0 &#x3E;0.3 rad). In order to do better it is usually sufficient to change the order in which the parameters are looked at and begin again. Sometimes also the beam tilt can get caught in the wrong quadrant (referring to its angular position in the diffraction pattern) in which case artificially moving to another one usually helps.
It should be noted that the sampling density used can be justified very simply. The sensitivity of 0 to each of the parameters explored, for the example given, are shown in table I. It can be seen that the changes in 0 from point to point in parameter space are roughly equal for all the différent parameters. As a general comment, the method seems to work well because of the monotonic effect of the parameters on the correlation angle 0. Equally importantly, it is that effects of beam tilt and astigmatism are fairly independent of the thickness and defocus which allows them to be dealt with successively, the thickness and defocus having been optimised simultaneously because of their strong interaction. 7 . The possibility of measuring the aluminium concentration in AlxGa1-xAs. The only contributions are due to differences in contrast and pattern. Figure 9a shows the values obtained for 0, which now represents the degree to which chemistry affects the pattern for each thickness and defocus, and figure 9b shows the modulus of the difference in contrast. In equation (34), however, the term concerning the pattern was multiplied by the product of the contrast of the two images. The differences in contrast shown in figure 9b were therefore normalised with respect to 03C3AlAs03C3GaAs so that a fair comparison could be made with the values of 0.
It can be seen that for thicknesses lower than about 20 nm, differences in pattern contribute more to the root mean squared difference, 8, than differences in contrast. However, for thicknesses greater than 20 nm differences in contrast become much more important.
The sensitivity of the image to the aluminium content is not however the only factor: the image sensitivity must be compared with the uncertainties introduced by the incomplete knowledge of the remaining simulation parameters. If a region which is highly sensitive to the aluminium content is also highly sensitive to changes in thickness, the accuracy of any measurement could be severely compromised by any small error in the value of thickness used in the simulations. In the previous section the means of Previously HREM image analysis has concentrated almost entirely on the pattern of the images. It has been shown that a complete analysis considers differences in the mean intensity and contrast; for the case studied it was even shown that the contrast could be the aspect of the image most responsive to changes in structure. There is, however, a more important reason for basing the analysis on the root mean squared difference. It is that, here, we have only considered simulations. The effects of surface layers of contamination or damaged material and inelastic scattering have not been included. These aspects can have important consequences when real experimental images are compared with simulations [7] . If large differences in the absolute values of the image intensities remain, there must be doubt in the validity of a comparison based only on the consideration of the patterns of the simulated and experimental images.
