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ABSTRACT
This dissertation investigates several innovative approaches to evolutionary optimization
that are relevant to numerous applications in astronautical engineering. The challenges
and shortfalls associated with evolutionary algorithms are translated into three overarching
goals that directly motivate the research and innovations of this dissertation. The first goal
is to investigate and employ techniques that enable evolutionary algorithms to effectively
handle constraints in a way that allows for feasible solutions to constrained optimization
problems. The second goal is to improve computation times and efficiencies associated
with evolutionary algorithms. The last goal is to enhance the evolutionary algorithm’s
robustness and ability to consistently find accurate solutions within a finite number of
iterations. Novel techniques involving the application of unscented sampling, parallel
computation, and various forms of exact penalty functions are developed and applied to
both genetic algorithms and evolution strategies to achieve these goals. The results of this
research offer a promising new set of modified evolutionary algorithms that outperform
state-of-the-art techniques on a number of challenging multimodal optimization problems.
In addition, these new methods are shown to be very effective in solving a minimum-
propellant lunar lander optimal control problem, representing a class of problems that are
historically difficult to solve using evolutionary algorithms.
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Executive Summary
The overarching goal of this dissertation is to investigate evolutionary optimization tech-
niques and improve them through the use of parallel computation and unscented sampling.
Evolutionary algorithms are selected as the focus area of this research due to their compat-
ibility with parallel computation coupled with other unique characteristics that prove to be
beneficial when addressing several challenges faced by many gradient-based optimization
algorithms. These characteristics include the potential to work in discontinuous spaces, the
ability to work with non-differentiable search domains and the capability to address black
box optimization problems. Evolutionary algorithms represent a subset of Markov Chain
Monte Carlo techniques that include both genetic algorithms (GAs) and evolution strategies
(ESs), where stochastic processes are utilized to explore search domains. This dissertation
begins with a discussion of relevant, real-world applications of optimization and optimal
control within astronautical engineering. In conjunction with this, a number of numerical
optimization and optimal control techniques are reviewed. The key challenges associated
with evolutionary algorithms are identified and translated into three overarching goals to
be addressed by this dissertation. The first goal is to investigate and employ techniques
that enable evolutionary algorithms to effectively handle constraints in a way that allows
for feasible solutions to constrained optimization problems. The second goal is to improve
computation times and efficiencies associated with evolutionary algorithms. The last goal is
to enhance the evolutionary algorithm’s robustness and ability to consistently find accurate
solutions within a finite number of iterations. With these overarching goals defined, the
remainder of this work focuses on addressing them through innovative modifications to
various forms of GAs and ESs. The following list offers the reader a high-level summary
of the notable contributions and innovations that have stemmed from this research.
Parallel Reusable Launch Vehicle (RLV) Landing Footprint Determination
An application of parallel computation is used to rapidly generate RLV landing footprints.
This study is included in this dissertation to illustrate the potential benefits associated
with parallel computation, a technique that is used throughout this dissertation. While the
parallel computing aspects of this study are not necessarily novel or unique, this specific
application has not been documented in literature or fully explored to this extent. Further-
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more, the insights of appropriately balancing computational workload coupled with parallel
processing memory architectures are useful in the context of this real-world engineering
optimal control problem and are leveraged throughout this dissertation. It must be noted that
workload balancing and memory architecture studies have been done extensively, however,
it is unique to study them through the lens of an RLV optimal control engineering appli-
cation. This work has been presented and published for the 2015 American Astronautical
Society (AAS)/American Institute of Aeronautics and Astronautics (AIAA) Astrodynamics
Specialist Conference in Vail, Colorado [1].
Parallel GA Exact Penalty Function Analysis
To address the first goal of effective constraint handling, a unique set of trade studies are
used to explore the performance of exact penalty functions within the context of parallel
GAs. It is discovered that the exact penalty functions, though not as frequently applied in
GAs, seem to produce better results when compared to inexact forms of penalty functions.
This is worthwhile to note, given that evolutionary algorithms do not require continuously
differentiable functions and therefore are able to work with exact penalty functions.
Parallel GA Type and Optimal Control Trade Study
In order to address all three goals as they relate to GAs, six different parallel GA types
are studied as they apply to a lunar lander optimal control problem using exact penalty
methods. Trades are conducted on parameters that adapt the parallel architecture of these
various GA types. It is shown that parallel processing not only improves accuracy and
convergence speed, but also significantly improves algorithm robustness by reducing the
algorithm sensitivity to optimally tuned user-defined parameters. This work has been
presented and published for the 2016 AAS/AIAA Spaceflight Mechanics Conference in
Napa, California [2].
Dynamic Gaussian-Based Real-Coded GA (RCGA) Crossover Operators
In an attempt to further improve algorithm accuracy and efficiency, two new Gaussian-
based dynamic covariance crossover operators are introduced. The dynamic truncated
Gaussian crossover (DTGX) operator and dynamic Gaussian crossover (DGX) operator are
developed and investigated as part of a unique study of parallel RCGAs as they apply to
optimal control [2]. These new operators are created to introduce several characteristics
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that are not typically found in RCGA crossover operators. More specifically, they utilize
Gaussian distributions in a way that favors solutions with better objective function values
and have the ability to vary the search resolution by changing the distribution covariance
over time. These new crossover operators achieve similar performance when compared to
state-of-the-art RCGA crossover operators. This exercise proves to be valuable given that
it provides useful insights and lessons that help lead to the introduction of an unscented
RCGA.
Unscented Sampling In RCGAs
A new form of RCGA is introduced that utilizes deterministic sampling within a crossover
operator. This unscented RCGA proves to be a critical stepping stone for the development of
the various ESs that utilize unscented sampling techniques. It is empirically demonstrated
that this new form of unscented RCGA is able to achieve very accurate results (within
1.9 × 10−3% of the known optimal solution) in solving a lunar lander optimal control
problem when run on multiple processors in a parallel island architecture. This technique is
shown to help address the goals of improving computational speed and solution accuracy.
It will be seen that this idea of an unscented RCGA is still very much in its infancy, and
several new ideas are proposed in the last chapter that may further improve this algorithm.
Unscented Sampling In ESs
ESs prove to be a more natural fit for the application of unscented sampling when compared
to standard RCGAs. With this, a transition is made and the idea of unscented sampling
is applied to the construct of an ES. Initially, a fairly simple ES is developed by building
upon the idea of the DGX crossover operator that was introduced in Chapter 4. The
unscented simulated annealing evolution strategy (USA-ES) and Gauss-Hermite simulated
annealing evolution strategy (GHSA-ES) are both created by applying a DGX-inspired
mutation operator that uses unscented sampling within the general construct of an ES.
Empirical analysis shows that this new algorithm obtains enhanced performance in terms
of accuracy and computational time when compared with a similar ES that utilizes Monte
Carlo sampling. Both third-order unscented sigma points and higher order sparse Gauss-
Hermite points are used within this algorithm construct. These new unscented ESs are able
to consistently find globally optimal solutions on the majority of the highly multimodal
benchmark test problems, even as the problem dimension is increased. These new ESs that
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use deterministically chosen points are shown to outperform the state-of-the-art covariance
matrix adaptation evolution strategy (CMA-ES) by consistently finding globally optimal
solutions with lower numbers of required function evaluations. It must also be noted that
a parallel island implementation of this new USA-ES is developed and applied to the lunar
lander problem as another unique contribution and proof of concept. All of these results
indicate that this contribution may prove to be a very useful in addressing all of the goals
regarding evolutionary algorithms. A portion of this work has been presented and published
for the 2016 AAS/AIAA Spaceflight Mechanics Conference in Napa, California [3].
Unscented Sampling In The Natural Evolution Strategy (NES)
The sophistication and performance of utilizing unscented sampling within the context of
an ES is further increased by integrating this idea into the state-of-the-art NES. This allows
for the full utilization of the unscented abscissas where both the nodes and the associated
weights are used to evolve both the distribution mean, and the distribution covariance. This
is a major, unique contribution that has shown great promise in solving the challenging set
of benchmark problems from literature. Empirical results indicate that this new unscented
exponential natural evolution strategy (uxNES) is able to find globally optimal solutions for
many of the multimodal problems where many of the other methods fail. Lastly, this new
uxNES produces near-optimal, feasible results for a lunar lander problem much faster than
other evolutionary methods investigated without the use of parallel processing. A summary
paper of this work has been submitted for publication and will be presented at the AIAA
Space 2016 Conference in Long Beach, CA [4].
uxNES Global Optimization Algorithm
To further address the last goal of consistently finding sufficiently accurate solutions within a
finite number of iterations, this newuxNES algorithm is integrated into a global optimization
scheme using the concepts of a reigning optimal and fitness scaling to further enhance the
capabilities of the uxNES. The method quickly eliminates locally optimal points that are
equivalent to, or worse than, the reigning optimal solution through the use of exact penalty
techniques. The new global optimizer proves to enhance solution quality on the more
challenging problems considered in this study. This is a unique contribution in and of itself
that produces promising empirical results warranting further research and development.
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In addition to the listed contributions several literature reviews and concept overviews are
presented throughout this dissertation. Prior to applying parallel computation to the various
algorithms in this work, the various techniques and associated computational hardware
typically used for parallel computing are reviewed. In addition, an extensive literature review
of GAs is presented before the unique studies and innovations regarding GAs are explored.
The standard binary-encoded GAs along with RCGAs are developed and presented in great
detail. A number of theoretical aspects to include various advantages and disadvantages
associated with the various types of GAs are discussed at length. Current state-of-the-art
techniques associated with several different GA types are also covered. In addition, this
literature review investigates various methods and program architectures used for running
these types of algorithms in parallel. All of this information is utilized as a foundation that
is then built upon to investigate new areas and develop new techniques associated with GAs.
As the dissertation transitions from GAs to ESs, an in-depth literature review on ESs is
presented. This review further investigates the standard techniques and operations com-
monly associated with ESs. It discusses advantages, drawbacks, and theoretical aspects
associated with various forms of these optimization algorithms. In addition, the various
state-of-the-art ESs are presented and discussed in detail. Again, this survey and summary
of findings provides the necessary information that is then built upon to produce a series of
unique contributions that improve upon the state-of-the-art in ESs.
Lastly, this dissertation concludes with a discussion of several relevant astronautical en-
gineering applications that the newly developed evolutionary algorithms are particularly
well-suited for. In addition, a number of future work ideas and proposed improvements to
the unscented RCGA and the uxNES are introduced and discussed. The major contributions
of this work are shown to directly address the overarching challenges that many evolution-
ary algorithms face. The enhanced algorithms developed in this dissertation are shown to
consistently outperform a number of state-of-the-art evolutionary algorithms in terms of
efficiency (number of function evaluations) and solution accuracy (difference in objective
function value from the known globally optimal solution) on many difficult optimization
problems from literature. In addition, they produce promising results when applied to a
lunar lander optimal control problem, indicating their potential usefulness on a number of
other real-world astronautical application problems.
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CHAPTER 1:
Optimization and Optimal Control
1.1 Introduction
Optimization and optimal control have become critical enablers to many astronautical
engineering processes and systems, as discussed throughout this chapter. This dissertation
investigates and develops several new ideas and techniques associated with evolutionary
computation that have the potential to improve the current state-of-the-art in solving various
types of optimization and optimal control problems. This research is conducted to further
understand and improve several of these evolutionary algorithms that may play a vital role
in improving current space systems and developing new ones. The focus of this work is
to improve upon the state-of-the-art genetic algorithm (GA) and evolution strategy (ES) by
addressing several overarching challenges associated with these types of algorithms. The
application of various forms of exact penalty methods coupled with parallel computation
and unscented sampling techniques are shown to enhance the performance of several forms
of evolutionary algorithms. More specifically, GAs and ESs are modified and enhanced
to directly address challenges associated with constraint handling, computational speed,
algorithm efficiency, and the ability to consistently find accurate solutions within a finite
number of iterations. These new techniques are shown to improve upon the state-of-the-
art evolutionary algorithms when applied to a set of challenging multimodal optimization
problems from literature. In addition, these new methods produce promising solutions to
a lunar lander optimal control problem indicating their usefulness and applicability to a
historically difficult class of problems.
This chapter begins by discussing some of the relevant applications of optimization and
optimal control in real-world space systems. Next, some of the numerical optimal control
and more general optimization techniques are introduced. From here, the chapter high-
lights some of the challenges associated with many mainstream optimization and optimal
control techniques. It then provides the reader with a brief introduction to the No Free
Lunch theorem as it applies to optimization algorithms. Next, a summarized list of unique
contributions is presented. Lastly, the chapter concludes with a top level summary of the
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chronological research path taken outlining the layout of the content as it is organized in the
remainder of this document.
1.2 Several Optimization Problems in Astrodynamics
There is a wide range of applications for optimization techniques spanning from developing
market forecasts in economics [1] to automatically composing jazz solos in music [2].
However, this dissertation and this section focus on a few of the many applications specific
to astronautical engineering. As academia and industry alike continue down the road of
improving efficiencies and advancing capabilities of existing and future space systems,
optimization and optimal control become increasingly important. This section introduces
several important applications of optimization and optimal control that continue to be active
areas of research within the space launch, satellite, and missile system communities.
1.2.1 Space Launch
There are many interconnected systems and design problems that can be optimized within
the realm of space launch. The optimization of launch trajectories is a challenging optimal
control problem that has been studied since the beginning of space launch [3]. Trajectory
optimization can be difficult due to the dynamic conditions encountered in the various
phases of launch due to staging, changing weather, dynamic atmospheric conditions, and
variances between expected and actual system performance [4]. While the optimization of
standard launch trajectories can be challenging, future launch system concepts are evenmore
complex due to the addition of partial or full re-usability. This requires optimal ascent and
return trajectories where there are tight tolerances on reentry due to aerodynamic heating
limitations coupled with design limitations on thermal protection systems [5]. The growing
interest in reusable launch systems will continue to push the need for increasingly sophisti-
cated optimization techniques that can enhance efficiencies and system performances under
dynamic and uncertain conditions.
The optimal design of launch systems in terms of capability and efficiency is another problem
that continues to be an active area of study [6]–[8]. This process requires the optimization
of a large number of interconnected subsystems that all need to produce outputs that lead to
a global system that can be optimized to a set of top-level metrics. The optimal design point
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for any one of the subsystems may not necessarily be the optimal design point that leads to
the best overall performance of the higher-level system. To add even more complexity to
this task, the launch systems are expected to perform over a range of payload sizes, weights,
and delivery orbits. This again results in a problem where the entire trade space of potential
solutions needs to be considered and the best solution for any given mission will likely not
be the best global solution to optimize efficiency and performance across all of the mission
requirements [9]. It can likely be inferred that trajectory optimization, while a challenging
optimization problem in and of itself, is just a small part of a larger problem. Any error, or
inefficiencies in the optimal trajectory determination can ripple through the entire system
design and can introduce even more inefficiency throughout the system. This of course is
also the case with the optimization of many other subsystems and components that make
up the launch system.
Sustaining and improving current launch systems is another area in space launch that can
likely benefit from the application of optimization techniques. By improving the optimality
of current launch trajectories, a number of derived benefits can potentially be obtained.
As an example, real-time optimal control could potentially increase system efficiencies and
confidence levels so that lower safety margins could be tolerated while still meeting the
systems expected reliability requirements. This could be anything from decreasing the
excess propellant requirements to alleviating strict launch window weather requirements
which could further improve launch flexibility [4]. This idea of enabling the reduction of
designmargins on existing systems due to optimization and optimal control could be applied
to a number of subsystems throughout the launch system, potentially reducing cost and time
associated with meeting tight design requirements and tolerances on various components.
1.2.2 Satellites and Space Vehicles
There are also numerous applications for optimal control and optimization on satellite
systems and space vehicles. Space mission design for deep-space activities is another area
of research that requires the solution of hybrid optimal control problems to find an optimal
mission design trajectory [10], [11]. A hybrid optimal control problem is one that has
both continuous and discrete decision variables. For a deep space mission, the discrete
decision variables can describe whether or not the space vehicle will perform flybys of
certain planets or asteroids to obtain gravity assists. The continuous variables can describe
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the trajectories and arcs between the various flyby maneuvers. In addition, the departure
and arrival times are continuous variables that play a major role in how the other planetary
objects and asteroids line up for a given portion of the trajectory. These problems can be
challenging due to the fact that they deal with both continuous and discrete variables where
combinations of optimization and optimal control techniques are often required to generate
near-optimal solutions.
The design of satellite constellations is another important application of optimization per-
taining to satellites. A great deal of research and effort has gone into designing satellite
constellations for various mission requirements [12], [13]. Given the expense required to
develop, build, test, and launch satellites, designing a constellation that allows for all of the
mission requirements to be met with a minimal number of satellites is a very critical task.
Constellation design is another problem that can consist of both continuous and discrete
decision variables. The number of satellites per orbit, and the number of different orbits
used for the constellation are discrete variables, while the orbital elements that describe
the properties of each orbit are continuous. Constellation design is a task that can greatly
influence the early design phases of a satellite system and can lead to significant cost savings
and efficiencies. However, like launch vehicle design, the satellite system design process
has to consider a number of factors to include aspects of the system such as: available
ground stations, downlink/uplink rates, sensor capabilities, battery life, eclipse times, ther-
mal properties, etc. [14]. Inputs from the entire design team are often needed to help define
requirements and identify trades to be optimized. In addition, mission requirements are not
always black and white, and several different missions may be desired from a single system.
In these scenarios, there are likely to be multiple objectives that need to be considered
simultaneously.
Given the limited amount of on-board resources, simple satellite maneuvers, and station-
keeping operations can be critical to the point that even the smallest amount of saved
propellant or reduction in time can be very important. While the satellites are still in
the design phase, optimization techniques can be used to help determine the placement
and type of attitude control components on a satellite. This can lead to better satellite
design configurations for the various required maneuvers and station-keeping operations
expected on a given mission. In addition to this, a number of examples can be found where
optimal control and optimization techniques have been applied to develop minimum effort
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or minimum time maneuvers for existing satellites that have already been designed and
launched [15], [16]. One great example of this is where the International Space Station
was able to completely rely on control moment gyros and gravity gradients to perform a
maneuver that had previously been done using thrusters and valuable propellant [15]. This
wasmade possible by an innovative application of optimal control that resulted in significant
cost savings for NASA [15]. There have also been interesting examples of optimal control
and optimization techniques being applied to satellites with degraded capabilities (e.g. loss
of a reaction wheel) to retain full mission capability by utilizing other on-board systems,
or forces such as solar pressure and gravity gradients [17], [18]. Lastly, there are a number
of oversubscribed satellite systems that require optimal task scheduling to maximize the
amount of science data, commercial images, etc. collected in a way that optimizes the use
of the system [19]–[22]. This idea is further discussed and developed in Chapter 8 as some
of the techniques developed in this dissertation are potentially well-suited for these types of
applications.
A number of the problems discussed in this chapter can be formulated in a way that requires
both discrete and continuous decision variables, resulting in hybrid optimization problems.
As an example, the scheduling of collections for a task-saturated commercial imaging
satellite could be formulated as a hybrid optimization problem that requires both types of
decision variables. Figure 1.1 illustrates a simple version of this problem where the green
circles represent desired targets. It can be seen that the field of view of the camera on the
satellite can trace out any number of ground tracks subject to the constraints of the satellite
system, camera pointing requirements, orbital properties, etc. For illustration purposes,
the red and black lines depict two potential paths that the satellite’s camera can take to
collect images of two different sets of targets. This can be imagined as a traveling salesman
problem with moving targets, where the route taken to cover a number of targets require the
solution to an optimal control problem. Discrete decision variables are needed to determine
whether or not a satellite takes a picture of a given target. These discrete decision variables
not only define a single collect, but an entire ordered list of collection targets over a set
time horizon. In addition to this, the trajectory that the satellite takes in terms of a slew
maneuver to take pictures of the desired targets requires the solution of an optimization
problem consisting of a number of continuous decision variables and constraints. It must
be noted that solving hybrid optimal control problems is not the standard method currently
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being used to solve satellite scheduling problems in industry, but it could be utilized in the
future with the development of appropriate optimization algorithms.
Figure 1.1. An oversubscribed commercial imaging satellite problem
Figure 1.2 illustrates one approach to solving this type of hybrid optimization problem
where a combination of evolutionary algorithms and gradient-based solvers are utilized to
find good solutions to these types of problems [10], [23]. It can be seen in Figure 1.2
that an evolutionary algorithm is applied to an outer-loop and is used to develop a discrete
set of mission objectives that meet a set of user-defined constraints, given its ability to
handle discrete variables. For each proposed set of mission objectives that the evolutionary
algorithm finds, a gradient based solver is used to determine a trajectory that meets these
objectives. This inner loop may also find that there are no possible trajectory solutions that
can satisfy the proposed set of mission objectives. The evolutionary algorithm can then be
used to propose a new set of mission objectives based on the previous results. This approach
has been applied for several different hybrid optimization problems including deep space
mission planning with multiple gravity assists [10], [11]. From this point, the inner/outer
loop technique continues to iterate until a stopping criteria is met. The gradient based
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solvers and evolutionary algorithms are further developed later in this chapter.
Figure 1.2. A multi-loop hybrid optimal control approach
1.2.3 Missile and Missile Defense
Optimization and optimal control are critical for the effectiveness of a number of current
and future missile systems. intercontinental ballistic missiles (ICBMs) face some similar
challenges to reusable launch vehicles (RLVs) such as needing to optimize trajectories with
dynamic weather and atmospheric conditions while still accounting for thermal stresses
associated with the descent phase. The location and strategic placement of permanent
missile sites as well as missile defense sites can also be an important optimization problem.
End-game maneuverability and additional range are critical for surface-to-air and air-to-air
missile effectiveness [24]. Optimizing various approach trajectories in response to the
target’s evasive maneuvers can significantly affect a given missile system’s capability and
effectiveness [25]. This creates a very challenging optimal control problem that must be
solved in real-time to adapt to dynamic conditions. Missile defense systems face similar
challenges with even faster moving targets and an increased importance on optimal selection
of missile site locations [26].
Another example where optimal control is needed stems from future missile systems being
pursued as part of the prompt global strike initiative to deliver conventional weapons
anywhere on the Earth within one hour [27]. A unique hypersonic glide trajectory is desired
for these systems for several reasons: it removes potential ambiguity from heritage nuclear
weapon delivery systems, it provides for more flexibility in avoiding overflight of third-party
countries, and to can lead to increased accuracy [27]. Many of the proposed hypersonic glide
delivery systems have challenging thermal environments that require the use of sophisticated
thermal protection systems in conjunction with advanced optimal control techniques to keep
temperatures and thermal gradients within tolerable ranges [28], [29].
7
1.3 Optimal Control Techniques and Associated Chal-
lenges
Optimal control problems can be thought of as a unique subset of optimization problems
that have an infinite number of variables [30]. The standard form of an optimal control
problem is depicted in Equation (1.1).
x¯T ∈ RNx×n u¯ ∈ RNu×n
Minimize: J
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Subject To: ˙¯x = f ( x¯, u¯, t)
h ( x¯, u¯) ≤ 0(
t0 − t(0), x¯0 − x¯(0)) = (0, 0)
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In this form there are a set of state variables x¯(t, u) ∈ RNx×n that are necessary to describe
the characteristics of the system of interest. Next, the control inputs that can be manipulated
to generate a desired response are represented by u¯(t) ∈ RNu×n. The state vector and control
vectors have Nx and Nu number of continuous variables respectively. It is important to note
that all optimal control problems must have states that are dependent on at least one control
input (directly or indirectly) so that the system states can be changed in an optimal way to
achieve a desired result. [30] The relationship between the states, controls, and time need to
be captured in the dynamics functions that describe the changing conditions of the model
˙¯x = f¯ ( x¯, u¯). Once the state and control variables along with the state dynamics have been
identified, the designer must develop a cost function that can appropriately capture the cost
or characteristic of the problem that is to be minimized. It can be observed that the Bolza
form of a cost function J[x¯(·), u¯(·), t f ] is made up of an Mayer cost component, E( x¯ f , t f ),
and a Lagrange cost component
∫ t f
t0 F ( x¯(t), u¯(t), t)dt. [31] While this form indicates a
minimization problem, any maximization problem can be converted into a minimization
problem through a simple sign change. Optimal control problems are often subject to any
number of initial conditions, x¯0, and endpoint conditions e(x f , t f ). Path constraints, h ( x¯, u¯),
8
are often added to enforce various constraints on state and control variables throughout the
horizon of the problem. Lastly, optimal control problems can take various forms where the
final time, t f , the initial time, t0, the initial state, x¯0, and the final state, x¯ f , may be free
variables, or they may be defined specifically by the problem formulation. All of this is put
together in Equation (1.1) which illustrates the Bolza form of a continuous time optimal
control problem [31].
There are several different techniques that can be used to solve these types of problems,
each with their own unique advantages and disadvantages. The various methods that have
been developed to solve optimal control problems are often categorized as either indirect
or direct methods [32]. The primary difference between direct and indirect methods is that
indirect methods utilize Pontryagin’s principle, associated necessary conditions, and costate
variables whereas the direct methods do not [33]. With this, both the shooting methods
and collocation methods can be implemented either directly, or indirectly [32]. Indirect
methods are sometimes considered to be more sensitive to an initial guess or starting point
when compared to the direct methods, and are therefore not as common in application [30].
For this reason, only the direct versions of each numerical optimal control technique are
discussed in this section.
1.3.1 Direct Shooting
Shooting methods are fairly popular for both launch vehicle trajectory optimization and
orbit transfer problems where commercial codes such as Martin Marietta’s POST have been
developed for use on these types of problems [30]. These numerical methods utilize a
discretization in time so that each continuous variable is determined over a set number of
discrete time nodes, Nt . The shooting method utilizes a proposed control trajectory and any
missing initial (or final) conditions to treat the problem as an initial (or final) value problem.
At this point, a numerical time integration method is utilized to propagate the dynamics
forward (or backward) in time to evaluate howwell the proposed control trajectory performs
in terms of cost and satisfying all of the constraints. It must be noted that the conditions
for optimality (i.e. Pontryagin’s principle) are not verified using this direct approach. This
technique is illustrated in Equation (1.2) where the state can be determined at each time
node based on a given control trajectory, u¯, and initial conditions, x¯0. In this specific case,
a Euler numerical time integrator is utilized to integrate the ordinary differential equations,
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˙¯x = f ( x¯, u¯, t), and approximate the states at each of the Nt discretized points. With the direct
shooting approach, the state variables are solved for in a sequential fashion, as illustrated in
Equation (1.2) [32]. In addition to solving for the state variables, all of the relevant problem
constraints are enforced at each discretized point of the state and control trajectories.
x¯T ∈ RNx×Nt u¯ ∈ RNu×Nt
x¯ ≈

x¯1 = x¯0 + (t1 − t0) f ( x¯0, u¯0, t0)
...










In addition, various quadrature and numerical integration methods can be used to solve for
the Mayer term in the cost function as depicted in Equation (1.3) below.
J
[












(tk+1 − tk ) F ( x¯k, u¯k, tk ) (1.3)
This method can effectively convert the continuous time optimal control problem into an
nonlinear program (NLP) through the discretization of time and the use of a numerical
integration technique. After the problem has been formulated in this way, one of many
NLP solvers may be utilized to solve for an optimal control trajectory that meets all of
the requirements. A generic example of a simple direct shooting method is outlined in
Equation (1.2). It can be seen that the optimal control problem can be converted into a
NLP through this process. One of the primary disadvantages with shooting methods is that
small errors can quickly become large as they are numerically propagated through time [32].
This issue can become increasingly significant as the time span of a given problem grows.
Multiple shooting methods have also been developed to help remedy this issue by splitting
the shooting problem up intomultiple sections. With thesemultiple shooting techniques, the
issue of error propagation is not entirely avoided and more decision variables are required
for the same problem when compared to a single shooting approach. [30]
1.3.2 Direct Collocation
The direct collocation, or transcription, method utilizes a numerical differentiation tech-
nique, such as the simple finite difference approximation outlined in Equation (1.4), to define
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the dynamics at each discrete time node as an equality constraint that must be satisfied. The
last line in Equation (1.4) becomes the equality constraint that must be enforced at each
time node for all of the states. In addition, all of the other constraints, endpoint conditions,
and initial conditions must be enforced at each discrete point in time. This method is not
as vulnerable to the error propagation issue that plagues shooting methods due to the fact
that all variables are solved for simultaneously, however it does create a larger number of
NLP decision variables that must be solved. It also results in a large number of equality
constraints that must be accounted for. In collocation methods, the control variables and
the state variables at each discretized point in time must be solved for. While this can
result in very large problems, when compared to the shooting methods, it does avoid some
of the issues associated with error propagation. With collocation, an initial guess for all
of these variables is also needed, as will be discussed in Section 1.3.3. It must be noted
that advances in computing technologies coupled with techniques to leverage sparse matrix
characteristics have significantly helped alleviate this issue of large problem sizes and have
made collocation techniques increasingly practical in application [30].
˙¯xk = f ( x¯k, u¯k, tk )
˙¯xk ≈ x¯k+1 − x¯ktk+1 − tk
x¯k+1 − x¯k
tk+1 − tk ≈ f ( x¯k, u¯k, tk )
x¯k+1 − [(tk+1 − tk ) f ( x¯k, u¯k, tk ) + x¯k ] ≈ 0
(1.4)
By enforcing these as constraints, a new NLP representing the discretized optimal control
problem is illustrated in Equation (1.5). In direct collocation, the state variables and the
control variables all become decision variables that must be solved for. Where, the direct
shooting method is setup so that only the control variables and any missing initial/final
conditions become the decision variables. When using Euler discretization, direct shooting
and direct collocation methods can look very similar, but the ideas behind each approach
are fundamentally different. The primary difference between the two methods when using
Euler’s method is that a direct shooting method solves for the state variables sequentially,
while a direct collocation technique solves for all of the state variables and control variables
simultaneously [32].
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x¯T ∈ RNx×Nt u¯ ∈ RNu×Nt
Minimize: J
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(tk+1 − tk ) F ( x¯k, u¯k, tk )




















While a simple Euler collocation method is illustrated in this example, more accurate
methods are often used, such as the Hermite-Simpson method [30]. Again, it can be
seen that this collocation technique will eventually result in a large NLP after the dynamic
equations have been converted into large sets of equality constraints. Given that both
techniques for numerically solving optimal control problems result in NLPs that must be
solved, it is important to briefly introduce techniques used to solve NLPs and the associated
challenges with these methods.
1.3.3 NLP Techniques
The standard form of an NLP with both inequality constraints, gi ( x¯) ≤ 0, and equality
constraints, hk ( x¯) = 0, is depicted in Equation (1.6) where l is the number of inequality
constraints, m is the number of equality constraints, and x¯ ∈ Rn is a n-dimensional solution
vector. The search domain Rn is often defined by upper and lower bounds on the state
variables x¯UB ≤ x¯ ≤ x¯LB. The feasible set F is a subspace of Rn that is created by the
intersection of all constraints and state bounds (gi ( x¯) ∪ hk ( x¯) ∀i, k s.t. x¯ ∈ Rn). Direct
techniques used for optimal control ultimately translate the continuous time optimal control
problems into large NLPs of this form. Given that this standard formulation is used to define
a large number of optimization problems, various techniques for solving and optimizing
these types of problems are the primary focus for much of this research.
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minimize f ( x¯)
subject to:
gi ( x¯) ≤ 0 i = 1, . . . , l
hk ( x¯) = 0 k = 1, . . . ,m
(1.6)
There have been a number of techniques used for solving NLPs. For unconstrained NLPs,
methods such as gradient search, Newton’s method, Quasi-Newton methods, and BFGS
search can be implemented [34]. For constrained NLPs, additional methods such as
Lagrange Multiplier techniques, barrier/penalty methods, reduced gradient algorithms,
quadratic programming methods, separable programming methods, and polynomial geo-
metric programming techniques can be applied [34]. Many of these techniques are gradient-
based methods that utilize gradient and Hessian information to guide iterative algorithms
toward optimal points in the search space. Gradient-based methods can converge very
quickly and produce very accurate results when compared to stochastic methods and evo-
lutionary algorithms [33]. The capabilities of many of these gradient-based methods in
terms of feasible problem sizes and computational speed have been improving along with
the growth of computational capabilities. As an example, in the 1970s and 1980s, typical
problem sizes had dimensions that were under 100, however by the 1990s it was not uncom-
mon to see problem dimensions that were upwards of 100,000 [30]. Problem size limits
have been even further increased through leveraging sparse matrix properties in codes such
as SNOPT [30].
Unfortunately, many of these gradient-based methods share a couple of overarching short-
falls. First of all, many of these methods require continuously differentiable search domains,
making it difficult to deal with discrete decision variables and exact penalty functions [33].
Next, gradient-based algorithms are fairly sensitive to the selected starting point or initial
guess. Conventional, gradient based techniques often find locally optimal solutions that
are in the neighborhood of the initial starting point, making it difficult to consistently find
globally optimal solutions on problems that are multimodal [33].
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1.3.4 Evolutionary Algorithms
There are a number of evolutionary algorithms that all depend on stochastic-based search
processes which can also be applied to solve unconstrained optimization problems. With
the addition of appropriate constraint handling techniques, these algorithms can be used to
solve NLPs as well [33]. These evolutionary optimization algorithms typically fall under
the larger umbrella ofMarkov ChainMonte Carlo (MCMC)methods that share the common
characteristic of forming various forms of Markov Chains to progress from an initial state
to a final state [35]. In fact, many iterative computer simulations and algorithms fit into this
broad category of MCMC as Geyer states:
Thus most simulations can be thought of as MCMC if the entire state of the
computer program is considered the state of the Markov chain. Hence, MCMC
is a very general simulation methodology. [35]
Markov chains take the form X1, X2, . . . , Xn where X represents a state and the probability
of transitioning from state Xn to state Xn+1 is only dependent on state Xn [35]. Typically,
the term evolutionary algorithm refers to GAs and ES [36]–[38]. However, algorithms
such as Particle Swarm Optimization, Ant Colony Optimization, and Differential Evolution
share similar traits and have been grouped into this category of evolutionary algorithms on
occasion [33]. This dissertation primarily focuses on the development and application of
new techniques within the constructs of GAs and ESs. GAs and ESs are both algorithms
that are loosely based on evolutionary processes that naturally occur in biology. They were
originally introduced in the mid 1960s to early 1970s [39], [40]. It must be noted that full
literary reviews and much more in-depth descriptions of both GAs and ESs are presented
in Chapter 3 and Chapter 5 respectively.
Evolutionary algorithms have several advantages that make them of interest for this disser-
tation. First of all, they require a minimum amount of problem information, as they do not
rely on gradients for search and only need a single fitness value for a proposed solution [36].
This makes the algorithms able to handle non-differentiable search spaces that are challeng-
ing for standard, gradient-based NLPs solvers. Next, they have genetic mutation-emulating
operators that, in theory, allow these algorithms to escape locally optimal solutions in search
of globally optimal ones [33]. This is especially helpful for problems that are highly mul-
timodal with multiple, locally optimal solutions. Another great advantage of evolutionary
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algorithms is that they are not as sensitive to an initial guess asmany standard gradient-based
solvers are [33]. In fact, they typically begin with a randomly selected starting point (or
set of starting points) [36]. Next, these evolutionary algorithms are able to solve black-box
optimization problems where little information is known or needed regarding the problem
itself. A performance metric, or fitness value, that is returned from a given input is all
that evolutionary algorithms require. This can be very useful for problems that consist of
complex models where gradient information is not readily available [41]. In addition, there
are company proprietary and classified information issues that can be avoided given that
these algorithms only require that a function can be evaluated for a given trial solution. Full
disclosure of the model needed to determine associated gradient information is not required.
Lastly, evolutionary algorithms are notoriously well-suited for parallel computation [42],
[43]. As will be described later in Section 3.17, evolutionary algorithms require a minimal
amount of information about the problem and operate on sets of candidate solutions making
them perfect for parallel computing applications.
Unfortunately, these algorithms are not without their own unique set of shortfalls when
compared to more traditional gradient-based NLP solvers. Evolutionary algorithms are not
inherently setup to handle constraints, thus requiring special techniques such as penalty
functions or repair methods [33]. This can cause difficulty, especially with problems that
have large numbers of equality constraints, such as the ones resulting from collocation
methods. In addition, evolutionary algorithms often take longer than gradient-based tech-
niques to converge to a solution given that they are not leveraging gradient information for
the given problem [33]. Next, these algorithms do not always converge to solutions as ac-
curately as their gradient-based counterparts [33]. Furthermore, there is not a useful proof
of convergence for these evolutionary techniques [44]. In addition, they typically do not
utilize necessary conditions that can be helpful in determining convergence criteria, making
it difficult to know exactly how many iterations these algorithms should perform to reach a
solution. Next, these evolutionary algorithms require a number of tunable, user-defined pa-
rameters that can significantly affect how well the algorithm performs [33]. Unfortunately,
the tuning of these parameters is a problem-dependent task without a well-defined method
for optimally tuning them across all types of problems.
The drawbacks associated with evolutionary algorithms become the driving force behind
the research conducted in this dissertation. All of the studies and contributions outlined in
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this work have the underlying purpose of addressing three overarching goals associated with
these algorithms. The first goal is to explore and implement effective constraint handling
techniques that enable these algorithms to find feasible solutions to constrained optimization
problems. The next goal is to improve the computational speed and efficiency associated
with the various forms of evolutionary algorithms. Lastly, this dissertation develops tech-
niques to address the goal of consistently obtaining sufficiently accurate solutions within a
finite number of iterations. These three goals define the direction and overall purpose for
the remainder of this dissertation.
1.4 No Free Lunch TheoremForOptimizationAlgorithms
Wolpert et al. develop several no free lunch theorems for optimization algorithms in general
that are applicable to this dissertation and should be kept in mind when comparing various
optimization algorithms [45]. Throughout several of the chapters in this dissertation,
various optimization algorithms are compared on sets of benchmark functions. Wolpert
et al. use Bayesian statistical approaches to prove that all algorithms perform equally
when the entire set of all possible optimization problems are considered. While this is
mathematically proven in their paper, Wolpert et al.’s words are sufficient for the purposes
of this dissertation:
This theorem explicitly demonstrates that what an algorithm gains in per-
formance on one class of problems is necessarily offset by its performance on
the remaining problems; that is the only way that all algorithms can have the
same f-averaged performance. [45]
With this in mind, it is important to realize that the comparisons between various opti-
mization algorithms conducted in this dissertation can only illustrate how well the various
algorithms perform on the specific class of optimization problems being considered. Claims
can not be made about which algorithm is better for all types of problems. Based on the No
Free Lunch theorems for optimization algorithms, all of these algorithms are equal when
considering all possible functions. However, performance metrics over certain classes of
problems that are of interest to this research are able to give insight into how the various
algorithms perform relative to one another on these specific classes of functions. Through-
out this dissertation, a number of continuous (real-valued), highly multimodal functions are
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investigated and used to evaluate algorithm performance. While this class of functions out-
lined in this dissertation are not combinatorial and have real-valued variables, they are not
all continuously differentiable. In addition, optimal control problems are also investigated
that result in constrained, real-valued NLPs. These are problems that are often considered
to be challenging to solve and are of great interest to the aerospace community. It must be
noted that while many of the evolutionary algorithms developed in this dissertation perform
well on these classes of problems, this is not necessarily the case for other problem types.
Moreover, an algorithm tuned for a specific class of problem may not be tuned well for
other classes of problems. Given this theorem, this dissertation is able to draw conclusions
of algorithm performance and applicability that are specific to classes of problems that are
of particular interest within the aerospace engineering community.
1.5 Dissertation Research Contributions
The overarching purpose of this research has been to develop modified evolutionary algo-
rithms that are able to achieve, to the greatest extent possible, the following goals: effective
constraint handling, improved computational speed, enhanced algorithm efficiency, and the
ability to consistently find accurate solutions to problems with a finite number of itera-
tions. The following list of contributions represent new developments from this dissertation
that have been shown to directly (or indirectly) address these top-level goals surrounding
evolutionary algorithms.
Parallel RLV Landing Footprint Determination
An application of parallel computation is used to rapidly generate RLV landing footprints.
Given that parallel computation is directly applicable to evolutionary algorithms, the issues
related to parallel computation are studied using a relevant example problem in aerospace
. Useful insights of appropriately balancing computational workload coupled with parallel
processing memory architectures are useful in the context of this real-world RLV optimal
control problem. It must be noted that workload balancing and memory architecture studies
have been done extensively, however, it is unique to study them through the lens of an
RLV optimal control engineering application. Some of the results of this work have been
published in the form of a conference paper [46].
Parallel GA Exact Penalty Function Analysis
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A unique trade study is used to explore the performance of exact penalty functions within
the context of parallel GAs. This directly applies to the challenge regarding the ability
for evolutionary algorithms to efficiently handle constraints. It is discovered that the exact
penalty functions, though not as frequently applied in GAs, seem to produce better results
when compared to inexact forms of penalty functions. This is worthwhile to note, given that
evolutionary algorithms do not require continuously differentiable functions and therefore
are able to work with exact penalty functions. This study is unique in that it performs trades
on various forms of exact and inexact penalty functions to an extent that has not been done
with parallel GAs.
Parallel GA Type and Optimal Control Trade Study
Six different parallel GA types are studied as they apply to a lunar lander optimal control
problem using exact penalty methods. Trades are conducted on parameters that adapt the
parallel architecture of these various forms of GA. It is shown that parallel processing not
only improves accuracy and convergence speed, but also significantly improves algorithm
robustness, in regard to otherwise sensitive user-defined parameters. Much of this work has
been published in the form of a conference paper [47].
Dynamic real-coded genetic algorithm (RCGA) Crossover Operators
In an attempt to further improve algorithm accuracy and efficiency, two newGaussian-based
dynamic covariance crossover operators are introduced and developed (dynamic truncated
Gaussian crossover (DTGX) and dynamic Gaussian crossover (DGX)) while conducting a
unique study of parallel RCGAs as they apply to optimal control [47]. The new operators
are developed to introduce several characteristics that are not typically found in RCGA
crossover operators. More specifically, they utilize Gaussian distributions in a way that
favors solutions with better objective function values and have the ability to vary the search
resolution by changing the distribution covariance over time. These new crossover operators
achieve similar performance when compared to state-of-the-art RCGA crossover operators.
This exercise proves to be valuable given that it provides useful insights and lessons that
help lead to the introduction of an unscented RCGA.
Unscented Sampling In RCGAs
A new form of RCGA is introduced that utilizes deterministic sampling instead of the
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standard random sampling techniques. This unscentedRCGAproves to be a critical stepping
stone for the development of the various ESs that utilize unscented sampling techniques. It
is empirically demonstrated that this new form of unscented RCGA is able to achieve very
accurate results (within 1.9×10−3% of the known optimal solution) in solving a lunar lander
optimal control problem when run on multiple processors in a parallel island architecture.
This technique is shown to help address the challenges associated with computational speed
and solution accuracy.
Unscented Sampling In ESs
ESs were found to be a more natural fit for the application of unscented sampling when com-
pared to standard RCGAs. With this, a transition is made and the idea of unscented sampling
is applied to the construct of an ES. Initially, a fairly simple ES is developed by building
upon the idea of the DGX crossover operator. The unscented simulated annealing evolution
strategy (USA-ES)/Gauss-Hermite simulated annealing evolution strategy (GHSA-ES) are
created by applying a DGX-inspired mutation operator that uses unscented sampling within
the general construct of an ES. Empirical analysis shows that this new algorithm obtains
enhanced performance in terms of accuracy and computational time when compared with
a similar ES that utilizes Monte Carlo sampling. These new unscented ESs proves to be
very effective on many of the highly multimodal benchmark test problems as well as the
lunar lander optimal control problem. Both 3rd order unscented sigma points and higher
order sparse Gauss-Hermite points are used within this algorithm construct. These new
ESs that use deterministically chosen points are additionally shown to be competitive with
the state-of-the-art covariance matrix adaptation evolution strategy (CMA-ES). A paral-
lel island implementation of this new USA-ES is developed to further enhance algorithm
performance. It is then applied to the lunar lander problem as another unique contribution
and proof of concept that is able to produce very accurate solutions (within 7 × 10−5% of
the known optimal value). All of these results indicate that this contribution may prove to
be a very useful in addressing many of the challenges regarding evolutionary algorithms
discussed above. A portion of this work has been published in the form of a conference
paper [48].
Unscented Sampling In The natural evolution strategy (NES)
The sophistication and performance of utilizing unscented sampling within the context of an
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ES is further increased by integrating this idea into a new state-of-the-art NES. This allows
for the full utilization of the unscented abscissas where both the nodes and the associated
weights are used to evolve both the distribution mean, and the distribution covariance. This
is a major, unique contribution that has shown great promise in solving the challenging set
of benchmark problems from literature. Empirical results indicate that this new unscented
exponential natural evolution strategy (uxNES) is able to find globally optimal solutions for
the many of the multimodal problems. Lastly, this new uxNES written in MATLAB code,
produces near-optimal results for a lunar lander problemmuch faster than other evolutionary
methods investigated without the use of parallel processing.
uxNES Global Optimization Algorithm
This new uxNES algorithm is then integrated into a global optimization scheme using the
concepts of a reigning optimal and fitness scaling to further enhance the capabilities of the
uxNES. The resulting algorithm addresses the goal of improving the algorithm’s ability to
consistently find accurate solutions within a finite number of iterations. This is a unique
contribution in and of itself that produces promising empirical results warranting further
research and development.
1.6 Dissertation Overview
The remainder of this dissertation begins with an overview of the computational hardware
and programming techniques typically used for parallel computing. In conjunction with
this, an illustrative example of applying parallel computation to quickly determine RLV
landing footprints is conducted in Chapter 2. This example uses a commercially available
optimization software package to illustrate how parallel computation can be used to en-
hance computational time associated with solving fairly complex astronautical engineering
problems. The RLV application is used to identify trades associated with parallel program-
ming that directly apply to the parallel evolutionary algorithms developed throughout this
dissertation.
From this point on, the dissertation exclusively focuses on evolutionary algorithms. Chapter
3 provides the reader with an in-depth literature review on GAs where both the standard
binary-encoded GAs along with RCGAs are developed and presented in great detail. A
number of theoretical aspects to include various advantages and disadvantages associated
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with the various types of GAs are discussed at length. Current state-of-the-art techniques
associated with several different GA types are also covered. In addition, this literature
review investigates various methods and program architectures used for running these types
of algorithms in parallel. All of this information is utilized as a foundation that is then built
upon to investigate new areas and develop new techniques associated with GAs.
Chapter 4 introduces and develops unique contributions specific to GAs and RCGAs as they
apply to optimal control. First, a unique study is conducted to investigate various forms of
exact penalty functions and their relative performance on parallel GAs within the context of
optimal control (Section 4.4). This trade study is done to find a technique that can address
the goal of achieving effective constraint handling within evolutionary algorithms. Next,
two new and innovative RCGA crossover operators that utilize normal distributions with
dynamic covariance values are developed and applied to a lunar lander optimal control
problem (Section 4.5.2-4.6). Lastly, it is determined that the use of parallel processing on
RCGAs can significantly alleviate the sensitivity of user-defined, tunable parameters and
increase algorithm robustness, directly addressing several of the shortfalls associated with
these types of algorithms.
Chapter 5 provides the reader with an in-depth overview and literature survey of the various
ESs. This sets the foundation that is then built upon in the remainder of the dissertation. It
is standard practice for ESs to use random sampling from Gaussian distributions to explore
a search space [49]. After reading a number of papers and articles on ESs, it quickly
becomes apparent that the new Gaussian-based crossover operators, developed earlier in
this dissertation, are a perfect fit within the construct of an ES.
Chapter 6 introduces new forms of ESs that utilize unscented sampling techniques to more
effectively explore search domains. This new form of ES is further developed and applied to
a series of multimodal test problems throughout Chapter 6 where it is compared to identical
ESs that use random sampling to isolate and determine the direct benefits of unscented
sampling methods. This new ES is then shown to outperform state-of-the-art ESs on a
number of benchmark test problems found throughout ES literature. Lastly, a parallel version
of this new unscented ES is applied to lunar lander optimal control problem, producing very
accurate results. These contributions are shown to directly address the afore-mentioned
NLP challenges associated with multimodality and initial guess sensitivity.
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From this point, the dissertation takes the application of unscented sampling techniques
within the construct of ESs to an increased level of sophisticationwhere the deterministically
chosen sample points and associatedweights are fully utilized in the search process. Chapter
7 outlines the method of employing unscented sampling techniques to more accurately
calculate search gradients that are used to guide a new form of ES toward more promising
regions of the search domain. This new form of unscented ES results from incorporating
deterministic sampling and quadrature techniques into the construct of a NES. This NES
algorithm is a new, state-of-the-art ES that was introduced by Wierstra et al. in 2008. [50]
A unique and in-depth analysis of search gradient accuracy with regard to various sampling
techniques is conducted, prior to implementing these ideas. The new unscented version of
the NES is put to the test on a challenging suite of multimodal benchmark problems from
literaturewhere it is comparedwith other state-of-the-art ESs. This unscentedNES proves to
be very effective at solving these challenging test problems. It is also shown to be effective in
finding near-optimal, feasible solutions to the lunar lander optimal control problem. Lastly,
this research incorporates this newly developed ES into a global optimization algorithm to
further improve its performance, resulting in another unique contribution from this work.
The new techniques and algorithms developed in this chapter also address the challenges
associated with multimodal problem optimization, along with the sensitivity of algorithm
performance with regard to the initial guess that many NLP solvers face.
Lastly, this dissertation concludes with a discussion of several relevant astronautical en-
gineering applications that the newly developed evolutionary algorithms developed in this
work are particularly well-suited for. In addition, a number of future work ideas and pro-
posed improvements to the unscented RCGA and the uxNES are introduced and discussed.
It must be noted that a chapter-by-chapter definition of symbols is included in Appendix A.
Next, Appendix B includes an extensive survey of various constraint handling techniques
that have been developed and used in evolutionary algorithms. Finally, a new unscented
RCGA is introduced and described in Appendix C. This new unscented RCGA is placed
in the appendices to avoid confusion and allow for a more logical transition to unscented
sampling techniques within the construct of evolutionary algorithms. A parallel version
of this new RCGA is developed and applied to a lunar lander optimal control problem,
producing very promising results. While this new sampling technique has never been used
within the construct of a RCGA and is a unique contribution by itself, it plays an even
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more important role as a critical stepping stone to other unique and innovative contributions
associated with ESs.
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Parallel computing concepts are used throughout this dissertation to enhance optimization
algorithm performance in terms of both accuracy and convergence speed. Prior to develop-
ing and applying new optimization algorithms, a top-level introduction to the various forms
of parallel computing is warranted. While the parallel implementations discussed in this
dissertation only utilize a small subset of the parallel computing techniques and hardware,
it is worthwhile to discuss these ideas in a broader sense to identify potential options for
future work. Even though several of the techniques described in this chapter are not directly
applied, they are included to help the reader understand where additional improvements
in terms of computational speed might be achieved. While much of the research in this
dissertation is focused on new techniques and modified optimization algorithms, it must
be noted that the application of parallel processing to existing algorithms and engineering
problems can be very rewarding. This chapter illustrates this through the use of a real-world
engineering problem where commercially available optimization software is applied in par-
allel to significantly decrease computation time required to obtain a solution. Even within
the context of this simple application, it will be discovered that there exist many trades and
factors that need to be considered in order to realize good performance when using parallel
computation.
This chapter begins by discussing the recent shift toward parallel computation onmainstream
devices. After this, various hardware platforms and program architectures are discussed at
a high level to shed light on the potential options that exist when parallel computation is
desired. Next, parallel computing in an optimal control application is investigated where
the time required to calculate an RLV landing footprint is significantly decreased through
parallel processing. This problem, while somewhat complicated in terms of the dynamic
models and physics involved, turns out to be very well-suited for parallel computation. This
example offers a very relevant platform to highlight some of the hardware and software
choices that need to be considered when solving problems with parallel computation meth-
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ods, even when working with perfectly parallel problems. This concept can affect multicore
processor performance, as many chip designs utilize various shared cache memory architec-
tures as a way to maximize efficiency on multicore processors. However, this does require
additional synchronization between cores to enforce memory coherency [51].
2.2 Shift Toward Mainstream Parallel Processing
It is important to understand that a revolution in computing hardware has taken place over the
past 15 years. This rapid change in central processing unit (CPU) design is due to physical
limitations that have been reached by chip manufactures as they have continued to pursue
faster clock speeds and memory access times. Unfortunately, these physical limitations
cannot be directly overcome by current processor technologies. This change from standard
CPU designs is one that revolves around a shift toward parallel processing, concurrency,
and multi-core CPUs on personal computing devices. This trend is a direct result of chip
manufacturers reaching physical limitations in the early 2000’s that quickly resulted in
bounds on CPU clock speeds and memory bandwidths [51]. Chip designers had previously
been following Moore’s Law by increasing transistor densities within single core CPUs so
that the number of transistors could be increased at exponential rates without significant
growth in processor size. Up until the early 2000’s this strategy produced great results
in the realm of processor clock speed improvements which led to superlinear increases in
CPU performance [51]. Unfortunately, as transistor thicknesses continued to decrease, the
amount of current leakage and associated heating within the CPU increased to the point
where elaborate cooling mechanisms quickly became necessary for chip makers to continue
down the path of increasing transistor densities to achieve faster clock speeds [52]–[54].
In order to overcome the clock speed stagnation, CPU designers found a way to sidestep
the issue by utilizing concurrency and multi-core processing in a way that effectively put
the burden of improvement back on the shoulders of software developers [53]. This is
why multi-core processors have become commonplace in personal computers, laptops,
tablets, and even smart phones. Rather than increasing clock speeds, improvement in
computational speed could continue through the use of parallel processing. In fact, on
some modern computers, clock speeds have been slightly reduced with the use of multiple
cores to preserve power and limit battery usage while still achieving high performance
through the effective employment of parallel computation. Given this recent trend, it is not
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beyond the realm of possibility that the next generation of space systems could leverage
parallel computing devices on multiple levels. While this shift in CPU architectures has
occurred fairly rapidly, the adjustments, redesign, and new way of thinking in the software
and application development arena is an ongoing process that is still in its infancy [54],
[55]. It is for these reasons that parallel processing is investigated and employed, when
applicable, throughout this dissertation research.
Another physical limitation that can quickly become the computational bottleneck and
limit CPU performance is the time required for processors to access the various levels of
memory [56]. Memory access times have not been decreasing as fast as clock cycle times.
As an example, access to main memory took an average of 6 to 8 clock cycles in 1990 and
it took an average of 100 and 250 clock cycles in 2006, indicating that clock speeds have
increased faster than memory access speeds [56]. This limitation basically comes down to
the physical limitations of how fast electrons can travel over various lengths of conductive
material. In order to address this issue, chip manufactures have been working to maximize
the amount of on-chip memory referred to as cache memory, so that shorter distances and
faster read/write times between the processor cores and memory can be achieved [56].
2.3 Hardware
This section discusses the typical computational hardware configurations and components
that are often used for parallel computation. This is not meant to be an in-depth analysis,
but rather a top-level overview to familiarize the reader with the various options available
for exploitation by parallel programs. In many cases, several of these methods can be used
concurrently.
2.3.1 Parallel Processing Within A Single Processor
Prior to discussing multi-core CPUs and cluster computing, the parallel processing within a
single processor is first introduced and discussed. The first method of increasing the amount
of parallelism within a chip is often referred to as pipelining, or instruction-level parallelism
[56]. This concept utilizes an assembly line type approach where different operations can
occur on multiple instructions concurrently. Figure 2.1 provides a visualization of this idea.
In this example there are four unique tasks and four different instructions being processed
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at a time by the processor. Each of the four tasks can only operate on a single instruction
during each clock cycle, however, the instructions have been staggered in a way that allows
for maximum productivity, where multiple tasks can be conducted concurrently on different
instructions. In Figure 2.1, each column represents a clock cycle and the center column
represents a clock cycle where all four operations are able to work concurrently on all four
of the instructions. The efficiency of this process is dependent upon the inter-dependencies
that exist between instructions [56].
Figure 2.1. Visualization of pipelining
Another form of instruction-level parallelism can occur when chips have been designed
to have redundant functional units [56]. These chips have the ability to perform the
same task simultaneously on different instructions. As an example, a chip might have
multiple Arithmetic Logic Units so that these functional units could be performing the
same operations on different instructions within the same clock cycle [56]. Lastly, there
is also the idea of data-parallelism or vectorization where special compilers can utilize
functional units have that the ability to perform an operation on multiple bits during a single
clock cycle [57]. This method can lead to significant speedup on certain applications that
perform any number of operations that are able to be vectorized, such as the addition of two
large arrays. While the previous two concepts often occur fairly autonomously, as far as the
programmer is concerned, the vectorization of operations often requires specialized CPUs
and compilers that often need to be told which portions of the code to perform vectorized
operations on.
2.3.2 Multi-Core CPUs
As indicated earlier in this chapter, a fairly recent revolution in parallel computing has been
occurring where multi-core CPUs have become mainstream and are now standard on many
personal computing devices. A multi-core CPU consists of a single processor chip that
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has multiple processor cores which are able to handle separate threads or control flows,
sometimes referred to as thread-parallelism [58]. Whereas many of the instruction-level
parallelism ideas are automatically handled at a lower levels, multi-core CPUs and the idea
of multiple threads require special programs written in a way that specifically tasks different
CPU cores with different jobs or control flows to execute. The multi-core processor is the
primary hardware unit that is utilized throughout this dissertation for many of the parallel
computation tasks. Given that multiple cores are sharing a single processor chip, there is
often times the requirement for these cores to share on-chip cache memory. There are a
number of differentmemory architectures that can be usedwithmulti-core CPUs. One of the
more commonmemory architectures is referred to as a hierarchical architecture. In this type
of memory architecture, the fastest and smallest on-chip memory caches (referred to as L1)
are shared by a fewer number of cores than the larger, slower L2 and L3 caches [56]. While
there are different memory architectures, there is typically some degree of shared memory
and required read/write synchronization that must occur between cores on many multi-core
CPUs. This coordination between cores to enforce memory coherency can increase the
communication costs as the number of cores sharing a memory cache grows [51]. This
aspect will be illustrated in Section 2.8.
2.3.3 graphics processing units (GPUs)
GPUs are not applied in this dissertation, but are introduced and referenced as they offer the
potential for additional computational speed and improvement for some of the optimization
algorithms and architectures investigated in this research. These devices are often distin-
guished from CPUs in that they can have hundreds of cores and handle hundreds of threads
at a time; however, GPUs can come in many different forms and architectures [58]. For
the purposes of this brief introduction, it will be assumed that GPUs have a large number
of simplified cores that can only perform a subset of operations as compared to cores that
one might find on a multi-core CPU. This enables them to conduct very large numbers
of fairly simple operations quickly. The GPU architecture lends itself very nicely to some
applications and programs, while it may not be as practical for others. Typically programs
that work with large data structures and have lower interdependencies between threads lend
themselves well to GPU computing more readily than programs operating with smaller data
structures and higher frequency communication steps.
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2.3.4 Cluster Computing Devices and Hamming
Cluster computing refers to a number of computers, or compute nodes, that have their
own unique processor components and local memories. Each node could contain a single-
core processor, a multi-core processor, or other computing devices such as GPUs. These
nodes are all interconnected through any number of various network topographies. These
individual nodes typically have private memory and data can be passed back and forth using
the network connections and a message passing interface (MPI) [56]. Cluster computing
devices often times share a common operating system and require a scheduler to assign
processes to computational resources. Many of the parallel algorithms used throughout this
dissertation were run on the Naval Postgraduate School (NPS) Hamming supercomputer.
The Hamming hybrid-cluster supercomputer was named after the famous mathematician
and former NPS instructor Richard Hamming [59]. The Hamming computer has a total of
3,178 Intel and AMD processor cores with an additional 6,304 GPU cores located on 49
different compute nodes [59]. Hamming is constantly being upgraded, and these numbers
are subject to change. The interconnections between the various nodes utilize Infiniband
high speed connections capable of handling up to 32 gigabytes of data per second [59].
The current theoretical peak performance of Hamming including GPUs and hyperthreading
on special, multi-integrated cores (capable of executing two threads at a time) is 36.0753
trillion floating point operations per second. [59] Lastly, Hamming utilizes a CentOS 6.4
operating system with a 64-bit Linux kernel. While there are GPUs on Hamming, all of the
parallel computing work done on Hamming in this dissertation is conducted on standard
AMD or Intel multi-core CPUs utilizing a combination of the C programming language
and MPI or MATLAB’s built in parallel toolbox.
2.4 Program Architectures
Flynn’s taxonomy of programming architectures is often used to describe the top-level
classifications of hardware and program control flow [56]. The most basic programming
architecture identified in this taxonomy is the Single Instruction Single Data concept. This is
where a single program sends instructions to a single processor that reads data frommemory,
executes the instructions in serial, and then writes the result back to memory. This is the
standard architecture for serial computing. The single instruction multiple data (SIMD)
program architecture consists of multiple processing elements reading a single instruction
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that is then executed in parallel. An example of this could be the previously mentioned
vectorized operations where multiple data elements of a large array can be divided among
processing elements and operated on in parallel. GPUs were originally used for these types
of applications relative to pixel vectors used in graphics processing [58]. A third class of
multiple instruction multiple data (MIMD) program architectures are the most commonly
used type of parallel program architectures and are often applied to multi-core and cluster
computing devices [56]. There are many various forms of this architecture, however, single
program multiple data (SPMD) is the one used in the parallel algorithms explained in this
dissertation. SPMD uses a single program that divides up computational work by sending
out different instructions to the different processing elements. This is often done by utilizing
unique identification numbers that are assigned to each processor so that the program can
identify and send specific instructions to certain processors that can then work in parallel,
asynchronously with respect to one another. This also allows the processors to communicate
back and forth with specific processors, which makes it possible to develop any number of
communication networks used to transfer data between processors.
2.5 Parallel Footprint Generation For RLVs
At this point, a relevant example is used to illustrate the potential benefits and sensitivities
associated with an application of multi-core parallel computation in a realistic astrodynamic
engineering problem. There are many lessons and important trades that will be taken from
this example problem that are applied later in the parallel evolutionary algorithms explored
throughout this dissertation. While this application problem utilizes a commercially avail-
able optimal control software package, it will be seen that many of the parallel computing
considerations are applicable to evolutionary algorithms as well. This study on parallel
RLV footprint generation was originally presented and published in the 2015 AAS/AIAA
Astrodynamics Specialist Conference in Vail, CO [46].
There are a number of engineering processes, models, and calculations that require a series
of independent tasks to be solved and pieced together to create a final solution. In the
light of applying parallel computing to computationally expensive engineering problems,
these types of processes are the low-hanging fruit just waiting to be harvested. This
class of problems that are composed of a series of independent tasks are often referred to
as “perfectly parallel” problems because little to no communication is required between
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processors during the execution of the program. Admittedly, RLV footprint generation
directly falls into this category and is a perfect real-world engineering problem to illustrate
useful applications of multi-core computing in optimization and optimal control problems.
RLVs have been increasingly considered for launch applications due to their potential to
significantly reduce launch costs. Before these cost savings can be realized, future RLV
systems will need to attain sufficient launch frequency while simultaneously achieving
increased levels of automation, safety, and reliability [60], [61]. The ability to determine
a landing footprint, or maximum area on the Earth’s surface that a RLV could potentially
reach as a function of its initial state, in near real-time, can help to increase flexibility and
decrease decision times in determining the best landing zone to approach [62]. On heritage
systems such as the Space Shuttle, a single optimal reference trajectory to a pre-selected
landing site is typically calculated on the ground and then uploaded to the vehicle [5], [63].
While this method has proven to work for most scenarios, one can see how the capability
to quickly calculate an entire series of trajectories in near real-time will open up a larger
decision space and lead to increased safety, performance, and the ability to further reduce
costs through automation. Contingency landing scenarios for manned RLVs are good
examples of where near real-time footprint determination becomes extremely valuable for
crew safety [62]. In these time-sensitive landing scenarios it becomes a necessity to have
an accurate determination of reachable landing sites. It is understood that there are a
myriad of potential anomalies and events that can lead to devastating results on all space
systems. From an engineering standpoint, the best way to address these risks is to increase
the redundancy, robustness, and recovery options for the given system. Advancements in
relevant technologies often prove to be enablers for achieving these types of improvements
on existing systems and concepts that were not originally envisioned by their designers
and engineers. Given this, there have recently been several key shifts in computational
technology that could prove be the enablers for improved performance and reliability on a
number of systems to include RLVs.
This section investigates two different parallel schemes that utilize commercially available
optimization software and a three degrees of freedom (3DOF) RLV dynamics model to
illustrate how parallel computing can significantly reduce the computation time for calcu-
lations that have historically been time consuming. RLV footprint generation is a prime
example of a task that is computationally expensive, when the footprint points are computed
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in serial. This large time expense is the result having to solve a large number of optimal
control problems at high temporal resolutions in order to generate accurate footprints. For
serial computing, there is also a direct correlation between the number of points making
up the footprint boundary and the amount of time it will take to complete the calculation.
The results of this chapter will show that this is not necessarily the case with parallel
computation.
2.5.1 RLV Model
This subsection describes the system dynamics model of the RLV used in this chapter.
The RLV is treated as a point mass and a 3DOF dynamics model is used to describe its
behavior as a function of control inputs during reentry into the Earth’s atmosphere [62]–
[65]. This model, described in Equations (2.1)-(2.6) is a simplification in that it assumes
a spherical earth with a constant angular velocity and an inverse squared gravitational
model g(r) = GMr2 . These assumptions are reasonable given the purpose of this chapter
which is to explain applications of parallel computing to the RLV footprint problem and the
associated speedup. The state variables, x¯ = [r, µ, λ,V, γ, ξ]T ∈ R6, and control variables,
u¯ = [α, σ]T ∈ R2, used in this model are defined in Table 2.2. In addition, Table 2.1
summarizes all of the constant values utilized in the RLV dynamics model, path constraints,
and aerodynamic force equations.
r˙ = V sin γ (2.1)
µ˙ =
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(2.6)
Symbol Parameter Value
m RLV empty mass 2,455 slugs (35,828 kg)








rre f reference altitude 20,902,900 ft (6,371.2 km)
β inverse scale height 4.20168×10−5 f t−1
(
1.38 × 10−4 m−1
)
GM Earth’s gravitational constant 1.4076539×1016 f t3/s2
(
3.99 × 1014 m3/s2
)
Ω Earth’s angular velocity 7.2722×10−5 rad/s
Re Earth’s radius 20,925,646.32 ft (6,378.14 km)
h0 Initial RLV altitude 125,000 ft (38.1 km)
Table 2.1. RLV problem constants
2.5.2 Aerodynamic Forces
The aerodynamic forces are based on simple parametric functions that suffice for the
purposes of this chapter. Wind currents are neglected and the simplified exponential
atmospheric density model ρ(r) = ρ0e−β(r−r0) is used. [62] In addition, Equations (2.11)
and (2.12) provide representative 2nd order parametric fit curves that are based on X-33
data [66] and are used to calculate the drag coefficient, CD, and lift coefficient, CL. A 5th
order curve fit is applied to standard atmospheric data and used to estimate the speed of









ρV 2CL (α,M (V, r))Sre f (2.8)




a(r) = −2 × 10−24h5 + 2 × 10−18h4 − 10−12h3 + 2 × 10−7h2 − 0.0103h + 1173.8
whereh = r − Re
(2.10)
CD (α,M) = 0.0001432α2 + 0.00558α − 0.01048M + 0.2204 (2.11)
CL (α,M) = −0.0005225α2 + 0.03506α − 0.04857M + 0.1577 (2.12)
2.6 Generating RLV Footprints
Generating a RLV landing footprint requires solving a number of trajectories that begin
from some given initial state and end at the furthest point (on Earth) that can be reached in a
given direction. These trajectories can be solved using optimal control. The standard form
of an optimal control problem is illustrated in Equation (2.13) [31]. In this formulation, x¯
is a state vector, u¯ is a control vector, e( x¯ f , t f ) is an endpoint manifold, and h( x¯, u¯) are path
constraints. In addition to this, there are often upper and lower bounds on x¯ and u¯. Relevant
RLV footprint state and control variable definitions are summarized in Table 2.2 and their
dimensions are defined in Equation (2.13).
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x¯ = [r, µ, λ,V, γ, ξ]T ∈ R6 u¯ = [α, σ]T ∈ R2
Minimize: J[x¯(.), u¯(.), t f ] = E( x¯ f , t f ) +
∫ t f
t0
F ( x¯(t), u¯(t), t)dt
Subject To: ˙¯x = f ( x¯, u¯, t)
x¯(t0) = x¯0
e( x¯ f , t f ) = 0
h( x¯, u¯) ≤ 0
(2.13)
There are several ways that the cost function can be implemented to determine the RLV
landing footprint. As an example, a simple weighted cost function J ( x¯, u¯) = ±wµ f ± (1 −
w)λ f where w ∈ [0, 1] can be used to determine the perimeter of the RLV footprint. If
w = 0 then the resulting trajectories will be the ones that have the maximum/minimum
latitude at their respective endpoints. If w = 1, then the optimal trajectories will be the ones
that have endpoints at the maximum/minimum longitude. As the weight value is adjusted
from 0 to 1, the importance of maximizing/minimizing latitude vs. longitude will vary and
the perimeter of the footprint can be traced out. One of the drawbacks to this method is that
the resolution or spacing of the trajectories and final endpoints that define the perimeter of
the footprint may not be uniform. Terminal points may group in certain areas while leaving
other areas sparse. Figure 2.2 is an example of a footprint that has been generated using the
aforementioned technique.
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Figure 2.2. Example footprint points generated using weighted cost function
method
Another approach is to use the cost function outlined in Equations (2.14) and (2.15). This
objective function simply requests that latitude or longitude be minimized (or maximized).
This simple cost function can be utilized in combination with endpoint constraints that
specify feasible values of either µ f or λ f . In other words, the user is able find the
maximum/minimum longitude for a set value of latitude, or vice versa. Feasible ranges of
µ f or λ f are found in advance by running the four cases outlined in Equations (2.14) and
(2.15) without enforcing any endpoint constraints on µ f and λ f .
min J ( x¯, u¯) = ±µ f st: λ f = λ f desired where λ f desired ∈ [λ f max, λ f min] (2.14)
min J ( x¯, u¯) = ±λ f st: µ f = µ f desired where µ f desired ∈ [µ f max, µ f min] (2.15)
These four cases of Equations (2.14) and (2.15) essentially find the maximum and minimum
downrange and crossrange trajectories thus defining [λ f min, λ f max, µ f min, µ f max]. After
these 4 values have been determined, all possible values of µ f can be swept through while
allowing λ f to be free or vice versa. It must be noted that, due to the nonconvexity of the
typical RLV footprint, the algorithm should sweep through both µ f and λ f to ensure that
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Symbol Description Lower Bound Upper Bound
r radial position from Earth’s center Re ft Re + h0 ft
µ geocentric longitude -90 deg 90 deg
λ geocentric latitude -89 deg 89 deg
V velocity magnitude 1.0 f t/s 17,060 f t/s
γ flight path angle -89 deg 89 deg
ξ heading (clockwise from east) -180 deg 180 deg
α vehicle angle of attack -10 deg 50 deg
σ bank angle -80 deg 80 deg
Table 2.2. Listing of RLV state and control variables and ranges
no portion of the footprint is missed, regardless of the RLV heading angle. This the results
of this approach are further illustrated in Figures 2.3 and 2.4, where the triangle symbol
indicated the direction that the RLV is heading.
Figure 2.3. Example footprint points using latitude sweep method
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Figure 2.4. Example footprint points using longitude sweep method
Another approach would be to sweep through angles (or ratios of λ f and µ f ) that define the
bounds of the footprint to produce similar results. While this angle sweep approach only
requires one sweep to reveal the entire footprint, it can be difficult to get good resolution on
various edges of the footprint where these angular rays essentially become tangent to the
footprint perimeter. In addition, the resolution is higher at the portion of the footprint that
is closest to the RLV and the points become further apart as the distances increase. This
aspect is further illustrated in Figure 2.5.
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Figure 2.5. Example footprint points using angle sweep method
While any of the above approaches can work for RLV footprint determination, the lati-
tude/longitude sweep method is used to produce the results for this chapter. All of the initial
and final conditions that are used are summarized in Table 2.3. It must be noted that µ f
and λ f can be free variables or fixed variables (as depicted in Table 2.3). This is dependent
on whether fixed endpoint values on µ f are enforced and λ f is free or if end conditions on
λ f are enforced while µ f is free. Given that the RLV has an initial heading that is due east,
a simple λ sweep method can be used for the purposes of demonstrating the advantages of
parallel computing techniques for the footprint generation problem.
The last part of the RLV reentry optimal control problem to discuss are the path constraints.
These constraints are used to help engineers and system operators enforce a number of
bounds on their system. These bounds can prevent flight into restricted air space or prohibit
flight paths that could lead to members of the crew getting motion sickness. The path
constraints outlined in Equations (2.16)-(2.18) are common path constraints that are often
associated with these types of problems. The constraints enforce bounds on lateral g forces
(ηZ ), dynamic pressure (q¯), and heat flux (Q). These path constraints are similar to ones
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Symbol Value
r0 Re + h0 ft





V0 5,413 f t/s




γ f -3 deg
Table 2.3. Initial/ﬁnal conditions for RLV footprint problem
that would be encountered on vehicles such as the X-33, X-37, and X-40 [66].
ηZ = L cos α + D sin α










ρV 3.15; k = 4.47228 × 10−9
0 ≤Q ≤ 70BTU/ f t−s
(2.18)
2.7 Parallel RLV Footprint Program Architecture
This chapter investigates two slightly different approaches for distributing the computa-
tional work required in footprint generation among multiple processors. While MATLAB
is utilized for demonstration purposes, it must be noted that higher performance languages
such as C, C++, or Fortran could be used for additional efficiency. Each of the pro-
posed architectures use a MIMD programming model to achieve thread parallelism and
run multiple instances of DIDO© on separate processors. DIDO© is a commercially avail-
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able optimal control software package that is used throughout the aerospace industry and
has been flight-proven by NASA on both the International Space Station [15] and on the
TRACE Telescope [16]. The first approach, referred to hereafter as method 1, makes use
of MATLAB’s parallel toolbox to parse out separate trajectory optimal control problems to
each available processor through the use of parallel loops in accordance with Figure 2.6.
The program initially determines the range that the footprint will span both longitudinally
[µ f min, µ f max] and latitudinally [λ f min, λ f max] so that it can determine what conditions
need to be enforced in order to generate the entire RLV footprint. From this point, the
algorithm creates a user-defined number of equally spaced values between λmin and λmax
(if µ f is allowed to be free) or equally spaced values between µ f min and µ f max (if λ f
is allowed to be free). The algorithm used in method 1 then essentially tries to evenly
distribute the work among processors in a way that allows each processor to compute the
same (or close to the same) number of footprint points. It will be seen later on that this
may not result in an even distribution of work given that each point can require a different
amount of computation time. While MATLAB’s parallel toolbox makes it very easy to
parallelize code, it can sometimes create difficulties associated with tuning and understand-
ing the algorithm by masking the communication steps that are occurring under the hood.
In method 1, MATLAB’s “parfor” or parallel for loop is used to automatically distribute
iterations of the loop among the processors or “workers” as they are referred to in Figure 2.6.
In addition to the parallelization occurring inside the parallel toolbox commands, newer
versions of MATLAB automatically run certain commands with built-in multithreading to
speedup execution times on multi-core CPUs. While this can increase the efficiency for
many programs and is generally useful, it can also create difficulties in terms of understand-
ing speedup curves and knowing exactly how many cores are being utilized for each case in
the numerical experiments. It is for this reason that a second implementation is developed
to remove some of these uncertainties.
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Figure 2.6. Method 1 RLV parallel program model (MATLAB Parallel Tool-
box)
The second implementation depicted in Figure 2.7, referred to hereafter as method 2, is
an explicit parallelization and begins with a single instance of MATLAB. This instance
sets up an input file containing the various parameters and endpoint conditions for each
trajectory that is to be optimized. Next, MPI is used to launch the requested number of
processors, each of which startup a local instance of MATLAB. As part of the MATLAB
startup command, each core passes MATLAB a flag (-singleCompThread) in order to avoid
any unanticipated parallelization. This creates a more telling experiment and ensures that
each instance of MATLAB only runs operations on a single thread. When using MPI,
each processor is assigned a unique identifier ranging from 0 to np − 1 where np is the
total number of processors. Using these unique processor identifiers along with np, each
processor executes a simple algorithm to quickly determinewhich portion of the trajectories,
or piece of the footprint that in needs to work on. This work sharing methodology splits
up the RLV footprint in a way that ensures an even workload distribution in regard to the
number of trajectories that each processor has to optimize. After the processor-specific work
has been identified, each processor executes a serial “for” loop to run DIDO and obtain the
trajectories in their respective portions of the footprint. Once each processor has solved all
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of their tasked trajectories, they then output their results to an output file that is specific to
that processor. The final step is for a single processor to compile all of the output files from
each core into a single output file that is then plotted, analyzed, etc. This entire process is
run from a single bash script file and all instances of MATLAB are launched in command
line mode to minimize the amount of memory used. One major benefit with method 2 is the
ability to run it on computing devices that have distributed memory architectures. While
this is not demonstrated in this chapter, it will be seen later, that this would eliminate any
computational expense that is caused by shared memory CPUs.
Figure 2.7. Method 2 RLV parallel program model (MPI shell script)
2.8 Parallel RLV Footprint Determination Results
All of the results in this chapter are obtained using a desktop computer with a 2.7 GHz,
12-core Intel Xeon E5 processor. Initially the RLV footprint is found with a standard, serial
computation method. Figure 2.8 illustrates the resultant RLV footprint that is obtained.
The same landing footprint is calculated in serial 10 times and the average time required to
compute a single landing footprint is used as a benchmark for performance metrics.
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Figure 2.8. 48 point benchmark RLV footprint
Each trajectory or point on the footprint is also timed to see how uniform, or non-uniform
the average required calculation time is for each point in the problem. Figure 2.9 illustrates
that not all points around the perimeter of the footprint take the same amount of time to
compute. This is important to keep in mind when determining how the computational
workload is distributed among processor cores.
Figure 2.9. Solution times for each point on the benchmark RLV footprint
There are a couple factors that can cause the variations in trajectory computation time. First
of all, these cases are initially computed using the guess-free mode of DIDO©. The software
is then instructed to solve the problem using a fairly coarse grid with only 20 nodes. This
coarse solution is then used as the guess for solving the same problem with 60 nodes for
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higher resolution and accuracy. This method is sometimes referred to as bootstrapping [31].
The guess-free algorithm may be more accurate for some trajectories than others. Given
this, some trajectories may be solved more quickly than others.
The second factor that contributes to the variance in computation time between points is
problem scaling. For the RLV problem, different scaling factors are applied to partitioned
regions of the footprint as illustrated in Figure 2.10. Scaling units are used in numerical
methods to keep all values and parameters of the problem relatively close in magnitude.
Significant differences in magnitude between variables can lead to slow convergence times,
and even prevent convergence in some cases [62]. Canonical scaling units are commonly
used for these types of problems due to their simplicity. Canonical scales are related to
problem values and are often times functions of one another. As an example, for this type of
RLV problem the canonical scheme outlined in Equation (2.19) could be used. In Equation
(2.19) DU represents a distance scaling unit, MU is a mass scaling unit, TU is a time
scaling unit, and VU is a velocity scaling unit. After the appropriate scaling units have been
applied to the problem, all of the variables should be unit-less and of similar magnitudes.
Unfortunately, for the problem outlined above, simple canonical units do not sufficiently
scale the optimization problems for the conditions being used and designer scaling units
are required. Designer units are simply customized units that are not necessarily related to











In addition to designer units, partitioning is used to account for the fact that each trajectory,
or group of trajectories requires a slightly different set of scaling units. Given the partitioned
scaling method where each partition of the footprint is assigned different scaling units, it
can be inferred that certain trajectories are better scaled than others. Scaling is one of the
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more challenging aspects of solving these footprints in parallel, as it is difficult to find the
appropriate designer scaling units a priori to attempting to generate the footprint. This is an
area where additional research and potential automatic scaling techniques could be applied.
Figure 2.10. Example partitioned RLV footprint for scaling
Speedup is a common metric that is used when comparing various parallel computing
methods to serial computation methods. Equation (2.20) relates the speedup observed for a
problem of size n using p number of processors with T∗(n) being the best known execution
of a serial implementation of the code andTp is the execution time in parallel [56]. Given the
results obtained from the program architecture outlined in method 1, Figure 2.11 illustrates
the speedup achieved as more cores are utilized. It can be seen that a significant level of
speedup (about 4) is achieved through the use of this parallel processing program model.
These curves are obtained by solving a 48 point footprint 10 times for each number of
processors to get average computation times and speedup values for each case.
Theoretical speedup, Sp, can be a useful benchmark to help with the determination of
parallel code efficiency. Amdahl’s Law, illustrated in Equation (2.21), is one way to find
this theoretical best speedup, given a constant fraction of the code that must be executed
in serial 0 ≤ f ≤ 1 [56]. This law essentially states that the code cannot run any faster
than the time it takes to execute the longest serial portion of the code, regardless of how
many processors are used. Amdahl’s Law assumes that the code is perfectly parallel and
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that there is no communication cost incurred due to the introduction of additional cores.
Given the longest point in the above time distribution plot ( f is approximately 1/13th of
the total time), the best speedup that can be achieved with any number of processors is
Smax ≤ 1f → Smax ≤ 13. However, Amdahl’s Law assumes that there is a series portion of
the code followed by a parallel portion of the code that can essentially be parallelized down
to zero. This means that, with enough processors, only the serial part of the code would
require computation time. Due to this, Amdahl’s Law does not exactly fit the algorithms in
this chapter due to the fact that the RLV problem essentially has discrete blocks of time that
cannot be broken down any further, but are still considered to be in the parallel portion of the
code. For this chapter, linear speedup, will be treated as an upper limit or optimal speedup
as the number of processors is increased until Smax is reached. This of course would only
be achieved if the problem is perfectly parallel in that the work is evenly distributed among
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Figure 2.11. Speedup results for method 1 - shared memory (48 point foot-
print)
Given that footprint generation is pretty close to “perfectly parallel,” there are several
potential causes that may be contributing to the discrepancy between actual and theoretical
speedup values. It is known that the speedup is not exactly linear onmulti-core CPUs that are
cast on the same die with shared memory caches [51]. This is due to required coordination
and handshaking that takes place between the cores on shared memory architectures to
ensure cache memory coherency. The next potential cause could be due to the unequal
times required to solve each trajectory. Recall that the optimal speedup values require that
the work is evenly distributed among processors. This of course is not the case, given that
both methods initially distribute the work by number of trajectories and not by execution
time. As seen in Figure 2.9, certain trajectories take significantly more time to solve
than other trajectories. The last potential factor is that newer versions of MATLAB can
automatically run parts of the code in parallel using its intrinsic multi-threading [67]. This
can result in the utilization of more cores than what the user specifies in the parallel toolbox.
Method 2 is used to further investigate these potential causes for discrepancy between the
optimal speedup and the observed speedup. This method, while not as user-friendly as
method 1, has more options and tunable parameters that allow for further isolation and
analysis of these potential inefficiencies.
Figure 2.12 illustrates the speedup curve that has been generated using method 2 to map
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out the same footprint. Method 2 uses MPI to run multiple processors each running a
separate instance of MATLAB without using the parallel toolbox. In addition, MATLAB’s
intrinsic parallelization has been disabled. This should remove any effects of unanticipated
communication and built-in multi-threading that could be occurring when using the first
parallel program architecture described above. Losses associatedwith coordination required
to ensure memory coherency on a shared memory 12 core processor are still present. In
addition, this method initially uses a work distribution method that is based on the number
of points to be solved which is prone to the same issues of nonuniform work distribution
among processors. A comparison between Figures 2.11 and 2.12 illustrates that the curves
achieved usingmethod 2 are fairly similar to that ofmethod 1. This indicates that the primary
causes of the differences between the optimal speedup and the actual has little to do with
MATLAB’s parallel toolbox or intrinsic multithreading. Further investigation is needed
to distinguish how much the uneven work distribution and shared memory coordination
factors contribute to the overall discrepancy between actual and optimal speedup.
Figure 2.12. Speedup results for method 2 - shared memory (48 point foot-
print)
It is likely that one of the primary factors contributing to the difference between optimal
speedup values and observed speedup values is a non-uniformity in the time required to
solve each trajectory around the footprint. As the reader may recall, both method 1 and
method 2 distribute the work among processors based on the number of trajectories that each
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core should optimize. As an example, an 8 core case would distribute a 48 point footprint in
a way that each processor will need to solve 6 trajectories. Figure 2.13 illustrates a stacked
bar graph for the 8 core case using the current work distribution method where each core
gets an equal number of points to find. It can be seen that this is not the optimal work
distribution in terms of computation time among cores with thread 6 doing the most work
and thread 3 doing the least.
Figure 2.13. Work distribution for solving a footprint using 8 cores
In order to further understand how this workload balance is impacting speedup, the work
is evenly distributed in terms of the computational time required for each core. This is
not realistic in application, given that the knowledge of computation time for each point
is used to accomplish this. However, it is a useful exercise that will help further isolate
factors leading to inefficiencies in the parallel algorithm. Figures 2.14-2.16 illustrate a
redistributed, time-balanced workload. They also compare the balanced workload on a
simulated, distributed memory CPU (only utilizing a single core) with the same work
distribution run on a shared memory CPU using multiple cores. The summary of these
differences can be seen in Figure 2.17. This plot illustrates that there is a fairly significant
slowdown resulting from the synchronization required between cores to ensure memory
coherency on shared memory architectures. It can also be seen that this memory coherency
cost quickly increases as the number of shared memory cores is increased. In fact, it can
quickly be inferred that there is an ideal number of shared memory cores to use on a given
problem for this reason. After this ideal point is passed, the overall computation time will
begin to increase as more cores are added. The ideal number of processors is not only
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a function of cores on a shared memory architecture, but problem size as well. Figures
2.14-2.17 illustrate the difference between a perfectly distributed memory architecture and
a single multicore, shared memory CPU. The average shared memory penalty in these
figures is determined by finding the average amount of time increase between solving the
same set of trajectories on the simulated distributed case using a single core and the shared
memory case using multiple cores on the same CPU. These two cases of distributed and
shared memory represent two opposite ends of a spectrum in terms of hardware design.
A more realistic approach that would fall in the middle of this spectrum would be to have
several multicore CPUs running with a low number of cores on each to minimize the impact
of memory synchronization. This would allow for efficiency by operating toward the left
side of the memory coherency cost curve illustrated in Figure 2.17 without requiring such
a large number of distributed memory CPUs. This would be a more practical approach that
may be realized on future RLV systems. In addition, there are multicore CPUs that employ
different memory architectures that can mitigate this issue [56].
Figure 2.14. Time-based work distribution for solving a footprint using 2
cores
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Figure 2.15. Time-based work distribution for solving a footprint using 4
cores
Figure 2.16. Time-based work distribution for solving a footprint using 8
cores
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Figure 2.17. Shared memory coherency penalty curve
Finally, a comparison of time and speedup curves between four different cases are compared
in Figure 2.18. It can be observed that the case with both a balanced workload and a
simulated, distributed memory architecture approaches a near linear speedup curve which
further validates the hypothesis that workload imbalance and shared memory coordination
are the two primary causes of discrepancy between actual and linear speedup curves. By
comparing the differences between both shared memory cases or both distributed memory
cases, the effects of work imbalance can be observed. On the other hand, by comparing
differences in both balanced cases or both imbalanced cases, the effects of shared memory
coordination can be observed. It quickly becomes apparent that work balance is more
important with lower numbers of cores, however, memory coordination starts to outweigh
work imbalance issues as the number of processors is increased. This point is further
illustrated by looking at where the time curves of the (Shared/Balanced) case and the
(Distributed/Unbalanced) case cross. This crossover point is where the importance of
distributed memory overtakes the importance of workload balancing.
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(a) CPU Time (b) Speedup
Figure 2.18. Speedup comparison for method 2 comparing workload balanc-
ing and memory models
2.9 Conclusion
Two different parallel program architectures have been applied to solve an optimal ground
footprint for a RLV problem. The results show that speedups of approximately 4 can
be achieved with both methods as the number of processors is increased to 8 on a shared
memorymulti-core CPUwithout any sophisticatedwork balancing scheme. It is determined
that the non-uniform distribution of required computational time for each trajectory and the
coordination required for coherent read/write memory access in shared memory CPUs are
the two primary causes for differences between optimal linear speedup and the actual
speedup observed for each method. MATLAB’s parallel toolbox and intrinsic multi-
threading have little to no effect in terms of impacting parallel program performance for
this specific problem. The memory coordination issues can be addressed by running the
algorithms on hardware with distributed memory architectures, in other words, computers
or compute nodes that have multiple processors with separate memory caches. Using
this type of computing device, it is theoretically possible to reduce the calculation time
required to generate an entire RLV footprint down to the time required for the longest serial
computation. In this case, the longest computation time required to solve a single point on
the footprint. Achieving this optimal speedup would require the same number of processors
as trajectories, or points on the perimeter of the footprint. In addition, a more-sophisticated
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work distribution algorithm that splits up the work evenly in terms of computational time
required per processor would help enhance the efficiency of these algorithms when there
are not as many cores as points on the footprint. While MATLAB is well-suited for
demonstration purposes, additional speedup on operational versions of these algorithms
would be obtained by utilizing higher performance computing languages such as C, C++,
or Fortran.
It can be seen that this methodology and way of thinking can be applied to a number
of similar engineering problems. This chapter presents just one example of where the
fairly recent multi-core revolution in CPU development can be used as an enabler to more
efficient ways to solve problems such as the landing footprint of a RLV. This chapter simply
took advantage of the “perfectly parallel” aspect of footprint generation. However, each
of the trajectory optimization tasks themselves could be parallelized for further efficiency
and speedup. This of course would be a more difficult problem due to the fact that
an increased level of communication and synchronization would be required among the
processors involved. The remainder of this dissertation investigates and develops various
evolutionary algorithms that could potentially be applied to solving and optimizing the
individual trajectories in parallel. The parallel computing concepts and lessons associated
with factors that impact the efficiency of parallel computation will be continue to be
leveraged throughout this dissertation. It will be seen that parallel computation proves to






Now that various ideas of parallel computation and application examples have been dis-
cussed, this chapter shifts the focus of this dissertation toward the investigation of evolu-
tionary algorithms. These types of algorithms are a set of optimization techniques that lend
themselves nicely to parallelization given that they operate on sets of candidate solutions
and utilize a number of independent operations. The GA is investigated first, as it is the
most popular of the various forms of evolutionary algorithms. GAs were introduced by
John Holland in 1975, as heuristic search algorithms based on biological evolutionary pro-
cesses [39]. They were originally applied to solve combinatorial problems with discrete
decision variables. One of Holland’s students, Ken De Jong, was the first to suggest the
application of GAs as function optimizers. In De Jong’s Ph.D. dissertation, continuous
optimization problems were converted to combinatorial problems through binary encoding
and solved using GAs [68]. Even though GAs were first introduced in 1975, it is interest-
ing to note that the first documented GAs that utilized real-coded variables for optimizing
continuous functions did not begin to appear until 1989 with Davis adapting GA operator
probabilities in real-time and with Lucasius et al. solving chemometrics problems [69],
[70]. Over the years, GAs have become very popular due to their simplicity, their direct
parallels to familiar concepts in biology, and their ability to be applied as black box function
optimizers. Black box function optimization is needed when knowledge of the specific
model or function to be optimized is not known. This can be the case with complicated
models, real-world systems such as factories and assembly lines, or when restrictions on
information transfer (e.g. proprietary data) limit the ability to obtain gradient information
that is often required for conventional optimization schemes. In addition, GAs have no
requirements for continuous or differentiable search spaces, making them ideal for complex
problems with discontinuous search domains. In practice, GAs have been applied to a wide
range of applications to include: interplanetarymission design [11], calculating commercial
aircraft approach trajectories [71], optimizing networks of pipes for water delivery [72],
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and have even been used by musicians to generate jazz solos [2].
This chapter provides the reader with the necessary background and understanding for the
following chapter in which several types of parallel GAs are developed and applied to an op-
timal control problem. It begins with a description of the various GA operators and standard
implementations for binary encoded GAs. Next, the chapter presents a top-level overview
of the original and modern theoretical approaches to understanding the dynamics and con-
vergence properties of these algorithms. Next, the theoretical and empirical approaches
to tuning the user-defined parameters in these algorithms are developed and presented in
detail. After this, the chapter introduces the reader to a number of improvements and recent
concepts used to assist these algorithms in solving different types of challenging problems.
It then transitions toward the development and discussion of RCGAs and their associated
operators. From here, a top-level theoretical overview of the dynamics and convergence
properties of RCGAs is developed. Lastly, the chapter concludes with an overview of
the various forms of parallel GAs, their associated advantages and drawbacks, and a brief
theoretical analysis of each parallel GA type based on concepts from literature.
In a GA, Darwinian concepts are applied to an initial “population” or set of candidate
solution vectors to a given problem. After this initial population has been generated,
each individual candidate solution or “chromosome” is evaluated based on its “fitness,”
or objective function value. The chromosomes then compete against one another in a
survival of the fittest scenario where the most fit chromosomes have the highest probability
of surviving. These surviving chromosomes become parents that then generate “offspring”
through a simulated reproduction process referred to as crossover to provide the next
“generation” of solution vectors for the algorithm. As in nature, a random search factor
is added to this process in the form of genetic “mutation.” A summary of the steps in a
standard GA is illustrated in Figure 3.1. Each of these steps is described in greater detail
throughout the following sections of this chapter.
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Figure 3.1. An illustration of a simple GA
In order to help the reader understand the logic and reason behind each step in the genetic
algorithm, the concept will initially be described as a simplistic optimization algorithm that
is progressively improved until the final product is a somewhat sophisticated GA. In the
most fundamental sense, an iterative optimization algorithm is one that repeats an operation,
or series of operations in order to try to iteratively approach the solution to a given problem.
To start with the most basic form of optimization algorithm, one could imagine a simple
search algorithm that randomly generates a candidate solution to an optimization problem
during each iteration. With this approach, a few things quickly become necessary for this
algorithm to function properly. First of all, the algorithm needs some way of determining
how good a given candidate solution is. In the realm of GAs, this metric is often referred
to as the ‘fitness’ of a candidate solution or ‘chromosome’ as it is referred to in much of the
literature on GAs.
3.2 Fitness Function
The fitness function is the only link between the GA and the problem that it is trying to solve.
The simplest fitness function is the objective function of an unconstrained optimization
problem as described in Equation (3.1) where x¯ is a solution vector and n is the problem
dimension. In a maximization problem, the candidate solution or chromosome that has the
highest fitness value would be considered the best solution found. Of course, the world
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of optimization is seldom this simple and their are typically large numbers of inequality
and equality constraints that can be highly nonlinear. However, for the purposes of this
chapter, it is easiest to assume that the initial problem is unconstrained, and the fitness
function is exactly representative of the initial optimization problem. In other words, it is
assumed that the fitness function is the objective function. In fact, unconstrained NLPs
are the only form of NLPs that a standard GA is able to solve without the introduction of
any constraint handling techniques. Appendix B provides a survey of techniques that can
be used to handle constrained optimization problems in GAs. Furthermore, several types
of constraint-handling techniques will be introduced and analyzed in Chapter 4. However,
for this chapter, it is best to assume the GA is attempting to solve an unconstrained NLP
problem.
minimize f ( x¯)
s.t. x¯ ∈ Rn
(3.1)
Going back to the simple optimization algorithm, the random search algorithm is now able
to evaluate each of its randomly generated candidate solutions. Next, it is useful for this
algorithm to have some type of memory, where it keeps track of the best solution found over
all of the iterations. It has been shown that such an algorithm is guaranteed to converge as
the number of iterations approaches infinity [73]. While this is an optimization algorithm
that has been proven to converge, engineers typically don’t have infinite amounts of time to
wait for an optimal solution. This idea is further developed in Section 3.12.1 of this chapter.
Instead of creating a single candidate solution at each iteration, a GA works on a set or
‘population’ of candidate solutions at each iteration for better exploration and exploitation of
the search space. Figure 3.2 further illustrates this comparison between a GA that operates
onmultiple solutions from one iteration, i, to the next and a standard deterministic algorithm
that iterates on a single point in the search domain. In addition to improving algorithm
search capability and speed, this idea of operating on populations of solution vectors makes
these algorithms very amenable to parallel processing as will be seen later.
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Figure 3.2. A comparison of a standard algorithm and a GA
3.3 Initial Population
An initial population or set of solution vectors is typically created using a uniform, random
distribution that samples the entire search space choosing an initial set of trial solutions
or chromosomes. This is common practice given that GAs are typically used on problems
where there is little to no a priori knowledge about the problem in regard to where its
optimal solution is likely to be [73]. However, there are different ways to construct an initial
population distribution to leverage problem-specific knowledge or promote greater initial
population diversity (e.g. initial sizing and grouping of structural members for truss designs
based on compression force, tension force, or zero-force loads) [74].
Next, assume that the search algorithm is further modified to reflect a survival of the fittest
technique where it enforces a simulated natural selection or pruning process that occurs
from population to population. In other words, some type of fitness-based selection occurs
to force the future generations to have better average fitness than previous generations.
Before some of the potential issues associated with this new algorithm are pointed out and
addressed, it is first important to understand some of the different fitness-based selection
methods that are typically implemented in GAs.
3.4 Selection Operators
The selection process is very important to GA performance in that it is what creates the
“survival of the fittest” attribute that forces populations to improve over time. Selection
techniques often leverage the values from the fitness function evaluated at each candidate
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solution to refine the current population in a way that leads to a higher average fitness among
parents that have been chosen to produce the next population. There are several different
selection methods [75], [76] that are described in more detail in the following subsections.
Blickle et al. have conducted a number of studies and experiments to model and compare
the different selection techniques outlined in the subsections below [76]. After comparing
the various selection schemes and looking at traits such as: selection pressure, loss of
population diversity, and variance of the resulting population, they conclude that the best
selection operator is problem dependent [76].
3.4.1 Roulette Selection
Roulette selection is a simple selection process where each member of the population
has a probability of selection that is proportional to their fitness value. This class of
selection techniques is often referred to as proportionate selection [75]. One of the simplest
implementations is to start with a given population and evaluate all of the associated fitness
values for each member. From here, the algorithm sums up all of the fitness values to get
the total fitness for the population. This algorithm assumes that all of the fitness values
have been scaled in such a way that they are all positive. This process is more intuitive for
a maximization problem where the largest fitness has a proportionally large percentage of
being selected, however, the fitness values can be adjusted and scaled so that minimization
can be done using this technique as well (e.g. 1f itness+ ). Next, a random fitness value
is chosen between zero and the sum of all fitness values in the population. This value is
treated as the threshold value. With this value set, the algorithm simply starts randomly
picking chromosomes and summing up the cumulative fitness value as they are selected.
The randomly chosen chromosome that makes the cumulative fitness go above the threshold
value is chosen to be a parent for the next population. As can be imagined, the chromosomes
with the larger fitness values have a greater chance of being the chromosome that causes the
cumulative fitness sum to break the randomly chosen threshold value. This entire process is
repeated Npop times until enough parents have been generated to create a new population of
Npop individuals through crossover and mutation (described later). This process produces a
similar result to that of a roulette wheel where each chromosome has a fitness proportional
slice of area as depicted in Figure 3.3. This wheel is then spun Npop number of times to
create the next generation of parents that will undergo the simulated reproduction process
of crossover and mutation.
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Figure 3.3. An illustration of a roulette selection operator
3.4.2 Tournament Selection
Tournament selection is a fairly common and straightforward selection method. As illus-
trated in Figure 3.4, a user-defined number of chromosomes or tournament pool is chosen
at random from the current population. The chromosomes in this tournament pool compete
with each other and the onewith the best fitness value is selected to be a parent for production
of the next generation (minimization is used in this figure as an example). This process is
repeated, another pool is randomly selected and a winner is determined until a user-defined
population size Npop number of parents have been selected to produce the next generation.
There are various forms of the standard tournament selection scheme. Some GAs utilize a
tournament selection operator that only considers the current population of offspring while
other GAs allow the selection operator to consider both the previous generation of parents
and their offspring. In addition there is the option of replacement vs. no replacement when
the tournament selection operator is selecting from both the offspring and the previous set
of parents given that it is selecting from a set of solution vectors that is twice the size of
the population. Replacement allows the selection algorithm to potentially pick the same
chromosome multiple times, while not using replacement forces the selection operator to
only choose from chromosomes that have not yet been selected. It must be noted that
replacement is required when only considering the current population of offspring solution
vectors and not the parents. This creates a selection operator where the solution vectors
with the best fitness will likely be represented multiple times in the selected set of parent
chromosomes.
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Figure 3.4. A diagram of a tournament selection operator (minimization)
3.4.3 Ranking Selection
There are a number of various GAs that have been developed utilizing a rank-based sorting
approach [77], [78]. In these algorithms, a sorting algorithm is employed to sort the popu-
lation based on each member’s fitness values. After this is completed, rank-based weights
are assigned to each chromosome in a consistent fashion from generation to generation so
that the rank of each chromosome defines how likely it is to be selected to be a parent for the
next generation. After one of several rank-based weighting functions is applied to the sorted
population, simple roulette or proportional selection is conducted. There are a number of
different linear and exponential rank-based weighting schemes that can be applied [76].
This method allows from a consistent selection pressure from generation to generation re-
gardless of the relative distribution of fitness values. This can be useful when the population
is very similar in terms of fitness values. This type of selection allows the GA to continue
progression toward the better solutions, where a standard roulette technique would only
slightly favor the best solution in the case were are fitness values are relatively close. While
this seems like a superior method, these sorting algorithms can become computationally
expensive when compared to the previous algorithms as the size of the population grows.
3.4.4 Truncation Selection
Truncation selection is a straightforward technique that is more common in the evolution
strategy world than it is in the realm of GAs [79]. Truncation selection also utilizes a sorting
technique to gain knowledge of the rank order of a given population. From this point, the
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truncation selection operator truncates the population by only looking at a set number
of the highest performing chromosomes. From this subset, a simple random selection
technique can be implemented where each member of this higher performing subset has
an equal chance of being selected [80]. Again, this method has the drawback of additional
computational complexity due to the requirement of sorting the population based on fitness
during each generation.
3.4.5 Elitism
Elitism is the simple method of retaining the best member, or several members from the
current population and ensuring that they remain in the next population [73]. This is
a very useful practice that significantly increases GA performance for any of the above
selection techniques without much additional computational work. It ensures that the most
fitmember(s) are not lost in the process of selection, crossover, andmutation. This technique
helps the rest of the population increase their fitness quickly which in turn searches areas
in the neighborhood of the best solution found. In fact, it is seen later in Section 3.12.1
that convergence can’t be proven for non-elitist GAs, i.e. those without memory of the
best solution found. However, it can be shown that a simple memory that retains the best
solution found to date, while not an elitist GA, does still converge given that the optimal
solution is eventually discovered as the number of generations approaches infinity [81].
3.5 Encoding
Standard GAs encode the decision variables of the problem in a way that lends itself to the
genetic operators described in the Section 3.6. The standard, most simplistic GAs often use
some type of binary encoding. Binary encoding has a cardinality of 2, or in other words,
each bit can have 2 potential values, either a 1 or a 0. Each bit location represents a specific
power of 2. All of the bit locations, or particular powers of 2 that have a 1 in them are
summed together to produce a single integer. The rightmost bit location in a binary string
of length l represents 20, and from left to right the location representation goes as follows:
2l−1, 2l−2, . . . , 21, 20. As an example, the binary string [1, 0, 0, 1] → value = 23 + 20 = 9.
It can quickly be inferred, that the maximum number that a binary string of length l can
represent is valuemax = 2l − 1. If the user has a range or upper and lower bounds that they
would like to enforce on a decision variable, these binary numbers and resultant integers
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(UB − LB) + LB (3.2)
It is fairly intuitive to see that the resolution on the scaled variables directly depends on
the number of bits used in the original binary string combined with the size of the range
or distance between the upper and lower bounds. This relationship is defined in Equation






2l − 1 (3.3)
Often times in GA literature, the encoded variables are referred to as a “genotype” and the
decoded variables are referred to as a “phenotype.” [73] This is in line with the biological
roots of GA concepts.
3.5.1 Binary Coding vs. Reflected Binary Gray Coding
In standard binary representation, there is always the possibility that a change in a single bit
(a distance of 1 in Hamming space) could lead to a significant change in the decoded value
of the given variable. This idea is referred to as a Hamming Cliff [82], and is typically
viewed as an unwanted characteristic of binary encoding due to the fact that it can force the
GA to behave in unanticipated ways. It is important to note that the GA utilizes structure
in the encoded variables. The algorithm uses the idea that genotypes which are relatively
close in Hamming space should be similar in fitness or performance. A Hamming Cliff
illustrates an instance where this is no longer the case, making it difficult for the GA to
use the encoded structure to arrive at a near-optimal value due to this disconnect between
genotype and phenotype. An extreme case of this would be if one were to use a completely
random encoding scheme that changes every time a chromosome is encoded. Even though
the GA would be trying to utilize crossover as a way to take advantage of the search space
structure, it would ultimately be no different than a random search [82].
Reflective Binary Gray coding is one of the more common encoding techniques that is used
to avoid Hamming cliffs by more closely relating the encoded problem space to the real
problem space. Gray coding is a way to ensure that adjacent numbers in Euclidean space are
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also adjacent in Hamming space [82]. As can be seen in Equation 3.4, it is fairly simple to
convert from standard binary encoding to gray code and back to binary again. In the below
equation
⊕
is a bit-wise exclusive OR operator, i.e. the sum of the bits being compared
modulo 2. In addition, xbi is a binary string of bits and xgr is the same string in Reflective
Binary Gray coding.
Binar y to Gray :=

xgr (1) = xbi (1) i f i = 1
xgr (i) = xgr (i − 1)
⊕
xbi (i) i f i > 1
Gray to Binar y :=

xbi (1) = xgr (1) i f i = 1
xbi (i) = xgr (i − 1)
⊕
xgr (i) i f i > 1
(3.4)
Table 3.1, recreated fromCaruana’s paper [82], illustrates the use of the conversion equations
and how the Hamming distances compare between the two encoding types. It can be seen
that standard binary encoding can have two adjacent numbers in Euclidean space that have a
Hamming distance that is up to the length of the bit string itself e.g. the Hamming distance
between seven and eight is four. However, it can also be seen that Reflective Binary Gray
encoding ensures that all adjacent numbers are only different by a Hamming distance of 1.
Integer Binary Hamming Distance (n,n-1) Reflective Binary Gray Hamming Distance (n,n-1)
0 0000 – 0000 –
1 0001 1 0001 1
2 0010 2 0011 1
3 0011 1 0010 1
4 0100 3 0110 1
5 0101 1 0111 1
6 0110 2 0101 1
7 0111 1 0100 1
8 1000 4 1100 1
Table 3.1. A comparison of Hamming distances in binary and reﬂective
binary gray encodings
Caruana and Schafer study the differences between encoding types in more detail using
empirical results from a simple GA applied to six test problemswith both types of encodings
to determine that the Reflective Binary Gray encoding outperforms the standard binary
encoding with statistical significance on two problems and performs equally as well on the
other four [82]. They conclude that in general, gray encoding seems to outperform standard
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binary coding in GA on problemswith parameter values that are ordered quantities. Whitley
illustrates that while, for most problems gray encoding induces a fewer number of local
optima and results in simpler encoded problem spaces and superior performance when
compared to binary, there are some cases where the opposite is true and simple binary
encoding performs better [83]. His study indicates that, for the majority of problem types,
gray coding performs better and essentially has a “free lunch” advantage over the standard
binary encoding.
3.6 Crossover
Now that some common selection methods and encoding implementations have been intro-
duced, a return to the simple optimization algorithm is warranted. It can quickly be pointed
out that this algorithm will eventually converge to a uniform set of candidate solutions.
Based on the initial population, the most fit ‘chromosomes’ are favored and will likely be
represented multiple times in the next generation. As this occurs over and over again, the
populations will quickly become entirely composed of a number of copies of the same
candidate solution. If the initial population is infinitely large, this might not be a major
concern, however, with finite populations, there is no guarantee that the initial population
contains a globally optimal solution, or even a solution that is ‘good enough’. With this,
the best that such an algorithm can do is converge to a population that is filled with copies
of the best solution originally obtained in the initial population. In order to overcome this
shortfall, GAs utilize simulated reproduction techniques referred to as crossover operators.
There are several types of binary crossover techniques that have been studied in detail [84],
[85]. It must be noted that these crossover operators are fundamental to the GA’s ability to
efficiently evolve populations toward optimal points.
3.6.1 Single-Point Crossover
The original version of crossover is the simple single-pointmethod utilized in JohnHolland’s
original GA [39]. In this technique, the selected parent population is paired off by twos
to create Npop2 sets of parents. Each set of parents then produces a set of two offspring as
a result of the crossover process. The chance that crossover will occur, pcross, is another
user-defined parameter and is typically on the higher side (pcross = [0.5 − 1.0]) [86]. If
the algorithm decides that crossover should occur between the two parent chromosomes,
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a uniformly random bit location is chosen as the pivot point or crossover point. At this
location the genetic information to the left (or right) of the point is swapped between the
two parent chromosomes to produce two offspring chromosomes. If the algorithm decides
crossover should not occur for a given set of parents, then they remain unchanged and
become offspring for the next generation. This standard crossover operator is illustrated in
Figure 3.5.
Figure 3.5. A single-point crossover operator
3.6.2 Multi-Point Crossover
Multi-point crossover works in a similar way, only with more than one crossover point.
This increases the amount of disruption of the original parent vectors, and has been shown
to increase performance with some applications [84]. After the crossover points have been
determined, the genetic material is swapped in a method similar to that depicted in Figure
3.6. The genetic material between two selected points that is to the right of an even (or odd)
number of pivot points is swapped to produce two unique offspring.
Figure 3.6. A multi-point crossover operator
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3.6.3 Uniform Crossover
Uniform crossover looks at one gene, or bit, at a time and has a 50% chance of choosing
the gene from the first parent and a 50% chance of choosing the gene from the second
parent [84]. This process can be further understood by looking at Figure 3.7. It can be seen
that a mask string is randomly produced, where a 1 indicates that that specific gene location
is swapped between parents and a 0 indicates that each parent retains that specific gene.
Figure 3.7. A uniform crossover operator
With all of the above crossover operators available for use, which one is the best? According
to Holland and the Schema Theory (discussed later), crossover operators that minimize
disruption and preserve critical building blocks should be superior. However, several
authors have shown that multi-point and uniform crossover seems to outperform single point
crossover on a number of test problems [84]. De Jong and Spears look further into this, and
determine that these crossover operators have to be considered with population size [85].
They indicate that the uniform and multi-point crossover operators perform better only in
cases where the population isn’t sufficiently large to fully sample the problem space. In
these specific instances, increased disruption caused bymore crossover points helps increase
the exploration property with smaller populations that quickly become homogeneous and
thus create difficulty for single point crossover to produce new individuals. However, when
sufficient populations sizes are used, the lower disruption crossover techniques actually
outperform the uniform crossover technique [85]. This provides another theoretical and
empirical data point that indicates population size is not only problem dependent, but also
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algorithm dependent. Population sizing will be addressed later in this chapter.
3.7 Mutation
Standard optimization algorithms along with GAs (as described up to this point) have the
potential shortfall of converging to a sub-optimal point or a local minimum. This becomes
increasingly likely for problems that are highly multimodal. GAs draw on genetic mutation,
a phenomenon that naturally occurs in biology, to allow the algorithm to escape local
optima [39], [68]. This process typically occurs after one of the above crossover techniques
has been applied to the chosen parent chromosomes to create a new population of offspring
chromosomes. Figure 3.8 illustrates a simple bitwise mutation process that is commonly
used in binary GAs. The algorithm steps through each bit of each offspring chromosome
with a user defined probability of mutating or flipping each bit. This mutation probability
pmut is typically small (pmut = [0.001−0.05]) so as to not disrupt the evolution process [86].
If this percentage is too high, the algorithm begins to behave as a population-based random
search where the evolution of the algorithm is dominated by the random mutation operator.
Later sections onGA theorywill illustrate how theGA ismore efficient than a random search
when the above operators are allowed to operate effectively without too much disruption
from the mutation operator.
Figure 3.8. A bit-wise mutation operator
3.8 Stopping Criteria
GAs are iterative algorithms that require some type of stopping criteria to prevent them
from going into infinite loops. There have been a number of proposed stopping criteria, all
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of which have their place for given problems and applications. In fact, multiple stopping
criteria are often used in conjunction. As will be seen in the following sections, a practical
and robust globally optimal convergence proof does not exist. Given this, GAs are often
designed to work on the practical basis of finding solutions that are sufficiently good for
the practitioner and the associated application. With this in mind, the simplest stopping
criteria are simply user-defined maximum number of generations or maximum amount of
computational time. As soon as this generation or computation time threshold is met, the
GA stops iterating and returns its best solution found. One of the more reasonable stopping
criteria is to have a target objective function value that the GA is trying to achieve. As
a stopping criteria, once the GA finds a solution vector that meets this target value, the
algorithm stops the iteration and returns the solution. As can be imagined, it may be useful
to combine this stopping criteria with a generation or computation time threshold so that an
infinite loop is not encountered when an overly optimistic fitness target is used.
Another stopping criteria that is fairly common is to estimate when the algorithm has
converged to a solution [73]. This is often done by looking at the population average fitness
value from generation to generation. A user-defined tolerance can be set as the minimum
amount of difference between the average fitness values of the current population and the
preceding one. Along these same lines, the standard deviation of population fitness values
can be utilized as another potential convergence metric. Where a very small standard
deviation indicates that all of the chromosomes in a population are close to identical and
the GA has converged to a potential solution.
More recently, several researchers have been investigating increasingly sophisticated stop-
ping criteria where Karush-Kuhn-Tucker (KKT) conditions are estimated and applied to
develop a measurement of proximity to a locally optimal point [87]–[89]. While these
techniques offer a more robust stopping criteria for certain problems, they do require the
use of local gradient information of the search space. This idea seems to go against one
of the primary advantages of GAs in that they are able to treat the problem as a black box
without the use of gradient information or the need for continuous, differentiable search
domains. These authors have developed methods to deal with discontinuous search spaces,
but still require more information from the problem than standard GAs require. This may
be a practical stopping criteria for some applications, but might not be feasible when little




When studying GAs, it is important to introduce John Holland’s Schema Theory [39] as
much of the early theory and fundamental understanding of how GAs work up through the
early 1990’s is directly based on these concepts. It must be noted that this theory has been
criticized and brought into question by several authors over the years; however, many of the
concepts and fundamental ideas remain at the core of how GAs are thought to operate [73].
The idea of a schema is analogous to a hyperplane in geometry, or simply a subspace in
a given encoding with a defined cardinality or alphabet. As a simple example, assume
an encoding with a cardinality of two (binary encoding). A schema represents a certain
subspace of all the possible bit strings of a given length. As an example, consider a 4 bit
string with the “*” symbol representing a free bit or wildcard bit that could be either 1 or
0. A given schema could be represented as (**11). Using this definition, the following bit
strings are all members of this given schema: (1111), (0011), (0111), (1011) as they all
possess the defining bits (11) in the 3rd and 4th position. Looking at this through the lens
of a GA, each of the previously mentioned schemata (plural for schema) have an assigned
fitness value. Holland will define the schema fitness for (**11) as being the average fitness
value of all strings that fit within this defined subset of strings or hyperplane in a given
population. The fundamental idea is that the GA tends toward schema that have the best
schema fitness values by solving many multi-armed bandit problems [73]. A two-armed
bandit problem is one that has received a great deal of attention and study in the statistics
world. It can be thought of as a problem where two events have different unknown outcome
distributions and the task is to maximize the return over a given number of trials. The
only way to generate an understanding of which event has a superior outcome distribution
is to explore by running trials for each event and measuring the outcome. However, at a
certain point, the user would like to capitalize or exploit the knowledge that they have gained
through exploration before all of the trials have been used. Holland applies this problem to
the sampling and representation of various schema in the GA population throughout the run
of the algorithm. He also uses the term implicit parallelism to describe the idea that the GA
is solving a large number of multi-armed bandit problems simultaneously as it is applying
its various genetic operators and deciphering which schemata have the best average fitness
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based on sampling. [73]
It can be inferred that there are 2l possible schemata that can exist within a single chromo-
some of length l. In a population, there could then be Npop2l schemata, however, this doesn’t
account for duplication and overlapping schemata so it is a conservative upper bound on the
number of schemata in a given population. With several assumptions, John Holland was
able to derive that the lower bound of schemata being processed by a GA is on the order of
O(N3pop). However, this is one of the areas that is contested. Bertoni and Dorigo illustrate
that this bound is somewhat arbitrary and is entirely dependent on the relationship between
the populations size and the defining length of a given schema [90]. Holland assumes that
the value of this ratio is equal to one for his derivation, but Bertoni and Dorigo illustrate
that this assumption can take on other values and can significantly change this lower bound
on the number of schema being processed by the GA.
The primary result of the Schema Theory is the derivation of an expected number of a
given schema going from generation g to g + 1. Before this derivation is described, it is
important to first introduce several key schema characteristics. The first is the schema order
(Os) which is the number of defining bits within a given schema, where a defining bit is
one that is not represented by a wild card character. Next, the schema defining length, ls, is
the distance in bits between the leftmost defining bit and the rightmost defining bit. First,
the effect of a standard fitness-proportional selection operator on the number of a given
schema, Ns, in a population of size Npop from the initial generation g to the next g + 1 is
analyzed. Equations 3.5 and 3.6 illustrate the average schema fitness, f s, and the average
population fitness, f¯ . Equation 3.7 shows the expectation of the number of schema in the
g + 1 generation as the result of fitness-based selection alone [73]. This will be pieced
together with the effects of crossover and mutation to develop the full expectation for the
















From here, the effects on a given schema as a result of a standard single-point crossover
operator are investigated. More specifically, the interest is in the chances of crossover
disrupting a given schema that has made it through the selection operation. Recalling how
single-point crossover works from the previous section, it is assumed that crossover will
disrupt a given schema if the crossover point occurs between the leftmost and rightmost
defining bit of the schema. In order to keep things simple, Holland assumed that all parents
containing a given schema that experience a crossover point within their defining bits are
disrupted. In addition, it is assumed that no new instances of the given schema are created
during the crossover operation [73]. Vose points out that the assumption of no new schemata
being created from crossover essentiallymeans that only schema that are present in the initial
population can be involved in the progression of the algorithm [44]. This unfortunately
results in the neglect of a very important aspect of genetic search regarding the creation
of new schema that shouldn’t be overlooked. Equation 3.8 illustrates the probability that
a given schema that will survive the crossover process. It can be seen that this crossover
survival probability is a function of crossover probability, pcross, schema defining length,
ls, chromosome length, l, and the probability that the two selected parents are different,
pdi f f .
1 − pcross lsl − 1pdi f f (3.8)
Equation 3.9 describes the chance that a given schema will survive a standard bitwise
mutation process as a function of probability of mutation, pmut and schema order, Os.
1 −Ospmut (3.9)
Lastly, all of this is combined to set a lower bound on the number of a given schema that
makes it from generation g to generation g + 1. Equation 3.10 is simply a combination of
the above effects of selection, crossover, and mutation. Given that a lower bound is desired,
pdi f f is set to 1 which is an assumption that all parents chosen for crossover are never the
same. While this isn’t always the case in practice, this will result in a maximum disruption
from crossover which results in a lower bound for the expected number of a given schema
to survive from one generation to the next.
E[Ns (g + 1)] ≥ *,Ns (g) f sf¯ +-
(




In general, this theory predicts that the number of a given schema, Ns, whose average fitness,
f s is far enough above the population average fitness, f¯ , will overcome the disruption caused
by crossover andmutation andwill increase from generation g to generation g+1. This is not
necessarily a convergence proof, but only a characteristic of the algorithm as it transitions
from one generation to the next. Selection pressure is another term that is often used to
describe the how well a given chromosome performs when compared to the population as
a whole when using a fitness-proportional selection operator.
3.10 Building Block Concept
Closely coupled with John Holland’s Schema Theory is the concept of building blocks that
was originally introduced and developed by Goldberg [91]. This concept essentially states
that fundamental building blocks, or lower order schemata are pieced together by the genetic
algorithms in order to move toward the optimal solution. This concept is central to much of
the theoretical work relating to population sizing that will be discussed in Section 3.13.2.
While this idea is very straightforward and logical, Goldberg also later points out that there
are deceptive problems where these building blocks can actually lead the algorithms in the
wrong direction. It is also worthwhile noting that the defining length of the critical building
blocks can also play a key role in how well a GA will be able to use implicit parallelism to
piece together the correct set of building blocks that result in an optimal solution.
3.11 Deceptive Problems
A fundamental question regarding GAs and finding a minimum/maximum point is simply
put: what makes a problem difficult for a GA to optimize? Referring back to the Schema
Theory and building block concept, a genetic search tends toward low order schemata that
seem to produce the best fitness values. It uses these low order schemata as building blocks
and works toward higher order schemata that hopefully contain the optimal solution [91].
A problem that often finds itself in these types of discussions is the “needle in a haystack”
problem in which the entire search space has a uniform fitness value except for one single
point that has the best fitness and is the global optimum [92]. It can be imagined that all
of the low order schema would have the same fitness so there would be no information or
building blocks to help the GA trend toward the global optimum. The only way for this
global optimum to be found would be for the algorithm to land on the exact solution by
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random chance. This is of course an issue that is not unique to GAs given that this type of
problem is notoriously difficult for many solvers including gradient-based ones [92], [93].
The afore mentioned problem is not necessarily a deceptive problem, but is simply a difficult
problem to solve. A deceptive problem is difficult for slightly different reasons in that there
are low order schema that have better average fitnesses than the set of low order schema
that contains the true optimal solution. In other words, the GA tries to use the problem
fitness data to steer the search, but is deceived by the building blocks and ends up trending
toward a suboptimal point. In some ways, gradient based methods face similar challenges
on multimodal problems where the search may be steered to locally optimal points that
are not globally optimal. Goldberg and others have studied this phenomenon in detail and
uses Walsh transforms to create deceptive functions and analyze GA performance on these
types of problems [94]–[96]. Given the fitness-based selection methods described above,
the population in successive generations will tend toward the low order schema that have the
best average fitness. This deceptiveness can best be illustrated with a simple definition that
Whitley uses in his paper on the principles of deception illustrated in Equation (3.11) [97].
The case of a three bit encoded problem where 1,1,1 is the optimal solution and the string
with the maximum Hamming distance from the optimum 0,0,0 is a deceptive attractor,
meaning it is a local optimum that creates this deceptiveness. Equation 3.11 illustrates
the relationships in schemata fitness that lead to a fully deceptive problem. The schema
fitness is the average fitness of all of the strings that lie within the schema (or hyperplane)
of interest e.g. f (0, 0, ∗) = f (0,0,0)+ f (0,0,1)2 .
f (0, ∗, ∗) > f (1, ∗, ∗) f (0, 0, ∗) > f (1, 1, ∗), f (0, 1, ∗), f (1, 0, ∗)
f (∗, 0, ∗) > f (∗, 1, ∗) f (0, ∗, 0) > f (1, ∗, 1), f (0, ∗, 1), f (1, ∗, 0)
f (∗, ∗, 0) > f (∗, ∗, 1) f (∗, 0, 0) > f (∗, 1, 1), f (∗, 0, 1), f (∗, 1, 0)
(3.11)
It can be seen that all the instances of the lower order schema seem to have higher average
fitness values than the low order schema that actually contain the globally optimal solution.
This is a fully deceptive problem in that this is the case with all of the lower order schemata.
As one can imagine, there are varying degrees of deceptiveness. Unfortunately, a practical
metric that enables practitioners to determine deceptiveness and problem difficulty before
attempting to solve them for general classes of problems has not yet been found [73]. Whitley
tests a few different GA setups against some known deceptive problems to see what works
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the best. As it turns out, the GAs with larger populations and more specifically, a parallel
GA with distributed populations ends up with the best results in finding the global optimum
on deceptive problems [97]. Forrest and Mitchell further investigate this phenomena using
Walsh transforms to attempt to pinpoint building block characteristics that may contribute
to this deception. They illustrate that simple hill-climbing algorithms and even random
search can outperform GAs on some of these deceptive problems [96].
As it turns out, there are measures that can be taken to handle highly deceptive problems.
Goldberg, Deb, and Horn investigate a specific type of deceptive trap functions that are
extremely multi-modal with over five million local optima and 32 globally optimal solutions
to further understand how GAs have difficulty with these types of problems and what can be
done to avoid these difficulties [98]. They find that large populations can greatly increase the
chances of finding at least one of the globally optimal points. In addition, they investigate
the use of niching, a process that penalizes individuals as a function of proximity to other
individuals in the population in order to force diversity in the populations. This also
helps force the GA to span larger portions of the search space. Niching, in combination
with scaling the cost function in a way that forces the globally optimal points become
significantly larger (for maximization) than the locally optimal points proved to be the most
effective method. Niching alone was not sufficient due to the proximity of global optima
relative to each other and relative to local optima that were close in fitness to the global
optima. However; the combination of niching, cost function scaling, and larger populations
led to GA runs that found all 32 globally optimal points. While these authors had the
luxury of knowing that they were dealing with this specific type of multi-modal deceptive
function a priori, they did illustrate the effectiveness of large populations and population
diversity in solving difficult problems. Even with this knowledge, Goldberg, Deb, and
Horn had to experiment with different population sizes, different niching distance penalties,
and different objective function scaling exponents in order to finally achieve the desired
results. Unfortunately, one of the biggest challenges in dealing with difficult problems is
first knowing what type of difficulty needs to be dealt with.
Deception is only one factor that canmake problems difficult to solve for GAs. In fact, Gold-




The global optimum is isolated such as in the needle-in-the haystack problem where the
global point is an isolated occurrence with a single point that is different from an otherwise
uniform fitness landscape.
Deception
Described in the beginning of this section.
Noisiness
When the members of a given schema have a large variance in terms of fitness values. This
makes it difficult for the GA to discern which schema has the best average fitness from a
limited sample size.
Crosstalk
Goldberg summarizes this as an issue that arises when the higher-level objective function
is composed of a combination of sub-level functions. Crosstalk is when there is a cross-
coupling affect between sub-functions that does not directly link itself to changes in the
encoding structure making it difficult for the GA to optimize the top-level objective function.
Massive Multimodality
The presence of multiple, locally optimal points can cause the GA to prematurely converge
to a solution that is not the global optimum.
3.12 Dynamic Modeling and Convergence of Genetic Al-
gorithms
While the Schema Theory is useful in understanding GA population trajectories and behav-
iors, it can’t be used to prove convergence. More recent GA theory has transitioned toward
the use of Markov Chains and statistical mechanics to attempt to model GA dynamics and
prove convergence. These ideas are investigated in the following sections. In general a
Markov Chain is a probabilistic model that can predict the chance of transitioning from one
state to another in a sequence where the probabilities are only dependent on the current
state and the next state, but are independent of any previous states and transitions. While
these methods of using Markov Chains to predict GA dynamics offer the potential to predict
simple GA trajectories, they are severely limited to only dealing with simplistic problems,
specific GA types, and small search domains [73]. However, more recent theoretical re-
search has been progressing in the right direction toward a robust, mathematically sound
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convergence proof that is of value to the practitioner. For this reason, it is worth giving the
reader a top-level overview of more recent GA dynamic modeling and convergence theory.
3.12.1 Markov Chain Theory
GAs are stochastic search algorithms where the sequence of successive populations can be
assumed to be a finite state space set by fixed chromosome lengths. In addition each current
population is only conditionally dependent on the preceding population from the previous
generation. Given these two characteristics, GAs fit nicely into a category of algorithms
that can be modeled using Markov Chains or series of events that only depend on the state
directly preceding the event of interest. A number of researchers have leveraged Markov
Chain Theory to further investigate GA convergence in a probabilistic sense, determine
upper and lower iteration limits, and even find which problems are likely to be difficult for
GAs to solve for some more simplistic examples [81], [100]–[112] . The use of Markov
Chain Theory to prove convergence of certain types of GAs began in the early 1990s and
continues to be developed and applied in research specific to GA convergence. This section
takes the reader though a brief chronological summary of the major developments and
contributions in this field. It must be noted that this is only a top-level survey and that
further reading is required to obtain details and derivations for the following convergence
models.
In the early 1990s, Vose and Liepins initially set the stage by deriving the equation used
to calculate pi (y) the probability of creating chromosome y from a population accounting
for fitness-proportional selection, single-point crossover, and mutation [113]. Their interest
was to investigate punctuated equilibrium points where the GA tends to temporarily stagnate
during the course of its evolution. This model for a simple GA became a critical stepping
stone that numerous authors use to further predict GA dynamics usingMarkov Chains. Vose
and Liepins first definemi, j (0) as the probability of parents i and j producing a chromosome
of all zeros based on the single point crossover rate, pcross, and bit-wise mutation rate, pmut
in Equation 3.12. It must be noted that ⊕ is the exclusive OR operator and ⊗ is the logical
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AND operator.
mi, j (0) =
(1 − pmut )l
2
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where l is the length of each binary chromosome, ∆i, j,k = |(2k − 1) ⊗ i | − |(2k − 1) ⊗ j |,
and eta = pmut1−pmut . Vose and Liepins let Mi, j be a matrix whose elements represent the
ith and jth components of mi, j (0). Further they define a permutation column vector as
σ j〈x0, . . . , xr−1〉T = 〈x j⊕0, . . . , x j⊕(r−1)〉T with x¯ being a chromosome in a given population.
Putting these two definitions together, they create an operator that accounts for mutation
and crossover as seen in Equation (3.13).
M ( x¯) = 〈(σ0 x¯)TMσ0 x¯, . . . , (σr−1 x¯)TMσr−1 x¯〉T (3.13)
where, r = 2l is the total number of possible unique chromosomes that can be created using
binary representation. GivenM ( x¯), the authors develop a selection operator that is based
on fitness values to complete their model for pi (y). In order to do this, they first define a
diagonalmatrix F where Fi,i = f (i)with f (i) being the fitness value of chromosome i. Next,
they define an incidence vector (φi) that is of length 2l with an element for each possible
chromosome. Each element of φi represents the number of times that specific chromosome
occurs in population Pi. Combining these ideas with |Fφi | being the element-wise sum,








After this important contribution, Nix and Vose were some of the first to model simple GAs
using Markov Chain Theory in a way that doesn’t assume infinite populations [109]. In
order to create the probability transition matrix Qi, j , the authors assume a simple GA that
implements bitwise mutation, selection probability that is proportional to the chromosomal
fitness, and single point crossover. Referring to Equation (3.16) l is the length of each
chromosome, Npop is the number of chromosomes in a population, r = 2l is the number of
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unique chromosomes assuming binary representation, and Ntot is the number of possible




Npop + r − 1
r − 1
+/- (3.15)
They let Z be a Ntot by r matrix where each element describes the number of specific
chromosomes, r , in each unique population, Ntot ,in other words Z represents the state
space. Given this, the state transition matrix Qi, j is an Ntot by Ntot matrix that describes
the probability of transitioning from one population Pi to another population Pj . It must be
noted that the size of Q becomes unmanageable very quickly, making it hard to calculate
for realistically sized populations and string lengths. As an example for a population of 10
with strings of 5 bits, Ntot is 1,121,099,408. Nix and Vose calculate each element of the
state transition matrix using Equation (3.16). The probability function pi (y) describes the
probability of producing a given chromosome y from a given population Pi as a function of
chromosome fitness, crossover probability, and mutation probability. Nix and Vose leverage
the work of Vose and Liepins [113] who originally derive the pi (y) function that is used
to find the probability for a population to produce a given chromosome based on selection,
mutation and crossover as depicted in Equation 3.14.






From this, the probability vector that illustrates the probability of each chromosome being
present in the population after g generations can be found using pi = P0Qg, where P0 is a
vector of length Ntot with a 1 indicating the presence of a given chromosome in the initial
population and a zero otherwise. With this Nix and Vose create an exact GA Markov
Chain model by using this pi (y) function. This model is then used to investigate and prove
asymptotic behavior to show that certain steady states can be reached as the number of
generations moves toward infinity with sufficiently large populations and that the GA will
not be trapped at a suboptimal point given that Qi, j is ergodic [113]. Ergodic in this case
essentially means that any state can eventually be reached regardless of the algorithm’s
initial state. In GAs, this characteristic is achieved by the mutation operator when pmut > 0.
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From here, Rudolph illustrates that not all canonical GAs will converge to a global optimum
but rather only ones that memorize the best solution found or utilize elitism [81]. These
convergence properties are again illustrated through the application of homogeneous, finite
Markov Chain Theory. Rudolph proves the following theorem regarding the global conver-
gence of simple, elitist GAs. While this idea is not particularly useful to the practitioner, it
continues to be the backbone of convergence proofs and ideas associated with these types
of algorithms.
Theorem: [81] Let be the population Pt at time t and let f ( x¯best (t)) be the
fitness of the best solution in Pt . If a genetic algorithm has mutation probability
0 < pmut < 1 arbitrary crossover and selection, but is elitist, then the sequence
Dt = f ∗ − f ( x¯best (t)) (where f ∗ is the optimal solution) is a non-negative
supermartingale which converges almost surely to zero [73].
In this theorem, a non-negative supermartingale indicates that E
[
Dt+1 | x¯best (t)] ≤ Dt
meaning that the difference between the global optimal solution and the best solution in
each successive generation is decreasing, or at worst remains unchanged fromone generation
to the next [73]. In theory, with a non-zero mutation rate, the algorithm has a non-zero
probability of escaping any locally optimal point where the algorithm may temporarily
stagnate for a number of generations.
De Jong, Spears, and Gordon point out that most discussions of convergence and problem
difficulty specific to GAs do not take into account GA type, encoding, and several other
factors that could significantly change the results and problem difficulty [114]. They note
that for GAs with non-zero mutation rates, every point in the search space has a positive
probability of being searched as the number of generations approaches infinity, no different
than a purely random search technique. Given this, infinite time global convergence proofs
are not necessarily useful, however, there are some questions regarding typical measures of
effectiveness that would be more useful in determining how ‘easy’ or ‘difficult’ a problem
is for a given GA configuration. Typical measures of GA progress consist of the population
mean fitness value vs. generation number, the best individual found to date vs. generation
number, or the best individual found in the current population vs. the generation number.
They add to Nix andVose’s work by focusing on the transient behavior of theMarkov Chains
in an attempt to answer questions relating to the probability of an optimal solution being
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in a given generation, or the mean time it will take to find an optimal solution. They use
illustrative examples to show how these calculations work for deceptive and non-deceptive
problems. It turns out that these are some of the better metrics for determining whether
or not a problem is “GA-hard” or not. At the end of their work, they look at mutation
rates, crossover rates, and objective function scaling to gain some insight into optimal
settings for these GA attributes. UsingMarkov Chains, they are able to compare differences
between deceptive problems and non-deceptive problems regarding probability of finding
the optimal solution vs. the number of generations and wait time before the optimal solution
is found. Of course, this analysis had to be done on relatively small problems so that the
state transition matrices Q could be determined for each case.
After this, Aytug and Koehler carry this idea a little further in establishing an upper and
lower bound on the number of generations required to find the optimal solution for a given
confidence level, δ, with a given mutation rate, pmut [102]. The upper bound of the expected
number of generations, g, required to find the optimal solution for a given confidence level
can be seen in Equation (3.17). It must be noted that this doesn’t take into account any
information regarding the optimization problem characteristics. The only parameters that
the user can tune in order to impact this bound are the GA population size, Npop, the




ln(1 − min{(1 − pmut )Npop l, pNpop lmut })
 (3.17)
From this point, Greenhalgh andMarshall point out that ensuring every potential population
must be seen in order to find the optimal solution is overkill when really all that is needed is
that every potential chromosome is seen [106]. Given this, these authors are able to prove
that Equation (3.18) provides a much tighter and much more realistic upper bound on the
number of iterations required to see the optimal solution with a given confidence level. It
must be noted that the above methods for probabilistic convergence properties assume GAs
that use some type of elitist strategy, or at least keep a memory of the best solution seen
across all generations. Without this characteristic, the optimal solution could be seen and
then forgotten in later generations. It can also be seen that Greenhalgh and Marshall don’t
limit the application to binary encodings where the cardinality (K ) is equal to 2, but instead
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have created a model that can account for higher cardinality encodings. Given this, it can
still be seen that the only tunable parameters are population size, Npop, chromosome length,
l, mutation rate, pmut , confidence level, δ, and now encoding cardinality, K . Crossover
probability and problem specific characteristics still do not factor into this upper bound on
required generations. This is due to the originating convergence proof being entirely based


















As can be seen from the previous overview of Markov Chain methods, there has been a
significant amount of progress in modeling GAs and developing models to estimate their
dynamics. However, it can also be seen that these methods are still very limited in their
applicability to real-world problems and search domains due to the curse of dimensionality.
In addition, these methods do not account for problem-specific characteristics that could
ultimately influence the dynamics and convergence properties of these algorithms. Several
authors have investigated the idea of grouping states to somewhat mitigate the curse of
dimensionality with limited success [111]. Along the same lines, researchers are also
developing statistical mechanics approaches that also attempt to address the prohibitively
large amounts of data needed to fully model GAs as Markov processes.
3.12.2 Statistical Mechanics
One of the major shortfalls in using Markov Chain approaches for analyzing GAs is that
the curse of dimensionality quickly manifests itself, given that the probability matrices that
describe the chance of transitioning to one population from another have to be exhaustive
in terms of describing all of the possibilities [73]. This makes these methods impractical
for anything but a few oversimplified problems and GA algorithms. With this, a lot effort
has been put forth to develop approximations methods to model GA dynamics. Reeves
and Rowe use the physics-based analogy of predicting how gas molecules in a balloon will
behave [73]. While it is impossible to track every molecule, approximation methods have
enabled physicists to successfully model these dynamics and properties by reducing the
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number of parameters used to describe these characteristics. Several researchers have been
working on applying these same types of statistical mechanics techniques to GAs [115],
[116].
These statisticalmechanicsmethods essentially use aTaylor Series expansion to approximate
the population distribution function. The simplification occurs in only utilizing the first
several terms, which prove to be fairly accurate when the population fitness distributions are
close to beingGaussian. With this idea, the probability models that result from selection and
simple bitwise mutation are fairly easy to generate regardless of the fitness function [73].
However, crossover is fairly challenging and requires that there is close linkage between
the chromosome values “genotype” and the fitness values “phenotype.” As an example,
a function such as the appropriately named onemax problem where the fitness value is
simply the sum of all of the ones in the chromosome, is an ideal function for this method.
Very accurate dynamic predictions for a simple GA solving the onemax problem have been
obtained when small sample sizes have been accounted form. Unfortunately, because of the
requirement to have a direct linkage between “genotype” and “phenotype,” these statistical
mechanics techniques have only been successfully applied to a select few simplified test
functions [73]. This limitationmakes these statistical analysis approaches somewhat lacking
in terms usefulness to the GA practitioner, however marks significant steps toward a more
practical dynamic model.
3.13 Genetic Algorithm Parameter Settings
A question that quickly arises when looking at GAs is what are the appropriate parameter
settings to achieve efficientGAperformance. There are a large number of tunable parameters
such as: population size, number of bits per variable, probability of mutation, crossover
probability, pool size (tournament selection), maximum number of generations, etc. that
can quickly become overwhelming for a user to appropriately tune. One of the more
practical studies on GA parameter settings was an analysis of variance (ANOVA) study
conducted by Rojas et al. that evaluated the amount of impact that a number of user-defined
parameters had on the solution quality obtained for several test functions [117]. More
specifically, the test functions included six problems from literature covering several types
of function classes including: combinatorial, continuous, multimodal, and functions with
known deceptiveness. This ANOVA experiment considered GA factors such as: mutation
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rate, crossover rate, crossover type, selection type, number of generations, and population
size. The ANOVA study shows that population size and selection type have the largest
impact on the best fitness values found, but that all factors have a statistically significant
impact on GA performance. Rojas et al. also conclude that the optimal tuning of these
parameters is problem dependent and is still an open area of research.
3.13.1 Crossover and Mutation Rates
De Jong was the first to study simple GA parameter values in his dissertation work and
uses several metrics and ideas to develop the first documented set of appropriate parameter
values for a simple GA [68]. He investigates the effects of population size, mutation rate,
and crossover rate on several metrics to include on-line performance, off-line performance,
and allele loss. On-line performance evaluates how the fitness progresses at each genera-
tion while off-line performance only looks at the generations where the best fitness value
improves. Allele loss, investigates the premature loss of alleles, or specific schema, as a
factor that can contribute to premature convergence. In several of De Jong’s evaluations,
pmut = 0.001 and pcross = 0.6 perform the best, however, he notes that no one combina-
tion of operator values (within a reasonable range) significantly improved or degraded the
performance of the GAs used in his research. As a rule of thumb, De Jong indicates that
the mutation rate should be approximately pmut = 1string length [68]. Grefenstette takes this
analysis of crossover and mutation rates one step further by utilizing genetic algorithms to
select the best GAs in terms of combinations of parameters [118]. He sets up an experiment
that essentially runs a population of 1,000 variations of genetic algorithms in terms of six
parameters including: population size, mutation rate, crossover rate, generation gap, scaling
window, and selection strategy. Where the generation gap describes the percentage of the
population that evolves vs. a percentage that is preserved from one generation to the next.
The scaling window consists of how much the fitness values are scaled to adjust the relative
difference between chromosomal fitness values in a population. Lastly, the selection strat-
egy consisted of selection either with or without the use of elitism. A top level GA then
determines the best GAs for a given problem set of five optimization problems for both on-
line and off-line performance. For on-line performance, Grefenstette’s top level GA found
that a GA with Npop = 30, pmut = 0.01, pcross = 0.95, generationgap = 1.0, scaling = 1.0
and elitism was found to be the best performing. For the off-line test, the GA with
pop = 80, pmut = 0.01, pcross = 0.45, generationgap = 0.9, scaling = 1.0 and no elitism
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was found to be optimal. It must be kept in mind that these empirical results pertain to the
specific problem set, bit resolution, and other attributes that Grefenstette utilized for this
study. There are some general conclusions, however, that add to the body of knowledge in
terms of appropriate settings for GA parameters. In concurrence with De Jong, Grefenstette
concludes that mutation rates that are higher than 0.05 seem to cause too much disrup-
tion and degrade GA performance, while GAs without mutation also perform poorly when
compared to ones that do. In addition Grefenstette finds that a large generation gap e.g.
large portions of the population undergoing evolutionary operations seems to produce better
results (e.g. higher crossover rates). Lastly, elitism improves performance and convergence
speeds in most cases. Across literature, typical ranges for fixed crossover parameter settings
are pmut = [0.001 − 0.05] and pcross = [0.5 − 1.0] [86]. For the purposes of the practi-
tioner, these ranges should be utilized as starting points when attempting to optimize a new
problem.
A number of studies have been conducted looking at different self-adaptive schemes used to
adjust the parameters in genetic algorithms. Srinivas et al. explore the transitions between
exploitation and exploration by adapting both mutation rate and crossover rate as a function
of how the fitness values are progressing over time [86]. Equation (3.19) illustrates that their
method is setup to work on maximization problems in two ways. First, it tries to preserve
the best chromosomes. Given that f ‘ is the better fitness of the two parents and ki are
user-defined learning parameters, then the crossover/mutation rates will be smaller when
f ( x¯) and f ‘ are high for a maximization problem. This is a clever way of not disrupting
chromosomes that are performing well compared to the best fitness found so far, fmax .
Next, this method increases the rates when the GA has converged. They anticipate that the
population average fitness, f¯ , will approach the best fitness found in an elitist GA which is
why the difference between the two values is in the denominator.
pmut = k1
fmax − f ( x¯)
fmax − f¯
i f f¯ ≥ f ( x¯), pmut = k3
pcross = k2
fmax − f ′
fmax − f¯
i f f¯ ≥ f ‘, pcross = k4
(k1, k2, k3, k4) ≤ 1.0
(3.19)
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After appropriately choosing ki values through trial and error, the authors illustrate that
this adaptive method performs favorably when compared to fixed rates in a standard GA
configuration.
Thierens uses the onemax problem to compare different adaptive, dynamic, and fixed
mutation techniques [119]. He illustrates that the adaptive mutation rate techniques can
achieve superior results when compared to the fixed mutation rates on two test problems.
In addition, their decreasing gain adaptive method produces similar results to the simulated
annealing style, exponentially decreasing mutation rate technique. These findings are later
applied in Section 4.5 of this dissertation to develop new RCGA crossover techniques.
3.13.2 Population Sizing
The question of optimal population sizing for GAs is a fundamental one that is very closely
linked with GA performance and convergence properties. Unfortunately, this question
of optimal population sizing has proven to be a fairly difficult question to answer. Like
many aspects of genetic algorithm attributes, the optimal population size turns out to be
somewhat problem dependent. In addition to this, there is no agreed upon standard for
sizing the population for any given problem and GA type. Instead, there are a number of
empirically generated guidelines regarding population size and a handful of theoretically
based population sizing studies and rules have been developed throughout literature. In
application, some practitioners point to simple rules such as the population should be
approximately 10 times larger than the number of decision variables or that the population
should simply be around 50 [120].
Goldberg spent a good deal of effort employing John Holland’s Schema Theorem and
Goldberg’s related building block hypothesis toward the derivation and understanding of
appropriately sized populations for GAs [121]–[123]. Goldberg et al. are some of the first
to derive a formula that describes the optimal population size for a given problem [123].
Their logic and derivation is heavily based on Holland’s schema theorem and the closely
related building block concept. They leverage the idea that the GA is solving a large
number of multi-arm bandit problems in a way that determines the best building blocks over
time that eventually lead the algorithm to an optimal solution. Although counterexamples
to this idea have been illustrated, the idea hasn’t been entirely dismissed. Goldberg et
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al. propose that noise surrounding these building block competitions is one of the major
factors leading to convergence. With this assumption in mind, they are able to statistically
prove that noise decreases as population size increases. Using this fundamental idea, they
illustrate that population size should grow in an exponential way as the string length or
problem size is increased. Goldberg et al. verify this idea using five test functions with
varying string lengths and population sizes. They indicate that this is likely a conservative
population sizing relationship, as is also pointed out in several other papers that reference
this work [73], [120].
Herick et al. model a simple selection operator in a GA as a one-dimensional random
walk. This enables them to rely on well-founded stochastic theory to derive a model for GA
convergence as a function of population size [124]. More specifically, Herick et al. model
competitions between building blocks as being analogous to the gambler’s ruin problem.
Using this approach, they are able to derive a fairly simple model to determine appropriate
population sizes. Using these assumptions, Herick et al. indicate that the population should
grow with the square root of the problem size. Equation (3.20) illustrates the end result
where the population size is a function of the building block length, kbb, the chromosome
length, l, the number of correctly chosen building blocks, Qbb, the standard deviation of
fitness values of chromosomes containing the building block, σbb, and the difference in
mean fitness between the two competing building blocks dbb. It is quickly seen that this
type of information is available only on simple problems where building blocks are easily
identified, such as the onemax problem that several of these papers use to illustrate their
models. While this idea is interesting in theory and potentially insightful in terms of the
general growth rate required for population sizes as the chromosome lengths are increased, it
isn’t very practical in application due to the required information that is not likely available
when solving real-world engineering problems. In addition, the above methods are all
anchored on the schema theory and building block concepts which have been brought into
question through several papers and counterexamples that don’t seem to follow what these
theories suggest [90], [125].










Amore sophisticated approachmay be to refer back to Equation 3.18 and recall that the upper
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bound on the required number of generations to reach a confidence level δ is proportional to
population size. More specifically, a larger population results in a lower number of required
generations to reach the optimal solution. However, it must be noted that larger populations
also require a larger amount of computation time to evaluate the associated increase in
function evaluations and genetic operator runs. In addition, it has been shown that larger
numbers of decision variables require more generations for convergence [73]. However,
most authors also indicate that larger bit strings or larger numbers of decision variables
require larger populations based on the idea of sampling noise and schema representation.
This further illustrates that the optimal population size in not a straightforward calculation,
especially when considering problem-specific characteristics.
Given this difficulty to perfectly optimize population size for any given problem based on
theory alone, many of the authors utilize these theoretical approaches as starting points to
then empirically study population size. As an example of a theoretical based guideline,
Reeves and Rowe define a lower bound on population size so that the population is large
enough to enable any possible chromosome being constructed from crossover alone (no
mutation) [73]. Equation 3.21 illustrates that this number is essentially an exponential









Tsoy runs a series of test problems to determine some characteristics between population
size and the limit on number of generations. [126] In general, his findings indicated that
better results are achieved with larger populations, even with fairly small generation limits
when compared to smaller populations with large generation limits. Alander uses empirical
data from five test problems to determine that the optimal population size seems to be equal
to the number of bits per chromosome string [120].
It can be seen that optimally sizing a population for a given type of GA on a given problem
requires a combination of theoretical guidelines coupled with problem-specific tuning. In
addition, the use of parallel processing can also influence the optimal population size where
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the computational penalty of increasing population size becomes somewhat mitigated.
These are important aspects to keep in mind as new GA operators are applied to new
problems using parallel architectures in the following chapter.
3.14 Binary Genetic Algorithm Improvements
A number of improvements and adaptations to the original binary GAs introduced by
Holland and De Jong have been developed and applied to overcome a number of issues and
shortfalls observed by many GA practitioners. At the top level, these adaptations have been
utilized to overcome challenges associated with isolation, multimodality, deception, and
noisiness [99]. Several of these are introduced in this chapter simply so the reader has an
idea of some of the tools available to address different types of optimization problems. They
are also discussed to help inform new ideas and innovations that will later be developed and
applied to optimal control problems in the following chapter.
3.14.1 Messy Genetic Algorithms
It is interesting to note that GAs have primarily been consistent over the years in following
the idea that chromosome lengths and population sizes should be fixed. However, Goldberg
et al. illustrate the potential benefits of more closely following biological processes and
violating these standard fixed designs as they develop the messy GA [127]. Messy GAs as
introduced by Goldberg et al. are entirely built around the building block concept and used
to overcome the difficulties associated with deceptive problems. These algorithms operate
in two phases where the initial population contains all of the possible building blocks of a
certain order. This requires a fairly large population, and knowledge of the defining length
of building blocks. The initial phase of the algorithm simply refines the set of building
blocks to identify the best ones. During the second phase, the population begins shrinking
as the building blocks are pieced together to form variable length chromosomes. This
algorithm is initially put to the test on a deceptive type problem where sets of three bits are
able to be individually evaluated and summed together to determine the overall fitness of a
given chromosome. On this specific type of deceptive problem that has been designed to
support the building block, or separable fitness function idea, the messy GA significantly
outperforms the standardGA. In a later paper, Goldberg et al. further improve upon this idea
to decrease the required size of initial population and slightly change the way the algorithm
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works [99]. This fast messy genetic algorithm is able to reduce the initial population size
considerably by using longer chromosomes that are close in length to the problem string
length. This enables all of the building blocks to still potentially be considered without a
very large population of short chromosomes. These longer chromosomes are then refined
down to the essential building blocks with the deletion of lower performing genes and
selection of higher performing ones during the first phase of the algorithm. After this initial
population has been refined down to the best building blocks, the algorithm begins the
second phase and combines these building blocks in different ways to arrive at a solution.
This type of messy GA is again tested on deceptive problems using a combination of fifth
order deceptive functions that are pieced together to form larger trap functions. The messy
GAs again outperform the standard GAs and the fast version finds the optimal solution more
rapidly than the originalmessyGAdescribed above. Thesemessy genetic algorithms appear
to be good at solving certain types of deceptive problems that other GAs have difficulty
solving. However, they have not been proven to perform better across the board, and for this
reason have not been a very commonly used GA when looking at engineering application
problems.
3.14.2 Dynamic Resolution
One of the most notable challenges that GAs face is premature convergence to a local
minimum in multimodal problems. Andre et. al. investigate this phenomenon by starting
with the most basic binary genetic algorithm [128]. They then improve this algorithm
by using reflected binary gray coding and two-point crossover. However, they notice that
while speed is improved with this algorithm, the issue of premature convergence is still
experienced on a number of the multi-modal test problems. Andre et. al. introduce two
interesting ideas to help remedy this issue of converging to local optima. The first technique
is to adjust the search range or upper and lower bounds on the variables based on the top
performing chromosomes. This is analogous to zooming in so that the search effort can be
applied to a much higher resolution, but smaller search area. After a set number of search
iterations have been conducted in the zoomed-in search area, the algorithm then zooms back
out to the initial problem bounds. After each time this is done, the population is initialized
and the algorithm begins again. The second improvement that they added was a scale factor
that impacts the relative fitness of the best chromosomes compared to the worst ones. The
scale factor is adjusted in a way that allows the poor solutions to have a better chance of being
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selected earlier in the algorithm than they do at the end of the GA run. This is done to help
ensure a non-homogeneous population is maintained during the early stages of the GA to
improve exploration properties. Andre et. al. then test this algorithm on 20 benchmark test
problems and observe fairly significant improvements on some of the multimodal problems
that the simple GA was having difficulty with. However, they did note that the algorithm
still had trouble finding optimal solutions for problems that had high numbers of decision
variables. In addition, Andre et. al. point out that the added improvements do come with
the cost of additional computation time when compared to the simple GA in terms of the
amount of time required to reach the same number of generations.
3.14.3 Niche Formation
Another adaptation that can be used to help find globally optimal solutions, or at least some
of the best locally optimal solutions on multimodal problems is a technique that parallels
biological concepts by forming niche populations that group around different local optima.
This idea is initially introduced by De Jong [68], and is further developed and employed by
several other authors [98], [129]–[132]. De Jong initially introduces the idea of crowding
where overlapping populations only allow a certain number of their members to reproduce
during each generation. In addition, chromosomes are allowed to die off or be replaced
by a new chromosome based on how similar they are to the new chromosome. The old
chromosome that is the most similar to the new chromosome is then replaced by the new
one, forming niches of similar populations that evolve and group around different local
optima. Goldberg et al. develop a slightly different method of niche formation using a
technique that they refer to as sharing [129]. The sharing method also uses subpopulations
and determines the relative similarity of chromosomes in terms of decoded phenotype, or in
terms of encoded genotype using various techniques. Given this metric, the algorithm then
penalizes solutions if there are a large number of chromosomes that are within a certain
neighborhood of that given solution. This is another way of forcing population diversity
and forcing the algorithm to spread out across the search space. Deb et al. investigate
the performance of two different sharing techniques and De Jong’s crowding technique to
see which one performs the best on several multimodal functions [130]. Their empirical
analysis indicated that the sharing techniques do the best job of locating all of the optimal
points over the three multimodal problems used for the analysis. They also discover that
the Hamming distance or genotype similarity measure doesn’t perform as well when there
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are local optima that are of unequal value, but performs better than the phenotype distance
measure on problems where all of the local optima are of equal fitness.
3.14.4 Scaling
Scaling consists of changing the scale of the original fitness function in order to assist
the algorithms in distinguishing between local optima that may otherwise be very close in
fitness value. This technique is successfully demonstrated by Goldberg et al. in their paper
investigating techniques to help GAs solve massively multimodal, deceptive functions [98].
They demonstrate that scaling can make the difference between finding the global optimum
and a locally optimum point in the deceptive problem of interest. Grefenstette investigates a
slightly different scalingmechanism [118]. He represents the fitness of a givenmaximization
problem solution vector x¯ by looking at the difference between the minimum objective
function value in the population fmin and the current evaluated fitness function f ( x¯)− fmin.
It is noted that the selection pressure significantly decreases in a population where all of the
fitness values are close by comparison using this technique. Given this, he defines a scaling
window term and empirically studies its effects on GA performance. His technique then
subtracts an appropriate value from all of the fitness values so that the relative differences
between chromosome fitness is large enough to achieve a sufficient selection pressure for a
fitness proportional selection scheme such as roulette selection. Empirical results indicate
that this scaling process slightly increases GA performance when compared to standard,
unscaled versions. Scaling, of course is something that comes up over and over again
when dealing with numerical solvers. It is not surprising that this topic is also of great
interest when evaluating constraint handling techniques such as the various penalty methods
described in Appendix B.
3.15 Real Coded Genetic Algorithms
The previous sections all refer to GAs in their initial binary form as introduced by Holland
back in 1975. While a number of improvements, adaptations, and tweaks have been dis-
cussed, these all link back to the standard binary coded GA. A RCGA is different in that
it uses real numbers to represent each decision variable for a given problem, rather than
encoding them using various cardinality alphabets. Holland’s Schema Theory, Goldberg’s
Building Block Theory, and Implicit Parallelism ideas lead to the rule of minimal alpha-
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bets, where the ideas behind schema processing are used to prove that the largest number
of schema are processed (maximum implicit parallelism) when minimum alphabet encod-
ings (binary encodings) are used [39], [133]. This suggests that binary encodings should
achieve superior performance when compared to higher cardinality encodings, especially
in comparison to RCGAs which have the highest possible cardinality. However, GAs were
originally introduced and applied to combinatorial type problems where binary encodings
made the most natural and intuitive sense. In addition, binary encodings also had a natural
fit when coupling these algorithms and ideas to a Darwinian, biology-based design model,
which is how they were originally contrived. Given this natural application, it makes sense
that RCGAs quickly became popular for similar intuitive reasons when applying GAs to
optimization problems pertaining to continuous search spaces. Furthermore, there have
been a number of empirical studies that seem to illustrate results that are counter to the
theory of minimal alphabets in that the RCGAs consistently outperform binary GAs in
problems with larger numbers of continuous decision variables [134]–[136].
Even though GAs were first introduced in 1975, it is interesting to note that the first
documented GAs that utilized real-coded variables for optimizing continuous functions
did not begin to appear until 1989 with Davis adapting GA operator probabilities in real-
time and with Lucasius et al. solving chemometrics problems [69], [70]. Since this
initial introduction, RCGAs have been applied to a number of problems and have grown in
popularity for several reasons. First of all, many users find it more intuitive to have one gene
representing one decision variable instead of having multiple genes representing a single
decision variable in binary GAs [137]. Another reason is that real-coded variables have the
ability to cover large search domains with high precision, where binary encoded variables
lose precision (or resolution) as the search domain is increased due to quantization error.
The only way around this, for binary GAs, is to use larger and larger binary chromosomes
to represent the decision variables, which can have a negative impact on performance [134].
Next, the higher cardinality alphabets are less vulnerable to the afore mentioned issues
associated with Hamming Cliffs. Given that RCGAs have the highest possible cardinality,
they have fewer low-order schemata and therefore are less likely to experience deception
[137]. Real encoding also opens up the trade space in terms of the various crossover and
mutation operators that can be used, including methods that have been used on ESs. [135]
Lastly, without the extra computational steps of encoding and decoding, the RCGAs tend
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to run faster than their binary counterparts [134], this quickly becomes apparent in the
following chapter.
3.15.1 Real Coded GA Crossover Operators
There are a number of various crossover operators that have been developed for both
RCGAs and ESs. As one can imagine, the standard crossover operators for binary coded
GAs described above have severe limitations when directly applied to RCGAs. The primary
one being that the decision space is severely limited by the fact that all parameter values
would have to be included in the initial population. In other words, each decision variable
value would remain unchanged throughout the algorithm. The only change from generation
to generation as a result of crossover would be the combination of how these decision
variable values appear in a single chromosome. Given this, a number of new crossover
operators have been introduced. While this is not and exhaustive list, the more popular ones
are discussed in this section.
Simple, single point crossover for RCGAs is first introduced by Wright and is coupled with
a fairly high mutation rate to overcome this previously stated drawback of only working
in the decision space described by the initial population [135]. Given that there are two
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point crossover creates two offspring by swapping consecutive genes between the parents
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multi-point crossover and uniform crossover can also be applied to RCGAs. These methods
all require two parents and produce two offspring as a result.
Flat crossover, first introduced in 1991 as a crossover method that produces offspring
decision variables, Oi by utilizing a uniformly random sample between upper and lower
bounds defined by the maximum and minimum decision variable values of the parent
chromosomes as illustrated in Equation (3.22) [138]. This crossover operator, along with
several others can produce as many offspring as desired by taking additional samples from
this uniform distribution and are not limited to only two. Given this, there are versions
of these types of algorithms that then require an offspring selection operation. Any of
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the above described selection methods can be used to pick the two best offspring from the
group. After this is done, this operator can be used in a standard RCGA.
O(1)i ∈ [cmin,i, cmax,i] (uni f orm random)











∀i = [1, ..., n]
(3.22)
BLX-α is a crossover technique that allows for the offspring to be uniformly selected from a
set that extends further than the set created by the parents [P(1), P(2)] [139]. This technique
is further described in Equation 3.23, where Ii is the difference between the largest and
smallest of each decision variable and α is a uniform random number between zero and one.
The offspring are then randomly selected from a uniform distribution defined by the upper,
cmax,i, and lower, cmin,i, parameters coupled with the random variable, α. This crossover
operator can be further extended to use multiple parents and create multiple offspring.
O(1)i ∈ [cmin,i − Iiα, cmax,i + Iiα] (uni f orm random)











Ii = cmax,i − cmin,i
α ∈ [0, 1] (uni f orm random)
∀i = [1, ..., n]
(3.23)
BLX-α-β is a slight modification to BLX-α in that the upper end of the set is extended past
the original set by a different amount than the lower end of the set [140]. This is further
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illustrated in Equation 3.24.
O(1)i ∈ [cmin,i − Iiα, cmax,i + Ii β] (uni f orm random)











Ii = cmax,i − cmin,i
α ∈ [0, 1] (uni f orm random)
β ∈ [0, 1] (uni f orm random)
∀i = [1, ..., n]
(3.24)
Linear crossover uses two parents to create three offspring that lie between the parents in






















∀i = [1, ..., n]
(3.25)




i + (1 − λ)c(2)i ]
O(2)i = [λc
(2)
i + (1 − λ)c(1)i ]
λ ∈ [0, 1] (uni f orm random)
∀i = [1, ..., n]
(3.26)
Geometric crossover is similar to arithmetical crossover, only it uses exponential scaling of
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ω + (c(1)i )
1−ω]
ω ∈ [0, 1] (uni f orm random)
∀i = [1, ..., n]
(3.27)
simplex crossover (SPX) is introduced by Tsutsui et al. as a multiparent crossover operator
that can produce multiple offspring [143]. Equation 3.28 depicts this process of expanding
the simplex created by a desired number of parents, kp, about the geometric center, G,
by a user defined parameter, ζ , and creating new simplex points (Y ( j)) that define this
new expanded simplex. From this point, a uniformly random sample is taken within this







Y ( j) = (1 + ζ )(G + P( j))
O(i) ∈ uni f orm(Y )
j = [1, ..., kp]
i = [1, ..., y]
(3.28)
unimodal distribution crossover (UNDX) is a form of crossover that utilizes a normal
distribution centered around the midpoint between two parents and adjusts the distribution
based on a 3rd parent (P(3)) [144]. Equation 3.29 illustrates the first step of finding the




(P(1) + P(2)) (3.29)
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Next, the distance between P(1) and P(2) (dp) is determined from Equation (3.30).
~dp = (P(2) − P(1)) (3.30)
From this point, the distance between P(3) and the line connecting P(1) and P(2) , Dp3, is
determined as outlined in Equation (3.31).




(P(3) − P(1))T (P(1) − P(2))
|P(3) − P(1) | |P(1) − P(2) |
)2
(3.31)
Lastly, y offspring are created depending on to randomly chosen normally distributed
parameters ξ = N (0, σ2ξ ) and η j = N (0, σ
2








i = [1, ..., y]
(3.32)
Deb et al. introduce simulated binary crossover (SBX) which has become one of the more
widely used crossover operators in real coded GAs [145], [146]. This operator utilizes
two parents to create any desired number of offspring from the parents in accordance with
Equation 3.33. Where u is determined from a uniform random number generator and η is a
user-defined non-negative parameter that defines how concentrated these distributions are
around each of the parents (larger values are more concentrated while smaller values are
closer to uniform). Figure 3.9 illustrates this bimodal pdf.
O(1)i = [(1 − γ)c(1)i + (1 + γ)c(2)i ]
O(2)i = [(1 + γ)c
(1)





η+1 i f u ≤ 12
[2(1 − u)] 1η+1 i f u > 12
u ∈ [0, 1] (uni f orm random)
i = [1, ..., dim]
(3.33)
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Figure 3.9. An example SBX probability density function
Fuzzy recombination is similar to SBX except for the use of triangular distributions around
each of the parents [147]. This bimodal pdf is illustrated in Figure 3.10.
Figure 3.10. An example fuzzy recombination probability density function
It can be observed that the distribution-based crossover operators such as UNDX and SBX
have a built in mutation characteristic, given that they have a low probability of producing
an offspring that is significantly different from the parent vectors due to the tails of the
distributions. However, the rest of the RCGA crossover operators that do not have this
characteristic still require some type of mutation operator so that the RCGAs are able to
escape local optima. In addition, the RCGAs that utilize the distribution crossover operators
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may still achieve better performance with a mutation operator used in conjunction with the
crossover operators.
3.15.2 Real Coded Genetic Algorithm Mutation Operators
Mutation operators can range from being fairly complex and dynamic to being very simple
and static. Perhaps themost straightforward and intuitive RCGAmutation operator is simply
a uniform random mutation where the mutated gene is chosen from a uniform distribution
Oi ∈ [LBi,UBi] ∀ i = [1, .., n] with LBi andUBi being the upper and lower bounds in each
dimension [141]. This is similar to bit-wise mutation for binary GAs with the difference
being that an entire real-encoded parameter is mutated versus a single bit. Michalewicz
also introduces a mutation operator that becomes less disruptive as the GA progresses that
is referred to as non-uniform mutation [141]. This mutation operator is described further




ci + δ(g,UBi − ci) i f τ ≤ 12
ci − δ(g, ci − LBi) i f τ > 12




τ ∈ [0, 1] (Uni f orm Random)
α ∈ [0, 1] (Uni f orm Random)
i = [1, ..., n]
(3.34)
As can be imagined, a uniform distribution is not the only option to consider when develop-
ing a RCGA mutation operator. For certain problems, the practitioner may find that various
distributions produce better results.
3.15.3 Real Coded Genetic Algorithm Theory
There have been several different approaches to describe the dynamics and convergence
properties of RCGAs after they were first introduced in the late 1980s [80], [135], [137],
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[139], [148]–[150]. Much of the initial work on RCGA theory was anchored on Holland’s
Schema theory. Researchers defined RCGA schema and schema processing methodology
in a way that can relate back to the original Schema Theory [137]. However, there have also
been several authors that have taken slightly different approaches by modeling RCGAs as
stochastic processes [149], [150] or developing predictions for expected progress [80].
Schema Theory Inspired Concepts
Goldberg was one of the first to investigate the theory associated with RCGAs by developing
the schema theory in a way that fit these types of algorithms [137]. He was quick to point
out the contradiction between practitioners who have seen superior results with RCGAs
and the schema theory that suggests lower order alphabets should produce the best schema
processing and thus algorithm performance. In order to describe this inconsistency, Gold-
berg develops the idea of virtual alphabets that allows schema theory concepts to become
applicable to RCGAs. At the highest level, he postulates that RCGAs quickly pair down
high-order alphabets into lower order virtual alphabets that then work in a similar fashion
to binary GAs with the utilization of intrinsic parallelism and building block processing.
More specifically, he illustrates that selection enables the RCGAs to quickly pair down
the population to favor subsets or specific slices of the search region that can be obtained
through crossover and selection. These slices then represent a virtual lower cardinality
alphabet that the algorithm has essentially chosen for the user. This idea also illustrates that
the ideas of deception and deceptive functions still manifests themselves, but in a slightly
different way to that of binary GAs. It must be noted that this theory is developed with
standard binary type crossover operators (e.g. single-point, multiple-point, and uniform)
and not necessarily some of the operators that have been designed specifically for RCGAs
described in the previous section.
In addition to Goldberg, several other authors have developed various ways of defining
real-coded schema, making them more applicable to RCGAs [135], [139], [148]. These
authors revisit schema theory and closely linked implicit parallelism concepts in the light
of RCGAs. Wright introduces the idea of a real-coded schemata as one that restricts
various parameters in a chromosome to sub-intervals of their feasible parameter space.
Equation (3.35) illustrates this idea where a given parameter falls within a defined space
LBi < xi < UBi and a sub-interval is defined by choosing real values αi, βi such that
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LBi ≤ αi < βi ≤ UBi define a sub-interval between LBi and UBi in each dimension.
Wright then re-defines the schema theorem using this definition for schema and operators
that work in continuous spaces.
s =
[







Radcliffe generalizes the idea of a schema so that they can be applied to RCGAs and calls
this generalization a forma. This in turn allows him to gain additional insight into various
operators and allows for the investigation of implicit parallelism in the light of RCGAs [148].
Lastly, Eshelman et al. points out that the continuous variables that are used within RCGAs
have limited computational precision internal to the computer that is the result of binary
encoding [148]. Looking at it from this angle, these authors define an interval-schemata
concept where the genetic operators operate on strings of integers instead of bit strings.
Similarly to Wright, they define a schema as a set of ranges that a continuous parameter can
take.
Expected Progress
Muhlenbein et al. use their Breeder GA, a cross between an ES and a RCGA, to develop the
idea of expected progress as the result of mutation and selection with recombination [80].
As will be seen in the following chapters, it is difficult to avoid the discussion of ESs
while investigating RCGAs given that they have many similarities. In fact, these authors
are some of the first to leverage the abundance of theoretical work that has been developed
in the ES arena. These authors develop an expected progress rate based an idea that is
opposite to the schema theory in that they are interested in the creation of new, successful
individuals rather than focusing on the disruption of existing schema as is the aspect of
interest in the schema theory. They define a successful mutation with regard to expected
progress as an improvement in Euclidean distance from the current point to the optimal
point. This expected progress is calculated by integrating over the domain of successful
mutations where the integrand is progress(y) × probabilit y (y) where y is a successful
mutation. Muhlenbein et al. also utilize a unimodal fitness function that is spherically
symmetric. These techniques are ones that are typically utilized for ES theory and dynamic
modeling of ESs [151]. Muhlenbein et al. find that the best mutation operator in terms of
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expected progress on a spherical fitness function is a normally distributed mutation operator
with an optimal standard deviation when compared to a uniform mutation operator and the
mutation operator they use in their Breeder GA. In addition, Muhlenbein et al. also consider
various selection and recombination operators but the focus of the analysis is to evaluate
their specific Breeder GA.
Stochastic Process Model
Qi and Palmieri have perhaps conducted some of the most in-depth analysis in regard to
modeling RCGAs by developing a discrete time stochastic process model for each of the
operators [149], [150]. They assume a simplified RCGA with an infinite population, fitness
proportional selection, an independentmutation operator. They initially develop a stochastic
model to determine how the average population fitness evolves over time for a simple RCGA
without crossover. The authors further develop their stochastic process model to develop
several key results:
• A stochastic process model that defines how populations evolve in RCGAs for certain
function classes
• Qi and Palmieri show monotonically increasing average population fitness values
(on maximization problems) for a specific class of Lipschitz fitness functions using
time-varying mutation rates
• Qi and Palmieri investigate convergence properties on a quadratic fitness function
illustrating the role that population diversity plays in convergence speeds
In a second paper, Qi and Palmieri also increase the fidelity of this model to account for
uniform crossover where only a single offspring vector is retained after each run of the
crossover operator [150]. This work by Qi et al. essentially extends the Markov Process
analysis described earlier to model RCGAs. Again, these conclusions are somewhat limited
to specific classes of fitness functions and have similarities with the limitations that will be
seen when ES theory is discussed in Chapter 5.
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3.16 Useful Takeaways From GA and RCGA Literature
Review
After conducting this extensive literature review on various forms of serial GAs, there are
a number of concepts and lessons learned that will be applied in the following chapter.
First of all, the basic structure of GAs including many of the standard operators are utilized
throughout the experiments in Chapter 4. Coupled with these standard operators, the
ranges of typical user-defined parameters such as pcross and pmut are leveraged to quickly
find acceptable values for these parameters for a number of experiments in the following
chapter. Next, lessons regarding binary GA encoding types are applied in the following
chapter and reflective binary gray encoding is utilized to avoid negative affects associated
with Hamming Cliffs. The theoretical discussion associated with both binary GAs and
RCGAs help to develop an understanding of how various operator settings can impact the
performance of these algorithms. Furthermore, the GAs theory and convergence studies
are a critical element in a number of studies regarding population sizing and stopping
criteria, both of which are directly leveraged in Chapter 4 to design effective algorithms. A
number of the RCGA crossover operators outlined in the previous sections will be studied
in detail and applied to solve optimal control problems. Next, the concepts and ideas
associated with dynamic resolution and messy GAs are built upon to design new RCGA
crossover operators and adapt existing ones to allow them to emulate some of the useful
characteristics identified from these studies. While several of the concepts covered in the
above sections, such as the schema theory and building block hypothesis are not directly
applied, they are considered to be foundational to the study of GAs and are drawn upon to
further understand the important characteristics of these types of algorithms. This study
has helped to identify the current state of GA theoretical analysis and convergence proofs
that provide the reader with a critical understanding of what can theoretically be expected
in terms of algorithm performance. In addition, this literature survey has uncovered some
of the state-of-the-art techniques utilized to address several of the key challenges associated
with GAs. The last section of this literature review investigates the application of parallel
computation as a tool to further enhance the performance of GAs.
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3.17 Parallel Genetic Algorithm Architectures
Now that both binary GAs and RCGAs have been introduced and developed, the application
of parallel processing on these types of algorithms can be discussed. It can be seen that
GAs use very little problem information in optimizing a given problem of interest. This
characteristic can be both disadvantageous and advantageous for several reasons. On one
side, the algorithm becomes a stochastic search method that can take very large amounts
of computation time to arrive at an acceptable solution. On the other side, this makes the
algorithms very robust, able to handle discontinuous/non-differentiable search domains,
and well suited for parallel computation. In fact, these algorithms can be run in parallel
using several different techniques that can significantly reduce computation time, improve
efficiency, increase algorithm robustness, and improve solution quality. It will be seen that
several of the lessons regardingmemory architectures andworkload distribution investigated
in Chapter 2 are directly applicable to several of these parallel GA architectures.
3.17.1 Master-Follower Genetic Algorithm
One of the most straightforward parallel GA constructs is the simple master-follower ar-
chitecture [42]. Since GAs operate on sets of candidate solution vectors that all need to
independently be evaluated against the fitness function of interest, this creates an almost
perfectly parallel problem. In the master-follower construct, a single processor typically
handles the less computationally expensive operations such as: selection, crossover, and
mutation. Multiple processors are then used to split up the computational workload of
evaluating the fitness function for subsets of the population as illustrated in Figure 3.11.
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Figure 3.11. A master-follower parallel GA model
As an extreme case, a separate processor could be used to evaluate the fitness function for
each individual chromosome. This, however, might not be an optimal scenario depending on
the expense of fitness function evaluations. This master-follower implementation requires
that all of the processors communicate their respective solutions back to themaster processor
during each iteration. This communication cost can prove to be fairly expensive and often
results in an optimal number of processors that is less than the population size. Cantu-Paz
and Goldberg illustrate that the computational time for this simple parallel GA architecture
can be modeled using Equation (3.36) whereTp is the total processing time, P is the number
of processors used, T f is the time required for a single function evaluation, and Npop is the
GA population size [42]. It can be seen that this is very similar to Equation (2.21) studied in
Chapter 2 with a few subtle differences. Equation (3.36) accounts for communication time,
and does not account for separate serial portions of the code that cannot be parallelized as
Equation (2.21) does. Given this, Equation (3.36) does not illustrate the fact that increasing
P beyond Npop will not generate any additional speedup, which is not entirely accurate
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unless each individual function evaluation can be further parallelized.




Furthermore, Cantu-Paz and Goldberg illustrate that this function can be differentiated with
respect to the number of processors, P. This equation can then be set to zero and solved
to find the optimal number of processors for a given communication cost, population size,
and function evaluation time as depicted in Equation (3.37) [42]. Figure 3.12 shows a
set of speedup curves for a simple master-follower GA that is created by using Equations
(3.36) and Equation (3.37) with hypothetical values to illustrate how speedup is affected
as the communication time is increased. Quite intuitively, it can be seen that as the
communication cost decreases the optimal number of processors increases. Equation (3.37)
also helps illustrate that as the function evaluations become more and more expensive, this







As was seen in Chapter 2 when investigating the parallel computation of RLV landing
footprints on multicore CPUs, T f and therefore Tp can also be dependent on the number of
cores per processor when using multicore processors that share cache memory. While this
is not incorporated in these simplistic models, it is a hardware-dependent factor that will
also have an impact on the optimal number of processors that should be used for these types
of algorithms. As was observed in Chapter 2, performance can be improved by not fully
utilizing all of the cores on shared memory multicore CPUs, however, this is both hardware
and problem dependent. With large enough population sizes and expensive enough fitness
evaluations, the application of GPUs on these types of master-follower GAs has been shown
to be successful under the right circumstances [152].
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Figure 3.12. Theoretical speedup curves for a master-follower GA
3.17.2 Parallel Island Genetic Algorithm
A less communication-intensive parallel GA architecture is the parallel island GA which
may also be referred to as: multiple deme, distributed, or coarse-grained [42]. This method
allows a number of separate populations to evolve in a somewhat isolated fashion. This
mirrors examples in biology where certain populations have evolved on islands in relative
isolation. Both in nature and within the construct of these algorithms, migrations are
permitted where isolated populations are able to share genetic information. Whereas the
master-follower GA allows for increases in computational speed, the parallel island GA not
only increases speed but fundamentally changes the evolution path and heuristics that occur
within the algorithm [153]. In fact, the parallel island GA has the ability to achieve superior
performance when compared to the sum of all of its individual components. [153] This can
be a very desirable trait in parallel computing and is why this parallel GA architecture is
the focus of research in the following chapter. While this dissertation focuses on the use of
multi-processor, cluster computing devices, GPUs have also been used to run parallel island
GAs in various forms [154]. It has been pointed out that coarse-grained or parallel island
GAs in their pure form are not well-suited for GPU applications given that they require too
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much communication relative to the number of required function evaluations [152].
In the case of the parallel island GA, this migration frequency is one of several user-defined
parameters. Figure 3.13 illustrates a simple parallel island GA that uses a round-robin or
ring message passing architecture. As one can imagine, the network geometry is yet another
user-defined characteristic that can range from a simple round-robin idea, to one in which all
islands communicate to all other islands during a migration. The number of chromosomes
that are passed during each migration, the number of island populations, and the size of each
island population are also user-defined parameters that can be tuned to adjust performance.
These of course are all in addition to the standard user-defined parameters that exist within
GAs described above.
Figure 3.13. A round-robin parallel island GA model
Several studies have been done to look at how these parameters (e.g. migration rates, sizes,
and frequencies) affect GA convergence efficiency [42], [155]–[159]. Many of these types
of studies are empirical and not necessarily applicable to all types of problems and GAs.
Cantu-Paz and Goldberg develop some theoretical results and models that are derived from
Holland’s Schema Theory and Goldberg’s Building Block concept [42]. Unfortunately,
while these models help to give insight into the relationships between number of island
populations, migration rates, and population sizes, it is fairly difficult to directly apply them
to real world problems where information about building blocks is not likely known. These
ideas are even further complicated when trying to apply them to RCGAs.
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There are a number of variousmigrationmethodswhere the number of chromosomes passed
between populations, the way that they are selected, and the selection of chromosomes that
they replace in the receiving population can all differ from one algorithm to the next. A
fairly common method is where the chromosome with the best fitness is chosen as a single
migrant from each population. Using the simple round-robin mapping, this chromosome
that has been selected for migration replaces a random chromosome in the neighboring
island population as long as it has an inferior fitness value than the migrant chromosome.
Cantu-Paz has shown that it is important to have fitness-based selection of the migrants,
but not necessarily so for the chromosomes that they replace [158]. Not having to search
for the worst chromosome in a population to replace saves computation time, and does not
significantly impact convergence rates or accuracy. Cantu-Paz refers to this method as a
best-random migration scheme. In addition, it has been shown that smaller migration sizes
seem to perform better and that migration frequency has a larger effect on convergence
results than migration sizing or number of chromosomes passed during a migration [159].
While these general observations have been determined from empirical analysis, specific
trends and optimal migration frequencies are considered to be problem-dependent. For
these reasons, the following chapter focuses on single chromosome migrations and studies
the migration frequency in accordance with what works best for the example problem under
study. This dissertation does not claim this implementation is optimal in terms of the
program architecture, or the computer hardware used, as even some of the most perfectly
parallel problems can require a fair amount of analysis and planning to ensure this is the
case, as observed in Chapter 2.
It must also be noted that the idea of parallel islands or distributed populations have
also been used in serial where populations are separated into sub-populations on a serial
GA [160]. In addition to this, shared memory applications have been done where there
are overlapping subpopulations [161]. These algorithms use the overlapping regions as a
method to allow results from one population to ripple through other populations and are
sometimes referred to as fine-grained GAs when the number of sub-populations becomes
large and their respective population size is fairly small. These specific types of island
population GAs are better suited for GPU applications than the coarse-grained GAs initially
described above [152].
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3.17.3 Hybrid Parallel Genetic Algorithm
Hybrid parallel GAs are a combination of the previously described architectures where a
master-follower application can be done within the construct of an island model parallel
GA. [42] Figure 3.14 illustrates a simple model of how such an implementation could look.
These algorithms have the potential to achieve the benefits from multiple methods by using
the parallel island architectures at an increased speed [161]. However, this comes at the cost
of requiring larger numbers of processors, more complicated workload allocations between
processors, and the balance still exists where communication costs have to be considered
when sizing the algorithms. This becomes increasingly important when memory coherency
on multicore processors is considered [46].
Figure 3.14. A hybrid parallel GA model
Hybrid parallel GAs are potentially one of the better parallel architectures for implemen-
tation on GPUs due to their requirement for hybrid parallel computing architectures that
GPUs are setup to handle [152].
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3.18 Conclusion
This chapter has developed the fundamental concepts and ideas associated with both binary
GAs and RCGAs. The reader now has a general knowledge of how these algorithms work
and how they are able to handle discontinuous, non-differentiable search spaces with very
little information about the problem of interest. Furthermore, the reader now has a working
knowledge of the fundamental theory associated with these types of evolutionary algorithms
to include some effects associated with changing the various user-defined parameters.
Lastly, the understanding of the various parallel implementations used to enhance the
performance of these algorithms has also been introduced. The underlying knowledge
associated with all of these concepts will be leveraged in the next chapter as these algorithms
are studied through the lens of an optimal control problem. The ideas and topics outlined in
this chapter are the results of a fairly extensive literature survey that will inform and inspire
the new operators, methods, and algorithm designs developed in the next chapter.
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CHAPTER 4:
Parallel Genetic Algorithms and Optimal Control
4.1 Introduction
The first documented application of GAs in solving optimal control problems wasn’t until
1990 [162]. Since this initial paper, there have been several other authors that have directly
applied GAs to optimal control problems [163], [164]. Michalewicz illustrates that his
RCGA performed better on simple, uniformly discretized, unconstrained optimal control
problems than the MINOS solver in GAMS [163]. More specifically, he investigated a 1-D
linear quadratic problem, a maximum distance/minimum effort push-cart problem, and a
harvest maximization problem. Given these promising results, there have not been as many
examples of direct applications of GAs to continuous variable optimal control problems as
one might expect. There have been several authors that utilize GAs as guess generators
that feed their solutions to deterministic methods as initial guesses to increase convergence
probability [23], [165]–[168]. There have also been a growing number of papers where GAs
are applied to hybrid optimal control problems, where there are both discrete and continuous
decision variables [10], [23], [169], [170]. In these algorithms, the GA is typically applied
to an outer loop problem that deals with optimizing the discrete decision variables, such as
deciding which planetary bodies to visit in a multiple gravity assist interplanetary trajectory
optimization problem. Deterministic methods such as sequential quadratic programming
are then applied to the inner loop optimal control problem using a given set of discrete
variables. However, Chilan and Conway use GAs for both the discrete variables in the outer
loop, and as a guess generator for the continuous inner-loop dynamics in an interplanetary
trajectory solver [23].
This chapter takes the initial studies by Michalewicz et al. [162], [163] one step further by
using parallel GAs to directly solve an optimal control problem with continuous decision
variables. As illustrated in Figure 4.1, this study is unique in that it investigates the use
of binary and real-coded parallel island GAs as they apply to solving optimal control
problems. It does this by analyzing the effectiveness of different encodings, operators, and
constraint handling methods as these various GAs are run in parallel on cluster computing
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devices. Several authors have studied the effects of varying parallel GA parameters in binary
encoded GAs [42], [157] as well as in RCGAs [159]. In addition, authors have applied both
RCGAs and binary GAs to continuous time optimal control problems (OCPs) [23], [163],
[164], [166]. Lastly, researchers have conducted studies comparing the popular RCGAs
operators [171]. However, a study that encompasses all of these trades and ideas as they
apply to an OCP has not yet been conducted and is of specific interest to this dissertation.
In addition, the study of how various forms of exact and inexact penalty functions perform
through the lens of parallel GAs is also unique to this dissertation.
Figure 4.1. Venn diagram of parallel GA optimal control study
This chapter begins with an introduction to the lunar lander problem and the steps required
to convert a continuous time OCP into a discrete NLP. From here, an introduction and
118
in-depth analysis of various penalty functions is conducted on two NLPs from literature that
are deemed to be highly constrained and challenging. With this, the chapter then applies an
exact penalty function to the lunar lander problem to convert it from a constrained NLP to
an unconstrained one. Next, it introduces the different binary and real-coded GA types used
for the experiments in this chapter. After this, the specific method of incorporating parallel
processing into these algorithms is presented. The chapter then investigates several trades
between algorithm types and parallel GA parameters. Lastly, the chapter concludes with a
side-by-side comparison of the various parallel GA types that illustrates their effectiveness
in solving the lunar lander problem. It becomes apparent that parallel computation leads
to faster convergence (in terms of computation time) and more accurate results when
compared to serial implementations. Furthermore, the improved performance achieved
through parallel computing can result in an increasingly robust algorithm where perfect
tuning of GA parameters becomes less critical in obtaining accurate solutions.
4.2 Lunar Lander Problem
This study utilizes a simplified lunar lander problem, depicted in Equation (4.1), to inves-
tigate GA performance on solving an example optimal control problem [31]. A solution
for the minimum propellant thrust trajectory, u(t), for a lunar lander under a given set of
initial/final conditions, and bounds on both decision and state variables is desired. The state
variables are altitude, h(t), vertical velocity, v (t), and spacecraft mass, m(t). It can be seen
that there are several constraints on both state and control variables that will require special
constraint-handling techniques when working with evolutionary algorithms. The values
in this problem have been scaled for computational efficiency and represent normalized
units. The normalized constants for the problem are a gravitational acceleration constant,
cg = 1.0, and a specific impulse constant, cv = 2.349 [31].
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x¯T = [h(t) ∈ Rn : 0.0 ≤ h(t) ≤ 20.0, v (t) ∈ Rn : |v (t) | ≤ 20.0,m(t) ∈ Rn : 0.01 ≤ m(t) ≤ m0]
u¯ = [u(t) ∈ Rn : 0.0 ≤ u(t) ≤ 1.227]




Subject To: h˙ = v
v˙ = −cg + um
m˙ = − u
cv
(h0, v0,m0) = (1.0,−0.783, 1)
(h f , v f ) = (0.0, 0.0)
(4.1)
4.3 Direct Shooting
A direct shooting technique is used to convert the continuous lunar lander problem into a
standard NLP. The shooting method essentially consists of applying the control trajectory
to the dynamics, integrating either forward or backward in time (dependent on the problem),
and then determining howwell that given control trajectory satisfies the problem constraints
and end-point/initial conditions [30]. A 3rd order strong stability preserving Runge-Kutta
time integrator is used to integrate the lunar lander dynamic equations as depicted in
Equation (4.2). This time integration technique allows for increased accuracy without
adding too much additional complexity and computational effort, when compared to a
simple Euler technique. In this chapter, uniform time discretization is utilized so that
∆t = t fNt . Where ∆t is the time step size, t f is the final time, and Nt is the number of time
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nodes.
˙¯x = f ( x¯, u¯, t)
x¯(tk ) = x¯k



























k = (0, . . . , Nt − 1)
(4.2)
This template in Equation (4.2) can be applied to the lunar lander problem dynamics and cost
function in a way that converts the optimal control problem into a large NLP as described
by Equation (4.3). This problem formulation is still subject to all of the original constraints
at each node and end-point conditions depicted in Equation (4.1).
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x¯T = [h¯ ∈ RNt : 0.0 ≤ h¯ ≤ 20.0, v¯ ∈ RNt : |v¯ | ≤ 20.0, m¯ ∈ RNt : 0.01 ≤ m¯ ≤ m0]
u¯ = [u¯ ∈ RNt : 0.0 ≤ u¯ ≤ 1.227]




Subject To: (h0, v0,m0) = (1.0, −0.783, 1)
RK3 Stage 1: h(s1)1 = h0 + ∆tv0





















































































RK3 Stage 1: h(s1)
Nt−1 = hNt−2 + ∆tvNt−2
v (s1)






































































































(hNt−1, vNt−1) = (h f , vf ) = (0.0, 0.0)
(4.3)
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With this formulation, the decision variables that make up the GA trial vectors are the
control variables (u¯(·)) in addition to the final time t f . The number of equally spaced time
nodes, Nt , is a user-defined parameter.
4.4 Constraint Handling
While GAs can be very effective in solving difficult optimization problems, the GA frame-
work can only solve unconstrained problems. The standard operators such as crossover and
mutation, which are used in most GAs, often result in infeasible solutions when solving
constrained optimization problems. This results in algorithms that don’t lend themselves
well to constrained optimization without some additional techniques to handle constrained
problems. Problems without any constraints are seldom (if ever) found when working with
real-world applications due to the existence of physical limitations. Given the usefulness of
GAs and the constrained nature of most optimization problems, there has been a significant
amount of research and progress made with a number of constraint handling techniques
that are applicable to GAs (Ref. Appendix B). The primary challenge associated with all of
these constraint handling techniques is that their effectiveness can be dependent on both the
algorithm type and type of problem being solved. This is still a very active research area,
given that a robust, problem-independent GA constraint handling technique has yet to be
truly developed and applied. For the purposes of this chapter, NLPs that can be written in
the standard notation depicted in Equation (4.4) are used to illustrate the various constraint
handling techniques.
minimize f ( x¯)
subject to:
gi ( x¯) ≤ 0 i = 1, . . . , l
hk ( x¯) = 0 k = 1, . . . ,m
(4.4)
where l is the number of inequality constraints, m is the number of equality constraints,
and x¯ ∈ Rn is a n-dimensional solution vector. In addition to this, the search domain
Rn is often defined by bounds on the state variables x¯U ≤ x¯ ≤ x¯L. The feasible set F
is a subspace of Rn that is created by the intersection of all constraints and state bounds
(gi ( x¯) ∪ hk ( x¯) ∀i, k s.t. x¯ ∈ Rn).
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4.4.1 Penalty Functions
Penalty functions are the oldest and most widely used methods for constraint-handling
in GAs [73]. They transform a constrained optimization problem into an unconstrained
optimization problem through the construction of a fitness function, F ( x¯), that is typically
a variation of the general form outlined in Equation (4.5). The new unconstrained problem
can be created from a linear combination of the original objective function f ( x¯) and a
penalized measure of constraint violation p ∗ P( x¯) where p is a penalty factor or weight.
The measure of constraint violation P( x¯) can be something as simple as the number of
constraints violated, or some measure of the distance from an infeasible solution to the
feasible region.
minimize F ( x¯) = f ( x¯) + p ∗ P( x¯) (4.5)
While there are several different forms of penalty functions, this chapter uses the exact
penalty function described in Equation (4.6). Di Pillo and Grippo prove a formal definition
of exactness for the group of penalty functions described by Equation (4.6) [172]. These
penalty functions are based on norms of both the inequality and equality constraints in the
form shown in Equation (4.4). It must be noted that this form of an exact penalty function
is only exact if the penalty parameter p is appropriately tuned. Exact penalty functions have
several characteristics that make them very useful to GA applications. At a high level, an
exact penalty function is one where the variables of the unconstrained problem formulation
lie in the same space as the variables of the original constrained problem. In addition,
the optimal solution to an exact penalty function is the same as the optimal solution to the
original constrained problem [172].
Fq( x¯) = f ( x¯) + p ∗
[∑l
i=1(max[0, gi ( x¯)])
q +
∑m
k=1 |hk ( x¯) |q
] 1
q ∞ > q ≥ 1 (4.6)
Equation (4.7) depicts the infinity norm which also falls within this class of exact penalty
functions as defined by Di Pillo et al.




(max[0, g1( x¯)]), . . . ,max[0, gl ( x¯)]), |h1( x¯) |, . . . , |hm( x¯) |}]
if q = ∞
(4.7)
Due to the fact that penalty techniques have their roots in gradient-based search techniques,
a great deal of effort has been spent on developing differentiable penalty functions. One
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of the main luxuries of GAs is that they do not require differentiable functions, or for
that matter, continuous problems. However, GA practitioners often use inexact penalty
functions simply due to their abundance in literature and the optimization community. For
completeness, a popular quadratic penalty function that is often used in GAs is described
in Equation (4.8) [173].













Penalty Function Trade Study
A trade study is conducted to analyze the various traits of different penalty functions on two
different constrained NLP test problems, hereby referred to as “problem 1” and “problem
2,” to generate an understanding of how they perform in conjunction with parallel GAs.
Problem 1 is described in Equation (4.9) with two nonlinear constraints and two sets of
box constraints or variable bounds [174]. This function’s nonlinear constraints create two
overlapping circles with a small feasible region between them, as depicted in Figure 4.2.
Note that these functions do not appear circular due given that the scale on the plot is skewed
to emphasize the feasible region. This small feasible region makes the problem well-suited
to test how several different penalty functions perform in terms of producing feasible and
accurate solutions within the context of a parallel GA.
minimize:
f ( x¯) =
(
x1 − 10)3 + (x2 − 20)3
subject to:
− (x1 − 5)2 − (x2 − 5)2 + 100 ≤ 0.0(
x1 − 6)2 + (x2 − 5)2 − 82.81 ≤ 0.0
x1 ∈ [13, 100]
x2 ∈ [0, 100]
(4.9)
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Figure 4.2. Illustration of feasible region for penalty function problem 1
Several different forms of penalty functions are applied to Equation (4.9) to produce several
different unconstrained NLPs. Equation (4.10) illustrates an L1 norm penalty where q = 1
for Di Pillo’s exact penalty function form (Equation (4.6)). It can be seen that the new
problems become unconstrained NLPs where the box constraints on each variable are
handled through the encoding/decoding process of the binary GA, as explained in the
previous chapter.











(x1 − 6)2 + (x2 − 5)2 − 82.81, 0.0
}] (4.10)
Next, Equation (4.11) depicts an L2 norm penalty function where q = 2 using the form
outlined in Equation (4.6).
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(x1 − 6)2 + (x2 − 5)2 − 82.81, 0.0
})2] 12 (4.11)
The next exact penalty function applied to problem 1 is the infinity norm penalty function
where q = ∞ as illustrated in Equation (4.12).
















Lastly, the popular quadratic penalty function [173] is applied to test problem 1 in Equation
(4.13) even though it does not fit the form of an exact penalty function developed by Di
Pillo et al. [172] it is still of interest given that it is commonly used in GAs.











(x1 − 6)2 + (x2 − 5)2 − 82.81, 0.0
})2] (4.13)
Using a simple binary-encoded GA with tournament selection and multi-point crossover
operator, a series of experiments is conducted to evaluate several types of penalty functions.
The second column of Table 4.1 summarizes the specific GA settings that are used to
produce the results observed for test problem 1.
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Problem 1 Problem 2 Constraint Test (Parallel)
Encoding Binary Binary Binary
Population 30 30 30
Procs. 10 10 (10)
Mig./MaxGen 10/104 Gen. 10/104 Gen. (5/500 Gen.)
Migration Type Best Chrom. Best Chrom. (Best Chrom.)
Crossover 2-Point 5-Point 1-Point
Resolution 32 bits/var 32 bits/var 20 bits/var
Selection Tourn. (pool=2) Tourn. (pool=2) Roulette
pmut 0.01 0.01 0.01
pcross 0.6 0.6 0.3
Table 4.1. Attributes of parallel island GAs used for penalty experiments
Given that problem 1 is only 2-D, it is fairly easy to visualize where the solutions lie in
the search space. Figure 4.3 illustrates the results obtained after 104 generations using the
simple, binary-encoded GA described in the second column of Table 4.1. This simulation
is run 1,000 times for each form of penalty function and the final solution found for each
GA run is plotted. In general, it can be seen that the feasibility of solutions to this problem
improve as the penalty factor is increased. In fact, Di Pillo et al. state that for a penalty
function to be exact, the penalty parameter, p, has to be sufficiently large [172]. Figure
4.3a illustrates the case where the penalty parameter is not large enough. In this case, some
solutions that are infeasible in the original problem formulation result in better objective
function values than feasible solutions, indicating that the penalties being applied to these
solutions are not large enough. On the other hand Figure 4.3b illustrates the effect of
increasing p to where it becomes difficult, or even impossible for an infeasible solution to
obtain a better fitness value than a feasible one, due to the large penalty weight.
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(a) p = 103
(b) p = 106
Figure 4.3. Eﬀects of penalty parameter value on solution feasibility for
problem 1
Unfortunately, this trade is not as black and white with GAs as one might think. In fact,
optimization problems often have optimal solutions that lie on constraint boundaries where
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the best objective function value is obtained by pushing a given system parameter to one (or
more) of its limits. Since GAs explore the search space using recombination operators such
as crossover, it is difficult for the algorithms to search the boundaries of the solution space
without any infeasible solutions in the population [175]. Understanding this, the penalty
parameters need to be tuned in a way that allows some penalized solutions (solutions that
are infeasible in the original constrained NLP) to remain in the population so that the GA
is better able to search along constraint boundaries. Figure 4.4 provides more detail on
the fitness and feasibility results associated with each penalty function type and penalty
parameter value for problem 1. More specifically Figure 4.4a illustrates the average fitness
value of the feasible solutions found over the 1,000 GA runs for each penalty function type
and parameter value considered. It must be noted that none of the methods found feasible
solutions for the case p = 103 and therefore no average fitness value is shown for this
instance on the plots. It can be seen that the best average fitness values seem to occur where
the penalty parameter is just on the cusp of producing both infeasible and feasible solutions
(p = 104). Later in this chapter, an adaptive penalty technique is used to appropriately tune
the penalty parameter for the lunar lander problem. With the quadratic penalty function not
fitting into the same family of penalty functions as the others, it is not too surprising that it
appears to behave differently than the exact penalty functions.
Figures 4.4b and c illustrate two slightly different ways of measuring the infeasibility of
resulting solutions for each case. Figure 4.4b simply looks at the total number of infeasible
solutions, or ones that violate any of the constraints of the original NLP for the 1,000 GA
runs for each penalty function type and penalty parameter setting. The solution found,
x¯trial , is the best member of the population after a GA run. Next Figure 4.4c provides a
little more detail in terms of how infeasible each of the solutions are. Referring to Equation
(4.14) a simple average measure of infeasibility, in f easavg, is determined for each of the
solutions that violate one or more constraints gi ( x¯) ≤ 0 where #constraints is the number of
constraints in the NLP and #in f easible is the number of infeasible solutions encountered for
each set of trials. Furthermore, the function wi () returns zero if the current solution meets
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the ith constraint, and returns a one if it does not.




i wi ( x¯trial )
#in f easible
wi ( x¯trial ) =

0 if gi ( x¯trial ) ≤ 0
gi ( x¯trial ) if gi ( x¯trial ) > 0
(4.14)
(a) Average ﬁtness of feasible solutions
(b) Number of infeasible solutions (c) Average infeasibility
Figure 4.4. Average eﬀects of penalty function type and parameter value for
problem 1
Equation (4.15) depicts the second test problem [174] (problem 2) with a larger number of
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nonlinear constraints and a higher-dimensional search space. This problem is used to further
investigate how the various types of penalty functions perform as penalty parameters are
adjusted. The attributes used on the parallel island binary GA are listed in the 3rd column
of Table 4.1.
minimize:
f ( x¯) = 5.3578547x23 + 0.8356891x1x5 + 37.293239x1 − 40792.141
subject to:
0.0022053x3x5 − 85.334407 − 0.0056858x2x5 − 0.0006262x1x4 ≤ 0.0
85.334407 + 0.0056858x2x5 + 0.0006262x1x4 − 0.0022053x3x5 − 92 ≤ 0.0
90 − 80.51249 − 0.0071317x2x5 − 0.0029955x1x2 − 0.0021813x23 ≤ 0.0
80.51249 + 0.0071317x2x5 + 0.0029955x1x2 + 0.0021813x23 − 110 ≤ 0.0
20 − 9.300961 − 0.0047026x3x5 − 0.0012547x1x3 − 0.0019085x3x4 ≤ 0.0
9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4 − 25 ≤ 0.0
x1 ∈ [78, 102]
x2 ∈ [33, 45]
(x3, x4, x5) ∈ [27, 45]
(4.15)
For brevity, the various forms of penalty functions as applied to test problem 2 along with
their associated NLPs are not listed in this section. However, the same four types of penalty
functions
(
FL1( x¯), FL2( x¯), FLin f ( x¯), and FQuad ( x¯)
)
used for test problem 1 are also used
for test problem 2. Figure 4.5 illustrates similar trends as before, where the GA actually
achieves better solutions when p is tuned in a way that forces solutions to just be on the verge
of feasibility so that constraint boundaries can be explored. In fact, Figure 4.5a illustrates
that both the FL1( x¯) and FL2( x¯) are able to produce optimal solutions to this notoriously
difficult problem when p = 103. Looking at Figure 4.5c and d helps the reader verify that
only a small fraction of the 1,000 trials produced feasible solutions for the FL1( x¯) and FL2( x¯)
penalty functions, however, the solutions that were feasible were also optimal at this penalty
parameter setting. This helps further illustrate the trade that occurs between feasibility and
optimality when tuning penalty parameters. In addition, comparing the results between the
132
2 test problems (Figures 4.4 and 4.5) helps the reader get an understanding for how these
penalty parameters can be problem dependent.
(a) Average ﬁtness of feasible solutions
(b) Number of infeasible solutions (c) Average infeasibility
Figure 4.5. Average eﬀects of penalty function type and parameter value for
problem 2
It can be seen that the above example problems do not contain any equality constraints.
However, it is important to analyze how equality constraints can affect the solution quality
obtained using these algorithms. For this reason, an experiment is conducted to analyze how
well GAs are able to handle equality constraints when using exact penalty functions. More
specifically, several authors have shown that GAs produce better results when equality
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constraints are converted into sets of inequality constraints [176]. Equation (4.16) and
Equation (4.17) illustrate two slightly different NLP formulations with the same optimal
solution to both. It can be observed that Equation (4.16) is a simple parabolic objective
function with the constraint x1 − x2 + 1 = 0 being enforced through an exact penalty
function. Next, Equation (4.17) illustrates the same simple parabolic objective function
with an inequality constraint x1− x2+1 ≤ 0 being enforced using an exact penalty function.
It must be noted that these two formulations are not the same problem, however they do
have the same optimal solution. An experiment is conducted to evaluate how the L1 exact
penalty function handles each formulation in terms of proximity to the optimal solution.
This experiment was originally conducted and documented by Seywald et al. [176] in serial
and is recreated with the simple parallel island binary GA that has been used to evaluate the
above penalty functions as outlined in column four of Table 4.1. Figure 4.6 illustrates the
effects of switching from an equality constrained problem, Equation (4.16), to an inequality
constrained problem, Equation (4.17). This experiment also investigates how a simple ten
processor parallel island GA can improve the quality of solutions in both cases.
Fequalit y ( x¯) = x21 + x
2
2 + 10
6 |x1 − x2 + 1| (4.16)
Finequalit y ( x¯) = x21 + x
2
2 + 10
6max {x1 − x2 + 1, 0.0} (4.17)
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Figure 4.6. Illustration of equality formulation vs. inequality formulation for
parallel and serial GAs
In concurrence with the findings of Seywald et al., the results of this experiment indicate
that the algorithms are able to achieve better solutions on average (closer proximity to the
optimal) when equality constraints are converted to inequality constraints. For this reason,
a slightly modified version of this technique is used to convert equality constraints on the
lunar lander problem in the hope of achieving better results. When converting equality
constraints to inequality constraints, care must be taken to ensure that the new problem
formulation does not violate the intent and requirements of the original problem.
Application of Penalty Functions to The Lunar Lander OCP
The results above indicate that exact penalty functions perform better than the quadratic
form when using parallel GAs. In addition, the L1 penalty function seems to produce
slightly better results than the other exact penalty functions evaluated. With this in mind,
a simple L1 norm (q = 1) penalty function will be used in the GAs for the remainder of
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this chapter. Lastly, the above results indicate that better results are achieved by converting
equality constraints into inequality constraints, when possible. Given this, a conversion
method outlined in Equation (4.18) is applied to the lunar lander problem. This method,
where tol is a very small user-defined tolerance, has been shown to be more effective than
using equality constraints [176]. The value of acceptable error, tol should be set to a value
that is acceptable to the user and application of interest. It should be pointed out that
there will always be some level of error when using numerical computation due to machine
precision levels associated with the number of bits allocated to given variables.
h(x) = 0→ −tol ≤ h(x) ≤ tol (4.18)
After applying Equation (4.18) to the lunar lander NLP given in Equation (4.3), the problems
are effectively converted into unconstrained optimization problems that the GA variations
can attempt to solve with the new objective function depicted in Equation (4.19). The
constraint on the control variable u¯ is not included in this formulation because it is a
decision variable and will be handled with scaling and other methods as explained later.
Using altitude at each node hi as an example, an upper bound term in Equation (4.19)
enforced by max(0.0, hi − UBi) and a lower bound is enforced by max(0.0, LBi − hi). It
can also be seen that the end-point equality constraints have been converted to inequalities
using a tolerance as discussed above.
x¯T = [h¯ ∈ RNt , v¯ ∈ RNt , m¯ ∈RNt ] u¯ = [u¯ ∈ RNt ]














[max(0.0, 0.0 − mi) +max(0.0,mi − m0)]
+ p[max(0.0,−tol − h f ) +max(0.0, h f − tol)]




This chapter also investigates a simple adaptive penalty where the value of the penalty
parameter, p, is adjusted real-time to ensure that there is proper scaling between the penalty
term, p ∗ P( x¯), and the objective function term, f ( x¯). This makes the GAs more robust and
efficient given that the user does not have to tune fixed penalty parameters based on trial
and error. One of the better performing and least complicated adaptive penalty methods
was introduced by Hadj-Alouane and Bean [175]. This simple adaptive penalty scheme
uses information about the best solution found in each population to adjust the penalty
parameter in real-time. Their algorithm is used to initially tune p for the GAs in this chapter
and is further outlined in Equation (4.20). In this adaptive scheme, “case 1” is where the
best solution found for each iteration has not been penalized for a user-defined number of
iterations, gadapt . This is an indication that the penalty parameter is too large and needs
to be decreased. The other scenario is “case 2” where the best solution found in each
population is penalized every generation for gadapt generations. This indicates that the
penalty parameter is too small and needs to be increased. The goal is to tune the penalty
parameter so that some of the best solutions are being penalized and some are not. This
ensures that the objective function term, f ( x¯), is approximately the same magnitude as the






p(g) ∗ β2 if case 2
p(g) else
Case 1: x¯population best is never penalized over gadapt generations.
Case 2: x¯population best is penalized every generation for gadapt generations.
(β1, β2) > 1
β1 > β2
(4.20)
It must be noted that the tuning rate for decreasing the penalty parameter, β1, and the
rate for increasing the penalty parameter, β2 are both user-defined parameters. These
parameters essentially establish how fine (or coarse) the tuning of the penalty parameter is.
As an example, β values that are closer to 1.0 result in a much finer tuning of the penalty
parameter which comes at the cost of slower convergence to a given penalty parameter. On
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the other hand, larger β values will result in faster convergence to a penalty parameter, but
will also lead to a less-finely tuned penalty parameter that could lead to less accurate GA
solutions to the problem. This is a trade that the user has to make in determining acceptable
values for these parameters and can be done through empirical investigation.
4.5 An Overview of Genetic Algorithms Used
With an unconstrained form of the lunar lander problem generated through the application
of penalty methods described above, the GAs used to solve the lunar lander problem are
now described in more detail. Several new ideas including dynamic, Gaussian-based
crossover operators that are unique to this dissertation are developed and evaluated in this
section. Several of these new techniques are inspired by the dynamic resolution GAs
discussed in Section 3.14.2. More specifically, new dynamic Gaussian crossover operators
are developed to offer a dynamic resolution aspect to RCGAs. The hope is that some of
the benefits observed by Andre et al. for binary dynamic resolution GAs [128] will also be
found with these new techniques. In addition, these new crossover operators are designed
to incorporate the fitness values associated with each of the parents in the creation of new
offspring. As seen in Chapter 3, this is a practice that is not typically done with RCGA
crossover operators.
4.5.1 Binary Reflected Gray Encoded GA
A fairly standard binary GA is utilized as one of the more conventional algorithms for
comparison with some of the RCGAs investigated in this study. Given the results and rec-
ommendations of the encoding studies outlined in the previous chapter [82], [83], reflected
binary gray encoding is utilized in the binary GA for these studies. With this, each problem
variable is encoded using 64 bits. In addition, single-point crossover is utilized with fairly
large populations as recommended by De Jong et al. [85]. Simple, bit-wise mutation is
applied to this algorithm as well with a fairly low mutation rate, pmut = 0.001. While
this is on the lower end of the spectrum for standard ranges of crossover probabilities that
practitioners typically use for binary GAs [86], it is coupled with an additional mutation
reset mechanism which will prove to produce good results.
The reset mechanism utilized in this binary GA simply sets the mutation probability to a
138
high value (e.g. pmut = 0.5) for a single generation when the average population fitness
value stagnates or does not change beyond a user-defined tolerance over a set number of
generations. This aspect is added to the standard binary GA given that it has been shown to
enhance performance in several of the studies investigated in Chapter 3 [128], [176]. For the
experiments later in this chapter, this tolerance is set to 10−6 and the algorithm checks for
stagnation every 10 generations. These values are problem/algorithm dependent and have
been adjusted specifically for the lunar lander problem and algorithm settings used in this
chapter. This additional mutation step reshuﬄes the current population whenever the GA
seems to have converged so that it is able to explore different areas of the search domain.
This modification proved to be beneficial based on empirical results obtained during the
parameter tuning process. In addition to this reset method, tournament selection with a
fairly large pool size is utilized to quickly exploit the search space represented by a given
population. This tournament selection operator considers both parents and offspring with
replacement so that it is choosing from a set of solution vectors that is twice the population
size. In addition, elitism is enforced so that the best solution found is always represented in
the current population. Lastly, the stopping criteria for all GAs utilized in the remainder of
this chapter is simply amaximum number of generations. The specific values and remaining
user-defined parameters are further defined in Table 4.2.
4.5.2 RCGAs
The RCGAs utilized in this chapter are similar in many ways to the binary GA described
in the previous section. They utilize an identical tournament selection operator and very
similar mutation method that operates on the real variables. The RCGAs all use a mutation
operator that steps through each variable of each candidate solution vector and use uniform
random distributions to change the value of a given variable within the allowable search
space. The probability of this mutation occurring, pmut , is again defined by the user as is
done with the binary GA above. However, these algorithms do not use the mutation resets
that the binary GA does. Instead, they rely on their crossover operators, which in many
cases also have a random mutation aspect built into them. The more obvious difference is
that each decision variable ci is a double-precision real number where parent chromosomes
can be represented as P(1) = [c(1)1 , c
(1)
2 , ..., c
(1)
dim] and P
(2) = [c(2)1 , c
(2)
2 , ..., c
(2)
dim] and resulting
offspring are represented by O(1) and O(2). The following crossover operators are either
new, or have been modified from their original form to specifically address the challenges
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associated with the lunar lander problem introduced in this chapter.
Arithmetic Crossover
Arithmetic crossover, as introduced earlier, utilizes a linear combination of parent chromo-
somes according to Equation 4.21 [163]. Box constraints on decision variables are naturally
enforced in binary GAs through the encoding/decoding process, however, this is not neces-
sarily the case with RCGAs. In the RCGA used to obtain the results below, the arithmetic
crossover technique is further modified by the addition of a simple repair method, R (Oi),
that is used to enforce upper bounds, UB, and lower bounds, LB, on decision variables.
Repair methods, such as this, are not new and have been applied in various GAs to handle
simple box constraints in the past [177], [178]. This simple repair method sets any variable
in violation of an upper or lower bound equal to the bound that it has violated. It must be
noted that the repair method is only utilized for the simple box constraints on the control
variables, u¯, in lieu of a penalty function to more closely parallel a binary encoded GA.
Penalty functions are still used for all of the constraints on state variables in addition to
initial and final conditions.
O(1)i = R
(








UBi if Oi > UBi
LBi if Oi < LBi
Oi else
λ ∈ [0, 1] (uni f orm random)
∀i = [1, ..., dim]
(4.21)
Geometric Crossover
Geometric crossover is similar to arithmetical crossover with exponential scaling of the
parent genes as depicted in Equation 4.22 [142]. Again, this operator has been modified
to include the repair technique, R (Oi), described above to ensure the decision variables
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UBi if Oi > UBi
LBi if Oi < LBi
Oi else
ω ∈ [0, 1] (uni f orm random)
∀i = [1, ..., dim]
(4.22)
DTGX
DTGX is a newRCGA technique that is unique to this dissertation which utilizes a truncated
Gaussian so that upper and lower bounds can be enforced on each decision variable, similar
to what is done using the encoding/decoding process of binary GAs. Given this, the DTGX
crossover operator is able to enforce box constraints on decision variables without the use
of a repair technique. A fitness-weighted average between the two parent chromosomes
is then utilized to determine where the mean of the truncated Gaussian distribution will
be so that the better parent is favored. This allows the DTGX operator to account for the
fitness associated with each parent during the simulated reproduction process. Given that
this problem will not have a fitness of zero, the formulation in Equation (4.23) can be













Figure 4.7. Crossover/mutation truncated Gaussian
The standard deviation σ in each dimension initially starts out large (almost uniform) to
allow for an emphasis on exploration during initial generations. However, as the algorithm
progresses, the standard deviations shrink to allow for increased exploitation as seen in
Equation (4.24). This process was inspired by the idea of dynamic resolution [128] and uses
similar logic to a simulated annealing algorithm in that it uses a set cooling schedule [179].
This idea of varying the crossover distribution with real-encoded variables is along the same
lines as varying the mutation rate, given that these distributions result in any given variable
having a non-zero chance of being perturbed to any value within the search bounds. The
idea of adapting “mutation” distributions has been standard practice in ESs ever since they
were introduced back in the 1970s [79]. In the algorithm utilized in this chapter, the user
defines a covariance “cooling” rate α = 1.001. The standard deviation in each dimension
is then reset to its initial value every time the population average fitness stagnates, or does
not vary over a given number of generations by more than a set tolerance. This allows the









The DGX operator is another new technique that is identical to the DTGX operator with
the exception that the tails of the Gaussian distributions are not truncated to enforce bounds
on variables. Instead, the simple repair operator, R (O) is utilized to set any variable in
violation of an upper or lower bound equal to the bound that it has violated. This proves to
be beneficial in many problems, given that it can help the algorithms explore the decision
variable boundaries more effectively.
SBX
SBX has become one of the more widely used crossover operators in real coded GAs. [145],
[146] and is therefore utilized in this study for comparison purposes. This operator is
slightly modified from its standard form to again include the simple repair technique, R (O)
as depicted in Equation (4.25).
O(1)i = R
(








UBi if Oi > UBi






η+1 i f u ≤ 12
[2(1 − u)] 1η+1 i f u > 12
u ∈ [0, 1] (uni f orm random)
i = [1, ..., dim]
(4.25)
In this chapter, a dynamic aspect is added to the SBX operator so that the RCGA is able to
transition from exploration to exploitation as the algorithm progresses. Beyer et al. have
also used a dynamic SBXs operator that adapts itself in a way that is similar to ESs, however,
it is different than the approach used in this dissertation [146]. With the SBX operator, this
is done by increasing η so that the binomial distribution becomes more concentrated as the
algorithm progresses. Unique to this dissertation, the RCGA in this chapter adapts the SBX
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η(g) = η0 × αg
(4.26)
In addition to this, resets are added so that the distributions can reset and transition back
to a more uniform or exploratory distribution. After the population average fitness value
stagnates between generations, or changes less than a user-defined tolerance over a set
number of generations, η is reset to its initial value.
4.5.3 Parallel Island Architecture
In order to leverage parallel computing to increase performance of the GAs used in this
chapter, a parallel island population model is utilized. The migration frequency has been
shown to have an optimal value for problems where too frequent migrations lead to the
island populations becoming too similar, and too infrequent migrations result in slower
learning across populations. Several previously mentioned studies have been done to
look at how these parameters affect GA convergence efficiency [42], [155], [156], [158],
[159]. Unfortunately, while these models and empirical results help to give insight into the
relationships between number of island populations, migration rates, and population sizes,
it is difficult to directly apply them to real world problems where information about building
blocks is not known. These ideas are even further complicated when trying to apply them
to RCGAs with new and modified operators. It is for these reasons, that a rudimentary
empirical analysis is conducted on the problem of interest to determine reasonable settings
for the parallel GAs used in this study.
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Figure 4.8. Parallel island architecture (round-robin)
All of the GAs described in this chapter utilize a simple migration algorithm in which
the chromosome with the best fitness is chosen as a single migrant from each population.
Using the simple round-robin mapping, this chromosome replaces a random chromosome
in the neighboring island population. Cantu-Paz has shown that it is important to have
fitness-based selection of the migrants, but not necessarily so for the chromosomes that
they replace [158]. Not having to search for the worst chromosome in a population to
replace saves computation time, and does not significantly impact convergence rates or
accuracy. In addition, it has been shown that smaller migration sizes seem to perform better
and that migration frequency has a larger effect on convergence results than migration
sizing or number of chromosomes passed during a migration [159]. While these general
observations have been determined from empirical analysis, specific trends and optimal
migration frequencies are considered to be problem-dependent. For these reasons, this
chapter focuses on single chromosome migrations and studies the migration frequency in
accordance with what works best for the example lunar lander optimization problem under
study. This chapter does not claim that this implementation is optimal in terms of the
program architecture, or the computer hardware used, as even some of the most perfectly
parallel problems can require a fair amount of analysis and planning to ensure this is the
case [46].
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4.6 Experimental GA Results
Now that the algorithms of interest have been described and the new DTGX/DGX crossover
operators have been developed, it is time to begin a comparison of techniques as they
apply to the example lunar lander problem. All of the above algorithms are written in C
programming language. This section walks the reader through the process of tuning some
of the user-defined parameters that control constraint handling and the efficiency of the
parallel island implementation. While there are a number of other empirical studies that
can be conducted, the focus of this chapter is on the parallel aspects of these GAs and how
they affect solution quality on the lunar lander OCP. Many of the other parameters have
been tuned based on results, however, this chapter does not claim that any of the above
algorithms have been optimally tuned.
4.6.1 Constraint Penalty Coefficient Tuning
Empirical trials allow for appropriate settings of the adaptive penalty coefficients (β1 = 1.05,
β2 = 1.04) to achieve a desired balance of tuning accuracy to convergence speed. The
adaptive penalty method is then applied to an RCGA using a DTGX crossover operator
on the lunar lander problem. Figure 4.9 illustrates how the adaptive penalty coefficient
exponentially grows until solutions that are not penalized (feasible) begin to takeover the
population. At this point, the penalty coefficient decreases until a good balance of penalized
and unpenalized solutions have been obtained. This balancing point happens at around
p = 1. This is to be expected given that effort has been taken with this lunar lander problem
formulation to ensure that all of the states are scaled so that they are all close in magnitude.
Essentially what is happening is that the algorithm is tuning the penalty parameter in a
way that balances the magnitudes of the original objective function when compared to the
penalty term in the penalized fitness function. After using this adaptive penalty technique
to find a good penalty coefficient, it is found that by setting a fixed penalty coefficient to this
value during separate runs of the algorithm actually perform slightly better than utilizing
the adaptive penalty method. This is due to the fact that the penalty coefficient is instantly
tuned to an appropriate value, instead of using a number of iterations to find what this
value should be. Given this, the remainder of the experiments in this chapter utilize a fixed
penalty term that has been set to p = 1. When compared to the rudimentary approach of
manually tuning the penalty parameter and reevaluating the solutions, this method is much
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more efficient.
(a) Adaptive penalty p (all generations) (b) Stabilized p (zoomed-in)
Figure 4.9. Lunar lander adaptive penalty using DTGX
4.6.2 Parallel Island Attribute Tuning
The first set of results depicted in Figure 4.10 investigates the various types of parallel
island GAs and how their best fitness value for the shooting formulation of the lunar lander
problem changes as the number of processors (or island populations) is increased with a
fixed number of migrations (256 per 106 generations). Table 4.2 lists all of the specific
parameters that were used to obtain these results.
Processor Study Migration Study GA Type Study
Generations 106 106 106
Population 400 400 400
Pcross 0.85 0.85 0.85
Pmut 0.001 0.001 0.001
Pool Size 40 40 40
Migrations
106 Gen. 256 Ref. Fig. 4.11 Ref. Fig. 4.12
Processors Ref. Fig. 4.10 256 256
Penalty Parameters 100, β1 = β2 = 1.0 100, β1 = β2 = 1.0 100, β1 = β2 = 1.0
Time Steps (N) 50 50 50
Table 4.2. Method comparison GA attributes
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(a) Eﬀects of processor number on various GA types
(b) Geometric RCGA ﬁtness evolution
Figure 4.10. Eﬀects of number of processors on GA performance over 106
generations
Figure 4.10a illustrates the best fitness found for each GA variant over 106 generations after
averaging the results for 10 consecutive runs. It can be seen that the performance tends to
improve as more and more island populations (processors) are added. In fact, some of these
GA types obtain significant gains in performance and accuracy through the utilization of
additional processors. This indicates that the use of parallel computation can increase GA
robustness and reduce the sensitivity of GA parameter tuning. The algorithm types that
perform the worst when run in serial, appear to benefit the most from the incorporation of
parallel processing. A more detailed plot of how the best fitness value evolves over the 106
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generations for the Geometric RCGA is illustrated in Figure 4.10b. It appears that more
optimally tuned algorithms such as the simple binary GA have less to gain from massive
parallelization than do algorithms that may be less optimally tuned. The binary GA is likely
to be more optimally tuned, given that many of the parameter values chosen for this study
were based on literature that was specific to binary GAs. However, it can also be determined
that the return on investment regarding the utilization of more and more processors seems to
diminish. With a limited amount of computing resources, a practical number of processors
to use for the remainder of this study is 256.
The next set of results is used to generate an empirical understanding of howmanymigrations
should be used for a given number of island populations (256) over a given number of
generations (106). Table 4.2 describes the various GA parameters that were used to obtain
the results depicted in Figure 4.11.
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(a) Eﬀects of migration frequency on various GA types
(b) Arithmetic RCGA ﬁtness evolution
Figure 4.11. Eﬀects of number of migrations (per 106 generations) on GA
performance
It can be seen from Figure 4.11a that there is also a diminishing return as the migration
frequency is increased beyond a certain point. In fact, in many of the algorithms, the
performance begins to deteriorate as the frequency of migrations increases beyond some
ideal setting. The reason for this is that the populations become similar very quickly
with migration frequencies that are too high, and the benefit of population-to-population
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diversity is lost. On the other end of the spectrum, too few migrations can slow convergence
by making the parallel island GA behave like multiple, independent GAs that do not share
information until they have completed all of their generations. For this reason, there is an
ideal migration frequency for each problem and algorithm type. Again, the combination
of parallel GA attributes that optimizes the performance of each GA type is difficult to
predict for a given problem based on theoretical analysis alone. It is for this reason that
the above trades are conducted so that a fairly efficient parallel GA can be developed for
each type of algorithm. While Figure 4.11a indicates that the Arithmetic RCGA does not
appear to be significantly affected by the number of migrations per run, the fitness evolution
in Figure 4.11b provides a more detailed illustration. It can be seen that convergence
speeds are improved with an appropriate number of migrations, despite the fact that they all
eventually converge to similar values after enough generations when using 256 processors.
This improvement would be more noticeable if the user decided to set the stopping criteria
to a lower number of generations e.g. 200,000 in Figure 4.11b.
4.6.3 GA Type Comparison
The results and exercises above allow for tuning the appropriate numbers of processors and
migrations used for each the parallel GA architectures. The next set of results illustrated in
Figure 4.12 is used to compare the effectiveness of the various parallel genetic algorithms
described in this chapter when applied to the shooting method formulation of the lunar
lander problem. The parameter settings for these various algorithms can be found in Table
4.2.
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(a) Best ﬁtness vs generations
(b) CPU time required for 106 generations
Figure 4.12. Comparison of GA types for lunar lander problem
Figure 4.12 illustrates how the various methods compare when solving the lunar lander
problem using the shooting method averaged over 10 trials. It must be noted that these
algorithms have not been optimally tuned with respect to all parameters. With this, less
emphasis should be put on which specific GA type outperforms the others. More important
for this study is to determine how well these algorithms perform when coupled with parallel
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processing, and whether or not parallelization is enough to overcome less than optimal GA
parameter settings. It can be seen that the RCGAwith arithmetic crossover seems to achieve
the best results both in terms of fitness found and computational time. Its computationally
simple operators of multiplication and addition run faster than the distribution-based and
geometric operators that involve exponentials. The Arithmetic RCGA is a prime example
of how parallel computing can benefit these GAs and overcome many of their weaknesses.
Referring back to Figure 4.10a, the Arithmetic RCGA was one of the worst performing
GAs when run in serial on a single processor. SBX achieves the fastest initial convergence,
meaning that it could be considered the best method if the algorithms are run for a smaller
number of generations. This type of crossover has been shown to be very efficient when
compared to other RCGA crossover types and has become fairly popular [171]. The binary
GA also performs well in terms of best fitness found, but takes significantly longer to run
for a couple of reasons. First of all, a decoding process must be performed every time the
fitness function is evaluated. In addition, each decision variable is encoded using 32-bit
precision making some of the operators (e.g. mutation) take longer given that they have
to step through larger numbers of variables. Table 4.3 further summarizes these results
by showing the best single case of the 10 trials for each GA type where FBest is the best
fitness found by the algorithm and FBest error is the difference between FBest and the known
optimal as a percentage.
Method Migrations106 Gen. FBest FBest Error (%) Avg. CPU Time (hours) Time Steps
DGX 1024 1.4234 0.2183 2.9123 50
DTGX 2048 1.4252 0.3450 4.3799 50
SBX 1024 1.4219 0.1127 2.3756 50
Arithmetic 2048 1.4206 0.0211 1.7689 50
Geometric 2048 1.4245 0.2957 3.3174 50
Binary 2048 1.4218 0.1056 41.6058 50
Table 4.3. GA type comparison results
Figure 4.13 compares the best parallel, Arithmetic RCGA lunar lander problem solution
with the best solution found using a serial Arithmetic RCGA. It can be seen that the parallel
implementation (Figure 4.13a) significantly improves the optimal trajectory without any
adjustment of the original GA parameters such as: population size, tournament pool size,
crossover rate, mutation rate, etc. The serial Arithmetic RCGA (Figure 4.13b) fails to find
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a feasible solution after 106 iterations. This further indicates the usefulness of parallel
processing when applied to these types of evolutionary algorithms where a priori optimal
parameter tuning can be difficult.
(a) 256 Processors (feasible)
(b) 1 Processor (infeasible)
Figure 4.13. Arithmetic RCGA 50-node lunar lander trajectory: parallel(a)
vs. serial(b)
4.7 Conclusion
This chapter illustrates how a continuous optimal control problem can be transformed into
an unconstrained NLP using direct shooting and exact penalty methods. It also introduces
and investigates various types of exact and inexact penalty functions in terms of how they
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perform on highly constrained test problems from literature using parallel GAs. From here,
two new real variable crossover techniques are introduced (DGX and DTGX) are further
developed to address the issues of transitioning between exploration and exploitation of the
problem search space. This study uses a simple parallel island architecture to investigate
the effectiveness of six different parallel GA types when applied to an example lunar lander
problem. The results indicate that parallel computing improves the robustness, convergence
times, and accuracy of all GA types considered in this chapter. It alleviates the requirement
for the practitioner to perfectly tune all of the user-defined parameters in order to obtain
near-optimal results. Furthermore, the implementation of parallel computing had the largest
impact on the GAs that had the worst performance when run in serial. The findings of this
study are encouraging in that they show the usefulness of parallel GAs and their effectiveness
in solving optimal control problems. From this point, the dissertation research trajectory
will shift toward the analysis and development of a set of algorithms that are closely-related
to GAs known as ESs. The DGX/DTGX operators introduced in this chapter will become
increasingly important throughout this dissertation, as they lead to innovative unscented
sampling ideas within the constructs of both ESs and RCGAs developed and applied in
Chapter 6 and Appendix C respectively.
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Around the time that John Holland introduced the GA in the United Sates, a similar type
of evolutionary algorithm was being developed across the Atlantic in Germany [39], [180].
This algorithm was initially formulated to work with continuous “real-coded” variables
and was formally introduced by Rechenberg in 1973 as “Evolutionsstrategie,” or ES [40],
[79]. Rechenberg originally began developing the rudimentary version of this algorithm
in 1964 to optimize a 3-D body in a wind tunnel with regard to drag per unit volume.
His original algorithm worked with only two simple rules: randomly perturb the design
variables with primarily small variations, and only replace the current design solution with
one that outperforms the current one. [180] This idea became the underpinnings of the
original ES introduced by Rechenberg and was further developed by Schwefel in 1974 to
incorporate multiple parents and offspring [79]. ESs are similar to GAs in that they both
attempt to simulate biological evolution processes that have been observed in nature. The
classical ES relies on Gaussian sampling of the problem search space using continuous
variables, whereas GAs were initially applied to combinatorial type problems with binary
encoded variables.
The use of Monte Carlo concepts to sample the domain of objective functions is standard
practice in ES algorithms. This approach uses the idea that aGaussian distribution allows the
algorithms to closely parallel the workings of genetic mutation and evolution in nature e.g.
large genetic changes as a result of a mutation are far less likely than small changes [151].
The technique of random sampling from a normal distribution also maintains a fair balance
between exploration and exploitation, enabling the ES to escape locally optimal points if a
large enough mutation occurs.
This chapter begins with an introduction to Rechenberg’s original ES and then transitions to
the multiple parent/offspring algorithms that have been introduced over the years. After this,
it introduces the various ES operators including: mutation, selection, and recombination.
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From here, the chapter describes the primary covariance adaptation techniques as they were
developed in chronological order so a logical progression can be achieved. The chapter
then details the current state of the art in ES algorithms by looking at the CMA-ES, NES,
and exponential natural evolution strategy (xNES). The chapter concludes by presenting a
top-level overview of ES theory and dynamics modeling techniques.
5.2 Conventional Evolution Strategy
An ES shares the overarching fundamentals of other evolutionary algorithms in that it starts
with an initial candidate solution or set of candidate solution vectors and evolves them
toward solutions that achieve better objective function values. Equation (5.1) illustrates
the standard form of an unconstrained optimization problem. With x¯ being a potential
solution vector, the objective is to find the global optimum x¯∗ such that f ( x¯∗) ≤ f ( x¯) for all
possible values of x¯ in the admissible set. It must be noted that most optimization problems
are subject to any number of inequality and equality constraints. However, for the initial
description of these algorithms, the optimization problem is treated as an unconstrained
one. Given this, Appendix B summarizes a number of constraint handling techniques for
evolutionary algorithms.




The standard ES algorithm can be summarized by four steps as depicted in Figure 5.1.
The initialization step represents starting with an initial set of candidate solution vectors
or “parent population” and initial parameters that define how the other steps of the ES will
behave. Without any prior knowledge of the optimization problem at hand, the standard
practice is to randomly select the initial set of parent vectors, or candidate solution vectors
from the search space using a uniform random distribution [79]. It must be noted that a
uniform distribution requires bounded variables. These bounds are typically selected by the
practitioner so that they define a large region where the optimal solution may reside. After
an initial set of candidate solution vectors have been determined and the other ES parameters
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have been set, the next step in the algorithm, fitness evaluation, is used to determine the
objective function value for each trial solution vector. After the objective function values
or “fitness” has been determined for the population, the selection step emulates the survival
of the fittest aspect that manifests itself in biological evolution. This is done by refining
the set of solution vectors in a way that favors the survival of candidate solution vectors
that have the best objective function values or fitness values. Typically for this step, ESs
utilize a sorting algorithm that orders the population on the basis of objective function value.
From this point, a higher-performing subset of the candidate solution vectors are selected
as “parent” solution vectors. [79] The next phase of the algorithm, offspring generation,
consists of perturbing or “mutating” the parent solution vectors in a way that creates a new
set of candidate solution vectors or “offspring”. This represents a new population for the
next iteration of the algorithm. In an ES, the offspring are often generated by sampling
from a probability distribution. The vast majority of ESs utilize a multidimensional normal
distribution with the mean value equal to the parent solution vector(s). The covariance
determines the distance of the offspring from the parent and is initially set by the user.
The covariance is then allowed to evolve using any number of various covariance evolution
schemes [181]–[184]. The algorithm then goes back to the fitness evaluation step and
continues this iterative process until some stopping criteria is met. The various stopping
criteria for ESs are the same as the ones described in Section 3.8 for GAs.
Figure 5.1. Standard ES algorithm
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5.3 ES Naming Convention





where µ signifies the number of parent solution vectors, λ is
the number of offspring solution vectors. In this notation a “+” means that the parents
will compete against the offspring during the selection process, whereas “,” indicates that




ES. This algorithm selects a subset, ρ, from the λ offspring that have been created. The
algorithm then applies a recombination technique to this subset of selected offspring to
create a new parent solution vector that is representative of each subset of chosen offspring.
This process of selecting a subset and recombining them into a parent vector is repeated µ
times to create µ new parent vectors. These various forms of ESs will be discussed in more




ES indicates that there
is one parent, µ = 1, one offspring, λ = 1, and it uses the + selection scheme, meaning that
both the offspring and parent vector are considered for selection. In this chapter, a generic
integer value for the number of parents or offspring that is greater than one is indicated by




ES indicates a group
of ESs where µ = 1, λ > 1, and only the offspring are considered for selection.
5.4 (1 + 1) ES
There are a number of variations to the simple ES. They are, however, all built upon the
idea of the original (1+1) ES further depicted in Figure 5.2. In the case of the (1+1) ES, an
initial parent solution vector is created, typically by using a uniform random distribution. In
this case, the parent vector consists of a candidate solution vector and an associated, single




. The first version of the
(1+ 1) ES used a spherical distribution with a single σ value, where the diagonal elements
of the full covariance matrix, Cparent were all equal to σ2. The typical Gaussian mutation
process for a (1 + 1) ES uses an n-dimensional normal distributionN ( x¯parent,Cparent ) that
is centered on the parent solution vector x¯parent and has a covariance matrix, Cparent , which
is associated with that particular parent vector. A new solution vector x¯o f f spring is created
from a random sample of this normal distribution centered on the parent. As illustrated in
Figure 5.2, ESs often adapt the covariances that are associated with each solution vector
along with the adaptation of solution vectors. This process of adapting the covariance can
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be done using a number of different methods that are described in Section 5.11. More
specifically, the process known as the one-fifth success rule [40] was originally utilized to
adapt the covariance parameter in the original (1 + 1) ES and will be addressed in Section
5.11. The solution vector that produces the best objective function value of the two (one
parent + one offspring) is then selected to be the parent that is used to produce the offspring
for the next “generation.” At this point, there is now a new population (one parent vector
and one offspring vector) that is ready to go through the entire process again. Each iteration
of this loop is referred to as a “generation”. This population is evolved in this manner until
some type of exit criteria is reached (as discussed in Section 3.8), whether it be a maximum
number of generations, or a stagnation in terms of the population fitness from generation to
generation.
Figure 5.2. (1+1) ES illustration
5.5 (µ + 1) ES




ES, it is now easier to imagine that there are
a number of variations to this idea. The earliest ES with more than two solution vectors
present in a population at a given time was the (µ + 1) ES introduced by Rechenberg [40].
This algorithm randomly selects two of the µ parents to undergo recombination and produce
a single offspring. Common recombination techniques will be introduced and described in
Section 5.10. From this point, a simple selection operator eliminates the worst individual
from the population to maintain a constant population size. This process then repeats itself







Instead of taking a single sample from the normal distribution to create a single offspring,
why not take multiple samples? This is the idea behind the (1, λ) ES or (1 + λ) ES, where
these ESs produce multiple (λ) offspring [79]. Another variant that more closely parallels
a real-coded GA is the (µ, λ) ES or (µ+ λ) ES [79]. The simplest form of these algorithms
is illustrated in Figure 5.4 where µ < λ and the population is improved over time through
a selection operation. However, there are a number of variations to this simple idea where
different methods can be used to produce the next generation of parent vectors from the
offspring vectors.
Figure 5.3. Single parent/multiple oﬀspring ES illustration
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With the aspect of having larger numbers of offspring than parent vectors comes the need
to reduce the number of offspring through selection and the potential to create new parent
vectors through various recombination techniques. With these types of algorithms, the
simple delineation between parent vectors and offspring becomes a little more complicated
given that there is now an additional step. In order to help clarify this distinction a new
symbol is introduced. With this terminology, µ represents the number of parent vectors
that undergo mutation, λ is the total number of offspring vectors generated from mutation
of all parents, and ρ is the number (or subset) of selected offspring vectors used to generate
µ new parent vectors through a process called recombination. Many of the more recently
developed ESs utilize variations of this basic ES construct [50], [183]. Figure 5.5 illustrates
a more specific ES algorithm that begins with an initialization step. It then enters into the
iterative phase where it produces sample points through a mutation operator. Next, the(
µ/ρ+, λ
)
ES produces the next parent vector (or set of µ parent vectors) through selection
and recombination. It must be noted that in Figure 5.5, the selection and recombination
operators will repeat µ times, one iteration to create each new parent vector. If the algorithm
163
uses more than one parent vector, the selection scheme that is used to select the subset of ρ
offspring should have some element randomness introduced to avoid selecting the same ρ
offspring for the creation of all of the parents which would result in identical parents. The
other option would be to use a recombination operator that introduces some randomness,
and could therefore produce different parent vectors from the same set of ρ chosen offspring
vectors (e.g. dominant discrete recombination [180]). The selection and recombination
operators will be discussed in more detail later in this chapter.






Themutation operator is a key part of ES algorithms and is the primary source for generating
the next set of offspring. In Beyer’s book on ES theory [151], he develops several properties
that goodmutation operators should have, but also states that: “Not all of these requirements
are absolutely important, nor are they definitely necessary.” [151] The following list is
paraphrased from Beyer’s book [151] as follows:
Reachability The current state of x¯parent should be able to transition to any other state
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within the search domain within a finite number of generations g < ∞.
Scalability The step size (e.g. covariance for normal distributions) should be a tunable
parameter that has the ability to be tuned toward a locally optimal mutation strength
setting.
Unbiased The mutation operator should be maximally unbiased and be the one with the
maximum entropy, or ability to best represent the current state of knowledge. Beyer
uses the word entropy in reference to the maximum entropy principle, where a
Gaussian distribution has been shown to have the maximum entropy for continuous
variables [151]. This is one of the reasons why Gaussian distributions are often used
in ESs operating in continuous search spaces.
Symmetry Coupledwith unbiased distributions, this property indicates that the expectation
of state changes should be zero, or symmetric about the parent vector. It must be noted
that several modern ESs do not follow this guidance (e.g. cumulative self-adaptation
evolution strategy (CSA-ES) [181], CMA-ES [183], and NES [50]).
For the above reasons, random sampling from normal distributions is a popular choice
for mutation operators internal to ESs working in continuous search domains [49], [151],
[180]. The decision variables of each parent chromosome, x¯parent , typically define where
the mean of the mutation distribution will lie in the n-dimensional search domain. One
primary difference between ESs and RCGAs is that each chromosome or parent vector in
a typical ES also caries with it “endogenous strategy parameters” that define the shape of
the mutation distribution, or mutation strength [180]. They are referred to as endogenous
parameters given that they can be changed or adapted internal to the algorithm, in support
of Beyer’s scalability requirement. Whereas the “exogenous” strategy parameters are things
that are defined by the user, external to the algorithm such as the number of parents, µ, or
offspring, λ, and are unchanged during the execution of the algorithm [180]. While various
mutation distributions may be used, a standard Gaussian distribution is assumed for this
chapter and the endogenous strategy parameters associated with it are ones that describe
the distribution mean, x¯parent , and covariance matrix C. It will be seen that the covariance
matrix defines how a Gaussian mutation operator will explore the search domain of interest,
and will be used to guide the search toward favorable regions of the search space in more
modern ESs. In simplified cases, strategy parameters describing covariance can be a single
scale value, σ, for all dimensions, or they can be a full covariance matrix used to create
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various mutation distributions [180]. The endogenous strategy parameters that describe the
mutation distributions can be adapted throughout the algorithm execution using a number
of techniques. Several of these covariance adaptation techniques are described in Sections
5.11 through 5.13.
One primary characteristic that distinguishes the ES mutation operator from that of GAs is
that the mutation operator is typically the operator used to spawn the next set of offspring by
sampling the search space and is the primary means of search for an ES. Some authors refer
to this as “asexual” reproduction given that new trial solution vectors are spawned from
a single parent chromosome through this mutation operator [185]. Whereas the mutation
operator within a GA is primarily utilized to escape local optima by slightly perturbing a
small number of chromosomes from generation to generation with low probability.
5.8.1 Spherical Mutation
In the most basic sense, the perturbed parameters in each search dimension obey the
characteristics of the standard Gaussian probability density function fN (0,1) (zi) outlined in
Equation (5.2) whereN (0, 1) indicates a random selection from a normal distribution with
a zero mean and a standard deviation of one.










Equation (5.3) illustrates the process of creating new offspring solution vectors using a
simple spherical mutation distribution. The notation z¯(k) ∈ σ (N1(0, 1), . . . ,Nn(0, 1))
indicates that each component of zi is randomly selected from a normal distributionNi (0, 1)
and then scaled by a single standard deviation, σ. From this point, the random vector, z¯(k), is
shifted by the distribution mean or parent vector, x¯parent , to create the new offspring solution
vector, x¯ (k)o f f spring. It must be noted that a single parent case is assumed to illustrate these
mutation techniques. In this simplest case, each decision variable has the same standard
deviation, σ, creating a perfectly symmetrical, n-dimensional, normal distribution around
the parent vector, where n is the solution vector dimension.
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z¯(k) ∈ σ (N1(0, 1), . . . ,Nn(0, 1))
x¯ (k)o f f spring = x¯parent + z¯
(k)
k = (1, . . . , λ)
(5.3)
The spherical mutation technique makes it so that the parent vector only carries one en-
dogenous strategy parameter that is a single standard deviation for all the dimensions. This
results in spherical, normal mutation distributions. Figure 5.6 illustrates a 2-D version of
this idea, where the shaded area indicates a given probability interval used to illustrate the
distribution shape associated with this concept. In actuality, these Gaussian distributions
span an infinite space.
Figure 5.6. Spherical mutation illustration
5.8.2 Axis-Parallel Mutation
Next, a level of complexity can be added by allowing each decision variable, or component
of the random vector, z¯(k), to have its own associated standard deviation so that there are
now n strategy parameters per parent vector. This allows for n-dimensional ellipsoidal
distributions to be utilized to allow some decision variables to vary more than others as
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depicted in Equation (5.4).
z¯(k) =
(
σiN1(0, 1), . . . , σnNn(0, 1))
x¯ (k)o f f spring = x¯parent + z¯
(k)
k = (1, . . . , λ)
(5.4)
Figure 5.7 illustrates a simple 2-D example where each axis of the distribution is allowed
to carry a different standard deviation value, creating an axis-parallel ellipsoid. Again, the
shaded area of this figure represents a confidence interval, and does not illustrate the entire
probability distribution.
Figure 5.7. Axis-parallel mutation illustration
5.8.3 Full Covariance Mutation
Lastly, one further level of complexity can be added to the Gaussian mutation scheme
so that rotations or correlations between decision variables can be accounted for as well.
Such a mutation technique allows for increased flexibility in an ES’s ability to guide the
search based on observed trends in the fitness landscape. The more recent ESs (CMA-ES
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and NES/xNES) tend to utilize this approach of using a full covariance matrix so that the
algorithms have the ability to fully adapt the mutation distributions based on the fitness
landscapes [50], [183].
In order to achieve this, the mutation technique utilizes the full n × n covariance matrix, C,
as an endogenous strategy parameter. In addition, the full covariance mutation technique
uses amultidimensional normal distribution to create n-dimensional random vectors that are
then used to generate new offspring vectors from a parent vector. Equation (5.5) illustrates
the standard, multidimensional normal probability density function typically used in the
full covariance mutation scheme. It must be noted that the standard normal pdf represents
the case with a zero mean and a covariance equal to an n × n identity matrix, I.










For a full covariance mutation distribution, the random vector, z¯(k), is randomly selected
from the n-dimensional standard normal distribution outlined in Equation (5.5). As illus-
trated in Equation (5.6), the offspring vectors are then produced through an affine trans-
formation where the random vector z¯(k) is scaled by the square root of a given covariance
matrix, C, and shifted by a given mean, x¯parent .
z¯(k) = N (0, I)
x¯ (k)o f f spring = x¯parent +
√
Cz¯(k)
k = (1, . . . , λ)
(5.6)
Figure 5.8 illustrates a simple 2-D example where a full covariance matrix is utilized to
allow for correlated distributions, thus maximizing the ability to fully shape and control the
mutation distribution shape. Again, the shaded area of this figure represents a confidence
interval, not the entire probability distribution.
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Figure 5.8. Full covariance mutation illustration
In this model
√
C represents a factorization of the covariance matrix that can be handled a
couple of different ways. One common method is to utilize Cholesky factorization where
A is the Cholesky factor as described in Equation (5.7). [186] This method works well,
but requires the updated C matrix to be positive definite and can have some computational
precision robustness issues. These issues can arise when the ESs update the covariance
due to machine precision in numerical methods where terms of the matrix might become
slightly negative (e.g. −10−14) and should be considered zero for practical purposes. Given
this, care should be taken to properly condition/scale matrices to mitigate these issues.
C = AAT
x¯ (k)o f f spring = x¯parent + Az¯
(k)
k = (1, . . . , λ)
(5.7)
Eigenvalue/Eigenvector decomposition can also be used to avoid some of the computational
issues that may arise when using Cholesky factorization, but still requires that the C matrix
is positive definite. This technique is described in Equation (5.8) [187]. In this method G
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is a matrix whose columns are the orthonormal eigenvectors of C and D2 is a matrix with





x¯ (k)o f f spring = x¯parent + GDG
T z¯(k)
k = (1, . . . , λ)
(5.8)
5.9 Selection
Beyer and Schwefel point to truncation selection as being the selection method that is
typically utilized in conventional ESs [180]. This selection technique implements a survival
of the fittest approach by sorting the population to be considered and then only selecting the
top ρ individuals that will influence the next set of offspring, either directly or after going
through a recombination operator. The population that is considered for selection depends
on whether the ES is a (µ/ρ, λ) type or a (µ/ρ+ λ) type. As mentioned previously, the ‘,’ ES
indicates that only the λ offspringwill be considered for selection and the parents expire after
a single generation. However, with the ‘+’ ES, both parents and offspring are considered for
selection which in turn is a natural way of enforcing elitism given that truncation selection
always selects the best individuals of the population as a result of fitness-based sorting. As
can be imagined, ESs can also implement other selection operators such as tournament and
proportional selection that introduce an element of randomness into the selection process.
However, this is not as common as truncation selection for ESs [36].
5.10 Recombination Techniques
Recombination techniques share some similarities with crossover operators in GAs but
also have several distinct differences. For example, it is common practice in modern ESs
to produce a single parent vector from a higher-performing subset of multiple offspring,
ρ, whereas GAs typically produce two offspring from two parents [180]. Second, the
distribution-based crossover techniques that have been discussed in Chapters 3 and 4 for
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RCGAs are more closely linked to the mutation step in ESs. In an empirical analysis,
trying to answer questions regarding the usefulness of multi-parent recombination within
the construct of an ES, it was found on the majority of problems tested that using ρ > 1
parents did improve algorithm performance [188]. This has also been shown theoretically
for specific ES types and fitness function classes [151]. In addition, the empirical study [188]
found that the benefit of increasing the number of ρ selected offspring beyond two is highly
dependent on the specific combination of recombination operator and fitness function.
Eiben et al. identify three broad groups of recombination operators that allow for a tunable
number of selected offspringwhere the term “ρ-ary” is in reference to the number of solution
vectors being recombined into a new parent vector. The three groups they identified are:
operators based on occurrences of a particular allele (voting recombination, ρ-ary discrete
recombination, and scanning crossover), operators based on segmenting and recombining
parents (standard crossover, diagonal crossover, and (r, s)-segmentation crossover), and
operators based on numerical operations such as averaging (recombination by averaging,
ρ-ary intermediate recombination, and ρ-ary global intermediate recombination) [185].
To make a long story short, there are a large number of potential recombination operators
that have been used, or could be applicable to various types of ESs. However, many of
these recombination operators are not frequently used in standard ES algorithms and do
not warrant detailed descriptions in this chapter. Beyer identifies the two primary types
of recombination utilized in ESs as dominant (discrete) recombination and intermediate
recombination [151]. However, the literature survey done on this topic has produced
several variations to the standard intermediate recombination operators that have been
applied in more recent forms of ES algorithms. For this reason, they are described as
separate techniques for the purposes of distinction in this overview chapter. While not
typically used in ESs, a number of the crossover operators utilized in GAs can, in theory, be
applied to these algorithms as well [49]. Given that this is not common practice, and many
of these operators have been previously discussed in Chapter 3, this section only outlines
the common recombination operators that are typically used in ESs.
5.10.1 Dominant (Discrete) Recombination
Dominant recombination, or sometimes referred to as discrete recombination given that the
individual decision variables are randomly selected from the parent pool and pieced together
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as discrete chunks to produce the offspring vector [180]. Figure 5.9 illustrates this process
where each given color represents a parent vector. As can be seen, this recombination
operator shuﬄes the order of decision variables, but is heavily dependent on mutation to
introduce new decision variable values into the population from one generation to the next.
This operator is able to work with both continuous and discrete decision variables.
Figure 5.9. Dominant (discrete) recombination technique
5.10.2 Intermediate Recombination
Intermediate recombination is the first of three continuous recombination operators typically
used in ESs. In intermediate recombination, the individual fitness values of the chosen
subset of offspring vectors do not factor into the resulting combined parent vector x¯ µ
ρ
as
illustrated in Equation (5.9) [151]. This is analogous to finding the centroid or geometric
center of the space defined by the selected subset of ρ offspring vectors. This process can










If the intermediate recombinationmethod is analogous to finding the geometric center of the
selected ρ offspring vectors, then the fitness-weighted recombination technique is akin to
finding the center of mass of the selected offspring. When using this method, the associated
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fitness values that accompany each selected offspring vector determine how much relative
weight the vector has in terms of producing the combined parent vector, x¯ µ
ρ
[187]. Equation
(5.10) illustrates this process for a simple minimization problem where all fitness values
are assumed to be greater than zero. It must be noted that, when using this technique, care
is needed to appropriately scale fitness values when they have the potential to be equal to
















The next recombination technique is a special form of the weighted recombination method
that reshapes the sampled fitness values based on logarithmic weights that are assigned to
each chromosome. This method utilizes normalized logarithmic-shaped weights that are
















After the normalized weights have been determined, a simple weighted average is applied
to the top ρ selected offspring that have been sorted based on fitness to create a new parent
vector, x¯ µ
ρ
as depicted in Equation (5.12). The sorted subset of offspring vectors and
associated weights are described using the following notation: (x¯ (i:ρ)) where i indicates
the fitness-based rank out of ρ selected offspring. Using this technique, the best offspring
vector will receive the largest weight value and the worst offspring that has been selected







w˜i:ρ x¯ (i:ρ) (5.12)
Figure 5.10 illustrates an example of the weight function for ρ = 10. This logarithmic
weighting method is selected over a standard fitness weighted average to promote progress
and prevent stagnation in cases where all parents have similar fitness values indicating very
flat fitness landscapes [189].
Figure 5.10. Logarithmic weighting scheme (ρ = 10)
5.11 Covariance Adaptation Techniques
Up to this point in the chapter, not much attention has been paid to the different techniques
of evolving mutation distribution parameters. There has been a lot of work and development
of increasingly sophisticated methods for evolving distribution covariances in ways that can
significantly improve ES performance and convergence properties [50], [181]–[184].
5.11.1 One-Fifth Success Rule
The earliest attempt at evolving the covariance for a (1 + 1) ES was initially developed by
Rechenberg where the normal mutation scheme with a single σ for all decision variables
(Equation (5.3)) was used [40]. Rechenberg developed this technique by determining the
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optimal covariance success ratio, or percentage of generations that lead to an offspring with
a better fitness value than the parent vector so that convergence speed is maximized for two
different optimization problems. Rechenberg realized that there was an optimal range of
σ values that could lead to better convergence speeds. As one might imagine, very large
values of σ will likely have a lower success rate given that they will start to behave more like
a random search across the fitness landscape and will have a smaller probability of finding
an offspring that performs better than the current parent. On the other hand, a very small
covariance will lead to a situation where the success rate will approach 12 due to the locality
of the search [79]. However, the issue here is that the successful steps will be very small
and will result in slow convergence rates. Given a knowledge of these trades, Rechenberg
analyzed success rates on two fairly simple cost functions. Equation (5.13) illustrates the
first problem referred to as the corridor problem and Equation (5.14) depicts the second
problem commonly referred to as the spherical cost function as it is used in much of ES
theoretical analysis [49].
fcorridor ( x¯) =

x1 if |xi | < 1 for i = (2, . . . , n)
∞ otherwise (5.13)






Rechenberg discovered that the optimal success rate for the corridor cost function was just
over 16 and a little less than
1
3 for the spherical cost function. Given these results, the
average success rate of 15 was used to create the one-fifth success rule. In this scheme, σ
is increased if the success rate is higher than 15 and it is decreased when the success rate
is less than 15 . The rate at which the covariance was increased or decreased in addition to
the number of generations allowed before the success ratio is checked become user-defined
parameters. Using the multiplicative scheme outlined in Equation (5.15) where the success
rate is Sr , Schwefel determined reasonable values for the rate variable, (0.85 ≥ r < 1.0)
and proposed that the number of generations between each check should be equal to the
problem dimension, given that the dimension is sufficiently large (n > 30) [180]. Lastly,
the notation σ(g) indicates the current value of σ and σ(g+1) indicates the value that σ will
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have for the next generation.
σ(g+1) =

σ(g) × r if Sr > 15
σ(g)
r if Sr <
1
5
σ(g) if Sr = 15
r < 1
(5.15)
The one-fifth success rule was originally derived for the (1 + 1) ES and has typically been
employed by this type of ES. It can also be observed that it requires the assumption of
symmetric, spherical distributions where each decision variable has the same covariance
parameter. While this is a major step in optimizing the ES algorithms, it is somewhat
limited given that it only tunes a single parameter as a response to a single measure.
5.11.2 Self-Adaptation
Self-adaption of endogenous strategy parameters essentially allows the covariance param-
eters to undergo mutation and recombination in a way that is similar to the other decision
variables [79]. This idea was initially introduced by Schwefel in 1977 where each decision
variable had a uniqueσi thus creating ellipsoidal distributions that were self-adapting [180].
This is the same as using a special case of the covariance matrix C that does not have any
off-diagonal terms. Using this approach, each individual parent and offspring vector carries
with it a unique set of strategy parameters (σ1, . . . , σn) resulting in each member having 2n
decision variables that can be evolved. Using the afore-mentioned selection, mutation, and
recombination operators, the covariance values that produce the best success rates should
theoretically be the ones that survive and have the most influence on the population. This
technique represents a fairly large step forward in terms of flexibility and robustness with
regard to tuning the mutation distribution strategy parameters.
Upon implementation, there are several questions that need to be addressed regarding this
method of self-adaptation. First of all, how does one prevent the evolution process from
evolving these covariance parameters to negative values? To address this, a multiplicative
approach for updating the covariance values is utilized. Second, how does one avoid an
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endless cycle where an entire new set of strategy parameters is needed to describe the
mutation process for the current set of strategy parameters? To address this concern, a
constant global learning parameter, τ0, and a constant local learning parameter, τ, are
introduced. In addition, only standard normal distributions with a mean of zero and
covariance of one are used for this process. Equation (5.16) illustrates this case where each
strategy parameter is mutated using a standard normal distribution coupled with a local
learning parameter [180]. This entire vector is then perturbed once more by the product
of the global learning parameter, τ0, and a global, normally distributed random value to
produce a new set of strategy variables, σ¯new . In this method, an axis-parallel mutation
scheme is used to mutate the decision variables.
σ¯new = exp(τ0N0(0, 1)) (σ1 exp(τN1(0, 1)), . . . , σn exp(τNn(0, 1))) (5.16)
Given that both the decision variables and the covariance vectors are perturbed using
separate random vectors, there are a couple of issues that can degrade the ES effectiveness.
One of the issues that can arise with this self-adaptation method is that selection noise and
large fluctuations in the strategy parameters can occur and have a negative impact on ES
performance [182]. These large fluctuations can occur in small populations given the nature
of sampling from normal distributions where large steps may occur, even in distributions
that have small covariance values. Along these same lines, a good update for the decision
variables does not always indicate that the update in associated covariance was toward the
optimal covariance value [182]. There are several techniques that can be done to help
alleviate this issue. The simplest method is to ensure a sufficiently large parent population
µ > 1.25n and implement intermediate recombination to help abate the selection noise
that can occur [49]. Another technique is to use derandomized self-adaptation where the
same random vector, z¯, that is used to perturb the decision variables is also scaled and used
to perturb the covariance values [182]. Ostermeier et al. illustrate that this method can
minimize the selection noise and produce good results, even with small parent populations.
Equation (5.17) illustrates an example of this techniquewhere ◦ is a component-wise product




(N1(0, 1), . . . ,Nn(0, 1))
ξ = τN (0, 1)
x¯ (k)o f f spring = x¯parent + exp(ξ)σ¯
g ◦ z¯(k)
σ¯g+1 = σ¯g ◦ exp 1d1 *..,
(z(k)1  , . . . , z(k)n )T






k = (1, . . . , λ)
(5.17)
5.11.3 CSA-ES
Ostermeier et al. introduce the CSA-ES which adds a new aspect to the derandomized
self-adaptation method where an evolution path vector, s¯σ, is used to track the successful
mutation steps of the selected offspring [181]. This algorithm, in its original form, assumes
axis-symmetric normal distributions, where the covariancematrix has no off-diagonal terms.
In someways, this algorithm has some similarities with the one-fifth success rule in that each
covariance mutation is now able to account for how the entire population is progressing.
By looking at a scaled history of the evolution path for the selected parent vectors over the
generations, this algorithm is able to adapt the covariance parameters in a more meaningful
way [181]. As an example, if the evolution path is oscillating back and forth in opposite
directions, the covariance step sizes will decrease using this method. On the other hand,
if the evolution path is continuing on in a given direction over multiple generations, this
algorithmwill increase the covariance step sizes so that the ES can progress more efficiently.






this scheme: cσ =
√
ρ/n+ρ, g is the generation number, d and d1 are user-defined rates
and are recommended to be d = 1 +
√
ρ/n and d1 = 3n. In addition, the notation s(g+1)σ, j
indicates the jth component of the updated evolution path vector s¯(g+1)σ . Lastly, E N (0, I)
is the expectation of the Euclidean norm of the n-dimensional, normally distributed random
vector N (0, I) with a zero mean and an n by n identity matrix for the covariance. This can
be approximated as N (0, I) ≈ √n, an estimate that becomes increasingly accurate as the
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search dimension, n, is increased [187].
z¯(k) =
(N1(0, 1), . . . ,Nn(0, 1))




σ (1 − cσ) +
√







σ¯(g+1) = σ¯(g) ◦ exp 1d1
*....,
(s(g+1)σ,1  , . . . , s(g+1)σ,n )T











E N (0, I) − 1
+//////-
k = (1, . . . , λ)
(5.18)
To help further illustrate how the evolution path vector is updated, the meaning of the
factor
√
cσ (2 − cσ) is further investigated. It normalizes the mean perturbation vectors
z¯ for the given distributions and was derived by Ostermeier et al. using the limit of the
geometric series defined in Equation (5.19) below [181]. This factor diminishes the impact
that any given generation has on the evolution path by approximately 1/3 after every 1/cσ
generations so that the newest data has the largest effect on the covariance adaptation and








1 − cσ)1)2 + (cσ (1 − cσ)2)2 + · · · + (cσ (1 − cσ)m)2 = √cσ (2 − cσ)
(5.19)
5.12 CMA-ES
The CMA-ES builds on the CSA-ES by increasing the amount of information that is used by
the algorithm in an effort to improve convergence speed and accuracy. One of the primary
differences between the two algorithms is that the CMA-ES evolves a full covariance matrix
that can have off-diagonal terms allowing for correlated distributions that can rotate and
can better fit a given fitness landscape [183]. This algorithm begins with a n-dimensional
random vector as before, but applies it to the parent vector in a way that allows for the full
covariance to be utilized to generate offspring, as described in Equation (5.20). This is
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similar to Equation (5.6) except there is an additional step size control, σ(g), that allows the
algorithm an additional scale factor to increase or decrease the step size for the covariance
matrix. This step size will be evolved separately along with C in the CMA-ES.
z¯(k) =
(N1(0, 1), . . . ,Nn(0, 1))





Given this offspring generation scheme, the CMA-ES then tracks two separate evolution
paths according to Equation (5.21). Where s¯σ is the evolution path assuming no off-
diagonal terms in the covariance, or the components of the evolution path that parallel each
dimension. In addition, s¯C , tracks the full covariance evolution path, not including σ¯. It
can be seen that these equations are very similar to the evolution path calculation used for
the CSA-ES, with a few subtle differences. The first change is that both evolution path
equations leverage normalized fitness-shaped recombination weights w˜k as described in
Equation (5.11) above. This allows the best selected individuals and associated z¯(k) vectors
to have an impact on the evolution path that corresponds to their respective rank among the
ρ selected chromosomes. The second change is that a new coefficient hσ has been added to
prevent the evolution path of the covariance matrix from growing too large and thus having
too large of an impact on the shape of the distribution [49].
s¯(g+1)σ = s¯
(g)
σ (1 − cσ) +
√








w˜ j z¯( j)
s¯(g+1)C = s¯
(g)
C (1 − cC) + hσ
√





















Next, the CMA-ES updates the mutation step factor, σg+1, the covariance matrix, Cg+1, and







ESs, the parent vector mean could be updated using one of the
continuous recombination techniques described in Sections 5.10.2-5.10.4. The CMA-ES
uses a modified fitness-shaping recombination method that factors the covariance strategy
parameters into the update of the parent vector as seen in Equation (5.22). [49]
σ(g+1) = σ(g) exp
cσ /d *, ‖ s¯
(g+1)
σ ‖
E N (0, I) − 1+-
C (g+1) =
(
1 − c1 + ch − cρ
)

























It can be seen that there are several coefficients that have been added to help control the
behavior of this algorithm. Table 5.1 summarizes these coefficients along with values
suggested by Hansen et al. [49]. A much more in-depth discussion and derivation of these
coefficients along with CMA-ES open source code can be found in Hansen’s tutorial on
CMA-ES [187].
Symbol Purpose Suggested Value
w˜ j Normalized fitness-shaped weights See Sec 5.10.4




cσ σ evolution path coefficient
µρ
n2+µρ
cC C evolution path coefficient
4+ µρn
n+4+ 2µρn




c1 C update coefficient 2n2+µρ
cρ C update coefficient
µρ
n2+µρ







cm x¯parent mutation coefficient 1.0
Table 5.1. Suggested Values For CMA-ES Coeﬃcients
182
Lastly, it has been found that the CMA-ES has direct links and similar behavior characteris-
tics to deterministic, gradient-based methods on certain classes of problems. More specifi-
cally, on simple convex functions such as the spherical cost function in Equation (5.14), it
has been shown that the optimal covariance matrix found by the CMA-ES approaches the
inverse of the Hessian matrix of the fitness function (I in the case of f sphere( x¯)) [187].
5.13 NES
The NES is another algorithm that is able to evolve a full covariance matrix and account
for correlations between decision variables. NESs, as introduced in 2008 by Wierstra et
al., are algorithms that utilize random sampling to approximate a natural search gradient
that is then used to update the search distribution parameters for the next generation [50].
The NES is able to approximate the gradient of the expected fitness w.r.t. distribution
parameters by sampling a fitness landscape. It then applies this information to update the
mean, x¯parent , and covariance,C, of the search in away that moves and adjusts the associated
distribution toward areas of higher expected fitness. This idea has a more straightforward
and eloquent mathematical foundation than the CMA-ES. It also has links to gradient-based
search methods which are commonly used to solve astrodynamic problems. In addition,
this algorithm can still handle discontinuous search spaces and optimize problems using a
simplistic, black-box approach just as the other evolutionary algorithms have done.





ES with a single parent
vector, it has a few differences that will become apparent as the algorithm is discussed in
more detail. First off, ρ is typically equal to λ given that these algorithms use all of the
sample points to estimate the search gradients. Given this, a sorting algorithm is used to
assign fitness rank-based weights to all of the sample points using the logarithmic weighting
scheme outlined in Section 5.10.4, but there is no need for a selection operator to truncate
the population. In addition, the mean of the distribution, or x¯parent is not updated through
a recombination process, but is instead updated from the estimated gradient information.
Lastly, the covariance matrix is updated in a similar fashion as the distribution mean by
leveraging an estimated fitness-based gradient relative to changes in covariance. While the
NES is able to operate on a number of different search distributions, this section introduces




The foundation of the NES is based upon using a Monte Carlo sampling approach to
sample the fitness landscape and use this information to approximate a search gradient.
A search gradient is simply the gradient of the expected fitness with respect to the search
distribution parameters (e.g. x¯parent and C for a Gaussian distribution). While there are
several methods for approximating a search gradient, the original NES utilizes the gradient
of a sample of the expected fitness combined with a log likelihood trick that was first
introduced by Berny [190]. The density of a normal distribution is defined in Equation
(5.23), where x¯o f f spring is the sample point, x¯parent is the distribution mean, and C is the
covariance matrix. In addition, n is the problem dimension and θ is a vector of distribution
parameters (x¯parent,C).








( x¯o f f spring − x¯parent )TC−1( x¯o f f spring − x¯parent )
)
(5.23)
With this definition, the fitness expectation J (θ) is defined in Equation (5.24).






f ( x¯)pi( x¯ |θ)dx¯ (5.24)
Next, the gradient of the fitness expectation can be defined with Equation (5.25) using
the log likelihood trick as described by Wierstra et al. [50]. The log likelihood trick
essentially consists of multiplying the gradient in line two of Equation (5.25) by pi( x¯ |θ)pi( x¯ |θ)
which is equivalent to one. Next, the 2nd and 3rd lines are equivalent given the definition









∇θ J (θ) = ∇θ
∫
f ( x¯)pi( x¯ |θ)dx¯
=
∫
f ( x¯)∇θpi( x¯ |θ)dx¯
=
∫
f ( x¯)∇θpi( x¯ |θ) pi( x¯ |θ)
pi( x¯ |θ) dx¯
=
∫ [
f ( x¯)∇θ log pi( x¯ |θ)] pi( x¯ |θ)dx¯
= Eθ
[
f ( x¯)∇θ log pi( x¯ |θ)]
(5.25)
The search gradient can now be approximated from the random samples, x¯k with a simple
summation as depicted in Equation (5.26) with λ being the number of random samples
taken x¯1, ..., x¯λ .




f ( x¯k )∇θ log pi( x¯k |θ) (5.26)
From here the logarithmic Gaussian density function and its gradients with respect to the
Gaussian parameters are described in Equation (5.27).




( |C |) − 1
2
( x¯o f f spring − x¯parent )TC−1( x¯o f f spring − x¯parent )
∇x¯parent log pi( x¯o f f spring |θ) = C−1( x¯o f f spring − x¯parent )
∇C log pi( x¯o f f spring |θ) = 12C
−1( x¯o f f spring − x¯parent )( x¯o f f spring − x¯parent )TC−1 − 12C
−1
(5.27)
Applying Equations (5.26) and (5.27), it can be seen that an approximate search gradient can
quickly be obtained from a set of λ Gaussian, random sample points that have associated
fitness f ( x¯o f f spring) values. Further studies in a later chapter will provide an in-depth
investigation of how accurate these search gradients become as the number of sample points
is increased.
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5.13.2 Natural Search Gradient
With the fitness-based search gradient estimations w.r.t. both the mean and covariance, one
more step is taken to increase the robustness and performance of the NES prior to updating
x¯parent andC. Rather than using the gradient found in Equation (5.26), the natural gradient,
∇˜θ J (θ), is calculated and used for the update due to a couple of reasons. First of, it is found
that the standard search gradient can lead to slow convergence rates when encountering
plateaus and ridges in fitness landscapes [41]. Second, the use of natural gradients can help
address the oscillation that can occur on simple quadratic functions when the updates keep
overshooting the optimal point and result in an infinite cycle where the optimal is never
converged upon within a desired degree of accuracy [41]. The natural gradient addresses
both of these issues by using a distance measure that is a better fit for the distance between
distributions than a simple Euclidean distance. Equation (5.28) illustrates the technique
used to convert the standard search gradient into a natural search gradient by using the
Fischer information matrix, F.
The natural search gradient, ∇˜θ J (θ), uses the inverse covariance to give more weight to
gradient samples that have a low covariance and gives less weight to gradient samples that
have a high covariance [50]. This, in essence, makes the natural search gradient more
trustworthy than the standard search gradient in that it accounts for the covariance in a way
that favors gradient samples that have lower variances over those that have higher variances.
This concept of a natural gradient is explained in detail and further illustrated in Wierstra
et al.’s papers [41], [50].










x¯o f f spring |θ
)T ] (5.28)
5.13.3 Incorporating Fitness-Shaped Weights
Weirstra et al. use a set of rank-based weights that are very similar to the weights discussed
in Section 5.10.4 to shape the fitness landscape based on the rank-order of the offspring. [41]
186
This algorithm does not use selection, however, it does sort the offspring by fitness during
each generation so that it can reassign these weights in a way that forces better offspring
to always have larger weight factors than worse ones. While this likely decreases the
accuracy of the search gradient in terms of the original fitness function, it has been shown
to increase the convergence speed in areas of the fitness landscape that would otherwise
have very shallow gradients. In addition, fitness-shaping creates a gradient that is invariant
to rank-preserving transformations of the fitness function. In other words, as long as the
fitness-based rank-order of the offspring is unchanged, the fitness function could have a
very steep gradient or very shallow gradient and still appear the same after fitness shaping
has been applied. This method is outlined in Equation (5.29) where wˆk:λ indicates the
rank-based weight for the kth best offspring vector x¯o f f spring,k:λ out of λ total offspring.
It can be noticed that the original fitness values, f
(
x¯o f f spring
)
, do not directly appear in
Equation (5.29). However, the associated fitness values do factor into the fitness-based























∇θ J (θ) ≈
λ∑
k=1
wˆk:λ∇θ log pi( x¯o f f spring,k:λ |θ)
(5.29)
Lastly, the complete NESmethod is summarized in Equation (5.30-5.32) after using fitness-
shaping weights, natural gradients, and separating the equations for x¯parent and C. The
algorithm begins by drawing λ random vectors of dimension n and applying them to the
parent vector x¯parent or distribution mean as indicated in Equation (5.30).
z¯(k) =
(N1(0, 1), . . . ,Nn(0, 1))





k = (1, . . . , λ)
(5.30)
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From here, each offspring vector is applied to the fitness function and they are sorted in
terms of relative fitness achieved. After they have been sorted, the rank-based weights wˆk:λ
using the methodology described in Equation (5.29). Again, the notation k : λ represents
the kth best of λ total offspring in terms of fitness rank. Next, the search gradient of the
expected fitness value relative to the mean, ∇x¯parent , and relative to the covariance, ∇C , are
determined using Equation (5.31).
∇x¯parent J (θ) =
λ∑
k=1
wˆk:λC−1( x¯o f f spring, k:λ − x¯ (g)parent )











After the search gradients have been determined, the next step is to calculate the Fischer
information matrix for both x¯ (g)parent and C (g) as outlined in Equation (5.32). With this
information, the parent vector (distribution mean) and covariance matrix can be updated
accordingly based on the natural gradients as indicated by Equation (5.32). In this technique,
η x¯parent and ηC are constant learning rates defined by the user. Wierstra et al. recommend







C−1( x¯o f f spring, k:λ − x¯ (g)parent )
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x¯ (g+1)parent = x¯
(g)





C (g+1) = C (g) + ηC
(
FC (g)
)−1 ∇C J (θ)
(5.32)
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The calculation of the search gradients, Fischer matrices, and updated parameters is an
iterative process where the generation number g is incremented and the process repeats
with a new set of offspring generated using the updated parameters (Equation (5.30)) and
the algorithm continues to iterate until a user-defined stopping criteria is met.
5.14 Coordinate Invariant xNES
Seeking to make the NES more computationally efficient and completely invariant to linear
transformations of the search space, Glasmachers et al. developed the xNES with several
improvements and modifications over the original NES [191]. While the standard NES
had some invariant characteristics with respect to linear search domain transformations due
to its use of fitness-shaping, it was not completely invariant unless a limit on update step
size were to be enforced. In addition, calculating the Fischer information matrix as well
as determining its inverse proved to be some of the most computationally costly operations
within the algorithm. Glasmachers et al. are able to address all of these shortcomings by
utilizing an exponential transformation and working in the natural coordinate frame using
an algorithm that they refer to as the xNES.
The first step to deriving this modified algorithm is to map the covariance matrix C to
an exponential form using the matrix exponential. One way to do this is to use a UDUT
factorization as depicted in Equation (5.33) where U is an orthogonal matrix and D is a
diagonal matrix. Furthermore, expm(M) is the matrix exponential of M and exp(D) is the
element-wise exponential of the elements along the main diagonal of D. This results in
the gradient updates to the exponential mapped covariance matrix expm(C) = Cξ always
producing valid covariance matrix that is invariant to linear transformations of the search
domain [191].
M = UDUT
expm(M) = U exp(D)UT
(5.33)
In addition to the exponential mapping of theC matrix, this algorithm does a transformation
of the coordinate frame so that the original search distribution parameters are recovered
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when the new, mapped mean and covariance parameters, (δ,M) are equal to zero. By
utilizing this transformation into a natural coordinate frame, the natural gradient and the
plain gradient are the same so that the Fischer information matrix becomes the identity
matrix and thus trivial to calculate and invert. The complete xNES algorithm is now
introduced without going into the specific coordinate mappings and derivations that can be
found in the paper by Glasmachers et al. [191] and are further developed and investigated
in Section 7.5.
The xNES works by evolving the distribution mean x¯parent , a step size σ, and a B matrix
where the relation of the covariance parameters to the original covariance matrix are defined
in Equation (5.34). It can be seen that this algorithm updates the covariance matrix by
evolving both a step-size, σ, and a factorized covariance matrix, B, where σB = A and
AAT = C. This process shares some similarities with the CMA-ES in that it evolves both a








As with the standard NES, this algorithm begins by drawing λ sample points from an
n-dimensional normal distribution but uses a slightly different transformation to generate
the offspring vectors
(
x¯o f f spring
)
as depicted in Equation (5.35).
z¯(k) =
(N1(0, 1), . . . ,Nn(0, 1))




k = (1, . . . , λ)
(5.35)
At this point, the algorithm evaluates the fitness of the new set of offspring vectors. The
xNES also uses the same fitness shaping scheme as the standard NES, outlined above, but
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now calculates four separate search gradients as described in Equation (5.36). However,
this algorithm introduces a set of new variables (δ,M) that are used to map the equations
to a natural, exponential coordinate frame. Where ∇δ J (0, 0) is the search gradient of
the expected fitness with respect to the mean in the newly mapped coordinate frame, and
∇σ J (0, 0), ∇M J (0, 0), and ∇B J (0, 0) are gradients of the expected fitness evaluated at
(δ = 0,M = 0) with respect to the covariance parameters in this new natural, exponential
coordinate frame. This mapping of coordinate frames and xNES derivation is further
developed and described in Section 7.5.
∇δ J (0, 0) =
λ∑
k=1
wˆk:λ x¯o f f spring, k:λ





x¯o f f spring, k:λ x¯To f f spring, k:λ − I
)
∇σ J (0, 0) = trace
(∇M )
n
∇B J (0, 0) = ∇M J (0, 0) − ∇σ J (0, 0)I
(5.36)
Given that these search gradients are already in the natural coordinate frame, the xNES
is now able to update the search distribution using the update techniques described in
Equation (5.37). As in the other algorithms, a new sample of offspring vectors are drawn
from the updated distribution (Equation (5.35)) and this process continues until a user-
defined stopping criteria is met.
x¯ (g+1)parent = x¯
(g)
parent + η x¯parentσ
(g)B(g)∇δ J (0, 0)










∇B J (0, 0)
) (5.37)
It can be seen that this algorithm is more streamlined than the standard NES and does
not require the calculation or inversion of Fischer information matrices. Lastly, Table 5.2
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summarizes the suggested values for the learning parameters used in this algorithm [191].
Symbol Purpose Suggested Value
η x¯parent Learning rate for distribution mean 1
ησ Learning rate for covariance step size 3(3+log(n))5n√n
ηB Learning rate for covariance matrix 3(3+log(n))5n√n
λ Number of offspring 4 + b3 log(n)c
Table 5.2. xNES recommended parameters
5.15 ES Theory
Similar to GAs there are several overarching concepts that are typically referred to when
describing ES convergence characteristics. At the highest level, there is the Evolutionary
Progress principle (EPP) [151]. This principle simply states that the evolutionary progress
of an ES type algorithm is the resultant sum of the process fitness gain and the process fitness
loss that occurs from generation to generation as a result of the various operators internal to
the algorithm [151]. Given this, the top level-goal for these algorithms is to design them in a
way thatmaximizes the process fitness gain andminimizes the process fitness loss to increase
the ES progress rate. Next, the idea of genetic repair (GR) is often used to illustrate how
recombination operators can result in improved algorithm performance. While the schema
theory and closely-related building block hypothesis focused on the potential for disruption
of certain schema and the piecing together of different building blocks, GR concentrates on
commonalities between parent vectors being passed from generation to generation. Beyer
et al. use the idea of an intermediate recombination scheme to help illustrate how this idea
of GR leads to convergence progress [180]. They look at each of the mutation step vectors
z¯(k) that result from the mutation operator and split them up into two separate vectors: one
that leads to progress toward an optimal point, and one that leads to negative progress. As
it turns out, due to selection, the ρ selected offspring used in intermediate recombination
tend to have a strong correlation with regard to the positive progress vectors, and very little
to no correlation with respect to the negative progress vectors. As a result, the negative
progress vectors among the selected offspring vectors are almost canceled out during the
intermediate recombination or averaging process. However, the positive progress vectors
typically have some correlation and result in the updated centroid of the selected offspring
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vectors moving in a direction that results in positive convergence progress [180].
5.15.1 Global Convergence Characteristics
The theoretical studies of ESs in regard to global convergence proofs and progress rates are
in some ways similar to that of GAs in that they are limited to specific algorithm types and
function classes. Convergence in terms of global aspects can be divided into converging
to a globally optimal solution, and the closely related idea of time complexity or function
evaluations required [151]. Global convergence for the elitist variants ‘+’ ESs has been
proven mathematically for infinite time horizons in continuous spaces as summarized by





[151] Looking at this from a practitioner’s point of view, this is of little use, given that their
time is likely finite.
limg→∞ Pr
{F ( x¯ (g)) − F ( x¯∗)  ≤ } = 1  > 0 (5.38)
The ‘,’ ESs have not been proven to globally converge, evenwith infinite time horizons due to
the fact that they can always leave an optimal solution without elitism being enforced [49].
In regards to time complexity, upper and lower bounds for simplified ES algorithms on
certain classes of convex functions have been developed and mathematically proven. In fact





with constant λ and µ [49].
5.15.2 Local Convergence Characteristics
With these general results for global convergence being of little use to practitioners, local
aspects of convergence have primarily been studied and developed for ESs by a number
of authors with the hopes that general behavior traits increase understanding of how ESs
will perform on real-world problems. Dynamic models typically use two metrics: local
progress rate, φ and quality gain, Q¯, as ways to measure performance of specific types
of ESs on simple fitness functions [49], [151]. Quality gain is defined as the change in
expected fitness of the aggregate population from one generation to the next [151]. Progress
rate is the generational change in Euclidean distance between specific parent vectors and the
optimal solution vector, x¯∗, in parameter space. [151] As an example, the progress rate of
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the (1+ 1) ES on the spherical cost function is shown in Equation (5.39). [79] This was the
metric that Rechenberg optimized to create the one-fifth success rule [180]. It can be seen
that the progress rate for this algorithm on this specific fitness landscape is a function of the
problem dimension, n, the Euclidean distance from the optimal point r , and the isotropic
normal distribution standard deviation σ [79]. It is worth noting that both r and σ change
from generation to generation and that er f is a standard error function.






















More recently, authors have been able to expand this type of analysis to various classes of
convex quadratic functions, ridge functions, and constrained linear functions [49]. Further-








ESs, and have investigated




ESs [151]. Unfortunately, isotropic normal
distributions have always been used in the development of these models, leaving much work
to be done regarding more modern ESs that use axis-parallel or even correlated normal
mutation distributions (e.g. CMA-ES or NES) [49].
5.16 Conclusion
This chapter has introduced the reader to the basic types of ESs algorithms as they have been
developed over the years. The standard selection, mutation, and recombination operators
have been introduced and discussed in detail. Most importantly, this chapter has made the
reader aware of the state-of-the-art in ESs by summarizing the CMA-ES, NES, and xNES
algorithms. Lastly, this chapter has provided the reader with insight into the basic theoretical
ideas and metrics that can be used to predict ES performance on limited classes of fitness
functions. All of this material creates an important foundation that this dissertation will
now build upon to introduce new ideas and techniques that will further advance the current
state and, in some ways, change the standard way of thinking with regard to ESs.
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CHAPTER 6:
Unscented Sampling In ESs
6.1 Introduction
The use of Monte Carlo concepts to sample the domain of objective functions has been
standard practice in ES algorithms over the years [180]. This random sampling approach
often uses Gaussian distributions to emulate biological mutation and fulfill all of Beyer’s
requirements for a well-suited ES mutation operator [151], as discussed in Section 5.8. The
difficulty with any Monte Carlo type approach, is that a fairly large number of samples are
typically required to obtain accurate statistics. The issue that comes with larger sample sizes
is the increased computational cost in terms of objective function evaluations. This chapter
investigates the idea of using deterministically chosen sampling points as a new approach
to address this challenge. The application of two different deterministic approaches are
investigated in this chapter, with the primary focus being on sigma points [192] given
their ability to efficiently parameterize Gaussian distributions in a way that increases the
effectiveness of sampling the objective function landscapes. This idea becomes even more
valuable as the dimension of the problem of interest is increased because the number of
sigma points scales linearly with dimension. The reduction in the number of sample points
also reduces the cost associated with evaluating a high dimensional objective function that
could potentially be expensive in terms of required computation time. This is of particular
interest in the world of optimal control where the numerical methods of solving optimal
control problems often require optimization over a fairly high dimensional search space [30].
This proposed technique of deterministic sampling in evolutionary optimization thus holds
the potential to be an extremely valuable contribution when applying these types of heuristic
search algorithms to optimal control problems.
In the pursuit of an algorithm that could have better global search characteristics and the
potential to work well with deterministic sampling points, this chapter begins by proposing
a new ES covariance adaptation scheme that draws is loosely based on concepts from
simulated annealing algorithms. Next, this new ES is modified to leverage deterministically
chosen sigma points within its mutation operator. The chapter then introduces a challenging
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set of highly-multimodal test problems from literature which are used as a benchmark from
which to measure the effectiveness of the algorithms being compared. From here, trades
are conducted to empirically and theoretically influence the design of these new ESs in
terms of recombination types and recombination fraction sizes, ρ. In order to determine the
effectiveness of deterministic sampling, the sigma point ES is compared with an ES that is
identical in all regards except it uses random sampling. This chapter further characterizes
the unscented ES by testing its ability to find locally optimal solutions by leveraging
gradient information from the benchmark test problems. From here, the deterministic ES
is compared with a state-of-the-art CMA-ES to further illustrate its performance on the
benchmark functions. The chapter then briefly explores the use of Gauss-Hermite points
using Smolyak sparse grids as an alternative way of selecting deterministic sampling points
for some of the more challenging problems. Finally, the new ES is applied to solve the
discretized lunar lander problem using parallel computation.
6.2 randomsimulated annealing evolution strategy (RSA-ES)




ES that uses a standard, Monte Carlo approach where
the λ offspring are chosen from an n-dimensional, axis-parallel Gaussian distribution, as
described in Equation (5.4) and used to form a single parent vector (µ = 1). It utilizes a
fitness rank-based truncation selection technique to select the subset of ρ offspring from the
set of sample points. The specific recombination technique along with the value of ρ are
analyzed and selected following a set of trade studies conducted in Section 6.5. The primary
difference between the RSA-ES and a standard ES is its covariance adaptation method.
Avoiding convergence to a sub-optimal, local minimum/maximum solution can often be
difficult when considering highly multimodal problems [33]. The RSA-ES, USA-ES,
and GHSA-ES algorithms all utilize a simulated annealing inspired covariance adaptation
scheme that is designed to enhance global search characteristics while increasing the po-
tential for ESs to work well with unscented sampling techniques. The goal is to allow for
a more controlled transition between exploring the global problem space and exploiting
specific regions that have above average fitness traits. In order to achieve these results, the
RSA-ES employs a simulated annealing inspired covariance matrix adaptation technique.
This method creates a tunable search processes with a balanced approach that effectively
transitions from exploration to exploitation of the search space in a predictable and re-
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peatable manner. This is desirable when looking at highly multimodal problems where
the initial exploration phase (large covariance) should enable the algorithm to consider the
entire search domain and the exploitation phase (small covariance) should be able to narrow
in on the local optima. This not only proves to be effective in obtaining global solutions on a
number of the test problems, but is also repeatable allowing for more controlled experiments
and the isolation of variables for more meaningful comparisons.
This covariance adaptation technique utilizes a “cooling schedule” that shares some similar-
ities with a simulated annealing algorithm to adjust the covariance matrix over time, rather
than conventional methods that allow the algorithm to evolve the covariance using Gaussian
processes. The RSA-ES is designed to begin with a fairly large covariance in each dimen-
sion during the initial generations of the run. After each generation, the Cholesky factor of
the covariance matrix, A, decays according to an exponential cooling schedule that is given
in Equation (6.1). In this It can be seen that A is a function of the problem dimension, n,
and it decays exponentially as the generation number, g, increases. It must be noted that
an axis-parallel mutation scheme is assumed for the experiments in this chapter, however,
this need not be the case. This cooling schedule seems to work well for the problems tested
empirically in this chapter, but may require further tuning to optimize performance on a
specific problem. Furthermore, a number of different cooling functions could potentially
be used, depending on the characteristics of the problems being solved. The specifics of
the recombination method used within this algorithm will be empirically investigated and




)g ∀ i = [1, . . . , n] (6.1)
6.3 USA-ES
The USA-ES is identical to the RSA-ES with its only difference being how the offspring are
generated within the mutation operator. While the RSA-ES uses a conventional approach
of random sampling from a parent-centric Gaussian distribution, the USA-ES utilizes 3rd
order sigma points to efficiently and strategically sample the search space and generate
offspring for a given parent vector.
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6.3.1 Unscented Sigma Point Parameterization
Monte Carlo sampling can generate fairly accurate results with large enough sample sizes,
however, this approach becomes very costly given that larger sample sizes directly lead
to more required function evaluations and computational time durations. This aspect is
increasingly important as the problem dimension grows and the computation of objective
functions become more expensive. In the search for more efficient sampling techniques
that circumvent some of these issues, sigma points quickly became appealing for this
application. Julier et al. initially introduced the concept of an unscented transform and
the associated sigma points in the context of nonlinear filtering [192]. This idea has been
further developed and applied in a number of ways in filtering problems by Julier and
others over the years [193]–[196]. The general form of 3rd order unscented sigma points as
described by Julier [197] is illustrated in Equation (6.2). This set of points is referred to as
3rd order because they offer the minimum number of points that are able to exactly match
up to 3rd order statistical moments for a given Gaussian distribution. For these calculations
κ is a user defined parameter that affects the spread of the sigma points which are defined by
the covariance matrix, C, and the problem dimension or distribution dimension, n. Using
this method, χ is a n by 2n + 1 matrix, where each column defines a unique point in the
n-dimensional space. It must also be noted that this form of the sigma point calculation
initially finds the 3rd order sigma points, χ, for a normal distribution with zero mean and
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
with κ ∈ Rn
(6.2)
Given the set of sigma points for a standard normal distribution outlined in Equation (6.2),
an affine transformation can be used to find χ¯i which is the set of sigma points that have




that any normal distribution can be represented, as depicted in Equation (6.3).
χ¯i = µ +
√
C χi i = [1, . . . , 2n + 1] (6.3)
Using Julier’s moment matching concept, 3rd order sigma points are calculated as depicted
in Equation (6.2). These points may be utilized as sample points in the ES in order to
evaluate the fitness landscape in the neighborhood of the parent. The idea is to generate a
more accurate sampling of the fitness function than would be obtained by even a fairly large
number of randomly selected points. The effectiveness of this idea as compared to random
sampling is illustrated during the method comparisons throughout this chapter. One of the
greatest benefits of using these 3rd-order sigma points versus another parametrization is that
with sigma points, the number of points only grows linearly as the dimension is increased.
Standard interpolating points such as Gauss-Hermite encounter an exponential growth in
the number of points with respect to the number of dimensions through the use of tensor
products to populate an n-dimensional mesh. This can be somewhat mitigated by using
Smolyak [198] sparse grid representation techniques, however, the curse of dimensionality
can still manifest itself at higher dimensions, especially when the accuracy order and
problem dimension are increased. This idea of using Smolyak sparse grids will be further
investigated in Section 6.9. An algorithm that can be applied to higher dimensional problems
is of great interest, especiallywhen considering optimal control applicationswhere problems
can require discretization in both time and parameter space resulting in high dimensional
search spaces.
It must be noted that the κ value in Equation (6.2) essentially defines the spread, or
concentration of the sigma points about the mean. As depicted in Figure 6.1, a larger
value of κ results in points that are more spread out than points resulting from smaller
values of κ. Negative values of κ are possible, but care should be taken to make sure that
they do not exceed the dimension n, as this will produce imaginary numbers.
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Figure 6.1. Illustration of 3-D 3rd order sigma points with varying κ values
A mutation operator that utilizes deterministic sampling with sigma points is not without
its own unique challenges that must be overcome. Figure 6.2 illustrates that there are zones
in the tails of the Gaussian that will not be sampled due to the locations of the finite number
of points with respect to the bell-curve. This exclusion of the distribution tails may limit
exploration. However, the simulated annealing covariance adaptation technique described
above, coupledwith large initial covariance values can have the ability to overcome this issue
by altering the covariance of these points as the algorithmprogresses. This directly coincides
withBeyer’s requirement of reachability for awell-suitedmutation operator [151]. Using the
modified covariance scheme with sufficiently large initial standard deviations and random
starting points, this mutation operator can satisfy all of Beyer’s requirements: scalability,
absence of bias, symmetry, and reachability as they are presented in Section 5.8 [151]. With
this, the deterministic points are symmetric about the mean of the distribution satisfying
the requirement of symmetrical mutation. Lastly, the choice of a parameterized Gaussian
distribution satisfies the requirement for absence of bias, without any specific knowledge of
the search space.
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Figure 6.2. Unreachable zones with parameterization of Gaussian
Like the RSA-ES, the specific recombination operator and selection size ρ will be further
investigated and developed in the following sections. However, it can be seen that this
is a fairly simplistic ES algorithm with unique characteristics that give it the potential to
work well on high-dimensional problems. It must be noted that the USA-ES and the other
deterministic sampling ESs investigated in this chapter are different from ESs that utilize
random sampling in that they are repeatable. In other words, they will always take an
identical evolution path, given the same set of user-defined parameters and initial starting
point for a given problem from run to run of the algorithm. Of course measures can be taken
to add additional aspects of randomness to these algorithms, if this characteristic is desired.
Random initial starting points, can often times be enough to fully explore the search space
with multiple restarts. In addition, the use of parallel implementations can be used, as will
be seen in Section 6.11.
6.4 Benchmark Test Problems
Table 6.1 summarizes a set of very challenging and highly multimodal test problems has
been put together by Hansen et al. and initially used to test the effectiveness of their
state-of-the-art CMA-ES [189]. This is a set of problems that have appeared throughout
ES literature and have been deemed difficult for standard ESs to solve for one reason or
another. In addition to being challenging to solve, this set of problems is easily scalable to
any desired number of dimensions, n. This can be very useful for analysis purposes when
developing an understanding of how each algorithm performs as the dimension of the search
domain is increased. It can also be seen that a non-symmetric initialization range is defined
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for each problem forcing the starting point to lie within a certain range. This is done to help
prevent the RSA-ES and USA-ES from exploiting problem symmetry characteristics and to
make the resulting experiments more representative of optimization search capability.
Problem Objective Function Init. Range
Ackley
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Schwefel fSchwe f el ( x¯) = 418.9828872724339n −∑ni=1 xisin (√|xi |) [−500, 300]n
Table 6.1. Multimodal objective functions for benchmark problem set
All of the test functions inTable 6.1 have global optimumcost values equal to zero at the point
x¯∗ = [0]n with the Schwefel function being the exception
(
x¯∗Schwe f el = [420.96874636]
n
)
with a global optimum cost value that is also equal to zero.
Figure 6.3 illustrates the complicated fitness landscapes of the benchmark problem suite in
two dimensions. It can be seen that these functions are all highly multimodal and have the
potential to be fairly difficult in terms of finding the globally optimal point.
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(a) Ackley (b) Bohachevsky (c) Griewank
(d) Rastrigin (e) Scaled Rastrigin (f) Skewed Rastrigin
(g) Schaﬀer (h) Schwefel
Figure 6.3. 3-D Visualization Of Benchmark Problems
6.5 Recombination Trade Studies
Before investigating how these ESs perform relative to each other, a series of experiments
regarding the recombination methods are first conducted to help optimize the design of the
recombination operator used within these algorithms. This helps ensure that the design of
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the USA-ES and RSA-ES is well-suited for the modified covariance adaptation scheme. In
addition, the USA-ES utilizes a new deterministic sampling scheme that also warrants some
experimentation with regard to the recombination techniques used.
6.5.1 Recombination Operator Type
The first set of tests applies the USA-ES and RSA-ES algorithms to several of the problems
fromTable 6.1 comparing three different recombination techniques. The first recombination
method investigated is the standard, intermediate recombination operator where the ρ
selected offspring, x¯ (i), are equally weighted having an equal contribution to the parent
vector, x¯ µ
ρ
, as outlined in Section 5.10.2. Next, a fitness-weighted recombination method
that is similar to the one described in Section 5.10.3 is investigated. It has been slightly
modified with a simple check to ensure that no division by a zero occurs. If one of
the fitness values is within machine precision of zero, a small positive term is added to
it so that the solution vector is still appropriately weighted but the division by zero is
avoided. This modified version of the fitness-weighted recombination technique is outlined
in Equation (6.4). Where eps is a MATLAB variable that is set to machine precision(
eps = 2.2204 × 10−16
)






















































Lastly, the logarithmic fitness shaping technique that is described in Section 5.10.4 is used
as the third recombination method in this set of experiments.
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(a) Bohachevsky USA-ESs (κ = 1) (b) Bohachevsky RSA-ESs
(c) Scaled Rastrigin USA-ESs (κ = 1) (d) Scaled Rastrigin RSA-ESs
Figure 6.4. Recombination method comparison on shallow 10-D functions
This experiment runs each ES variant 100 times and averages the fitness evolution over
all of the trials for each problem. In addition, each algorithm is allowed to run for 1,000
generations for each trail with an initial standard deviation in each dimension equal to half
of the initialization range for each problem. Lastly, this set of experiments uses the top
performing half of the offspring with, λ = 2n + 1, to generate the parent vector, ρ = bλ/2c.
The size of λ will be increased for the RSA-ES in later sections, however, it is set to
the same value as the USA-ES for the purposes of determining appropriate recombination
techniques. Figure 6.4 illustrates the trades between the various recombination techniques
on both the USA-ES and RSA-ES variants. In both the Bohachevsky and Scaled Rastrigin
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problems, the fitness landscape has regions where the fitness gradients are shallow and
relative fitness values have the potential to be fairly close in value among the various
sample points (see Figures 6.3b and e). In these types of problems, it can be seen that the
logarithmic fitness weighting performs better than the other methods (Figure 6.4). This
is because standard fitness weighted recombination technique can stagnate with very slow
update progress when the fitness values of the selected offspring are relatively close in
value. However, the logarithmic shaping idea does not depend on the actual fitness values
and only uses the fitness-based rank of the selected offspring to create the new parent vector.
Given this, the resulting parent vectors formed by this technique are invariant to the relative
differences in fitness values between the chosen offspring vectors, as long as their respective
order remains the same. The intermediate recombination operator is also invariant to this
closeness in relative fitness, as it does not account for fitness in the construction of the new
parent vector. While this allows the methods using intermediate recombination to continue
to make progress on shallow fitness landscapes, it does not always result in updates to the
parent vector that are in the best direction regarding fitness improvements given that neither
fitness, or the fitness-based rank factor into the creation of the new parent vector. This
intermediate recombination method solely relies on the truncation selection to improve the
average fitness over the progression of the algorithm.
(a) Ackley USA-ESs (κ = 1) (b) Ackley RSA-ESs
Figure 6.5. Recombination method comparison on steep 10-D function
Figure 6.5 illustrates the same set of tests only on the Ackley function which has steeper
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fitness gradients where there are fewer regions where the relative fitness between sample
points will be close in value (see Figure 6.3a). As can be seen, the logarithmic weighted
recombination technique is not significantly better than the standard fitness weighted re-
combination technique. In this case, the RSA-ES achieves better performance with the
intermediate recombination operator. One of the reasons for this, might be that the Ackley
functions has a fairly well-defined global search direction, or direction toward the global
optimal. Given that these tests only use the top half of the offspring for recombination
as a result of the selection operator, the intermediate recombination technique is be able
to make fairly accurate moves in regard to fitness, despite not directly factoring fitness
into the production of the parent vector. In addition, the relatively small sample size of
ρ = bλ/2c where λ = 21 for a 10D problem, may cause a scenario where the intermediate
recombination is able to take larger steps and make more efficient updates than the weighted
recombination methods, as seen in Figure 6.5b.
After running these tests on all of the functions in Table 6.1, it is empirically determined that
the logarithmic weighted recombination method performs the best for the majority of the
problems for both the USA-ES and RSA-ES. Given this, it is chosen as the recombination
operator and is utilized for the experiments in the remainder of this chapter.
6.5.2 ρ Size
The next set of trades investigates the size of the selected offspring fraction, ρ, to be
chosen from the set of offspring by the selection operator. This sub-group is then used by
the recombination operator to create the next parent vector. Based on the recombination
method comparisons in the previous section, the logarithmic recombination operator is
used for these experiments. The experiment setup is similar with the recombination method
trades in the previous section in that each algorithm undergoes 100 runs for each problem
and is allowed to evolve for 1,000 generations. Both algorithms (USA-ES/RSA-ES) use
the same number of offspring where λ = 21 for the 10 dimensional versions of the test
functions outlined in Table 6.1. As will be seen later in this chapter, the RSA-ES does better
with larger sample sizes, given that it uses Monte Carlo techniques. The difference between
this set of trials is that a comparison between three different selected sub-group sizes is
conducted where: the single best offspring is chosen (ρ = 1), the top half of the offspring
are selected (ρ =λ /2), and all of the offspring are used for recombination (ρ = λ) so that ρ
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takes on three different values.
(a) Bohachevsky USA-ESs (κ = 1) (b) Bohachevsky RSA-ESs
(c) Scaled Rastrigin USA-ESs (κ = 1) (d) Scaled Rastrigin RSA-ESs
Figure 6.6. ρ comparison on shallow 10-D functions
Figure 6.6 depicts the results for these trade studies on the same “shallow” fitness func-
tions comparing how the various ρ values affect both the USA-ES and the RSA-ES. As
recommended by Hansen for his CMA-ES, setting ρ =λ /2 seems to perform fairly well
on these functions [49], [187]. Given that the logarithmic weighting scheme is applied
in both of these algorithms, the lower performing half of the selected group of offspring
would have weights that are fairly similar in value given the nature of the logarithmic curve.
With this the best performing solutions should still be favored. However, using the entire
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set of offspring for recombination may introduce some error into the update direction, or
slow progress by incorporating poorly performing offspring. As an example, imagine the
case where the last half of the offspring are in the complete opposite direction than one
would want the algorithm to progress in. By including them in the recombination process,
the parent vector might progress more slowly than it would have if only the top half of
the offspring were selected for recombination. This seems to be the case with most of the
problems, but not all of them, indicating that there are times when it is useful to consider
larger portions of the population for recombination. In fact, Figure 6.7 illustrates the results
for the Ackley function where it can be seen that the RSA-ES actually performs best when
using the entire offspring population for recombination. In these cases, some error might
be preferable to help induce exploration and prevent getting stuck in locally optimal points.
Lastly, the Schwefel function was the only one where choosing a single point for recombi-
nation performed best for both the USA-ES and RSA-ES. This is likely due to the fact that
the Schwefel function has a large initialization range, making it potentially desirable to take
large steps from one generation to the next. By only utilizing the single best offspring vector
as the parent, the algorithm has the potential to make larger steps in the search domain than
would be likely for the same algorithm using the average of multiple samples. However, for
most problems, too much information is lost by only utilizing the single best offspring in
the creation of a parent vector.
(a) Ackley USA-ESs (κ = 1) (b) Ackley RSA-ESs
Figure 6.7. ρ comparison on steep 10D function
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For the USA-ES using the setting of ρ =λ /2 results in the best performance on six of
the eight functions tested in 10-D. For the RSA-ES this same ρ setting performs best on
five of the eight problems. This seems to indicate that this setting is somewhat problem-
dependent; however, given the results from this section, the setting of ρ =λ /2 will be used
for the remainder of this chapter, given that it results in the best performance for both ES
algorithms on the majority of the problems tested for the 10-D case.
With the appropriate trade studies for recombination types and ρ sizes complete, Algorithm
1 illustrates how the RSA-ES operates accounting for all of the steps where AT A = C. For
the remainder of the problems, the diagonal terms of the A matrix are set equal to half of
the initialization range for each benchmark test problem.
Algorithm 1: RSA-ES Algorithm
Initialize: x¯ (0)parent = random uniform ∈ [LB,UB]R
n ;












while stopping criteria not satisfied do
Obtain λ normal random n-dimensional sample points:;
z¯(k) = N (0, I);
Transform sample points:;
x¯ (k)o f f spring = x¯
(g)
parent + A
(g) z¯(k) ∀ k = [1, λ];
Evaluate Fitness F
(
x¯ (k)o f f spring
)
∀ k = [1, λ];
Sort x¯ (k)o f f spring w.r.t. fitness values;














g = g + 1;
end
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Algorithm 2 illustrates the USA-ES. It can be seen that it is almost identical, the only
difference between the two methods is the use of deterministic sampling to create new
offspring instead of Monte Carlo sampling.
Algorithm 2: USA-ES Algorithm
Initialize: x¯ (0)parent = random uniform ∈ [LB,UB]R
n ;
User-Defined Parameters: gmax, ρ, and A(0);




















) ∀ k = [1, λ];
Sort χ¯k w.r.t. fitness values;









g = g + 1;
end
6.6 USA-ES vs. RSA-ES Comparison
Now that some simple trades have been conducted and the algorithms have been designed
based on those results, a comparison between the USA-ES and RSA-ES is warranted. The
results outlined in Tables 6.2-6.4 were obtained by running the two developed ESs (RSA-ES
and USA-ES) with the same number of iterations, parents, and offspring. Each of these
ESs is run 100 times using 1,000 iterations per run (g f inal = 1000). An average fitness
progression is obtained by averaging the results from each of the 100 runs. By averaging
the fitness progression over all of the runs, a measurement that is similar to average quality
gain (as defined in Section 5.15.2) is observed in the fitness domain. Engineers are typically
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more interested in the best fitness, or objective function value found, and not necessarily as
interested in the progress rate in terms of parameter space. For this reason, the experiments
in this chapter primarily focus on the average fitness progression. It must be noted that in
many of these experiments, the algorithms may find the global optimal for a number of the
trials, but consistently finding the global optimum or values that are close in fitness is what
results in the best average fitness progressions. The average fitness progressions that end up
at zero, or within machine precision of zero, hit the global optimum solution for all of the
100 trials. In addition, 99 % confidence intervals are calculated using Equation (6.5) with a
z-score (Z = 2.58) to help illustrate the run-to-run variation in results. Each of these cases
uses the set number of offspring that is defined by the number of sigma points generated
in addition to the distribution mean (or parent) (λ = 2n + 1). This number of offspring is
likely too small in many cases for Monte Carlo sampling used within the RSA-ES. With





) for these simulations.
This is done to create a baseline of how well the USA-ES does in optimizing each function
using the sigma points and is later treated as a target value for the next set of experiments.
For each test function the global optimum is f ( x¯∗) = 0. In addition, the initial standard
deviations in each dimension are set to the distance between upper bound and lower bound
on the initialization ranges for each of the problems in Table 6.1. Lastly, the value of κ is
set to κ = 1 for the experiments in this chapter.
CI = x¯ ± Zσ√
# o f trials
(6.5)
Function f ( x¯) Evals USA favg best ( x¯) 99% CI RSA favg best ( x¯) 99% CI
Ackley 21,000 1.1 × 10−14 ± 0.0 1.5768 ± 0.4386
Bohachevsky 21,000 9.2 × 10−16 ± 1.2 × 10−17 0.1827 ± 0.0282
Griewank 21,000 0.0219 ± 0.0013 0.0065 ± 4.7 × 10−4
Rastrigin 21,000 3.4 × 10−14 ± 9.4 × 10−16 8.0592 ± 0.2617
Scaled Rastrigin 21,000 6.9 × 10−14 ± 3.0 × 10−16 26.3193 ± 1.4650
Skewed Rastrigin 21,000 8.1985 ± 0.1125 23.6601 ± 0.6189
Schaffer 21,000 3.6 × 10−20 ± 5.6 × 10−22 2.3084 ± 0.2449
Schwefel 21,000 770.0818 ± 26.4045 2, 137.7 ± 29.6259
Table 6.2. 10-D USA-ES vs. RSA-ES results (ρ = 10 λ = 21)
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Function f ( x¯) Evals USA favg best ( x¯) 99% CI RSA favg best ( x¯) 99% CI
Ackley 41,000 7.7 × 10−15 ± 1.7 × 10−16 0.3993 ± 0.2292
Bohachevsky 41,000 0 ± 0 0.0676 ± 0.0176
Griewank 41,000 0.0234 ± 0.0015 0 ± 0
Rastrigin 41,000 7.4 × 10−15 ± 1.2 × 10−15 11.7803 ± 0.2898
Scaled Rastrigin 41,000 1.4 × 10−16 ± 1.2 × 10−16 35.4859 ± 1.5514
Skewed Rastrigin 41,000 7.5119 ± 0.1571 37.1219 ± 0.5996
Schaffer 41,000 0.0012 ± 4.9 × 10−4 0.1791 ± 0.0482
Schwefel 41,000 631.8764 ± 8.7571 4563.6 ± 35.0276
Table 6.3. 20-D USA-ES vs. RSA-ES results (ρ = 20 λ = 41)
Function f ( x¯) Evals USA favg best ( x¯) 99% CI RSA favg best ( x¯) 99% CI
Ackley 81,000 4.1 × 10−10 ± 7.7 × 10−12 1.7 × 10−9 ± 8.0 × 10−12
Bohachevsky 81,000 0 ± 0 0.0212 ± 0.0076
Griewank 81,000 0.0213 ± 0.0019 0 ± 0
Rastrigin 81,000 6.0 × 10−14 ± 2.3 × 10−15 17.9292 ± 0.3419
Scaled Rastrigin 81,000 8.9 × 10−15 ± 1.1 × 10−15 38.7151 ± 0.9424
Skewed Rastrigin 81,000 3.1142 ± 0.1043 58.6130 ± 0.6119
Schaffer 81,000 0.0069 ± 0.0012 0.0263 ± 0.0019
Schwefel 81,000 1, 305.0 ± 1.7716 9, 550.6 ± 49.2329
Table 6.4. 40-D USA-ES vs. RSA-ES results (ρ = 40 λ = 81)
The results of Tables 6.2-6.4 illustrate sigma point sampling is more effective than random
sampling when the number of sampling points are equal, which is to be expected. Figure
6.8 illustrates a comparison of the average fitness progressions for several of the 40-D
cases. This gives a better illustration of what is being portrayed in 6.2-6.4 and illustrates
convergence (or reaching the global optimum within machine precision) in terms of the
average fitness evolution path for both algorithms. It can also be seen that the USA-ES
fitness progression seems to have some oscillation, or cycling in it as it converges on a
solution in some of these problems. This is made possible due to the fact that this ES is a ‘,’
implementation (parents are not considered in selection), making it possible for the parent
vector to get worse in terms of fitness from one generation to the next. In addition, the
cooling schedule for the covariance in Equation (6.1) results in a covariance “cooling” rate
that decreases as the problem dimension is increased. With this, the covariance remains
larger for longer periods of time in the higher dimensional problems, so this effect is more
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noticeable in the higher dimensional problems. The underlying cause for this oscillation is
the fact that the USA-ES uses the same set of points for each generation, with the exception
of them being scaled by the covariance matrix and shifted by the new distribution mean
that results from the fitness shaped recombination technique. The noise in the figures
is caused by the recombination operator overshooting the optimal point in an opposite
direction with each generation. This cyclical approach is occurring in the USA-ES but
not in the RSA-ES due to the deterministic, unchanging nature of the points which in turn
makes the recombination operator behave in a similar way from one generation to the next.
This overshoot is improved along with the average fitnesses as the covariance decreases,
forcing the overshoot to get smaller and the fitness values to approach that of the global/local
optimum it is trending toward. This further illustrates the importance of an appropriate
covariance adaptation scheme.
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(a) 40-D Ackley (b) 40-D Bohachevsky
(c) 40-D Rastrigin (d) 40-D Scaled Rastrigin
Figure 6.8. Average USA-ES/RSA-ES ﬁtness progression on 40-D test func-
tions with equal number of sampling points
Lastly Table 6.5 illustrates the percentage of runs that result in a solution that produced
a fitness value that is less than 10−8. This value is used as a tolerance to account for
computational error, and is considered to be reasonably close to the globally optimal fitness
for these problems. This indicated how often each algorithm was able to obtain a globally
optimal solution during the 100 trials. It can be seen that the results illustrate similar trends
as were seen above in Tables 6.2-6.4.
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Function USA % Success RSA % Success
Ackley 10-D 100 93
Ackley 20-D 100 98
Ackley 40-D 100 100
Bohachevsky 10-D 100 71
Bohachevsky 20-D 100 88
Bohachevsky 40-D 100 98
Griewank 10-D 10 60
Griewank 20-D 12 100
Griewank 40-D 17 100
Rastrigin 10-D 100 0
Rastrigin 20-D 100 0
Rastrigin 40-D 100 0
Scaled Rastrigin 10-D 100 0
Scaled Rastrigin 20-D 100 0
Scaled Rastrigin 40-D 100 0
Skewed Rastrigin 10-D 0 0
Skewed Rastrigin 20-D 0 0
Skewed Rastrigin 40-D 1 0
Schaffer 10-D 100 3
Schaffer 20-D 96 6
Schaffer 40-D 0 0
Schwefel 10-D 3 0
Schwefel 20-D 0 0
Schwefel 40-D 0 0
Table 6.5. USA-ES vs. RSA-ES success probabilities
6.6.1 USA-ES/RSA-ES Solution Quality Study
Next, a second set of tests is performed where the intent is to determine how many random
sample points are required to match the solution quality of the sigma point based approach.
In order to achieve this each algorithm is run for 1,000 generations. This is repeated 100
times and the average best fitness is determined for each method. If the RSA-ES does
not achieve a solution that has an average fitness value that is within a tolerance of 10−6
of the USA-ES, the number of sample points is increased by ten. This tolerance is used
to help prevent longer experiment run times when the algorithms are sufficiently close in
terms of solution quality. This process of incrementally increasing λ for the RSA-ES is
repeated until the RSA-ES solution quality is as good, or better than the USA-ES. It must
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be noted that another way to increase the number of function evaluations would be to hold
the number of points constant and increase the number of generations. However, after
some experimentation, it is observed that one-thousand generations is sufficient for both
algorithms to converge to a solution and stabilize. Given this, the best way to perform
this experiment is to fix the number of generations to 1,000 for both methods and simply
increase the number of sampling points. Lastly, an upper limit on the number of points
(1,501) is used to prevent infinite loops from occurring in this exercise.
Referring to Tables 6.6-6.8, it can be seen that there are a number of problems where the
RSA-ES requires significantly larger sampling sizes and thus longer run times to achieve
similar results as the USA-ES. In fact, it can be seen that the 2n + 1 USA-ES becomes
more and more favorable as the problem dimension is increased in terms of the number of
problems that the RSA-ES is able to match performance of the USA-ES. As the number of
dimensions is increased to 40, there are five problems that the RSA-ES is unable to match
the performance of the USA-ES after using up to 1,501 sampling points where the USA
only requires 81 sigma points. On the problems where both algorithms eventually obtain
the same solution quality, the runtime ratio of RSA-ES to USA-ES gives another metric
that helps indicate how much more efficient the USA-ES is on these problems. A ratio
is utilized due to the fact that computational times will vary from computer to computer,
however the ratio between the two should remain fairly constant, despite varying hardware
configurations.
Function USA-ES f ( x¯) Evals RSA-ES f ( x¯) Evals Runtime RSAUSA
Ackley 21,000 21,000 1.11
Bohachevsky 21,000 91,000 6.79
Griewank 21,000 21,000 1.39
Rastrigin 21,000 631,000 42.83
Scaled Rastrigin 21,000 1,501,000 (limit) 104.76
Skewed Rastrigin 21,000 391,000 28.98
Schaffer 21,000 1,501,000 (limit) 106.89
Schwefel 21,000 1,501,000 (limit) 79.71
Table 6.6. USA-ES/RSA-ES 10D solution quality results
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Function USA-ES f ( x¯) Evals RSA-ES f ( x¯) Evals Runtime RSAUSA
Ackley 41,000 41,000 1.21
Bohachevsky 41,000 81,000 3.92
Griewank 41,000 41,000 1.69
Rastrigin 41,000 891,000 39.64
Scaled Rastrigin 41,000 1,501,000 (limit) 64.23
Skewed Rastrigin 41,000 1,501,000 (limit) 75.50
Schaffer 41,000 1,501,000 (limit) 62.70
Schwefel 41,000 1,501,000 (limit) 45.10
Table 6.7. USA-ES/RSA-ES 20D solution quality results
Function USA-ES f ( x¯) Evals RSA-ES f ( x¯) Evals Runtime RSAUSA
Ackley 81,000 91,000 1.47
Bohachevsky 81,000 141,000 3.58
Griewank 81,000 81,000 2.34
Rastrigin 81,000 1,501,000 (limit) 52.98
Scaled Rastrigin 81,000 1,501,000 (limit) 40.71
Skewed Rastrigin 81,000 1,501,000 (limit) 58.79
Schaffer 81,000 1,501,000 (limit) 37.75
Schwefel 81,000 1,501,000 (limit) 27.44
Table 6.8. USA-ES/RSA-ES 40D solution quality results
It can be seen that there are some cases where the RSA-ES is able to match the same solution
quality as the USA-ES and others where it cannot before hitting the upper limit of sample
points. Figure 6.9 illustrates one of each cases for the 40-D test functions. It can be seen
that the RSA-ES only needs a few more sample points to match the performance of the
USA-ES, where increasing the number of sample points to 1,501 still does not significantly
improve the fitness on the Scaled Rastrigin function.
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(a) 40D Bohachevsky (b) 40D Scaled Rastrigin
Figure 6.9. Average USA-ES/RSA-ES ﬁtness progression as sample points
and function evaluations are increased
Figure 6.10 provides a good illustration of how dimensionality affects each algorithm when
looking at the fitness or objective function value progression. It can be seen that the USA-ES
is almost unaffected by increasing the problem dimension while the RSA-ES quickly runs
into issues and has difficulty as the dimension is increased. This is a very important
benefit of using the proposed unscented sampling technique instead of conventional Monte
Carlo techniques that are typically used. Again, this becomes increasingly important for
discretized optimal control problems that can have a large number of decision variables
given required resolutions in space and time.
219
(a) 20D Rastrigin (b) 40D Rastrigin
Figure 6.10. Average USA-ES/RSA-ES ﬁtness progression over 100 runs as
dimension is increased
6.7 USA-ES Local Optima Analysis
Instead of simply looking at the final result in terms of best fitness found, this next set of
trials investigates how close the USA-ES is to finding locally optimal solutions. In order
to conduct this experiment, the analytical gradient of each test function from Table 6.1
is determined. Equations (6.6-6.13) are the component-wise analytical derivatives or the
benchmark test functions. These derivatives are used to find the L2 norm of the gradient
at each point in the algorithm run. This provides information in terms of how often these
algorithms are able to escape locally optimal points. In addition, it can help illustrate how
close the algorithm is to locally optimal (or globally optimal) points when it converges to a
solution.
























2xi + 0.9pi sin(3pixi) if i = 1
4xi + 1.6pi sin(4pixi) if i = n
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(6.7)
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∂xi
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(6.11)










































































































































By looking at Equations (6.6-6.13), it can quickly be determined that many of them approach
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zero, as the global optimum is reached. However, the Ackley function along with the
Schaffer function require the application of L’Hopital’s rule or a numerical analysis to
determine what value should be expected as xi approaches zero. This is potentially the
case with the Schwefel function as well, however, the global optimal in this function is
actually
(
x¯∗Schwe f el = [420.96874636]
n
)
where division by zero is avoided. Figure 6.11
illustrates a numerical analysis of what value the gradient of the Ackley and Schaffer
functions asymptotically approach as x¯ approaches zero to within machine precision. It
can be seen that the gradient of the Ackley function should approach four as the global
optimum is reached and the gradient of Schaffer approaches infinity. Given that the USA-ES
consistently finds the global optimum for both of these problems, it is important to know
what values to expect prior to running these experiments.
(a) Ackley (b) Schaﬀer
Figure 6.11. Numerical gradient limit tests
With this known, an experiment is conducted where the USA-ES is run using the same
settings as before where the algorithm is allowed to run for 1,000 generations and is applied
to each problem 100 times so that an average result can be obtained. The L2 norm of the
gradient is determined for each run and the average found for each problem is recorded in
Table 6.9. It can be seen that in all cases, the average of all USA-ES solutions either has
a gradient value that is approximately zero, or has a gradient value that reflects the global
optimal solution where the gradient is undefined. This analysis is important because it
shows that, in the cases where the USA-ES fails to find the global optimum for all runs (e.g.
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Schwefel) it still succeeds in finding a locally optimal solution. Further analysis in Table
6.9 illustrates that this does not change as the dimension is increased up to 40-D.
Function 10-D ∇ f ( x¯)avg 20-D ∇ f ( x¯)avg 40-D ∇ f ( x¯)avg
Ackley 4.0 4.0 4.0
Bohachevsky 1.4 × 10−7 6.8 × 10−7 9.9 × 10−7
Griewank 9.6 × 10−9 2.0 × 10−8 2.1 × 10−8
Rastrigin 2.2 × 10−6 1.2 × 10−5 2.4 × 10−5
Scaled Rastrigin 1.4 × 10−5 3.4 × 10−5 6.8 × 10−5
Skewed Rastrigin 5.6 × 10−6 8.1 × 10−5 2.1 × 10−4
Schaffer NaN 2.6 × 1053 4.8 × 1027
Schwefel 2.5 × 10−7 1.6 × 10−6 3.4 × 10−6
Table 6.9. USA-ES average gradient L2 norms of ﬁnal solutions
Next, the L2 gradient norm values are tracked as the USA-ES evolves toward a solution.
Figure 6.12 illustrates what this gradient norm progression looks like for a typical run of the
algorithm on several of the benchmark problems. It can be seen that during the initial phase
of the algorithm, when the covariance is large, the gradient magnitudes oscillate and even
increase in value as the algorithm jumps from one basin to the next. This represents the
exploration phase where the algorithm has a greater chance of escaping basins containing
local optima. However, it can also be seen that the algorithm settles into a given basin fairly
quickly and begins evolving toward that locally (or globally) optimal point as the covariance
is decreased over time and the USA-ES transitions from exploration to exploitation. This
is all in line with how the algorithm was designed to work by using a covariance “cooling”
scheme.
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(a) 10-D Ackley (b) 10-D Griewank
(c) 10-D Scaled Rastrigin (d) 10-D Schwefel
Figure 6.12. USA-ES gradient L2 norm progression on 10-D test functions
over a single run
6.8 USA-ES vs. CMA-ES Comparison
The CMA-ES is widely considered to be the state-of-the-art in ESs [189], [191] and is
therefore used as a comparison to see how well the USA-ES performs on these multimodal
problems relative to some of the more competitive ESs. In these experiments, the open
source MATLAB code is utilized with the user-defined settings outlined in Table 6.10. The
settings used, are the same ones that Hansen et al. utilized when they applied this algorithm
to this same set of benchmark test function [189]. Other parameter settings not stated in
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the previously referenced paper are the ones that are utilized in their open source code as
summarized in Table 6.10 [187]. It is important to note that this is an educational version
of the CMA-ES and a great deal of time has not been expended in optimally tuning the
strategy parameters and learning rates for the individual problems. Although, it is worth
mentioning that the same is true for the USA-ES regarding the optimal cooling rates. In the
following experiments, the average fitness progressions are observed for both algorithms as
they are run 100 times with a stopping criteria set to gmax = 103. Again, this appears to
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Table 6.10. CMA-ES user-deﬁned strategy parameter settings
Function f ( x¯) Evals USA favg best ( x¯) 99% CI CMA favg best ( x¯) 99% CI
Ackley 21,000 1.1 × 10−14 ± 0.0 3.9 × 10−15 ± 1.0 × 10−16
Bohachevsky 21,000 9.2 × 10−16 ± 1.2 × 10−17 0.0957 ± 0.0186
Griewank 21,000 0.0219 ± 0.0013 0.0032 ± 4.6 × 10−4
Rastrigin 21,000 3.4 × 10−14 ± 9.4 × 10−16 6.4473 ± 0.2151
Scaled Rastrigin 21,000 6.9 × 10−14 ± 3.0 × 10−16 10.7256 ± 0.5568
Skewed Rastrigin 21,000 8.1985 ± 0.1125 14.5463 ± 0.3863
Schaffer 21,000 3.6 × 10−20 ± 5.6 × 10−22 0.3605 ± 0.0999
Schwefel 21,000 770.0818 ± 26.4045 1, 709.6 ± 28.2987
Table 6.11. 10-D USA-ES vs. CMA-ES results (ρ = 10 λ = 21)
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Function f ( x¯) Evals USA favg best ( x¯) 99% CI CMA favg best ( x¯) 99% CI
Ackley 41,000 7.7 × 10−15 ± 1.7 × 10−16 6.1 × 10−15 ± 1.4 × 10−16
Bohachevsky 41,000 0 ± 0 0.0507 ± 0.0113
Griewank 41,000 0.0234 ± 0.0015 1.5 × 10−4 ± 8.5 × 10−5
Rastrigin 41,000 7.4 × 10−15 ± 1.2 × 10−15 10.2182 ± 0.2696
Scaled Rastrigin 41,000 1.4 × 10−16 ± 1.2 × 10−16 17.8595 ± 0.5970
Skewed Rastrigin 41,000 7.5119 ± 0.1571 24.8839 ± 0.4100
Schaffer 41,000 0.0012 ± 4.9 × 10−4 0.2427 ± 0.0680
Schwefel 41,000 631.8764 ± 8.7571 3973.4 ± 42.0239
Table 6.12. 20-D USA-ES vs. CMA-ES results (ρ = 20 λ = 41)
Function f ( x¯) Evals USA favg best ( x¯) 99% CI CMA favg best ( x¯) 99% CI
Ackley 81,000 4.1 × 10−10 ± 7.7 × 10−12 7.5 × 10−15 ± 1.0 × 10−16
Bohachevsky 81,000 0 ± 0 0.0482 ± 0.0128
Griewank 81,000 0.0213 ± 0.0019 0 ± 0
Rastrigin 81,000 6.0 × 10−14 ± 2.3 × 10−15 15.0040 ± 0.2620
Scaled Rastrigin 81,000 8.9 × 10−15 ± 1.1 × 10−15 30.8835 ± 0.7558
Skewed Rastrigin 81,000 3.1142 ± 0.1043 44.7134 ± 0.3760
Schaffer 81,000 0.0069 ± 0.0012 0.0907 ± 0.0352
Schwefel 81,000 1, 305.0 ± 1.7716 8, 190.7 ± 69.5001
Table 6.13. 40-D USA-ES vs. CMA-ES results (ρ = 40 λ = 81)
Tables 6.11-6.13 illustrate that the USA-ES matches, or outperforms the CMA-ES on the
majority of the problems, with the exception of the Griewank function, when using the same
number of offspring, λ = 2n + 1 and recombination fraction ρ =λ /2. Figure 6.13 gives
a more detailed look at the average fitness progression for several of the 40-D benchmark
functions. It can be seen that the CMA-ES outperforms the USA-ES on the Griewank
problem, while the USA-ES offers superior performance on the Bohachevsky and various
Rastrigin problems. Again, it is important to emphasize that this experiment is evaluating
the average fitness and average best solution found over 100 runs. Even though, both
algorithms may be finding globally optimal solutions on the many of the runs, the average
can be negatively impacted by a small number of runs where the algorithm converges to sub-
optimal points. However, this experimental approach gives the reader a good understanding
of how consistently each algorithm is able to locate optimal solutions, or more specifically
solutions that have the best fitness values.
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(a) 40-D Bohachevsky (b) 40-D Griewank
(c) 40-D Rastrigin (d) 40-D Scaled Rastrigin
Figure 6.13. Average USA-ES/CMA-ES ﬁtness progression on 40-D test
functions with equal number of sampling points
Table 6.14 illustrates the percentage of runs that result in a solution that produced a fitness
value less than 10−8. This indicates how often each algorithm was able to obtain a globally
optimal solution during the 100 trials. It can be seen that the results illustrate similar trends
as were seen above in Tables 6.11-6.13.
227
Function USA % Success CMA % Success
Ackley 10-D 100 100
Ackley 20-D 100 100
Ackley 40-D 100 100
Bohachevsky 10-D 100 82
Bohachevsky 20-D 100 88
Bohachevsky 40-D 100 90
Griewank 10-D 10 70
Griewank 20-D 12 98
Griewank 40-D 17 100
Rastrigin 10-D 100 0
Rastrigin 20-D 100 0
Rastrigin 40-D 100 0
Scaled Rastrigin 10-D 100 0
Scaled Rastrigin 20-D 100 0
Scaled Rastrigin 40-D 100 0
Skewed Rastrigin 10-D 0 0
Skewed Rastrigin 20-D 0 0
Skewed Rastrigin 40-D 1 0
Schaffer 10-D 100 15
Schaffer 20-D 96 13
Schaffer 40-D 0 7
Schwefel 10-D 3 0
Schwefel 20-D 0 0
Schwefel 40-D 0 0
Table 6.14. USA-ES vs. CMA-ES success probabilities
6.8.1 USA-ES/CMA-ES Solution Quality Study
The following set of experiments is identical to the ones conducted in Section 6.6.1, with the
exception that the CMA-ES is compared with the USA-ES. This experiment increases the
number of sample points used within the CMA-ES until it achieves a final average fitness
that is comparable to that of the USA-ES on the problems where the USA-ES achieves
a better average fitness than the CMA-ES when using the same number of points. More
specifically, the number of points are incremented by ten and the CMA-ES is run 100 times
for each case so that a new average fitness evolution can be determined. If this new average
fitness progression achieves a final value that is within 10−6 of the fitness found by the
USA-ES then this number of points and respective fitness value is stored. If it is not within
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the given tolerance, the number of points is increased and the process continues. In order
to avoid infinite loops, a limit on the upper bound of sampling points has been set to 1,501.
Tables 6.15-6.17 summarize these results.
Function USA-ES f ( x¯) Evals CMA-ES f ( x¯) Evals Runtime CMAUSA
Ackley 21,000 21,000 1.61
Bohachevsky 21,000 61,000 4.55
Griewank 21,000 21,000 1.62
Rastrigin 21,000 641,000 46.10
Scaled Rastrigin 21,000 681,000 43.53
Skewed Rastrigin 21,000 1,501,000 (limit) 161.92
Schaffer 21,000 111,000 7.22
Schwefel 21,000 131,000 7.53
Table 6.15. USA-ES/CMA-ES 10D solution quality results
Function USA-ES f ( x¯) Evals CMA-ES f ( x¯) Evals Runtime CMAUSA
Ackley 41,000 41,000 1.49
Bohachevsky 41,000 101,000 3.21
Griewank 41,000 41,000 1.44
Rastrigin 41,000 891,000 30.52
Scaled Rastrigin 41,000 921,000 19.67
Skewed Rastrigin 41,000 1,501,000 (limit) 50.33
Schaffer 41,000 191,000 4.04
Schwefel 41,000 1,501,000 (limit) 29.55
Table 6.16. USA-ES/CMA-ES 20D solution quality results
Function USA-ES f ( x¯) Evals CMA-ES f ( x¯) Evals Runtime CMAUSA
Ackley 81,000 81,000 1.47
Bohachevsky 81,000 91,000 3.33
Griewank 81,000 81,000 1.48
Rastrigin 81,000 1,371,000 30.39
Scaled Rastrigin 81,000 1,421,000 19.85
Skewed Rastrigin 81,000 1,501,000 (limit) 48.64
Schaffer 81,000 221,000 3.94
Schwefel 81,000 1,501,000 (limit) 29.37
Table 6.17. USA-ES/CMA-ES 40D solution quality results
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It can be seen that the CMA-ES competes well with the USA-ES when more sample points
are used. This result supports the findings by Hansen et al. in their study on applying the
CMA-ES to this same set of multimodal functions [189]. In fact, the CMA-ES is able to get
as good, if not better, average fitness values on all but the Skewed Rastrigin and Schwefel
functions in the 20-D and 40-D cases. In the 10-D case, the CMA-ES is able to get to
solutions with average fitness values that are as good or better than the USA-ES in all but
the Skewed Rastrigin problem. This study does illustrate that the CMA-ES is negatively
impacted with increasing dimension when compared to the USA-ES, but this does not have
as big of an impact on the CMA-ES as it did with regard to the RSA-ES.
(a) 40-D Bohachevsky (b) 40-D Scaled Rastrigin
(c) 40-D Skewed Rastrigin (d) 40-D Schwefel
Figure 6.14. Average USA-ES/CMA-ES ﬁtness progression on 40-D test
functions with unequal numbers of sampling points
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Figure 6.14 illustrates the average fitness progressions for several of these functions. It can
be seen that the CMA-ES only required ten additional points in the 40-D Bohachevsky case
to match or exceed the USA-ES performance. In the 40-D Scaled Rastrigin problem, the
CMA-ES required 1,421 sample points to match the solution quality of the USA-ES which
was using 81 sample points. Lastly, it can be seen that the 40-D Skewed Rastrigin and
Schwefel functions proved to be the most challenging for the CMA-ES in terms of matching
solution quality with that of the USA-ES. However, it must be noted that these two problems
are also difficult for the USA-ES in terms of consistently finding the global minimum. It is
worth pointing out that the USA-ES is unable to achieve an optimal covariance adaptation
rate given the simple exponential cooling schedule used. This indicates that a lot of the
performance gain that is observed in these experiments results directly from the use of
deterministic sampling.
6.9 GHSA-ES
Given that some of the benchmark test problems have proven to be difficult, even for the
USA-ES, the application of a different Gaussian distribution parameterization is investigated
so that the number of deterministically chosen points and associated order can be increased.
While it is possible to increase the order of the moment-matching sigma points, it is a fairly
involved process [199]. For this reason, Gauss-Hermite points are utilized to parametrize the
n-dimensional normal distributions used for mutation within these algorithms. Probabilistic
Gauss-Hermite points are selected, as opposed to other interpolation points such as standard
Gauss, given that they are well-suited to parameterize normal distributions over an infinite
range, [−∞,∞]. [200] With this, the GHSA-ES will be the same as the USA-ES in every
way, except for the parametrization nodes used. Instead of using 3rd order sigma points, it
uses a higher order set of points so that it might be able to gather more information about
the n-dimensional fitness landscape during each generation of the algorithm. This section
investigates the trades of using Gauss-Hermite points as a parametrization technique when
compared to the USA-ES with 3rd order sigma points.
6.9.1 Gauss-Hermite Parameterization Using Smolyak Sparse Grids
It is quickly determined that a sparse grid representation is needed to somewhat curb the
curse of dimensionality. When using a standard interpolation point mesh, the number of
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interpolation points grows exponentially with regard to dimension, O (pointsn) , due to the
use of tensor products to create the n-dimensional grid [200]. For this reason, Smolyak
sparse grids are implemented in the GHSA-ES so that this curse of dimensionality is
somewhat manageable for lower accuracy levels and lower dimensional search spaces [198].
Figure 6.15 illustrates how the number of Gauss-Hermite sampling points grows with regard
to dimension and accuracy level when using Smolyak sparse grids. It must be noted that
the order, O, of these interpolation points is equal to: O = 2L − 1 where L is the accuracy
level. An open sourceMATLAB function (“nwspgr.m”) written by Florian Heiss andViktor
Winschel is employed to generate these sets of interpolation points on sparse grids.
(a) Dimension vs. number of points (b) Accuracy level vs. number of points
Figure 6.15. Gauss-Hermite point growth w.r.t. accuracy level and dimen-
sion using Smolyak sparse grids
Figure 6.16 illustrates the increased number of points that can be obtained by going from 3rd
order sigma points to higher order Gauss-Hermite points using sparse grids. It is discovered
that 3rd order sigma points are an equivalent to 3rd order Gauss-Hermite points (L = 2) on
a Smolyak sparse grid when κ = 1 − n. This is true for both nodes and weights associated
with both sets of points and can be seen in Figure 6.16a.
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(a) 3rd Order Sigma/Smolyak GH Points (b) 5th Order Smolyak Gauss-Hermite Points
Figure 6.16. Comparison of parameterization methods
6.9.2 USA-ES vs. GHSA-ES
A similar set of experiments is performed on the benchmark test functions to compare the
performance of the USA-ES and GHSA-ES. In these experiments, 5th order Gauss-Hermite
points are used on a Smolyak sparse grid (L = 3) for the GHSA-ES and 3rd order sigma
points are used with κ = 1 on the USA-ES. With this, it must be noted that the two different
algorithms are utilizing different numbers of fitness evaluations to arrive at the solution,
even though they both have a stopping criteria of one thousand generations, gmax = 103.
Furthermore, a ratio of the average computational time required to run the GHSA-ES vs.
the USA-ES on each problem is utilized to further investigate the cost associated with using
the increased number of points. Tables 6.18-6.20 illustrate the results of these experiments.
Function USA favg best ( x¯) 99% CI GHSA favg best ( x¯) 99% CI CPU Time GHSAUSA
Ackley 1.1 × 10−14 ± 0.0 5.9 × 10−15 ± 1.9 × 10−16 9.27
Bohachevsky 9.2 × 10−16 ± 1.2 × 10−17 1.6 × 10−16 ± 8.9 × 10−18 9.36
Griewank 0.0219 ± 0.0013 0.0084 ± 7.8 × 10−4 9.27
Rastrigin 3.4 × 10−14 ± 9.4 × 10−16 1.4 × 10−14 ± 0 9.34
Scaled Rastrigin 6.9 × 10−14 ± 3.0 × 10−16 0.0995 ± 0.0245 9.34
Skewed Rastrigin 8.1985 ± 0.1125 7.0145 ± 0.1078 9.18
Schaffer 3.6 × 10−20 ± 5.6 × 10−22 1.0 × 10−20 ± 1.4 × 10−22 9.29
Schwefel 770.0818 ± 26.4045 251.8875 ± 14.3952 9.43
Table 6.18. 10-D USA-ES (λUSA = 21) vs. GHSA-ES (λGHSA = 221)
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Function USA favg best ( x¯) 99% CI GHSA favg best ( x¯) 99% CI CPU Time GHSAUSA
Ackley 7.7 × 10−15 ± 1.7 × 10−16 7.1 × 10−15 ± 0 18.11
Bohachevsky 0 ± 0 0 ± 0 18.51
Griewank 0.0234 ± 0.0015 0.0071 ± 5.5 × 10−4 17.63
Rastrigin 7.4 × 10−15 ± 1.2 × 10−15 5.7 × 10−16 ± 3.3 × 10−16 17.86
Scaled Rastrigin 1.4 × 10−16 ± 1.2 × 10−16 0.2587 ± 0.0358 18.58
Skewed Rastrigin 7.5119 ± 0.1571 0.2089 ± 0.0388 17.51
Schaffer 3.6 × 10−20 ± 5.6 × 10−22 1.2 × 10−10 ± 1.4 × 10−12 17.88
Schwefel 631.8764 ± 8.7571 3.5532 ± 1.6567 18.96
Table 6.19. 20-D USA-ES (λUSA = 41) vs. GHSA-ES (λGHSA = 841)
Function USA favg best ( x¯) 99% CI GHSA favg best ( x¯) 99% CI CPU Time GHSAUSA
Ackley 4.1 × 10−10 ± 7.7 × 10−12 4.0 × 10−11 ± 3.3 × 10−12 36.57
Bohachevsky 0 ± 0 0 ± 0 37.10
Griewank 0.0213 ± 0.0019 0.0149 ± 8.3 × 10−4 35.78
Rastrigin 6.0 × 10−14 ± 2.3 × 10−15 1.3 × 10−14 ± 1.9 × 10−15 36.34
Scaled Rastrigin 8.9 × 10−15 ± 1.1 × 10−15 0.4477 ± 0.0495 37.19
Skewed Rastrigin 3.1142 ± 0.1043 0 ± 0 35.67
Schaffer 0.0069 ± 0.0012 2.9 × 10−5 ± 3.1 × 10−7 38.55
Schwefel 1, 305.0 ± 1.7716 2.5 × 10−11 ± 2.3 × 10−13 37.42
Table 6.20. 40-D USA-ES (λUSA = 81) vs. GHSA-ES (λGHSA = 3281)
From these results, it can be seen that the increase in order and number of deterministic
sampling points can prove to be beneficial on some of the more challenging problems.
However, the performance actually gets worse in terms of accuracy on the Scaled Rastrigin
problem in all dimension cases. The greatest benefit from using the 5th order sparse Gauss-
Hermite points can be seen on the Skewed Rastrigin and Schwefel functions, especially in
the 40-D case where the GHSA-ES is able to locate the global optimal solution an every
run. Looking at the previous experiments, this is the first algorithm that is able to do this
on these two problems in the 40-D case. However, this requires roughly thirty-six times the
computational time over the USA-ES in the 40-D case. This can translate to significantly
longer computation times as the expense of the function evaluations increase and as the
problem dimension is increased. Furthermore, as the search domain dimension is increased,
the number of sparse Gauss-Hermite points can become very large.
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(a) 40D Ackley (b) 40D Scaled Rastrigin
(c) 40D Skewed Rastrigin (d) 40D Schwefel
Figure 6.17. USA-ES vs. GHSA-ES on 40D test functions
Figure 6.17 illustrates the average fitness progressions for 100 runs of both ES types on
several of the more interesting cases for the 40-D problem set. It can be seen in Figure
6.17a, that the larger number of points slows down the average convergence rate per function
evaluation in the fitness domain, even though it is able to obtain better, or similar final
solutions on most of the problems in terms of average fitness value. Figure 6.17b illustrates
the Scaled Rastrigin function, where the increase in the number of points actually results
in less accurate final solutions, as they slow down the progression of the algorithm too
much for this relatively “shallow” fitness landscape. Lastly, Figures 6.17c and d illustrate
the two problems where the use of higher order points significantly improve the solution
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accuracy. These results indicate that the use of the GHSA-ES with higher order points
on problems with moderate dimensionality can be a very useful tool in some scenarios
where the USA-ES may be having difficulty due to the sparseness of 3rd order sigma points.
However, it should be noted that the 3rd order sigma points do surprisingly well given the
relatively small number of points used, even in higher dimensional problems.
Table 6.21 illustrates the percentage of runs that result in a solution that produced a fitness
value less than 10−8. This indicates how often each algorithm was able to obtain a globally
optimal solution during the 100 trials. It can be seen that the results illustrate similar trends
as were seen above in Tables 6.18-6.20.
Function USA % Success GHSA % Success
Ackley 10-D 100 100
Ackley 20-D 100 100
Ackley 40-D 100 100
Bohachevsky 10-D 100 100
Bohachevsky 20-D 100 100
Bohachevsky 40-D 100 100
Griewank 10-D 10 29
Griewank 20-D 12 45
Griewank 40-D 17 22
Rastrigin 10-D 100 100
Rastrigin 20-D 100 100
Rastrigin 40-D 100 100
Scaled Rastrigin 10-D 100 90
Scaled Rastrigin 20-D 100 74
Scaled Rastrigin 40-D 100 61
Skewed Rastrigin 10-D 0 0
Skewed Rastrigin 20-D 0 82
Skewed Rastrigin 40-D 1 100
Schaffer 10-D 100 100
Schaffer 20-D 96 100
Schaffer 40-D 0 0
Schwefel 10-D 3 10
Schwefel 20-D 0 97
Schwefel 40-D 0 100
Table 6.21. USA-ES vs. GHSA-ES success probabilities
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6.10 Discussion and Related Studies
The fundamental background and motivation behind using deterministic sampling in the
context of an ES was to increase the algorithm efficiency by choosing a set of meaningful
points that could better sample the search space with a minimal number of points. De-
terministic sampling is not a new idea, where numerical interpolation, integration, and
differentiation methods often rely on making intelligent choices for abscissas in a way that
minimize interpolation error [200]. However, the integration and employment of this tech-
nique within the context of ESs and GAs is new and unique. The utilization of unscented
sigma points is a logical fit when sampling from distributions given their nature and ability
to contain a lot of information about the distribution with the minimum number of points.
More specifically, the Gaussian 3rd order sigma points represent the minimum number of
sampling points for an n-dimensional Gaussian distribution that can exactly match up to 3rd
order statistical moments [197]. The logic behind utilizing these points, is that they are more
meaningful and have the potential to more efficiently sample the fitness landscape than the
conventional method of pure random sampling. They also only increase linearly in number
with respect to the problem dimension, which is very important when dealing with high
dimensional search spaces. It must be noted that other types of sampling distributions could
be considered such as Cauchy, Uniform, Beta, etc. that may offer superior performance on
some problems. The Gaussian distribution is selected for this study due to it’s popularity
within the ES community. In addition, a Gaussian distribution best emulates the process of
mutation in Biology where small mutations from the mean are far more likely than large
mutations.
In addition to the increased statistical meaning behind these deterministically chosen sam-
pling points, they produce a much more symmetric sampling spread that would require a
significant amount of random sampling to replicate. As an analogy, it is similar to fishing
with a more evenly spaced fishing net compared to fishing with a net that has a randommesh
size with areas that posses very fine meshes and other areas that have very coarse mesh
sizes. Without any prior knowledge of the problem space (or where the fish are located) this
is not likely the best approach. As the number of random points increases, the mean dis-
tances between nodes in the randomly spaced fishing net will become smaller and smaller.
The solution quality experiments in Sections 6.6.1 and 6.8.1 along with their respective
results reflect this idea, where as the number of sample points is increased, the performance
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of the algorithms improves and approaches that of the USA-ES which uses deterministic
sampling. It should be noted that the deterministic ESs developed and investigated in this
chapter only utilize half of the information associated with the abscissas. Both unscented
sigma points and Gauss-Hermite points have weights that are associated with each point that
these algorithms currently ignore. In doing this, potentially useful information is discarded
by not incorporating these weights into the search updates. In addition, these points are only
utilized to update the sampling distribution mean and not the covariance. In fact several
authors have shown optimal convergence rates based on simplified ESs operating on simple
cost functions such as the spherical function [180]. Knowing these rates, the simplified,
simulated annealing style cooling schedule is likely not the optimal way to update the co-
variance as the search progresses. These are the issues that will ultimately be addressed in
Chapter 7 where the nodes and associated weights are fully employed to intelligently adapt
both the sampling distribution mean and covariance.
The literature research conducted indicates that the use of entirely deterministic sampling
within the context of an ES that results in a repeatable algorithm is a new contribution.
However, there have been several authors that have been investigating ideas where the
randomness of the sampling is reduced through the process of reflecting, or mirroring,
sample points across the search space. Auger et al. conducted a study where they investigate
the idea of mirroring a portion of the randomly sampled points [201]. They investigate three
different mirroring schemes: one where the points to be mirrored are randomly selected,
another where a lowest performing subset of the sample points are mirrored, and the last one
where the lower performing subset are mirrored based on direction, but the magnitude of
the mirrored vector are randomly rescaled. In these schemes, after the points are mirrored,
the better of the two (un-mirrored vs. mirrored) is selected to become part of the offspring
population. In developing these techniques, they were able to theoretically and empirically
prove increases in convergence rates of up to 56% over traditional ESs with recombination
on a spherical cost function [201]. Furthermore, they conclude that this benefits ESs
with relatively small populations significantly more than algorithms with large populations
given that larger populations are likely to already have points close to where the mirrored
points might lie [201]. While their methods of mirroring points are fundamentally different
than using sets of predetermined abscissas for sampling, this finding supports the fishing
net analogy idea where larger numbers of random points begin to generate increasingly
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symmetric sample sets, thus decreasing the advantage that deterministic methods have over
Monte Carlo schemes. They also point out that mirroring all of the points can result in a
bias toward small update steps which has the potential to lead algorithms to prematurely
converge. This is the reason why they implement a down select between mirrored points
and introduce a method that randomly scales the mirrored point vector magnitude [201].
This bias is avoided in both the USA-ES and GHSA-ES due to the carefully controlled
covariance adaptation scheme. However, this is something that needs to be kept in mind
when these points are fully leveraged in both the mean and covariance updates, as will be
seen in Chapter 7.
6.11 Application of USA-ES To Trajectory Optimization
The final section of this chapter focuses on an application of the USA-ES algorithm to
solve the discretized lunar lander optimal control problem (Equation (4.3)) introduced in
Section 4.2. This is a step toward more realistic optimal control problems that will put
the USA-ES to the test in terms of dimensionality and real-world applicability. Before this
algorithm is directly applied to a lunar lander optimal control problem, several modifica-
tions and improvements are implemented to help enhance the global search capability and
computational speed of the USA-ES.
6.11.1 Further Enhancing The USA-ES For Global Search
The USA-ES algorithm, as described in Section 6.3 above, appears to have a set number
of search points as a function of the problem dimension. With sigma points, it can be
fairly difficult to generate higher order sets of points. It has been shown that other pa-
rameterizations can be utilized, such as Gauss-Hermite points on sparse grids. However,
these methods still suffer from the curse of dimensionality, making them difficult to apply
on the high-dimensional search domains that often result from time discretization. If a
standard ES with random sampling is not providing sufficient solutions, the user can al-
ways increase the number of sample points. Unfortunately, it is not this straightforward
when using parameterizations of n-dimensional mutation distributions. Fortunately there
are several techniques that are not being utilized in the above simulations that can lead
to improved performance of the USA-ES on multimodal functions without changing the
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number of sampling points. These ideas are employed on the USA-ES for the trajectory
optimization problem and described in the following sections of this chapter.
6.11.2 Covariance Resets
One idea that has been alluded to earlier is the idea of resetting the covariance to its initial
values allowing the algorithm to continue to explore the search space after it has initially
converged to a local solution. The convergence can be measured by looking at the average
fitness value or the difference between parent values from one generation to the next to
determine if it has stagnated or settled at a certain value. This technique is added to the
USA-ES algorithm so that it is able to continue searching different areas by transitioning
from an increasingly local distribution (small covariance) to a global one (large covariance).
This resets the covariance to the initial values every time the average fitness from generation
to generation varies less than a user defined tolerance. In the case of the below simulations,
the tolerance is set to 10−6.
6.11.3 Parallel Implementation of The USA-ES
In addition to the covariance reset concept, the USA-ES is no different from other evo-
lutionary algorithms in that is lends itself very nicely to parallel computing. One way to
take advantage of this is to use a parallel island architecture where multiple processors run
the same USA-ES starting at different initial points in the search space. The islands (or
processors) then share data or have migrations every so many generations so that they may
help the other island populations leverage their successful searches. This idea again stems
from biology with the concept of isolated species at different geographical locations that
migrate every so often to different areas affecting those regional populations. In order to
implement this in a more efficient way on the USA-ES, the algorithm is coded in C versus
MATLAB so that it can run faster using a lower-level language. This is especially useful
when large numbers of iterations are desired (g f = 5 × 106 in this case). Message passing
interface (MPI) is then utilized to implement a parallel island version of the algorithm so
that it can be run on multiple processors simultaneously. The stopping criteria is simply
a set number of generations and the user defines a migration frequency in which the pro-
cessors share their best solution found to date with a neighboring processor using a simple
round-robin network architecture illustrated in Figure 6.18. This parallel implementation is
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done by inserting or “migrating” the best solution from one island population into the sorted
set of offspring from the receiving population in a way that it replaces the best offspring
member that it beats in terms of fitness. It must be noted that this best solution is able to
pull the various USA-ES algorithms that are running in parallel toward better regions of
the search space. This effect happens within the recombination operator, where the newly
migrated solution vector is factored into the creation of a new parent vector or distribution
mean. The degree to which this migration affects the search distribution of the receiving
processor is dependent on the relative differences in fitness value and Euclidean distance
between the migrated solution vector and the rest of the ρ offspring vectors being utilized
in the recombination operator. In the case where the relative fitness values are very similar,
there may be an instance where the migrated solution vectors are unable to pull given search
distributions out of locally optimal basins. However, it must be noted that in this scenario,
the parallelization of the algorithm still enhances the algorithm’s ability for global search
through the different starting points for each processor.
There are a number of different architectures andmigrations schemeswhere several solutions
are shared at a time. However, for the purposes of this study, the simple round-robin
architecture with single solution migrations will be used. This parallel construct allows
for faster convergence and improved search capability by helping each algorithm explore
areas that seem to be paying off the most in terms of good objective function values. A
number of studies have been conducted regarding these types of parallel island architectures
and what attributes lead to efficient algorithms [43], [202]. Unfortunately, the theoretical
analysis is somewhat lacking and is closely tied to problem-dependent characteristics that
are not easily known a priori so empirical analysis and tuning is often required to optimize
these parallel algorithms [202], [203]. For the purposes of this chapter, some empirical
analysis has influenced the choices for parameters such as the number of processors and
migration frequency used in the following sections, but it is not discussed here in detail nor
is it considered to be optimal.
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Figure 6.18. Simple round-robin parallel island architecture
6.11.4 Lunar Lander Results
These enhanced algorithms are run on Hamming using 256 processors evenly spread across
eight compute nodes (32 processors per node). Initially, the USA-ES is compared with
the RSA-ES on the lunar lander problem using 30 equally-spaced time nodes. Table
6.22 describes the settings used for this experiment. In this comparison experiment, each
algorithm is run 10 times for 106 generations so that an average performance can be obtained.
It can be seen in Figure 6.19 and in Table 6.23 that the USA-ES outperforms the RSA-ES
and is quickly able to find feasible solutions to the optimal control problem. Despite using
a large number of processors, covariance resets, and 106 generations, the RSA-ES is unable
to find feasible solutions to the problem on any of the 10 trials. However, the USA-ES is
able to find feasible, near-optimal solutions for all 10 trials.
Generations Migrations Processors p Recombination Reset Tolerance Trials
106 256 256 103 Logarithmic 10−6 10
Table 6.22. USA-ES vs. RSA-ES parameters for the lunar lander problem
Method Nodes ρ λ t f f ( x¯∗) Run Time (hours) f ( x¯∗) Error
USA-ES 30 31 63 1.446441 1.420873 0.12 3.8 × 10−2 %
RSA-ES 30 31 63 2.143810 5,213.153 0.23 3.7 × 105 %
Table 6.23. USA-ES vs. RSA-ES solutions to the lunar lander problem
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Figure 6.19. USA-ES vs. RSA-ES lunar lander problem average ﬁtness
progression
Next, the number of generations are increased along with the number of time nodes to
see how accurately, the USA-ES is able to solve the lunar lander problem when compared
to the known optimal solution to the problem. Table 6.24 describes the specific settings
that are used to solve the problem and Table 6.25 summarizes the results. Figure 6.20
illustrates the results obtained from the USA-ES on the minimum propellant lunar lander
problem. It can be seen that the USA-ES does a very good job of finding a solution that
meets all of the constraints through the use of exact penalty functions on state variables and
a simple repair technique on the control variable. The solution seems to improve and more
closely approaches the optimal solution as the number of nodes or time-steps is increased,
which is to be expected when using uniform time discretization. The last point on the
control trajectory being set to zero on the USA-ES solution is expected given the method
of numerical integration used. As one may recall, the integrator calculates the current state
based on the previous control node. At the last node, the final state value is only dependent
on the second to last control node. Given this, the algorithm obtains a better cost at no
expense to the constraints by setting the last control node equal to zero as is seen in the
results.
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Generations Migrations Processors p Recombination Reset Tolerance
5 × 106 256 256 103 Logarithmic 10−6
Table 6.24. USA-ES parameters for the lunar lander problem
Method Nodes ρ λ t f f ( x¯∗) Run Time (hours) f ( x¯∗) Error
USA-ES 30 31 63 1.444977 1.420317 0.5011 1.2 × 10−3 %
USA-ES 60 61 123 1.420438 1.420295 1.7409 3.5 × 10−4 %
USA-ES 80 81 163 1.414455 1.420299 3.2641 7.0 × 10−5 %
Table 6.25. USA-ES solutions to the lunar lander problem
(a) 30 Node USA-ES (b) 80 Node USA-ES
Figure 6.20. USA-ES solutions to the lunar lander problem
6.12 Conclusion
The results of this chapter illustrate how deterministic sampling has the potential to signif-
icantly improve performance of ESs. It has been shown through empirical examples that
sigma points and sparse Gauss-Hermite points represent statistically meaningful sampling
points that can be applied to more efficiently predict fitness landscapes in these types of
stochastic algorithms. A simple covariance adaptation concept is utilized to overcome the
loss of exploration capability that is achieved by having tails on a standard Gaussian dis-
tribution. These fairly simplistic ESs are able to significantly improve performance when
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compared to the RSA-ES. They also compete nicely with the state-of-the-art CMA-ES
and even outperforms this algorithm on some of the problems. Analytical gradients of the
benchmark test problems are used to verify that the USA-ES is very effective at finding a lo-
cal minimum with every run, and is able to find the globally optimal solution in many cases.
The global search capability is further enhanced through the use of parallel processing by
implementing a parallel island technique. Lastly, an optimal control problem is used to
demonstrate the potential application and transition toward applying this USA-ES concept
to real-world problems. This deterministic sampling concept produces very accurate re-
sults with the utilization of covariance resets and parallel processing. The introduction and
development of the USA-ES and GHSA-ES is a unique and powerful contribution that has
been shown here to increase optimization search performance on a number of challenging
optimization problems and is a promising new development applicable to many different
algorithms. The next chapter carries this idea of deterministic sampling even further by
fully utilizing both the nodes and associated weights to intelligently adapt both the mean
and covariance of search distributions within the construct of a state-of-the-art ES.
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CHAPTER 7:
Unscented Sampling In NESs
7.1 Introduction
The results from Chapter 6 are very encouraging, but are incomplete in a couple of ways.
First of all, neither the USA-ES or the GHSA-ES fully utilize the information contained
within the respective abscissas used for each algorithm as they only make use of the points
and neglect the associated weights. Second, these algorithms only utilize the deterministic
sampling to adapt the distribution mean and adapt the covariance through a predefined
“cooling” schedule that is invariant to the sampling results and objective function values.
This covariance adaptation scheme, while shown to be fairly successful on multimodal
problems, is only one solution to the problem. Amore intelligent scheme that is able to adapt
the covariance as a function of the fitness landscape could likely further enhance algorithm
performance. Given the promising empirical results shown in Chapter 6 regarding both
algorithm efficiency and accuracy, this chapter provides several unique contributions to the
ES community by further developing the concept of incorporating deterministic sampling
techniques into state-of-the-art ESs. More specifically, the NES and xNES, described in
Sections 5.13 and 5.14, are modified and developed to fully leverage sigma points. These
newNES variants evolve both the mean and covariance matrix of the n-dimensional, normal
search distributions by making use of the parametrized Gaussian nodes and their associated
weights.
This chapter introduces the technique for using deterministic sampling within the construct
of a NES. From there, it investigates the accuracy of these new methods by comparing
analytically solved search gradients with estimates generated from both random and deter-
ministic methods. Next, the application of deterministic sampling within the construct of
an xNES is investigated and applied to increase algorithm accuracy, speed, and robustness.
This new algorithm is then compared with the standard xNES along with the USA-ES on
the set of highly multimodal test functions outlined in Table 6.1. From there, a new form of
global optimization algorithm that utilizes the uxNES is developed and applied to a couple
of the more challenging test problems. Lastly, the uxNES is applied to the lunar lander
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problem to investigate its effectiveness and applicability to optimal control problems. A
summary paper of the work in this chapter has been submitted for publication and will be
presented at the AIAA Space 2016 Conference in Long Beach, CA [204].
7.2 unscented natural evolution strategy (uNES)
The use of a NES as the platform to further develop and investigate deterministic sampling
within ESs quickly becomes appealing for several reasons. First of all, the NES appears
to somewhat bridge the gap between stochastic and gradient-based optimization methods
given that it uses stochastic methods to approximate search gradient information that is
then used to update the ES parameters. Next, the NES variants are more eloquent and
straightforward than many of the other state-of-the-art ESs, such as the CMA-ES. The
logic and theory of how these algorithms work is fairly well-developed. This provides
the theoretical background and building blocks that allow for a meaningful integration of
deterministic sampling as part of the algorithm. Lastly, NESs have been shown to be
fairly competitive in terms of solution accuracy and convergence speeds, though it must
be noted that the CMA-ES has been shown to outperform conventional NESs in several
instances [49], [191].
7.2.1 Search Gradients Using Unscented Sampling
This chapter introduces a new technique for determining the search gradient through the
incorporation of unscented points. The standard NES search gradient technique described
in Section 5.13, utilizes a set of points that have been randomly sampled from a normal
distribution over a fitness landscape. This section investigates the use of deterministic
sampling methods such as 3rd order sigma points and their associated weights to determine
the expectations and resultant search gradients outlined in Section 5.13. It must be noted
that the 2n + 1 sigma points defined in Equation (6.2) in Section 6.3 also have a set of





(n+κ) i f i = 1
1
2(n+κ) else
i = [1, . . . , 2n + 1]
(7.1)
With these sigma points and weights, a very similar approach as the one described in Section
5.13 can be used to more accurately determine the search gradient. Throughout this chapter,
χi, represents the ith sigma point, Wσ,i is the ith sigma weight value, n is the dimension
of the search domain, µ represents the distribution mean, and κ is a user-defined parameter
that controls the spread of the points. It must also be noted that this form of the sigma point
calculation initially finds χi for a normal distribution with zero mean and an identity matrix
for the covariance. Lastly, χ¯i is the set of sigma points that have been translated by a given
mean µ and scaled by the square root of the covariance
√
C through an affine transformation
χ¯i = µ +
√
C χi.
Exact calculations of the mean and covariance for a Gaussian distribution can be recovered
from the sigma points and associated weights using the methodology illustrated in Equation
(7.2) [193]. This idea will be leveraged to more accurately solve for the search gradients
within the construct of a NES, as they are each using quadrature to calculate Gaussian
expectations. In Equation (7.2), both the mean, µ, and covariance, C, can be exactly








Wσ,i ( χ¯i − µ)( χ¯i − µ)T
(7.2)
As discussed in Section 5.13.1, the major component of an NES is finding the gradient
of the expected fitness value, J (θ), with respect to the distribution mean and covariance,
referred to as a search gradient and indicated by ∇θ J (θ). It can be seen that the calculation
of this search gradient is found by solving the expectation described in Equation (7.3). This
is important given that the sigma points, and sparse, probabilistic Gauss-Hermite points are
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well-suited for solving expectations of this form with Gaussian densities. In Equation (7.3),
x¯ is an n-dimensional offspring solution vector, f ( x¯) is the objective function evaluated
at x¯, and ∇θ J (θ) is the gradient of expected fitness with respect to the Gaussian search




. In the last line of Equation (7.3), it can be seen that the
approximation of ∇θ J (θ) is simply another form of Gaussian expectation that can be solved
for using a quadrature technique with sigma points and associated weights.
∇θ J (θ) =
∫ [
f ( x¯)∇θ log pi( x¯ |θ)] pi( x¯ |θ)dx¯
= Eθ
[
f ( x¯)∇θ log pi( x¯ |θ)] (7.3)
The standard NES utilizes Equation (7.4) to approximate the search gradient of expected
fitness w.r.t. θ using random sample points.
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It is known that accurate solutions for expectations of the form described in Equation (7.3)
can be obtained through the use of quadrature techniques coupled with the appropriate
choice of nodes and associated weights. Given that the expectation in Equation (7.3) is
using a Gaussian probability density function, the use of 3rd order sigma points and their
associated weights are appropriate for approximating Equation (7.3) with a relatively small
number of sample points. In theory, this simple quadrature technique should produce
solutions that would require a significantly larger number of randomly selected sample
points to match in terms of accuracy. Equation (7.5) illustrates how the search gradient can
be modified to incorporate the 3rd order sigma points, or sparse Gauss-Hermite abscissas,
to generate a more statistically meaningful, and hopefully more accurate expectation and
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thus search gradient calculation.
∇θ J (θ) ≈
λ∑
k=1
Wσ,k f ( χ¯k )∇θ logpi( χ¯k |θ)
where:
∇µlogpi( χ¯k |θ) = C−1( χ¯k − µ)
∇Clogpi( χ¯k |θ) = 12C
−1( χ¯k − µ)( χ¯k − µ)TC−1 − 12C
−1
(7.5)
Prior to further developing this algorithm to include a number of steps that increase algorithm
robustness and global search capability, a set of experiments is warranted to develop an
understanding of the advantages and performance enhancements that can be gained from
utilizing the proposed method for calculating search gradients.
7.3 Accuracy of ∇µJ (µ, σ) Search Gradient Estimates
The search gradient being calculated within an NES is the gradient of the expected fitness
with respect to both the covariance and mean when considering normal distributions. This
section investigates how closely the various techniques are able to estimate the gradient of
expected fitness on sample functions with respect to the mean of a Gaussian distribution,
µ. It must be noted that σ is the symbol used for the standard deviation.
7.3.1 ∇µJ (µ, σ) sensitivity to function order
Two simple functions are explored in this experiment in order to determine how the order
of an objective function impacts the accuracy of the various search gradient estimation
methods. The first case investigates the objective function f (x) = x2 where the analytical
calculation of the gradient of the expected fitness, J (µ, σ), for the case of µ = 0 σ = 1
is illustrated in Equation (7.7). Equation (7.6) is the analytical expression for the search











pi(x |µ, σ)∂x (7.6)
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Next, the 1-D Gaussian density function along with the natural logarithm of the Gaussian
density function are defined for clarity.











pi(x |µ, σ)) = − log(σ) − 1
2
log(2pi) − (x − µ)
2
2σ2














Next, the objective function f (x), the partial derivative of the Gaussian log density function
∂ log(pi(x |µ,σ))
∂µ , and the Gaussian density function pi(x |µ, σ) are all substituted back into
Equation (7.6) resulting in Equation (7.7).





















, it is an odd function multiplied by an even function, resulting in an odd function
making the indefinite integral equal to zero. This results in an analytical search gradient
that is equal to zero for this case, as depicted by Equation (7.8).
dJ (µ = 0, σ = 1)
dµ
= 0.0 (7.8)
This same exercise is performed on a 9th order function f (x) = x9. This investigation
is done for completeness to verify that the higher order Gauss-Hermite points are able to
still accurately solve for higher order search gradients. The analytical equation for a 1D
search gradient w.r.t. µ for a 9th order objective function evaluated at µ = 0 is depicted in
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(Equation 7.9).















Given that this is no longer an odd function, an integral table is used where the general form
for this type of integral where the exponential, q, is an even integer is depicted in Equation
(7.10). It is important to note that the ()!! operator is a double factorial where only the odd














A resultant search gradient for the 9th order function with µ = 0 is obtained after applying
this general definition to Equation (7.9).

















Lastly, this gradient is evaluated for the case where σ = 1 producing the analytical result
depicted in Equation (7.11).














 = 945 (7.11)
The random point error curve in Figure 7.1 represents the average magnitude of the error
between the true search gradient and the estimated gradient. These average errormagnitudes
represent the average error norm obtained from estimating the search gradient with a given
number of points 100 times. The number of sample points is then increased and this process
is repeated to generate the search gradient error curve for the random sampling technique.
The other methods are invariant from one run to the next, as they are deterministically
chosen. It must be noted that some of the methods have errors that are exactly equal to
zero. Given that these are plotted on logarithmic scales, they do not show up on the plot
but are still depicted in the legend for completeness. As indicated in Equation (7.7), the
calculation of the search gradient for the function f (x) = x2 ends up being a 3rd order
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equation. Given this, it is not surprising to see in Figure 7.1a and Table 7.1 that all of the
deterministic methods that are 3rd order accurate or higher have an error norm of zero or
within machine precision of zero. It is known that the integration error associated with
Monte Carlo integration techniques like the ones used to estimate search gradients with





slope of the error curve on a log-log plot should be roughly −1/2 [200].
It can be seen in Figure 7.1b and Table 7.1, that both the 11th (l=6) and 15th (l=8) order
Gauss-Hermite points are able to exactly calculate the search gradient for the 10th order
expectation of the function f (x) = x9, as would be expected. It is interesting to note that
the randomly sampled points can become more accurate than the 3rd order (l=2) and 7th
order (l=4) Gauss-Hermite points when a sufficient number of samples are taken for this
1-D example case where µ = 0 σ = 1. It must be noted that when using the 3rd order
sigma points with a κ value of zero, it is essentially the same as only using two points in
this 1-D case. With this, it can be seen that the case with a non-zero κ value produces better
results on the higher order function. These simple 1-D cases are used to make the analytical
calculations a little less cumbersome, but are not entirely representative of a typical problem
where the algorithm will likely be working in higher dimensions and with a non-zero mean.
Given this, further analysis is needed to get a more realistic search gradient comparison for
the types of problems that will be considered in this chapter.
(a) f (x) = x2 (b) f (x) = x9
Figure 7.1. Accuracy of ∇µJ (µ, σ) on the 1-D functions f (x) = x2 and
f (x) = x9 (µ = 0, σ = 1)
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Method f (x) = x2 Error f (x) = x9 Error
Random (131,072 points) 0.01 53.9609
3rd Order Sigma κ = 0 (3 points) 0.0 944
3rd Order Sigma κ = 4.5 (3 points) 0.0 0.00452
3rd Order G-H Smolyak (2 points) 0.0 944
7th Order G-H Smolyak (4 points) 0.0 504
11th Order G-H Smolyak (6 points) 1.4 × 10−17 1.1 × 10−13
15th Order G-H Smolyak (8 points) 6.2 × 10−17 1.1 × 10−13
Table 7.1. Accuracy of ∇µJ (µ, σ) on the 1-D functions f (x) = x2 and
f (x) = x9 (µ = 0, σ = 1)
7.3.2 Impact of varying σ on accuracy of ∇µJ (µ, σ)
Next, the same process is used to find the analytical search gradient of the function f (x) = x5
with arbitrary values of µ andσ. As seen in Equation (7.12), a similar process to the previous
case is followed, only this time a change of variables is required. With the result that follows,
the analytical solution to the search gradient with respect to µ for the function f (x) = x5 can
now be found as a function of both µ and σ. This allows for a trade study to determine the
effects that varying each parameter has on the search gradient error norms for the various
methods.
Without assigning specific values to µ and σ, the derivative of the Gaussian log density








Given this, Equation (7.12) depicts the function for the search gradient w.r.t. µ for generic
















From this point, a change of variables is warranted where z = (x − µ). With this ∂z∂x = 1→
∂z = ∂x and x = z + µ. Using these newly defined relations, Equation (7.12) takes on a
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Next, the term (z + µ)5z is expanded to produce the following result.
(z + µ)5z = µ5z + 5µ4z2 + 10µ3z3 + 10µ2z4 + 5µz5 + z6
As previously mentioned, the odd terms result in indefinite integrals that go to zero. Given
this, only the even terms need to be considered for the analytical calculation of this search
gradient.
(z + µ)5zeven terms = 5µ4z2 + 10µ2z4 + z6



















From here, this integral can be split up into several integrals that all fit the general form of























































































Lastly, this result can be further simplified to produce the analytical result for the search
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gradient w.r.t. µ of the function f (x) = x5, as depicted in Equation (7.14).
∂J (µ, σ)
∂µ
= 5µ4 + 30µ2σ2 + 15σ4 (7.14)
After looking at Table 7.2 and Figure 7.2, it can be seen that the higher order Gauss-Hermite
points are behaving as expected where they are able to produce exact results, given that
they are using quadrature to find a Gaussian-based expectation of a 6th order function.
It is interesting to see that adjusting the standard deviation has an opposite effect on the
random points as it does on the 3rd order deterministically chosen points. It can be seen
that a decreasing σ results in more accurate solutions for the 3rd order points, but results
in less accurate search gradients for the random points. In addition, the higher order sparse
Gauss-Hermite points seem to lose some accuracy as the standard deviation is decreased,
although they are still very accurate for all cases. The relative error values in Table 7.3
illustrate the accuracy of each method relative to the magnitude of the analytical search
gradient for each case. Similar trends can be seen by looking at these numbers as well.
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(a) σ = 0.1 (b) σ = 0.01
(c) σ = 0.001
Figure 7.2. Accuracy of∇µJ (µ, σ) on the 1-D function f (x) = x5 (µ = 1
and varying σ)
Method (σ = 0.1) (σ = 0.01) (σ = 0.001)
Random Best Avg. (131,072 points) 0.0336 0.2411 2.4256
3rd Order Sigma κ = 0 (3 points) 0.2014 0.0020 2.0 × 10−5
3rd Order G-H Smolyak (2 points) 0.2014 0.0020 2.0 × 10−5
7th Order G-H Smolyak (4 points) 2.7 × 10−15 5.3 × 10−13 1.7 × 10−13
11th Order G-H Smolyak (6 points) 4.4 × 10−15 1.1 × 10−13 4.5 × 10−11
15th Order G-H Smolyak (8 points) 5.3 × 10−15 1.4 × 10−13 1.2 × 10−11
Table 7.2. ∇µJ (µ, σ) error norms on the 1-D function f (x) = x5 (µ = 1
and varying σ)
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Method (σ = 0.1) (σ = 0.01) (σ = 0.001)
Random Best Avg. (131,072 points) 0.6% 4.8% 48.5%
3rd Order Sigma κ = 0 (3 points) 3.8% 0.04% 4.0 × 10−4%
3rd Order G-H Smolyak (2 points) 3.8% 0.04% 4.0 × 10−4%
7th Order G-H Smolyak (4 points) 5.0 × 10−14% 1.1 × 10−11% 3.4 × 10−12%
11th Order G-H Smolyak (6 points) 8.4 × 10−14% 2.2 × 10−12% 9.1 × 10−10%
15th Order G-H Smolyak (8 points) 1.0 × 10−13% 2.7 × 10−12% 2.4 × 10−10%
Table 7.3. ∇µJ (µ, σ) relative error on the 1-D function f (x) = x5 (µ = 1
and varying σ)
7.3.3 Impact of varying µ on accuracy of ∇µJ (µ, σ)
Next, a similar set of experiments is used to investigate the effect that varying the mean
has on the accuracy of estimated search gradients with respect to µ. It must be noted that,
within a typical NES, µ represents the location of the search distribution within the search
domain and can take on many values throughout the progression of the algorithm. Given
this, it is important to see how sensitive the various search gradient estimation techniques
are to changes in µ. In these experiments, σ = 0.1 and the mean takes on various values
as indicated in Figure 7.3 and Table 7.9. It can be seen that the error norms for all of the
methods increase as the magnitude of the mean is increased. However, the error norms
for the random points increase much more rapidly with respect to the magnitude of the
mean than the other methods do. Table 7.5 illustrates the relative error with respect to
the analytical solution for the various cases. The relative error illustrates the same reverse
trend as was seen previously, where the random points get less accurate with regard to
relative error as the magnitude of the mean is increased, and the 3rd order sigma points get
increasingly accurate as the magnitude of the mean is increased. The higher order sigma
points do not seem to follow a definite trend with respect to relative error as the magnitude
of the mean is increased, as the differences are close to machine precision.
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(a) µ = −10.0 (b) µ = 0.0
(c) µ = 20.0
Figure 7.3. Accuracy of ∇µJ (µ, σ) on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
Method (µ = −10.0) (µ = 0.0) (µ = 20)
Random Best Avg. (131,072 points) 2256.3785 2.3 × 10−5 71,658.4
3rd Order Sigma κ = 0 (3 points) 20.001 0.0014 80.0014
3rd Order G-H Smolyak (2 points) 20.001 0.0014 80.0014
7th Order G-H Smolyak (4 points) 2.2 × 10−10 2.2 × 10−19 2.6 × 10−9
11th Order G-H Smolyak (6 points) 5.0 × 10−10 0.0 7.5 × 10−9
15th Order G-H Smolyak (8 points) 2.2 × 10−11 2.2 × 10−19 2.3 × 10−10
Table 7.4. ∇µJ (µ, σ) error norms on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
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Method (µ = −10.0) (µ = 0.0) (µ = 20)
Random Best Avg. (131,072 points) 4.5% 1.5% 9.0%
3rd Order Sigma κ = 0 (3 points) 0.04% 93.3% 0.01%
3rd Order G-H Smolyak (2 points) 0.04% 93.3% 0.01%
7th Order G-H Smolyak (4 points) 4.4 × 10−13% 1.4 × 10−14% 3.2 × 10−13%
11th Order G-H Smolyak (6 points) 1.0 × 10−12% 0.0% 9.3 × 10−13%
15th Order G-H Smolyak (8 points) 4.4 × 10−14% 1.4 × 10−14% 2.9 × 10−14%
Table 7.5. ∇µJ (µ, σ) relative error on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
7.3.4 Accuracy of ∇µJ (µ, σ) for a 10-D problem
This experiment revisits the 5th order function using a multidimensional form f ( x¯) =∑n
i=1 x
5
i , where n = 10. The function is evaluated at the point x¯ = [1, 2, ..., 10] with
C = 0.1 × I. Given that there are no cross terms in the covariance matrix, and the random
variable is independent and identically distributed (i.i.d.), the Equation (7.14) can be used
to calculate each component of the search gradient in each dimension independently as
follows: ∇µJ (µ, σ)i = 5µ4i + 30µ2i σ2i,i + 15σ4i,i i = [1, . . . , n]. Figure 7.4 and Table 7.6
illustrate these results. It can be seen that the 3rd order points perform very favorably when
compared to fairly large numbers of random points in the case where there is a non-zero
mean and the dimension is larger than one. More specifically, the estimated search direction
error, or angle between the true search gradient and estimated search gradient is off by only
eight hundredths of a degree. This accuracy cannot be matched with random sampling,
even after using 106 sample points. Due to the fact that the NESs utilize learning rate
parameters, the direction error between the analytical search gradient and estimated search
gradient is likely the most important metric for the purposes of a typical NES application.
This is due to the fact that the learning rates alter the magnitude of the estimated search
gradients to change the search progression speeds, however, the angles or search directions
are not affected by these rates.
It must also be noted that the computational error due to roundoff is increasingly noticeable
in the higher dimensional cases where there are significantly larger numbers of sample
points. This effect was not as noticeable in the 1-D cases where the difference between
each set of higher order Gauss-Hermite points was relatively small. Given this, it is best to
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use the lowest order abscissas possible that still have a high enough accuracy to accurately
integrate the given expectation order. The significant increase in search gradient accuracy
when using the deterministic methods is the primary justification for employing the use of
3rd order sigma points, or higher order sparse Gauss-Hermite points, within the construct
of the NES algorithms. This use of deterministic sampling to improve search gradient
accuracy proves to be very useful when solving the various test problems throughout this
chapter.
(a) Search gradient L2 error norm (b) Search gradient direction error (deg)
Figure 7.4. ∇µJ (µ, σ) accuracy for the 10-D function f ( x¯) = ∑ni=1 x5i (µ¯ =
[1, . . . , n]T and C = 0.1 × I)
Method L2 Error Norm Relative Error Direction Error (deg)
Random (1,000,000 pts) 1205.83 1.85% 1.04
3rd Order Unscented κ = −9 (21 pts) 318.67 0.49% 0.08
3rd Order GH Smolyak (21 pts) 318.67 0.49% 0.08
7th Order GH Smolyak (1581 pts) 9.9 × 10−9 1.5 × 10−11% 8.5 × 10−7
11th Order GH Smolyak (40,405 pts) 3.3 × 10−7 5.0 × 10−10% 0.0
15th Order GH Smolyak (581,385 pts) 1.9 × 10−4 2.9 × 10−7% 0.0
Table 7.6. ∇µJ (µ, σ) accuracy on 10-D function f ( x¯) = ∑ni=1 x5i (µ¯ =
[1, . . . , n]T and C = 0.1 × I)
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7.4 Accuracy of ∇σJ (µ, σ) Search Gradient Estimates
Next, a similar sensitivity analysis considering the search gradient with respect to the
standard deviation, ∇σ J (x |µ, σ) is conducted . A similar exercise must be performed in
order to find the analytical solution to a search gradient w.r.t. σ on the function f (x) = x5
for arbitrary values of µ and σ.
Equation (7.15) is the analytical expression for the search gradient w.r.t. σ as a result of the











pi(x |µ, σ)∂x (7.15)
The process is essentially the same as before, only this time the derivative of the log density










From this point, the search gradient w.r.t. σ for the function f (x) = x5 is described by




















Next, a change of variables is used such that z = (x − µ). With this ∂z∂x = 1 → ∂z = ∂x
and x = z + µ. Using these newly defined relations, Equation (7.16) takes on a new form as

























is expanded to produce the following result.
(z + µ)5 *, z
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As previously mentioned, the odd terms result in indefinite integrals that go to zero. Given
this, only the even terms need to be considered for the analytical calculation of this search
gradient.




 even terms = −µ5 + *,
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Next, this is substituted back into Equation (7.13) producing the following result. It can be
























































































































Lastly, this result can be further simplified to produce the analytical result for the search









7.4.1 Impact of varying σ on accuracy of ∇σ J (µ, σ)
With the analytical expression for the search gradient w.r.t. σ, trades can now be performed
to see how accurate each estimation method is. Figure 7.5, Table 7.7, and Table 7.8
illustrate the results obtained from the different search gradient of the function f (x) = x5
estimation techniques for three different values of σ. Again, it can be seen that sparse
Gauss-Hermite abscissas that have an order that is equal to or higher than 6th order are
able to obtain machine precision accuracy. This is expected and provides more confidence
that the analytical solution to this search gradient, along with the methodology used to
estimate it are correct. With this, it can be seen that varying σ has little to no effect on
the unscented techniques. This is slightly different than what was seen previously, where
the error improved as σ was decreased. It can also be seen that the error norms and
relative errors associated with the random sampling technique get worse as the value of σ
is decreased. This trend is similar to what was seen in the previous experiments regarding
the search gradient w.r.t. µ.
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(a) σ = 0.1 (b) σ = 0.01
(c) σ = 0.001
Figure 7.5. Accuracy of ∇σ J (µ, σ) estimates on the 1-D function f (x) = x5
(µ = 1 and varying σ)
Method (σ = 0.1) (σ = 0.01) (σ = 0.001)
Random Best Avg. (131,072 points) 0.061 0.274 3.222
3rd Order Sigma κ = 0 (3 points) 2.06 0.200 0.02
3rd Order G-H Smolyak (2 points) 2.06 0.200 0.02
7th Order G-H Smolyak (4 points) 9.3 × 10−15 4.3 × 10−13 2.9 × 10−11
11th Order G-H Smolyak (6 points) 2.2 × 10−15 2.4 × 10−13 1.1 × 10−12
15th Order G-H Smolyak (8 points) 1.1 × 10−14 8.6 × 10−14 3.8 × 10−11
Table 7.7. ∇σ J (µ, σ) error norms on the 1-D function f (x) = x5 (µ = 1
and varying σ)
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Method (σ = 0.1) (σ = 0.01) (σ = 0.001)
Random Best Avg. (131,072 points) 3% 137.1% 16, 111.5%
3rd Order Sigma κ = 0 (3 points) 100% 100% 100%
3rd Order G-H Smolyak (2 points) 100% 100% 100%
7th Order G-H Smolyak (4 points) 4.5 × 10−13% 2.2 × 10−10% 1.5 × 10−7%
11th Order G-H Smolyak (6 points) 1.1 × 10−13% 1.2 × 10−10% 5.3 × 10−9%
15th Order G-H Smolyak (8 points) 5.2 × 10−13% 4.3 × 10−11% 1.9 × 10−7%
Table 7.8. ∇σ J (µ, σ) relative error on the 1-D function f (x) = x5 (µ = 1
and varying σ)
7.4.2 Sensitivity of varying µ on accuracy of ∇σ J (µ, σ)
A similar set of experiments are used to investigate the effect that varying the mean has on
the accuracy of estimated search gradients with respect to σ. In these experiments, σ = 0.1
and the mean takes on various values as indicated in Figure 7.6 and Table 7.3. It can be
seen that the error norms for all of the methods increase as the magnitude of the mean is
increased. However, it can be seen that the error norms for the random points increases
much more rapidly with respect to the magnitude of the mean than the other methods do.
Table 7.10 illustrates the relative error with respect to the analytical solution for the various
cases. The trends in relative error are a little more telling in how the various methods are
behaving with respect to increasing the magnitude of µ. It is interesting to note that the
relative error using random sampling significantly increases when the magnitude of µ is
increased, whereas the relative error for the deterministic methods is constant, or close to
constant.
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(a) µ = −10.0 (b) µ = 0.0
(c) µ = 20.0
Figure 7.6. ∇σ J (µ, σ) accuracy on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
Method (µ = −10.0) (µ = 0.0) (µ = 20)
Random Best Avg. (131,072 points) 3,152.6 6.9 × 10−5 82,903.1
3rd Order Sigma κ = 0 (3 points) 2,000.6 0.0 16,001.2
3rd Order G-H Smolyak (2 points) 2,000.6 0.0 16,001.2
7th Order G-H Smolyak (4 points) 3.5 × 10−9 0.0 1.1 × 10−7
11th Order G-H Smolyak (6 points) 8.2 × 10−9 0.0 2.6 × 10−7
15th Order G-H Smolyak (8 points) 2.7 × 10−10 0.0 9.4 × 10−8
Table 7.9. ∇σ J (µ, σ) error norms on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
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Method (µ = −10.0) (µ = 0.0) (µ = 20)
Random Best Avg. (131,072 points) 157.6% NaN% 518.1%
3rd Order Sigma κ = 0 (3 points) 100% 0.0% 100%
3rd Order G-H Smolyak (2 points) 100% 0.0% 100%
7th Order G-H Smolyak (4 points) 1.7 × 10−10% 0.0% 6.9 × 10−10%
11th Order G-H Smolyak (6 points) 4.1 × 10−10% 0.0% 1.7 × 10−9%
15th Order G-H Smolyak (8 points) 1.3 × 10−11% 0.0% 5.8 × 10−10%
Table 7.10. ∇σ J (µ, σ) relative error on the 1-D function f (x) = x5 (σ = 0.1
and varying µ)
7.4.3 uNES Performance
As is illustrated in Section 7.2.1, more accurate search gradients can be obtained through
the use of quadrature and deterministically chosen sample points and weights. Algorithm
3 illustrates the result of putting all of these pieces together. It can be seen that the
search gradients,
[
∇µJ (θ),∇C J (θ)
]





all determined using deterministic points, χ¯ and weights, Wσ. Lastly, the mean, µ, and
covariance, C, are updated using the same technique as the standard NES. Algorithm 3
describes the uNES that uses the improved, unscented natural search gradient techniques
within the construct of a standard NES. This algorithm does not use the fitness shaping
techniques that are often used in many of the NES variants [41]. In many of the NES
algorithms, the fitness values of the offspring are scaled or shaped with respect to their rank
order. As an example, the standard NES often utilizes a logarithmic fitness shaping scheme,
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similar to the CMA-ES, as described in Section 5.13.3.
Algorithm 3: uNES Algorithm
Initialize: µ(0) = random uniform ∈ [LB,UB]Rn ;
User-Defined Parameters: gmax, ηµ, ηC, and C (0);
g = 0;
while stopping criteria not satisfied do




C (g) χk ;
Evaluate f ( χ¯k ) k = [1, . . . , λ];
Determine search gradients;
∇µJ (θ) ≈ ∑λk=1 Wσ,k f ( χ¯k ) [ 1C (g) ( χ¯k − µ(g))] ;
∇C J (θ) ≈ ∑λk=1 Wσ,k f ( χ¯k ) [ 12 1C (g) ( χ¯k − µ(g))( χ¯k − µ(g))T 1C (g) − 12 1C (g) ] ;






C (g) ( χ¯k − µ(g))
) (
1

















C (g) ( χ¯k − µ(g))( χ¯k − µ(g))T 1C (g) − 12 1C (g)
)T
;
Update µ and C;




C (g+1) = C (g) + ηC
(
FC (g)
)−1 ∇C J (θ);
g = g + 1;
end
The uNES outlined in Algorithm 3 is applied to a simple, 10-D parabolic function where




i . In addition, the standard version of an NES with random sampling and
fitness shaping is also applied to the same problem using the same learning rates and initial
covariance values. Figure 7.7 and Table 7.11 illustrates this simple comparison, where
the increased search gradient accuracy appears to increase both convergence speed and
accuracy for this simple case.
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(a) Fitness progression on a 10-D Parabola (b) Trace of C Progression on a 10-D Parabola
Figure 7.7. uNES/NES comparison on parabolic function
Figure C0 ηC ηµ





Table 7.11. uNES/NES comparison parameters
This section has briefly shown the potential benefit of using deterministic sampling in the
construct of an NES algorithm by observing search gradient estimation accuracy and opti-
mization efficiency of a uNES on simple parabolic function. The next section investigates
the application of deterministic sampling within the construct of an xNES. This exponential
version of the NES proves to be more robust and efficient for both random sampling and
deterministic sampling, and will therefore be developed and applied to the set of multi-
modal benchmark functions introduced in Table 6.1. The standard NES is vulnerable to
matrix inversion issues coupled with the potential to evolve the covariance matrix to values
that are no longer positive definite. While the latter issue can potentially be avoided us-
ing several different techniques, the uxNES offers an elegant and computationally efficient
approach [191].
7.5 uxNES
As introduced in Section 5.14, the exponential form of the xNES can be developed using
a similar idea as what was done to develop the uNES. The exponential form of the NES
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employs the use of a change of coordinates so that the covariance and mean are being
updated in a natural, exponential space. This mapping forces the updated covariance matrix
to always be positive definite, and it removes the requirement to calculate or invert a Fischer
information matrix resulting in a faster and more robust algorithm [191]. However, in order
to use the same discretization methods as were used in the uNES, it has to be shown that the
underlying method for determining the search gradient is the same as depicted in Equation
(7.3) where the same Gaussian expectation is being solved after it has been mapped to this
new coordinate frame.
7.5.1 Relation to ∇θ J (θ) Expectation
The following exercise develops the xNES equations from this original Gaussian-based
expectation outlined in Equation (7.19) so it can be shown that the choice of 3rd order sigma
points and probabilistic Gauss-Hermite points are both appropriate choices for deterministic
sampling points used in obtaining more accurate search gradients within the construct of
an xNES. Glasmachers et al. utilize an exponential mapping to avoid problems associated




M ∈ Rd×d MT = M } andPd := {M ∈ Sd vTMv > 0 for all v ∈ Rd {0}}
denote the vector space of symmetric and the (cone) manifold of sym-
metric positive definite matrices, respectively. Then the exponential map
exp : Sd → Pd, M 7→ ∑∞n=0 Mnn! is a diffeomorphism: The map is bijective,
and both exp as well as its inverse map log : Pd → Sd are smooth. [191]
For completeness, the log likelihood trick and resulting expectation to be solved is restated
in Equation (7.19) where the offspring solution vectors, x¯, are randomly selected from a
Gaussian distribution. The remaining steps taken are conducted to show that the uxNES
equations directly stem from this expectation, and can therefore be efficiently calculated
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using the unscented sigma points and sparse Gauss-Hermite points.
∇θ J (θ) = ∇θ
∫
f ( x¯)pi( x¯ |θ)dx¯
=
∫
f ( x¯)∇θpi( x¯ |θ)dx¯
=
∫
f ( x¯)∇θpi( x¯ |θ) pi( x¯ |θ)
pi( x¯ |θ) dx¯
=
∫ [
f ( x¯)∇θ log pi( x¯ |θ)] pi( x¯ |θ)dx¯
= Eθ
[
f ( x¯)∇θ log pi( x¯ |θ)]
(7.19)
In order to conduct the mapping into an exponential, natural space, Glasmachers et al.
introduce a change of variables described in Equation (7.20) such thatN (δ = 0,M = 0) is
equivalent to N (µ, A) [191].
δ → µnew = µ + Aδ






N (µ, A) = N (δ = 0,M = 0)
(7.20)
It can be seen that the original variables (µ, A) are recovered when δ and M go to zero when
looking at Equation 7.20. Using this change of variables, the new search gradients as well
as their approximation using unscented sample points, χ¯i, and weights, Wσ,i, are defined
in Equation (7.21). Where J (0, 0) indicates that they are evaluated at δ = 0 and M = 0 to
recover the original variables µ and A.








Wσ,i∇δ |δ=0 log pi( χ¯ |δ,M = 0)








Wσ,i∇M |M=0 log pi( χ¯ |δ = 0,M)
(7.21)
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The next step is to define the various terms in the search gradients, depicted in Equation
(7.21), beginning with the density function evaluated and natural log of the density function
evaluated at the sigma points χ¯. Before applying the exponential, natural variables δ and
M , these functions are represented in the form shown in Equation (7.22). This form uses a
factorization of the covariance matrix, A where AAT = C so that θ = [µ, A].
pi( χ¯ |θ) = 1
(
√




A−1 · ( χ¯ − µ)2)
logpi( χ¯ |θ) = −n
2
log(2pi) − log (det(A)) − 1
2
A−1 · ( χ¯ − µ)2
(7.22)
From here, the next step is to conduct the mapping of the log density function in Equation
(7.22) to the natural, exponential coordinate system using the new exponential variables
outlined in Equation (7.20). A simple substitution of variables leads to the new form of the
log density function outlined as follows.
logpi( χ¯ |δ,M) = − n
2















· ( χ¯ − (µ + Aδ) )
2
Next, this logarithmic density function undergoes several simplification steps to get it into
a form that is easier to work with when calculating it’s gradients. First of all, given an
arbitrary matrix D the property exp(D))−1 = exp(−D) is used to produce the following:
logpi( χ¯ |δ,M) = − n
2














A−1 · ( χ¯ − (µ + Aδ) )
2
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Next, given two arbitrarymatrices D and E the property det(DE) = det(D)det(E) is applied
to this log density function.
logpi( χ¯ |δ,M) = − n
2














A−1 · ( χ¯ − (µ + Aδ) )
2
From here, the matrix relationship det(exp(D)) = exp(tr(D)) is applied to the Gaussian
log density function to produce the following:
logpi( χ¯ |δ,M) = − n
2














A−1 · ( χ¯ − (µ + Aδ) )
2
The last simplification step uses the property log(exp(D)) = D resulting in the mapped log
density function of a Gaussian outlined in Equation (7.23).
logpi( χ¯ |δ,M) = − n
2












A−1 · ( χ¯ − (µ + Aδ) )
2 (7.23)
Now that the Gaussian log density function has successfully been mapped to the expo-
nential, natural space, the gradients of the Gaussian log density function with respect to
the exponential, natural variables δ and M are needed to calculate the mapped expectation
outlined in Equation (7.21). First, the new gradient of the Gaussian log density function
with respect to δ, ∇δ |δ=0 log pi( χ¯ |δ,M = 0), is developed in Equation (7.24). Starting with
Equation (7.23) and letting M = 0 produces the following:
log pi( χ¯ |δ,M = 0) = −n
2
log(2pi) − log (det (A)) − 1
2
A−1 · ( χ¯ − (µ + Aδ)2
275
Next, the definition of an L2 norm is used to further simplify this expression. Terms that
are independent of δ have been removed for simplification.

















χ¯ − (µ + Aδ)))2]
From this point, the chain rule is applied to take the gradient of this function w.r.t. δ
producing the following result:






χ¯ − µ − Aδ)) (−AA−1)T ]
δ=0
After evaluating this expression at δ = 0 the function is further simplified.
∇δ |δ=0logpi( χ¯ |δ,M = 0) = A−1 ( χ¯ − µ)
Next, the definition of χ¯ = µ + Aχ is used and substituted into this expression to generate
the following:
∇δ |δ=0logpi( χ¯ |δ,M = 0) = A−1 (µ + Aχ − µ)
Lastly, Equation (7.24) results from further simplifying terms to produce a simple expression
for the gradient of the Gaussian log density function w.r.t. δ evaluated at (δ = 0,M = 0).
∇δ |δ=0logpi( χ¯ |δ,M = 0) = χ (7.24)
Now that ∇δ |δ=0logpi( χ¯ |δ,M = 0) has been derived, the gradient of the expected fitness
with respect to M , ∇M |M=0 log pi( χ¯ |δ = 0,M), is solved for using a similar approach.
Starting with Equation (7.23) and letting δ = 0 produces the following:
log pi( χ¯ |δ = 0,M) = −n
2












A−1 · ( χ¯ − µ)

2
As was done previously, the definition of the L2 norm is utilized to produce the following
expression for the gradient of the log density function w.r.t. M . Terms that are independent
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of M have been removed for simplification.



















Next, the chain rule is applied to find the gradient of this expression w.r.t. M . In addition,
the property ∂∂D tr (D) = I is used for finding the gradient of the trace of a positive definite
matrix.























At this point, this function can be evaluated at M = 0 to produce the following result:











χ¯ − µ)]T 
Next, the definition of χ¯ is again used such that the substitution χ¯ = µ + Aχ can be made.











µ + Aχ − µ)]T 
Finally, this expression can be further simplified to produce Equation (7.25).
∇M |M=0logpi( χ¯ |δ = 0,M) = 12
(
χ χT − I
)
(7.25)
Given that both ∇δ |δ=0 log pi( χ¯ |δ,M = 0) and ∇M |M=0 log pi( χ¯ |δ = 0,M) have now been
solved for, as outlined in Equation (7.24) and Equation (7.25), all of the necessary terms
for the new search gradients have been found. The new search gradient estimates resulting
from the xNES mapping and application of sigma points can be found by substituting
∇δ |δ=0 log pi( χ¯ |δ,M = 0) and ∇M |M=0 log pi( χ¯ |δ = 0,M) back into Equation (7.21), as
illustrated in Equation (7.26). This results in the new unscented form of the natural,
exponential search gradient estimates. In this new coordinate frame, the Fischer information
matrices become the identitymatrix, resulting in a further simplified algorithm that no longer
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needs to calculate these matrices or invert them.





















Next, by introducing learning rates ηµ and ηA, the parameter updates for the uxNES can be
calculated with sigma points and weights as depicted in Equation (7.27). This exercise has
shown that these equations are directly derived from the original expectation in Equation
(7.19). It is important to verify this and confirm that the choice of both sigma point
and probabilistic Gauss-Hermite discretization techniques are appropriate to enhance the
performance of the xNES by more efficiently solving this Gaussian expectation. This is
indeed the case, given that theGaussian expectation is still at the center of the search gradient
calculations and has simply been mapped to a new coordinate frame without altering the
fundamental form of the equation.

























Algorithm 4 illustrates how the uxNES works by incorporating all of the steps to include
these new updates for the mean and Cholesky factor of the covariance matrix.
Algorithm 4: uxNES Algorithm (Version 1)
Initialize: µ(0) = random uniform ∈ [LB,UB]Rn ;
User-Defined Parameters: gmax, ηµ, ηA, and A(0);
g = 0;
while stopping criteria not satisfied do
Transform unscented points for given µ and A;
χ¯k = µ
(g) + A(g) χk ;
Evaluate f ( χ¯k ) k = [1, . . . , λ];
Determine search gradients;
∇δ J (0, 0) ≈ ∑λi=1 f ( χ¯i) Wσ,i χi;













Update parameters µ and A;
µ(g+1) = µ(g) + ηµ∇δ J (0, 0);
A(g+1) = A(g) exp
(
ηA∇M J (0, 0));
g = g + 1;
end
Lastly, Glasmachers et al. add a degree of flexibility to the algorithm by further factoring the
Amatrix into aσx and B component [191]. Using this factorization, σx is a scalar and B is a
matrix whereσxB = A. Using this method, the parameter updates are described in Equation
(7.28) where ησ and ηB are the learning rates that correspond to these factored components
of the Amatrix. The exponential form of the NES is utilized for the remainder of this chapter
due to its increased robustness in that it ensures all covariance updates produce feasible,
positive definite covariance values. In addition, it runs faster as it no longer requires the
calculation and inversion of the Fischer information matrix as the standard NES and uNES
did [191].
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Algorithm 5 illustrates the full algorithm using the factored A = σB matrix approach for
additional control and flexibility in adapting the distribution covariance. It can be observed
that the exact same gradients ∇δ J (0, 0) and ∇M J (0, 0) are still identical to what was solved
for in the previous exercise, but now the Amatrix update is simply factored into translational
and rotational components. This is the form of the update equations that are used for the
uxNES in the following sections; however, the covariance learning rates ησ and ηB are set
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equal to each other which is equivalent to using the form depicted in Algorithm 4.
Algorithm 5: uxNES Algorithm (Version 2)
Initialize: µ(0) = random uniform ∈ [LB,UB]Rn ;
User-Defined Parameters: gmax, ηµ, ησ, ηB, and A(0);






while stopping criteria not satisfied do




x B(g) χk ;
Evaluate f ( χ¯k ) k = [1, . . . , λ];
Determine search gradients;
∇δ J (0, 0) ≈ ∑λi=1 f ( χ¯i) Wσ,i χi;













∇σx J (0, 0) ≈ tr(∇M J (0,0))n ;
∇B J (0, 0) ≈ ∇M J (0, 0) − ∇σx J (0, 0)I;
Update parameters µ, σx , and B;







ησ∇σx J (0, 0)
)
;
B(g+1) = B(g) exp
(
ηB∇B J (0, 0));
g = g + 1;
end
7.6 Performance of uxNES
With the development of the uxNES as an algorithm that incorporates 3rd order sigma
points to efficiently and accurately calculate search gradients, the next step is to apply
this algorithm to the set of benchmark problems outlined in Table 6.1. Initial results
on these problems reveal a fitness scaling issue that has to be addressed. A dynamic
scaling technique is introduced to further increase the robustness of the uxNES over a range
of potential magnitudes of objective function values. In addition, the problem-dependent
nature of the covariance learning rates as compared to algorithm performance is investigated
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so that the appropriate rates can be chosen for the various benchmark test problems. Lastly,
this section compares the standard xNES and uxNES on 10-D, 20-D, and 40-D versions of
the benchmark test functions.
A simple analysis on a 10-D parabolic function illustrates the improvements in convergence




i . Figure 7.8 and Table 7.12 illustrate
these results. It can be seen that the standard xNES results in a fitness progression that is a
little noisy as a result of random sampling whereas the fitness progression is smooth for the
uxNES. It is also interesting to note that performance does not significantly improve with
the addition of more random sample points. For this reason, the solution quality studies
where the number of sample points are incrementally increased until solution quality is
matched are not conducted in this chapter, however simple side-by-side average fitness
comparisons are still performed. The reason that the results do not significantly improve by
increasing the number of sample points is due to the incorporation of fitness-shaping into
the search gradient calculation.
(a) Equal Sample Size (b) Unequal Sample Size
Figure 7.8. uxNES/xNES comparison on a 10-D parabolic function
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Algorithm f ( x¯) Evals f ( x¯best ) C0 ησ = ηB ηµ
xNES (21 points) 4,200 0.003054 0.1 × I 3(3+log(n))5n√n 1.0
xNES (100 points) 20,000 0.52205 0.1 × I 3(3+log(n))5n√n 1.0
uxNES (21 points) 4,200 1.2 × 10−18 0.1 × I 3(3+log(n))5n√n 1.0
Table 7.12. uxNES/xNES comparison
Aquick comparison of search gradient accuracy between using fitness shaping and not using
fitness shaping further illustrates that significant improvement in accuracy is not obtained
by increasing the number of sample points when using fitness shaping, as seen in Figure 7.9.
This plot illustrates the average L2 error norm of ∇µJ (θ) with a 10-D objective function




i where C = I and the mean is set to zero. It can be seen that there is an
optimal number of points to use with fitness shaped weights, and beyond that value, the
accuracy begins to decrease. It should also be noted that this is plotted on a log-log scale
such that the 3rd order sigma points have zero error and therefore do not show up on the
plot.
Figure 7.9. Estimate of ∇µJ (θ) with 10-D parabolic function using ﬁtness
shaping
7.6.1 Dynamic Scaling
After initially applying the uxNES to the benchmark test problems, it is quickly observed
that the algorithm is sensitive to the magnitude of the fitness values associated with the
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various benchmark test problems. More specifically, several of the problems that had
the potential to result in fairly large objective function values resulted in matrix scaling
issues associated with MATLAB’s built-in matrix exponential function “expm.” In order
to remedy this issue, a dynamic scaling technique is developed and incorporated into the
uxNES. This scaling technique outlined in Equation (7.29) scales all of the fitness values
so that they are within a reasonable range that works nicely with the matrix exponential
function. In this technique, b is a user-defined factor that can further adjust the range of
values. As an example, if b = 1 the range of possible scaled fitness values will be [−1, 1].
This process of scaling the fitness values is done during each generation, given that the
value of |F |max will change from one generation to the next. This proves to be an effective
method for automatically scaling the fitness values in such a way that the algorithm avoids
scaling issues when it is applied to all of the benchmark test functions. It must be noted that
the standard xNES avoids these issues by using the normalized, logarithmic fitness-shaping
weights as described in Section 5.13.3. Fitness-shaping avoids these issues, as it is a form
of fitness scaling in and of itself. With normalized fitness shaping weights, the sum of the
shaped fitness values for any given set of offspring will always be equal to one.
fˆ ( χ¯k ) =
f ( χ¯k )
|F |max b k = [1, . . . , λ]
|F |max = max { f ( χ¯1) , . . . ,  f ( χ¯λ )} (7.29)
The updated uxNES with dynamic scaling is summarized in Algorithm 6 for completeness.
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Algorithm 6: uxNES Algorithm (Version 2 With Scaling)
Initialize: µ(0) = random uniform ∈ [LB,UB]Rn ;
User-Defined Parameters: gmax, ηµ, ησ, ηB, b, and A(0);






while stopping criteria not satisfied do




x B(g) χk ;
Evaluate f ( χ¯k ) k = [1, . . . , λ];
Scale fitness values;
fˆ ( χ¯k ) =
f ( χ¯k )
|F |max b k = [1, . . . , λ];
Where |F |max = max { f ( χ¯1) , . . . ,  f ( χ¯λ )};
Determine search gradients;
∇δ J (0, 0) ≈ ∑λi=1 fˆ ( χ¯i) Wσ,i χi;













∇σx J (0, 0) ≈ tr(∇M J (0,0))n ;
∇B J (0, 0) ≈ ∇M J (0, 0) − ∇σx J (0, 0)I;
Update parameters µ, σx , and B;







ησ∇σx J (0, 0)
)
;
B(g+1) = B(g) exp
(
ηB∇B J (0, 0));
g = g + 1;
end
7.7 Learning Rates
This section investigates the effects of changing the covariance learning rates used in
the uxNES on each of the benchmark test problems. These learning rates are problem
dependentwhere a fewgeneral problem characteristicsmay be useful in helping to determine
what learning rates are appropriate for that specific problem. This set of experiments
investigates five different learning rates for covariance as they apply to 10-D, 20-D, and
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40-D versions of the benchmark test functions described in Table 6.1. The methodology for
these experiments is similar to previous experiments in that the average fitness progression
is observed over 100 runs for each case where each run consists of 10,000 generations. It
is determined, that the uxNES works best on highly multimodal problems by starting out
with a large initial covariance where each diagonal term in the covariance matrix is set
to 10 times the initialization range for each of the problems defined in Table 6.1 such that




I. This allows the algorithm to find global search directions, without
getting trapped into a locally optimal basin on many of the problems. Table 7.13 illustrates
that while the learning rates do not have a significant impact on algorithm performance
for many of the problems, they do have a fairly large impact on a couple of problems such
as the Griewank and Schaffer problems. Referring back to the 3-D visualizations of these
test functions (Figure 6.3), it can be observed that the Griewank problem does not have
a prominent “global search direction” that trends toward the global optimal solution. In
other words, there are a number of locally optimal points that are very close in fitness value
to that of the globally optimal point. With this specific function, the slower covariance
learning rates appear to perform better as they allow the algorithm more time to explore
the search space and to determine the subtle, global search direction. The uxNES has
the most difficulty with the Skewed Rastrigin and Schwefel functions, where the global
search gradient is relatively flat. On these problems, there is a need to have a large initial
covariance coupled with an initially slow learning rate. However, once the algorithm finds
a good region of the search space, a faster learning rate would be desirable so that it can
exploit the local basin. Unfortunately, with the fixed covariance learning rates used in the
uxNES, the practitioner is forced to compromise on the rates and try to find one that allows
for a little of both desired characteristics to occur. On the other hand, problems such as
Ackley and Bohachevsky have a very pronounced global search direction, where the uxNES
is able to quickly progress in the direction of the globally optimal solution over a range of
learning rates.
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Learning Rates (ηB = ησ): 1.0 0.1 0.01 0.001 0.0001
Ackley 10-D 0 0 0 0 6.9 × 10−15
Ackley 20-D 0 0 0 5.3 × 10−16 7.1 × 10−15
Ackley 40-D 0 0 0 7.1 × 10−15 1.6 × 10−14
Bohachevsky 10-D 0 0 0 0 0
Bohachevsky 20-D 0 0 0 0 0
Bohachevsky 40-D 0 0 0 0 0
Griewank 10-D 0.0211 0.0042 0.0025 2.7 × 10−7 0
Griewank 20-D 0.0070 0.0088 3.6 × 10−4 0 0
Griewank 40-D 8.9 × 10−5 5.1 × 10−5 0 0 0
Rastrigin 10-D 0.2048 0.8597 0.0682 2.2 × 10−12 0
Rastrigin 20-D 0 0 0 0 0
Rastrigin 40-D 0 0 0 0 0
Scaled Rastrigin 10-D 0.2532 0.0120 0 0 0
Scaled Rastrigin 20-D 0 0 0 0 0
Scaled Rastrigin 40-D 0 0 0 0 0
Skewed Rastrigin 10-D 64.9734 120.8131 121.2914 288.5741 313.3798
Skewed Rastrigin 20-D 171.7372 151.8842 177.5451 322.4582 319.3608
Skewed Rastrigin 40-D 371.9 159.2 787.3 739.5 706.3
Schaffer 10-D 0.0039 8.0 × 10−23 0.1705 10.3971 13.0727
Schaffer 20-D 3.1 × 10−20 3.2 × 10−22 3.3778 157.4554 189.7161
Schaffer 40-D 2.0 × 10−19 3.4 × 10−21 238.6 469.3 478.8
Schwefel 10-D 3,534 2,340 2,131 2,115 3,926
Schwefel 20-D 7,798 7,109 7,012 6,831 8,297
Schwefel 40-D 15,157 14,124 13,914 15,619 15,511
Table 7.13. uxNES average best ﬁtness vs. covariance learning rates
It can be seen that the uxNES appears to be fairly robust in terms of varying the covariance
rates on many of the problems. Figure 7.10 illustrates the average fitness progressions for
the uxNES for five different covariance learning rates where ησ = ηB. Table 7.13 indicates
that the algorithm is able to obtain an average fitness value of zero, meaning that it finds
the globally optimal solution during all of the 100 runs for a number of the problems.
However, Figure 7.10a and c show more detail that allow for the determination of optimal
learning rates in terms of the average convergence speed at which the algorithm finds the
globally optimal point. It is interesting to note that on both the Bohachevsky and the Scaled
Rastrigin functions, the optimal learning rates are not the fastest or the slowest rates, but
the ones that are in the middle of the range of rates that are investigated. Figure 7.10b and
d illustrate the cases where the learning rates had a more significant effect on algorithm
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performance. On the Griewank function, the slowest covariance learning rates result in the
best performance, while on the Schaffer function, the fastest rates produced the best average
fitness values. While the 3-D visualizations of these problems may offer some insight into
what covariance learning rates might work the best for each problem, this visualization of
the fitness landscape is seldom available when working with real world problems and is still
speculative at best.
(a) 40-D Bohachevsky (b) 40-D Griewank
(c) 40-D Scaled Rastrigin (d) 40-D Schaﬀer
Figure 7.10. Average uxNES ﬁtness progression on 40-D problems with
diﬀerent learning rates
Lastly, the affect of learning rates on the trace of the covariance matrix can be seen in Figure
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7.11. For some of the faster learning rates, it can be seen that the covariance seems to
stagnate or converge to a certain covariance that stops changing as the generations progress.
In the Griewank problem, these faster covariance rates led to premature convergence where
the algorithm does not always find the globally optimal solution resulting in an average
fitness progression that does not trend to zero.
(a) 40-D Bohachevsky (b) 40-D Griewank
Figure 7.11. Average uxNES tr (C) progression on 40-D problems with dif-
ferent learning rates
7.8 xNES/uxNES/USA-ES Comparison on Test Functions
This section compares the performance of the xNES, uxNES, andUSA-ESon the benchmark
test problems outlined in Table 6.1. An open source version of the xNES that was written
by Sun Yi is utilized for these comparison studies. This version of the xNES does not
factor the A matrix into multiple components and only uses a single covariance learning





. In addition, the USA-ES is also applied to these problems
with the same covariance decay method that is described in Equation (6.1). The learning
rates from Table 7.13 are utilized for the uxNES, as it seems to perform better with slower
covariance learning rates that prevent premature convergence. These slower learning rates
did not benefit the performance of the standard xNES as they did in the uxNES. It is for this
reason that the xNES is applied to this set of problems with its standard initial parameter
settings, as these settings produced the better average results across the set of problems in
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the various dimensional cases when compared to running it with the same settings used
for the uxNES. However, it must be noted that these settings may not be optimal for the
standard xNES, and could likely be further tuned and improved upon for better results.
The methodology used for this set of experiments is very similar to previous ES comparison
studieswhere an average fitness progression is observed for each algorithm. Given that some
of these algorithms took a little longer to converge to final solutions than the algorithms
considered in the previous chapter, each algorithm run consists of 5,000 generations (6,000
generations for the 40-D case). A uniformly distributed, random initial starting point is
selected at the beginning of each run. This same starting point is used by each of the three
algorithms for the given run so that all three algorithms start at the same randomly selected
location in the search space. This process is repeated 100 times for each problem and the
average fitness progression, as well as the standard deviation of these fitness progressions
are determined for each algorithm variant on each of the problems. This data is then used
to investigate the best average fitness values that each algorithm converges to, with a 99 %
confidence interval to illustrate potential variation in results.
Function xNES favg best ( x¯) 99% CI uxNES favg best ( x¯) 99% CI USA favg best ( x¯) 99% CI
Ackley 3.6 × 10−15 ± 0.0 0 ± 0 3.2 × 10−15 ± 2.9 × 10−16
Bohachevsky 0 ± 0 0 ± 0 0 ± 0
Griewank 0.306 ± 0.063 0 ± 0 0.021 ± 0.002
Rastrigin 6.268 ± 0.856 0 ± 0 0 ± 0
Scaled Rastrigin 6.965 ± 0.873 0 ± 0 0 ± 0
Skewed Rastrigin 13.631 ± 0.542 69.965 ± 3.117 7.761 ± 0.338
Schaffer 82.219 ± 1.362 2.2 × 10−22 ± 0 0 ± 0
Schwefel 2, 315.2 ± 86.341 2, 104.3 ± 8.514 736.332 ± 72.984
Table 7.14. 10-D xNES/uxNES/USA-ES results (λ = 21)
Function xNES favg best ( x¯) 99% CI uxNES favg best ( x¯) 99% CI USA favg best ( x¯) 99% CI
Ackley 3.6 × 10−15 ± 0 0 ± 0 3.6 × 10−15 ± 0
Bohachevsky 0 ± 0 0 ± 0 0 ± 0
Griewank 0.010 ± 0.002 0 ± 0 0.022 ± 0.004
Rastrigin 9.154 ± 0.920 0 ± 0 0 ± 0
Scaled Rastrigin 11.044 ± 0.750 0 ± 0 0 ± 0
Skewed Rastrigin 20.894 ± 0.96 165.948 ± 5.30 8.159 ± 0.672
Schaffer 166.341 ± 2.0 1.8 × 10−21 ± 1.0 × 10−22 0.0017 ± 0.0014
Schwefel 4, 650.1 ± 68.63 7, 897.9 ± 26.92 607.991 ± 23.62
Table 7.15. 20-D xNES/uxNES/USA-ES results (λ = 41)
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Function xNES favg best ( x¯) 99% CI uxNES favg best ( x¯) 99% CI USA favg best ( x¯) 99% CI
Ackley 9.7 × 10−8 ± 4.5 × 10−9 0 ± 0 3.6 × 10−15 ± 0
Bohachevsky 1.0 × 10−12 ± 3.5 × 10−14 0 ± 0 0 ± 0
Griewank 5.9 × 10−15 ± 3.3 × 10−16 0 ± 0 0.017 ± 0.004
Rastrigin 15.025 ± 0.909 0 ± 0 0 ± 0
Scaled Rastrigin 12.345 ± 0.729 0 ± 0 0 ± 0
Skewed Rastrigin 40.097 ± 0.652 371.469 ± 1.537 0 ± 0
Schaffer 344.749 ± 2.333 3.0 × 10−15 ± 1.1 × 10−15 0.0178 ± 0.0051
Schwefel 9, 568.9 ± 97.436 15, 883.0 ± 109.110 3.6 × 10−12 ± 0
Table 7.16. 40-D xNES/uxNES/USA-ES results (λ = 81)
Tables 7.14-7.16 summarize the results obtained for the three various ESs used for com-
parison. It can be seen the uxNES is able to find the globally optimal solution for six of
the eight problems in each dimensional case for all of the 100 trials. It must be pointed out
that this new algorithm has difficulty with the Skewed Rastrigin and Schwefel functions.
The standard xNES outperforms the uxNES on these particular problems, however, it still
has difficulty locating the globally optimal point on these functions as well. The uxNES
seems to perform the best on problems that have a more defined global search direction.
Referring back to Figure 6.3, it can be seen that the fitness landscapes of the Schwefel and
Skewed Rastrigin functions offer little insight in terms of global search direction. Whereas
functions such as Ackley or Bohachevsky, while they have many locally optimal solutions,
also have a fairly well defined global fitness trend that the uxNES can quickly find using
search gradients. The simple USA-ES is able to outperform the other algorithms on both
the Skewed Rastrigin and Schwefel functions, where it finds the globally optimal solution
during all of the 100 trials for both of these problems in the 40-D case. It may seem
counter-intuitive that the USA-ES performs better on these problems in the 40-D case than
it does on the 20-D or 10-D cases. The reason for this is that the covariance decay rate is
slower for the 40-D case based on Equation (6.1). This indicates that the USA-ES would
likely do better in the lower dimensional cases, if the covariance decay rate were slightly
reduced for these particular functions, again this is a user-defined setting that can be tuned.
The USA-ES likely does better on these problems given that it does not rely as much on
search gradient information, but more on the spread of its 3rd order sigma points. With
this, the USA-ES is able to more effectively locate the globally optimal solution on these
types of problems with little to no indication in terms of global search direction based on
search gradients.
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However, as depicted in Figure 7.12, the uxNES is very accurate and very fast on the
majority of these multimodal problems where a global search direction can be determined.
It’s accurate search gradient determination using 3rd order sigma points enables the al-
gorithm to quickly progress in the best global search direction to find globally optimal
solutions. However, this improved search gradient accuracy does not address the issue of
deceptive global search directions, or little to no distinguishable global trend in terms of
improving/deteriorating fitness values. In these cases, the simplistic algorithms, such as the
USA-ES, may have an advantage as is indicated by the results on the Skewed Rastrigin and
Schwefel functions.
(a) 10-D Ackley (b) 20-D Bohachevsky
(c) 40-D Griewank (d) 40-D Scaled Rastrigin
Figure 7.12. Average xNES/uxNES/USA-ES ﬁtness progression on test
problems
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7.9 Global Optimization Algorithm Using uxNES
This section investigates a global optimization algorithm that utilizes the uxNES as a way
to continuously improve upon a reigning optimal solution. This algorithm idea is initially
introduced by and has been proven to converge as the number of iterations approaches infinity
[205]. Algorithm 7 illustrates the general method used for this technique of iteratively




. The user must define
several parameters that influence how this algorithm progresses. A penalty parameter, p, is
needed for an exact penalty function that is used to penalize solutions that are worse than
the reigning optimal. In addition, a growth rate, α, defines how the desired improvement,  ,
in reigning optimal fitness changes between each uxNES run. The value  can be dynamic
if α > 1, or static if α = 1. When α > 1 the value of  is increased every time the uxNES




and  is decreased every
time the uxNES is unable to find a better solution after meeting its internal stopping criteria
(e.g. maximum generation limit). In addition, the global optimization algorithm keeps
track of how many failed attempts have occurred and uses this as an exit criteria. With this,
a maximum number of attempts, f ailmax , allowed for the optimizer to find a solution that
is better than the reigning optimal by the desired amount,  , is needed. Of course, a number
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of other stopping criteria can also be used for this algorithm.
Algorithm 7: uxNES Global Optimization Algorithm
Initialize: µ(0), , freigning, p, α, and f ailmax;
while Count < f ailmax do
Run uxNES;
Penalize solutions using F ( x¯) = f ( x¯) + pmax
{
0.0, f ( x¯) − ( freigning −  )
}
;







Starting point, µ(0), for next run set to x¯reigning;
 =  × α;
else
Run uxNES for max generations;
 = α ;
Count = Count + 1;
Generate new µ(0) from uniform random distribution [LB,UB];
end
end
An interesting characteristic of this algorithm is how it uses an exact penalty function to
penalize all of the solutions that are not better than the reigning optimal solution. This
has the effect of scaling areas of the search domain that are not producing better fitness
values to potentially create steeper, more defined search gradients. This can make it easier
for the uxNES to rapidly find regions of the search space that offer better solutions than
the best solution found to date. In addition, after a local optimum is reached, the area
will become penalized as it is no longer able to produce solutions that are better than the
reigning optimal. The hope is that this will make it easier for the algorithm to escape these
local optima. However, there is a chance that the globally optimal basin could become very
isolated and small such that the problem is still difficult to solve, as it begins to look like a
needle in a haystack problem.
In addition, upon a failed attempt to improve upon the reigning optimal solution, the
algorithm randomly selects a new starting distribution mean location µ(0) from a uniform
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distribution, providing yet another mechanism that helps the uxNES escape local optima.
Upon a successful run of the uxNES where the reigning optimal is improved, the starting
point for the next run is set to this new reigning optimal solution, x¯reigning, so that the uxNES
is able to pick up where it left off and fully exploit that particular region of the search space.
Figure 7.13 illustrates the results of applying this algorithm to the 10-D Skewed Rastrigin
and Schwefel functions, as they are the two test problems that the uxNES has the most
difficulty with. It can be seen that the final fitness found in both of these problems is
significantly better than the average fitness values listed in Table 7.14. These runs utilized
a dynamic  where α = 2. It can be seen in the plots that  is increased during successful
uxNES runs, and it is decreased for runs where the reigning optimal solution is not improved
upon by more than the desired  amount.
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(a) 10-D Skewed Rastrigin Fitness (b) 10-D Skewed Rastrigin 
(c) 10-D Schwefel Fitness (d) 10-D Schwefel 
Figure 7.13. uxNES global optimization algorithm results for 10-D test func-
tions
7.10 uxNES Lunar Lander Optimal Control Application
The uxNES has been developed and tested on the various test problems throughout this
chapter. This section looks at how well this new type of ES is able to optimize the lunar
lander problem introduced in Equation (4.3). As illustrated in Figure 7.14, the uxNES is
able to quickly find a very good solution to this problem. It is able to arrive at nearly optimal
solutions significantly faster than the various GAs and USA-ES, where all constraints and
conditions are satisfied. The specific results are summarized in Table 7.17 where it can
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be seen that this algorithm is able to find a feasible solution to the lunar lander problem
that is within half of a percent of the known optimal solution. It is also impressive to see
that this algorithm, using MATLAB code, is able to achieve this solution in under three
minutes, which is very quick when compared to some of the other stochastic algorithms
that have been investigated such as the GAs or USA-ES which were both coded in C. While
the USA-ES found a slightly more accurate solution, it took approximately 10 times as
long to get there. The trajectories illustrated in Figure 7.14 meet all of the constraints and
end point conditions. It can be seen that the control trajectory is a little smoother than
a discrete switching function that represents the true optimal trajectory. However, there
are some advantages to having a smoother control trajectory when applying such a control
to an actual system. As an example, real world systems are not likely able to produce
instantaneous changes in thrust. With this, the smoother control curves produced by the
uxNES may be more closely followed by real systems. In some cases, smoothing of control
trajectories is desired and can be used to prevent saturation of the various control systems
in real world applications.
(a) Fitness Evolution (b) Lunar Lander State and Control Trajectories
Figure 7.14. uxNES results on a 30-node lunar lander problem
F ( x¯) CPU Time (min) Difference From Optimal (%)
1.4261 2.89 0.39
Table 7.17. uxNES results on a 30-node lunar lander problem
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7.11 Conclusion
The idea of using deterministically chosen interpolation points within the construct of a
NES is a unique and useful contribution toward these types of ESs. This chapter has
taken the reader through the development and analysis of the uxNES, where 3rd order
sigma points are utilized in conjunction with the exponential form of a NES to produce an
accurate, and robust optimization algorithm. The more accurate search gradients produced
by deterministic sampling and quadrature techniques are able to lead to faster convergence
when compared to the use of random sampling. The uxNES is able to consistently find
the globally optimal solution for six out of the eight multimodal test functions in all of the
various dimensional cases. In addition, a global optimization algorithm is developed and
shown to further enhance the performance of the uxNES on the more difficult test problems.
Lastly, it is demonstrated that the uxNES proves to be an effective tool for solving the lunar
lander optimal control problem. The uxNES appears to emulate some of the desirable
traits of gradient-based search methods such as faster convergence times, while still having
the ability to work with non-differentiable search domains and black box optimization
problems. This is a very exciting and unique contribution that changes course from the
standard methodology typically used with ESs. The uNES and uxNES are just the tip of
the iceberg in terms of this new methodology of deterministically choosing sample points
within the context of an ES. The hope is that this idea will help bridge the gap between
stochastic and gradient-based optimization techniques in terms of speed and accuracy, while
at the same time, still maintaining the desirable characteristics that stochastic methods have
in terms of being able to work in discontinuous spaces, optimize multimodal problems, and
solve black box optimization problems.
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CHAPTER 8:
Conclusions and Future Work
8.1 Introduction
While this chapter represents the culmination of this dissertation, it is hopefully the starting
point for many more exciting research opportunities to come. The chapter begins by
summarizing the unique contributions of this dissertation along with some of the challenges
that they help address. It then discusses the future work relative to this research that
could lead to further contributions and useful applications associated with astronautical
engineering. Lastly, the chapter provides a discussion of several ideas for new and exciting
areas of research that are closely associated with the techniques that have been explored
throughout this dissertation.
8.2 Contributions and Relevancy
This section summarizes the unique contributions that are introduced and developed within
this body of research as they were discovered in chronological order. The dissertation
begins with a new application of parallel processing (Chapter 2) that can rapidly calculate
RLV landing footprints. While the parallel computing aspects of this technique are not
novel or unique, it is an application that has not been documented in literature and fully
explored to this extent. Furthermore, the insights of appropriately balancing computational
workload coupled with parallel processing memory architectures are useful in the context
of this engineering optimal control problem. It must be noted that workload balancing and
memory architecture studies have been done extensively, however, it is unique to study them
through the lens of an RLV optimal control engineering application.
Chapter 4 conducts a unique trade study used to analyze the performance of exact penalty
functions and inexact penalty functions from the perspective of parallel GAs and optimal
control. It is discovered that the exact penalty functions, though not as frequently applied in
GAs, seem to produce better results. Evolutionary algorithms do not require continuously
differentiable functions and are able to work with exact penalty functions. The reason that
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inexact penalty functions are often used in these algorithms is likely due to extensive work
in the NLP community that has been done to find differentiable versions of penalty functions
that can be used in gradient-based solvers. Given that these types of penalty functions were
common practice when evolutionary algorithms came about, they were often used for these
types of algorithms, though continuously differentiable functions were not needed.
Chapter 4 also introduces two new Gaussian based crossover operators: DTGX and DGX
while conducting a unique study of parallel RCGAs as they apply to optimal control. While
these new crossover operators didn’t offer significant gains in performance when compared
to state-of-the-art RCGA crossover operators, they did pave the way for the introduction of
an unscented RCGA, outlined and developed in Appendix C. According to the literature
survey conducted for this dissertation, this new form of deterministic sampling within the
construct of a RCGA has never been documented before. This unscented RCGA proves to
be a critical stepping stone for the development of the various ESs that utilize unscented
sampling techniques. In addition, Appendix C, empirically shows that this new form of
unscented GA is able to achieve very accurate results in solving a lunar lander optimal
control problem when run on multiple processors in a parallel island architecture. It will
be seen that this idea of an unscented RCGA is still very much in its infancy, and several
new ideas are proposed later in Section 8.4 to further improve this algorithm.
The dissertation changes course in Chapter 6 and begins to investigate the idea of deter-
ministic sampling within the construct of ESs. Initially, a fairly simple ES is developed
by building upon the idea of the DGX crossover operator that was introduced in Chapter
4. The USA-ES is created by applying a DGX-inspired mutation operator and a simulated-
annealing-inspired covariance adaptation scheme within the general construct of an ES.
Empirical analysis shows that this new algorithm obtains enhanced performance in terms
of accuracy and computational time when compared with a similar ES that utilizes Monte
Carlo sampling. This new USA-ES proves to be very effective on many of the highly
multimodal benchmark test problems as well as the lunar lander optimal control problem.
Both 3rd order unscented sigma points and higher order sparse Gauss-Hermite points are
used within this algorithm construct. This simplified ES that uses deterministically chosen
points is able to achieve excellent performance on challenging multimodal problems, and is
competitive with the state-of-the-art CMA-ES. It must also be noted that a parallel island
implementation of this new USA-ES is developed and applied to the lunar lander problem
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in this chapter as another unique contribution. All of these results indicate that this con-
tribution may likely prove to be a very useful tool in addressing the challenges associated
with multimodality and guess sensitivity that continue to cause difficulty in the arena of
optimization and optimal control.
Lastly, Chapter 7 takes this idea several steps further by introducing unscented sampling
techniques into the state-of-the-art NES. This allows for the full utilization of the unscented
abscissas where both the nodes and the associated weights are used to evolve both the
distribution mean, and the distribution covariance. This is a major, unique contribution
that has shown great promise in solving the challenging set of benchmark problems from
literature. Multimodality and guess sensitivity pose difficult challenges that plague many
optimization algorithms. However, empirical results indicate that this new uxNES is able
to find globally optimal solutions on the many of multimodal problems. Furthermore, it is
able to consistently find globally optimal solutions to many of these challenging problems
with uniform random initial guesses, indicating insensitivity to the initial guess for this set
of problems. The results from this chapter illustrate a new algorithm that is potentially able
to address both major issues of multimodality and guess sensitivity on many notoriously
difficult problems from literature. This new uxNES algorithm is then integrated into a
global optimization scheme using the concepts of a reigning optimal and fitness scaling to
further enhance the capabilities of the uxNES. This is a unique contribution in and of itself
that produces promising empirical results warranting further research and development.
Lastly, this new uxNES written in Matlab code, produces near-optimal results for a lunar
lander problem much faster than other evolutionary methods investigated without the use
of parallel processing. These results illustrate that this is another promising new algorithm
that my prove to be very useful for challenging optimization and optimal control problems.
8.3 Relevant Astrodynamic Applications
There are several astrodynamic engineering applications that the new evolutionary algo-
rithms in this dissertation are particularly well-suited for. Some of the most challenging
problems to solve, especially when using gradient-based optimization techniques, are prob-
lemswith both discrete and continuous decision variables, referred to as hybrid optimization
problems. There are a fairly large number of optimization problems that fall into this cat-
egory of hybrid optimization within the realm of astronautical engineering. As previously
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stated in Chapter 1, tasks such as optimizing satellite constellation designs [12], [13], find-
ing optimal deep-space mission designs with multiple flybys for gravity assist benefits [11],
[23], and satellite or launch vehicle design optimization [8], [9] are all real-world applica-
tions that lead to the presence of both discrete and continuous decision variables that need
to be optimized.
An increasingly important hybrid optimization problem is the determination of optimal
(or near-optimal) data collection schedules for a single satellite, multiple satellites in a
constellation, or even across multiple constellations of different satellite systems that are
oversubscribed, meaning they have more desired collects than possible [19]. This quickly
becomes a very complex, dynamic, hybrid optimization problem, even when considering
the most simplified case of an oversubscribed single satellite. Assuming the satellite of
interest has already been designed and has a fixed set of capabilities, there are still a very
large number of considerations that must be accounted for in order to optimize this particular
satellite’s collection routine. For the sake of exercise, it can be assumed that the satellite’s
primary mission is a commercial Earth imaging satellite. There are a number of constraints
that must be considered when optimizing a collection schedule for this oversubscribed
system. There are revisit limitations, where the satellite is on a set orbit with a set field
of view creating limited windows where a given target on the Earth is observable by the
satellite sensor. Next, there are collection time requirements, where the sensor on the
satellite requires sufficient time to sweep over a target (e.g. Landsat requires 24 seconds per
collect) [21]. On-board data storage coupled with down-link data bandwidth and ground
station locations can create additional limits regarding collection thresholds. In addition,
slew rate capability can determine the transition time from one target to the next. Pointing
angles need to be accounted for, as too large an angle may result in unacceptable image
resolution and quality. Thermal control and power restrictions can also influence how
many slews and in what direction the satellite can face for given amounts of time. Cloud
cover and weather conditions can dictate whether or not an image can be collected during
a given window. These are just a few of the considerations outlined by Globus et al.
when considering Earth observing satellite scheduling [21]. It can be imagined that there
are a number of complicating factors that arise when moving targets are considered. To
further develop this problem, there are many applications where all targets are not created
equal. Targets may have associated value functions that can be static, or can change with
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time. As an example, a customer may be willing to pay a very high price for a particular
image collected at a specific sun angle, however, this same customer may still want this
image collection at a reduced price if that desired sun angle is not exactly met. It can be
seen that only accounting for a few of the larger factors of an imaging satellite scheduling
problem using a single satellite can quickly result in a very challenging, hybrid optimization
problem. A number of papers have pointed toward stochastic-based algorithms to attempt to
optimize these types of collection problems based on their ability to work in discontinuous
and discrete search spaces [19]–[22].
The visual range of the electromagnetic spectrum is a very small piece of a very large
pie. There are a number of other sensors and satellite missions out there that all have their
own unique constraints and requirements. The afore-mentioned earth observing collection
schedule optimization problem, while very complex and difficult in its own right, may
be perceived as a small piece of a much larger problem. In order to get a much more
detailed analysis and understanding of a given target, their may be a desire to use multiple
sensors to determine various aspects of a given target or given set of targets. There may
be sets of collection requests for specific sensors, or their may be collection requests that
span across multiple sensors that could potentially involve multiple satellite systems in
different constellations. This optimization of using multiple sensors to generate a more
complete story of target sets with time-varying value functions associated with each target
is a very difficult problem to optimize. The number of constraints continues to grow
with varying sets of unique constraints associated with each sensor type, satellite orbit,
target requirement, etc. This results in a very highly constrained, high-dimensional, non-
differentiable, dynamic, hybrid search space that will prove to be challenging for any
optimization technique. However, the evolutionary algorithms introduced and developed in
this dissertation have proven to be effective in solving fairly high dimensional problems with
non-differentiable search spaces. With this, the satellite collection optimization problem
may be a very interesting and rewarding application for these new unscented evolutionary
algorithms. Of course, as with any complex problem, it is suggested that a very simple
version of the problem is initially used and slowly built upon to be increasingly representative
of real world systems.
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8.4 Further Development of the Unscented RCGA
The unscented RCGA introduced and summarized in Appendix C is primarily used in this
work as a stepping stone toward the unscented ES variants. A number of ideas and further
development can be done regarding unscented sampling techniques within the construct
of RCGAs. This section outlines a few ideas that should be investigated, but is likely just
scraping the surface of a much larger group of innovative ideas and techniques.
8.4.1 Unscented RCGA Selection Operators
The version of the unscented RCGA utilizes the DGX crossover operator where 3rd order
sigma points are used for sampling rather than drawing two offspring points at random from
a Gaussian distribution. However, this results in 2n + 1 potential offspring from each set
of parent vectors leading to the requirement of narrowing down this set of sample points
to only two offspring. Initially, a truncation selection technique is used, where the two
best performing offspring are chosen. This requires that all of the potential offspring be
evaluated and sorted for each set of parent vectors that undergoes crossover. Unfortunately,
this technique requires a large amount of computational effort and may lead to less diversity
within the overall GA population. One way around this would be to utilize a selection
operator that introduces an element of randomness, such as tournament selection. Perhaps
a pure random selection from the unscented sample points would be an effective way of
removing the requirement to evaluate the fitness for all potential offspring, and introduce
more diversity into the population. A study that further develops the selection operator type
utilized within the unscented DGX crossover operator would advance this idea and could
further enhance its performance.
8.4.2 Recombination vs Selection
Closely linked to the idea of studying various selection operators within the unscented DGX
crossover operator, various recombination techniques that are typically used in ESs could
be implemented to reduce the number of offspring for each set of parents down to two.
Intermediate recombination, or fitness-based recombination techniques could be utilized,
making the individual DGX crossover operator similar to a USA-ES. The unscented RCGA
would essentially become a population of modified USA-ESs. However, the two offspring
that result from this new form of unscented crossover operator are then mixed back into the
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population and undergo all of the standard GA operators such as tournament selection and
mutation. It would be interesting to see how this form of the unscented RCGA compares
with the parallel USA-ES developed in Chapter 6.
8.5 Further Development of the USA-ES
While the initial idea of the USA-ES and closely related GHSA-ES have produced very
promising results throughout this dissertation, there are still a number of ideas and modi-
fications that should be further investigated and developed. These algorithms are still very
much in their infancy and have a lot of room in terms of growth and performance enhance-
ment. This section points out several recommendations and ideas that could lead to further
improvement of these algorithms.
8.5.1 Different USA-ES Cooling Schedules
A simple, exponentially decaying covariance cooling schedule is used for the USA-ES and
GHSA-ES in this dissertation. However, numerous other cooling schedules could be used to
control how the covariance evolves over time. Anything from a linear decay to a oscillating
function such as a sinusoidal curve could be explored. It is likely that the performance of
various cooling schedules and associated cooling rates is dependent on the characteristics of
the problem being solved. With this, it may make sense to run these algorithms on a given
problem multiple times with different cooling schedules to analyze what type of cooling
schedules and rates work the best for certain problem characteristics.
8.5.2 USA-ES Search Distribution Types
All of the variations of the USA-ES utilize Gaussian distributions throughout this dis-
sertation, as these distributions are the most commonly used search distribution for ESs.
They are often used due to their compliance with Beyer’s mutation operator guidelines,
along with their ability to closely emulate biological mutation processes [151]. However,
a number of other distribution types could also be parameterized using deterministically
chosen points in a similar fashion as is done with the 3rd order sigma points and sparse
Gauss-Hermite points for Gaussian distributions. As an example uniform distributions and
heavy-tailed Cauchy distributions may allow better exploration characteristics for certain
fitness landscapes. In addition, beta distributions have additional parameters that may give
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the user/algorithm more flexibility to change how the algorithm searches. The possibilities
are endless, and these are just a few ideas of different search distributions that could be
parameterized and implemented within the context of a USA-ES or GHSA-ES. As stated
before, and in accordance with the No Free Lunch Theorems, it is likely that different
search distributions will perform very favorably on certain classes of problems and very
unfavorably on others.
8.5.3 Parallel USA-ES With Multiple Distribution Types
A new parallel USA-ES (or GHSA-ES) could be developed in a way that allows for each
processor to run a version of the algorithm that utilizes a different distribution type. This
could significantly increase the algorithm robustness, as the performance of certain search
distribution types are likely problem dependent. Along these same lines of thinking,
different covariance cooling schedules could also be implemented on each processor. This
would be a fairly simple algorithm to implement using a parallel island architecture, as
has been done throughout this dissertation. This could leverage the benefits of parallel
processing in a way that could greatly enhance the robustness of this algorithm so that its
performance would be less dependent on problem type and fitness landscape characteristics.
8.5.4 USA-ES/GHSA-ES Theory
While a great deal of empirical evidence, along with some intuitive analysis of how the
USA-ES/GHSA-ES perform favorably when compared to Monte Carlo based methods
is presented in this dissertation, the mathematical theory behind why the application of
deterministic sampling in the USA-ES enhances the performance still needs to be fully
developed. The paper by Auger et al. may offer a starting point to this analysis, as they
are able to theoretically prove that their mirrored sampling techniques can obtain faster
convergence rates on spherical cost functions [201]. Their mirrored sampling idea within
the construct of an ES is conceptually the closest documented ES sampling technique to
the deterministic sampling techniques used within the USA-ES and GHSA-ES that has
been uncovered in the literature survey. Unfortunately, there are some notable differences,
that will need to be addressed and modeled mathematically in order to further develop this
theoretical performance gain that has been shown empirically.
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8.6 Further Development of The uxNES
As with the USA-ES, there are several modifications and adaptations that can be done
to potentially improve the robustness and performance of the uxNES on various types of
problems. This section outlines top-level suggestions and concepts regarding several of
these ideas. It would be naive to claim that these algorithms are perfect, as it is known that
they perform better on certain classes of problems than they do on others. With this, there
are always going to be improvements that could lead to more robust and effective uxNES
algorithms for various problem types.
8.6.1 uxNES Distribution Types
The uxNES developed and investigated in this dissertation utilizes Gaussian search dis-
tributions that are parameterized with deterministically chosen sample points. Gaussian
distributions are used given their popularity and ability to emulate biological mutation
processes, however, these algorithms can work with other types of distributions as well.
Various classes of problems may be more aptly solved with different search distributions.
There are different unscented sampling techniques that can be used for the various forms of
distributions. In fact, there is no guarantee that the Gaussian distributions produce the best
results on the multimodal benchmark problems and lunar lander optimal control problem
investigated in this dissertation. This also relates back to the No Free Lunch Theorem
discussed in Section 1.4 where it has been statistically proven that no single algorithm can
produce superior results across all classes of problems. Lastly, a parallel version of the
uxNES could be developed in a way that allows for different processors to not only start
in different locations of the search domain, but could each use different search distribution
types.
8.6.2 New Stopping Criteria Within uxNESs
One of the issues that can be challenging for evolutionary algorithms is finding an effective
stopping criteria that can indicate an optimal solution has been found [206]. Gradient-
based solvers are able to look at whether or not KKT conditions are satisfied, and some
innovative ideas have been proposed for using similar approaches that approximate KKT
conditions in evolutionary algorithms [87], [88], [206]. This approach can add unwanted
complexity to the evolution strategies that can somewhat mitigate the initial simplicity
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of these algorithms. However, the variations of the NES algorithms are using search
gradient information to update parameters. Perhaps it would be feasible to develop a new
set of stopping criteria that leverages information from the search gradients already being
calculated within the algorithms. A pseudo set of KKT conditions is one idea, but perhaps
there are others that could be developed and lead to a more meaningful stopping criteria for
these types of evolutionary algorithms.
8.6.3 uxNES With Self-Tuning Learning Rates
As was investigated in Section 7.7, the learning rates for the uxNES can play a fairly
large role in algorithm performance. Self-tuning learning rates for covariance and mean
adjustments have been investigated and proposed for the standard NES [41]. However, this
method would need some modification to effectively self-tune the learning parameters for
the variations of the NES that utilize deterministically chosen sampling points. Successful
development and implementation of self-tuning learning rates within the construct of an
uxNES could significantly increase algorithm robustness and remove the need for the tedious
process of tuning learning rates through empirical experimentation.
8.7 Development andApplication of TheUnscentedCMA-
ES
It has been shown in several papers that the CMA-ES is directly related to the NES. [41],
[49], [191] Furthermore, it seems to be accepted by a few authors that the CMA-ES can
outperform the NES on several problems [49], [191]. With this, it seems that the CMA-ES
could be modified to utilize the deterministic sampling and quadrature techniques that are
applied throughout this dissertation to potentially further improve this state-of-the-art ES.
While the integration of unscented sampling points may be a little less straightforward than
it is for the NES variations, it is likely feasible and could enhance the performance of the
CMA-ES on some classes of problems. This may require some re-work of the CMA-ES
algorithm from the bottom up where some of the constants and parameters may need to be
re-derived and adjusted with the use of deterministic sampling in mind. This could lead to
a new form of unscented CMA-ES that may advance the current state of one of the leading
ESs.
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8.8 Implementation of Unscented Sampling In Other
Stochastic Algorithms
While GAs and ESs may be the most straightforward application of unscented sampling
within evolutionary algorithms, there are potentially other forms of evolutionary algorithms
that could also benefit from the integration of these ideas. Relatively new algorithms
that have been introduced in the 1990s and have recently been grouped into the realm
of evolutionary algorithms such as particle swarm, differential evolution, and ant colony
optimization are prime candidates. This section briefly investigates the possibilities of
incorporating unscented sampling techniques within the construct of each of these algorithm
types.
8.8.1 Particle Swarm Optimization
Algorithm 8 illustrates a standard global particle swarm optimization scheme that models a
simplified social system [207]. It can be seen that this algorithm operates on populations of
solution vectors in a similar way to GAs and ESs. However, this algorithm separately tracks
the local reigning optimal solution for each “particle,” or solution vector, as it evolves over
time. In addition, the algorithm also tracks the reigning optimal for the global population.
It then uses a velocity term derived from a combination of the particles local performance,
coupled with the algorithms global performance to update each current particle’s position
within the search space. In the below algorithm c1 and c2 are user-defined constants. In
addition U-Rand() indicates a uniform random number between zero and one and g is the
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current generation number.
Algorithm 8: Particle Swarm Optimization Algorithm
Initialize a population of particles (solution vectors) with uniform random positions, x¯i
and velocities, v¯i;
while stopping criteria not satisfied do
Evaluate fitness for each particle;
Track each particle’s best fitness over time (position and value) and update if current
value if necessary (pbest);
Track the overall populations best global fitness (position and value) and update
current value if necessary (gbest);






i + c1 × U-Rand() ×
(
x¯pbest,i − x¯ (g)i
)
+ c2 × U-Rand() ×
(
x¯gbest,i − x¯ (g)i
)
;





g = g + 1;
end
While it may not be as straightforward as it was with ESs, this algorithm can likely benefit
from the introduction of deterministic sampling. One idea would be to replace the uniform
random variables used to update the velocity for each particle with a set of deterministically
chosen points and weights. The velocity term can then be updated using a weighted sum of
the deterministically chosen uniform points. This of course is just one idea, where there are
likely to be numerous modifications that could allow for the introduction of deterministic
sampling. A more obvious application would be to use deterministically chosen points and
weights for the initialization step of the algorithm where the initial position and velocity of
each particle is assigned. In addition, a combination of these two ideas can be implemented
for a new form of particle swarm optimization algorithm.
8.8.2 Differential Evolution Optimization
Differential evolution is a newer class of stochastic optimization algorithm that was intro-
duced by Storn and Price in 1997, and is summarized in Algorithm 9 [208]. This algorithm
steps through each member of the population during each generation setting it as the target
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vector referred to x¯target . It then randomly selects three unique vectors from the population
and uses them to create a “donor” vector, V¯ , in a step that these authors refer to as mutation.
Next, uniform crossover is performed between the target vector and this donor vector to
generate a trial vector, U¯. The fitness values of both the new trial vector and the target
vector are compared. If the new trial vector performs better than the target vector, it replaces
the target vector in the population. The algorithm then moves on to the next vector in the
population and sets it as the new target vector. After each member of the population has
been set as a target vector, the generation number is incremented and the algorithm repeats
this process. The only user-defined parameters in this algorithm are a crossover probability
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pcross and a weight factorW .
Algorithm 9: Differential Evolution Algorithm
Initialize a population of particles (solution vectors) with uniform random positions, x¯i;
Define weight parameterW and crossover probability pcross;
while stopping criteria not satisfied do
for target=1 to population size do
Mutation Step:;
Randomly select 3 vectors from the population;
Create a donor vector V¯ ;
V¯ = x¯ (g)r1 +W
(





Create a trial vector U¯;
for i=1 to n do
δ = Uniform Random[0, 1];



















x¯ (g+1)target = U¯i;
end
else





g = g + 1;
end
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This algorithm will likely require some modification for a practical implementation of
an unscented sampling technique to be incorporated into this construct. However, one
fairly simple idea would be to use the target vector as the mean of a Gaussian distribution
from which sigma points could be determined. From this step, either the top three sigma
points are selected, or three randomly selected sigma points are used for the remainder of
the differential evolution process. This unscented technique would replace the standard
method of randomly selecting three vectors from the current population in a way that could
potentially add another level of sophistication to the algorithm. In addition, this could
better explore the search space by introducing new sample points, rather than only working
with vectors that exist within the current population. This would require the user to either
define a fixed covariance for the Gaussian distributions, use a covariance cooling schedule,
or develop a more advanced covariance evolution scheme. This new algorithm would
essentially be a fusion between some of the unscented ESs developed in this dissertation
with the differential evolution algorithm. This would likely increase the computation time
required for each generation, however, it may still increase the overall performance of the
algorithm in terms of accuracy and efficiency.
8.8.3 Ant Colony Optimization
Ant colony optimization algorithms are very interesting in that they emulate the social be-
havior of certain types of ants that transpires as colonies forage for food. They were initially
introduced in the early 1990s and have since been applied to a number of combinatorial type
problems [209]. These algorithms utilize “pheromones” to let other “ants” know where the
most promising search paths lie. Traditionally, these algorithms have been designed for
discrete variables and combinatorial problems where the solutions can be pieced together
from a finite number of options. Unfortunately, this makes them difficult to work with in
terms of integrating unscented sampling techniques within these algorithms. However, the
application of ant colony optimization algorithms to continuous problems is an ongoing area
of research. [209] With this, it is recommended that a close eye is kept on these techniques
as they develop. This could also prove be a promising area of research with a potential
application of unscented sampling.
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8.9 Conclusion
This dissertation has overturned a new leaf in terms of exploring the potential applications
of unscented sampling techniques within the arena of evolutionary algorithms. It has intro-
duced and explored several new algorithms that are able to produce very promising results
when solving challenging NLPs. These algorithms are all well-suited for the incorporation
of parallel computing to further enhance both computational speed and accuracy. While
a simple lunar lander optimal control problem is used to demonstrate the effectiveness
of these algorithms on an engineering application, the hope is that these algorithms will
prove to be of great benefit for a number of real-world astrodynamic applications. The
developments and techniques presented in this dissertation are poised to be a springboard
for a number of new and innovative evolutionary algorithms to come. This research does
not make the claim that any of the new evolutionary algorithms introduced in this work are
in their optimal form, and admits that there is likely room for improvement. While this
dissertation has introduced several original concepts and ideas pertaining to evolutionary
algorithms, the hope is that it will lead to an entirely new path for evolutionary algorithm




Deﬁnition of Symbols By Chapter
A.1 Chapter 1 Symbol Definitions
Table A.1. Chapter 1 symbol deﬁnitions
x¯ Set of state variables
u¯ Set of control variables
t Time
t0 Initial time (usually zero)
t f Final time
x¯ f Final state
n Problem dimension
˙¯x Time derivative of state variables
J[] Cost function/cost functional
E() Mayer cost∫
F () Lagrange cost
e() Endpoint manifold
Nx Number of state vector variables
Nu Number of control vector variables
Nt Number of time nodes
gi () Inequality constraints
hi () Equality constraints
l Number of inequality constraints
m Number of equality constraints
UB Vector of upper bounds
LB Vector of lower bounds
Xn Given state of an algorithm
A.2 Chapter 2 Symbol Definitions
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Table A.2. Chapter 2 symbol deﬁnitions
g() Gravitational model




γ Flight path angle
ξ Heading (clockwise from east)
r˙ Time derivative of r
µ˙ Time derivative of µ
λ˙ Time derivative of λ
V˙ Time derivative of V
γ˙ Time derivative of γ
ξ˙ Time derivative of ξ
α Vehicle angle of attack
σ Bank angle
m RLV empty mass
J[] Cost function
E() Mayer cost∫
F () Lagrange cost
x¯ State vector
u¯ Control vector
˙¯x Time derivative of x¯
e() Endpoint manifold
h() Path constraints
Sre f RLV reference area
σ0 Standard density
rre f Reference altitude
β Inverse scale height
GM Earth’s gravitational constant
Ω Earth’s angular velocity
Re Earth’s Radius
h0 Initial RLV Altitude
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ρ() Atmospheric density model
ρ0 Atmospheric density at sea level
CD () Coefficient of drag model




a() Speed of sound
h Altitude above sea level




DU Distance scaling unit
MU Mass scaling unit
VU Velocity scaling unit
TU Time scaling unit
n Problem dimension or size
p Number of processors
T∗ Shortest time for serial execution of a code
Sp Speedup of code going from serial to parallel
Smax Maximum speedup
f Fraction of code that must be executed in serial
Tp Time required to run code in parallel
A.3 Chapter 3 Symbol Definitions
Table A.3. Chapter 3 symbol deﬁnitions
n Problem dimension
x¯ Solution vector or “chromosome”
f () Objective or “cost” function
 Small positive value
bits Number of bits in a string
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valuemax Maximum value represented by bits
value Unscaled value represented by a bit string
boundupper Upper bound on a variable
boundlower Lower bound on a variable
variablescaled Scaled variable within [boundlower, boundupper]
resolution Resolution of a variable represented by a binary string⊕
Exclusive OR operator⊗
Exclusive AND operator
xbi Binary encoded variable
xgr Reflective Binary Gray encoded variable
pcross Crossover probability
pmut Mutation probability
∗ Wildcard bit (could be either 0 or 1 for binary)
l Chromosome length (number of bits)
Os Schemata order (number of defining bits)
ls Schemata defining length between leftmost and rightmost defining bits
Npop Number of chromosomes in a population (population size)
Ns Number of a given schema in a population
g Current generation number
f s Average fitness of a given schema in a population
f¯ Average population fitness
pdi f f Probability that two selected parents are different
pi (y) Probability that a given population will produce chromosome y
mi, j (0) Probability of producing all zeros from a given set of parents i and j
Mi, j Matrix whose ith and jth components are equal to mi, j (0)
σ j Permutation column vector
r Maximum number of unique chromosomes of a given length
F Diagonal matrix where Fi,i is equal to f ( x¯i)
φi Incidence vector of length 2l for binary where each
element is the number of times x¯i occurs in a population
Ntot Maximum number of unique combinations of
chromosomes for a given population size (order does not matter)
Qi, j Probability transition matrix for a simple GA (Ntot by Ntot matrix)
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Z The state space for a simple GA (Ntot by r matrix)
pi Probability of each possible chromosome being present in
the population after a specified number of iterations
P0 Initial population
f ∗ Globally optimal fitness value
x¯best (t) Best solution found in an elitist GA at time t
f ( x¯best (t)) Best fitness value found in an elitist GA at time t
Dt Difference between best fitness found at time t and globally optimal fitness
E[g(δ)] Expected number of generations required to have
a δ probability of finding the globally optimal solution
K Encoding cardinality
fmax Best fitness found so far for a maximization problem
f ‘ Better fitness value between two selected parent chromosomes
k1, k2, k3, k4 User-defined learning rates for self tuning pcross and pmut functions
kbb Building block length
Qbb Number of correctly chosen building blocks
σbb Standard deviation of fitness values of chromosomes containing
a given building block
dbb Difference in mean fitness between the two competing building blocks
P(1) Parent chromosome number one
P(2) Parent chromosome number two
c(1)i The ith component of parent chromosome 1
c(2)i The ith component of parent chromosome 2
O(1) Offspring chromosome number one
O(2) Offspring chromosome number two
α Uniform random number between 0 and 1
cmax,i Maximum ith parameter from a set of parents
cmin,i Minimum ith parameter from a set of parents
Ii Difference between cmax,i and cmin,i
β Uniform random number between 0 and 1
λ Uniform random number between 0 and 1
ω Uniform random number between 0 and 1
kp Desired number of parents
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y Desired number of offspring
G Geometric center of parents
Y ( j) The jth simplex point
ζ User-defined constant
ξ Random normally distributed parameter
η j Random normally distributed parameter
Gm Midpoint between two parents
dp Difference vector between two parents
Dp3 Distance between P(3) and the line connecting P(1) and P(2)
η User-defined spread parameter for SBX
u Uniform random number between 0 and 1
γ Probability from an SBX distribution
τ Uniform random variable between 0 and 1
gmax Maximum number of generations
LBi Lower bound on the ith component
UBi Upper bound on the ith component
αi Lower bound of a sub-interval between LBi andUBi
βi Upper bound of a sub-interval between LBi andUBi
s RCGA schema
P Number of processors
Tp Total computation time required
T f Computation time required for a single function evaluation
A.4 Chapter 4 Symbol Definitions
Table A.4. Chapter 4 symbol deﬁnitions
x¯ State vector
u(t) Thrust trajectory as a function of time t
h(t) Altitude as a function of time t
v (t) Vertical velocity as a function of time t
m(t) Spacecraft mass as a function of time t
cg Gravitational acceleration constant
cv Specific impulse constant
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∆t Time step size
Nt Number of discretized time nodes
t f Final time
˙¯x Time derivative of state vector
x¯ (s1)k+1 RK3 numerical time integrator stage 1 at time node k + 1
h¯ Discretized altitude vector Nt nodes
v¯ Discretized vertical velocity vector Nt nodes
m¯ Discretized mass vector Nt nodes
u¯ Discretized thrust vector Nt nodes
u0 Initial thrust value
h0 Initial altitude
m0 Initial mass
v0 Initial vertical velocity
h f Final altitude
v f Final vertical velocity
f () NLP objective function
gi () Inequality constraints
hk Equality constraints
l Number of inequality constraints




P() Measure of constraint violation
F () Objective function with penalty function included
q Type of error norm (e.g. L2 error norm is q = 2)
FL1 Objective function with L1 type penalty function
FL2 Objective function with L2 type penalty function
FLin f Objective function with infinity norm penalty function
FQuad Objective function with quadratic type penalty function
#constraints Total number of constraints in an NLP
#in f easible Total number of violated constraints in a given set of GA trials
in f easavg Average feasibility measurement across a set of GA trials
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x¯trial Best solution found from a GA run for a given trial
pmut Mutation probability
pcross Crossover probability
Mig./MaxGen Number of migrations per total number of generations
g Generation number
tol User defined tolerance for equality constraints
β1 User-defined dynamic penalty decay rate
β2 User-defined dynamic penalty growth rate
P(1) Parent chromosome number one
P(2) Parent chromosome number two
c(1)i The ith component of parent chromosome 1
c(2)i The ith component of parent chromosome 2
O(1) Offspring chromosome number one
O(2) Offspring chromosome number two
LBi Lower bound on the ith component
UBi Upper bound on the ith component
λ Uniform random number between 0 and 1
ω Uniform random number between 0 and 1
σ0 Initial standard deviation in each dimension
σ(g) Standard deviation in each dimension at a given generation
η User-defined spread parameter for SBX
α “Cooling” rate parameter for σ or η
u Uniform random number between 0 and 1
γ Probability from an SBX distribution
A.5 Chapter 5 Symbol Definitions
Table A.5. Chapter 5 symbol deﬁnitions
x¯ Solution vector
x¯∗ Optimal solution vector
f () Objective function
f ( x¯) Objective function value
f ( x¯∗) Optimal objective function value
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µ Number of parent vectors in an ES
λ Number of offspring vectors in an ES
+, Notation signifying either parents compete (+)
or parents die out at each generation (,)
x¯parent Parent solution vector and mean of parent-centric distribution
σ Single standard deviation parameter for all dimensions (spherical)
Cparent Covariance matrix for a given parent
ρ Subset size of selected offspring to undergo recombination
g Generation number
n Problem dimension
x¯ (k)o f f spring The kth offspring vector
z¯(k) The kth random vector selected from a parent-centric distribution
fN (0,1) (zi) 1-D Gaussian probability density function
σi Indicates different standard deviations in each dimension
I Identity matrix
A Cholesky factor of the C matrix
G Matrix whose columns are orthonormal Eigenvectors of C
D2 Matrix whose diagonal values are the Eigenvalues of C
x¯ µ
ρ
Parent solution vector formed from recombination





Fitness of the ith selected vector used for recombination
wi:ρ Weight associated with the ith of ρ selected and sorted
vectors in fitness rank order
w˜i:ρ Normalized wi:ρ
x¯ (i:ρ) The ith of ρ selected and sorted vectors in fitness rank order
fcorridor Corridor fitness function
f sphere Spherical fitness function
◦ Component-wise product operator
k Offspring number
τ0 Global learning parameter for Self-Adaptive covariance technique
τ Local learning parameter for Self-Adaptive covariance technique
d User-defined constant for adaptive covariance techniques
d1 User-defined constant for adaptive covariance techniques
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s¯g+1σ Evolution path vector for covariance with
no off-diagonal terms at generation g + 1
cσ Constant for updating the evolution path vector
s¯g+1C Evolution path vector for full covariance at
generation g + 1 excluding s¯g+1σ
wk Normalized logarithmically shaped fitness recombination weights
µρ Fitness weight normalizing factor
cC C Full covariance evolution path coefficient
c1 C update coefficient
cρ C update coefficient
ch C update coefficient
cm x¯parent mutation coefficient
θ Vector of Gaussian distribution parameters (x¯parent,C)
pi( x¯o f f spring |θ) Gaussian probability density function
E[] Expectation
J (θ) Fitness expectation
∇θ J (θ) Gradient of fitness expectation w.r.t. θ (search gradient)




∇x¯parent log pi( x¯o f f spring |θ) Gradient of the log-density function w.r.t. x¯parent
∇C log pi( x¯o f f spring |θ) Gradient of the log-density function w.r.t. C
∇˜θ J (θ) Natural gradient of expected fitness w.r.t. θ
F Fischer information matrix
wˆk:λ Weirstra et al. version of normalized logarithmically
shaped fitness-based weights
δ Distribution mean mapped to a natural exponential frame
M Covariance mapped to a natural exponential coordinate frame
B A factorized Amatrix such that A = Bσ
∇δ J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. δ
∇M J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. M
∇B J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. B
∇σ J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. σ
η x¯parent Learning rate for adjusting the parent vector or mean
ηC Learning rate for adjusting the covariance matrix
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ησ Learning rate for covariance step size
ηB Learning rate for covariance matrix
 Small vicinity near a global optimum
φ Local progress rate
Q¯ Quality gain
A.6 Chapter 6 Symbol Definitions
Table A.6. Chapter 6 symbol deﬁnitions
µ Number of parent vectors in an ES
λ Number of offspring vectors in an ES




A Cholesky factor of the C matrix
x¯ Solution vector
κ Unscented sigma point user-defined spread factor
χi ith n-dimensional unscented sigma point
χ¯i ith n-dimensional unscented sigma point that has been shifted by a mean and
scaled by a covariance
f () Objective function
x¯∗ Optimal solution vector
x¯ µ
ρ
Parent solution vector formed from recombination





Fitness of the ith selected vector used for recombination
S() Check function to prevent division by zero for fitness weighted recombination
eps Matlab machine precision value
x¯ (g)parent Parent solution vector at generation (g)
gmax Maximum number of generations
wi:ρ Weight associated with the ith of ρ selected and sorted
vectors in fitness rank order
w˜i:ρ Normalized wi:ρ
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z¯(k) kth random vector selected from an n-dimensional standard normal distribution
x¯ (k)o f f spring kth offspring solution vector
Z Z-score for desired confidence interval
CI Confidence interval
σ Standard deviation
A.7 Chapter 7 Symbol Definitions
Table A.7. Chapter 7 symbol deﬁnitions
n Problem dimension
κ Unscented sigma point user-defined spread factor
χi ith n-dimensional unscented sigma point
C Covariance matrix
σ Standard deviation
χ¯i ith n-dimensional unscented sigma point that has been shifted by a mean
and scaled by a covariance
Wσ,i Weight associated with the ith unscented sigma point
µ Parent vector and mean of a search distribution
θ Vector of Gaussian distribution parameters (µ,C)
E[] Expectation
J (θ) Fitness expectation
∇θ J (θ) Gradient of fitness expectation w.r.t. θ (search gradient)
λ Number of n-dimensional sample points used
f () Objective or fitness function
pi( x¯ |θ) Probability density function of a Gaussian distribution
∇θ logpi( x¯ |θ) Gradient of the Gaussian log density function w.r.t. θ
∇µlogpi( χ¯k |θ) Gradient of the Gaussian log density function w.r.t. the mean µ
∇Clogpi( χ¯k |θ) Gradient of the Gaussian log density function w.r.t. the covariance C
LB Lower bound
UB Upper bound
Fx¯ (g)parent Fischer information matrix w.r.t. the mean x¯parent at generation g
FC (g) Fischer information matrix w.r.t. the covariance C at generation g
ηµ Learning rate for adjusting the parent vector or mean
326
ηC Learning rate for adjusting the covariance matrix
A Cholesky factor of C
δ Distribution mean mapped to a natural exponential coordinate frame
M Covariance mapped to a natural exponential coordinate frame
σx Covariance step size for uxNES
B A factorized Amatrix such that A = Bσx
∇δ J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. δ
∇M J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. M
∇B J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. B
∇σx J (0, 0) Gradient of expected fitness at (δ = 0,M = 0) w.r.t. σx
ησ Learning rate for covariance step size
ηB Learning rate for covariance matrix
fˆ () Scaled fitness
|F |max Maximum absolute value of population fitness values
b Scale factor
 Required fitness improvement in the global optimization algorithm
x¯reigning Reigning optimal solution vector
freigning Reigning optimal fitness value
p Penalty parameter
α Rate of change of 
f ailmax Maximum algorithm iterations where freigning is not improved by 
A.8 Chapter 8 Symbol Definitions
Table A.8. Chapter 8 symbol deﬁnitions
x¯i Solution vector
v¯i Velocity vector associated with the ith solution vector
pbest Best solution and fitness for a given particle over time
gbest Best solution and fitness for a population over time
c1 User-defined constant
c2 User-defined constant
g Current generation number
U-Rand() Uniform random number between 0 and 1
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x¯target Current solution vector in the population that is being updated
V¯ A donor vector created from a combination of 3 randomly selected
vectors from the population
U¯ Candidate vector formed from V¯ and x¯target to
potentially replace x¯target
W User-defined weight parameter
pcross Crossover probability
n Problem dimension
F () Fitness function
A.9 Appendix B Symbol Definitions
Table A.9. Appendix B symbol deﬁnitions
x¯ Solution vector
f () NLP objective function
gi () Inequality constraints
hk Equality constraints
l Number of inequality constraints





P() Measure of constraint violation
F () Objective function with penalty function included
q Type of error norm (e.g. L2 error norm is q = 2)
si ( x¯) Scaled constraint violation
Ri Penalty parameter that changes with user-defined levels of constraint violation
g Current generation number
α User-defined exponent
β User-defined integer term
C1 User-defined constant
SVC() Sum of violated constraints
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Di () Measure of equality constraint violations
Dk () Measure of inequality constraint violations
Q() Dynamic penalty function
R(α, β) Simulated annealing penalty function
ci Growth rate parameter
Pi Dynamic penalty term
σ Standard deviation of population fitness values
fmax Maximum fitness in a population
fmin Minimum fitness in a population
f˜ ( x¯) Normalized fitness value
c j ( x¯) Constraint violation measure
cmax, j Maximum constraint violation for a solution vector in the population
v ( x¯) Normalized constraint violation measure
r f Ratio between feasible solutions and the total population for each generation
T Number of generations before updating penalty coefficient
pmin Minimum allowed penalty coefficient
pmax Maximum allowed penalty coefficient
ϕg Current ratio of feasible solutions to population size
ϕmin User-defined minimum ratio of feasible solutions to population size
CBFS Cost of best feasible solution
CBIS Cost of best infeasible solution
∇vi Constraint violation measure
NFTi Near feasibility threshold value
λ User-defined decay rate
Vall Best fitness value found
Vf eas Best feasible fitness value found
k User-defined parameter
v j Violation measure for a single constraint
k j Normalized penalty factor








V Constraint violation vector
∆V Change in constraint violation vector
pop1 Population 1
p1 Penalty parameter for amount of constraint violation
pop2 Population 2
p2 Penalty parameter for number of constraints violated
Fpop2 Average fitness of feasible solutions found in pop2
Fpop1 Equals Fpop2 obtained from a given penalty parameter setting
vdist Amount of constraint violation
vcount Number of constraints violated
A.10 Appendix C symbol definitions
Table A.10. Appendix C symbol deﬁnitions
n Problem dimension
κ Sigma point spread parameter
pcross Crossover probability
pmut Mutation probability




Survey of Constraint Handling Techniques For
Evolutionary Algorithms
While standard evolutionary algorithms can be very effective in solving difficult optimiza-
tion problems, they are only applicable to unconstrained problems. The standard operators
that are used in most evolutionary algorithms can often result in infeasible solutions when
solving constrained optimization problems. This results in algorithms that don’t lend them-
selves to constrained optimization without some additional techniques to handle constrained
problems. A perfectly unconstrained optimization problem is seldom (if ever) found when
working with real-world applications due to the existence of physical limitations. Given
the usefulness of evolutionary algorithms and the constrained nature of most optimization
problems, there has been a significant amount of research and progress made with a num-
ber of constraint handling techniques. The primary challenge associated with all of these
constraint handling techniques is that their effectiveness is often times dependent on the
problem being solved in addition to the algorithm type used. This is still a very active
research area, given that a robust, problem-independent evolutionary algorithm constraint
handling technique has yet to be truly developed and applied. This appendix provides
the reader with an overview of a number of different techniques that can be used within
evolutionary algorithms for constraint handling. This is not all inclusive, but does try to
highlight a number of the more popular techniques. For further reading, there are a number
of good survey papers that introduce a number of various constraint handling techniques
for both GAs and ESs [177], [210], [211]. For the purposes of this Appendix, nonlinear
programming problems that can be written in the standard notation depicted in equation
B.1 are used to illustrate the various constraint handling techniques.
minimize f ( x¯)
subject to:
gi ( x¯) ≤ 0 i = 1, . . . , l
hk ( x¯) = 0 k = 1, . . . ,m
(B.1)
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Where l is the number of inequality constraints, m is the number of equality constraints,
and x¯ ∈ Rn is a n-dimensional solution vector. In addition to this, the plausible search
space Rn is often defined by bounds on the state variables x¯UB > x¯ > x¯LB. The feasible set
F is a subspace of Rn that is created by the intersection of all constraints and state bounds
(gi ( x¯) ∪ hk ( x¯) ∀i, k s.t. x¯ ∈ Rn).
B.1 Penalty Functions
Penalty functions are the oldest and most widely used methods for constraint-handling in
evolutionary algorithms [210]. They transform a constrained optimization problem into an
unconstrained optimization problem through the construction of a fitness function F ( x¯) that
is typically a variation of the general form outlined in Equation B.2. It is often created from
a linear combination of the objective function f ( x¯) and a penalized measure of constraint
violation. The measure of constraint violation can be something as simple as the number
of constraints violated, or some determination of the distance from an infeasible solution to
the feasible region. It is interesting to note that most of the research and development effort
has been placed on finding appropriate values of p [212]–[215] and not on experimenting
with different violation measurement techniques.
minimize F ( x¯) = f ( x¯) + p ∗ P( x¯) (B.2)
There are lots of variations to this general form, however, it is important to first distinguish
some of the known classifications of penalty functions. There is a concept of exactness
in penalty functions that is investigated by Di Pillo and Grippo. They provide a formal
definition of exactness for a large group of penalty functions described by Equation B.3
below [172]. These penalty functions are based on norms of both the inequality and
equality constraints in the form shown in Equation B.1. The authors are able to create a
specific definition of exact penalty functions and prove exactness of the penalty functions in
Equation B.3 for both convex and non-convex spaces. Exact penalty functions have several
characteristics that make them very useful to these types of applications. At a high level, an
exact penalty function is one where the variables of the unconstrained problem formulation
lie in the same space as the variables of the original constrained problem. In addition,
the optimal solution to an exact penalty function is the same as the optimal solution to the
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original constrained problem.
For 1 ≤ q < ∞




(max[0, gi ( x¯)])q +
m∑
k=1




For q = ∞
F∞( x¯) = f ( x¯) + p ∗ max[max[0, g1( x¯)], . . . ,max[0, gl ( x¯)], |h1( x¯) |, . . . , |hm( x¯) |]
(B.3)
Di Pillo andGrippo further distinguish between differentiable and non-differentiable penalty
functions. Due to the fact that penalty functions have their roots in gradient-based search
techniques, a great deal of effort has been spent on using differentiable penalty functions.
Equation (B.8) below illustrates a quadratic form that doesn’t fit within the group of exact
penalty functions defined in Equation (B.3) given that it is not in the form of a standard
Euclidean norm. However, it has been used in a number of papers [173]. One of the main
luxuries of GAs is that they do not require differentiable or continuous problems. Given
this, a lot of effort can be saved in simply using non-differentiable forms of exact penalty
functions.




(max[0, gi ( x¯)])2 +
m∑
k=1
|hk ( x¯) |2
 (B.4)
Richardson et al. investigated several different static penalty function formulation methods
to develop a set of general guidelines to be used in penalty function construction [216]. After
looking at penalties based on the number of violated constraints versus more sophisticated
penalties that accounted for the amount of constraint violation and repair costs, Richardson
et al. were able to come to the following guidelines and conclusions:
1. Penalties that are functions of Euclidean distance from the feasible set perform better
than those that are simply functions of the number of violated constraints.
2. For problems having few constraints and few feasible solutions, penalties that are
functions of the number of constraint violations will not likely find solutions.
3. Good penalties can be constructed from two quantities: the expected completion cost
(a mean fitness cost associated with making the infeasible solution feasible based on a
distribution of possible repairs) and the maximum completion cost (the upper bound
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on most expensive scenario of repairing infeasible solution).
4. Penalties should be close to the expected completion cost without frequently falling
below it. The more accurate the completion cost calculation, the better the penalty. A
penalty that underestimates the completion cost will have difficulty finding solutions.
Where Richardson et al. determine the expected completion cost as a distance from the
feasible region based on an average problem slope. The maximum completion cost is a
conservative estimate of the distance to the feasible region based on the maximum problem
slope. While these metrics are based on problems where derivative information is available,
they are still useful in illustrating the above conditions. Another way to view these results is
that the penalty factor has to be appropriately tuned so that the best solution found isn’t an
infeasible one. However, the penalty factors can’t be too large, or they will fail to search the
boundaries of the feasible region where the true optimal solutions typically lie. Richardson
also recommended the exploration of dynamic penalty factors that start small and grow
throughout the progression of the genetic algorithm.
B.1.1 Static Penalty Functions
Static penalty functions are setup so that everything is defined and set before the evolutionary
algorithm is executed. In other words, the penalty parameters don’t change after the code
is running.
Seywald and Kumar use the most basic of static penalty functions, however, they investigate
the differences between two constraint violation measurement techniques [164]. Equation
(B.5) below illustrates that they look at both the absolute value of the constraint violation
(equality constraint) and the maximum function of the constraint violation (inequality
constraint).
F ( x¯) = f ( x¯) + p ∗
m∑
k=1
|hk ( x¯) |
F ( x¯) = f ( x¯) + p ∗
l∑
i=1
max[0, gi ( x¯)]
(B.5)
After running through three fairly simple optimization problems with both methods, Sey-
wald and Kumar conclude that efficiency is significantly increased when the constraints are
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converted from equality constraints to inequality constraints. However, these authors do
not investigate the effect different values of p have on the afore mentioned outcome. Most
papers on penalty functions indicate that the penalty factor must be carefully tuned for each
problem to achieve efficient results with static penalty functions.
Homaifar et al. developed a systematic approach to vary the penalty parameter Ri with
respect to user-defined levels of constraint violation [212]. Similar to the above methods,
Homaifar converts a constrained nonlinear programming problem into an unconstrained
one through the use of penalty functions as can be seen in Equation (B.6).
minimize F ( x¯) = f ( x¯) + P( x¯)
P( x¯) =

0 x ∈ F∑l
i=1 si ( x¯)Ri x < F
(B.6)
where si ( x¯) is a scaled constraint violation term that has been scaled according to a user-
defined reference value and Ri is a penalty parameter that is dependent on si ( x¯). The
user-defined reference value that is used to scale the constraint violations is illustrated 2
separate ways: 1.) using local reference values for each constraint or 2.) using a single,
global reference value for all constraints. Given the reference value, the user also has
to define various levels of constraint violation and corresponding Ri values associated
with each level of constraint violation. This method is demonstrated on three nonlinear
programming problems using both local and global reference values. The results obtained
from a GA using this method are compared to a general gradient search method along with
the known reference solutions to each problem. While Homaifar’s method does preform
well for the given problems, it is quickly observed that its effectiveness is dependent on
the problem being solved. More specifically, a lot of tuning and adjustment is required
to go from one problem to the next. The user has to redefine a global reference value
(or multiple, local reference values), establish an appropriate set of violation ranges, and
correctly tune the corresponding penalty parameter values that are to be associated with
each level of violation for each constraint. It does not take too much imagination to see how
this process can quickly become cumbersome as the number and complexity of constraints
grows. In addition, the extensive use of switching statements used to determine the various
levels of constraint violation can result in longer run times and less computational efficiency.
Regardless of the previously mentioned issues, Homaifar et al. helped lay the foundation for
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a number of more recent adaptive penalty techniques and provided one of the first examples
of a scaled, adaptive penalty technique designed specifically for GAs.
B.1.2 Dynamic Penalty Functions
Dynamic penalty functions are a specific group of penalty methods that change in one way
or another as a function of the number of generations or progression of the evolutionary
algorithm. It has been observed by several authors that it is often good practice to allow
more infeasible solutions to occur earlier on in the evolution process, and then slowly force
more and more feasible population members as the code progresses [217]–[220]. Dynamic
penalty methods use various techniques to achieve this result.
Joines and Houck were some of the first to introduce penalty functions that change during
a single run of a evolutionary algorithm [213]. Their method uses a fairly common penalty
function that is dependent on the amount of constraint violation. In addition, they increase
the penalty parameter as a function of the generation number. In Equation (B.7), ρg = C1g
with g being the number of generations, α is a user-defined exponent, andC1 is a user-defined
constant. In addition, Di (), is a measure of equality constraint violations, Dk (), is a measure
of inequality constraint violations, and SVC() is the sum of violated constraints. Lastly,
Q() is the resulting dynamic penalty associated with this method. While this is a linear
penalty parameter growth rate (when α = 1), Joines and Houck also investigate a quadratic
growth rate where α = 2. In addition, an exponential penalty parameter growth rate that
is more in-line with a simulated annealing approach R(α, β) = eP(α,β) is investigated. It
must be noted that this form of penalty function doesn’t fit into the forms of exact penalty
functions defined by Di Pillo and Grippo given that it does not use standard norms [172].
Di ( x¯) =

0 gi ( x¯) ≤ 
|gi ( x¯) | otherwise
Dk ( x¯) =

0 − ≤ hk ( x¯) ≤ 




D βi ( x¯) +
m∑
k=1
D βk ( x¯), β = 1, 2, . . .
Q(α, β) = ραg SVC(β, x¯)
(B.7)
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Kazarlis and Petridis further investigated the effects and performance associated with dif-
ferent penalty parameter growth rate profiles [214]. They utilize a very similar method to
Joines and Houck, however, they expand on this idea by looking at seven different penalty
parameter growth rate functions. Kazarlis and Petridis use a common GA and integrate
the various growth rate functions to solve a cutting stock problem and a unit commitment
problem. After comparing the results, the authors are able to note that the functions with a
slow initial growth rate seem to consistently outperform penalty functions that have a rapid,
initial growth rate. These findings are in agreement with a number of studies that have
determined infeasible chromosomes can carry useful information and often result in better
performance when compared to methods that quickly eliminate all infeasible chromosomes
in a population [217]–[220]. This improved performance is often attributed to the idea that
most optimal solutions lie on a boundary between feasible and infeasible search spaces, or
in other words, at least one of the constraints are active at the optimal point. Given this
observation, it is often beneficial to search near, or on these constraint boundaries. For
evolutionary algorithms, it becomes difficult to produce offspring that are on this boundary,
if all members of the population lie within the feasible region. Another way to think about
it is in the light of multiple, disjoint feasible regions. If the search space is quickly reduced
to one of these feasible regions, a local optimal will be reached without much chance of
chromosomes migrating to other feasible regions that may contain the global optimal solu-
tion. In addition to the benefit of a slow initial growth rate, Kazarlis and Petridis were able
to conclude that the optimal growth rate is problem-dependent. What works best for the
cutting stock problem, isn’t the function that works best for the unit commitment problem.
In addition, penalty growth rates that work well on one problem, perform poorly on others.
Again, the challenge of problem dependency and lack of a uniform constraint-handling
technique that performs well for a large set of problems has yet to be overcome.
Crossley and Williams also investigate several penalty parameter growth rates, however,
they investigate the effects of three different constraint violation functions [221]. Equation
(B.8) is the quadratic constraint violation function commonly used due to its roots from
calculus-based methods. Realizing that evolutionary algorithms don’t require continuously
differentiable functions due to their heuristic methods they also investigate a linear penalty
and a step penalty outlined in Equation (B.9) and Equation (B.10) respectively. In this
method, ci is the growth rate parameter. During this study, Crossley andWilliams investigate
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the following growth rates: 2, g, g2, 2g, σ, and σ2. In this notation, g, is the generation
number, σ is the standard deviation of population fitness values, and σ2 is the variance of
population fitness values. It must be noted that the last two growth rates could be viewed
as adaptive penalty methods, as they are utilizing information about the population to tune
the penalty parameters. More specifically, they increase the penalty parameter when the
fitness of the population varies greatly frommember to member. Crossley andWilliams use
a standard total fitness function defined by F ( x¯) = f ( x¯) +
∑l+m
j=1 Pj ( x¯). After comparing
each of these penalty techniques over three test problems, they essentially find that various
combinations of these methods perform better for various problem formulations. It was
noted that the standard, linear coefficient ci = 2, combined with the quadratic penalty
function in Equation (B.8) performed the best, when looking at the normalized average
fitness values across all three problems.
Pi = ci
[









0 i f gi ( x¯) ≤ 0
ci[1 + gi ( x¯)] else
(B.10)
B.1.3 Adaptive Penalty Functions
Adaptive penalty methods are slightly different than dynamic penalty methods in that they
use some type of feedback based on various metrics to adjust the penalty parameters.
Typically, some measurement of the percentage of the population that is feasible, or some
relative measurement is used for these types of penalty techniques. It must be noted that
there have been several techniques that couple this adaptive feedback technique with a
generation-dependent dynamic penalty technique as well [220], [222].
Tessema and Yen have developed an adaptive penalty function that has an interesting
algorithm to adjust the penalty parameters based on the number of infeasible solutions in
the population [215]. These authors utilize an effective method of normalizing both the
objective function f˜ ( x¯) and the amount of constraint violation v ( x¯) so that all values of
the population vary between 0 and 1 as illustrated in Equation (B.11). In this formulation,
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c j ( x¯) is a constraint violation measurement, cmax, j is the maximum constraint violation for
a solution vector, and r f is the ratio between feasible solutions and the total population for
each generation. It can be seen that v ( x¯) is essentially the L1 norm penalty function form
that has been normalized and averaged.
f˜ ( x¯) =
f ( x¯) − fmin
fmax − fmin





c j ( x¯)
cmax, j
Where:
c j ( x¯) =

max(0, g j ( x¯)) j = 1, . . . , l
max(0, |h j ( x¯) | −  ) j = l + 1, . . . , l + m
cmax, j = max c j ( x¯)
(B.11)
Equation (B.12) depicts how the fitness function F ( x¯) is calculated using all of this infor-
mation for three different cases. It can be seen that this method only evaluates and uses
the scaled objective function, f˜ ( x¯), if there are members of the population that are feasible
(r f , 0).
F ( x¯) =

v ( x¯) r f = 0
f˜ ( x¯) For feasible members√
f˜ ( x¯)2 + v ( x¯)2 + [(1 − r f )v ( x¯) + r f f˜ ( x¯)] otherwise
(B.12)
The unique addition, other than the normalization of objective function and constraint
violations, is the fact that the objective function isn’t considered in the fitness function if
there are no feasible solutions in the population. Given this, in a fully infeasible population,
the infeasible solutions that have the lowest constraint violation will be selected to generate
the next population with the idea that they will eventually evolve to a feasible region. In
addition, an infeasible chromosome that is in a partially feasible populationwill be penalized
based on how much of the population is feasible. As an example, if the population is almost
all feasible, then the infeasible solution won’t be penalized as heavily as it would be if the
majority of the population was infeasible. This is done to create a good balance of infeasible
and feasible solutions in the population. It is also interesting to note that there are no user-
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defined parameters required for the fitness function described in Equation (B.12) which is
an advantage to this method. Tessema and Yen use twenty-two benchmark problems to
illustrate that this method is competitive with a several other constraint handling techniques
and requires less user-defined parameters.
Wu and Simpson implement a boundary searching, self-adaptive penalty method that they
test on a water distribution network optimization problem [219]. Their method is a little
interesting in that it is a hybrid between a co-evolutionary method and an adaptive penalty
method in that they use ‘feedback’ from population metrics to adapt the penalty factor,
however, they also represent the penalty factor as a decision variable in the evolutionary
algorithm population. Throughout the evolution process, they track the amount of feasible
and infeasible solutions in the population. EveryT generations, they use the ratio of feasible
solutions to the total population to adjust the range [pmin, pmax] that they set for the penalty
factor decision variable within the evolutionary algorithm according to Equation (B.13).
They are essentially using Di Pillo and Grippo’s L1 norm method to determine the amount
of constraint violation for each chromosome.
i f gt − gt−1 ≥ T and ϕg < ϕmin
pmin,t = (1.0 + α)pmin,t−1
pmax,t = (1.0 + α)pmax,t−1
i f gt − gt−1 ≥ T and ϕg ≥ ϕmin
pmin,t = (1.0 − α)pmin,t−1
pmax,t = (1.0 − α)pmax,t−1
(B.13)
Where ϕg it the current portion of feasible solutions in the population and ϕmin is the
user-defined minimum desired ratio. In addition, α is a user-defined value between 0 and
1 that dictates how fast the limits or box constraints on the penalty parameter are adjusted.
The penalty factor is only adjusted every T generations with the notation of gt and gt−1
indicating the current adjustment generation and the previous generation that the penalty
parameter range [pmin, pmax] was adjusted. In Wu and Simpson’s method, the user has to:
initially define the range [pmin, pmax], a desired minimum ratio of feasible solutions ϕmin,
define the frequency of adjusting the parameters T , and define how fast they want the limits
340
on the penalty factor to be adjusted α. Given this, Wu and Simpson do illustrate that this
self-adaptive co-evolution hybrid method yields superior results on a water distribution
network optimization problem when compared to a GA with fixed penalty factors.
Afshar and Marin˜o have developed a ‘parameter-free’ self-adapting penalty function that
they use to optimize a pipe network problem [220]. Similar to Wu and Simpson, this
penalty parameter attempts to drive the GA in a direction that searches the boundaries
between feasible and infeasible search spaces. Describing that most constrained optimiza-
tion problems have at least one active constraint at the optimal solution, this seems to be
a logical approach. They illustrate that the ratio between the fitness or penalized cost of
the best feasible solution CBFS and the fitness of the best infeasible solution CBIS can be a
useful metric in determining the appropriate penalty parameter size. Equation (B.14) below








In addition to this, they also illustrate that the user can choose an exterior method by
choosing a very low initial value of p1. In other words, the GA will initially spend most of
its time searching the infeasible region, and then work its way toward the feasible region.
Using the same logic, the user can start with an interior penalty method by choosing a very
large value of p1 so that the GA initially spends more search effort in the feasible region and
works its way toward the infeasible region. In either case, the penalty parameter will migrate
toward a value that allows for both CBFS and CBIS to be close to equal. This is another
way of ensuring that there are both infeasible and feasible members of the population, or
searching along the constraint boundaries.
Coit and Smith define a near-feasibility threshold (NFT) parameter that is used to help steer
the search along areas that are close to the constraint boundaries in their adaptive penalty
method [222]. Referring to Equation (B.15), it can be seen that each amount of constraint
violation or ∇vi is scaled by the NFTi parameter. This parameter decreases throughout
the evolutionary algorithm progression as a function of g (generation number), an initial
user-defined NFT value NFTo,i, and a user-defined decay rate λ. The term that makes
this an adaptive penalty instead of a standard dynamic penalty is Vall − Vf eas, which is
the difference between the best overall objective function value found and the best feasible
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objective function value found. It is also noted that this value can’t be negative, in other
words, if no constraints are active, this value is set to zero.










∇vi = |gi ( x¯) |
(B.15)
The authors originally set this up for a reliability allocation problem and they test thismethod
on 33 variations of these types of problems. Coit and Smith show that it outperforms a
penalty method that simply removes any infeasible solutions from the population, referred
to as a death penalty method. In addition the authors compare several fixed values of the
NFT with the dynamic version outlined above. Coit and Smith’s results illustrate that the
performance of this penalty method is dependent on values of NFT and is likely dependent
on values of other tunable, user-defined parameters to include: NFTo,i, k, and λ.
Barbosa and Lemonge describe another adaptive penalty method that is free of user-defined,
tunable parameters that automatically adjusts the penalty parameter for each individual
constraint instead of grouping them all together as many techniques do [223]. Their method
distinguishes between constraints in a way that penalizes difficult constraints more than the
ones that seem to be easily satisfied based on population feasibility.
Equation (B.16) illustrates their proposed adaptive penalty method. It must be noted that v j
is the violation for a single constraint and not a sum across all constraints, given that each
constraint is handled separately. Next, it can be seen that the penalty factor k j is essentially
the violation of a given constraint j across the current population that is normalized the total
violation of all the constraints across the population, this value is then multiplied by the sum
of all fitness values f ( x¯) of the population. Where there are l inequality constraints and m
equality constraints, and Npop is the number of individuals in the population. Barbosa and
Lemonge use a standard, gray coded GA to compare this method to several other penalty
function methods on a number of the benchmark test problems that have become somewhat
standard when comparing penalty techniques. Their results illustrate that this method is
comparable to the adaptive penalty methods that they compare it to on the given set of
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problems.
F ( x¯) =

f ( x¯) x¯ ∈ F




k jv j ( x¯)
v j ( x¯) =

max[0, g j ( x¯)] inequalit y
|h j ( x¯) | equalit y
k j =






v j ( x¯s)
(B.16)
Deb and Srivastava introduce a GA augmented Lagrangian method that also has a self-
adapting penalty value [224]. This method is similar to a penalty function approach,
however; Deb and Srivastava are able to extract the optimal Lagrange multipliers, λi and
µk , from the result with the additional cost of multiple optimization problems being solved
at each step. They also indicate that the augmented Lagrangian method distorts the original
problem less than standard penalty methods. When compared to these standard penalty
techniques, the augmented Lagrangian method is less likely to inadvertently create multi-
modality and nonlinearities that were not existent in the original problem. For their specific
implementation, Deb and Srivastava use a standard NLP solver (MATLAB’s fmincon) to
solve the sub-level optimization problem. Equation (B.17) depicts the generic form of a
quadratic augmented Lagrangian function that they utilize in their algorithm.
F ( x¯, σt, τt ) = f ( x¯) + R
l∑
i=1
[(max{0, gi ( x¯) + σti})2 − (σti )2] + R
m∑
k=1
[(hk ( x¯) + τtk )
2 − (τtk )2]
σt+1i = max{σti + gi ( x¯t ), 0}, i = 1, 2, . . . , l
τt+1k = τ
t
k + hk ( x¯
t ), k = 1, 2, . . . ,m
(B.17)
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Their algorithm adjusts the penalty parameter R every so many iterations, t, as a function
of the total population constraint violation and the average population fitness. In addition
to this, it also scales the values of the multiplier parameters σ and τ with the adjusted R
value by the ratio of RnewRold . After each generation, their algorithm utilizes a NLP solver to
further optimize the best chromosome found in that generation. This is done to help ensure
convergence to a true KKT point. Finally, once an optimal solution is found, the optimal




B.2 Genetic Operator Techniques
Deb uses an enhanced tournament selection method to enforce the three criteria listed below
using a tournament size of two individuals [225].
1. Between an infeasible solution and a feasible one, the feasible solution is selected.
2. Between two feasible solutions, the one with the best fitness value is selected.
3. Between two infeasible solutions, the one with the least amount of constraint violation
is selected.
Furthermore he also uses a slightly different fitness function that penalizes infeasible so-
lutions without the use of a penalty factor. Equation (B.19) describes the relationship
where fworst is the worst fitness of the feasible solutions. It can be seen that the amount
of constraint violation is added to fworst to ensure that all infeasible solutions will have a
fitness that is worse than that of a feasible solution. It is also important to note that Deb
normalizes the constraints to prevent any one constraint being favored over others during
the GA run. He implements this technique on a binary-coded GA and on a real-coded
GA. In addition, the results are compared with a penalty function technique by Powell and
Skolnick in the first few problems [226]. Deb compares several versions of his technique
on nine optimization problems to conclude that the proposed technique is more efficient
and robust than the Powell and Skolnick method in addition to the best constraint-handling
methods proposed in literature. However, it is important to note that penalty parameters
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must be tuned for each specific problem with some of the other methods, and there isn’t
an indication that the optimal penalty factors were selected for the comparisons in the first
several benchmark problems.
F ( x¯) =

f ( x¯) i f x¯ ∈ F
fworst +
∑l
i=1 |gi ( x¯) | i f x¯ < F
(B.19)
Hinterding and Michalewicz take a similar approach to Deb, however they take it one
step further in that they try to match infeasible parents based on which constraints they
satisfy [227]. Is must be noted that parent matching was originally done by Ronald back in
1995, however his method didn’t look at collective constraint satisfaction among infeasible
parents [228]. Their selection operator follows the same guidelines listed above, with the
addition of trying to maximize the number of satisfied constraints that the offspring of
two infeasible solutions may have. As an example, if there are four constraints and two
infeasible parents, the goal would be that both parents collectively satisfy the largest number
of constraints possible. So if the first parent satisfied constraints one and two, the selection
operator would look for the infeasible parent that satisfied constraints two and three. A
simple binary array is used to track which constraints are met by each chromosome. The
idea is that this type of parent matching will lead to a better chance of the infeasible solutions
producing feasible offspring. Similar to Deb, they use the tournament selection process
outlined in the list below to select the first parent.
1. Between an infeasible solution and a feasible one, the feasible solution is selected.
2. Between two feasible solutions, the one with the best fitness value is selected.
3. Between two infeasible solutions
(a) Select the one with the lowest number of violated constraints
(b) If they violate the same number of constraints, select the one that has lowest
constraint violation measure.
From this point, the second parent is chosen with similar rules, however, when selecting
between two infeasible solutions, the best compliment to the first parent is chosen using the
logic described above.
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Michalewicz and Janikow take advantage of convex feasible search spaces created by linearly
constrained optimization problems to create genetic operators that ensure all chromosomes
are within the feasible region [229]. They refer to their GA algorithm as GENOCOP
and there have been several additional versions that incorporate additional capabilities and
constraint-handlingmethods. GENOCOP is a real-codedGA that starts by eliminating all of
the equality constraints and converting them all into a simplified set of linear inequalities.
From this point, GENOCOP determines a feasible initial population that has a certain
percentage of the initial chromosomes on constraint boundaries. At this point Michalewicz
and Janikow use three different mutation operators along with a crossover operator to evolve
the population in a way that ensures all of the chromosomes remain in the feasible region.
The mutation operators consist of a standard uniform mutation, a boundary mutation, and
a non-uniform mutation. The boundary mutation ensures that the chromosome mutates
in a way that at least one of the constraints gi ( x¯) will be equal to zero, or active. The
non-uniform mutation is adapted in a way that makes it have less and less of an impact on
the chromosome values as the number of generations increases. In addition, the crossover
operator uses the properties of linear combinations of points inside of convex hulls to ensure
feasible offspring.
Runarsson and Yao introduce the idea of stochastic ranking within the selection mechanism
as a robust method to ensure an appropriate balance in dominance between the original
objective function and the penalty function [230]. They make several observations on what
can happen when comparing two chromosomes for selection while using a penalty method
(assuming minimization). If one assumes that xi is selected over xi+1 then there are three
possible scenarios that can occur.
1. f (xi) ≤ f (xi+1) and p ∗ P(xi) ≥ p ∗ P(xi+1) where the comparison is dominated by
the objective function.
2. f (xi) ≥ f (xi+1) and p ∗ P(xi) < p ∗ P(xi+1) where the comparison is dominated by
the penalty function.
3. f (xi) < f (xi+1) and p∗P(xi) < p∗P(xi+1) where the comparison can’t be dominated
by either function.
It can quickly be inferred that the selection can switch between objective dominated and
penalty dominated depending on what value is used for the penalty factor p. Rather than
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trying to appropriately adjust p, or develop an adaptive penalty scheme to arrive at a
population with a good balance of feasible and infeasible solutions, Runarsson and Yao
simply specify a percentage that they want the selection to be objective function dominated,
P f , versus penalty function dominated. With this value specified, the authors have developed
a simple method to effectively guide the search in a way that proves to be efficient for a large
number of problems. Runarsson and Yao find that 0.5 > P f > 0.4 yields the best results
after running their algorithm on thirteen benchmark problems and comparing it to dynamic
penalty methods. It is further compared with other methods that use these same benchmark
problems in Chootinan and Chen’s paper where it can be seen as the highest performing
GA constraint handling method on these benchmark problems as of 2006 [178].
B.3 Repair Methods
Chootinan and Chen have developed a unique repair method that corrects a portion of
infeasible solutions based on gradient information from the constraints [178]. In this
technique they obtain gradient information from the constraints using a forward difference
approximation (or exact derivative when possible) that can be used to determine the change
in constraint violation with respect to the change in the solution vector. Equation (B.20)
illustrates that once the gradient matrix ∇x¯ is determined along with the constraint violation
vectorV , the change in violation vector ∆V and required change in x¯ can be determined. An
iterative process is then utilized to repair the infeasible chromosomes iteration by iteration
using the pseudo inverse of the gradient matrix ∇x¯V †. As a fail safe, a large penalty factor
is applied if the repair method is unable to efficiently repair a chromosome to satisfy all of












∆V = ∇x¯V ∗ ∆x¯ ⇒ ∆x¯ = ∇x¯V−1 ∗ ∆V
x¯t+1 = x¯t + ∇x¯V † ∗ ∆V
(B.20)
Chootinan and Chen compare this method to several other competitive methods using a
set of eleven benchmark problems that are used in several other GA papers. The results
illustrate that this method compares very well with the other methods. The only user-defined
parameters in this method are the repair rate or percent chance of repairing an infeasible
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solution, and the number of iterations before the large penalty factor is utilized.
B.4 Co-evolution and Multiple Objective Optimization
Paredis is the first to introduce the co-evolutionary approach, with an algorithm that uses
a GA to solve a constrained, combinatorial chess piece placement problem [231]. This
algorithm is based on a predator-prey model in which the fitness of one population impacts
the evolution of the other. The first population consists of a set number of constraints
that have fitness values that are dependent on how difficult each constraint is to satisfy. In
other words, the most restrictive constraints are favored over the less restrictive constraints.
It must be noted that the constraint population doesn’t evolve and all of the constraints
remain unchanged throughout the GA run. However, their associated fitness values do
continuously change based on the afore mentioned criteria. The second population consists
of potential chess piece placement solutions that are rewarded on the basis of how many
constraints they satisfy. Each of these rankings is based on a number of encounters between
members of the two populations. For this specific algorithm, only the last 25 encounters
are tracked for fitness determination. Selection operators are used to select individuals
from each population and they are compared in what is referred to as an encounter. If the
chosen constraint from the first population is satisfied by the selected solution from the
second population, then the solution is rewarded and the constraint fitness is penalized.
This allows more focus to be placed on the most restrictive constraints and at the same time
more attention is given to the best solutions that satisfy the most constraints. The second
population that contains the potential solutions does evolve based on the fitness determined
from 25 encounters with the constraint population.
Coello Coello utilizes co-evolution to adapt penalty factors in a way that gets rid of user-
defined tuning parameters and leaves it up to a GA to determine the best penalty factors for
solving numeric optimization problems [232]. He illustrates a case with two populations
pop1 and pop2 where the first population pop1 is trying to find the optimum set of penalty
factors based on an average fitness that is found using a second population pop2. Equation
(B.21) below illustrates how pop1 has two penalty factors p1 to penalize the amount of
constraint violation, vdist , and p2 to penalize the number of constraints violated, vcount .
However, it must be noted that in order to calculate the fitness for each member of pop1
a second population pop2 must be evolved using p1 and p2 from that member of pop1.
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Once evolution is completed on pop2 a fitness Fpop2 is obtained as an average of all feasible
solutions found in pop2. After this Fpop1 can be calculated for each member of pop1 and
the next generation can be formed. In other words, every single generation of pop1 requires
size(pop1) ∗ gmax,pop2 generations to occur. Coello Coello illustrates that this technique
performs favorably when compared to several other techniques using several test problems.
While it doesn’t require any user-defined parameters, it is computationally expensive given
that it has to run an entire GA on pop2 for each member of pop1 for each generation of pop1







+- + count f eas ∀x¯ ∈ F




gi ( x¯) ∀gi ( x¯) > 0
vcount = number of violated constraints
(B.21)
B.5 Mapping and Decoder Methods
Koziel andMichalewicz introduce a technique that uses a homomorphic mapping technique
to map convex and non-convex feasible regions to an n-dimensional cube(s) [−1, 1]n thus
making it easy to design GA operators that maintain feasibility [233]. This method is robust
and fairly problem independent in that there are no user-defined parameters that need to be
tuned. However, the mapping can skew the feasible region in a way that varies depending
on what feasible reference point is used. They define an iterative method that helps select
a reference point that will not skew the area of the feasible region where the optimal
solution lies in a way that helps increase the chances of finding the optimal solution. They
also extend this method to non-convex and discontinuous feasible regions. This method
requires a feasible reference point that is found by random sampling of the search space.
Given a feasible reference point, this method was tested on eleven benchmark test problems




Asafuddoula, Ray, and Sarker utilize a method known as constraint sequencing where they
essentially divide the population into l + m + 1 subpopulations that each face a different
sequence of constraints [234]. As soon as a chromosome in the sub population violates
a constraint, the rest of the constraints that it faces are not evaluated and it is assumed
that it violates all of the remaining constraints in terms of how the sub populations are
ranked. This helps to insure that the boundaries are approached from different directions,
as each sub population has a different sequence of constraints that the chromosomes will be
compared against. The best members from each of the sub populations are then chosen for
evolution and the process continues as expected. This technique performed very favorable
when compared to three other state-of-the-art constraint handling techniques.
B.7 Summary
This appendix has introduced the reader to a number of techniques that have been used to
successfully handle constraints in various studies and applications. It must be noted that an
apples-to-apples comparison of these techniques is fairly difficult for several reasons. First
of all, the performance and effectiveness of each method is dependent on the problem being
solved and the algorithm configuration being employed. Next, many of these techniques
require a number of tunable parameters to be appropriately adjusted, making it difficult
to know whether a given constraint-handling method has been optimally tuned for a given
problem. Lastly, there has not been a consistent set of benchmark problems or standard
experiment configuration used in the analysis of these techniques, making a side-by-side
comparison very difficult.
With this in mind, this dissertation leverages a combination of constraint handling tools
including: adaptive penalty techniques, exact penalty functions, and simple repair methods
to solve constrained optimization problems with evolutionary algorithms. One of the
primary reasons for choosing these techniques is that they are very easily transferable from
one type of evolutionary algorithm to the next. This makes it easy when developing,
modifying, and analyzing a number of different evolutionary algorithms using constrained
optimization problems. Next, the adaptive penalty methods and exact penalty functions
have been shown to be very effective in practice for a number of problems [175], [215],
[223]. Lastly, it will be seen that the simple repair technique is utilized in this dissertation
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to enforce simple box constraints on algorithms that do not have a built-in mechanism
for enforcing bounds on decision variables. The results of the studies in this dissertation
illustrate that this combination of constraint handling techniques can be very effective in
solving constrained problems. This survey of constraint handling techniques is included
in this dissertation to illustrate that there are a large number of various methods that could
potentially be employed on these types of evolutionary algorithms. The most important
takeaway from this survey is that there are a many tools available to the practitioner when
applying various forms evolutionary algorithms to constrained optimization problems.
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APPENDIX C:
An Unscented Genetic Algorithm
This appendix introduces a new contribution to GAs where deterministic sampling is
applied within a RCGA crossover operator to produce new offspring solution vectors.
This idea is what originally directed this research toward the application of deterministic
sampling within the construct of the various ESs. However, it is introduced and developed
here in the appendices given that deterministic sampling is a more natural fit within the
construct of an ES and its distribution-based mutation operators. As the reader will likely
appreciate, this makes for a smoother transition and logical explanation to develop the idea
of deterministically choosing points to represent distributions within the context of ESs
where Gaussian distributions are typically used. Although, the DGX operator introduced in
Chapter 4 is a Gaussian based crossover operator that utilizes two randomly chosen sample
points from a Gaussian distribution. Similar in some ways to an ES, the characteristics of
the Gaussian distribution in this operator are determined by the parent vectors, where the
mean is a fitness-weighted average and the covariance is adjusted according to a cooling
schedule. It can quickly be seen that this concept is very similar to the USA-ES that is
introduced and developed in Chapter 6.
C.1 Unscented Crossover Operator
The idea of an unscented RCGA stems from the idea of utilizing Julier’s 3rd order unscented
sigma points, outlined in Equation (6.2), as candidate offspring points within the construct
of a DGX crossover operator. This is different from the standard DGX operator where
only two points, or offspring vectors, are randomly drawn from an n-dimensional normal
distribution. When using the 3rd order sigma points, 2n + 1 offspring are now chosen from
the normal distribution in a deterministic way. In order for this to fit within the construct of
the RCGAs that are introduced and developed in Chapter 4, another selection operation is
needed to determine which two offspring will be chosen from the group of 2n+ 1. Initially,
a simple truncation selection operator is used so that the two best performing offspring out
of the 2n + 1 are chosen. Unfortunately, this mechanism requires that the 2n + 1 offspring
solution vectors be evaluated by applying them to the cost function. This process then
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has to be conducted for every set of parents that undergoes crossover to produce two new
offspring. As can likely be imagined, this significantly adds to the amount of computational
time required for the crossover operation. However, the two selected offspring could be
chosen at random without evaluating fitness values, or through any of the other selection
operators introduced in Chapter 3. Another idea could be to use one of the selection
operators that has some randomness to select two subgroups from the 2n + 1 offspring.
Then one of the recombination operators introduced in Chapter 5 could be applied to create
two offspring from these two subgroups. For the purposes of introducing this idea, the
naive approach of selecting the two offspring that achieve the best fitness is used.
Again, the idea behind using the deterministically selected sample points over randomly
chosen points is that a more meaningful sample can be drawn. With the case of 3rd order
sigma points, the statistical moments up to 3rd order can be matched with a very small
number of sample points. While a very large number of randomly drawn sample points are
needed to have similar properties in regard to the sampling distribution. In addition, the
deterministically chosen sample points offer a symmetric set of sampling points that are
more statistically meaningful than normally distributed random points.
C.2 Unscented GA Lunar Lander Optimal Control Appli-
cation
This section summarizes the results obtained by implementing a rudimentary version of the
unscented DGX crossover operator and using it to solve the lunar lander problem outlined
in Equation (4.3). The same top-level RCGA algorithm from Chapter 4 is used where
tournament selection is performed, considering both the parents and offspring, to create
the next set of parents. In addition, elitism is enforced from one generation to the next,
ensuring that the best solution found is always in the population. In this algorithm, the
same cooling schedule that is used for the standard DGX crossover operator is also applied
to this new unscented crossover operator. In this unscented crossover operator, 3rd order
sigma points are used with κ = 1 to generate 2n + 1 candidate offspring solutions from a
normal distribution. The n-dimensional normal distribution is centered on a mean that is
equal to the fitness-weighted average between the two parent solution vectors. Next, all of
the 2n + 1 candidate offspring vectors are evaluated against the fitness function of interest.
From here, a modified truncation selection algorithm is used to quickly find the two best
354
performing offspring. These offspring are then used as they would be from any of the other
real-coded crossover operators considered in Chapter 4.
The specific settings of this unscented RCGA that are used for solving the lunar lander
problem are outlined in Table C.1. This algorithm is applied using the exact same parallel
island architecturewith a round-robin communication network as described in Section 4.5.3.
It also has a covariance reset mechanism where the covariance is reset back to the initial
value when the average population fitness stagnates and does not change by more than a
given reset tolerance from one generation to the next. Lastly, the covariance decay rate is





Tournament Pool Size 10
Initial Covariance UBi−LBi2
Covariance Reset Tolerance 10−6
Covariance Decay Rate 1.001
Exit Criteria 106 Generations
Table C.1. Unscented RCGA parameters
Table C.2 and Figure C.1 illustrate the results obtained from applying this new form of
unscented GA to the lunar lander optimal control problem outlined in Equation (4.3). A
parallel island version of this unscented RCGA is run on Hamming using 256 processors
across eight different compute nodes (32 processors per node). It can be seen that the
unscented GA is able to find very accurate solutions to this problem. However, it does take
a longer amount of time to run, when compared to theUSA-ES solution for the 30-node lunar
lander problem in Table 6.25, given that it has a much larger number of function evaluations
to execute during each generation to enable the additional fitness-based selection that occurs
within the crossover operator.
Method Migrations106 Gen. FBest FBest Error (%) CPU Time (hours) Time Steps
Unscented RCGA 256 1.420305 1.9 × 10−3 % 3.7 30
Table C.2. Unscented RCGA lunar lander results
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Figure C.1. Unscented RCGA 30-node lunar lander trajectory
As alluded to before, this algorithm could be made to run faster by utilizing a random
selection operator to choose the two offspring from the group of 2n + 1 solution vectors
generated by the 3rd order sigma points instead of using a fitness-based truncation selec-
tion. In addition, the best solution for the lunar lander problem outlined in Table C.2 and
Figure C.1 is actually found in generation 457,497 for this specific run, indicating that 106
generations may be more than twice as many generations than what is actually needed for
this problem. This means that the solution found using this algorithm was actually found
in a little less than half of the time indicated in Table C.2.
While this algorithm does share many similar traits to the USA-ES it also has several
differences that may make it very useful for multimodal type problems. First of all, there
is one additional level of parallelism that is going on with the parallel unscented RCGAs.
In this algorithm, each processor is working with Npop2 n-dimensional normal distributions
during each generation that are all potentially spread across the search domain. This is
due to the fact that each processor is working with its own population where two parents
at a time are paired off to determine the mean value for each of these potentially unique
distributions. As an example, the algorithm used in this lunar lander example has 50 sets
of parents defining 50 n-dimensional normal distributions per processor. This means that
there are 12,800 normal distributions being sampled from during each generation when
using 256 processors. Next, there are a couple of additional elements of randomness that
are in effect on these unscented RCGAs that don’t exist within the construct of a USA-ES.
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The first element of randomness arises from the use of the tournament selection method
to select the new parent pools for each generation, where only truncation selection is used
within the USA-ES. The second element of randomness stems from the idea that two new
parents are selected to define each normal distribution for each generation. This makes it
so that the location of these distributions can change fairly rapidly from one generation to
the next, depending on the location and performance of the chosen parents. Lastly, if a
random selection operator were to be used to select the two offspring within the unscented
crossover operator, this would further add another random element to the algorithm. This
of course could be of benefit on some problems and could degrade algorithm performance
on others. Given this, there are a number of further modifications and trades that could be
done regarding this idea of an unscented RCGAs.
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