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ABSTRACT
Jacob S. Perry: Localized energy estimates for perturbed
wave equations exterior to non-star-shaped obstacles
(Under the direction of Jason Metcalfe)
We establish integrated localized energy estimates for wave equations with small, time-dependent pertubations in
exterior domains with Dirichlet boundary conditions in the case where the obstacle can be illuminated from its exterior
by a smooth, convex bounded body. This is a generalization of the case of a star-shaped obstacle, for which such
estimates are known by [27]. These estimates for perturbed wave equations are particularly useful in applications to
quasilinear waves.
To establish the estimates, we integrate space-time divergence identities that we develop. In doing so, we are forced
to deal with a surface integral on the boundary of our obstacle. We utilize the illuminated coordinate system of [3]
and [22] to produce a multiplier that gives a definite sign in the boundary integral. Such multiplier techniques seem to
produce an unsigned lower order error term in the volume integrals, and so the resulting estimate is useful only for
solutions that are localized to very high frequencies.
With straightforward multiplier techniques unavailable to us to establish a single estimate valid for all frequencies,
inspired by [30], we look separately at the case of very low frequencies and the case of frequencies bounded away
from zero. The estimate we prove for very low frequencies relies only on the Dirichlet boundary condition and is
valid regardless of the geometry, so no use of the illuminated coordinate system is necessary. We then implement
Carleman-type estimates involving exponential weights. Because we are forced to address the surface integral on
the boundary of the obstacle, we work in illuminated coordinates, but the weights produced in proving the Carleman
estimates give rise to a lower order error term that can be made as small as necessary to establish an estimate for solutions
that are frequency localized to any region bounded away from frequency zero. We are then able to appropriately
estimate the error terms that arise when we commute frequency cutoffs with our small, time-dependent perturbation.
iii
To my family, who has continued believing in me throughout. . .
iv
TABLE OF CONTENTS
1 CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 CHAPTER 2: UNIFORM ENERGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 CHAPTER 3: STAR-SHAPED OBSTACLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 CHAPTER 4: EXTERIOR ESTIMATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5 CHAPTER 5: THE ILLUMINATED GEOMETRY. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6 CHAPTER 6: INITIAL ESTIMATE FOR ILLUMINATED OBSTACLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7 CHAPTER 7: ILLUMINATED EXTERIOR ESTIMATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8 CHAPTER 8: LOW FREQUENCY ESTIMATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
9 CHAPTER 9: CARLEMAN ESTIMATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.1 Inner Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.2 Transition Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
9.3 Combined Estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
9.4 Exterior Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.5 Constructing the weight function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
9.6 Estimate for non-zero frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
10 CHAPTER 10: TIME FREQUENCY LOCALIZATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
v
CHAPTER 1: INTRODUCTION
In this paper, we establish (integrated) localized energy estimates for wave equations with small, time dependent
perturbations in exterior domains with Dirichlet boundary conditions. It is assumed that the obstacles can be illuminated
from either the interior or the exterior by a convex body. This includes all star-shaped obstacles; it also allows for some
geometries that are not star-shaped, though illuminated obstacles are still nontrapping. See Definitions 5.1 and 5.2 for
formal definitions.
Specifically, we study solutions u = u(t, x) to
(1.1)

∂2t u−∆u+
∑3
α,β=0 h
αβ(t, x)∂α∂βu = F (t, x), (t, x) ∈ R+ × Ω,
u(t, x) = 0, (t, x) ∈ R+ × ∂Ω,
u(0, x) = f ∈ H1(Ω), ∂tu(0, x) = g ∈ L2(Ω),
where Ω = R3\V is the exterior of an obstacle V that can be illuminated from its exterior. Here hαβ(t, x) ∈ C1(R+×Ω)
is a time-dependent perturbation that we assume is symmetric, hαβ(t, x) = hβα(t, x), and small
∑
αβ |hαβ(t, x)| =:
|h| ≤ δ  1.
It is well-known that solutions of (1.1) with hαβ(t, x) ≡ 0 satisfy a uniform energy bound:
(1.2) sup
0<t≤T
||∂u(t, ·)||L2x(Ω) ≤ C
(
||∇f ||L2x(Ω) + ||g||L2x(Ω) + ||F ||L1tL2x([0,T ]×Ω)
)
.
See Chapter 2 for details. However, such uniform energy bounds do not capture the decay properties of waves. A more
delicate question is that of the local energy of the solution, that is, the energy of the solution in a fixed bounded region
in space. If Ω = Rn, F ≡ 0, and (f, g) are compactly supported, Huygens’ principle gives that the local energy will
eventually vanish in any fixed region when n ≥ 3 is odd. In the presence of obstacles or other geometries, however, the
picture is somewhat more complicated.
Consider solutions to the homogeneous flat wave equation (1.1) with hαβ(t, x) ≡ 0 and F (t, x) ≡ 0. One such
measure of the decay of waves are local energy decay estimates of the form
(1.3) E(u,D, t) ≤ Cp(t)E0,
1
where E(u,D, t) =
∫
Ω∩D |∂u(t, ·)|2 dx is the local energy in a bounded region D ⊂ Ω, E0 is a constant that depends
on the energy of the initial data, and p(t)→ 0 as t→∞. Morawetz [35] first establishes an algebraic decay rate when
Ω = Rn \K is an exterior domain where the obstacle K is star-shaped (see Definition 3.1), the initial data is compactly
supported, and Dirichlet boundary conditions are imposed. The star-shapedness allows for straightforward multiplier
techniques using radial vector fields, which give beneficially signed boundary terms when integrating over the exterior
region. Morawetz [36] later shows that when Huygens’ principle holds, any amount of uniform decay of the local
energy gives exponential decay.
An important result of Ralston [41] shows that if there exist trapped rays, i.e. if the obstacle is trapping, then
it is not possible to establish a rate of decay as in (1.3) with E0 depending only on the initial energy. By trapped
rays we mean geometric optic light rays that stay within a bounded region for all times (see [12]). Conversely, the
seminal results of Morawetz, Ralston, and Strauss [38], [39] show that if the obstacle is non-trapping in an appropriate
sense then solutions to the flat wave equation necessarily satisfy a local energy decay rate of the form (1.3). Using the
non-trapping assumption they are able to construct appropriate “escape functions” that play the role of the radial vector
field used in [35] to prove local energy decay.
Another fundamental measure of the decay of solutions to the wave equation is the (integrated) localized energy
estimate. When Ω = Rn, n ≥ 3, if u solves (1.1) with hαβ(t, x) ≡ 0 it is known that
(1.4) sup
j≥0
(
||〈x〉−1/2∂u||L2t,x([0,T ]×{〈x〉≈2j}) + ||〈x〉−3/2u||L2t,x([0,T ]×{〈x〉≈2j})
)
≤ C
(
||∇f ||L2(Ω) + ||g||L2(Ω) + ||F ||L1tL2x([0,T ]×Ω)
)
,
where ∂u = (∂tu,∇u) is the space-time gradient, and 〈x〉 = (|x|2 +1)1/2 so that 〈x〉 ≈ 1 for |x| . 1 and 〈x〉 ≈ |x| for
|x| & 1. This estimate shows that by localizing the energy of a solution in space, one gains square integrability in time.
The development and application of localized energy estimates such as (1.4) has a rich history, and only a brief list is
discussed. Morawetz [37] first establishes a related estimate for solutions to non-linear Klein-Gordon equations in free
space in the setting of scattering theory, by developing an energy identity using a well-chosen radial multiplier. Keel,
Smith, and Sogge [13] prove a similar estimate for the flat wave equation when n = 3 via sharp Huygens’ principle;
they generalize to exterior domains where Ω = R3 \K with K non-trapping. They use this estimate to prove almost
global existence for semilinear wave equations with small data in such exterior domains by utilizing theO(1/|x|) decay
for solutions to the wave equation, as the boundary presents difficulties when trying to establish the standard O(1/t)
decay.
The techniques used in [13] to prove the localized energy estimate for the flat equation do not directly carry over to
estimates for equations with perturbations. Rodnianski [45, Appendix] instead uses energy methods to prove an estimate
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of the form (1.4) for the flat wave equation. Extending this argument, Metcalfe and Sogge [27] use similar techniques
to prove an estimate essentially of the form (1.4) for solutions to the perturbed wave equation (1.1) when Ω = R3 \K
with K star-shaped; such estimates for perturbed equations are especially useful for quasilinear applications in that they
eliminate the need for additional pointwise decay estimates. As in [35], the star-shapedness of the obstacle allows for
the use of a radial multiplier, which gives a definite sign on the boundary term when integrating in the exterior domain.
It is worth noting that Alinhac [2] also establishes an estimate of the form (1.4) for equations with time-dependent
perturbations, although his techniques require decay-in-time assumptions on the perturbation that make his result less
usesful in such nonlinear applications in exterior domains.
As a generalization of Theorem 5.1 in [27], the main result of this paper is the following:
Theorem 1.1. Assume |h| ≤ δ  1 is sufficiently small. For any 0 < T ≤ ∞, let u ∈ C2([0, T ]× Ω) be a solution to
(1.1) and vanish for large |x|, where Ω = R3 \ V is the exterior of an obstacle V that can be illuminated by a smooth
convex body satsifying (5.1). Then
(1.5)
sup
0<t≤T
||∂u(t, ·)||L2x(Ω) + sup
j≥0
(
||〈x〉−1/2∂u||L2t,x([0,T ]×(Ω∩{〈x〉≈2j})) + ||〈x〉−3/2u||L2t,x([0,T ]×(Ω∩{〈x〉≈2j}))
)
.||∇f ||L2x(Ω) + ||g||L2x(Ω) +
∑
j≥0
||〈x〉1/2F ||L2t,x([0,T ]×(Ω∩{〈x〉≈2j}))
+
(∑
k≥0
[
||〈x〉|∂th|||L∞t,x(〈x〉≈2k)
])
×
(∑
j≥0
||〈x〉1/2F ||L2t,x([0,T ]×(Ω∩{〈x〉≈2j}))
)
+
(∑
k≥0
[
||〈x〉|∂h|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) + |||h|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
])
×
(
sup
j≥0
(
||〈x〉−1/2∂u||L2t,x([0,T ]×Ω∩{〈x〉≈2j}) + ||〈x〉−3/2u||L2t,x([0,T ]×Ω∩{〈x〉≈2j})
))
where the implicit constant is independent of T , and we are letting |∂h| = ∑α,β,γ |∂γhαβ(t, x)|.
Localized energy estimates as in (1.4), (1.5) have become central to the study of waves. The seminal work of
Metcalfe and Tataru [32] proves the sharp version of (1.4) for solutions to (1.1) with Ω = R3 and an asymptotic flatness
assumption on the small time-dependent perturbation hαβ(t, x) (in fact, a sharper estimate can be established than is
stated in (1.4), in which the inhomogeneous term is measured in a dual type norm defined below in (1.9)). Metcalfe and
Tataru [31] also prove analgous results when Ω = R3 \K with K star-shaped, but with a small asymptotically flat
metric. These results establish the important fact that the localized energy estimate (1.4) is robust with respect to small,
asymptotically flat perturbations of the Minkowski metric. The smallness in the perturbation precludes any trapping,
and indeed the assumption that the background is non-trapping is essential; a result of Sbierski [42] using Gaussian
beam approximations shows that if geodesic trapping occurs, then an integrated localized energy estimate of the form
(1.4) cannot hold without a loss, e.g. without requiring higher regularity in the initial data.
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One key reason why local energy decay estimates like (1.3) and integrated localized energy estimates such as (1.4)
have been the focus of several works is that they imply other important dispersive estimates. Smith and Sogge [43] study
wave equations on smooth, stationary Riemannian manifolds whose metrics agree with the Euclidean metric outside
of a compact set, with or without non-trapping obstacles in the interior region. They use the exponential local enery
decay in odd dimensions n ≥ 3 to show that global-in-time Strichartz estimates on such manifolds can be deduced from
local-in-time Strichartz estimates, together with global estimates for Minkowski wave equations. Strichartz estimates,
first established by Strichartz [46], are LpLq −→ LrLs estimates for certain ranges of p, q and r′, s′ that have become
indispensible in the analysis of nonlinear dispersive equations with power nonlinearities. More on the background can
be found in, e.g., Keel and Tao [16], who establish endpoint estimates in the flat case when Ω = Rn. Metcalfe [34]
looks at flat wave equations on domains exterior to convex obstacles, and extends the result of [43] to all dimensions
n ≥ 4 in such a case by instead utilizing the known algebraic local energy decay. Burq [5] establishes similar results,
showing that to establish such global Strichartz estimates for flat wave equations, the local enery decay estimates used
in [43] and [34] can instead be replaced by integrated localized energy estimates similar to (1.4), which can in turn be
derived from resolvent estimates for the Laplacian.
Hidano, Metcalfe, Smith, Sogge, and Zhou [11] extend such arguments further, considering manifolds that are
compact, time-independent perturbations of Euclidean space. By assuming that localized energy estimates hold, they
show as in [43] that global Strichartz estimates on such manifolds can be established from local Strichartz estimates
paired with the corresponding global Strichartz estimates for waves in Minkowski space. An important result of the
work Metcalfe and Tataru [32] is that when localized energy estimates hold, local-in-time Strichartz estimates in
fact imply global-in-time Strichartz estimates in the asymptotically flat regime. The localized energy estimates can
control the error terms arising from the parametrix construction used to establish Strichartz estimates, which become
nontrivial when passing to long times. As an example, Marzuola, Metcalfe, Tataru, and Tohaneanu [24] study waves in
Schwarzschild backgrounds and establish a localized energy estimate with logarthimic loss at the photon sphere to
prove Strichartz estimates.
Localized energy estimates also imply pointwise decay estimates for solutions to the wave equation. An example of
this can be found in the work of Tataru [47], who uses a weak form of the localized energy estimate to prove pointwise
decay, namely a version of Price’s law, in stationary, asymptotically flat backgrounds. Metcalfe, Tataru, and Tohaneanu
[33] then extend this result to the nonstationary setting. Price’s law [40] says roughly that waves decay like t−3 in
Schwarzschild and Kerr blackhole backgrounds.
Localized energy estimates for wave equations with small, time-dependent perturbations have found many ap-
plications in the context of quasilinear wave equations with small initial data, and so our result has many important
corollaries in such contexts. Specifically, Metcalfe and Sogge [27] use the estimate they establish for the perturbed wave
equation, along with the vector field method introduced by Klainerman [18] in the boundaryless case and used by Keel,
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Smith, and Sogge [15] in the case of a boundary, to prove long-time existence for solutions to quasilinear equations
with small data exterior to star-shaped obstacles in three dimensions and global existence in higher dimensions. Such
results were first established by Keel, Smith, and Sogge [15], but their arguments are more complicated. By instead
using the estimate for the perturbed equation, such results can be recovered through simplified techniques without using
the fundamental solution to get pointwise decay. With the localized energy estimate for the perturbed wave equation
exterior to illuminated obstacles established herein, these arguments can be used to extend the long-time existence
result of [27] to the illuminated setting.
Similarly, Metcalfe and Sogge [28] prove global existence for quasilinear equations satisfying a null-condition
exterior to star-shaped obstacles, simplifying the earlier results of Keel, Smith, and Sogge [14]. The techniques of [28]
again utilize the integrated localized energy estimate for the perturbed wave equation established in [27], along with the
techniques of commuting vector fields as used in [15]. The result of this paper implies that the simplified arguments
in [28] can be used to prove such global existence exterior to illuminated obstacles. While such results are known in
more general settings due to the result of Metcalfe and Sogge [26] and also Metcalfe, Nakamura, and Sogge [25], the
techniques are easier in that they do not need to distinguish amongst the admissible vector fields.
Du and Zhou [8] prove long-time existence for quasilinear wave equations exterior to star-shaped obstacles in three
dimensions with more general nonlinearities that are allowed to depend on the solution as well as its first and second
derivatives. Their result utilizes Hardy-type estimates and weighted estimates of the solution to linear wave equations,
rather than estimates of the energy. Du, Metcalfe, Sogge, and Zhou [7] show that such weighted estimates of the
solution can actually be derived directly from the corresponding localized energy estimates for the linear equation. By
combining these estimates with the localized energy estimates for perturbed equations exterior to illuminated obstacles
that we establish, the arguments of [8] can be extended to the illuminated setting and can be simplified, by eliminating
the need to distingish the scaling vector field. Such results are known in more general geometries due to the work of
Helms and Metcalfe [10], who work in exterior domains for which there is a rate of local energy decay; however, using
the localized energy estimate that we have established, the arguments can be simplified in the case where the obstacle
can be illuminated.
While we focus on spatial dimension n = 3 to establish our estimate, we expect that analogous techniques carry
over to higher dimensions n ≥ 4, in which case we can also extend the techniques of other important results. In
particular, Du, Metcalfe, Sogge, and Zhou [7] prove almost global existence for quasilinear wave equations exterior
to star-shaped obstacles in dimension n = 4 utilizing a version of the localized energy estimate established in [27].
Likewise, Metcalfe and Sogge [29] are able to prove global existence for certain quasilinear equations exterior to
star-shaped obstacles in higher dimensions; they accomplish this by making additional assumptions on the nonlinearity.
The result of Zha and Zhou [48] gives improved lifespan over the result in [7]. They similarly use the techniques in
[27], as well as related estimates of the solution as in [8]. In each of these results, the nonlinearity is allowed to rely on
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the solution as well as its first and second derivatives. The arguments again utilize the localized energy estimate for
wave equations with time-dependent perturbations established by Metcalfe and Sogge [27] for star-shaped obstacles;
indeed, the use of the localized energy estimate is the reason for the star-shaped assumption. As we have established
such an estimate in the setting of illuminated obstacles, these results can likewise be generalized. Helms and Metcalfe
[9] have also extended the results of [7] to more general exterior domains for which there some rate of local energy
decay, but as in the the case n = 3, the use of the localized energy estimates will allow for simplified arguments in the
illuminated case.
Radial multipliers do not provide a definite sign on the boundary term in the setting of illuminated obstacles.
Bloom and Kazarinoff [3] develop an illuminated coordinate system that is well-adapted to such an obstacle, and use a
multiplier in this coordinate system analogous to the radial multiplier used in [35] which does give a beneficial sign
on the boundary of the illuminated obstacle when integrating in the exterior region. They use the resulting integrated
identity to prove algebraic local energy decay of the form (1.3) for solutions to the homogeneous flat wave equation
with Ω = R3 \ V when V can be illuminated from the interior (see Definition 5.1). Liu [22] extends the coordinate
system defined in [3] to establish a local energy decay rate for variable coefficient hyperbolic systems exterior to the
more general class of obstacles that can be illuminated from the exterior (see Definition 5.2); however, decay-in-time
assumptions on the coefficients mean his result has limited application to quasilinear equations. Shakra [1] uses the
illuminated coordinate system to study the scattering of solutions to the energy critical non-linear wave equation
exterior to illuminated obstacles, but such arguments do not require any analysis of lower order terms that present
an obstruction when trying to prove an integrated localized energy estimate (see Chapter 6). Lloyd [23] studies the
linear wave equation exterior to almost star-shaped obstacles, and uses techniques similar to those in [27] to prove a
localized energy estimate in such settings. While almost star-shaped obstacles are more general than star-shaped, they
are not as general as the class of illuminated obstacles. We remark that a recent work of Lafontaine [20] establishes
Strichartz estimates and scattering for solutions to the nonlinear wave equation exterior to two convex obstacles and also
exterior to obstacles that can be illuminated from the interior by a certain class of thin ellipsoids. His techniques rely on
well-known resolvent estimates to establish the required localized energy decay as in [5], and so do not readily translate
to the case of wave equations with time-dependent perturbations. We also note that in his proof of the scattering of
nonlinear waves, he handles lower order terms by restricting the class of ellipsoids that he allows as illuminating bodies.
This paper uses the coordinate system of Bloom and Kazarinoff [3] and Liu [22] to establish the integrated localized
energy estimate (1.4) for solutions to (1.1) with small, time-dependent perturbations in exterior domains when the
obstacle is illuminated from the interior or exterior. This generalizes the work of Metcalfe and Sogge [27] to a class of
exterior domains for which such a result has not been established. Previous results exterior to illuminated obstacles
have focused on local energy decay estimates of the form (1.3) rather than the integrated localized energy estimates as
in (1.4). Such results have also been established only for the flat wave equation, as in [3], or for equations for which the
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coefficients are assumed to have sufficient decay in time, as in [22]. That we make no assumptions on the time-decay of
the coefficients is an important generalization in terms of applications. And while integrated localized energy estimates
for the linear wave equation have been established in general non-trapping exterior domains, no such estimates for wave
equations with small, time-dependent perturbations have been proved except in the case of star-shaped obstacles.
Outline
We shall briefly describe an outline of our proof. In Chapter 2 we shall establish the standard uniform energy
bounds for both the flat and perturbed wave equations that we shall use throughout. In Chapter 3 we present the proof
for the case of star-shaped obstacles, which requires straightforward multiplier techniques. In Chapter 4 we adapt these
techniques to prove an exterior estimate; because this estimate is cut off away from the obstacle, it is equally valid in
the case of illuminated obstacles. We use this exterior estimate in Chapter 8 to complete our low frequency estimate.
It is in Chapter 5 that we begin dealing with illuminated obstacles directly; we introduce the illuminated coordinate
system and build up the necessary machinery to carry out the required analysis in these coordinates. In Chapter 6 we
attempt to directly adapt the multiplier techniques used in Chapter 3 to the illuminated case, although we are unable
to recover an estimate that is valid for all time frequencies, as our techniques produce an unsigned lower order error
term. However, in Chapter 7, by again introducing a cutoff, we are able to establish an exterior estimate in illuminated
coordinates that we do put to use in Chapter 9 to complete our high frequency estimate.
Chapter 8 again uses multiplier techniques, this time to establish an estimate that relies only on the Dirichlet
boundary condition for solutions that are frequency localized to very low frequencies. To complete the low frequency
estimate we use the exterior estimate from Chapter 4 that has a lower order error term that can be made as small as
necessary. Chapter 9, the main result of our paper, instead uses Carleman-type estimates for exponentially weighted
solutions. Here we again work in the illuminated coordinate system in order to maintain a definite sign on our
boundary terms. The weights allow for us to prove an estimate that has a localized lower order error term, and we can
choose the weights in such a way that this error can be made as small as necessary to bootstrap when the solution is
frequency localized in any neighborhood bound away from frequency zero. By using the exterior estimate in illuminated
coordinates from Chapter 7, we are able to complete our high frequency estimate. Finally, in Chapter 10 we use time
frequency cutoffs to combined our estimates for frequency localized solutions from Chapters 8 and 9 to prove the
estimate for general solutions u.
As a recommendation to readers, it may be instructive on first reading to focus on the case hαβ(t, x) ≡ 0. The
calculations are simplified while the main ideas of the arguments remain unchanged. One can then return to the general
case by simply tracking various the error terms arising from hαβ(t, x) 6= 0,
Notation
To fix notation, we will let  = ∂2t − ∆ denote the standard d’Alembertian, and h =  + hαβ(t, x)∂α∂β
denote the perturbed d’Alembertian with which we are mostly concerned. Here and throughout, we will also use
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the Einstein summation convention, in which repeated indices are summed, with Greek indices α, β, γ running over
0, 1, 2, 3, while Latin indices i, j, k run over 1, 2, 3, with ∂0 = ∂t and ∂i = ∂xi , i = 1, 2, 3. Throughout we denote
|h| := ∑3α,β=0 |hαβ(t, x)|, which we assume is small, |h| ≤ δ  1. We also denote |∂h| := ∑3α,β,γ=0 |∂γhαβ(t, x)|.
We often use ∂u = (∂tu,∇u) to denote the full space-time gradient. We let Ω = R3 \ V denote the exterior domain,
where V is a bounded obstacle that can be illuminated from either its interior or exterior. For 0 < T ≤ ∞, we let
LT = [0, T ]× Ω. We will use τ to denote the Fourier dual variable to t.
We shall define the energy of u as
(1.6) E[u](t) =
∫
Ω
(
(∂tu(t, x))
2 + |∇u(t, x)|2
)
dx = ||∂u(t, ·)||2L2x(Ω).
We define the local energy norm as in e.g. [32], [30]:
(1.7) ||u||LE := sup
j≥0
||〈x〉−1/2u||L2t,x([0,T ]×{Ω∩{〈x〉≈2j}}),
and its H1 counterpart that we study:
(1.8) ||u||LE1 := ||∂u||LE + ||〈x〉−1u||LE .
The dual norm is given by
(1.9) ||F ||LE∗ :=
∑
j≥0
||〈x〉1/2F ||L2t,x([0,T ]×{Ω∩{〈x〉≈2j}}).
We will often write
||u||LEA≤|x|≤B = sup
j≥0j:〈x〉≈2j ,A≤|x|≤B
||〈x〉−1/2u||L2tL2x([0,T ]×{Ω∩{〈x〉≈2j}})
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CHAPTER 2: UNIFORM ENERGY
In this section we utilize divergence identities to prove the following standard uniform energy bound for solutions
u to the wave equation in Ω, which will be necessary later when trying to establish localized energy estimates. This
argument is standard; see, e.g., [44].
Theorem 2.1. Let u ∈ C2([0, T ]× (R3 \ V)) vanish for large |x| and solve
(2.1)

u = F, (t, x) ∈ [0, T ]× Ω
u
∣∣
∂V = 0.
Then for E[u](t) defined in (1.6), and for any 0 ≤ t ≤ T , u satisfies
(2.2) E[u](t) ≤ E[u](0) + 2
∫∫
LT
|F ||∂tu| dxdt.
Proof. Multiplying u = ∂2t u−∇ · ∇u by ∂tu we can arrive at the following divergence identity:
(2.3) u∂tu =
1
2
∂t
{
(∂tu)
2 + |∇u|2}+∇ · {−∂tu∇u} .
Now for 0 ≤ t ≤ T we integrate (2.3) over [0, t] × Ω, apply the Fundamental Theorem of Calculus and the
Divergence theorem, noting that ∂Ω = ∂V but that the normal vector n to ∂V points into Ω, so we have:
∫∫
[0,t]×Ω
u∂tu dxdt =
∫∫
[0,t]×Ω
(
1
2
∂t
{
(∂tu)
2 + |∇u|2}+∇ · {−∂tu∇u}) dxdt
=
∫
Ω
1
2
(
(∂tu)
2 + |∇u|2) dx∣∣t
0
+
∫∫
[0,t]×∂V
∂tu∇u · ndS(x)dt,
where n is the normal on ∂V and dS(x) is the surface measure on ∂V . The Dirichlet boundary condition u∣∣
∂V = 0
implies that that ∂tu
∣∣
∂V = 0, which means that the surface integral is identically 0 (an analogous argument shows that
the surface integral is 0 in the case of Neumann boundary conditions). Therefore
1
2
∫
Ω
(
(∂tu)
2 + |∇u|2) dx∣∣t
0
=
∫∫
[0,t]×Ω
u∂tu dxdt.
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Using definition (1.6) of E[u](t), we have
(2.4) E[u](t) = E[u](0) + 2
∫∫
[0,t]×Ω
u∂tu dxdt.
Since t ≤ T , we can simply bound the integral on the right hand side to get (2.2):
∣∣ ∫∫
[0,t]×Ω
u∂tu dxdt
∣∣ ≤ ∫∫
[0,t]×Ω
|u||∂tu| dxdt ≤
∫∫
LT
|u||∂tu| dxdt.
With an added assumption on the forcing term we can do a bit better with the last step:
Theorem 2.2. Assume u is as above. Assume also that the forcing term F ∈ L1([0, T ], L2(Ω)). Then we have
(2.5) sup
0≤t≤T
E[u](t)1/2 ≤ E[u](0)1/2 + ||F ||L1([0,T ],L2(Ω)),
We often rewrite (2.5) as
(2.6) ||∂u||L∞([0,T ],L2(Ω)) . ||∂u(0, ·)||L2(Ω) + ||F ||L1([0,T ],L2(Ω)).
Proof. The main reason for including this result is to provide intuition for when we go to improve the localized energy
estimates using the dual norms for the forcing terms. From the previous proof, for any 0 ≤ t ≤ T we have the identity
(2.4), to which we can apply Cauchy-Schwarz:
E[u](t) = E[u](0) + 2
∫ t
0
∫
Ω
u∂tu dxdt
≤ E[u](0) + 2
∫ t
0
(||F∂tu||L1(Ω)) dt
≤ E[u](0) + 2
∫ t
0
(||F ||L2(Ω)||∂tu||L2(Ω)) dt
≤ E[u](0) + 2
∫ T
0
(||F ||L2(Ω)||∂tu||L2(Ω)) dt
≤ E[u](0) + 2 sup
0≤t≤T
||∂tu||L2(Ω)
∫ T
0
||F ||L2(Ω) dt
≤ E[u](0) + 2 sup
0≤t≤T
(E[u](t))
1/2 ||F ||L1([0,T ],L2(Ω))
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Now the right hand side is independent of t, so we can take the supremum over all such 0 ≤ t ≤ T :
sup
0≤t≤T
E[u](t) . E[u](0) + sup
0≤t≤T
(E[u](t))
1/2 ||F ||L1([0,T ],L2(Ω))
If sup0≤t≤T E[u](t) = 0 we are done. If not we can divide by both sides by sup0≤t≤T E[u](t)
1/2, noting that if
E[u](0) = 0 then (2.5) follows trivially, while if E[u](0) 6= 0 then
E[u](0)
sup0≤t≤T E[u](t)1/2
≤ E[u](0)
E[u](0)1/2
= E[u](0)1/2,
which gives (2.5).
We also have the following for the perturbed equation:
Theorem 2.3. Let u ∈ C2([0, T ]× (R3 \ V)) vanish for large |x| and solve
(2.7)

hu = F, (t, x) ∈ [0, T ]× Ω
u
∣∣
∂V = 0
If |h| ≤ δ  1 is sufficiently small, then for any 0 ≤ t ≤ T , u satisfies
(2.8) E[u](T ) . E[u](0) +
∫∫
LT
|hu||∂tu| dxdt
+
∫∫
LT
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
Proof. We can multply hu by ∂tu to see that
hu∂tu = ∂tQ(u) +∇ · P (u) +R(u)
where
Q(u) =
1
2
(
(∂tu)
2 + |∇u|2 + 2h0β(t, x)∂βu∂tu− hαβ(t, x)∂αu∂βu
)
and
P (u) = −∂tu (∇u−H(u))
while
R(u) = −
(
(∂αh
αβ(t, x))∂βu∂tu− 1
2
(∂th
αβ(t, x))∂αu∂βu
)
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with H(u) = (h1β(t, x)∂βu, h2β(t, x)∂βu, h3β(t, x)∂βu) a vector-valued function. Thus, integrating as before, we
have
∫∫
[0,t]×Ω
hu∂tu dxdt =
∫∫
[0,t]×Ω
∂tQ(u) +∇ · P (u) +R(u) dxdt
=
∫
Ω
Q(u) dx
∣∣t
0
−
∫∫
[0,t]×∂V
P (u) · ndS(x)dt+
∫∫
[0,t]×Ω
Rdxdt
The Dirichlet boundary condition u
∣∣
∂V = 0 implies that ∂tu
∣∣
∂V = 0, which means that P (u)
∣∣∣
∂V
= 0. Thus the surface
integral is identically 0, meaning we have
(2.9)
∫
Ω
Q(u) dx
∣∣t
0
=
∫∫
[0,t]×Ω
hu∂tu dxdt−
∫∫
[0,t]×Ω
Rdxdt.
Now if |h| ≤ δ  1 with δ sufficiently small, then
1
4
E[u](t) ≤
∫
Ω
Q(u)dx
∣∣
t
≤ 2E[u](t)
where E[u](t) is in (1.6), which means we can bound the integrals on the right hand side of (2.9) just as before to get
(2.8).
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CHAPTER 3: STAR-SHAPED OBSTACLES
In this section we use a divergence identity to establish an integrated localized energy estimate for solutions to the
wave equation exterior to star-shaped obstacles with Dirichlet boundary conditions.
Definition 3.1. An obstacle K is star-shaped with respect to the origin if and only if the normal vector n on ∂K
satisfies n · ~x∣∣
∂K
≥ 0.
The estimate we prove is the following:
Theorem 3.1. Assume |h| ≤ δ  1 is sufficiently small. Let u ∈ C2([0, T ]×R3 \K) vanish for large |x| and satisfy
the Dirichlet boundary condition u
∣∣∣
∂K
= 0, where K is a star-shaped obstacle. Then we have the following estimate:
(3.1) ||∂u||L∞t L2x(R3\K) + ||u||LE1 . (E[u](0))1/2 +
(∫∫
[0,T ]×R3\K
|hu|
(
|∂u|+ |u|〈r〉
)
dxdt
)1/2
+
(∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt
)1/2
where r = |x| and the constant is independent of T .
Proof. This reflects the arguments presented in [27], which in turn are based on arguments that first appeared in [45,
Appendix]. We shall utilize the following divergence identity:
(3.2) hu(ξ · ∇u+ gu) = ∂tQ+∇ · P +R
where ξ is a vector-valued function and g is a scalar function to be chosen, both time-independent, while
Q =
(
∂tu+ h
0β(t, x)∂βu
)
(ξ · ∇u+ gu)
P = (−∇u+H(u)) (ξ · ∇u+ gu) + 1
2
ξ
(|∇u|2 − (∂tu)2 − hαβ(t, x)∂αu∂βu)+ 1
2
(∇g)u2
R =
(
1
2
∇ · ξ − g
)(
(∂tu)
2 − |∇u|2)+∇u · ((∇u · ∇)ξ)− 1
2
(∇ · ∇g)u2
− 1
2
∇(hαβ(t, x)) · ξ∂αu∂βu− ∂α
{
hαβ(t, x)
}
(ξ · ∇u+ gu) ∂βu
− hiβ(t, x) ((∂iξ) · ∇u+ (∂ig)u) ∂βu+ hαβ(t, x)
(
1
2
∇ · ξ − g
)
∂αu∂βu
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where H(u) =
(
h1β(t, x)∂βu, h
2β(t, x)∂βu, h
3β(t, x)∂βu
)
is a vector-valued function. The idea now is to choose
functions ξ and g so that when the above identity is integrated over the exterior domain, the resulting surface and
volume integrals are beneficially signed. Using the uniform energy bound (2.8) to control the time boundary terms,
we can deduce an integrated localized energy estimate. We shall integrate the divergence identity (3.2), and apply the
Fundamental Theorem of Calculus and the Divergence Theorem:
(3.3)
∫∫
[0,T ]×R3\K
hu(ξ · ∇u+ gu) dxdt
=
∫
R3\K
Qdx
∣∣T
0
−
∫∫
[0,T ]×∂K
P · ndS(x)dt+
∫∫
[0,T ]×R3\K
Rdxdt
Here dS(x) is the surface measure on ∂K and n is the outward pointing normal to ∂K. We look first at the spatial
boundary term. We can use the Dirichlet boundary conditions u
∣∣∣
∂K
= 0, which implies ∂tu
∣∣∣
∂K
= 0 and also
∇u
∣∣∣
∂K
= (∂nu)n = (n · ∇u)n, so we have ∂ju
∣∣∣
∂K
= (∂nu)n
j where nj is the jth component of n. We also see that
H(u)
∣∣∣
∂K
=
(
h1β(t, x)∂βu
∣∣∣
∂K
, h2β(t, x)∂βu
∣∣∣
∂K
, h3β(t, x)∂βu
∣∣∣
∂K
)
=
(
h1j(t, x)(∂nu)n
j , h2j(t, x)(∂nu)n
j , h3j(t, x)(∂nu)n
j
)
= (∂nu)
(
h1j(t, x)nj , h2j(t, x)nj , h3j(t, x)nj
)
=: (∂nu)Hn
Using this, notice that
P
∣∣∣
∂K
=
(
(−∇u+H(u))
∣∣∣
∂K
(ξ · ∇u)
∣∣∣
∂K
+
1
2
ξ
(|∇u|2 − hij(t, x)∂iu∂ju) ∣∣∣
∂K
)
=
(
(−(∂nu)n+ (∂nu)Hn) (ξ · (∂nu)n) + 1
2
ξ
(
(∂nu)
2 − hij(t, x)(∂nu)ni(∂nu)nj
))
=(∂nu)
2
(
(ξ · n) (−n+Hn) + 1
2
(
1− hij(t, x)ninj) ξ) .
It is then straightforward to calculate
(3.4)
−
∫∫
[0,T ]×∂K
P · ndS(x)dt
=
∫∫
[0,T ]×∂K
(∂nu)
2
(
(ξ · n) (n · n−Hn · n)− 1
2
(
1− hij(t, x)ninj) (ξ · n)) dS(x)dt
=
1
2
∫∫
[0,T ]×∂K
(∂nu)
2 (ξ · n) (1− hij(t, x)ninj) dS(x)dt.
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From this we see that star-shaped obstacles are well-suited for working with radial multipliers, and we can make an
explicit choice of ξ = f(r)r ~x where r = |x| and f(r) is some radial function to be chosen later. The star-shapedness of
K implies that ~x ·n ≥ 0, which means that if we can choose f(r) such that f(r)r ≥ 0, then if |h| ≤ δ  1 is sufficiently
small we have
(3.5) −
∫∫
[0,T ]×∂K
P · ndS(x)dt ≥ 1
4
∫∫
[0,T ]×∂K
(∂nu)
2 f(r)
r
(~x · n) dS(x)dt ≥ 0.
With the vector ξ = f(r)r ~x determined, we next turn to calculating the remainder. We then have ξ · ∇u = f(r)~xr · ∇u =
f(r)∂ru. A straight forward computation shows that
∇ · ξ =
∑
∂i
(
f(r)
r
xi
)
=
∑(
f ′(r)
xi
r
xi
r
− f(r)
r2
xi
xi
r
+
f(r)
r
)
= f ′(r) +
2
r
f(r)
where we have used that ∂i{r} = xir . We can also compute
∇u · ((∇u · ∇)ξ) =
∑
i,j
∂iξj∂iu∂ju
=
∑
i,j
∂i
(
f(r)
r
xj
)
∂iu∂ju
=
∑
i,j
(
f ′(r)
xi
r
xj
r
− f(r)
r
xi
r
xj
r
+
f(r)
r
δij
)
∂iu∂ju
= f ′(r)(∂ru)2 +
f(r)
r
(|∇u|2 − (∂ru)2)
where in the last equation we have used ∂ru = ~xr · ∇u =
∑ xi
r ∂iu. Note that if we decompose
(3.6) ∇u = ~x
r
∂ru+ 6∇u
into radial and angular pieces and observe
~x
r
· 6∇u = ~x
r
·
(
∇u− ~x
r
∂ru
)
=
~x
r
· ∇u− ~x · ~x
r2
∂ru = ∂ru− ∂ru = 0,
i.e. the above decomposition (3.6) is orthogonal so that |∇u|2 = (∂ru)2 + |6∇u|2. This implies
(3.7) ∇u · ((∇u · ∇)ξ) = f ′(r)(∂ru)2 + f(r)
r
|6∇u|2.
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Using (3.7) we have
(3.8)
∫∫
[0,T ]×R3\K
Rdxdt =∫∫
[0,T ]×R3\K
[(1
2
f ′(r) +
(
f(r)
r
− g
))
(∂tu)
2 +
(
1
2
f ′(r) +
(
g − f(r)
r
))
(∂ru)
2
+
(
g − 1
2
f ′(r)
)
|6∇u|2 − 1
2
(∇ · ∇g)u2
]
dxdt
+
∫∫
[0,T ]×R3\K
[
− 1
2
∂r(h
αβ(t, x))f(r)∂αu∂βu− ∂α
{
hαβ(t, x)
}
(f(r)∂ru+ gu) ∂βu
− hiβ(t, x)
(
∂i
(
f(r)
~x
r
)
· ∇u+ (∂ig)u
)
∂βu
+ hαβ(t, x)
(
1
2
f ′(r) +
(
f(r)
r
− g
))
∂αu∂βu
]
dxdt
where we have again used |∇u|2 = (∂ru)2 + |6∇u|2. If we select the function
g =
f(r)
r
,
we see that
(3.9)
∫∫
[0,T ]×R3\K
Rdxdt =∫∫
[0,T ]×R3\K
1
2
[
f ′(r)
(
(∂tu)
2 + (∂ru)
2
)
+
(
f(r)
r
+
(
f(r)
r
− f ′(r)
))
|6∇u|2 −∆
(
f(r)
r
)
u2
]
dxdt
+
∫∫
[0,T ]×R3\K
[
− 1
2
∂r(h
αβ(t, x))f(r)∂αu∂βu− ∂α
{
hαβ(t, x)
}
f(r)
(
∂ru+
u
r
)
∂βu
− hiβ(t, x)
(
∂i
(
f(r)
~x
r
)
· ∇u+ ∂i
(
f(r)
r
)
u
)
∂βu
+
1
2
hαβ(t, x)f ′(r)∂αu∂βu
]
dxdt.
So a well chosen function f will guarantee that the first integral on the right hand side of (3.9) can be bound from below,
while the second integral can be appropriately bounded as an error term. We can further calculate
hiβ(t, x)
(
∂i
(
f(r)
~x
r
)
· ∇u+ ∂i
(
f(r)
r
)
u
)
∂βu
= hiβ(t, x)
((
r∂i
(
f(r)
r
))
~x
r
· ∇u+ f(r)
r
∂i (~x) · ∇u+
(
f ′(r)
r
xi
r
− f(r)
r2
xi
r
)
u
)
∂βu
= hiβ(t, x)
((
f ′(r)
r
xi − f(r)
r2
xi
)
∂ru+
f(r)
r
∂iu+
(
f ′(r)
r
xi − f(r)
r2
xi
)
u
r
)
∂βu
= −hiβ(t, x)xi
r
(
f(r)
r
− f ′(r)
)(
∂ru+
u
r
)
∂βu+ h
iβ(t, x)
f(r)
r
∂iu∂βu.
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We wish to choose f(r) so that we can bound the first integral on the right hand side of (3.9) from below by a positive
quantity. In particular, if we can find an f(r) that satisfies
(3.10)

f ∈ C2(R), 0 < f(r) <∞
f(r)
r > 0, f
′(r) > 0, f(r)r − f ′(r) ≥ 0,
−∆
(
f(r)
r
)
> 0
then we will be able to recover a meaningful estimate. The assumption f(r) < ∞ is necessary to find appropriate
bounds on the time boundary terms. Indeed, the function
f(r) =
r
r + ρ
with ρ > 0 satisfies (3.10), since f(r) ≤ 1, f(r)r = 1r+ρ > 0, f ′(r) = ρ(r+ρ)2 > 0, f(r)r − f ′(r) = r(r+ρ)2 ≥ 0, and
−∆
(
f(r)
r
)
=
2ρ
r(r + ρ)3
≥ 2ρ
(r + ρ)4
> 0
since ρ > 0. With this choice of f we see that (3.9) implies
(3.11)
∫∫
[0,T ]×R3\K
Rdxdt
≥
∫∫
[0,T ]×R3\K
1
2
(
ρ
(r + ρ)2
(
(∂ru)
2 + (∂tu)
2
)
+
1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
+
∫∫
[0,T ]×R3\K
[
− 1
2
∂r
(
hαβ(t, x)
) r
r + ρ
∂αu∂βu− ∂α
(
hαβ(t, x)
) r
r + ρ
(
∂ru+
u
r
u
)
∂βu
+
hiβ(t, x)
r + ρ
((
xi
r
r
r + ρ
)(
∂ru+
u
r
)
− ∂iu
)
∂βu
+
1
2
hαβ(t, x)
r + ρ
(
ρ
r + ρ
)
∂αu∂βu
]
dxdt.
We can now deal with the time boundary term. By using f(r) = rr+ρ ≤ 1 bounded, we have
∣∣∣ ∫
R3\K
Qdx
∣∣∣
t=0
∣∣∣ =∣∣∣ ∫
R3\K
(
∂tu+ h
0β(t, x)∂βu
)
f(r)
(
∂ru+
u
r
)
dx
∣∣
t=0
∣∣∣
≤
∫
R3\K
| (∂tu+ h0β(t, x)∂βu) |(|∂ru|+ ∣∣u
r
∣∣) dx∣∣
t=0
≤
∫
R3\K
|∂u|
(
|∂ru|+
∣∣u
r
∣∣) dx∣∣
t=0
≤
(
||∂u||L2(R3\K)||∂ru||L2(R3\K) + ||∂u||L2(R3\K)||u
r
||L2(R3\K)
) ∣∣∣
t=0
.||∂u(0, ·)||2L2(R3\K) . E[u](0)
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where we have again used that |h| ≤ δ  1, as well as the Hardy inequality ||ur ||L2 . ||∂ru||L2 . Similarly we have
∣∣∣ ∫
R3\K
Qdx
∣∣∣
t=T
∣∣∣ . E[u](T ).
Thus we have
(3.12)
∣∣∣ ∫
R3\K
Qdx
∣∣T
0
∣∣∣ ≤E[u](0) + E[u](T )
.E[u](0) +
∫∫
[0,T ]×R3\K
|hu||∂tu| dxdt
+
∫∫
[0,T ]×R3\K
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
where we have used the uniform energy estimate (2.8) for the perturbed equation. We can now use (3.5), (3.11), and
(3.12), as well as the fact that 1r+ρ ≤ 1〈r〉 for ρ ≥ 1, to rewrite (3.3) as
(3.13)
∫∫
[0,T ]×R3\K
(
ρ
(r + ρ)2
(
(∂ru)
2 + (∂tu)
2
)
+
1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
.E[u](0) +
∫∫
[0,T ]×R4\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
[0,T ]×R3\K
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
+
∫∫
[0,T ]×R3\K
∣∣∣1
2
∂r
(
hαβ(t, x)
) r
r + ρ
∂αu∂βu+ ∂α
(
hαβ(t, x)
)( r
r + ρ
∂ru+
u
r + ρ
)
∂βu
−
(
hiβ(t, x)
r + ρ
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
∂βu
− 1
2
(
hαβ(t, x)
r + ρ
)
ρ
r + ρ
∂αu∂βu
∣∣∣ dxdt.
Now we observe that all of the error terms can be controlled
(3.14)
∫∫
[0,T ]×R3\K
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
+
∫∫
[0,T ]×R3\K
∣∣∣1
2
∂r
(
hαβ(t, x)
) r
r + ρ
∂αu∂βu+ ∂α
(
hαβ(t, x)
)( r
r + ρ
∂ru+
u
r + ρ
)
∂βu
−
(
hiβ(t, x)
r + ρ
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
∂βu
− 1
2
(
hαβ(t, x)
r + ρ
)
ρ
r + ρ
∂αu∂βu
∣∣∣ dxdt
.
∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt.
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With (3.14) we see that (3.13) becomes
(3.15)
∫∫
[0,T ]×R3\K
(
ρ
(r + ρ)2
(
(∂ru)
2 + (∂tu)
2
)
+
1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
.E[u](0) +
∫∫
[0,T ]×R3\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt.
By taking ρ = 1 and restricting the left hand side of (3.15) to {r ≤ 1} we have
(3.16)
∫∫
[0,T ]×R3\K∩{r≤1}
(
(∂ru)
2 + (∂tu)
2 + |6∇u|2 + u2) dxdt
.E[u](0) +
∫∫
[0,T ]×R3\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt.
On the other hand, by taking ρ = 2j , j ≥ 1 and restricting the left hand side of (3.15) to {r ≈ 2j} we have
(3.17)
∫∫
[0,T ]×R3\K∩{r≈2j}
(
1
r
(
(∇u)2 + (∂tu)2
)
+
1
r3
u2
)
dxdt
.E[u](0) +
∫∫
[0,T ]×R3\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt.
From these we can immediately conclude the localized energy estimate for the wave equation exterior to star-shaped
obstacles:
(3.18) sup
j≥0
(
2−j/2||∂u||L2tL2x([0,T ]×R3\K∩{〈x〉≈2j}) + 2−3j/2||u||L2tL2x([0,T ]×R3\K∩{〈x〉≈2j})
)
. E[u](0)1/2 +
(∫∫
[0,T ]×R3\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
)1/2
+
(∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt
)1/2
.
Using the LE1 norm defined by (1.7) and (1.8) we can rewrite (3.18) as
(3.19) ||∂u||L∞t L2x(R3\K) + ||u||LE1
. E[u](0)1/2 +
(∫∫
[0,T ]×R3\K
|hu|
(
|∂tu|+ |∂ru|+ |u|〈r〉
)
dxdt
)1/2
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+(∫∫
[0,T ]×R3\K
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt
)1/2
,
where we are free to include ||∂u||L∞t L2x(R3\K) by (2.8).
20
CHAPTER 4: EXTERIOR ESTIMATE
In this section we will use the preceding divergence identity (3.2) to establish integrated local energy estimates for
solutions to the perturbed wave equation that have been cut off in an exterior region away from obstacles. Because
they will be estimates that are valid away from the obstacle, they will be equally valid in the case of star-shaped or
illuminated obstacles. The arguments here are similar to those used to prove the exterior estimate [30, Proposition
3.2]. However, we have proved a slightly sharper statement that allows for extra smallness from the difference in the
radius where the solution is estimated and the radius where the solution is cut off; see also [4, Proposition 2.3]. An
important note is that this estimate has a cut-off function built in. We shall prove the following estimate for solutions to
the perturbed wave equation:
Theorem 4.1. Assume |h| ≤ δ  1 is sufficiently small. Let R2 ≥ 2R1 > 2 be fixed. Let u ∈ C2([0, T ]× (R3 \ V))
vanish for large |x|. Then we have the following estimate:
(4.1) ||u||2LE1
r≥R2
. E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt+R−11 R
−1
2 ||u||2LER1≤r≤2R1
where the constant is independent of R1,R2 and T .
Proof. We will again use the integrated divergence identity (3.3). Let R1 > 1 be fixed. We can assume without loss
of generality that our obstacle V is contained within {r ≤ 1}. Let η ∈ C∞(R) be a smooth increasing function such
that 0 ≤ η(z) ≤ 1, η(z) = 0 for z ≤ 1 and η(z) = 1 for z ≥ 2. So that we can assume that η′(z) ≥ 0 and we have
that supp η ⊂ {z ≥ 1} and supp η′ ⊂ [1, 2]. We can now use multiplier arguments similar to those used to prove the
estimate in the case of star-shaped obstacles, choosing ξ = f(r)~xr with
f(r) = η
(
r
R1
)(
r
r + ρ
)
,
where ρ > R2 ≥ 2R1 and choosing g appropriately, as we shall see. First note that by the support of η and the Dirichlet
boundary condition, the boundary term P in (3.3) is identically zero. In what follows, we shall let Ω = R3 \ V or
Ω = R3 \K denote the region exterior to the obstacle, regardless of the obstacle. We next address the remainder term
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in (3.3). We can then use (3.8) with our modified choice of f to see that
(4.2)
∫∫
LT
Rdxdt =∫∫
LT
[ [1
2
η
(
r
R1
)
ρ
(r + ρ)2
+
(
1
2R1
η′
(
r
R1
)
r
r + ρ
+ η
(
r
R1
)
1
r + ρ
− g
)]
(∂tu)
2
+
[
1
2
η
(
r
R1
)
ρ
(r + ρ)2
+
1
R1
η′
(
r
R1
)
r
r + ρ
+
(
g − η
(
r
R1
)
1
r + ρ
− 1
2R1
η′
(
r
R1
)
r
r + ρ
)]
(∂ru)
2
+
[
g − 1
2
η
(
r
R1
)
ρ
(r + ρ)2
− 1
2R1
η′
(
r
R1
)
r
r + ρ
]
|6∇u|2
− 1
2
(∆g)u2
]
dxdt
+
∫∫
LT
[
− 1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
− ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)
r
r + ρ
∂ru+ gu
)
∂βu
− hiβ(t, x)
(
∂i
(
η
(
r
R1
)
r
r + ρ
~x
r
)
· ∇u+ (∂ig)u
)
∂βu
+ hαβ(t, x)
(
1
2
η
(
r
R1
)
ρ
(r + ρ)2
+
(
1
2R1
η′
(
r
R1
)
r
r + ρ
+ η
(
r
R1
)
1
r + ρ
− g
))
∂αu∂βu
]
dxdt.
From this we see that we can further adapt our choice of
g = η
(
r
R1
)
1
r + ρ
+
1
2R1
η′
(
r
R1
)
r
r + ρ
,
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which by (4.2) gives
(4.3)
∫∫
LT
Rdxdt =
∫∫
LT
[1
2
η
(
r
R1
)
ρ
(r + ρ)2
(∂tu)
2
+
1
2
η
(
r
R1
)
ρ
(r + ρ)2
(∂ru)
2 +
1
R1
β′
(
r
R1
)
r
r + ρ
(∂ru)
2
+ η
(
r
R1
)(
1
r + ρ
− 1
2
ρ
(r + ρ)2
)
|6∇u|2
− 1
2
η
(
r
R1
)
∆
(
1
r + ρ
)
u2
]
dxdt
−1
2
∫∫
LT
[
∆
(
1
2R1
η′
(
r
R1
)
r
r + ρ
)
+ [∆, η
(
r
R1
)
]
(
1
r + ρ
)]
u2 dxdt
+
∫∫
LT
[
− 1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
− ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)
r
r + ρ
∂ru
+
(
η
(
r
R1
)
1
r + ρ
+
1
2R1
η′
(
r
R1
)
r
r + ρ
)
u
)
∂βu
− hiβ(t, x)
(
∂i
(
η
(
r
R1
)
r
r + ρ
~x
r
)
· ∇u
+ ∂i
(
η
(
r
R1
)
1
r + ρ
+
1
2R1
η′
(
r
R1
)
r
r + ρ
)
u
)
∂βu
+
1
2
hαβ(t, x)
(
η
(
r
R1
)
ρ
(r + ρ)2
)
∂αu∂βu
]
dxdt.
Now as before, recall that we have
(
1
r+ρ − 12 ρ(r+ρ)2
)
≥ 12 1r+ρ while
−∆
(
1
r + ρ
)
=
2ρ
r(r + ρ)3
≥ 2ρ
(r + ρ)4
.
We also have
hiβ(t, x)
(
∂i
(
η
(
r
R1
)
r
r + ρ
~x
r
)
· ∇u
+ ∂i
(
η
(
r
R1
)
1
r + ρ
+
1
2R1
η′
(
r
R1
)
r
r + ρ
)
u
)
∂βu
= hiβ(t, x)
((
r∂i
(
η
(
r
R1
)
1
r + ρ
))
~x
r
· ∇u+ η
(
r
R1
)
1
r + ρ
∂i(~x) · ∇u
+
(
1
R1
η′
(
r
R1
)
xi
r
1
r + ρ
− η
(
r
R1
)
1
(r + ρ)2
xi
r
+
1
2R21
η′′
(
r
R1
)
xi
r
r
r + ρ
+
1
2R1
η′
(
r
R1
)
ρ
(r + ρ)2
xi
r
)
u
)
∂βu
= hiβ(t, x)
((
1
R1
η′
(
r
R1
)
xi
r
r
r + ρ
− η
(
r
R1
)
r
(r + ρ)2
xi
r
)
∂ru
+ η
(
r
R1
)
1
r + ρ
∂iu+
(
1
R1
η′
(
r
R1
)
xi
r
1
r + ρ
− η
(
r
R1
)
1
(r + ρ)2
xi
r
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+
1
2R21
η′′
(
r
R1
)
xi
r
r
r + ρ
+
1
2R1
η′
(
r
R1
)
ρ
(r + ρ)2
xi
r
)
u
)
∂βu
=
hiβ(t, x)
r + ρ
(
η
(
r
R1
)(
−xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
+ ∂iu
)
+ η′
(
r
R1
)
xi
r
((
r
R1
∂ru+
u
R1
)
+
1
2
ρ
r + ρ
u
R1
)
+
1
2
η′′
(
r
R1
)
xi
r
(
r
R1
)
u
R1
)
∂βu.
Furthermore, by our choice of η, 1Rη
′ ( r
R
)
r
r+ρ ≥ 0, which means that we can estimate the right hand side of (4.3) from
below by
(4.4)
∫∫
LT
Rdxdt ≥
1
2
∫∫
LT
[
η
(
r
R1
)(
ρ
(r + ρ)2
(
(∂tu)
2 + (∂ru)
2
)
+
1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)]
dxdt
−1
2
∫∫
LT
[
∆
(
1
2R1
η′
(
r
R1
)
r
r + ρ
)
+ [∆, η
(
r
R1
)
]
(
1
r + ρ
)]
u2 dxdt
+
∫∫
LT
[
− 1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
− ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)(
r
r + ρ
∂ru+
u
r + ρ
)
+
1
2
η′
(
r
R1
)
r
R1
u
r + ρ
)
∂βu
+
hiβ(t, x)
r + ρ
(
η
(
r
R+ 1
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
+ η′
(
r
R+ 1
)
xi
r
((
r
R1
∂ru+
u
R1
)
+
1
2
ρ
r + ρ
u
R1
)
+
1
2
η′′
(
r
R+ 1
)
xi
r
(
r
R1
)
u
R1
)
∂βu
+
1
2
hαβ(t, x)
r + ρ
(
η
(
r
R1
)
ρ
r + ρ
)
∂αu∂βu
]
dxdt.
Now we note that including the cutoff has produced a lower order error term, the second integral on the right hand side
of (4.4). However, the key observation to make is that this error is localized to supp η′
(
r
R1
)
⊂ [R1, 2R1]. We compute
∆
(
1
2R1
η′
(
r
R1
)
r
r + ρ
)
=
1
R31
η′′′
(
r
R1
)
r
2(r + ρ)
+
1
R21
η′′
(
r
R1
)(
2ρ+ r
(r + ρ)2
)
+
1
R1
η′
(
r
R1
)(
ρ2
r(r + ρ)3
)
while
[∆, η
(
r
R1
)
]
(
1
r + ρ
)
=
1
R21
η′′
(
r
R1
)
1
r + ρ
+
1
R1
η′
(
r
R1
)(
2ρ
r(r + ρ)2
)
.
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Combining these we see that
(4.5)
∣∣∣∆( 1
2R1
η′
(
r
R1
)
r
r + ρ
)
+ [∆, η
(
r
R1
)
]
(
1
r + ρ
) ∣∣∣
=
1
R21(r + ρ)
∣∣∣∣η′′′( rR1
)
r
2R1
+ η′′
(
r
R1
)(
3ρ+ 2r
(r + ρ)
)
+ η′
(
r
R1
)(
R1ρ(3ρ+ 2r)
r(r + ρ)2
)∣∣∣∣
≤ CηR−21 (r + ρ)−1 ≤ CηR−21 R−12
with the constant independent of R1 or R2 and depending only on the choice of η. This is because η′
(
r
R1
)
, η′′
(
r
R1
)
,
and η′′′
(
r
R1
)
are all supported on R1 ≤ r ≤ 2R1 and since ρ ≥ R2 ≥ 2R1. Specifically, notice that for R1 ≤ r ≤
2R1 ≤ ρ, we have
1
2
≤ r
2R1
≤ 1
while
2 ≤ 3ρ+ 2r
(r + ρ)
≤ 3ρ+ 4R1
ρ
≤ 5ρ
ρ
= 5
and
1
2
=
ρ
2ρ
≤ ρ
(2R1 + ρ)
≤ ρ
(r + ρ)
≤ R1ρ(3ρ+ 2r)
r(r + ρ)2
≤ R1ρ(3ρ+ 2r)
R1ρ2
≤ (3ρ+ 4R1)
ρ
≤ 5ρ
ρ
= 5.
Using (4.5) we can see that (4.4) implies
(4.6)
∫∫
LT
Rdxdt+ CηR
−1
1 R
−1
2
∫∫
[0,T ]×[R1,2R1]
R−11 u
2 dxdt
≥ 1
2
∫∫
LT
η(r)
(
ρ
(r + ρ)2
(|∇u|2 + (∂tu)2)+ 1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
+
∫∫
LT
[
− 1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
− ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)(
r
r + ρ
∂ru+
u
r + ρ
)
+
1
2
η′
(
r
R1
)
r
R1
u
r + ρ
)
∂βu
+
hiβ(t, x)
r + ρ
(
η
(
r
R+ 1
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
+ η′
(
r
R+ 1
)
xi
r
((
r
R1
∂ru+
u
R1
)
+
1
2
ρ
r + ρ
u
R1
)
+
1
2
η′′
(
r
R+ 1
)
xi
r
(
r
R1
)
u
R1
)
∂βu
+
1
2
hαβ(t, x)
r + ρ
(
η
(
r
R1
)
ρ
r + ρ
)
∂αu∂βu
]
dxdt.
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We can next address the time boundary term in (3.3). Note that we have
(4.7)
∣∣ (η( r
R1
)
r
r + ρ
∂ru+
(
η′
(
r
R1
)
r
2R1
+ η
(
r
R1
))
u
r + ρ
) ∣∣ ≤ (|∂ru|+ Cη∣∣ u〈r〉 ∣∣
)
where we have used that
∣∣∣η ( rR1) rr+ρ ∣∣∣ ≤ 1 and ∣∣∣η′ ( rR1) r2R1 + η ( rR1)∣∣∣ ≤ Cη with the constant independent of R1
and depending only on the choice of η. We also have that |∂tu+ h0β∂βu| . |∂u| if |h| ≤ δ  1 is bounded. Using
(4.7) we can see that
(4.8)
∣∣∣∣∫
Ω
Qdx
∣∣
t=0
∣∣∣∣ . ∫
Ω
|∂u|
(
|∂ru|+ Cη
∣∣ u
〈r〉
∣∣) dx∣∣
t=0
. E[u](0)
where we have also used a Hardy inequality || u〈r〉 ||L2 ≤ ||ur ||L2 . ||∂ru||L2 , with E[u](t) defined in (1.6). Likewise
we have
(4.9)
∣∣∣∣∫
Ω
Qdx
∣∣
t=T
∣∣∣∣ .∫
Ω
|∂u|
(
|∂ru|+ Cβ
∣∣u
r
∣∣) dx∣∣
t=0
. E[u](T ).
Combining (4.8) and (4.9) gives
(4.10)
∣∣∣∣∫
Ω
Qdx
∣∣T
0
∣∣∣∣ .E[u](0) + E[u](T )
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Now as before, combining (4.6) and (4.10) in (3.3), again using (4.7) and recalling that the boundary term vanishes,
leads us to an estimate of the form
(4.11)
∫∫
LT
η
(
r
R1
)(
ρ
(r + ρ)2
(|∇u|2 + (∂tu)2)+ 1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+R−11 R
−1
2
∫
[0,T ]×[R1,2R1]
R−11 u
2 dxdt
+
∫∫
LT
[1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
+ ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)(
r
r + ρ
∂ru+
u
r + ρ
)
+
1
2
η′
(
r
R1
)
r
R1
u
r + ρ
)
∂βu
−
(
hiβ(t, x)
r + ρ
)(
η
(
r
R+ 1
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
+ η′
(
r
R+ 1
)
xi
r
((
r
R1
∂ru+
u
R1
)
+
1
2
ρ
r + ρ
u
R1
)
+
1
2
η′′
(
r
R+ 1
)
xi
r
(
r
R1
)
u
R1
)
∂βu
− 1
2
(
hαβ(t, x)
r + ρ
)(
η
(
r
R1
)
ρ
r + ρ
)
∂αu∂βu
]
dxdt
where again, the implicit constant depends only on η. Now we simply observe, since 1r+ρ ≤ 1〈r〉 and R1 ≈ 〈r〉 on the
supports of η′
(
r
R1
)
, η′′
(
r
R1
)
, that we can control all of the error terms
(4.12)
∫∫
LT
[1
2
∂r(h
αβ(t, x))η
(
r
R1
)
r
r + ρ
∂αu∂βu
+ ∂α
{
hαβ(t, x)
}(
η
(
r
R1
)(
r
r + ρ
∂ru+
u
r + ρ
)
+
1
2
η′
(
r
R1
)
r
R1
u
r + ρ
)
∂βu
−
(
hiβ(t, x)
r + ρ
)(
η
(
r
R+ 1
)(
xi
r
(
r
r + ρ
∂ru+
u
r + ρ
)
− ∂iu
)
+ η′
(
r
R+ 1
)
xi
r
((
r
R1
∂ru+
u
R1
)
+
1
2
ρ
r + ρ
u
R1
)
+
1
2
η′′
(
r
R+ 1
)
xi
r
(
r
R1
)
u
R1
)
∂βu
− 1
2
(
hαβ(t, x)
r + ρ
)(
η
(
r
R1
)
ρ
r + ρ
)
∂αu∂βu
]
dxdt
.
∫∫
LT
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt.
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This means we can rewrite (4.11) as
(4.13)
∫∫
LT
η
(
r
R1
)(
ρ
(r + ρ)2
(|∇u|2 + (∂tu)2)+ 1
r + ρ
|6∇u|2 + 2ρ
(r + ρ)4
u2
)
dxdt
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)
|∂u|
(
|∂u|+ |u|〈r〉
)
dxdt+R−11 R
−1
2
∫
[0,T ]×[R1,2R1]
R−11 u
2 dxdt.
Much as before, we can now let ρ = 2j and restrict the left hand side to the dyadic region |x| ≈ 2j , and since we only
wish to estimate for {r ≥ R2}, we further can restrict to ρ ≥ R2 ≥ 2R1 so that η
(
r
R1
)
≡ 1 in each dyadic region.
Thus, again using the localized energy norms defined in (1.7) and (1.8), we see that we have (4.1).
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CHAPTER 5: THE ILLUMINATED GEOMETRY
In this section we develop the illuminated coordinate system in which we will work. In what follows we will largely
be following and extending [3] and [22]. We begin with the definition of illuminated obstacles as stated in [3]:
Definition 5.1 [3]. We say that a body V is illuminated from the interior if and only if there exists a smooth convex
body C inside V such that extC is filled by a family of nonintersecting rays normal to ∂C and such that each ray
intersects ∂V exactly once.
Figure 5.1: A non-star-shaped obstacle that can be illuminated from its interior.
A more general type of exterior domains are those that can be illuminated from the exterior, also taken from [22]
and [1]:
Definition 5.2 [22, Definition 1]. We say that the boundary of an exterior domain Ω = Rn \ V (or the obstacle V) can
be illuminated from the exterior if and only if there exists a convex body C containing ∂V with smooth boundary ∂C
such that ∂V and Ω are filled by a family of non-intersecting rays normal to ∂C. Each ray is completely contained in Ω
in the following sense: for each x1 ∈ ∂V there exists a unique x0 ∈ ∂C and a number s0(x0) ≤ 0 such that
x1 = s0(x
0)ν(x0) + x0,
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where ν is the outward unit normal to ∂C at x0, and furthermore for each x ∈ Ω, there exists x0 ∈ ∂C so that
x = sν(x0) + x0 ∈ Ω, s ∈ [s0(x0),∞).
Figure 5.2: A non-star-shaped obstacle that can be illuminated from its exterior.
As demonstrated in [22] and [1], any obstacle that can be illuminated from the interior can also be illuminated from
the exterior by enlarging the illuminating body.
We shall study spatial dimension n = 3, in which case the illuminating body ∂C is a smooth convex surface with
everywhere positive Gaussian curvature K. We shall denote x = (x1, x2, x3) ∈ R3 where we have assumed without
loss of generality that the origin is in the interior of both C and V . If we assume x0 ∈ ∂C and x0 is not an umbilic
point, then we can parametrize a neighborhood of x0 in ∂C locally using the principal curves on ∂C, and write
x0 = x0(σ1, σ2) = (x
0
1(σ1, σ2), x
0
2(σ1, σ2), x
0
3(σ1, σ2))
where σ1 = constant and σ2 = constant are parametrizations of the principal curves on ∂C near x0, which we can
assume without loss of generality are parametrized with respect to arc length. If the neighborhood of x0 ∈ ∂C is
an all-umbilic surface, since K is everywhere positive, the neighborhood is contained in a sphere ([6, Section 3.1,
Proposition 4]), and so we can still choose parametric curves that are orthogonal and parametrized with respect to arc
length. By the compactness of ∂C, we note that a finite number of such coordinate patches will cover ∂C. So we can
assume without loss of generality that the curves σ1 = constant, σ1 = constant are everywhere orthogonal. We denote
by
ν(σ1, σ2) =
(
x0σ1 × x0σ2
)
(σ1, σ2)
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the unit normal vector to ∂C, where x0σi = ∂σix
0 are the unit tangent vectors to the principle curves σj = constant,
j 6= i. By reversing the parametrization as necessary, we can assume without loss of generality that ν is the outward
pointing normal.
For obstacles V illuminated from the exterior, by Definition 5.2, for each x1 ∈ ∂V there exists a unique
(s0(σ1, σ2), σ1, σ2) with s0(σ1, σ2) ≤ 0 with
x1 = s0ν(σ1, σ2) + x
0(σ1, σ2)
so that again
x = sν(σ1, σ2) + x
0(σ1, σ2) ∈ Ω, s ∈ [s0,∞).
Therefore, corresponding to each x ∈ Ω we make the choice x = x(s, σ1, σ2) ∈ R3 by
x = x(s, σ1, σ2) = sν(σ1, σ2) + x
0(σ1, σ2)
for x0(σ1, σ2) ∈ ∂C and s ∈ [s0(σ1, σ2),∞).
We shall denote by κ1 = κ1(σ1, σ2) and κ2 = κ2(σ1, σ2) the principal curvatures of ∂C at x0(σ1, σ2), assuming
without loss of generality that κ1 ≥ κ2 > 0 since K = κ1κ2 is everywhere positive. We let ρi = 1κi denote the radii of
curvature of ∂C, hence ρ2 ≥ ρ1 > 0. For obstacles V illuminated from the exterior, we make the additional assumption
(5.1) min
∂V
(s0(σ1, σ2) + ρ1(σ1, σ2)) > 0.
Because s0(σ1, σ2) corresponds to the point x1 ∈ ∂V associated to the point x0 ∈ ∂C, we see that for x =
sν(σ1, σ2) + x
0(σ1, σ2) ∈ Ω we have s0 ≤ s <∞, so this technical assumption implies that s+ ρi > 0 for all x ∈ Ω,
which will be required in the computations that follow. A star-shaped obstacle can be thought of as a special case of an
obstacle illuminated from the interior or exterior where the illuminating body is a sphere. We see then that when the
illumating body is a sphere of radius R0 centered at the origin, the value s+ ρi = s+R0 = r is just the radius r in
polar coordinates. Thus this assumption can be thought of as an analogue to assuming that the origin is contained within
a star-shaped obstacle. See [1, Remark 2.3]. In fact, we shall see from Lemma 5.2 below that this assumption guarantees
that that the illuminated coordinate system is well-defined throughout Ω, and indeed guarantees that points where the
coordinate system fails to be well-defined are contained within the obstacle, which again reflects the assumption that
the origin is contained within the obstacle in the star-shaped case.
We shall let ρM = max∂V ρ2(σ1, σ2). We then have the following
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Lemma 5.1 ([22],[1, Lemma 2.4]). For x = x(s, σ1, σ2) ∈ R3 \ V and r = |x|, there exist constants a0,a1 such that
a0r ≤ s+ ρM ≤ a1r.
Proof. Note first that for all x ∈ Ω we have s+ρM ≥ c0 > 0 for some constant c0, by (5.1). On the other hand, because
we are assuming that the origin is contained within the obstacle V , we also have r ≥ c1 > 0. If we let r0(σ1, σ2) =
|x0(σ1, σ2)|, the facts that C is bounded and the origin is contained within C gives 0 < c2 ≤ r0(σ1, σ2) ≤ c3. Now
we see that for x ∈ ext C, i.e. s ≥ 0 and r ≥ c2, so we have
r = |x(s, σ1, σ2)| =
∣∣∣sν(σ1, σ2) + x0(σ1, σ2)∣∣∣ ≤ s+ r0(σ1, σ2),
i.e.
r − r0(σ1, σ2) ≤ s < r.
From this we see that
s+ ρM ≤ r + ρM ≤
(
1 +
ρM
c2
)
r.
If ρM ≥ c3, then we also have
s+ ρM ≥ r + ρM − r0(σ1, σ2) ≥ r + ρM − c3 ≥ r.
If ρM ≤ c3, i.e. ρMc3 ≤ 1, then
s ≥ r − r0(σ1, σ2) ≥ ρM
c3
r − ρM r
0(σ1, σ2)
c3
≥ ρM
c3
r − ρM
so
s+ ρM ≥ ρM
c3
r.
Thus, for s ≥ 0 we have
min{1, ρM
c3
}r ≤ s+ ρM ≤
(
1 +
ρM
c2
)
r.
For x ∈ C ∩ Ω, we have s ≤ 0 and c1 ≤ r ≤ c3, i.e. 1 ≤ rc1 and rc3 ≤ 1, so we can instead use that
s+ ρM ≤ ρM ≤ ρM
c1
r
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while
s+ ρM ≥ c0 ≥ c0
c3
r.
Setting a0 = min{1, ρMc2 , c0c3 } and a1 = max
{(
1 + ρMc2
)
, ρMc1
}
gives the result.
We can now define the local energy norm adapted to the illuminated geometry:
(5.2) ||u||LEillum := sup
j≥0
||〈s+ ρM 〉−1/2u||L2tL2x([0,T ]×(R3\V∩{〈s+ρM 〉≈2j})).
We can further define the LE1 norm:
(5.3) ||u||LE1illum := ||∂u||LEillum + ||〈s+ ρM 〉
−1u||LEillum .
We define the dual-type norm, analogous as follows:
(5.4) ||F ||LE∗illum :=
∑
j≥0
||〈s+ ρM 〉1/2F ||L2tL2x([0,T ]×(R3\V∩{〈s+ρM 〉≈2j})).
By Lemma 5.1 we see that (5.2) is equivalent to (1.7), while (5.3) is equivalent to (1.8) and (5.4) is equivalent to (1.9).
We shall use the norms interchangeably.
We are concerned with the exterior region Ω = Rn\V , in which we can use the above as a coordinate system.
Specifically, we have
Lemma 5.2 ([3, Lemma 5]). The level surfaces s = constant, σi = constant, i = 1, 2 define a set of local curvilinear
coordinate systems in Ω with each ray {x : σ1 = constant, σ2 = constant, s0(σ1, σ2) ≤ s <∞} normally incident on
∂C.
Proof. We have that xs = ν(σ1, σ2) is the exterior unit normal to ∂C and is thus normally incident. Then by choice of
principal curves as the parametric curves on ∂C we have ∂σiν(σ1, σ2) = κi(σ1, σ2)x
0
σi(σ1, σ2), i = 1, 2. From this
we see that xσi = (κis+ 1)x
0
σi , i = 1, 2. Since we are assuming (5.1), we have
∣∣∣∣D(x1, x2, x3)D(s, σ1, σ2)
∣∣∣∣ = xs · (xσ1 × xσ2) = κ1κ2(s+ ρ1)(s+ ρ2) > 0.
We shall also require the following lemma from [3] and [22] which establishes the key reason why the illuminated
coordinate system will be useful when dealing with obstacles illuminated from the interior or exterior. This should in
particular be compared with the star-shaped condition given in Definition 3.1.
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Lemma 5.3 ([3, Lemma 6],[22, Lemma 2]). Let x1 = s0(σ1, σ2)ν(σ1, σ2) + x0(σ1, σ2) be a point on ∂V , and let
n(σ1, σ2) be the normal to ∂V at x1 pointing into Ω, then
n(σ1, σ2) · ν(σ1, σ2) ≥ 0.
Proof. We can assume without loss of generality that the obstacle V is illuminated from the exterior. Assume to the
contrary that for some point x1 ∈ ∂V that ν(σ1, σ2) · n(σ1, σ2) < 0. Then for some s∗ ∈ [s0, 0], the segment of the
ray {sν(σ1, σ2) + x0(σ1, σ2), s0 < s < s∗} is contained within V , which contradicts the hypothesis that each ray is
completely contained in Ω as in Definition 5.2
For later computation, we record the metric tensor in the (z1, z2, z3) = (s, σ1, σ2) coordinates with respect to the
orthogonal basis (xs, xσ1 , xσ2):
(5.5) g = gij =

1 0 0
0 (κ1s+ 1)
2 0
0 0 (κ2s+ 1)
2
 .
Lemma 5.4 ([1, Remark 2.7]). For a function f = f(s, σ1, σ2) we may write
(5.6) ∇f = (∂sf)ν +
(
1
(κ1s+ 1)2
∂σ1f
)
xσ1 +
(
1
(κ2s+ 1)2
∂σ2f
)
xσ2.
In particular if we let |∇∗σif |2 = 1(κis+1)2 (∂σif)2 then we have
(5.7) |∇f |2 = (∂sf)2 + |∇∗σ1f |2 + |∇∗σ2f |2.
Proof. Using the inverse matrix gij = (gij)−1 we write∇f = gij ∂f∂zi ∂∂zj which gives (5.6), since xs = ν. Then (5.7)
follows from the fact that xσi = (κis + 1)x
0
σi , since ν · x0σ1 = ν · x0σ2 = x0σ1 · x0σ2 = 0, while ν · ν = x0σ1 · x0σ1 =
x0σ2 · x0σ2 = 1 by our choice of coordinates.
Lemma 5.5 ([1, Remark 2.7]). For a vector field expressed in the basis
F (s, σ1, σ2) = F
1ν + F 2xσ1 + F
3xσ2 ,
34
we have
(5.8)
∇ · F = div F = 1
(κ1s+ 1)(κ2s+ 1)
[
∂s{(κ1s+ 1)(κ2s+ 1)F 1}
+∂σ1{(κ1s+ 1)(κ2s+ 1)F 2}+ ∂σ2{(κ1s+ 1)(κ2s+ 1)F 3}
]
.
Proof. We again use the metric (5.5) to write div F = |g|−1/2 ∂∂zi {|g|1/2F i} which is exactly (5.8).
Using the formulae (5.6) and (5.8) we are able to calculate the following:
Lemma 5.6 ([22] [1, Remark 2.7]). We have the following useful formulae:
ν · ∇f = ∂sf,
∇ · ν = κ1
κ1s+ 1
+
κ2
κ2s+ 1
=
1
s+ ρ1
+
1
s+ ρ2
=: K(s, σ1, σ2).
To deal with the perturbation, we must also take note of how the illuminated coordinates can be expressed in
Cartesian coordinates. By noting that the Jacobian matrix takes the form
(5.9)
∂(x1, x2, x3)
∂(s, σ1, σ2)
=

∂sx1 ∂sx2 ∂sx3
∂σ1x1 ∂σ1x2 ∂σ1x3
∂σ2x1 ∂σ2x2 ∂σ2x3
 =

xs
xσ1
xσ2
 =

ν
(κ1s+ 1)x
0
σ1
(κ2s+ 1)x
0
σ2

we can observe that by the mutual orthogonality of ν, x0σ1 , x
0
σ2 the inverse matrix is given by
(5.10)
∂(s, σ1, σ2)
∂(x1, x2, x3)
=

∂x1s ∂x1σ1 ∂x1σ2
∂x2s ∂x2σ1 ∂x2σ2
∂x3s ∂x3σ1 ∂x3σ2
 =
[
νT (κ1s+ 1)
−1(x0σ1)
T (κ2s+ 1)
−1(x0σ2)
T
]
.
Lemma 5.7 ([22]). We have the following formulae:
∂s
∂xi
= νi,
∂σj
∂xi
=
1
κjs+ 1
(x0σj )
i, j = 1, 2,
∂2s
∂xj∂xi
=
∂νi
∂xj
=
1
s+ ρ1
(x0σ1)
i(x0σ1)
j +
1
s+ ρ2
(x0σ2)
i(x0σ2)
j ,
where νi and (x0σj )
i are the components in Cartesian coordinates of ν and x0σj , j = 1, 2.
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Proof. That ∂xis = ν
i and ∂xiσj = (κjs+ 1)
−1(x0σj )
i follow directly from (5.10). Since ∂σjν = κjx
0
σj j = 1, 2 by
definition, we have ∂σjν
i = κj(x
0
σj )
i. Thus we see that
∂νi
∂xj
=
∂νi
∂σ1
∂σ1
∂xj
+
∂νi
∂σ2
∂σ2
∂xj
=
(
κ1(x
0
σ1)
i
) (
(κ1s+ 1)
−1(x0σ1)
j
)
+
(
κ2(x
0
σ2)
i
) (
(κ2s+ 1)
−1(x0σ2)
j
)
.
We also have the following new technical results, to which we will appeal multiple times:
Lemma 5.8. For a function f = f(s, σ1, σ2) we may write
(5.11)
∆f = ((κ1s+ 1)(κ2s+ 1))
−1
∂s {(κ1s+ 1)(κ2s+ 1)∂sf}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1f
}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2f
}
.
Proof. This follows from ∆f = ∇ · ∇f and (5.6) and (5.8).
Lemma 5.9. If f = f(s) is a function of s alone, we have the following useful formulas:
(5.12) ∆f(s) = f ′′(s) +K(s, σ1, σ2)f ′(s),
(5.13) ∆ (f(s)K(s, σ1, σ2)) =
K(s, σ1, σ2)f
′′(s)−
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
f ′(s) + f(s)∆(K(s, σ1, σ2),
(5.14) ∆ (K(s, σ1, σ2)) =
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2),
(5.15)
∆2 (f(s)) =f (iv)(s) + 2K(s, σ1, σ2)f
′′′(s)−
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
f ′′(s)
+
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
)
f ′(s),
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where
(5.16)
OK(s, σ1, σ2)
=− (κ1)−2
(
∂2σ1ρ1
(s+ ρ1)4
− 2 (∂σ1ρ1)
2
(s+ ρ1)5
+
∂2σ1ρ2
(s+ ρ1)2(s+ ρ2)2
− 2 (∂σ1ρ2)
2
(s+ ρ1)2(s+ ρ2)3
)
− (κ1)−2
(
∂σ1ρ1
(s+ ρ1)4
+
∂σ1ρ2
(s+ ρ1)2(s+ ρ2)2
)
∂σ1
{
log
(
(κ2s+ 1)
(κ1s+ 1)
)}
− (κ2)−2
(
∂2σ2ρ1
(s+ ρ1)2(s+ ρ2)2
− 2 (∂σ2ρ1)
2
(s+ ρ1)3(s+ ρ2)2
+
∂2σ2ρ2
(s+ ρ2)4
− 2 (∂σ2ρ2)
2
(s+ ρ2)5
)
− (κ2)−2
(
∂σ2ρ1
(s+ ρ1)2(s+ ρ2)2
+
∂σ2ρ2
(s+ ρ2)4
)
∂σ2
{
log
(
(κ1s+ 1)
(κ2s+ 1)
)}
.
Proof. We can use (5.11) to calculate:
∆f(s) = ((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)f ′(s)}
=f ′′(s) + f ′(s) ((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)}
=f ′′(s) + f ′(s)
(
κ1
κ1s+ 1
+
κ2
κ2s+ 1
)
= f ′′(s) +K(s, σ1, σ2)f ′(s).
Next we can use (5.12) to observe that since f(s) is a function of s alone,
∆ (f(s)K(s, σ1, σ2)) = K(s, σ2, σ2)∆f(s) + [∆,K(s, σ1, σ1)] f(s)
= K(s, σ1, σ2)f
′′(s) + (K(s, σ1, σ2))2f ′(s) + [∆,K(s, σ1, σ1)] f(s).
We further can conclude the following:
Lemma 5.10. If f = f(s) is a function of s alone, then with K(s, σ1, σ2) defined as in Lemma 5.6 we have
(5.17)
[∆,K(s, σ1, σ2)] f(s) =
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s) + ∆(K(s, σ1, σ2))f(s)
=
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s)
+
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
)
f(s).
We delay the proof of Lemma 5.10 and use it first to complete the proof of Lemma 5.9. With (5.17), the proof of
(5.13) is finished once we note that
(K(s, σ1, σ2))
2
+
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
=
(
1
s+ ρ1
+
1
s+ ρ2
)2
− 2
(s+ ρ1)2
− 2
(s+ ρ2)2
=
−1
(s+ ρ1)2
+
2
(s+ ρ1)(s+ ρ2)
+
−1
(s+ ρ2)2
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= −
(
1
s+ ρ1
− 1
s+ ρ2
)2
= −
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
.
The proof of (5.14) is even more straightforward; one simply uses (5.17) with f(s) ≡ 1. We can also use (5.12) and
(5.13) to prove (5.15)
∆2(f(s)) =∆ (f ′′(s)) + ∆ (K(s, σ1, σ2)f ′(s))
=f (iv)(s) +K(s, σ1, σ2)f
′′′(s)
+K(s, σ1, σ2)f
′′′(s)−
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
f ′′(s) + ∆ (K(s, σ1, σ2)) f ′(s),
where we have used that f ′′(s) and f ′(s) are functions of s alone as well as (5.12).
Proof of Lemma 5.17. Now, for the commutator term, we use (5.11) to compute
[∆,K(s, σ1, σ2)] f(s)
= ((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)∂s{
(
1
s+ ρ1
+
1
s+ ρ2
)
f(s)}}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1
{(
1
s+ ρ1
+
1
s+ ρ2
)
f(s)
}}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2
{(
1
s+ ρ1
+
1
s+ ρ2
)
f(s)
}}
−
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)∂s{f(s)}}
−
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1 {f(s)}
}
−
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2 {f(s)}
}
= ((κ1s+ 1)(κ2s+ 1))
−1
∂s{
(
1
s+ ρ1
+
1
s+ ρ2
)
(κ1s+ 1)(κ2s+ 1)∂s{f(s)}}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
f(s)}
−
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)∂s{f(s)}}
+ f(s) ((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
+ f(s) ((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
,
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where we have used that f(s) is independent of σ1, σ2. Thus, letting
OK(s, σ1, σ2) = ((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
,
we can continue
[∆,K(s, σ1, σ2)] f(s)
=
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)∂s{f(s)}}
+ ((κ1s+ 1)(κ2s+ 1))
−1
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
(κ1s+ 1)(κ2s+ 1)∂s{f(s)}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
f(s)}
−
(
1
s+ ρ1
+
1
s+ ρ2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)∂s{f(s)}}
+OK(s, σ1, σ2)f(s)
=
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
f ′(s)
+ ((κ1s+ 1)(κ2s+ 1))
−1
(κ1s+ 1)(κ2s+ 1)
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
∂s{f(s)}
+ ((κ1s+ 1)(κ2s+ 1))
−1
∂s
{
(κ1s+ 1)(κ2s+ 1)
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)}
f(s)
+OK(s, σ1, σ2)f(s)
=
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s) + ∂s{
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
}f(s)
+
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂s{(κ1s+ 1)(κ2s+ 1)}f(s)
+OK(s, σ1, σ2)f(s)
=
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s)
+
(
2
(s+ ρ1)3
+
2
(s+ ρ2)3
)
f(s) +
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)(
1
s+ ρ1
+
1
s+ ρ2
)
f(s)
+OK(s, σ1, σ2)f(s)
=
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s)
+
((
1
(s+ ρ1)
− 1
(s+ ρ2)
)2(
1
s+ ρ1
+
1
s+ ρ2
)
+OK(s, σ1, σ2)
)
f(s)
=
( −2
(s+ ρ1)2
+
−2
(s+ ρ2)2
)
f ′(s)
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+((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
)
f(s).
We can also calculate
((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
∂σ1
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
= ((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
( −∂σ1ρ1
(s+ ρ1)2
+
−∂σ1ρ2
(s+ ρ2)2
)}
= (κ1s+ 1)
−2
( −∂2σ1ρ1
(s+ ρ1)2
+ 2
(∂σ1ρ1)
2
(s+ ρ1)3
+
−∂2σ1ρ2
(s+ ρ2)2
+ 2
(∂σ1ρ2)
2
(s+ ρ2)3
)
+
( −∂σ1ρ1
(s+ ρ1)2
+
−∂σ1ρ2
(s+ ρ2)2
)
((κ1s+ 1)(κ2s+ 1))
−1
∂σ1
{
(κ2s+ 1)
(κ1s+ 1)
}
= (κ1)
−2
(s+ ρ1)
−2
( −∂2σ1ρ1
(s+ ρ1)2
+ 2
(∂σ1ρ1)
2
(s+ ρ1)3
+
−∂2σ1ρ2
(s+ ρ2)2
+ 2
(∂σ1ρ2)
2
(s+ ρ2)3
)
+ (κ1)
−2
(s+ ρ1)
−2
( −∂σ1ρ1
(s+ ρ1)2
+
−∂σ1ρ2
(s+ ρ2)2
)
∂σ1
{
log
(
(κ2s+ 1)
(κ1s+ 1)
)}
= (κ1)
−2
( −∂2σ1ρ1
(s+ ρ1)4
+ 2
(∂σ1ρ1)
2
(s+ ρ1)5
+
−∂2σ1ρ2
(s+ ρ1)2(s+ ρ2)2
+ 2
(∂σ1ρ2)
2
(s+ ρ1)2(s+ ρ2)3
)
+ (κ1)
−2
( −∂σ1ρ1
(s+ ρ1)4
+
−∂σ1ρ2
(s+ ρ1)2(s+ ρ2)2
)
∂σ1
{
log
(
(κ2s+ 1)
(κ1s+ 1)
)}
.
Analogously we have
((κ1s+ 1)(κ2s+ 1))
−1
∂σ2
{
(κ1s+ 1)
(κ2s+ 1)
∂σ2
{(
1
s+ ρ1
+
1
s+ ρ2
)}}
= (κ2)
−2
( −∂2σ2ρ1
(s+ ρ1)2(s+ ρ2)2
+ 2
(∂σ2ρ1)
2
(s+ ρ1)3(s+ ρ2)2
+
−∂2σ2ρ2
(s+ ρ2)4
+ 2
(∂σ2ρ2)
2
(s+ ρ2)5
)
+ (κ2)
−2
( −∂σ2ρ1
(s+ ρ1)2(s+ ρ2)2
+
−∂σ2ρ2
(s+ ρ2)4
)
∂σ2
{
log
(
(κ1s+ 1)
(κ2s+ 1)
)}
.
The final new result is a Hardy-type inequality, which we shall require.
Lemma 5.11. Let u ∈ C1(Ω) satisfy u∣∣
∂V = 0. Let ρM = max(σ1,σ2)∈∂C ρ2. Then we have the following estimate
(5.18) ||(s+ ρM )−1u||L2(Ω) ≤ 2||∂su||L2(Ω).
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Proof. The proof is an application of the following divergence identity, which follows from (5.8):
(5.19)
∇ · {(s+ ρM )−1u2ν} =∂s
(
(s+ ρM )
−1u2
)
+ (s+ ρM )
−1u2K(s, σ1, σ1)
=− (s+ ρM )−2u2 + 2(s+ ρM )−1u∂su+ (s+ ρM )−1u2K(s, σ1, σ1)
= ((s+ ρM )K(s, σ1, σ2)− 1) (s+ ρM )−2u2 + 2(s+ ρM )−1u∂su.
Integrating (5.19) over Ω, applying the Divergence Theorem, and using that u
∣∣
∂V = 0 gives
∫
Ω
(
((s+ ρM )K(s, σ1, σ2)− 1) (s+ ρM )−2u2 + 2(s+ ρM )−1u∂su
)
dx
=
∫
Ω
∇ · {(s+ ρM )−1u2ν} dx = −
∫
∂V
(
(s+ ρM )
−1u2ν
) · ndS(x) = 0.
Rearranging gives
(5.20)
∫
Ω
((s+ ρM )K(s, σ1, σ2)− 1) (s+ ρM )−2u2 dx = −
∫
Ω
2(s+ ρM )
−1u∂su dx.
By the definition of ρM and K(s, σ1, σ2), we have
(5.21) (s+ ρM )K(s, σ1, σ2)− 1 = s+ ρM
s+ ρ1
+
s+ ρM
s+ ρ2
− 1 = 1 + ρM − ρ1
s+ ρ1
+
ρM − ρ2
s+ ρ2
≥ 1.
where we have again used (5.1). Now combining (5.20) and (5.21) gives
(5.22)
∫
Ω
(s+ ρM )
−2u2 dx ≤ −
∫
Ω
2(s+ ρM )
−1u∂su dx.
We can then apply Cauchy-Schwarz inequality to see that
∫
Ω
(s+ ρM )
−2u2 dx ≤− 2
∫
Ω
(
(s+ ρM )
−1u
)
(∂su) dx
≤2
(∫
Ω
(s+ ρM )
−2u2 dx
)1/2(∫
Ω
(∂su)
2 dx
)1/2
Dividing by
(∫
Ω
(s+ ρM )
−2u2 dx
)1/2
gives (5.18).
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CHAPTER 6: INITIAL ESTIMATE FOR ILLUMINATED OBSTACLES
In this section we will again use a divergence identity to establish an integrated local energy estimate for solutions
to the wave equation exterior to illuminated obstacles with Dirichlet boundary conditions. The estimate we prove is the
following
Theorem 6.1. Assume |h| ≤ δ  1 is sufficiently small. Let u ∈ C2([0, T ]× (R3 \ V)) vanish for large |x| and satisfy
the Dirichlet boundary condition u
∣∣∣
∂V
= 0, where V can be illuminated from its exterior. Then we have the following
estimate:
(6.1) ||∂u||L∞t L2x(Ω) + ||u||LE1illum
. (E[u](0))1/2 +
(∫∫
LT
|hu|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
)1/2
+
(∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
)1/2
+
(∫∫
LT
|∆(K(s, σ1, σ2)|u2 dxdt
)1/2
.
Proof. We shall again use the divergence identity (3.2) that we used previously:
(6.2) hu(ξ · ∇u+ gu) = ∂tQ+∇ · P +R
where ξ is a vector-valued function to be chosen and g is a scalar function to be chosen, both time-independent, while
Q =
(
∂tu+ h
0β(t, x)∂βu
)
(ξ · ∇u+ gu) ,
P = (−∇u+H(u)) (ξ · ∇u+ gu) + 1
2
ξ
(|∇u|2 − (∂tu)2 − hαβ(t, x)∂αu∂βu)+ 1
2
(∇g)u2,
R =
(
1
2
∇ · ξ − g
)(
(∂tu)
2 − |∇u|2)+∇u · ((∇u · ∇)ξ)− 1
2
(∇ · ∇g)u2
− 1
2
∇(hαβ(t, x)) · ξ∂αu∂βu− ∂α
{
hαβ(t, x)
}
(ξ · ∇u+ gu) ∂βu
− hiβ(t, x) ((∂iξ) · ∇u+ (∂ig)u) ∂βu+ hαβ(t, x)
(
1
2
∇ · ξ − g
)
∂αu∂βu,
where H(u) =
(
h1β(t, x)∂βu, h
2β(t, x)∂βu, h
3β(t, x)∂βu
)
is a vector-valued function.
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The idea as before is to choose functions ξ and g so that when the above identity is integrated over LT , the resulting
surface and volume integrals are beneficially signed. We now wish to replicate the argument already presented in
Chapter 3 with the star-shaped obstacle replaced by a more general illuminated obstacle. We can integrate the original
divergence identity (6.2), now over the spacetime region LT , where Ω = R3 \V is the region exterior to our illuminated
obstacle. Applying the Divergence Theorem and the Fundamental Theorem of Calculus we have
(6.3)
∫∫
LT
hu(ξ · ∇u+ gu) dxdt =
∫
Ω
Qdx
∣∣T
0
−
∫∫
[0,T ]×∂V
P · ndS(x)dt+
∫∫
LT
Rdxdt
where dS(x) is the surface measure on ∂V and n is the outward pointing normal to ∂V . We can use the Dirichlet
boundary conditions to estimate the boundary term. Since u
∣∣
∂V = 0 we have ∂tu
∣∣
∂V = 0 and ∇u
∣∣
∂V = (∂nu)n =
(n · ∇u)n, i.e ∂ju
∣∣
∂V = (∂nu)n
j where nj is the jth component of n. We also have
H(u)
∣∣∣
∂K
=
(
h1β(t, x)∂βu
∣∣∣
∂K
, h2β(t, x)∂βu
∣∣∣
∂K
, h3β(t, x)∂βu
∣∣∣
∂K
)
=
(
h1j(t, x)(∂nu)n
j , h2β(t, x)(∂nu)n
j , h3β(t, x)(∂nu)n
j
)
= (∂nu)
(
h1j(t, x)nj , h2β(t, x)nj , h3β(t, x)nj
)
=: (∂nu)Hn.
Using this we can observe that
P
∣∣
∂V = (−∇u+H(u)) (ξ · ∇u)
∣∣
∂V +
1
2
ξ
(|∇u|2 − hij(t, x)∂iu∂ju) ∣∣∂V
=
(−(∂nu)n+H(u)∣∣∂V) (ξ · (∂nu)n) + 12ξ ((∂nu)2 − hij(t, x)(∂nu)ni(∂nu)nj) ∣∣∂V
=− (∂nu)2 (ξ · n) (n−Hn) + 1
2
(∂nu)
2
(
1− hij(t, x)ninj) ξ.
It is then easy to see that
(6.4)
−
∫∫
[0,T ]×∂V
P · ndS(x)dt
=
∫∫
[0,T ]×∂V
(∂nu)
2
(
(ξ · n) (n · n−Hn · n)− 1
2
(
1− hij(t, x)ninj) (ξ · n)) dS(x)dt
=
1
2
∫∫
[0,T ]×∂V
(∂nu)
2 (ξ · n) (1− hij(t, x)ninj) dS(x)dt.
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The first obstruction that we face in the illuminated case comes from the boundary term. Recall that in the
star-shaped case, we chose ξ = f(r)r ~x to see that
−
∫∫
[0,T ]×∂K
P · ndS(x)dt ≥ 1
4
∫∫
[0,T ]×∂K
f(r)
r
(∂nu)
2(~x · n) dS(x)dt ≥ 0
because of the Dirichlet boundary condition, the fact that f(r)r > 0 and the fact that (~x · n) ≥ 0 when K is star-shaped.
This last condition fails when V is an illuminated obstacle, and we can see rather immediately that the radial multiplier
ξ = f(r)r ~x is not well-suited for the illuminated case. Instead, we shall choose a multiplier using the illuminated
coordinate system, and shall use ξ = f(s)ν, where ν = ν(σ1, σ2) is the outward normal to the illuminating body as
defined in Chapter 5, and f(s) is a function of s to be chosen later. With this choice of ξ, by (6.4) we immediately see
(6.5) −
∫∫
[0,T ]×∂V
P · ndS(x)dt ≥ 1
4
∫∫
[0,T ]×∂V
f(s)(∂nu)
2 (ν · n) dS(x)dt ≥ 0
if |h| ≤ δ  1 is sufficiently small and if we choose f(s) ≥ 0, since our choice of coordinates gives (ν · n) ≥ 0 by
Lemma 5.3.
Our next goal is to find a coercive estimate for
∫∫
LT
Rdxdt
=
∫∫
LT
((
1
2
∇ · (f(s)ν)− g
)(
(∂tu)
2 − |∇u|2)+∇u · ((∇u · ∇)(f(s)ν))− 1
2
(∇ · ∇g)u2
− 1
2
∇(hαβ(t, x)) · (f(s)ν)∂αu∂βu− ∂α
{
hαβ(t, x)
}
(f(s)ν · ∇u+ gu) ∂βu
−hiβ(t, x) (∂i(f(s)ν) · ∇u+ (∂ig)u) ∂βu+ hαβ(t, x)
(
1
2
∇ · ξ − g
)
∂αu∂βu
)
dxdt.
We first use Lemma 5.6 to calculate
(6.6) ∇ · (f(s)ν) = ∇f(s) · ν + f(s)∇ · ν = f ′(s) + f(s)
(
1
s+ ρ1
+
1
s+ ρ2
)
.
We can also use (5.6) and Lemma 5.6 again to compute∇u · ((∇u · ∇)f(s)ν) by first noting that
(∇u · ∇)f(s)ν = [(∇u · ∇)f(s)]ν + f(s)[(∇u · ∇)ν]
= [(∂su)f
′(s)]ν + f(s)[
1
(κ1s+ 1)2
(∂σ1u)∂σ1ν +
1
(κ2s+ 1)1
(∂σ2u)∂σ2ν]
= [(∂su)f
′(s)]ν + f(s)[
κ1
(κ1s+ 1)2
(∂σ1u)x
0
σ1 +
κ2
(κ2s+ 1)2
(∂σ2u)x
0
σ2 ]
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where we have again used that ∂σiν = κix
0
σi . We then see by (5.6) that
∇u · ((∇u · ∇)f(s)ν) = f ′(s)(∂su)2 + f(s) κ1
(κ1s+ 1)3
(∂σ1u)
2 + f(s)
κ2
(κ2s+ 1)3
(∂σ2u)
2.
Recalling that we have defined (∇∗σiu)2 = 1(κis+1)2 (∂σiu)2, we can finally use that κ1 ≥ κ2 > 0 to conclude
(6.7) ∇u · ((∇u · ∇)f(s)ν) = f ′(s)(∂su)2 + f(s)
(s+ ρ1)
(∇∗σ1u)2 +
f(s)
(s+ ρ2)
(∇∗σ2u)2
where ρi = 1κi , i = 1, 2. We also see from Lemma 5.6 that
1
2
∇(hαβ(t, x)) · (f(s)ν)∂αu∂βu = 1
2
∂s
(
hαβ(t, x)
)
f(s)∂αu∂βu
while
∂α
{
hαβ(t, x)
}
(f(s)ν · ∇u+ gu) ∂βu = ∂α
{
hαβ(t, x)
}
(f(s)∂su+ gu) ∂βu.
Using Lemmas 5.6 as well as 5.7 we compute
hiβ(t, x) (∂i(f(s)ν) · ∇u+ (∂ig)u) ∂βu
=hiβ(t, x) (∂i(f(s))ν · ∇u+ f(s)∂i(ν) · ∇u+ (∂ig)u) ∂βu
=hiβ(t, x)
(
f ′(s)
∂s
∂xi
ν · ∇u+ f(s)
(
∂σ1
∂xi
∂σ1ν · ∇u+
∂σ1
∂xi
∂σ1ν · ∇u
)
+ (∂ig)u
)
∂βu
=hiβ(t, x)
(
f ′(s)νi∂su+
f(s)
s+ ρ1
(x0σ1)
i∇∗σ1u+
f(s)
s+ ρ2
(x0σ2)
i∇∗σ2u+ (∂ig)u
)
∂βu.
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Combining (6.6) and (6.7) we see that
(6.8)
∫∫
LT
Rdxdt
=
∫∫
LT
((
f ′(s) +
1
2
f(s)K(s, σ1, σ2)− g
)(
(∂tu)
2 − |∇u|2)
+ f ′(s)(∂su)2 +
f(s)
(s+ ρ1)
(∇∗σ1u)2 +
f(s)
(s+ ρ2)
(∇∗σ2u)2 −
1
2
(∇ · ∇g)u2
− 1
2
f(s)∂s
(
hαβ(t, x)
)
∂α∂βu− ∂α
{
hαβ(t, x)
}
(f(s)∂su+ gu) ∂βu
− hiβ(t, x)
(
f ′(s)νi∂su+
f(s)
s+ ρ1
(x0σ1)
i∇∗σ1u+
f(s)
s+ ρ2
(x0σ2)
i∇∗σ2u+ (∂ig)u
)
∂βu
+hαβ(t, x)
(
1
2
f ′(s) +
1
2
f(s)K(s, σ1, σ2)− g
)
∂αu∂βu
)
dxdt
=
∫∫
LT
((
1
2
f ′(s) +
(
1
2
f(s)K(s, σ1, σ2)− g
))
(∂tu)
2
+
(
1
2
f ′(s) +
(
g − 1
2
f(s)K(s, σ1, σ2)
))
(∂su)
2
+
(
1
2
f(s)
s+ ρ1
+
1
2
(
f(s)
s+ ρ1
− f ′(s)
)
+
(
g − 1
2
f(s)K(s, σ1, σ2)
))
(∇∗σ1u)2
+
(
1
2
f(s)
s+ ρ2
+
1
2
(
f(s)
s+ ρ2
− f ′(s)
)
+
(
g − 1
2
f(s)K(s, σ1, σ2)
))
(∇∗σ2u)2
+
(
−1
2
∆g
)
u2
− 1
2
∂s
(
hαβ(t, x)
)
f(s)∂αu∂βu− ∂α
{
hαβ(t, x)
}
(f(s)∂su+ gu) ∂βu
− hiβ(t, x)
(
f ′(s)νi∂su+
f(s)
s+ ρ1
(x0σ1)
i∇∗σ1u+
f(s)
s+ ρ2
(x0σ2)
i∇∗σ2u+ (∂ig)u
)
∂βu
+hαβ(t, x)
(
1
2
f ′(s) +
1
2
f(s)K(s, σ1, σ2)− g
)
∂αu∂βu
)
dxdt
where we are writing K(s, σ1, σ2) = 1s+ρ1 +
1
s+ρ2
as in Lemma 5.6 and we have grouped things suggestively. In
particular, the first and most obvious choice of lower order correction is g = 12f(s)K(s, σ1, σ2). We can first note by
Lemma 5.7 that
1
2
∂i (f(s)K(s, σ1, σ2)) =
1
2
∂i (f(s))K(s, σ1, σ2) +
1
2
f(s)∂i (K(s, σ1, σ2))
=
1
2
f ′(s)
∂s
∂xi
K(s, σ1, σ2) +
1
2
f(s)∂s (K(s, σ1, σ2))
∂s
∂xi
+
1
2
f(s)∂σ1 (K(s, σ1, σ2))
∂σ1
∂xi
+
1
2
f(s)∂σ2 (K(s, σ1, σ2))
∂σ2
∂xi
=
1
2
f ′(s)νiK(s, σ1, σ2) +
1
2
f(s)
( −1
(s+ ρ1)2
+
−1
(s+ ρ2)2
)
νi
+
1
2
f(s)
( −∂σ1ρ1
(s+ ρ1)2
+
−∂σ1ρ2
(s+ ρ2)2
)
1
κ1s+ 1
(x0σ1)
i
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+
1
2
f(s)
( −∂σ2ρ1
(s+ ρ1)2
+
−∂σ2ρ2
(s+ ρ2)2
)
1
κ2s+ 1
(x0σ2)
i
so that by choosing g as such in (6.8) we have
(6.9)
∫∫
LT
Rdxdt
=
∫∫
LT
(
1
2
f ′(s)
(
(∂tu)
2 + (∂su)
2
)
+
(
1
2
f(s)
s+ ρ1
(∇∗σ1u)2 +
1
2
f(s)
s+ ρ2
(∇∗σ2u)2
)
+
1
2
(
f(s)
s+ ρ1
− f ′(s)
)
(∇∗σ1u)2 +
1
2
(
f(s)
s+ ρ2
− f ′(s)
)
(∇∗σ2u)2
+
(
−1
4
∆ (f(s)K(s, σ1, σ2))
)
u2
)
− 1
2
∂s
(
hαβ(t, x)
)
f(s)∂αu∂βu
− ∂α
{
hαβ(t, x)
}
f(s)
(
∂su+
1
2
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
u
s+ ρM + 1
)
∂βu
− hiβ(t, x)
(
f ′(s)νi∂su+
f(s)
s+ ρ1
(x0σ1)
i∇∗σ1u+
f(s)
s+ ρ2
(x0σ2)
i∇∗σ2u
+
(
1
2
f ′(s)
(
1
s+ ρ1
+
1
s+ ρ2
)
νi
− 1
2
f(s)
(
1
(s+ ρ1)2
)(
νi +
∂σ1ρ1
κ1s+ 1
(x0σ1)
i +
∂σ2ρ1
κ2s+ 1
(x0σ2)
i
)
−1
2
f(s)
(
1
(s+ ρ2)2
)(
νi +
∂σ1ρ2
κ1s+ 1
(x0σ1)
i +
∂σ2ρ2
κ2s+ 1
(x0σ2)
i
))
u
)
∂βu
+
1
2
hαβ(t, x)f ′(s)∂αu∂βu
)
dxdt
In the spirit of the proof in the star-shaped case, we now hope to choose a function f(s) such that we can bound the
right hand side of (6.9) from below by a postive quantity, modulo perturbative error terms. We seek f that satisfies
(6.10)

f ∈ C2(R), 0 < f(s) <∞
f ′(s) > 0, f(s)s+ρi > 0,
f(s)
s+ρi
− f ′(s) ≥ 0, i = 1, 2
−∆ (f(s)K(s, σ1, σ2)) > 0.
As before, we have added the requirement 0 < f(s) <∞ so that we can maintain a definite sign on the spatial boundary
terms and also find appropriate bounds on the time boundary terms using the uniform energy bound. Unfortunately
we have yet to find a function f(s) that satisfies all of the conditions (6.10). In particular, it has not yet been possible
to find a function that satisfies −∆ (f(s)K(s, σ1, σ2)) > 0 without putting restrictive assumptions on K and thus the
convex illuminating body, which essentially reduces the problem back to the star-shaped case. However, if we drop that
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condition, then we can still recover an estimate with an unsigned lower order term that we can treat as a high frequency
error.
We recall that ρM = max(σ1,σ2)∈∂C ρ2 < ∞ is the maximum radius of curvature of the illuminating body ∂C.
We can then define
f(s) =
s+ ρM
s+ ρM + ρ
where ρ ≥ 1 is to be chosen later. In the illuminated from the interior case, we have that s ≥ s0 ≥ 0 in Ω, so we have
f ∈ C2, nonnegative and bounded there as well. In the illuminated from the exterior case, we can see that by the
geometric condition (5.1), we see that f ∈ C2, nonnegative and bounded in Ω where s ≥ s0 for ρ ≥ 1. By choice of
ρM , we have
(6.11)
f(s)
s+ ρi
=
1
s+ ρM + ρ
(
s+ ρM
s+ ρi
)
≥ 1
s+ ρM + ρ
> 0, i = 1, 2.
Furthermore, since we require ρ ≥ 1 then we see that we have f(s) ≤ 1 and
(6.12) f ′(s) =
ρ
(s+ ρM + ρ)2
> 0.
Next, we have that
(6.13)
f(s)
s+ ρi
− f ′(s) = 1
s+ ρM + ρ
(
s+ ρM
s+ ρi
)
− ρ
(s+ ρM + ρ)2
=
(s+ ρM + ρ)(s+ ρM )− ρ(s+ ρi)
(s+ ρM + ρ)2(s+ ρi)
=
(s+ ρM )
2 + ρ(ρM − ρi)
(s+ ρM + ρ)2(s+ ρi)
≥ 0, i = 1, 2
by the definition of ρM . Finally, using (5.13) with f(s) = s+ρMs+ρM+ρ we have
(6.14)
−1
4
∆ (f(s)K(s, σ1.σ2))
=
ρ
2(s+ ρM + ρ)3
K(s, σ1, σ2) +
ρ
4(s+ ρM + ρ)2
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
− 1
4
(
s+ ρM
s+ ρM + ρ
)
∆ (K(s, σ1, σ2))
≥1
2
(
2ρ
(s+ ρM + ρ)4
)
− 1
4
(
s+ ρM
s+ ρM + ρ
)
∆ (K(s, σ1, σ2))
where we have used that ρ ≥ 1 and also (5.1) to see that for i = 1, 2, 0 < s + ρi ≤ s + ρM < s + ρM + ρ, which
implies
K(s, σ1, σ2) =
1
s+ ρ1
+
1
s+ ρ2
≥ 2
s+ ρM + ρ
≥ 0.
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We can use (6.11), (6.12), (6.13), and (6.14) to rearrange (6.9), denoting |∇∗u|2 = |∇∗σ1u|2 + |∇∗σ2u|2, to conclude
(6.15)
∫∫
LT
Rdxdt
≥1
2
∫∫
LT
(
ρ
(s+ ρM + ρ)2
(
(∂tu)
2 + (∂su)
2
)
+
(
1
s+ ρM + ρ
)
|∇∗u|2
+
(
2ρ
(s+ ρM + ρ)4
)
u2
)
dxdt
−
∫∫
LT
1
4
(
s+ ρM
s+ ρM + ρ
)
∆ (K(s, σ1, σ2))u
2dxdt
−
∫∫
LT
(
1
2
∂s
(
hαβ(t, x)
) s+ ρM
s+ ρM + ρ
∂αu∂βu
+ ∂α
{
hαβ(t, x)
} s+ ρM
s+ ρM + ρ
(
∂su+
1
2
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
u
s+ ρM + 1
)
∂βu
+
hiβ(t, x)
s+ ρM + ρ
(
ρ
s+ ρM + ρ
νi∂su+
s+ ρM
s+ ρ1
(x0σ1)
i∇∗σ1u+
s+ ρM
s+ ρ2
(x0σ2)
i∇∗σ2u
+
u
s+ ρM + 1
[
1
2
ρ
s+ ρM + ρ
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
νi
− 1
2
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ1)2
)(
νi +
∂σ1ρ1
κ1s+ 1
(x0σ1)
i +
∂σ2ρ1
κ2s+ 1
(x0σ2)
i
)
−1
2
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ2)2
)(
νi +
∂σ1ρ2
κ1s+ 1
(x0σ1)
i +
∂σ2ρ2
κ2s+ 1
(x0σ2)
i
)])
∂βu
−1
2
(
hαβ(t, x)
s+ ρM + ρ
)
ρ
s+ ρM + ρ
∂αu∂βu
)
dxdt.
We can now turn our attention to the time boundary term
(6.16)
∫
Ω
Qdx
∣∣T
0
=
∫
Ω
(
∂tu+ h
0β(t, x)∂βu
)
(ξ · ∇u+ gu) dx∣∣T
0
=
∫
Ω
(
∂tu+ h
0β(t, x)∂βu
)(
f(s)∂su+
1
2
f(s)K(s, σ2, σ2)u
)
dx
∣∣T
0
=
∫
Ω
f(s)∂su
(
∂tu+ h
0β(t, x)∂βu
)
dx
∣∣T
0
+
∫
Ω
1
2
f(s)K(s, σ2, σ2)u
(
∂tu+ h
0β(t, x)∂βu
)
dx
∣∣T
0
.
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We deal with the two terms separately. For the first term, we can use f(s) ≤ 1 and |∂tu + h0β(t, x)∂βu| ≤ |∂u| if
|h| ≤ δ  1 to see that
(6.17)
∣∣∣∣∫
Ω
f(s)∂su
(
∂tu+ h
0β(t, x)∂βu
)
dx
∣∣T
0
∣∣∣∣
≤
∫
Ω
|∂su(T, x)||∂u(T, x)| dx+
∫
Ω
|∂su(0, x)||∂u(0, x)| dx
≤ ||∂su(T, ·)||L2(Ω)||∂u(T, ·)||L2(Ω) + ||∂u(0, ·)||L2(Ω)||∂tu(0, ·)||L2(Ω)
≤ E[u](T ) + E[u](0)
. E[u](0) +
∫∫
LT
|hu||∂tu| dxdt
+
∫∫
LT
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
where E[u](t) is defined in (1.6) and we have used our uniform bound (2.8). For the second term, we can note by (5.1)
that
(6.18) f(s)K(s, σ1, σ2) =
(
s+ ρM
s+ ρ1
+
s+ ρM
s+ ρ2
)
(s+ ρM + ρ)
−1 ≤ CV〈s+ ρM 〉−1
to see that
∣∣∣∣∫
Ω
1
2
f(s)K(s, σ2, σ2)u
(
∂tu+ h
0β(t, x)∂βu
)
dx
∣∣T
0
∣∣∣∣
. 1
2
∫
Ω
|〈s+ ρM 〉−1u(T, x)||∂u(T, x)| dx+ 1
2
∫
Ω
|〈s+ ρM 〉−1u(0, x)||∂u(0, x)| dx
. ||(s+ ρM )−1u(T, ·)||L2(Ω)||∂u(T, ·)||L2(Ω) + ||(s+ ρM )−1u(0, ·)||L2(Ω)||∂u(0, ·)||L2(Ω)
to which we can apply the modified Hardy inequality (5.18) and see that
(6.19)
∣∣∣∣∫
Ω
1
2
f(s)K(s, σ2, σ2)u
(
∂tu+ h
0β(t, x)∂βu
)
dx
∣∣T
0
∣∣∣∣
. ||(s+ ρM )−1u(T, ·)||L2(Ω)||∂u(T, ·)||L2(Ω) + ||(s+ ρM )−1u(0, ·)||L2(Ω)||∂u(0, ·)||L2(Ω)
. ||∂su(T, ·)||L2(Ω)||∂u(T, ·)||L2(Ω) + ||∂su(0, ·)||L2(Ω)||∂u(0, ·)||L2(Ω)
≤ E[u](T ) + E[u](0)
. E[u](0) +
∫∫
LT
|hu||∂tu| dxdt
+
∫∫
LT
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt.
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We can combine (6.16), (6.17), and (6.19) see that we have a uniform bound on the time-boundary terms
(6.20)
∣∣∣∣∫
Ω
Qdx
∣∣T
0
∣∣∣∣ . E[u](0) + ∫∫
LT
|hu||∂tu| dxdt
+
∫∫
LT
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt.
Finally, by using (6.5), (6.15), (6.20), as well as (6.18) and the fact that
∣∣∣ s+ρMs+ρM+ρ ∣∣∣ ≤ 1, we can rearrange (6.3) to see
that we have the following bound:
(6.21)
∫∫
LT
(
ρ
(s+ ρM + ρ)2
(
(∂su)
2 + (∂tu)
2
)
+
1
s+ ρM + ρ
|∇∗u|2 + 2ρ
(s+ ρM + ρ)4
u2
)
dxdt
.E[u](0) +
∫∫
LT
|hu|
(
|∂tu|+ |∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
|∆(K(s, σ1, σ2)|u2 dxdt,
where the implicit constant is universal, independent of all parameters and dependent only on the obstacle V , and we
have made use of the fact that
(6.22)
∫∫
LT
(|(∂αhαβ(t, x))∂βu∂tu|+ |(∂thαβ(t, x))∂αu∂βu|) dxdt
+
∫∫
LT
∣∣∣1
2
∂s
(
hαβ(t, x)
) s+ ρM
s+ ρM + ρ
∂αu∂βu
+ ∂α
{
hαβ(t, x)
} s+ ρM
s+ ρM + ρ
(
∂su+
1
2
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
u
s+ ρM + 1
)
∂βu
+
hiβ(t, x)
s+ ρM + ρ
(
ρ
s+ ρM + ρ
νi∂su+
s+ ρM
s+ ρ1
(x0σ1)
i∇∗σ1u+
s+ ρM
s+ ρ2
(x0σ2)
i∇∗σ2u
+
u
s+ ρM + 1
[
1
2
ρ
s+ ρM + ρ
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
νi
− 1
2
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ1)2
)(
νi +
∂σ1ρ1
κ1s+ 1
(x0σ1)
i +
∂σ2ρ1
κ2s+ 1
(x0σ2)
i
)
−1
2
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ2)2
)(
νi +
∂σ1ρ2
κ1s+ 1
(x0σ1)
i +
∂σ2ρ2
κ2s+ 1
(x0σ2)
i
)])
∂βu
− 1
2
(
hαβ(t, x)
s+ ρM + ρ
)
ρ
s+ ρM + ρ
∂αu∂βu
∣∣∣ dxdt
.
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt,
51
where again the implicit constant depends only on the obstacle V . Now, as before, if we choose ρ = 1 and look first at
the region {(s+ ρM ) ≤ 1}, since s+ ρM > 0 we see that
ρ
(s+ ρM + ρ)2
=
1
(s+ ρM + 1)2
≤ 1
and
ρ
(s+ ρM + ρ)2
=
1
(s+ ρM + 1)2
≥ 1
4
.
Furthermore,
1
s+ ρM + ρ
=
1
s+ ρM + 1
≤ 1
and
1
s+ ρM + ρ
=
1
s+ ρM + 1
≥ 1
2
.
Finally,
2ρ
(s+ ρM + ρ)4
=
2
(s+ ρM + 1)4
≤ 2
and
2ρ
(s+ ρM + ρ)4
=
2
(s+ ρM + 1)4
≥ 1
8
which means that in this region (6.21) implies
(6.23)
∫∫
LT∩{(s+ρM )≤1}
(|∇u|2 + (∂tu)2 + u2) dxdt
. E[u](0) +
∫∫
LT
|hu|
(
|∂tu|+ |∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
|∆(K(s, σ1, σ2)|u2 dxdt,
where we have also used that |∇u|2 = (∂su)2 + |∇∗u|2. Likewise, if we choose ρ = 2j and look at the region
{s+ ρM ≈ 2j}, i.e. 2j−1 ≤ (s+ ρM ) ≤ 2j+1, then we see that
ρ
(s+ ρM + ρ)2
=
2j
(s+ ρM + 2j)2
=
2j
(s+ ρM + 2j)(s+ ρM + 2j)
≤ 2
j
(s+ ρM + 2j)(2j−1 + 2j)
=
1
(s+ ρM + 2j)(
1
2 + 1)
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=
2
3(s+ ρM + 2j)
≤ 1
s+ ρM + 2j
. 1〈s+ ρM 〉
and
ρ
(s+ ρM + ρ)2
=
2j
(s+ ρM + 2j)2
≥ 2
j
(s+ ρM + 2j)(2j+1 + 2j)
=
1
(s+ ρM + 2j)(2 + 1)
=
1
3(s+ ρM + 2j)
& 1〈s+ ρM 〉 .
Thus, when ρ = 2j and (s+ ρM ) ≈ 2j ,
(6.24)
ρ
(s+ ρM + ρ)2
≈ 〈s+ ρM 〉−1.
We can likewise see that when ρ = 2j > 0 and 2j−1 ≤ (s+ ρM ) ≤ 2j+1 we have
1
s+ ρM + ρ
=
1
s+ ρM + 2j
. 1〈s+ ρM 〉
and
1
s+ ρM + ρ
=
1
s+ ρM + 2j
& 1〈s+ ρM 〉 .
So when ρ = 2j and (s+ ρM ) ≈ 2j we have
(6.25)
1
s+ ρM + ρ
≈ 〈s+ ρM 〉−1.
Finally, when ρ = 2j and 2j−1 ≤ (s+ ρM ) ≤ 2j+1 we see that
2ρ
(s+ ρM + ρ)4
=
2j+1
(s+ ρM + 2j)4
=
2j+1
(s+ ρM + 2j)3(s+ ρM + 2j)
≤ 2
j+1
(s+ ρM ) + 2j)3(2j−1 + 2j)
=
2
(s+ ρM + 2j)3(
1
2 + 1)
=
4
3(s+ ρM + 2j)3
. 1〈s+ ρM 〉3
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while
ρ
(s+ ρM + ρ)4
=
2j+1
((s+ ρM ) + 2j)4
=
2j+1
(s+ ρM + 2j)3(s+ ρM + 2j)
≥ 2
j+1
((s+ ρM ) + 2j)3(2j+1 + 2j)
=
1
(s+ ρM + 2j)3(1 +
1
2 )
=
2
3(s+ ρM + 2j)3
& 1〈s+ ρM 〉3 .
Therefore, when ρ = 2j and (s+ ρM ) ≈ 2j we have
(6.26)
ρ
(s+ ρM + ρ)4
≈ 〈s+ ρM 〉−3.
Combining (6.24), (6.25), and (6.26) with (6.21) means that we have:
(6.27)
∫∫
LT∩{(s+ρM )≈2j}
(〈s+ ρM 〉−1 (|∇u|2 + (∂tu)2)+ 〈s+ ρM 〉−3u2) dxdt
. E[u](0) +
∫∫
LT
|hu| (|∂tu|+ |∂su|+ |K(s, σ1, σ2)u|) dxdt
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
|∆(K(s, σ1, σ2)|u2 dxdt.
Using the definition (5.3), we see that (6.23) and (6.27) together imply the estimate
(6.28) ||∂u||L∞t L2x(Ω) + ||u||LE1illum
. (E[u](0))1/2 +
(∫∫
LT
|hu|
(
|∂tu|+ |∂su|+ |u|〈s+ ρM 〉
)
dxdt
)1/2
+
(∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
)1/2
+
(∫∫
LT
|∆(K(s, σ1, σ2)|u2 dxdt
)1/2
where as in the radial case, we can freely include the ||∂u||L∞t L2x(Ω) term by our uniform energy estimate (2.8). This is
exactly (6.1).
The estimate (6.1) should be compared with (3.1) in the star-shaped case, and in some sense also with (4.1). Notice
that in addition to the perturbative error terms, we now also have a seemingly unavoidable lower order term on the right
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hand side of (6.1), whereas there are only perturbative error terms in (3.1), and in (4.1) the non-perturbative error term
is localized to a single dyadic region and comes with some degree of smallness. While the error in (6.1) is negligible
for sufficiently large time frequencies by Plancherel’s Theorem, it also means that to have a local energy estimate valid
for all frequency ranges, we will need to do more work.
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CHAPTER 7: ILLUMINATED EXTERIOR ESTIMATE
In this section, we shall adapt the techiques from the previous section to develop an exterior estimate. By cutting
off sufficiently far out, we shall see that the lower order error term in (6.1) can be mostly be bootstrapped, leaving only
a spatially localized lower order term. This exterior estimate is the analogue of (4.1) in illuminated coordinates. We
shall prove:
Theorem 7.1. Assume |h| ≤ δ  1 is sufficiently small. Let u ∈ C2([0, T ]× (R3 \ V)) vanish for large |x|, where V
is an obstacle that can be illuminated from the exterior. Let R1 be fixed, where R1 ≥ RV is sufficiently large depending
on the illuminating body. Then we have the following estimate:
(7.1) ||u||2LE1
illum,〈s+ρM 〉≥2R1
. E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+R−21 ||u||2LEillum,R1≤〈s+ρM 〉≤2R1
Comparing this with the exterior estimate (4.1) in the radial case, we see that in the illuminated case we have to add
the extra assumption that R1 ≥ RV is sufficiently large for the estimate to hold.
Proof. We can use the same divergence identity (6.2) with ξ = f(s)ν changing our choice of f(s) and g accordingly.
Let η ∈ C∞ be smooth and increasing such that 0 ≤ η ≤ 1, η(z) = 0 for z ≤ 1 and η(z) = 1 for z ≥ 2. We shall
instead choose
f(s) = η
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
for ρ ≥ R2 ≥ 2R1 to be chosen later. Since
f ′(s) = η
(
s+ ρM
R1
)
ρ
(s+ ρM + ρ)2
+
1
R1
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
we shall adapt our choice of g accordingly, choosing
g =
1
2
η
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1) +
1
2R1
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
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Now we can assume without loss of generality that our obstacle is illuminated from the exterior, i.e. the obtacle is
contained within the region s ≤ 0. Since η
(
s+ρM
R1
)
is supported in s+ ρM ≥ R1, by choosing R1 sufficiently large,
we have that f and g are identically zero in a neighborhood of the obstacle, and thus the boundary term P
∣∣
∂V ≡ 0.
Therefore the time boundary and remainder terms in (6.3) are all that will contribute. We can next return to (6.8), and
using the new choice of f and g as well as Lemmas 5.6 and 5.7, we see that
(7.2)
∫∫
LT
Rdxdt ≥
∫∫
LT
1
2
η
(
s+ ρM
R1
)[(
ρ
(s+ ρM + ρ)2
(
(∂su)
2 + (∂tu)
2
))
+
(
1
s+ ρM + ρ
)(
s+ ρM
s+ ρ1
(∇∗σ1u)2 +
s+ ρM
s+ ρ2
(∇∗σ2u)2
)
+
∑
j=1,2
(s+ ρM )
2 + ρ(ρM − ρj)
(s+ ρM + ρ)2(s+ ρj)
(∇∗σju)2
+
(
−1
2
∆
(
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1)
))
u2
]
+
1
R1
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
(∂su)
2
−
(
1
2
[
∆, η
(
s+ ρM
R1
)]
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1)
+
1
2R1
∆
(
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
))
u2 dxdt
−CV
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt,
where we have observed that
∫∫
LT
1
2
∂s
(
hαβ(t, x)
)
η
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
∂αu∂βu
+ ∂α
{
hαβ(t, x)
} s+ ρM
s+ ρM + ρ
(
η
(
s+ ρM
R1
)
∂su
+
(
1
2
η
(
s+ ρM
R1
)(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
+η′
(
s+ ρM
R1
)
s+ ρM + 1
2R1
)
u
s+ ρM + 1
)
∂βu
+
(
hiβ(t, x)
s+ ρM + ρ
)((
η
(
s+ ρM
R1
)
ρ
s+ ρM + ρ
+ η′
(
s+ ρM
R1
)
s+ ρM
R1
)
νi∂su
+ η
(
s+ ρM
R1
)(
s+ ρM
s+ ρ1
(x0σ1)
i∇∗σ1u+
s+ ρM
s+ ρ2
(x0σ2)
i∇∗σ2u
)
+
u
s+ ρM + 1
(
1
2
η′
(
s+ ρM
R1
)
s+ ρM
R1
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
νi
+
1
2
η
(
s+ ρM
R1
)((
ρ
s+ ρM + ρ
(
s+ ρM + 1
s+ ρ1
+
s+ ρM + 1
s+ ρ2
)
νi
−
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ1)2
)(
νi +
∂σ1ρ1
κ1s+ 1
(x0σ1)
i +
∂σ2ρ1
κ2s+ 1
(x0σ2)
i
)
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−
(
(s+ ρM )(s+ ρM + 1)
(s+ ρ2)2
)(
νi +
∂σ1ρ2
κ1s+ 1
(x0σ1)
i +
∂σ2ρ2
κ2s+ 1
(x0σ2)
i
))
+
1
2
(
η′′
(
s+ ρM
R1
)
(s+ ρM )(s+ ρM + 1)
R21
+η′
(
s+ ρM
R1
)
s+ ρM + 1
R1
ρ
s+ ρM + ρ
)
νi
)
∂βu
− 1
2
(
hαβ(t, x)
s+ ρM + ρ
)(
η
(
s+ ρM
R1
)
ρ
s+ ρM + ρ
)
∂αu∂βu
)
dxdt
≤ CV
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt.
with the implicit constant independent of R1. Now the choice of ρM gives that s+ρMs+ρi ≥ 1, i = 1, 2, and we also have
that
(7.3)
(s+ ρM )
2 + ρ(ρM − ρ1)
(s+ ρM + ρ)2(s+ ρ1)
(∇∗σ1u)2 +
(s+ ρM )
2 + ρ(ρM − ρ2)
(s+ ρM + ρ)2(s+ ρ2)
(∇∗σ2u)2 ≥ 0
The assumption that η is increasing along with the geometric assumption (5.1) also imply that
(7.4)
1
R1
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
(∂su)
2 ≥ 0
From before we have that
(7.5)
−1
2
∆
(
s+ ρM
(s+ ρM ) + ρ
K(s, σ1.σ2)
)
≥
(
2ρ
(s+ ρM + ρ)4
)
− 1
2
(
s+ ρM
s+ ρM + ρ
)
∆ (K(s, σ1, σ2))
Combining (7.3), (7.4) and (7.5) with (7.2), recalling that we are denoting |∇∗u|2 = |∇∗σ1u|2 + |∇∗σ2u|2, we have
(7.6)
∫∫
LT
Rdxdt ≥
∫∫
LT
1
2
η
(
s+ ρM
R1
)[(
ρ
(s+ ρM + ρ)2
(
(∂su)
2 + (∂tu)
2
))
+
(
1
s+ ρM + ρ
)
|∇∗u|2 + 2ρ
(s+ ρM + ρ)4
u2
+
(
−1
2
(
s+ ρM
s+ ρM + ρ
)
∆ (K(s, σ1, σ2))
)
u2
]
−
∫∫
LT
(
1
2
[
∆, η
(
s+ ρM
R1
)]
s+ ρM
(s+ ρM ) + ρ
K(s, σ1, σ1)
+
1
2R1
∆
(
η′
(
s+ ρM
R1
)
s+ ρM
(s+ ρM ) + ρ
))
u2 dxdt
− CV
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt.
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Notice that just as in the radial case, we have an error term that is localized to a single dyadic region. Using (5.12) we
see that
1
2
[
∆, η
(
s+ ρM
R1
)]
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1)
=
1
R21(s+ ρM + ρ)
η′′
(
s+ ρM
R1
)(
1
2
(s+ ρM )K(s, σ1, σ1)
)
+
1
R21(s+ ρM + ρ)
η′
(
s+ ρM
R1
)(
R1ρ
(s+ ρM + ρ)
K(s, σ1, σ1)
)
+
1
R21(s+ ρM + ρ)
η′
(
s+ ρM
R1
)(
1
2
(ρ2 − ρ1)2(s+ ρM )R
(s+ ρ1)2(s+ ρ2)2
)
.
We can also use (5.12) to calculate
1
2R1
∆
(
η′
(
s+ ρM
R1
)
s+ ρM
(s+ ρM ) + ρ
)
=
1
R21(s+ ρM + ρ)
η′′′
(
s+ ρM
R1
)(
s+ ρM
2R1
)
+
1
R21(s+ ρM + ρ)
η′′
(
s+ ρM
R1
)(
ρ
((s+ ρM ) + ρ)
+
1
2
(s+ ρM )K(s, σ1, σ2)
)
+
1
R21(s+ ρM + ρ)
η′
(
s+ ρM
R1
)(
− R1ρ
((s+ ρM ) + ρ)2
+
R1ρ
2((s+ ρM ) + ρ)
K(s, σ1, σ2)
)
.
Combining the above we have
1
2
[
∆, η
(
s+ ρM
R1
)]
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1) +
1
2R1
∆
(
η′
(
s+ ρM
R1
)
s+ ρM
(s+ ρM ) + ρ
)
=
1
R21(s+ ρM + ρ)
(
η′′′
(
s+ ρM
R1
)(
s+ ρM
2R1
)
+ η′′
(
s+ ρM
R1
)(
ρ
((s+ ρM ) + ρ)
+ (s+ ρM )K(s, σ1, σ2)
)
+ η′
(
s+ ρM
R1
)(
− R1ρ
((s+ ρM ) + ρ)2
+
3R1ρ
2((s+ ρM ) + ρ)
K(s, σ1, σ2)
)
+ η′
(
s+ ρM
R1
)(
(ρ2 − ρ1)2(s+ ρM )R1
2(s+ ρ1)2(s+ ρ2)2
))
.
Note that η′
(
s+ρM
R1
)
, η′′
(
s+ρM
R1
)
, and η′′′
(
s+ρM
R1
)
are all supported in R1 ≤ s+ ρM ≤ 2R1, where we have
∣∣∣∣s+ ρM2R1
∣∣∣∣ ≤ 1.
Since (s+ ρM + ρ) ≥ ρ, we see that
∣∣∣∣ ρ((s+ ρM ) + ρ) + (s+ ρM )K(s, σ1, σ2)
∣∣∣∣ ≤ 1 + CV ,
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while 2R1 ≤ ρ gives
∣∣∣∣− R1ρ((s+ ρM ) + ρ)2 + R1ρ2((s+ ρM ) + ρ)K(s, σ1, σ2)
∣∣∣∣
≤ 1 + 1
2
(
R1
s+ ρM
)(
ρ
(s+ ρM ) + ρ
)
((s+ ρM )K(s, σ1, σ2)) ≤ 1 + CV
2
,
where we have also used that 2 ≤ (s+ ρM )K(s, σ1, σ2) ≤ CV by (5.1). Finally we see that
∣∣∣∣ (ρ2 − ρ1)2(s+ ρM )R12(s+ ρ1)2(s+ ρ2)2
∣∣∣∣
=
(
R1
s+ ρM
)(
(s+ ρM )
2(ρ2 − ρ2)2
(s+ ρ1)2(s+ ρ2)2
)
≤
(
(s+ ρM )
4(ρ2 − ρ2)2
(s+ ρ1)2(s+ ρ2)2
)(
1
(s+ ρM )2
)
≤ C˜V 1
R21
≤ C˜V
where we have used that (s+ρM )
4(ρ2−ρ1)2
(s+ρ1)2(s+ρ2)2
≤ C˜V by (5.1) while 1R21 ≤ 1 since R1 ≥ 1. We can therefore see that for
R1 ≥ 1 sufficiently large,
(7.7)
∫∫
LT
1
2
([
∆, η
(
s+ ρM
R1
)]
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1)
+
1
2R1
∆
(
η′
(
s+ ρM
R1
)
s+ ρM
(s+ ρM ) + ρ
))
u2 dxdt
. CVR−11 ρ−1
∫∫
[0,T ]×{R1≤(s+ρM )≤2R1}
R−11 u
2 dxdt ≈ CVR−11 ρ−1||u||2LEillum,R1≤〈s+ρM 〉≤2R1 .
We next address the time boundary pieces. Specifically, we begin by noting that
(7.8)
|ξ · ∇u+ gu| = |f(s)∂su+ gu|
=
∣∣∣∣η(s+ ρMR1
)
s+ ρM
s+ ρM + ρ
∂su
+
(
1
2
η
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
K(s, σ1, σ1) +
1
2R1
η′
(
s+ ρM
R1
)
s+ ρM
s+ ρM + ρ
)
u
∣∣∣∣
.
(
|∂su|+ |u|
s+ ρM + ρ
)
with the implicit constant is independent of R1 and depends only on η and the illuminating body. Here we have utilized
that
∣∣∣η ( s+ρMR1 )( s+ρMs+ρ1 + s+ρMs+ρ2 )∣∣∣ ≤ CV,η by (5.1), and we have also used that (s + ρM ) ≤ 2R1 on the support of
60
η′
(
s+ρM
R1
)
. Using (7.8) we can see that since |h| ≤ δ  1
(7.9)
∣∣∣∣∫
Ω
Qdx
∣∣
t=0
∣∣∣∣ .∫
Ω
|∂tu+ h0β(t, x)∂βu||∂su| dx
∣∣
t=0
+
∫
Ω
|∂tu+ h0β(t, x)∂βu|
∣∣∣∣ us+ ρM
∣∣∣∣ dx∣∣t=0
.
∫
Ω
|∂u||∂su| dx
∣∣
t=0
+
∫
Ω
|∂u|
∣∣∣∣ us+ ρM
∣∣∣∣ dx∣∣t=0 . E[u](0),
where we have used that ρ > 0, the Schwarz inequality as well as the Hardy inequality (5.18) again, with E[u](t)
defined in (1.6). Likewise,
(7.10)
∣∣∣∣∫
Ω
Qdx
∣∣
t=T
∣∣∣∣ .∫
Ω
|∂tu+ h0β(t, x)∂βu||∂su| dx
∣∣
t=T
+
∫
Ω
|∂tu+ h0β(t, x)∂βu|
∣∣∣∣ us+ ρM
∣∣∣∣ dx∣∣t=T
.
∫
Ω
|∂u||∂su| dx
∣∣
t=T
+
∫
Ω
|∂u|
∣∣∣∣ us+ ρM
∣∣∣∣ dx∣∣t=0 . E[u](T ).
Combining (7.9) and (7.10) we can see that
(7.11)
∣∣∣∣∫
Ω
Qdx
∣∣T
0
∣∣∣∣ . E[u](0) + E[u](T ).
We can then combine (7.6), (7.11) with (6.3), using (7.7), recalling that the boundary term is identically zero by the
choice of f and g and using (7.8) once again to see that
(7.12)
∫∫
LT
η
(
s+ ρM
R1
)[
ρ
((s+ ρM ) + ρ)2
(
(∂su)
2 + (∂tu)
2
)
+
1
(s+ ρM ) + ρ
|∇∗u|2 + 2ρ
(s+ ρM + ρ)4
u2
]
dxdt
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
η
(
s+ ρM
R1
)
|∆ (K(s, σ1, σ2))|
)
u2 dxdt
+R−11 ρ
−1||u||2LEillum,R1≤〈s+ρM 〉≤2R1 .
with the implicit constant independent of R.
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We now argue just as before. Specifically, by taking ρ = 2j , restricting the left hand side of (7.12) to the region
{s+ ρM ≈ 2j}, taking ρ ≥ 2R1 so that η
(
s+ρM
R1
)
≡ 1 on each dyadic region, we have
(7.13)
ρ
(s+ ρM + ρ)2
≈ 〈s+ ρM 〉−1
while
(7.14)
1
s+ ρM + ρ
≈ 〈s+ ρM 〉−1
and
(7.15)
2ρ
(s+ ρM + ρ)4
≈ 〈s+ ρM 〉−3.
We see then see that (7.12) together with (7.13), (7.14), and (7.15), give
(7.16)
∫∫
[0,T ]×Ω∩{s+ρM≈2j}
[〈s+ ρM 〉−1|∂u|2 + 〈s+ ρM 〉−3u2] dxdt
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
η
(
s+ ρM
R1
)
|∆ (K(s, σ1, σ2))|
)
u2 dxdt
+R−11 ρ
−1||u||2LEillum,R1≤〈s+ρM 〉≤2R1 .
Taking the supremum over all such ρ = 2j with ρ ≥ 2R2 and using (5.3), we have
(7.17)
||u||2LE1
illum,〈s+ρM 〉≥2R2
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
η
(
s+ ρM
R1
)
|∆ (K(s, σ1, σ2))|
)
u2 dxdt
+R−21 ||u||2LEillum,R1≤〈s+ρM 〉≤2R1 .
Now as we have seen previously, the (unsigned) nonlocalized lower order error term presents an obstruction when
trying to establish a global localized energy estimate. However, because we are instead trying to establish an exterior
estimate that holds when we cut off away from the obstacle, we can use the extra decay available in the nonlocalized
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lower order pieces to control this term if we cut off sufficiently far out. We can appeal to (5.14) to calculate:
∆ (K(s, σ1, σ2)) =
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
where OK(s, σ1, σ2) is given explicitly in (5.16). In particular we note that
(ρ2−ρ1)2
(s+ρ1)2(s+ρ2)2
≤ C˜V(s + ρM )−4,
K(s, σ1, σ2) ≤ C˜V , and OK(s, σ1, σ2) ≤ C˜V(s+ ρM )−4 by (5.1). We can then see that
(7.18)
∫∫
LT
(
η
(
s+ ρM
R1
)
|∆ (K(s, σ1, σ2))|
)
u2 dxdt
≤
∫∫
[0,T ]×Ω∩{R1≤s+ρM≤2R1}
(
η
(
s+ ρM
R1
)
|∆ (K(s, σ1, σ2))|
)
u2 dxdt
+
∫∫
[0,T ]×Ω∩{2R1≤s+ρM}
|∆ (K(s, σ1, σ2))|u2 dxdt
≤CVR−31
∫∫
[0,T ]×Ω∩{R1≤s+ρM≤2R1}
R−11 u
2 dxdt
+
∑
j≥log 2R1
CV
∫∫
[0,T ]×Ω∩{(s+ρM )≈2j}
(s+ ρM )
−4u2 dxdt
.CVR−31 ||u||2LEillum,R1≤〈s+ρM 〉≤2R1
+ CV
 ∑
j≥log 2R1
2−j
 sup
j≥log 2R1
(∫∫
[0,T ]×Ω∩{(s+ρM )≈2j}
〈s+ ρM 〉−3u2 dxdt
)
.CVR−31 ||u||2LEillum,R1≤〈s+ρM 〉≤2R1 + CVR
−1
1 ||u||2LE1
illum,〈s+ρM 〉≥2R1
.
We can combine (7.18) with (7.17), using again that R−11 ≤ 1, to see that
(7.19)
||u||2LE1
illum,〈s+ρM 〉≥2R2
.E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂u|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+R−21 ||u||2LEillum,R1≤〈s+ρM 〉≤2R1 + CVR
−1
1 ||u||2LE1
illum,〈s+ρM 〉≥2R1
.
Since the implicit constant here depends only on the obstacle V , by choosing R1 ≥ RV sufficiently large depending on
the illuminating body, we can bootstrap the last error term in (7.19) to the left hand side, giving (7.1)
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CHAPTER 8: LOW FREQUENCY ESTIMATE
The following will serve as the low frequency estimate. Note that this estimate is equally valid for illuminated
obstacles. A similar argument is used in [4] to prove an estimate for wave equations on a particular asymptotically flat
manifold with a prescribed trapped set.
Theorem 8.1. Assume |h| ≤ δ  1 is sufficiently small. Let u ∈ C2([0, T ]× (R3 \V)) vanish for large |x| and satisfy
the Dirichlet boundary condition u
∣∣∣
∂V
= 0. If τ0 is sufficiently small, then for u frequency localized in {|τ | ≤ 2τ0},
we have the following estimate:
(8.1) ||u||2LE1 . E[u](0) + E[u](T ) + ||hu||2LE∗ +
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt
where the implicit constant is independent of T and τ0.
Proof. We are able to use simple techniques and the previously established exterior estimate (4.1) to prove the above
bound. We shall use the following divergence identity, (3.2) with ξ ≡ 0:
(8.2) hw(gw) = ∂tQ+∇ · P +R,
where g is a time-independent scalar function to be chosen while
Q =
(
∂tw + h
0β(t, x)∂βw
)
(gw) ,
P = (−∇w +H(w)) (gw) + 1
2
(∇g)w2,
R =g
(|∇w|2 − (∂tw)2)− 1
2
(∇ · ∇g)w2,
− ∂α
{
hαβ(t, x)
}
(gw) ∂βw − hiβ(t, x) ((∂ig)w) ∂βw − hαβ(t, x) (g) ∂αw∂βw,
where H(u) =
(
h1β(t, x)∂βu, h
2β(t, x)∂βu, h
3β(t, x)∂βu
)
is a vector-valued function. We can note immediately that
by the Dirichlet boundary condition w
∣∣
∂V = 0, we have P
∣∣
∂V = 0, so that when we integrate (8.2) and apply the
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Fundamental Theorem of Calculus and the Divergence Theorem we have
(8.3)
∫∫
LT
hw(gw) dxdt =
∫
Ω
Qdx
∣∣T
0
−
∫∫
[0,T ]×∂V
P · ndS(x)dt+
∫∫
LT
Rdxdt
=
∫
Ω
(
∂tw + h
0β(t, x)∂βw
)
(gw) dx
∣∣T
0
+
∫∫
LT
g
(|∇w|2 − (∂tw)2)− 1
2
(∆g)w2 dxdt
−
∫∫
LT
(
∂α
(
hαβ(t, x)
)
(gw)∂βw + h
iβ(t, x)(∂ig)w∂βw
+hαβ(t, x)g∂αw∂βw
)
dxdt.
Rearranging (8.3) we see that
(8.4)
∫∫
LT
g
(|∇w|2 + (∂tw)2)− 1
2
(∆g)w2 dxdt
=
∫∫
LT
hw(gw) dxdt−
∫
Ω
(
∂tw + h
0β(t, x)∂βw
)
(gw) dx
∣∣T
0
+ 2
∫∫
LT
g(∂tw)
2 dxdt
+
∫∫
LT
(
∂α
(
hαβ(t, x)
)
(gw)∂βw + h
iβ(t, x)(∂ig)w∂βw + h
αβ(t, x)g∂αw∂βw
)
dxdt.
Notice that since the boundary term vanishes due to Dirichlet boundary conditions, regardless of the geometry. Indeed,
the estimate we prove will require very little assumption on the geometry of the obstacle other than the Dirichlet
boundary condition. We can simply choose g = g(r) = 1r+1 . We can then calculate
−1
2
∆ (g(r)) =
1
r(r + 1)3
≥ 1
(r + 1)4
.
With this choice of g we see that (8.4) implies
(8.5)
∫∫
LT
1
r + 1
(|∇w|2 + (∂tw)2)+ 1
(r + 1)4
w2 dxdt
.
∫∫
LT
hw
(
w
r + 1
)
dxdt−
∫
Ω
(
∂tw + h
0β(t, x)∂βw
)( w
r + 1
)
dx
∣∣T
0
+
∫∫
LT
1
r + 1
(∂tw)
2 dxdt
+
∫∫
LT
(
∂α
(
hαβ(t, x)
)( w
r + 1
)
∂βw −
(
hiβ(t, x)
r + 1
)
xi
r
(
w
r + 1
)
∂βw
+
(
hαβ(t, x)
r + 1
)
∂αw∂βw
)
dxdt.
Using the fact that (r + 1) ≈ 〈r〉 we see that (8.5) gives
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(8.6)
∫∫
LT
〈r〉−1 (|∇w|2 + (∂tw)2)+ 〈r〉−4w2 dxdt
.
∫∫
LT
|hw|
( |w|
〈r〉
)
dxdt+
∫∫
[0,T ]×Ω
〈r〉−1(∂tw)2 dxdt
+
∣∣∣ ∫
Ω
(
∂tw + h
0β(t, x)∂βw
)( w
r + 1
)
dx
∣∣T
0
∣∣∣
+
∫∫
LT
∣∣∣∂α (hαβ(t, x))( w
r + 1
)
∂βw −
(
hiβ(t, x)
r + 1
)
xi
r
(
w
r + 1
)
∂βw
+
(
hαβ(t, x)
r + 1
)
∂αw∂βw
∣∣∣ dxdt.
Now the idea is to pair the above estimate with the exterior estimate (4.1) that we established previously, for which
the error term is lower order, localized, and comes with some degree of smallness from allowing an error term that is
supported away from where the solution is being estimated. Thus we set w = η
(
r
R
)
u for some R ≥ 2, where η ∈ C∞
is a smooth positive cut-off function such that η(z) = 1 for z ≤ 1 and η(z) = 0 for z ≥ 2. By our choice of η, we have
that supp η
(
r
R
) ⊂ {r ≤ 2R} with η ( rR) ≡ 1 in r ≤ R. Likewise, supp η′ ( rR) ⊂ {R ≤ r ≤ 2R}. Now applying
(8.6) to w = η
(
r
R
)
u we have
(8.7)
∫∫
LT
(
〈r〉−1
(∣∣∣∇(η ( r
R
)
u
) ∣∣∣2 + ∣∣∣∂t (η ( r
R
)
u
) ∣∣∣2)+ 〈r〉−4 (η ( r
R
)
u
)2)
dxdt
.
∫∫
LT
∣∣∣h (η ( r
R
)
u
) ∣∣∣η ( r
R
)( |u|
〈r〉
)
dxdt+
∫∫
LT
〈r〉−1
(
∂t
(
η
( r
R
)
u
))2
dxdt
+
∣∣∣ ∫
Ω
(
∂t
(
η
( r
R
)
u
)
+ h0β(t, x)∂β
(
η
( r
R
)
u
))( 1
r + 1
(
η
( r
R
)
u
))
dx
∣∣0
T
∣∣∣
+
∫∫
LT
∣∣∣∂α (hαβ(t, x))((η ( rR)u)
r + 1
)
∂β
(
η
( r
R
)
u
)
−
(
hiβ(t, x)
r + 1
)
xi
r
((
η
(
r
R
)
u
)
r + 1
)
∂β
(
η
( r
R
)
u
)
+
(
hαβ(t, x)
r + 1
)
∂α
(
η
( r
R
)
u
)
∂β
(
η
( r
R
)
u
) ∣∣∣ dxdt.
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Now since h
(
η
(
r
R
)
u
)
= η
(
r
R
)
hu+
[
h, η
(
r
R
)]
u, we need to estimate
(8.8)
∣∣ [h, η ( r
R
)]
u
∣∣ =∣∣∣− ( 1
R2
η′′
( r
R
)
u+
2
R
η′
( r
R
)
(∂ru) +
2
R
η′
( r
R
) u
r
)
+ hiβ(t, x)
2
R
η′
( r
R
) xi
r
∂βu
+ hij(t, x)
(
1
R2
η′′
( r
R
) xi
r
xj
r
+
1
R
η′
( r
R
)(δij
r
− xixj
r3
))
u
∣∣∣
=
∣∣∣ 2
R
η′
( r
R
)(
∂ru+ h
iβ(t, x)
xi
r
∂βu
)
+
1
R
u
r
(
η′′
( r
R
) r
R
(
1− hij(t, x)xi
r
xj
r
)
+ η′
( r
R
)(
2− hij(t, x)
(
δij − xixj
r2
))) ∣∣∣
. 1
R
(
|∂u|+ |u|〈r〉
)
11{R≤r≤2R},
where we have used that |h| ≤ δ is bounded, while we note that η′ ( rR) and η′′ ( rR), and thus the commutator, are
supported in {R ≤ r ≤ 2R} so all constants are independent of R since 〈r〉 ≈ r ≈ R for R sufficiently large. Using
(8.8), we see that
(8.9)
∫∫
LT
|h
(
η
( r
R
)
u
)
|η
( r
R
)( |u|
〈r〉
)
dxdt ≤
∫∫
LT
(
η
( r
R
))2
|hu|
( |u|
〈r〉
)
dxdt
+
∫∫
LT
|
[
h, η
( r
R
)]
u|η
( r
R
)( |u|
〈r〉
)
dxdt
.
∫∫
LT∩{r≤2R}
|hu|
( |u|
〈r〉
)
dxdt
+
∫∫
LT∩{R≤r≤2R}
1
R
(
|∂u|+ |u|〈r〉
)( |u|
〈r〉
)
dxdt.
Using the Schwarz inequality as needed as well as the definition of the LE1 norm, we see that
(8.10)
∫∫
LT∩{R≤r≤2R}
1
R
(
|∂u|+ |u|〈r〉
)( |u|
〈r〉
)
dxdt . ||u||2LE1
R≤r≤2R
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with the implicit constant independent of R. For the time boundary terms, we can note that
(8.11)
∣∣∣ ∫
Ω
(
∂t
(
η
( r
R
)
u
)
+ h0β(t, x)∂β
(
η
( r
R
)
u
))( 1
r + 1
(
η
( r
R
)
u
))
dx
∣∣0
T
∣∣∣
≤
∫
Ω
∣∣∣∂t (η ( r
R
)
u
)
+ h0β(t, x)∂β
(
η
( r
R
)
u
)∣∣∣ ∣∣∣∣ 1r + 1 (η ( rR)u)
∣∣∣∣ dx∣∣t=0
+
∫
Ω
∣∣∣∂t (η ( r
R
)
u
)
+ h0β(t, x)∂β
(
η
( r
R
)
u
)∣∣∣ ∣∣∣∣ 1r + 1 (η ( rR)u)
∣∣∣∣ dx∣∣t=T
≤
∫
Ω
∣∣∣η ( r
R
)
∂tu+ η
( r
R
)
h0β(t, x)∂βu+ h
0j(t, x)η′
( r
R
) u
r
xj
R
∣∣∣ ∣∣∣η ( r
R
) u
r
∣∣∣ dx∣∣
t=0
+
∫
Ω
∣∣∣η ( r
R
)
∂tu+ η
( r
R
)
h0β(t, x)∂βu+ h
0j(t, x)η′
( r
R
) u
r
xj
R
∣∣∣ ∣∣∣η ( r
R
) u
r
∣∣∣ dx∣∣
t=T
.
∫
Ω
∣∣∣∂u+ u
r
∣∣∣∣∣∣u
r
∣∣∣ dx∣∣
t=0
+
∫
Ω
∣∣∣∂u+ u
r
∣∣∣∣∣∣u
r
∣∣∣ dx∣∣
t=T
.E[u](0) + E[u](T )
where in the second to last step we have used that |h| ≤ δ  1 and |xi| ≤ r ≈ R on the support of η′
(
r
R
)
, and in the
last step we have used the Hardy inequality ||ur ||L2 . ||∂ru||L2 as well as the energy defined in (1.6). Finally we can
observe that
(8.12)
∫∫
LT
∣∣∣∂α (hαβ(t, x))((η ( rR)u)
r + 1
)
∂β
(
η
( r
R
)
u
)
−
(
hiβ(t, x)
r + 1
)
xi
r
((
η
(
r
R
)
u
)
r + 1
)
∂β
(
η
( r
R
)
u
)
+
(
hαβ(t, x)
r + 1
)
∂α
(
η
( r
R
)
u
)
∂β
(
η
( r
R
)
u
) ∣∣∣ dxdt
.
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt.
Then (8.7) together with (8.9), (8.10), and (8.12) imply
(8.13)
∣∣∣∣∣∣〈r〉−1/2∂ (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
. E[u](0) + E[u](T ) +
∫∫
LT∩{r≤2R}
|hu|
( |u|
〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt
+
∣∣∣∣∣∣〈r〉−1/2∂t (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ ||u||2LE1
R≤r≤2R
.
We can now supplement this estimate with our exterior estimate (4.1) with R1 = 1 and R2 = R, where we are noting
that since the last term on the right hand side of (8.13) is supported in [R, 2R], it is controlled by the exterior estimate
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(4.1), so we have
(8.14)
∣∣∣∣∣∣〈r〉−1/2∂ (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ ||u||2LE1
r≥R
. E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt
+
∣∣∣∣∣∣〈r〉−1/2∂t (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+R−1||u||2LE1≤r≤2 .
By choosing R sufficiently large, we can bootstrap the last term on the right hand side of (8.14), which gives
(8.15)
∣∣∣∣∣∣〈r〉−1/2∂ (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ ||u||2LE1
r≥R
. E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt
+
∣∣∣∣∣∣〈r〉−1/2∂t (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
Now for u frequency localized to {|τ | ≤ 2τ0}, we have by Plancherel’s theorem:
(8.16)
∣∣∣∣∣∣〈r〉−1/2∂t (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
≤4τ20
∣∣∣∣∣∣〈r〉−1/2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
.32R3τ20
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
,
since 〈r〉 . 2R on the support of η ( rR). Thus, with R fixed as above, by choosing τ0 sufficiently small depending on
R, we can bootstrap the last term on the right hand side of (8.15) into the second term on the left hand side, giving
(8.17)
∣∣∣∣∣∣〈r〉−1/2∂ (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ ||u||2LE1
r≥R
. E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt.
Finally, we can note by the definition (1.7) of the LE norm and the support of η
(
r
R
)
that
(8.18)
∣∣∣∣∣∣〈r〉−1/2∂ (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈r〉−2 (η ( r
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
& 1
R
||u||2LE1
r≤R
.
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Combining this with (8.17) gives
(8.19) ||u||2LE1 . E[u](0) + E[u](T ) +
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt.
Finally we can observe that by Cauchy-Schwarz, the definitions (1.8) and (1.9), and Young’s inequality
∫∫
LT
|hu|
(
|∂ru|+ |u|〈r〉
)
dxdt
=
∫∫
LT
〈r〉1/2|hu|
(
〈r〉−1/2|∂ru|+ 〈r〉−3/2|u|
)
dxdt
≤
∑
j≥0
∫∫
[0,T ]×(Ω∩{〈r〉≈2j})
〈r〉1/2|hu|
(
〈r〉−1/2|∂ru|+ 〈r〉−3/2|u|
)
dxdt
≤
∑
j≥0
||〈r〉1/2hu||L2L2([0,T ]×(Ω∩{〈r〉≈2j}))||〈r〉−1/2∂u, 〈r〉−3/2u||L2L2([0,T ]×(Ω∩{〈r〉≈2j}))
≤
(
sup
j≥0
||(〈r〉−1/2∂u, 〈r〉−3/2u)||[0,T ]×(Ω∩{〈r〉≈2j}))
)∑
j≥0
||〈r〉1/2hu||L2L2([0,T ]×(Ω∩{〈r〉≈2j}))

.c||u||2LE1 +
1
c
||hu||2LE∗ .
Choosing c > 0 sufficiently small to bootstrap gives (8.1).
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CHAPTER 9: CARLEMAN ESTIMATE
In this chapter it is our goal to prove a Carleman-type estimate that shall serve as our high frequency estimate. This
estimate is the main new work in our result. We shall in fact prove:
Theorem 9.1. Assume |h| ≤ δ  1 is sufficiently small. Let V be an illuminated obstacle satisfying (5.1). Let
u ∈ C2([0, T ]× (R3 \ V)) vanish for large |x| and satisfy the Dirichlet boundary condition u
∣∣∣
∂V
= 0. Then for any
τ0 > 0, if u is frequency localized in {|τ | ≥ τ0} then the following estimate holds:
(9.1) ||u||2LE1illum . E[u](0) + E[u](T ) + ||hu||
2
LE∗illum
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
and the implicit constant is independent of T .
Proof. The Carleman estimates that we shall develop are of the form:
||ω0eφ∂u||L2t.x + ||ω1eφu||L2t,x . ||eφu||L2t,x
where ω0 and ω1 are weight functions to be chosen and the implicit constant is independent of the parameters in the
exponential weight function φ. See [17], [19], [30], etc. In particular, the following analysis is similar to Propositions
5.1 and 5.2 of [30], although in our case we work with differential operators rather than symbols due to the presence of
the boundary ∂V .
In the illuminated case, we will adapt our weight using the illuminated coordinate system (s, σ1, σ2) defined in
Chapter 5. Recall that we let ρM = max(σ1,σ2)∈∂C ρ2 as before. For our Carleman estimates, we will use weights of
the form
φ = φ(q), q = q(s) = log (s+ ρM + 1) .
Recall the assumption (5.1), which means (s+ ρM ) > 0, and so q > 0, in Ω. From (5.6) we see that∇φ = (∂sφ)ν =
φ′
s+ρM+1
ν and so forth.
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Because the Carleman estimates we shall use involve exponentially weighted solutions eφu =: v, we have
eφhu = eφhe−φv =: Pφv. We therefore begin by calculating the conjugated operator Pφ = eφhe−φ:
(9.2)
Pφv =
(
∂2t v −∇ · ∇v + hαβ(t, x)∂α∂βv − |∇φ|2v
)
+ (2∇φ · ∇v + (∇ · ∇φ) v)
+
(−2hiβ(t, x)∂iφ∂βv + (hij(t, x)∂iφ∂jφ− hij(t, x)∂i∂jφ) v)
where we have used that hαβ(t, x) = hβα(t, x) and also the fact that the Carleman weight φ is independent of time.
Now we shall split Pφ into an (almost) self-adjoint piece
Pselfφ v := ∂2t v −∇ · ∇v + hαβ(t, x)∂α∂βv − |∇φ|2v,
a skew-adjoint piece
Pskewφ v := 2∇φ · ∇v + (∇ · ∇φ)v,
and a purely perturbative piece
(9.3) Ppertφ v := −2hiβ(t, x)∂iφ∂βv + hij(t, x) (∂iφ∂jφ− ∂i∂jφ) v.
Now (9.2) reads
(9.4) Pφv = Pselfφ v + Pskewφ v + Ppertφ v.
One key observation to make is that it suffices to instead study the reduced operator
(9.5) P˜φv := Pselfφ v + Pskewφ v
since we have the trivial estimate
(9.6) |P˜φv| ≤ |Pφv|+ |Ppertφ v|
and because the second term on the right hand side of (9.6) contains only first order and lower order perturbative terms
that we will be able to treat it as errors. The other key observation to make is that
(9.7) ||P˜φv||2L2 = ||Pselfφ v||2L2 + ||Pskewφ v||2L2 + 2〈Pselfφ v,Pskewφ v〉L2 .
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So it suffices to find a coercive estimate for 〈Pselfφ v,Pskewφ v〉L2 . Because modulo error terms, this is equal to
1
2 〈[Pselfφ ,Pskewφ ]v, v〉L2 , the approach is equivalent to the positive commutator argument that can be used to establish
such Carleman estimates, see [21]. We shall instead use space-time divergence identities due to the presence of an
obstacle.
The first divergence identity we shall record is the following:
(9.8)
1
2
(
Pselfφ v
) (Pskewφ v) = ∂tQ1(v) +∇ · P1(v) +R1(v)
where
Q1(v) =
(
∂tv + h
0β(t, x)∂βv
)(∇φ · ∇v + 1
2
(∇ · ∇φ)v
)
P1(v) = (−∇v +H(v))
(
∇φ · ∇v + 1
2
(∇ · ∇φ)v
)
+
1
2
∇φ (|∇v|2 − (∂tv)2 − hαβ(t, x)∂αv∂βv − |∇φ|2v2)+ 1
4
∇ (∇ · ∇φ) v2
R1(v) =∇v · (∇v · ∇ (∇φ)) +
(
1
2
∇φ · ∇ (|∇φ|2)− 1
4
∇ · ∇ (∇ · ∇φ)
)
v2
+
1
2
∇{hαβ(t, x)} · ∇φ∂αv∂βv − ∂α {hαβ(t, x)}(∇φ · ∇v + 1
2
(∇ · ∇φ)v
)
∂βv
− hiβ(t, x)
(
∂i(∇φ) · ∇v + 1
2
∂i (∇ · ∇φ) v
)
∂βv
where H(v) = (h1β(t, x)∂βv, h2β(t, x)∂βv, h3β(t, x)∂βv) is a vector-valued function expressed here in Cartesian
coordinates. Notice that (5.6), (5.8), and Lemma 5.6 gives that
R1(v) =
(
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
(∂sv)
2
+
φ′
s+ ρM + 1
(
1
s+ ρ1
|∇∗σ1v|2 +
1
s+ ρ2
|∇∗σ2v|2
)
+
((
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
− 1
4
(∆2φ)
)
v2
+
1
2
∇{hαβ(t, x)} · ∇φ∂αv∂βv − ∂α {hαβ(t, x)}(∇φ · ∇v + 1
2
(∆φ)v
)
∂βv
− hiβ(t, x)
(
∂i(∇φ) · ∇v + 1
2
∂i (∆φ) v
)
∂βv.
The second divergence identity we shall record involves Pselfφ v and a time-independent function b to be chosen:
(9.9)
(
Pselfφ v
)
(bv) = ∂tQ2(v) +∇ · P2(v) +R2(v)
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where
Q2(v) =
(
∂tv + h
0δ(t, x)∂δv
)
(bv)
P2(v) = (−∇v +H(v)) (bv) + 1
2
(∇b)v2
R2(v) =b
(
|∇v|2 − (∂tv)2 −
(
φ′
s+ ρM + 1
)2
v2
)
− 1
2
(∆b)v2
− hαβ(t, x)(b)(∂αv)(∂βv)− hαβ(t, x)(∂αb)(∂βv)(v)− ∂α(hαβ(t, x))(b)(∂βv)(v)
and where H(v) is the vector-valued function described above and where we have used that |∇φ|2 =
(
φ′
s+ρM+1
)2
by
(5.6). The third divergence identity we shall record involves Pskewφ v:
(9.10)
1
2
(φ′)−1
(Pskewφ v) (Pskewφ v) = ∇ · P3(v) +R3(v)
where
P3(v) = ∇φ (φ′)−1 (∇ · ∇φ)v2
R3(v) = 2
(
φ′
(s+ ρM + 1)2
)
(∂sv)
2 −
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ))) v2
where we have again used that (5.6) and Lemma 5.6 give that (φ′)−1 (∇φ · ∇v)2 =
(
φ′
(s+ρM+1)2
)
(∂sv)
2. Combining
the three divergence identities (9.8), (9.9), and (9.10) gives the following
(9.11)
1
2
(Pselfφ v)(Pskewφ v)− (Pselfφ v) (bv) +
1
2
(φ′)−1
(Pskewφ v)2 = ∂tQ(v) +∇ · P (v) +R(v)
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where
(9.12)
Q(v) =
(
∂tv + h
0β(t, x)∂βv
)(∇φ · ∇v + (1
2
(∆φ)− b
)
v
)
P (v) =
(
(−∇v +H(v))
(
∇φ · ∇v + 1
2
(∇ · ∇φ)v
)
+
1
2
∇φ (|∇v|2 − (∂tv)2 − hαβ(t, x)∂αv∂βv − |∇φ|2v2)+ 1
4
∇ (∇ · ∇φ) v2
)
−
(
(−∇v +H(v)) (bv) + 1
2
(∇b)v2
)
+
(
∇φ (φ′)−1 (∇ · ∇φ)v2
)
R(v) =(b)(∂tv)
2 +
(
φ′′
(s+ ρM + 1)2
+
φ′
(s+ ρM + 1)2
− b
)
(∂sv)
2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ1
)
− b
)
|∇∗σ1v|2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ2
)
− b
)
|∇∗σ2v|2
+
[(
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
+ b
)(
φ′
s+ ρM + 1
)2
−
(
1
4
∆2φ− 1
2
∆b+
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ))))] v2
+ E(v, h)
where as mentioned H(v) = (h1β(t, x)∂βv, h2β(t, x)∂βv, h3β(t, x)∂βv), and
(9.13)
E(v, h) =1
2
∇{hαβ(t, x)} · ∇φ∂αv∂βv − ∂α {hαβ(t, x)}(∇φ · ∇v + 1
2
(∆φ− b)v
)
∂βv
− hiβ(t, x)
(
∂i(∇φ) · ∇v + 1
2
∂i (∆φ− b) v
)
∂βv + h
αβ(t, x)(b)(∂αv)(∂βv).
We can integrate the identity (9.11) over LT , apply the Fundamental Theorem of Calculus and the Divergence Theorem,
and conclude
(9.14)
∫∫
LT
(
1
2
(Pselfφ v)(Pskewφ v)− (Pselfφ v) (bv) +
1
2
(φ′)−1
(Pskewφ v)2) dxdt
=
∫
Ω
Q(v) dx
∣∣∣T
t=0
−
∫∫
[0,T ]×∂V
P (v) · ndS(x)dt+
∫∫
LT
R(v) dxdt
where n is the outward unit normal to V and dS(x) is the surface measure on ∂V .
Let R ≥ max{RV , λ2}  1 be sufficiently large to be chosen, where RV depends on the geometry of the obstacle
and λ ≥ λV  1 is sufficiently large depending on the geometry of the obstacle. Let 0 < ε ≤ ε0  1 be sufficiently
small, independent of R. We shall break our analysis into three overlapping regions. For the inner region q ≤ log ε−1R,
we shall assume that φ satisfies the following monotonicity and convexity conditions, as well as a slowly varying
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condition:
(9.15) λ ≤ φ′(q), λ . φ′′(q) ≤ 1
2
φ′(q), |φ′′′(q)|+ |φ(4)(q)| . φ′(q), λ 1.
The convexity and monotonicity of the weight will allow us to recover an estimate with no error terms. However, in
order to bend the weight to be constant near infinity, we must relax the above assumptions. For the transition region
log 14ε
−1R ≤ q ≤ log 4ε−2R3, we shall maintain the strict monotonicity and slowly varying assumptions but relax the
convexity assumption; thus we assume that φ satisfies
(9.16) λ ≤ φ′(q), ∣∣φ′′(q)∣∣ ≤ 1
2
φ′(q), |φ′′′(q)|+ |φ(4)(q)| . φ′(q).
By relaxing the convexity of the weight, we will necessarily pick up error terms; however, by maintaining the
monotonicity we shall see that these error terms are strictly lower order. For the exterior region log ε−2R3 ≤ q, since
we want φ to be bounded and become constant for log 8ε−2R3 ≤ q, we further relax the strict monotonicity condition,
and therefore assume that φ satisfies
(9.17) 0 ≤ φ′(q) . 1, ∣∣φ′′(q)∣∣ . 1, |φ′′′(q)|+ |φ(4)(q)| . 1
where the implicit constant in the bound φ′ . 1 is independent of R. By taking R sufficiently large, we will be able
to apply the illuminated exterior estimate (7.1), with R1 = ε−1R3 and R2 = 2ε−1R3, where the error term is again
localized and strictly lower order.
We study the inner and transition regions separately; we show that the desired estimate holds in each, with a lower
order error term coming from the transition region. The weights in the estimates allow us to combine them using cutoff
functions, since error terms from commuting the cutoff with h are negligible compared to the large weights. Because
we have relaxed the growth of our exponential weight in the exterior region, we can then bring in our exterior estimate
(7.1) to complete the estimate. We then demonstrate an explicit weight function φ that satisfies(9.15), (9.16), and (9.17).
Finally, we show that the lower order error term from the transition region can be made small as we need, depending on
τ0, to bootstrap, giving us (9.1).
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Inner Region
We first consider the region q ≤ log ε−1R, where we are assuming that the weight φ satisfies
(9.18) λ . φ′(q), λ . φ′′(q) ≤ 1
2
φ′(q), |φ′′′(q)|+ |φ(4)(q)| . φ′(q), λ 1.
We shall prove
Proposition 9.1. For u ∈ C2(LT ) and φ satisfying (9.18), we have
(9.19)
||〈s+ ρM 〉−1(1 + φ′)1/2eφ∂tu||2L2(LT ) + ||〈s+ ρM 〉−1(1 + φ′′)1/2eφ|∇u|||2L2(LT )
+ ||〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφu||2L2(LT )
. ||eφhu||2L2(LT ) + ||Ppertφ eφu||2L2(LT ) +
∫∫
LT
∣∣∣Eb1(eφu, h)∣∣∣ dxdt+ ∣∣∣ ∫
Ω
Qb1(e
φu) dx
∣∣∣T
0
∣∣∣
where Qb1(v) is given in (9.25) and Eb1(eφu, h) is given in (9.26).
Proof. We shall first address the boundary term in (9.14). The Dirichlet boundary condition v
∣∣
∂V = 0 gives ∂tv
∣∣
∂V = 0
and∇v∣∣
∂V = (∇v ·n)n = (∂nv)n, so that we further have ∂jv
∣∣
∂V = (∂nv)n
j where nj is the jth Cartesian component
of the unit normal n. We also have that∇φ =
(
φ′
s+ρM+1
)
ν. Thus we see that
(9.20)
P (v)
∣∣
∂V =
(
(−∇v +H(v)) (∇φ · ∇v) + 1
2
∇φ (|∇v|2 − hij(t, x)∂iv∂jv) )∣∣∣
∂V
=
(
−(∂nv)n+H(v)
∣∣∣
∂V
)(( φ′
s+ ρM + 1
)
ν · (∂nv)n
)
+
1
2
(
φ′
s+ ρM + 1
)
ν
(
(∂nv)
2 − hij(t, x)(∂nv)ni(∂nv)nj
)
=
(
−
(
φ′
s+ ρM + 1
)
(∂nv)
2 (ν · n) (n−Hn)
+
1
2
(
φ′
s+ ρM + 1
)
(∂nv)
2
(
1− hij(t, x)ninj) ν)
where we have used the Dirichlet boundary conditions again to see that
H(v)
∣∣∣
∂V
=
(
h1j(t, x)∂jv, h
2j(t, x)∂jv, h
3j(t, x)∂jv
) ∣∣∣
∂V
=(∂nv)
(
h1j(t, x)nj , h2j(t, x)nj , h3j(t, x)nj
)
=: (∂nv)Hn.
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From this we see that
(9.21)
−
∫∫
[0,T ]×∂V
P (v) · ndS(x)dt
=
∫∫
[0,T ]×∂V
((
φ′
s+ ρM + 1
)
(∂nv)
2 (ν · n) (n · n−Hn · n)
−1
2
(
φ′
s+ ρM + 1
)
(∂nv)
2
(
1− hij(t, x)ninj) ν · n) dS(x)dt
=
∫∫
[0,T ]×∂V
1
2
(
φ′
s+ ρM + 1
)
(∂nv)
2(ν · n) (1− hij(t, x)ninj) dS(x)dt
≥
∫∫
[0,T ]×∂V
1
4
(
φ′
s+ ρM + 1
)
(∂nv)
2(ν · n) dS(x)dt ≥ 0
where we have used that Hn · n = hij(t, x)ninj , the fact that we have assumed that |h| ≤ δ  1 is sufficiently small
so that
(
1− hij(t, x)ninj) ≥ 12 , and finally that ν · n ≥ 0 by Lemma 5.3. Thus by (9.21), we can rearrange (9.14) to
see that
(9.22)
∫∫
LT
[
(b) (∂tv)
2 +
(
φ′′
(s+ ρM + 1)2
+
φ′
(s+ ρM + 1)2
− b
)
(∂sv)
2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ1
)
− b
)
|∇∗σ1v|2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ2
)
− b
)
|∇∗σ2v|2
+
((
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
+ b
)(
φ′
s+ ρM + 1
)2)
v2
−
[
1
4
∆2φ− 1
2
∆b+
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ)))] v2] dxdt
≤ 1
2
〈Pselfφ v,Pskewφ v〉L2(LT ) − 〈Pselfφ v, bv〉L2(LT ) +
1
2
|| (φ′)−1/2 Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣E(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Q(v) dx
∣∣∣T
0
∣∣∣∣ ,
where the inner products are L2t,x. The goal is to choose the function b such that the left hand side of (9.22) is bound
from below by a positive quantity. With φ satisfying (9.18) we explicitly choose b1 = φ
′
(s+ρM+1)2
− 12 φ
′′
(s+ρM+1)2
. We
note that (9.18) implies
(9.23)
φ′
(s+ ρM + 1)2
− 1
2
φ′′
(s+ ρM + 1)2
≥ 3
4
φ′
(s+ ρM + 1)2
,
and we also make the quick observation that by the definition of ρM
(9.24)
s+ ρM + 1
s+ ρi
− 1 = (ρM − ρi) + 10
s+ ρi
> 0 i = 1, 2.
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We can use the definition of Q(v) in (9.12), (5.6), Lemma 5.6, and (5.12) to see that with b1 chosen as such, we
have
(9.25)
Qb1(v) =
(
∂tv + h
0β(t, x)∂βv
)( φ′
s+ ρM + 1
∂sv
+
1
2
(
2φ′′ − 3φ′
s+ ρM + 1
+
φ′
s+ ρ1
+
φ′
s+ ρ2
)
v
s+ ρM + 1
)
.
We can also see from (9.13) that this choice of b, using (5.6), Lemmas 5.6 and 5.7, we have
(9.26)
Eb1(v, h) =
1
2
∂s
{
hαβ(t, x)
} φ′
s+ ρM + 1
∂αv∂βv
− ∂α
{
hαβ(t, x)
}( φ′
s+ ρM + 1
∂sv
+
1
2
(
2φ′′ − 3φ′
s+ ρM + 1
+
(
φ′
s+ ρ1
+
φ′
s+ ρ2
))
v
s+ ρM + 1
)
∂βv
− h
iβ(t, x)
s+ ρM + 1
[(
φ′′ − φ′
s+ ρM + 1
νi∂sv +
(
φ′
s+ ρ1
)
(x0σ1)
i∂σ1v +
(
φ′
s+ ρ2
)
(x0σ2)
i∂σ2v
)
+
1
2
((
2φ′′′ − 7φ′′ + 6φ′
s+ ρM + 1
+
φ′′ − φ′
s+ ρ1
+
φ′′ − φ′
s+ ρ2
)
νi
− φ
′
s+ ρ1
(
s+ ρM + 1
s+ ρ1
)(
νi +
∂σ1ρ1
s+ ρ1
(x0σ1)
i +
∂σ2ρ1
s+ ρ2
(x0σ2)
i
)
− φ
s+ ρ2
(
s+ ρM + 1
s+ ρ2
)(
νi +
∂σ1ρ2
s+ ρ1
(x0σ1)
i +
∂σ2ρ2
s+ ρ2
(x0σ2)
i
))
v
s+ ρM + 1
]
∂βv
+
1
2
hαβ(t, x)
s+ ρM + 1
(
2φ′ − φ′′
s+ ρM + 1
)
(∂αv)(∂βv).
With this choice of b, using (9.23) and (9.24) in (9.22) we see that
(9.27)
∫∫
LT
[
3
4
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2 +
3
2
(
φ′′
(s+ ρM + 1)2
)
(∂sv)
2
+
1
2
(
φ′′
(s+ ρM + 1)2
)(|∇∗σ1v|2 + |∇∗σ2v|2)
+
(
1
2
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+ lφ(s, σ1, σ2)
)
v2
]
dxdt
≤1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
v〉L2(LT )
+
1
2
|| (φ′)−1/2 Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣Eb1(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb1(v) dx
∣∣∣T
0
∣∣∣∣ ,
where we are letting
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(9.28) lφ(s, σ1, σ2) = −
[
1
4
∆2φ+
1
2
∆
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
+
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ)))] .
We claim that as a consequence of (9.18) and (5.1), the lower order term with coefficient lφ(s, σ1, σ2) given by
(9.28) is a negligible error, i.e.
(9.29)
1
2
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+ lφ(s, σ1, σ2) ≥ 1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
Proof of (9.29). This is quite a long calculation; (9.29) relies on the fact that we can select λ 1 sufficiently large as
necessary. Using (5.15), as well as the fact that ∂sφ = φ
′
s+ρM
by (5.6), we see that
(9.30)
1
4
∆2φ =
1
4
φ(4)
(s+ ρM + 1)4
+
φ′′′
(s+ ρM + 1)4
(
−3
2
+
1
2
K(s, σ1, σ2)(s+ ρM + 1)
)
+
φ′′
(s+ ρM + 1)4
[11
4
− 3
2
K(s, σ1, σ2)(s+ ρM + 1)
− 1
4
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
(s+ ρM + 1)
2
]
+
φ′
(s+ ρM + 1)4
[
− 3
2
+K(s, σ1, σ2)(s+ ρM + 1)
+
1
4
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
(s+ ρM + 1)
2
+
1
4
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
)
(s+ ρM + 1)
3
]
.
Here, OK(s, σ1, σ2) is given explicitly in (5.16). Likewise, we can use (5.12) to compute
(9.31)
1
2
∆
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
=
1
4
φ(4)
(s+ ρM + 1)4
+
φ′′′
(s+ ρM + 1)4
(
−7
4
+
1
4
K(s, σ1, σ2)(s+ ρM + 1)
)
+
φ′′
(s+ ρM + 1)4
(4−K(s, σ1, σ2)(s+ ρM + 1))
+
φ′
(s+ ρM + 1)4
(−3 +K(s, σ1, σ2)(s+ ρM + 1)) .
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Furthermore, we see by (5.6), (5.12), and Lemma 5.6 that
(9.32)
(1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ)) )
= −1
2
(φ′′)2
φ′(s+ ρM + 1)4
+
φ′′′
(s+ ρM + 1)4
+
φ′′
(s+ ρM + 1)4
(−3 +K(s, σ1, σ2)(s+ ρM + 1))
+
φ′
(s+ ρM + 1)4
(
5
2
− 2K(s, σ1, σ2)(s+ ρM + 1)
−1
2
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
(s+ ρM + 1)
2
)
.
Now combining (9.30), (9.31), (9.32), we can use (9.28), as well as the fact that 14φ
′ + 14φ
′′ ≥ 0 to see that
(9.33)
lφ(s, σ1, σ2) =
1
(s+ ρM + 1)4
(
2φ′ − 15
4
φ′′ +
9
4
φ′′′ − 1
2
φ(iv)
)
+
1
(s+ ρM + 1)3
K(s, σ1, σ2)
(
3
2
φ′′ − 3
4
φ′′′
)
+
1
(s+ ρM + 1)2
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2(
1
4
φ′ +
1
4
φ′′
)
− φ
′
(s+ ρM + 1)
(
1
4
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
))
+
1
2
(φ′′)2
φ′(s+ ρM + 1)4
≥ 1
(s+ ρM + 1)4
(
2φ′ − 3
4
φ′′ +
3
4
φ′′′ − 1
2
φ(iv)
)
+
1
(s+ ρM + 1)3
K(s, σ1, σ2)
(
3
2
φ′′ − 3
4
φ′′′
)
− φ
′
(s+ ρM + 1)
(
1
4
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
))
.
Now using (9.18) as well as the fact that K(s, σ1, σ2)(s+ ρM + 1) ≤ CV and OK(s, σ1, σ2) = O((s+ ρM )−4) by
(5.1), we see that
(9.34) lφ(s, σ1, σ2) ≥ −CV φ
′
(s+ ρM + 1)4
for some constant CV > 0 that depends only on the obstacle V . We can then use (9.34) to conclude
1
2
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+ lφ(s, σ1, σ2)
≥ 1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+
(
φ′
(s+ ρM + 1)4
)(
1
2
(φ′′)2 − CV
)
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≥ 1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+
(
φ′
(s+ ρM + 1)4
)(
1
2
(
λ
C
)2
− CV
)
≥ 1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
if we choose λ ≥ λV := C
√
2CV & 1 sufficiently large in (9.18), Here we have used that 12φ′ ≥ φ′′ ≥ λC for some
universal constant C > 0. This establishes (9.29).
Thus, combining (9.29) with (9.27), again using that |∇u|2 = (∂su)2 + |∇∗σ1u|2 + |∇∗σ2u|2 gives
(9.35)
∫∫
LT
[
3
4
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2 +
1
2
(
φ′′
(s+ ρM + 1)2
)
|∇v|2
+
1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
v2
]
dxdt
≤1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
v〉L2(LT )
+
1
2
|| (φ′)−1/2 Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣Eb1(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb1(v) dx
∣∣∣T
0
∣∣∣∣
We can use Cauchy-Schwarz inequality, Young’s inequality, the fact that (φ′)  λ ≥ 2 by choosing λ larger if
necessary, as well as (9.7) and (9.6), to conclude that
(9.36)
1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
v〉L2(LT )
+
1
2
|| (φ′)−1/2 Pskewφ v||2L2(LT )
≤1
2
〈Pselfφ v,Pskewφ v〉L2(LT ) +
1
4
||Pselfφ v||2L2(LT ) +
1
4
||Pskewφ v||2L2(LT )
+ ||
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
v||2L2(LT )
.||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT )
+ ||
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)
v||2L2(LT ).
Now (9.18) implies that
(
1
2
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
)2
 (s+ ρM + 1)−4(φ′′)(φ′)2,
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so therefore the error term occuring in (9.36) is negligible and can be harmlessly bootstrapped to the left hand side of
(9.35). This means we can conclude
(9.37)
∫∫
LT
[
3
4
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2 +
1
2
(
φ′′
(s+ ρM + 1)2
)
|∇v|2
+
1
4
(
φ′′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
v2
]
dxdt
.||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT ) +
∫∫
LT
∣∣∣Eb1(v, h)∣∣∣ dxdt+ ∣∣∣ ∫
Ω
Qb1(v) dx
∣∣∣T
0
∣∣∣.
Then, using (9.18) and λ 1 we can strengthen the left hand side and rewrite (9.35) as
(9.38)
||(s+ ρM + 1)−1(1 + φ′)1/2∂tv||2L2(LT ) + ||(s+ ρM + 1)−1(1 + φ′′)1/2|∇u|||2L2(LT )
+ ||(s+ ρM + 1)−2(1 + φ′′)1/2(1 + φ′)v||2L2(LT )
. ||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT ) +
∫∫
LT
∣∣∣Eb1(v, h)∣∣∣ dxdt+ ∣∣∣ ∫
Ω
Qb1(v) dx
∣∣∣T
0
∣∣∣.
We then rewrite (9.38) in terms of u and hu, where as we can recall v = eφu and Pφeφ = eφh. We have the
following estimate, which holds for φ satisfying (9.18):
||〈s+ ρM 〉−1(1 + φ′)1/2eφ∂tu||2L2(LT ) + ||〈s+ ρM 〉−1(1 + φ′′)1/2eφ|∇u|||2L2(LT )
+ ||〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφu||2L2(LT )
. ||eφhu||2L2(LT ) + ||Ppertφ eφu||2L2(LT ) +
∫∫
LT
∣∣∣Eb1(eφu, h)∣∣∣ dxdt+ ∣∣∣ ∫
Ω
Qb1(e
φu) dx
∣∣∣T
0
∣∣∣
where we note that we can commute eφ and ∇ in the second term on the left hand side because the commutator will be
controlled by the third term on the left hand side. We have also used that (s+ρM ) > 0, so (s+ρM ) + 1 ≈ 〈s+ρM 〉 =(
(s+ ρM )
2 + 1
)1/2
.
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Transition Region
We next consider the region log ε−1R/4 ≤ q ≤ log 4ε−2R3, where we are bending the weight φ and must
necessarily relax the convexity condition while maintaining the monotonicity condition. Thus we can no longer assume
that φ′′ is strictly positive, and shall instead assume assume that φ satisfies
(9.39) λ ≤ φ′(q), ∣∣φ′′(q)∣∣ ≤ 1
2
φ′(q), |φ′′′(q)|+ |φ(4)(q)| . φ′
We shall prove:
Proposition 9.2. For u ∈ C2(LT ) and φ satisfying (9.39), we have
(9.40)
||〈s+ ρM 〉−1(1 + φ′)1/2eφ∂u||2L2(LT ) + ||〈s+ ρM 〉−2(1 + φ′)3/2eφu||2L2(LT )
.||eφhu||2L2(LT ) + ||Ppertφ (eφu)||2L2(LT ) +
∫∫
LT
∣∣∣Eb2(eφu, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(e
φu) dx
∣∣∣T
0
∣∣∣∣
+ ||〈s+ ρM 〉−2(1 + φ′)3/2eφu||2L2(LT )
where Qb2(v) is given in (9.44), and Eb2(v) is given in (9.45).
Proof. We argue as before, utilizing the identity (9.14). Because φ′ ≥ λ ≥ 0, we still have (9.21). Thus we have:
∫∫
LT
[
(b) (∂tv)
2 +
(
φ′′
(s+ ρM + 1)2
+
φ′
(s+ ρM + 1)2
− b
)
(∂sv)
2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ1
)
− b
)
|∇∗σ1v|2
+
(
φ′
(s+ ρM + 1)2
(
s+ ρM + 1
s+ ρ2
)
− b
)
|∇∗σ2v|2
+
((
φ′′
(s+ ρM + 1)2
− φ
′
(s+ ρM + 1)2
+ b
)(
φ′
s+ ρM + 1
)2)
v2
−
[
1
4
∆2φ− 1
2
∆b+
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ)))] v2] dxdt
≤ 1
2
〈Pselfφ v,Pskewφ v〉L2(LT ) − 〈Pselfφ v, bv〉L2(LT ) +
1
2
||(φ′)−1Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣E(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Q(v) dx
∣∣∣0
T
∣∣∣∣ .
Since we no longer have that φ′′ is strictly positive, in order to maintain as much positivity on the left hand side as
possible, we instead choose b2 = 14
φ′
(s+ρM+1)2
. We have
(9.41)
s+ ρM + 1
s+ ρi
− 1
4
>
3
4
, i = 1, 2
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by the choice of ρM , while by (9.39) we have
(9.42)
φ′′
(s+ ρM + 1)2
+
(
1− 1
4
)
φ′
(s+ ρM + 1)2
≥ 1
4
φ′
(s+ ρM + 1)2
,
and
(9.43)
(
φ′′
(s+ ρM + 1)2
− 3
4
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
≥ −5
4
φ′
(s+ ρM + 1)2
(
φ′
s+ ρM + 1
)2
.
We can also see that with this choice of b by (9.12) we now have
(9.44)
Qb2(v) =
(
∂tv + h
0β(t, x)∂βv
)( φ′
s+ ρM + 1
∂sv
+
1
2
(
1
2
2φ′′ − 3φ′
s+ ρM + 1
+
φ′
s+ ρ1
+
φ′
s+ ρ2
)
v
s+ ρM + 1
)
.
Using (9.13) as well as (5.6), Lemmas 5.6 and 5.7 again, we can see that we also have have
(9.45)
Eb2(v, h) =
1
2
∂s
{
hαβ(t, x)
} φ′
s+ ρM + 1
∂αv∂βv
− ∂α
{
hαβ(t, x)
}( φ′
s+ ρM + 1
∂sv
+
(
1
4
2φ′′ − 3φ′
s+ ρM + 1
+
1
2
φ′
s+ ρ1
+
1
2
φ′
s+ ρ2
)
v
s+ ρM + 1
)
∂βv
− h
iβ(t, x)
s+ ρM + 1
[(
φ′′ − φ′
s+ ρM + 1
νi∂sv +
(
φ′
s+ ρ1
)
(x0σ1)
i∂σ1v +
(
φ′
s+ ρ2
)
(x0σ2)
i∂σ2v
)
+
1
2
(
1
2
2φ′′′ − 7φ′′ + 6φ′
s+ ρM + 1
+
φ′′ − φ′
s+ ρ1
+
φ′′ − φ′
s+ ρ2
− φ
′
s+ ρ1
(
s+ ρM + 1
s+ ρ1
)(
νi +
∂σ1ρ1
s+ ρ1
(x0σ1)
i +
∂σ2ρ1
s+ ρ2
(x0σ2)
i
)
− φ
s+ ρ2
(
s+ ρM + 1
s+ ρ2
)(
νi +
∂σ1ρ2
s+ ρ1
(x0σ1)
i +
∂σ2ρ2
s+ ρ2
(x0σ2)
i
))
v
s+ ρM + 1
]
∂βv
+
1
4
hαβ(t, x)
s+ ρM + 1
(
φ′
s+ ρM + 1
)
(∂αv)(∂βv)
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With this choice of b, using (9.41), (9.42), and (9.43), we have
(9.46)
∫∫
LT
[
1
4
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2 +
1
4
(
φ′
(s+ ρM + 1)2
)
(∂sv)
2
+
3
4
(
φ′
(s+ ρM + 1)2
)(|∇∗σ1v|2 + |∇∗σ2v|2)
+
1
4
(
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
v2
]
dxdt
≤ 1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
−1
4
φ′
(s+ ρM + 1)2
)
v〉L2(LT ) +
1
2
||(φ′)−1Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣Eb2(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(v) dx
∣∣∣T
0
∣∣∣∣
+
∫∫
LT
(
3
2
(
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+ l˜φ(s, σ1, σ2)
)
v2 dxdt,
where
(9.47) l˜φ(s, σ1, σ2) =
[
1
4
∆2(φ)− 1
8
∆
(
φ′
s+ ρM + 1
)
+
(
1
2
(φ′)−1 (∆φ)2 +∇φ · ∇ ((φ′)−1(∆φ)))] .
To deal with (9.47) we must calculate
(9.48)
1
8
∆
(
φ′
(s+ ρM + 1)2
)
=
1
8
φ′′′
(s+ ρM + 1)4
+
φ′′
(s+ ρM + 1)4
(
−5
8
+
1
8
K(s, σ1, σ2)(s+ ρM + 1)
)
+
φ′
(s+ ρM + 1)4
(
3
4
− 1
4
K(s, σ1, σ2)(s+ ρM + 1)
)
.
Now we can combine (9.48) with (9.30) and (9.32) to see that (9.47) gives
(9.49)
l˜φ(s, σ1, σ2) =
1
(s+ ρM + 1)4
(
1
4
φ′ +
3
8
φ′′ − 5
8
φ′′′ +
1
4
φ(iv)
)
+
1
(s+ ρM + 1)3
K(s, σ1, σ2)
(
−3
4
φ′ − 5
8
φ′′ +
1
2
φ′′′
)
− 1
(s+ ρM + 1)2
(
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2(
1
4
φ′ +
1
4
φ′′
)
+
φ′
s+ ρM + 1
(
1
4
((
ρ2 − ρ1
(s+ ρ1)(s+ ρ2)
)2
K(s, σ1, σ2) +OK(s, σ1, σ2)
))
− 1
2
(φ′′)2
φ′(s+ ρM + 1)4
.
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Just as before, we can use (9.39) and the facts that K(s, σ1, σ1)(s + ρM + 1) ≤ C(1)V and OK(s, σ1, σ2) = O((s +
ρM )
−4) by (5.1) to see that
(9.50) l˜φ(s, σ1, σ2) ≤ CV φ
′
(s+ ρM + 1)4
for some constant CV that depends only on the illuminated obstacle. Using (9.50) and recalling that |∇v|2 =
(∂sv)
2 + |∇∗σ1v|2 + |∇∗σ2v|2, we see that (9.46) implies
(9.51)
1
4
∫∫
LT
[(
φ′
(s+ ρM + 1)2
)
|∇v|2 +
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2
+
(
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
v2
]
dxdt
≤1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
−1
4
φ′
(s+ ρM + 1)2
)
v〉L2(LT ) +
1
2
||(φ′)−1Pskewφ v||2L2(LT )
+
∫∫
LT
∣∣∣Eb2(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(v) dx
∣∣∣T
0
∣∣∣∣
+
∫∫
LT
(
3
2
(
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
+ CV
φ′
(s+ ρM + 1)4
)
v2 dxdt
We can use the Cauchy-Schwarz and Young’s inequalities again, as well as the fact that φ′ ≥ λ ≥ 2 by choosing λ large
if necessary, to see that
(9.52)
1
2
〈Pselfφ v,Pskewφ v〉L2(LT )
+ 〈Pselfφ v,
(
−1
4
φ′
(s+ ρM + 1)2
)
v〉L2(LT ) +
1
2
||(φ′)−1Pskewφ v||2L2(LT )
≤1
2
〈Pselfφ v,Pskewφ v〉L2(LT ) +
1
4
||Pselfφ v||2L2(LT ) +
1
4
||Pskewφ v||2L2(LT )
+
∣∣∣∣∣∣ (1
4
φ′
(s+ ρM + 1)2
)
v
∣∣∣∣∣∣2
L2(LT )
.||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT ) + ||
(
φ′
(s+ ρM + 1)2
)
v||2L2(LT )
where we have again used (9.7) and (9.6). We can note that (9.39) implies that
(
φ′
(s+ ρM + 1)2
)
. (s+ ρM + 1)−2(φ′)3/2.
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Thus, combining (9.51) and (9.52) we have
(9.53)
1
4
∫∫
LT
[(
φ′
(s+ ρM + 1)2
)
|∇v|2 +
(
φ′
(s+ ρM + 1)2
)
(∂tv)
2
+
(
φ′
(s+ ρM + 1)2
)(
φ′
s+ ρM + 1
)2
v2
]
dxdt
.||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT ) +
∫∫
LT
∣∣∣Eb2(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(v) dx
∣∣∣0
T
∣∣∣∣
+ ||〈s+ ρM 〉−2(1 + φ′)3/2v||2L2(LT ).
Using (9.39), specifically φ′ ≥ λ 1, we can strengthen the left hand we see that
(9.54)
||〈s+ ρM 〉−1(1 + φ′)1/2∂v||2L2(LT ) + ||〈s+ ρM 〉−2(1 + φ′)3/2v||2L2(LT )
.||Pφv||2L2(LT ) + ||Ppertφ v||2L2(LT ) +
∫∫
LT
∣∣∣Eb2(v, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(v) dx
∣∣∣0
T
∣∣∣∣
+ ||〈s+ ρM 〉−2(1 + φ′)3/2v||2L2(LT ).
In terms of eφu = v and eφh = Pφeφ, (9.54) implies that when (9.39) holds we have the following estimate:
||〈s+ρM 〉−1(1 + φ′)1/2eφ∂u||2L2(LT ) + ||〈s+ ρM 〉−2(1 + φ′)3/2eφu||2L2(LT )
.||eφhu||2L2(LT ) + ||Ppertφ (eφu)||2L2(LT ) +
∫∫
LT
∣∣∣Eb2(eφu, h)∣∣∣ dxdt+ ∣∣∣∣∫
Ω
Qb2(e
φu) dx
∣∣∣0
T
∣∣∣∣
+ ||〈s+ ρM 〉−2(1 + φ′)3/2eφu||2L2(LT )
where we have again used that we can commute ∂ and eφ in the first term on the left because the commutator is
controlled by the second term on the left.
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Combined Estimate
We now combine the estimates (9.19) and (9.40). To do so, we apply each to cutoff solutions supported where we
are assuming our φ satisfies (9.18), respectively (9.39). As we shall see, the error terms arising from commuting the
cutoffs with h will be negligible when we combine our estimates.
Specifically, let η1 be a smooth positive cutoff such that η1(z) = 1 for z ≤ ε−1/2 and η1(z) = 0 for z ≥ ε−1. We
then have that u1 = η1
(
s+ρM+1
R
)
u has the property that u1 = u for (s+ ρM + 1) ≤ ε−1R/2 and u1 is supported in
(s+ ρM + 1) ≤ ε−1R where (9.18) holds and thus (9.19) applies. We can then apply (9.19) to u1, noting that
hu1 = h
(
η1
(
s+ ρM + 1
R
)
u
)
= η1
(
s+ ρM + 1
R
)
hu+
[
h, η1
(
s+ ρM + 1
R
)]
u.
We then see by (5.6), (5.8), and Lemmas 5.6 and 5.7 that
(9.55)
∣∣∣∣∣∣eφ [h, η1(s+ ρM + 1
R
)]
u
∣∣∣∣∣∣2
L2(LT )
.|
∣∣∣∣∣∣eφ 2
R
η′1
(
s+ ρM + 1
R
)
∂su
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣eφhiβ(t, x) 2
R
η′1
(
s+ ρM + 1
R
)
νi∂βu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣eφ( 1
R2
η′′1
(
s+ ρM + 1
R
)
+
1
R
K(s, σ1, σ1)η
′
1
(
s+ ρM + 1
R
))
u
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣eφhij(t, x)( 1
R2
η′′1
(
s+ ρM + 1
R
)
νiνj +
1
R
η′1
(
s+ ρM + 1
R
)
∂νi
∂xj
)
u
∣∣∣∣∣∣2
L2(LT )
.||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
where the implicit constant may depend on the ε; however, this is irrelevant as ε is only used in the construction of the
weight function φ and plays no other role. On the other hand, the constant is independent of R, because R ≈ 〈s+ ρM 〉
on the support of η′1
(
s+ρM+1
R
)
and η′′1
(
s+ρM+1
R
)
, while (5.1) implies that |K(s, σ1, σ2)| . CV〈s + ρM 〉−1, and
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Lemma 5.7 gives that
∣∣νi∣∣ ≤ 1 and ∣∣∣ ∂νi∂xj ∣∣∣ . CV〈s+ ρM 〉−1. Now applying (9.19) and using (9.55) gives
(9.56)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+ ||〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ
(
η1
(
s+ ρM + 1
R
)
u
)
||2L2(LT )
.
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ ||Ppertφ
(
eφη1
(
s+ ρM + 1
R
)
u
)
||2L2(LT )
+
∫∫
LT
∣∣∣Eb1 (eφη1(s+ ρM + 1R
)
u, h
) ∣∣∣ dxdt+ ∣∣∣ ∫
Ω
Qb1
(
eφη1
(
s+ ρM + 1
R
)
u
)
dx
∣∣∣T
0
∣∣∣
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R})).
We next turn to addressing the error terms. First, Lemma 5.7 gives
(9.57)
∣∣∣∣hiβ(t, x)∂β (eφη1(s+ ρM + 1R
)
u
)∣∣∣∣ =∣∣∣∣hiβ(t, x)η1(s+ ρM + 1R
)
eφ∂βu
∣∣∣∣
+
∣∣∣∣hij(t, x)( φ′s+ ρM + 1η1
(
s+ ρM + 1
R
)
+
1
R
η′1
(
s+ ρM + 1
R
))
νjeφu
∣∣∣∣
.
[|hiβ(t, x)eφ∂βu|+ |hij(t, x)〈s+ ρM 〉−1(1 + φ′)eφu|] 11{s+ρM+1≤ε−1R}
with the constant is independent of R, since R ≈ 〈s + ρM 〉 on the support of η′1
(
s+ρM+1
R
)
. Now using (9.3) along
with (9.57) and Lemma 5.7 and (5.1) again gives
(9.58)
∣∣∣∣∣∣Ppertφ (eφη1(s+ ρM + 1R
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
∣∣∣∣∣∣2hiβ(t, x)( φ′
s+ ρM + 1
∂s
∂xi
)
∂β
(
eφη1
(
s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣hij(t, x)((( φ′
s+ ρM + 1
)2
+
φ′ − φ′′
(s+ ρM + 1)2
)
νiνj
− φ
′
s+ ρM + 1
∂νi
∂xj
)(
eφη1
(
s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
. ||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2([0,T ]×(Ω∩{s+ρM+1≤ε−1R})).
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Using (9.26) as well as (9.57), (5.1), Lemmas 5.6 and 5.7, we can also see that
∣∣∣∣Eb1 (eφη1(s+ ρM + 1R
)
u, h
)∣∣∣∣
=
∣∣∣1
2
∂s
{
hαβ(t, x)
} φ′
s+ ρM + 1
∂α
(
eφη1
(
s+ ρM + 1
R
)
u
)
∂β
(
eφη1
(
s+ ρM + 1
R
)
u
)
− ∂α
{
hαβ(t, x)
}
∂β
(
eφη1
(
s+ ρM + 1
R
)
u
)[
φ′
s+ ρM + 1
∂s
(
eφη1
(
s+ ρM + 1
R
)
u
)
+
1
2
η1
(
s+ ρM + 1
R
)(
2φ′′ − 3φ′
s+ ρM + 1
+
(
φ′
s+ ρ1
+
φ′
s+ ρ2
))(
eφu
s+ ρM + 1
)]
− h
iβ(t, x)
s+ ρM + 1
∂β
(
eφη1
(
s+ ρM + 1
R
)
u
)[(
φ′′ − φ′
s+ ρM + 1
νi∂s
(
eφη1
(
s+ ρM + 1
R
)
u
)
+η1
(
s+ ρM + 1
R
)(
φ′
s+ ρ1
)
(x0σ1)
i
(
eφ∂σ1u
)
+
(
φ′
s+ ρ2
)
(x0σ2)
i
(
eφ∂σ2u
))
+
1
2
η1
(
s+ ρM + 1
R
)(
2φ′′′ − 7φ′′ + 6φ′
s+ ρM + 1
+
φ′′ − φ′
s+ ρ1
+
φ′′ − φ′
s+ ρ2
− φ
′
s+ ρ1
(
s+ ρM + 1
s+ ρ1
)(
νi +
∂σ1ρ1
s+ ρ1
(x0σ1)
i +
∂σ2ρ1
s+ ρ2
(x0σ2)
i
)
− φ
s+ ρ2
(
s+ ρM + 1
s+ ρ2
)(
νi +
∂σ1ρ2
s+ ρ1
(x0σ1)
i +
∂σ2ρ2
s+ ρ2
(x0σ2)
i
))
eφu
s+ ρM + 1
]
+
1
2
hαβ(t, x)
s+ ρM + 1
(
φ′′ − 2φ′
s+ ρM + 1
)
∂α
(
eφη1
(
s+ ρM + 1
R
)
u
)
∂β
(
eφη1
(
s+ ρM + 1
R
)
u
) ∣∣∣
≤CV
(
|∂h|+ |h|〈s+ ρM 〉
)(
1 + φ′
〈s+ ρM 〉
)(
eφ|∂u|+ (1 + φ′) e
φ|u|
〈s+ ρM 〉
)2
11{s+ρM+1≤ε−1R}
. sup
{s+ρM+1≤ε−1R}
(
e2φ(1 + φ′)3
〈s+ ρM 〉
)(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
.
Now by letting C(1)φ = sups+ρM+1≤ε−1R
(
e2φ(1+φ′)3
〈s+ρM 〉
)
<∞, we see that
(9.59)
∣∣∣∣Eb1 (eφη1(s+ ρM + 1R
)
u, h
)∣∣∣∣ . C(1)φ (|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
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Finally we deal with the time boundary terms. Using (9.25), Lemmas 5.6, 5.7, and (5.1) once more, we see that
(9.60)
∣∣∣Qb1 (eφη1(s+ ρM + 1R
)
u
) ∣∣∣
=
∣∣∣ [η1(s+ ρM + 1
R
)(
eφ∂tu+ h
0β(t, x)eφ∂βu+ h
0i(t, x)νiφ′
eφu
s+ ρM + 1
)
+h0i(t, x)νiη′1
(
s+ ρM + 1
R
)
eφu
R
]
×(
φ′
s+ ρM + 1
(
η1
(
s+ ρM + 1
R
)(
eφ∂su+ φ
′ e
φu
s+ ρM + 1
)
+ η′1
(
s+ ρM + 1
R
)
eφu
R
)
+
1
2
η1
(
s+ ρM + 1
R
)(
2φ′′ − 3φ′
s+ ρM + 1
+
φ′
s+ ρ1
+
φ′
s+ ρ2
) (
eφu
)
s+ ρM + 1
)∣∣∣
.e
2φφ′(1 + φ′)2
s+ ρM + 1
(
|∂u|+ |u|
s+ ρM + 1
)2
11s+ρM+1≤ε−1R
. sup
s+ρM+1≤ε−1R
(
e2φφ′(1 + φ′)2
s+ ρM + 1
)(
(∂u)2 +
(
u
s+ ρM
)2)
.C(1)φ
(
(∂u)2 +
(
u
s+ ρM
)2)
where the implicit constant is independent of R by the support of η′1. We can use (9.60) to see that
(9.61)
∣∣∣ ∫
Ω
Qb1
(
eφη1
(
s+ ρM + 1
R
)
u
)
dx
∣∣∣T
0
∣∣∣
≤
∫
Ω
∣∣∣Qb1 (eφη1(s+ ρM + 1R
)
u
) ∣∣∣ dx∣∣∣
t=0
+
∫
Ω
∣∣∣Qb1 (eφη1(s+ ρM + 1R
)
u
) ∣∣∣ dx∣∣∣
t=T
.C(1)φ
(∫
Ω
(
(∂u)2 +
(
u
s+ ρM
)2)
dx
∣∣∣
t=0
+
∫
Ω
(
(∂u)2 +
(
u
s+ ρM
)2)
| dx
∣∣∣
t=T
)
.C(1)φ (E[u](0) + E[u](T ))
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where in the last step we have used the Hardy inequality (5.18), as well as the energy defined in (1.6). Thus, combining
(9.58), (9.59), and (9.61) with (9.56) gives
(9.62)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+ ||〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ
(
η1
(
s+ ρM + 1
R
)
u
)
||2L2(LT )
.C(1)φ (E[u](0) + E[u](T )) +
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT
+ C
(1)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ ||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2(LT∩{s+ρM+1≤ε−1R})
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R})).
Now let η2 be a smooth positive cutoff such that 0 ≤ η2(z) ≤ 1, η2(z) = 1 for ε−1/2 ≤ z and η2(z) = 0 for
z ≤ ε−1/4. Let η3(z) be another smooth positive cutoff function such that 0 ≤ η3(z) ≤ 1, η3(z) = 1 for z ≤ 2ε−2
and η3(z) = 0 for z ≥ 4ε−2. We then have that u2 = η2
(
s+ρM+1
R
)
η3
(
s+ρM+1
R3
)
u has the property that u2 = u for
ε−1R/2 ≤ (s+ ρM ) + 1 ≤ 2ε−2R3 and u2 is supported in ε−1R/4 ≤ (s+ ρM ) + 1 ≤ 4ε−1R3 where (9.39) holds
and so (9.40) applies. We can then apply (9.40) to u2, noting as before that
hu2 = h
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
= η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
hu+
[
h, η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)]
u.
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We can use (5.6), (5.8) and Lemmas 5.6 and 5.7 to see that
(9.63)
∣∣∣∣∣∣eφ [h, η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)]
u
∣∣∣∣∣∣2
L2
.
∣∣∣∣∣∣eφ 2
R
η′2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
∂su
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφhiβ(t, x) 2
R
η′2
(
s+ ρM + 1
R
)
νiη3
(
s+ ρM + 1
R3
)
∂βu
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφ( 1
R2
η′′2
(
s+ ρM + 1
R
)
+
1
R
K(s, σ1, σ1)η
′
2
(
s+ ρM + 1
R
))
η3
(
s+ ρM + 1
R3
)
u
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφhij(t, x)( 1
R2
η′′2
(
s+ ρM + 1
R
)
νiνj
+
1
R
η′2
(
s+ ρM + 1
R
)
∂νi
∂xj
)
η3
(
s+ ρM + 1
R3
)
u
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφ 2
R3
η′3
(
s+ ρM + 1
R3
)
η2
(
s+ ρM + 1
R
)
∂su
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφhiβ(t, x) 2
R3
η′3
(
s+ ρM + 1
R3
)
νiη2
(
s+ ρM + 1
R
)
∂βu
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφ( 1
R6
η′′3
(
s+ ρM + 1
R3
)
+
1
R3
K(s, σ1, σ1)η
′
3
(
s+ ρM + 1
R3
))
η2
(
s+ ρM + 1
R
)
u
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφhij(t, x)( 1
R6
η′′3
(
s+ ρM + 1
R
)
νiνj
+
1
R3
η′3
(
s+ ρM + 1
R3
)
∂νi
∂xj
)
η2
(
s+ ρM + 1
R
)
u
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφ 2
R4
η′2
(
s+ ρM + 1
R
)
η′3
(
s+ ρM + 1
R3
)
u
∣∣∣∣∣∣2
L2
+
∣∣∣∣∣∣eφhij(t, x) 2
R4
η′2
(
s+ ρM + 1
R
)
νiη′3
(
s+ ρM + 1
R3
)
νju
∣∣∣∣∣∣2
L2
.||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3})).
As before, the implicit constant may depend on ε, but this does not matter because ε plays no role other than in the
construction of the weght function φ. However, the constant is independent of R, because R−1 ≈ 〈s + ρM 〉−1 on
the support of η′2
(
s+ρM+1
R
)
, η′′2
(
s+ρM+1
R
)
, while R−3 ≈ 〈s+ ρM 〉−1 on the support of η′3
(
s+ρM+1
R3
)
, η′′3
(
s+ρM+1
R3
)
,
and since η′2
(
s+ρM+1
R
)
and η′3
(
s+ρM+1
R3
)
have disjoint supports. Furthermore, we have used that (5.1) implies that
|K(s, σ1, σ2)| . CV〈s+ ρM 〉−1, while
∣∣νi∣∣ ≤ 1, and (5.1) and Lemma 5.7 together imply ∣∣∣ ∂2s∂xi∂xj ∣∣∣ . CV〈s+ ρM 〉−1.
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Using (9.63) we see that (9.40) implies
(9.64)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+ ||Ppertφ
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
||2L2(LT )
+
∫∫
LT
∣∣∣Eb2 (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u, h
) ∣∣∣ dxdt
+
∣∣∣∣∫
Ω
Qb2
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
dx
∣∣∣0
T
∣∣∣∣
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
Just as before, we next deal with the error terms. Since Lemmas 5.6 and 5.7 give
(9.65)
∣∣∣∣hiβ(t, x)∂β (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u
)∣∣∣∣ ≤∣∣∣∣hiβ(t, x)η2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
eφ∂βu
∣∣∣∣
+
∣∣∣∣hij(t, x)( φ′s+ ρM + 1η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
+
1
R
η′2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
+
1
R3
η2
(
s+ ρM + 1
R
)
η′3
(
s+ ρM + 1
R3
))
νieφu
∣∣∣∣
. |hiβ(t, x)eφ∂βu|+ |hij(t, x)〈s+ ρM 〉−1(1 + φ′)eφu|11{ε−1R/4≤s+ρM+1≤4ε−2R3}
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with the constant depending only on η, sinceR−1 ≈ 〈s+ρM 〉−1 on the support of η′2
(
s+ρM+1
R
)
andR−3 ≈ 〈s+ρM 〉−1
on the support of η′3
(
s+ρM+1
R3
)
. Now using (9.3) along with Lemmas 5.6 and 5.7, and applying (9.65) gives
(9.66)
||Ppertφ
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
||2L2(LT )
≤||2hiβ(t, x)
(
φ′
s+ ρM + 1
νi
)
∂β
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
||2L2(LT )
+ ||hij(t, x)
(((
φ′
s+ ρM + 1
)2
+
φ′ − φ′′
(s+ ρM + 1)2
)
νiνj
− φ
′
s+ ρM + 1
∂νi
∂xj
)(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
||2L2(LT )
.||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤4ε−2R3}))
by the support of η2, η3. Using (9.45) as well as (9.65) and Lemmas 5.6 and 5.7 again, we can also see that as before
∣∣∣∣Eb2 (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u, h
)∣∣∣∣
=
∣∣∣1
2
∂s
{
hαβ(t, x)
} φ′
s+ ρM + 1
∂α
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
×
∂β
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
− ∂α
{
hαβ(t, x)
}
∂β
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
×[
φ′
s+ ρM + 1
∂s
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
+
1
2
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
×(
2φ′′ − 3φ′
s+ ρM + 1
+
(
φ′
s+ ρ1
+
φ′
s+ ρ2
))(
eφu
s+ ρM + 1
)]
− h
iβ(t, x)
s+ ρM + 1
∂β
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
×[
φ′′ − φ′
s+ ρM + 1
νi∂s
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
+ η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
×
+
((
φ′
s+ ρ1
)
(x0σ1)
i
(
eφ∂σ1u
)
+
(
φ′
s+ ρ2
)
(x0σ2)
i
(
eφ∂σ2u
))
+
1
2
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
×(
1
2
2φ′′′ − 7φ′′ + 6φ′
s+ ρM + 1
+
φ′′ − φ′
s+ ρ1
+
φ′′ − φ′
s+ ρ2
− φ
′
s+ ρ1
(
s+ ρM + 1
s+ ρ1
)(
νi +
∂σ1ρ1
s+ ρ1
(x0σ1)
i +
∂σ2ρ1
s+ ρ2
(x0σ2)
i
)
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− φ
s+ ρ2
(
s+ ρM + 1
s+ ρ2
)(
νi +
∂σ1ρ2
s+ ρ1
(x0σ1)
i +
∂σ2ρ2
s+ ρ2
(x0σ2)
i
))
eφu
s+ ρM + 1
]
+
1
2
hαβ(t, x)
s+ ρM + 1
(
φ′′ − 2φ′
s+ ρM + 1
)
∂α
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
×
∂β
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣
≤CV
(
|∂h|+ |h|〈s+ ρM 〉
)(
1 + φ′
〈s+ ρM 〉
)(
eφ|∂u|+ (1 + φ′) e
φ|u|
〈s+ ρM 〉
)2
11{ε−1R/4≤s+ρM+1≤4ε−2R3}
. sup
{ε−1R/4≤s+ρM+1≤4ε−2R3}
(
e2φ(1 + φ′)3
〈s+ ρM 〉
)(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
where the constant CV is independent of R by the supports of η′2 and η
′
3. By letting
C
(2)
φ = sup
ε−1R/4≤s+ρM+1≤4ε−2R3
(
e2φ(1 + φ′)3
〈s+ ρM 〉
)
<∞,
we see that
(9.67)
∣∣∣∣Eb2 (eφη2(s+ ρM + 1R
)
u, h
)∣∣∣∣ . C(2)φ (|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
.
We can address the time boundary terms. Using (9.44) we see that
(9.68)
∣∣∣Qb2 (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣
=
∣∣∣ [η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)(
eφ∂tu+ h
0β(t, x)eφ∂βu+ h
0i(t, x)νiφ′
eφu
s+ ρM + 1
)
+ h0i(t, x)νiη′2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφu
R
+η2
(
s+ ρM + 1
R
)
η′3
(
s+ ρM + 1
R3
)
eφu
R3
]
×(
φ′
s+ ρM + 1
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)(
eφ∂su+ φ
′ e
φu
s+ ρM + 1
)
+η′2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφu
R
+ η2
(
s+ ρM + 1
R
)
η′3
(
s+ ρM + 1
R3
)
eφu
R3
)
+
1
2
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)(
1
2
2φ′′ − 3φ′
s+ ρM + 1
+
φ′
s+ ρ1
+
φ′
s+ ρ2
) (
eφu
)
s+ ρM + 1
)∣∣∣
.e
2φφ′(1 + φ′)2
s+ ρM + 1
(
|∂u|+ |u|
s+ ρM + 1
)2
11ε−1R/4≤s+ρM+1≤4ε−2R3
. sup
ε−1R/4≤s+ρM+1≤4ε−2R3
(
e2φφ′(1 + φ′)2
s+ ρM + 1
)(
(∂u)2 +
(
u
s+ ρM
)2)
.C(2)φ
(
(∂u)2 +
(
u
s+ ρM
)2)
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where again, the implicit constant is independent of R by the supports of η′2 and η
′
3. We can use (9.68) to see that
(9.69)
∣∣∣ ∫
Ω
Qb2
(
eφη2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
)
dx
∣∣∣T
0
∣∣∣
≤
∫
Ω
∣∣∣Qb2 (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣ dx∣∣∣
t=0
+
∫
Ω
∣∣∣Qb2 (eφη2(s+ ρM + 1R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣ dx∣∣∣
t=T
≤C(2)φ
(∫
Ω
(
(∂u)2 +
(
u
s+ ρM
)2)
dx
∣∣∣
t=0
+
∫
Ω
(
(∂u)2 +
(
u
s+ ρM
)2)
| dx
∣∣∣
t=T
)
≤C(2)φ (E[u](0) + E[u](T ))
where in the last step we have again used the Hardy inequality (5.18) as well as the energy defined in (1.6). Finally,
combining (9.66), (9.67), and (9.69) with (9.64) gives
(9.70)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.C(2)φ (E[u](0) + E[u](T )) +
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(2)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ ||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
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We now combine our two Carleman estimates (9.62) and (9.70). With these observations, letting C(3)φ = C
(1)
φ +C
(2)
φ <
∞, we see that (9.62) and (9.70) together give
(9.71)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.C(3)φ (E[u](0) + E[u](T ))
+
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(3)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ ||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−1(1 + |h|)eφ∂u||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/2≤s+ρM+1≤ε−1R}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{ε−1R/4≤s+ρM+1≤ε−1R/2}))
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,{2ε−2R3≤s+ρM+1≤4ε−2R3}
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
where we have used that
||〈s+ ρM 〉−1eφ(1 + |h|)∂u||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2(1 + |h|)eφu||2L2([0,T ]×(Ω∩{2ε−2R3≤s+ρM+1≤4ε−2R3}))
. (2ε−2R3)−1||eφu||2LE1
illum,{2ε−2R3≤s+ρM+1≤4ε−2R3}
≤ (2ε−2R3)−1e2φ(log(4ε−2R3))||u||2LE1
illum,{2ε−2R3≤s+ρM+1≤4ε−2R3}
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by (5.2). since again (1 + |h|) ≤ 2 and φ is increasing. Note that letting
C˜
(1)
φ = sup
s+ρM+1≤4ε−2R3
(
e2φ(1 + φ′)4
〈s+ ρM 〉
)
<∞,
we can also estimate
||〈s+ ρM 〉−1|h|φ′eφ∂u||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+ ||〈s+ ρM 〉−2|h|φ′(1 + φ′)eφu||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
≤ C˜(1)φ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3})).
Now observe that η1
(
s+ρM+1
R
) ≡ 1 for ε−1R/4 ≤ s + ρM + 1 ≤ ε−1R/2. Thus, since (1 + φ′)1/2  (1 + |h|),
(1 + φ′′)1/2  (1 + |h|), and (1 + φ′)(1 + φ′′)1/2  (1 + |h|) by (9.18), both the first order and lower order
error terms supported in ε−1R/4 ≤ s + ρM + 1 ≤ ε−1R/2 can be bootstrapped into the first three terms on the
left hand side of (9.71). Likewise, since η2
(
s+ρM+1
R
)
η3
(
s+ρM+1
R3
) ≡ 1 for ε−1R/2 ≤ s + ρM + 1 ≤ ε−1R, and
(1 + φ′)1/2  (1 + |h|) and (1 + φ′)3/2  (1 + |h|) by (9.39), both the first and lower order error terms supported
in ε−1R/2 ≤ s+ ρM + 1 ≤ ε−1R can be bootstrapped into the fourth, fifth, and sixth terms on the left hand side of
100
(9.71). Thus, we have the following estimate:
(9.72)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.C(3)φ (E[u](0) + E[u](T ))
+
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(3)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ C˜
(1)
φ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,{2ε−2R3≤s+ρM+1≤4ε−2R3}
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
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Exterior Region
We now consider the region log ε−2R3 ≤ q, where we are further relaxing the assumptions on φ to allow it to
become constant. We are also assuming that φ is constant for log 8ε−2R3 ≤ q. Thus we can no longer assume that φ′
is strictly positive and shall instead use that φ satisfies
(9.73) 0 ≤ φ′(q) . 1, ∣∣φ′′(q)∣∣ . 1, |φ′′′(q)|+ |φ(4)(q)| . 1
where all constants are independent of R. We can now supplement our estimate (9.71) with our illuminated exterior
estimate (7.1) with R1 = ε−2R3 chosen sufficiently large. We also want to use this estimate to control the first order
error term in (9.72). Note that we have
(9.74)
(2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,{2ε−2R3≤s+ρM+1≤4ε−2R3}
.(2ε−2R3)−1e2φ(log(4ε−2R3))||u||2LE1
illum,〈s+ρM 〉≥2ε−2R3
.(2ε−2R3)−1e2φ(log(4ε−2R3))
(
E[u](0) + E[u](T ) +
(∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
))
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+ (ε−2R3)−2(2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LEillum,ε−2R3≤〈s+ρM 〉≤2ε−2R3 .
Since 0 ≤ φ′ ≤ Cλ for log ε−2R3R ≤ q, we see by the mean value theorem that
∣∣∣∣φ(log 4ε−2R3)− φ(log(ε−2R3))log(4ε−2R3)− log(ε−2R3)
∣∣∣∣ ≤ Cλ,
i.e.
e2φ(log(4ε
−2R3)) ≤ 4Cλe2φ(log(ε−2R3))
From this we can see that
(9.75)
(2ε−4R6)−1(2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LEillum,ε−2R3≤〈s+ρM 〉≤2ε−2R3
. (2ε−4R6)−14Cλ ||〈s+ ρM 〉−2eφ(log ε−2R3)u||2L2([0,T ]×(Ω∩{ε−2R3≤〈s+ρM 〉≤2ε−2R3}))
≤ (2ε−4R6)−14Cλ ||〈s+ ρM 〉−2eφu||2L2([0,T ]×(Ω∩{ε−2R3≤〈s+ρM 〉≤2ε−2R3}))
where we have used again that φ is an increasing function. Now combining (9.74) with (9.75) gives
(9.76) (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,〈s+ρM 〉≥2ε−2R3
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. (2ε−2R3)−1e2φ(log(4ε−2R3))
(
E[u](0) + E[u](T ) +
(∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
))
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)
|∂u|
(
|∂u|+ |u|〈s+ ρM 〉
)
dxdt
+ (2ε−4R6)−14Cλ ||〈s+ ρM 〉−2eφu||2L2([0,T ]×(Ω∩{ε−2R3≤〈s+ρM 〉≤2ε−2R3})).
We can now combine (9.72) with (9.76), letting C(4)φ = C
(3)
φ + (2ε
−2R3)−1e2φ(log(4ε
−2R3)), to see that
(9.77)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,〈s+ρM 〉≥2ε−2R3
.
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(4)
φ
(
E[u](0) + E[u](T ) +
(∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
))
+ C
(4)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ C˜
(1)
φ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+
∣∣∣∣∣∣ 1 + φ′〈s+ ρM 〉 〈s+ ρM 〉−1(1 + φ′)1/2eφ
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ (2ε−4R6)−14Cλ ||〈s+ ρM 〉−2eφu||2L2([0,T ]×(Ω∩{ε−2R3≤〈s+ρM 〉≤2ε−2R3}))
As before, we can use that η2
(
s+ρM+1
R
)
η3
(
s+ρM+1
R3
) ≡ 1 for ε−2R3 ≤ s+ ρM + 1 ≤ 2ε−2R3, as well as the fact
that (1 + φ′)3/2  1, so by choosing R sufficiently large so that (2ε−4R6)−14Cλ  1, the last term on the right hand
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side of (9.77) can be bootstrapped into the second to last term on the left hand side, giving
(9.78)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,〈s+ρM 〉≥2ε−2R3
.
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(4)
φ
(
E[u](0) + E[u](T ) +
(∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
))
+ C
(4)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ C˜
(1)
φ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3}))
+
∣∣∣∣∣∣ 1 + φ′〈s+ ρM 〉 〈s+ ρM 〉−1(1 + φ′)1/2eφ
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
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Constructing the weight function
Now it simply suffices to demonstrate that such a weight function φ exists that is consistent with (9.18), (9.39), and
(9.73). For this we borrow the construction from Koch and Tataru [19]: For 0 < ε ≤ ε0  1, we let
(9.79) φ′(q) =
(
λ+ (R1/2eq/2 − λ) R
R+ εeq
)
β(q) =
(
λ
(
1− R
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
β(q),
where β(q) ∈ C∞ is an appropriate cut-off function to be chosen such that 0 ≤ β(q) ≤ 1 with β(q) ≡ 1 for
q ≤ log(4ε−2R3) and β(q) ≡ 0 for q ≥ log(8ε−2R3). We will use utilize the above weight (9.79) with λ ≥ λV and
R ≥ min{RV , λ2}. We then have
(9.80) φ′′(q) =
(
λ
(
1− R
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
β′(q)
+
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
β(q).
We can also calculate
(9.81) φ′′′(q) =
(
λ
(
1− R
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
β′′(q)
+ 2
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
β′(q)
+
(
λεeq(4R2 − 4Rεeq) +R3/2eq/2(R2 − 6Rεeq + ε2e2q)
4(R+ εeq)3
)
β(q)
and
(9.82) φ(4)(q) =
(
λ
(
1− R
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
β′′′(q)
+ 3
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
β′′(q)
+ 3
(
λεeq(4R2 − 4Rεeq) +R3/2eq/2(R2 − 6Rεeq + ε2e2q)
4(R+ εeq)3
)
β′(q)
+
(
λεeq(8R3 − 32R2εeq + 8Rε2e2q) +R3/2eq/2(R3 − 23R2εeq + 23Rε2e2q − ε3e3q)
8(R+ εeq)4
)
β(q).
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We note first that for q ≤ log(4ε−2R3), where β(q) ≡ 1 we have
(9.83)
1
2
φ′(q)− φ′′(q) =1
2
(
λ
(
εeq
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
−
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
=
(
Req/2
R+ εeq
)
λ
R
εeq/2
(
1
2
− R
2(R+ εeq)
− R
2(R+ εeq)
)
+
(
Req/2
R+ εeq
)
R1/2
(
1
2
− R
2(R+ εeq)
+
εeq
2(R+ εeq)
)
=
(
Req/2
R+ εeq
)(
(R1/2 +
λ
R
εeq/2)
(
1
2
− R
2(R+ εeq)
)
+
(
εeq/2
2(R+ εeq)
)(
R1/2eq/2 − λ
))
≥ 0,
while
(9.84)
1
2
φ′(q) + φ′′(q) =
1
2
(
λ
(
εeq
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
+
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
=λ
(
εeq
R+ εeq
)(
1
2
+
R
R+ εeq
)
+R1/2
(
Req/2
R+ εeq
(
1
2
+
R
2(R+ εeq)
− εe
q
2(R+ εeq)
))
≥R1/2
(
Req/2
R+ εeq
(
1
2
− εe
q
2(R+ εeq)
))
≥ 0.
Combining (9.83) and (9.84) shows that
|φ′′(q)| ≤ 1
2
φ′(q)
for q ≤ log(4ε−2R3). Notice also that for q ≤ log(4ε−2R3), since β(q) ≡ 1 in this region and R1/2 ≥ λ, we have
(9.85) φ′(q) = λ+ (R1/2eq/2 − λ) R
R+ εeq
≥ λ,
i.e. the weight φ satisfies the strict monotonicity condition for q ≤ log(4ε−2R3). We can further note that for
q ≤ log(4ε−2R3) where β(q) ≡ 1, by (9.81) we have
(9.86) |φ′′′(q)| =
∣∣∣λ(1− R
R+ εeq
)(
R2 −Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R2 − 6Rεeq + ε2e2q
4(R+ εeq)2
) ∣∣∣ . φ′(q)
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while (9.82) gives
(9.87)
|φ(4)q| =
∣∣∣λ(1− R
R+ εeq
)(
R3 − 4R2εeq +Rε2e2q)
(R+ εeq)3
)
+
R3/2eq/2
R+ εeq
(
R3 − 23R2εeq + 23Rε2e2q − ε3e3q
8(R+ εeq)3
) ∣∣∣ . φ′(q)
Thus we only need to verify that φ also satisfies the convexity condition. We shall first turn our attention to the region
0 < q ≤ log(R). We can see that
φ′′(q) =
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
≥
(
λ
(
εeq
R(1 + ε)2
)
+R1/2
eq/2
(1 + ε)
(
(1− ε)
2(1 + ε)
))
=eq/2
(
1
(1 + ε)2
(
λ
R
εeq/2 +R1/2
1− ε
2
))
≥eq/2
(
1
(1 + ε)2
(
R1/2
1− ε
2
+
λ
R
ε
))
.
Thus for ε ≤ ε0  1 sufficiently small we have
φ′′(q) & R1/2 ≥ λ.
We next look at the region log(R) ≤ q ≤ log( 12ε−1R). We still have that β(q) ≡ 1, so
φ′′(q) =
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
≥
(
λ
(
4Rεeq
9R2
)
+
2R3/2eq/2
3R
(
R
6R
))
=eq/2
(
1
9
(
4λ
R
εeq/2 +R1/2
))
≥eq/2
(
1
9
(
R1/2 +
4λ
R
ε
))
.
so that we still have
φ′′(q) & R1/2 ≥ λ = λ
Finally in the region log( 12ε
−1R) ≤ q ≤ log(ε−1R) we see that
φ′′(q) =
(
λ
(
Rεeq
(R+ εeq)2
)
+
R3/2eq/2
R+ εeq
(
R− εeq
2(R+ εeq)
))
≥λ
( 1
2R
2
2R2
)
=
1
4
λ,
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so again
φ′′(q) & λ.
So for q ≤ log(ε−1R), using (9.83), (9.86), and (9.87) we have (9.15):
λ . φ′, λ . φ′′ ≤ 1
2
φ′, |φ′′′|+ |φ(4)| . φ′.
For the region log( 14ε
−1R) ≤ q ≤ log(4ε−2R3) we no longer have the convexity. However, we still have (9.85),
which combined with (9.83), (9.84), (9.86), and (9.87) gives (9.16):
λ . φ′, |φ′′| ≤ 1
2
φ′, |φ′′′|+ |φ(4)| . φ′.
Finally, in the exterior region q ≥ log(ε−2R3) we have eq ≥ ε−2R3 so that 2−q/2 ≤ εR−3/2. We relax the
monotonicity condition as well. Since 0 ≤ β(q) ≤ 1, we can see that
0 ≤ φ′(q) =
(
λ
(
1− R
R+ εeq
)
+
R3/2eq/2
R+ εeq
)
β(q)
≤
(
λ+
R3/2
εeq/2
)
β(q)
≤
(
λ+
R3/2
R3/2
)
β(q) = (λ+ 1)β(q)
i.e. we have (9.17)
0 ≤ φ′ . 1 |φ′′| . 1, |φ′′′|+ |φ(4)| . 1
where we note that the implicit constant in the bound φ′ . 1 is independent of R.
108
Estimate for non-zero frequencies
For any τ0 > 0, if we assume that u is time frequency localized in {|τ | ≥ τ0}, then by Plancherel’s theorem, we
have
∣∣∣∣∣∣ 1 + φ′〈s+ ρM 〉 〈s+ ρM 〉−1(1 + φ′)1/2eφ
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
≤
∣∣∣∣∣∣τ−10 1 + φ′〈s+ ρM 〉 〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
With λ ≥ λV fixed sufficiently large, we note that (9.18), (9.39), (9.73), and our choice of φ′ imply
sup
{ε−1R/4≤s+ρM+1≤4ε−2R3}
(1 + φ′)
〈s+ ρM 〉 → 0
as R→∞. We can then choose R ≥ RV sufficiently large depending on τ0 such that
τ−10 sup
{ε−1R/4≤s+ρM+1≤4ε−2R3}
(1 + φ′)
〈s+ ρM 〉  1
so that
(9.88)
∣∣∣∣∣∣ 1 + φ′〈s+ ρM 〉 〈s+ ρM 〉−1(1 + φ′)1/2eφ
(
η2
(
s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )

∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
.
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Choosing R sufficiently large as such, we can use (9.88) to bootstrap the last term on the right hand side of (9.78) into
the fourth term on the left hand side, which implies
(9.89)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+ (2ε−2R3)−1e2φ(log(4ε
−2R3))||u||2LE1
illum,〈s+ρM 〉≥2ε−2R3
.
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+ C
(4)
φ
(
E[u](0) + E[u](T ) +
(∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
))
+ C
(4)
φ
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ C˜
(1)
φ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2([0,T ]×(Ω∩{s+ρM+1≤4ε−2R3})).
We can then use the overlapping supports of η1
(
s+ρM+1
R
)
and η2
(
s+ρM+1
R
)
η3
(
s+ρM+1
R2
)
, (9.18) and (9.39), along
with the definition (5.2) of the LE norm, to see that
(9.90)
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′′)1/2eφ∣∣∣∇(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′′)1/2(1 + φ′)eφ(η1(s+ ρM + 1
R
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∂t(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−1(1 + φ′)1/2eφ∣∣∣∇(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣〈s+ ρM 〉−2(1 + φ′)3/2eφ(η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
u
) ∣∣∣∣∣∣2
L2(LT )
&(2ε−2R3)−1||u||2LE1
illum,〈s+ρM 〉≤2ε−2R3
.
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We also note that since φ is increasing we have
(9.91)
∣∣∣∣∣∣η1(s+ ρM + 1
R
)
eφhu
∣∣∣∣∣∣2
L2(LT )
+
∣∣∣∣∣∣η2(s+ ρM + 1
R
)
η3
(
s+ ρM + 1
R3
)
eφhu
∣∣∣∣∣∣2
L2(LT )
≤ e2φ(log(4ε−2R3))||hu||2L2(LT )
Combining (9.90) and (9.91) with (9.89), using the facts that e2φ(log(4ε
−2R3)) ≥ 1 and φ is an increasing function, and
rearranging gives
(9.92)
||u||2LE1illum . Cφ
(
E[u](0) + E[u](T ) + ||hu||2L2(LT ) +
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2(LT )).
Here we are letting
Cφ = max
{
(2ε−2R3)e2φ(log(4ε
−2R3)), (2ε−2R3)C(4)φ , (2ε
−2R3)C˜(1)φ
}
<∞
where
C
(1)
φ = sup
s+ρM+1≤N2R
(
e2φ(1 + φ′)3
〈s+ ρM 〉
)
<∞
and
C
(2)
φ = sup
R≤s+ρM+1≤N5R
(
e2φ(1 + φ′)3
〈s+ ρM 〉
)
<∞
while
C
(3)
φ = C
(1)
φ + C
(2)
φ <∞
and
C
(4)
φ = (1 + CV)C
(3)
φ + (2ε
−2R3)−1e2φ(log(4ε
−2R3)) <∞
and
C˜
(1)
φ = sup
s+ρM+1≤4ε−2R3
(
e2φ(1 + φ′)4
〈s+ ρM 〉
)
<∞.
We can use that |h| ≤ δ  1 implies in particular that |h|2 ≤ |h|, and so
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt
+ ||〈s+ ρM 〉−1/2|h|
(
∂u, 〈s+ ρM 〉−1u
) ||2L2(LT )
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.
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt.
We note that we have the trivial estimate
||hu||2L2(LT ) . ||hu||2LE∗illum .
Finally, as before, we can use Cauchy-Schwarz, the definitions (5.3) and (5.4), and Young’s inequality to see that
∫∫
LT
|hu|
(
|∂su|+ |u|〈s+ ρM 〉
)
dxdt
=
∫∫
LT
〈s+ ρM 〉1/2|hu|
(
〈s+ ρM 〉−1/2|∂su|+ 〈s+ ρM 〉−3/2|u|
)
dxdt
≤
∑
j≥0
∫∫
[0,T ]×(Ω∩{〈s+ρM 〉≈2j})
〈s+ ρM 〉1/2|hu|
(
〈s+ ρM 〉−1/2|∂su|+ 〈s+ ρM 〉−3/2|u|
)
dxdt
≤
∑
j≥0
||〈s+ ρM 〉1/2hu||L2t,x([0,T ]×(Ω∩{〈s+ρM 〉≈2j}))×
||〈s+ ρM 〉−1/2∂u, 〈s+ ρM 〉−3/2u||L2t,x([0,T ]×(Ω∩{〈s+ρM 〉≈2j}))
≤
(
sup
j≥0
||〈s+ ρM 〉−1/2∂u, 〈s+ ρM 〉−3/2u||L2t,x([0,T ]×(Ω∩{〈s+ρM 〉≈2j}))
)
×∑
j≥0
||〈s+ ρM 〉1/2hu||L2t,x([0,T ]×(Ω∩{〈s+ρM 〉≈2j}))

.c||u||2LE1illum +
1
c
||hu||2LE∗illum
We can choose c > 0 sufficiently small to bootstrap, which with (9.92) gives (9.1).
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CHAPTER 10: TIME FREQUENCY LOCALIZATION
In this section we shall use our two building blocks to establish the full localized energy estimate for solutions to the
perturbed wave equation exterior to illuminated obstacles. This follows similar arguments presented in [30]. Specifically,
we have the estimate that we proved in Theorem 8.1 which holds when u is frequency localized in {|τ | ≤ 2τ0} for τ0
sufficiently small:
(10.1) ||u||2LE1 . E[u](0) + E[u](T ) + ||hu||2LE∗ +
∫∫
LT
(
|∂h|+ |h|〈r〉
)(
|∂u|+ |u|〈r〉
)2
dxdt.
We also have the estimate that we proved in Theorem 9.1 which holds when u is frequency localized in {|τ | ≥ τ0} for
any τ0 > 0:
(10.2) ||u||2LE1illum . E[u](0) + E[u](T ) + ||hu||
2
LE∗illum
+
∫∫
LT
(
|∂h|+ |h|〈s+ ρM 〉
)(
|∂u|+ |u|〈s+ ρM 〉
)2
dxdt.
The above two theorems show that the localized energy estimate holds when u is frequency localized. For a general
u, we can write
(10.3) u(t, x) = η(∂t)u(t, x) + (1− η(∂t))u(t, x)
where η(∂t) is a Fourier multiplier supported near frequency zero, i.e. η(τ) ∈ C∞ with η(τ) = 1 for τ ∈ [−τ0, τ0] and
η(τ) = 0 for τ /∈ [−2τ0, 2τ0]. The first term on the right hand side of (10.3) is frequency localized in {|τ | ≤ 2τ0}, so
we may apply (10.1) to this term, while the second term is frequency localized in {|τ | ≥ τ0}, so that we may apply
(10.2) to this term. Thus we need to consider commuting such a cutoff with the right hand side of (10.1) and (10.2).
Throughout, F(u)(τ) will denote the Fourier transform of u with respect to time.
We first note that when we apply the frequency cutoff to our solution, the initial and final energy terms can be
controlled by our uniform energy bound (2.8).
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Theorem 10.1. Let u ∈ C2(LT ) vanish for large |x|. If |h| ≤ δ  1 is sufficiently small, for E[u](t) defined in (1.6)
and η(∂t) as above, we have
(10.4) E[η(∂t)u](0) + E[η(∂t)u](T ) . E[u](0) +
∫∫
LT
|hu||∂tu| dxdt+
∫∫
LT
(|∂h||∂u|2) dxdt
Proof. We begin by noting that
η(∂t)∂u(t, x) =
∫
eitτη(τ)F (∂u) (τ, x) dτ =
∫
F−1(η)(t− s)∂u(s, x) ds
where we have used that F−1 (fg) = F−1(f) ∗ F−1(g). Now using this, the fact that the Fourier multiplier commutes
with derivatives, and Minkowski’s integral inequality, we see that
(E[η(∂t)u](0))
1/2 = ||∂η(∂t)u(0, ·)||L2(Ω) =||η(∂t)∂u(0, ·)||L2(Ω)
=
∣∣∣∣∣∣ ∫ F−1(η)(0− s)∂u(s, ·) ds∣∣∣∣∣∣
L2(Ω)
≤
∫
F−1(η)(−s)||∂u(s, ·)||L2(Ω) ds
≤ sup
0≤t≤T
||∂u(t, x)||L2(Ω)
∫
F−1(η)(−s) ds
. sup
0≤t≤T
||∂u(t, ·)||L2(Ω)
where in the second to last step we have assumed without loss of generality that u is supported in time in [0, T ], and
in the last step we have used the fact that since η(τ) is smooth and compactly supported, F−1(η)(t) is a Schwartz
function. Thus the implicit constant depends only on η and is independent of T . Similarly we have
(E[η(∂t)u](T ))
1/2 = ||∂η(∂t)u(T, ·)||L2(Ω) =||η(∂t)∂u(T, ·)||L2(Ω)
=
∣∣∣∣∣∣ ∫ F−1(η)(T − s)∂u(s, ·) ds∣∣∣∣∣∣
L2(Ω)
≤
∫
F−1(η)(T − s)||∂u(s, ·)||L2(Ω) ds
≤ sup
0≤t≤T
||∂u(t, x)||L2(Ω)
∫
F−1(η)(T − s) ds
. sup
0≤t≤T
||∂u(t, ·)||L2(Ω).
Combining we see that
E[η(∂t)u](0) + E[η(∂t)u](T ) . sup
0≤t≤T
E[u](t)
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. E[u](0) +
∫∫
LT
|hu||∂tu| dxdt+
∫∫
LT
(|∂h||∂u|2) dxdt
by (2.8).
Note that we can deal with the inhomogeneous term in (10.4) just as before with Cauchy-Schwarz, the definitions
(1.8) and (1.9), and Young’s inequality
∫
LT
|hu||∂tu| dxdt . c||∂u||2LE +
1
c
||hu||2LE∗ ,
so we omit the details here.
Thus, it remains to show that when we commute h with a time frequency cutoff, that the arising error terms are
similarly negligible. We will let hˆαβ(τ, x) = F
(
hαβ(·, x)
)
(τ) denote the Fourier transform with respect to time. We
will in fact prove the following:
Theorem 10.2. Let u ∈ C2(LT ) vanish for large |x|. For |h| ≤ δ  1 sufficiently small, we have
(10.5) ||[h, η(∂t)]u||LE∗ . (∑
k≥0
[
||〈x〉|∂th|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
])
× (||u||LE1 + ||hu||LE∗)
Proof. Note first that since  = ∂2t −∆ is constant-coefficient, it trivially commutes with any time frequency localiza-
tion. Therefore, we only need to consider h − = hαβ(t, x)∂α∂β , i.e. we need to estimate [hαβ(t, x)∂α∂β , η(∂t)].
We begin by estimating
(10.6) ||[hαβ(t, x)∂α∂β , η(∂t)]u||LE∗
≤ ||[hαβ1(t, x), η(∂t)]∂α∂βu||LE∗ + ||[hαβ&1(t, x), η(∂t)]∂α∂βu||LE∗
where we have split the coefficients
hαβ(t, x) = hαβ1(t, x) + h
αβ
&1(t, x)
into low and high frequency components, where
hαβ1(t, x) = Q(∂t)h
αβ(t, x)
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with Q(∂t) is a smooth, compactly supported Fourier multiplier satisfying Q(τ) ≡ 1 for {|τ | ≤ τ04 } and Q(τ) ≡ 0 for
{|τ | ≥ τ02 }. So for the low frequency piece, we have that hˆαβ1(τ, x) is supported in |τ | ≤ τ02 . We can then write
(10.7)
[
hαβ1(t, x), η(∂t)
]
∂α∂βu
=hαβ1(t, x) (η(∂t)∂α∂βu)− η(∂t)
(
hαβ1(t, x)∂α∂βu
)
=F−1
(
hˆαβ1(τ, x)
)
F−1
(
η(τ)F (∂α∂βu) (τ, x)
)
−F−1
(
η(τ)F
(
hij1(·, x)∂α∂βu(·, x)
)
(τ)
)
=F−1
((
hˆij1(·, x) ∗ η(·)F (∂α∂βu) (·, x)
)
(τ)
)
−F−1
(
η(τ)
(
hˆαβ1(·, x) ∗ F (∂α∂βu) (·, x)
)
(τ)
)
=
∫
eitτ
(∫ (
hˆαβ1(ζ, x)η(τ − ζ)F (∂α∂βu) (τ − ζ, x)
)
dζ
)
dτ
−
∫
eitτη(τ)
(∫ (
hˆαβ1(ζ, x)F (∂α∂βu) (τ − ζ, x)
)
dζ
)
dτ
where we have used that F(fg) = F(f) ∗ F(g). We can rearrange (10.7) to see that
(10.8)
[
hαβ1(t, x), η(∂t)
]
∂α∂βu
=
∫ ∫
eitτ hˆαβ1(ζ, x) (η(τ − ζ)− η(τ))F (∂α∂βu) (τ − ζ, x) dζdτ
=
∫ ∫
eitτ hˆαβ1(ζ, x)
(∫ 1
0
∂ρ (η(τ − ρζ)) dρ
)
F (∂α∂βu) (τ − ζ, x) dζdτ
=
∫ ∫
eitτ (−ζ)hˆαβ1(ζ, x)
(∫ 1
0
η′(τ − ρζ)dρ
)
F (∂α∂βu) (τ − ζ, x) dζdτ
=
∫ ∫
eitτF
(
∂th
αβ
1(·, x)
)
(ζ)
(∫ 1
0
η′(τ − ρζ)dρ
)
F (∂α∂βu) (τ − ζ, x) dζdτ
=
∫ ∫ (∫ 1
0
η′(τ + (1− ρ)ζ)dρ
)(
eitζF
(
∂th
αβ
1(·, x)
)
(ζ)
) (
eitτF (∂α∂βu) (τ, x)
)
dζdτ.
Now F
(
∂th
αβ
1(·, x)
)
(ζ) is supported in |ζ| ≤ τ02 . On the other hand, η′(τ + (1 − ρ)ζ) is supported where
τ0 ≤ |τ + (1− ρ)ζ| ≤ 2τ0 by the choice of η. Since 0 ≤ ρ ≤ 1, we can conclude that the integrand in (10.8) is zero
except for when τ0/2 ≤ |τ | ≤ 5τ0/2. Therefore, if we let χ ∈ C∞ such that χ(τ) = 1 for τ0/2 ≤ |τ | ≤ 5τ0/2 and
χ(τ) = 0 for |τ | ≤ τ0/4 and |τ | ≥ 11τ0/4, then χ(τ) ≡ 1 on the support of the integrand in (10.8). We will also
let χ1 ∈ C∞ such that χ1(ζ) = 1 for |ζ| ≤ τ02 and χ1(ζ) = 0 for |ζ| ≥ 3τ04 so that χ1(ζ) ≡ 1 on the support of the
integrand in (10.8). By multiplying the integrand in (10.8) by (χ(τ))2χ1(ζ) and letting
a(τ, ζ) = χ(τ)χ1(ζ)
∫ 1
0
η′(τ + (1− ρ)ζ)dρ
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which is compactly supported in τ and ζ and thus a Schwartz function, we see that (10.8) can be written as
(10.9)
[
hαβ1(t, x), η(∂t)
]
∂α∂βu
=
∫ ∫ (∫ 1
0
η′(τ + (1− ρ)ζ)dρ
)(
eitζF
(
∂th
αβ
1(·, x)
)
(ζ)
) (
eitτF (∂α∂βu) (τ, x)
)
dζdτ
=
∫ ∫
a(τ, ζ)
(
eitζF
(
∂th
αβ
1(·, x)
)
(ζ)
)(
eitτχ(τ)F (∂α∂βu) (τ, x)
)
dζdτ
=
∫ ∫
a˜(t1, t2)
(
∂th
αβ
1(t− t2, x)
)(
χ(∂t)∂α∂βu(t− t1, x)
)
dt2dt1
where a˜(s1, s2) = F−1
(F−1 (a(·, ·)) (s1)) (s2) is a Schwartz function. Using (10.9) and Minkowski’s integral
inequality, as well as the fact that a˜ is Schwartz, we see that
(10.10)
||[hαβ1(t, x), η(∂t)]∂α∂βu||LE∗
.||∂thαβ1(t, x)χ(∂t)∂α∂βu||LE∗
=
∑
k≥0
||〈x〉1/2∂thαβ1(t, x)χ(∂t)∂α∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
≤
∑
k≥0
||〈x〉∂thαβ1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))||〈x〉−1/2χ(∂t)∂α∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
.
∑
k≥0
||〈x〉|∂th|1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
 (||χ(∂t)∂t∂βu||LE + ||χ(∂t)∂i∂ju||LE) .
Now we can write
χ(∂t)∂t∂βu =
∫
eitτχ(τ)F (∂t∂βu) (τ, x)dτ =
∫
eitτ (τχ(τ))F (∂βu) (τ, x)dτ
=
∫
eitτ χ˜1(τ)F (∂βu) (τ, x)dτ = χ˜1(∂t)∂βu,
where χ˜1(∂t) is a bounded Fourier multiplier supported near frequency 1. By Plancherel’s theorem and the boundedness
of χ˜1(τ) we have
(10.11) ||χ(∂t)∂t∂βu||LE = ||χ˜1(∂t)∂βu||LE . ||∂u||LE .
For the term with two spatial derivatives, we can on the one hand write
χ(∂t)∂i∂ju =
∫
eitτχ(τ)F (∂i∂ju) (τ, x)dτ =
∫
eitτ (χ(τ)|τ |)|τ |−1F (∂i∂ju) (τ, x)dτ
=
∫
eitτ χ˜2(τ)F
(|∂t|−1∂i∂ju) (τ, x)dτ
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= χ˜2(∂t)|∂t|−1∂i∂ju.
where χ˜2(∂t) is another bounded Fourier multiplier supported near frequency 1. Again, by Plancherel’s theorem and
the boundedness of χ˜2(τ) we have
(10.12) ||χ(∂t)∂i∂ju||LE = ||χ˜2(∂t)|∂t|−1∂i∂ju||LE . |||∂t|−1∂i∂ju||LE = ||∂i∂ju||∂tLE .
On the other hand, since χ(τ) is itself bounded, we trivially have by Plancherel’s theorem
(10.13) ||χ(∂t)∂i∂ju||LE . ||∂i∂ju||LE ≤ ||〈x〉∂i∂ju||LE = ||∂i∂ju||〈x〉−1LE .
Since we can decompose ∂i∂ju = v1 + v2 and use (10.12) and (10.13) for v1, respectively v2, and take the infimum
over all such decompositions, then by combining (10.11), (10.12), and (10.13) with (10.10) gives
(10.14)
||[hαβ1(t, x), η(∂t)]∂α∂βu||LE∗
.
∑
k≥0
||〈x〉|∂th|1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
(||∂u||LE + ||∂i∂ju||∂tLE+〈x〉−1LE) .
For the high frequency piece, we assume that hˆαβ&1(τ, x) is supported in |τ | ≥ τ04 . We simply estimate
(10.15) ||[hαβ&1(t, x), η(∂t)]∂α∂βu||LE∗ ≤ ||hαβ&1(t, x)η(∂t)∂α∂βu||LE∗ + ||η(∂t)hαβ&1(t, x)∂α∂βu||LE∗ .
For the first term on the right hand side of (10.15), we see that
(10.16)
||hαβ&1(t, x)η(∂t)∂α∂βu||LE∗
=
∑
k≥0
||〈x〉1/2hαβ&1(t, x)η(∂t)∂α∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
≤
∑
k≥0
||〈x〉hαβ&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))||〈x〉−1/2η(∂t)∂α∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
.
∑
k≥0
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
 (||η(∂t)∂t∂βu||LE + ||η(∂t)∂i∂ju||LE) .
Much as before, we can write
η(∂t)∂t∂βu =
∫
eitτη(τ)F (∂t∂βu) (τ, x)dτ =
∫
eitτ (τη(τ))F (∂βu) (τ, x)dτ
118
=∫
eitτ η˜1(τ)F (∂βu) (τ, x)dτ = η˜(∂t)∂βu,
where η˜1(∂t) is a bounded Fourier multiplier supported near frequency zero. Then by Plancherel’s theorem again we
have
(10.17) ||η(∂t)∂t∂βu||LE = ||η˜(∂t)∂βu||LE . ||∂u||LE .
Similarly we have
η(∂t)∂i∂ju =
∫
eitτη(τ)F (∂i∂ju) (τ, x)dτ =
∫
eitτ (η(τ)|τ |)|τ |−1F (∂i∂ju) (τ, x)dτ
=
∫
eitτ η˜2(τ)F
(|∂t|−1∂i∂ju) (τ, x)dτ
= η˜2(∂t)|∂t|−1∂i∂ju.
where η˜2(∂t) is another bounded Fourier multiplier supported near frequency zero. Thus by Plancherel’s theorem once
more, we have
(10.18) ||η(∂t)∂i∂ju||LE = ||η˜(∂t)|∂t|−1∂i∂ju||LE . |||∂t|−1∂i∂ju||LE = ||∂i∂ju||∂tLE .
On the other hand, again by Plancherel’s theorem and the boundedness of η(τ), we can estimate
(10.19) ||η(∂t)∂i∂ju||LE . ||∂i∂ju||LE ≤ ||〈x〉∂i∂ju||LE = ||∂i∂ju||〈x〉−1LE .
We can again decompose ∂i∂ju = v1 + v2 and use (10.18) and (10.19) for v1, respectively v2, and take the infimum
over all such decompositions; thus, by combining (10.17), (10.18), and (10.19) with (10.16) we see
(10.20)
||hαβ&1(t, x)η(∂t)∂α∂βu||LE∗
.
∑
k≥0
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})))
(||∂u||LE + ||∂i∂ju||∂tLE+〈x〉−1LE) .
For the second term in (10.15), we further split into three terms, two of which have at least one time derivative and
one in which includes two spatial derivatives:
(10.21) η(∂t)h
αβ
&1(t, x)∂α∂βu = η(∂t)h
00
&1(t, x)∂
2
t u+ 2η(∂t)h
0j
&1(t, x)∂t∂ju+ η(∂t)h
ij
&1(t, x)∂i∂ju.
119
For the first and second term on the right hand side of (10.21) we write
(10.22)
η(∂t)h
0β
&1(t, x)∂t∂βu =
∫
eitτη(τ)F
(
h0β&1(·, x)∂t∂βu(·, x)
)
(τ)dτ
=
∫
eitτη(τ)
(∫
hˆ0β&1(ζ, x)F(∂t∂βu)(τ − ζ, x)dζ
)
dτ
where we have again used that F(fg) = F(f) ∗ F(g). From (10.22) we see that
(10.23)
η(∂t)h
0β
&1(t, x)∂t∂βu =
∫
eitτη(τ)
(∫
hˆ0β&1(ζ, x)(τ − ζ)F(∂βu)(τ − ζ, x)dζ
)
dτ
=
∫
eitτη(τ)
(∫
(−ζ)hˆ0β&1(ζ, x)F(∂βu)(τ − ζ, x)dζ
)
dτ
+
∫
eitτ (τη(τ))
(∫
hˆ0β&1(ζ, x)F(∂βu)(τ − ζ, x)dζ
)
dτ
=
∫
eitτη(τ)
(
F
(
∂th
0β
&1(·, x)
)
∗ F(∂βu)(·, x)
)
(τ)dτ
+
∫
eitτ η˜1(τ)
(
hˆ0β&1(·, x) ∗ F(∂βu)(·, x)
)
(τ)dτ
=
∫
eitτη(τ)F
(
∂th
0β
&1(·, x)(∂βu)(·, x)
)
(τ)dτ
+
∫
eitτ η˜1(τ)F
(
h0β&1(·, x)(∂βu)(·, x)
)
(τ)dτ
=η(∂t)
(
∂th
0β
&1(t, x)(∂βu)
)
+ η˜1(∂t)
(
h0β&1(t, x)(∂βu)
)
,
where η˜1(∂t) is the bounded Fourier multiplier supported near frequency zero described above. Thus, using (10.23) we
see that by Plancherel’s theorem and the boundedness of η(τ) and η˜(τ) that
(10.24)
||η(∂t)h0β&1(t, x)∂t∂βu||LE∗
≤||η(∂t)
(
∂th
0β
&1(t, x)∂βu
)
||LE∗ + ||η˜(∂t)
(
h0β&1(t, x)∂βu
)
||LE∗
.||∂th0β&1(t, x)∂βu||LE∗ + ||h0β&1(t, x)∂βu||LE∗
=
∑
k≥0
||〈x〉1/2∂th0β&1(t, x)∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
+
∑
k≥0
||〈x〉1/2h0β&1(t, x)∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k})))
≤
∑
k≥0
||〈x〉∂th0β&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))||〈x〉−1/2∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
+
∑
k≥0
||〈x〉h0β&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))||〈x〉−1/2∂βu||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
≤
∑
k≥0
||〈x〉|∂th|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) + ||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
 ||∂u||LE .
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For the third term on the right hand side of (10.21) we can write
(10.25)
η(∂t)h
ij
&1(t, x)∂i∂ju =
∫
eitτη(τ)F
(
hij&1(·, x)∂i∂ju(·, x)
)
(τ)dτ
=
∫
eitτη(τ)
(∫
hˆij&1(ζ, x)F (∂i∂ju) (τ − ζ, x)dζ
)
dτ,
where we have again used that F(fg) = F(f) ∗ F(g). From (10.25) we see that
(10.26)
η(∂t)h
ij
&1(t, x)∂i∂ju =
∫
eitτη(τ)
(∫
hˆij&1(τ − ζ, x)|ζ||ζ|−1F (∂i∂ju) (ζ, x)dζ
)
dτ
=
∫
eitτη(τ)
(∫
hˆij&1(τ − ζ, x)(ζ)sgn(ζ)F
(|∂t|−1∂i∂ju) (ζ, x)dζ) dτ
=
∫
eitτη(τ)
(∫
(ζ − τ)hˆij&1(τ − ζ, x)sgn(ζ)F
(|∂t|−1∂i∂ju) (ζ, x)dζ) dτ
+
∫
eitτ (τη(τ))
(∫
hˆij&1(τ − ζ, x)sgn(ζ)F
(|∂t|−1∂i∂ju) (ζ, x)dζ) dτ
=
∫
eitτη(τ)
(∫
ζ≥0
F
(
∂thˆ
ij
&1(·, x)
)
(τ − ζ)sgn(ζ)F (|∂t|−1∂i∂ju) (ζ, x)dζ) dτ
+
∫
eitτ η˜1(τ)
(∫
ζ≥0
hˆij&1(τ − ζ, x)sgn(ζ)F
(|∂t|−1∂i∂ju) (ζ, x)dζ) dτ
=
∫
eitτη(τ)F
(
∂th
ij
&1(·, x)sgn(∂t)
(|∂t|−1∂i∂ju) (·, x)) (τ)dτ
+
∫
eitτ η˜1(τ)F
(
hij&1(·, x)sgn(∂t)
(|∂t|−1∂i∂ju) (·, x)) (τ)dτ
=η(∂t)
(
∂th
ij
&1(t, x)sgn(∂t)
(|∂t|−1∂i∂ju))
+ η˜1(∂t)
(
hij&1(t, x)sgn(∂t)
(|∂t|−1∂i∂ju)) .
Now just as before, we can then use (10.26), Plancherel’s theorem and the boundedness of η(∂t) and η˜1(∂t) to see that
(10.27)
||η(∂t)hij&1(t, x)∂i∂ju||LE∗
≤ ||η(∂t)
(
∂th
ij
&1(t, x)sgn(∂t)
(|∂t|−1∂i∂ju)) ||LE∗
+ ||η˜1(∂t)
(
hij&1(t, x)sgn(∂t)
(|∂t|−1∂i∂ju)) ||LE∗
≤
∑
k≥0
||〈x〉∂thij&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) + ||〈x〉h
ij
&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))

× ||sgn(∂t)|∂t|−1∂i∂ju||LE
≤
∑
k≥0
||〈x〉|∂th|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) + ||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))

× ||∂i∂ju||∂tLE .
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We can of course also use Plancherel’s theorem and the boundedness of η(τ) to estimate directly
(10.28)
||η(∂t)hij&1(t, x)∂i∂ju||LE∗ .||hij&1(t, x)∂i∂ju||LE∗
=
∑
k≥0
||〈x〉1/2hij&1(t, x)∂i∂ju||L2t,x([0,T ]×(Ω∩{〈x〉≈2k}))
≤
∑
k≥0
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
 ||〈x〉∂i∂ju||LE
=
∑
k≥0
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
 ||∂i∂ju||〈x〉−1LE .
As before, decomposing ∂i∂ju = v1 +v2, using (10.27), respectively (10.28) to estimate v1, respectively v2, and taking
the infimum over all such decompositions, we can combine (10.21), (10.24), (10.27), and (10.28) to conclude
(10.29)
||η(∂t)hαβ&1(t, x)∂α∂βu||LE∗
.
∑
k≥0
||〈x〉|∂th|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) +
∑
k≥0
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))

× (||∂u||LE + ||∂i∂ju||∂tLE+〈x〉−1LE) .
Combining (10.6) with (10.10), (10.15). (10.20), and (10.29), we have that
(10.30)
||[hαβ(t, x), η(∂t)]∂α∂βu||LE∗
.
(∑
k≥0
[
||〈x〉|∂th|1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) + ||〈x〉|∂th|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
+ ||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
])
× (||∂u||LE + ||∂i∂ju||∂tLE+〈x〉−1LE) .
We observe that
(10.31)
hαβ&1(t, x) =h
αβ(t, x)− hαβ1(t, x)
=hαβ(t, x)−Q(∂t)hαβ(t, x)
=hαβ(t, x)−
∫
eitτQ(τ)F (hαβ(·, x)) (τ) dτ
=hαβ(t, x)−
∫
F−1 (Q(·)) (t− s)hαβ(s, x) ds
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where Q(τ) is bounded, even, and compactly supported in |τ | ≤ τ02 that satisfies Q(τ) = 1 for |τ | ≤ τ04 , and we have
once again used that F−1(fg) = F−1(f) ∗ F−1(g). We can split the convolution integral and integrate by parts:
(10.32)
∫
F−1 (Q(·)) (s)hαβ(t− s, x) ds =
∫ t
−∞
F−1 (Q(·)) (t− s)hαβ(s, x) ds
+
∫ ∞
t
F−1 (Q(·)) (t− s)hαβ(s, x) ds
=
∫ t
−∞
∂s
(∫ ∞
t−s
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x) ds
+
∫ ∞
t
∂s
(
−
∫ t−s
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x) ds
=
(∫ ∞
t−s
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x)
∣∣∣s=t
s=−∞
−
∫ t
−∞
(∫ ∞
t−s
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds
+
(
−
∫ t−s
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x)
∣∣∣s=∞
s=t
−
∫ ∞
t
(
−
∫ t−s
−∞
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds.
Now
(∫ ∞
t−s
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x)
∣∣∣s=t
s=−∞
=
(∫ ∞
0
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x)
− lim
c→−∞
(∫ ∞
t−c
F−1 (Q(·)) (ρ)dρ
)
hαβ(c, x)
=
(∫ ∞
0
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x)
and
(
−
∫ t−s
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(s, x)
∣∣∣s=∞
s=t
= lim
c→∞
(
−
∫ t−c
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(c, x)
−
(
−
∫ 0
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x)
=
(∫ 0
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x),
123
so that using (10.32) we have
(10.33)
∫
F−1 (Q(·)) (s)hαβ(t− s, x) ds =
(∫ ∞
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x)
−
∫ t
−∞
(∫ ∞
t−s
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds
−
∫ ∞
t
(∫ −∞
t−s
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds
=
(∫ ∞
−∞
F−1 (Q(·)) (ρ)dρ
)
hαβ(t, x)
−
∫ ∞
−∞
(∫ ∞
|t−s|
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds.
This follows from the fact that F−1 (Q(·)) (s) is even since Q(τ) is even, so
F−1 (Q(·)) (s) = F−1 (Q(·)) (|s|).
Thus for t < s <∞, ∫ −∞
t−s
F−1(Q(·))(ρ) dρ =
∫ ∞
|t−s|
F−1(Q(·))(ρ) dρ,
while for −∞ < s < t, ∫ ∞
t−s
F−1(Q(·))(ρ) dρ =
∫ ∞
|t−s|
F−1(Q(·))(ρ) dρ.
Now we can see by Fourier inversion
∫ ∞
−∞
F−1 (Q(·)) (ρ)dρ =
∫ ∞
−∞
e−iτρF−1 (Q(·)) (ρ)dρ
∣∣∣
τ=0
= Q(τ)
∣∣∣
τ=0
= Q(0) = 1
so that (10.33) becomes
(10.34)
∫
F−1 (Q(·)) (s)hαβ(t− s, x) ds =hαβ(t, x)−
∫ ∞
−∞
(∫ ∞
|t−s|
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds
Combining (10.34) with (10.31) gives
(10.35)
hαβ&1(t, x) =
∫ ∞
−∞
(∫ ∞
|t−s|
F−1 (Q(·)) (ρ)dρ
)
∂sh
αβ(s, x) ds
=
∫
G(s)∂sh
αβ(t− s, x) ds
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where G(s) =
∫∞
|s| F−1 (Q(·)) (ρ) dρ. Since Q(τ) is compactly supported, F−1 (Q(·)) (ρ) is a Schwartz function.
This implies that G(s) is a Schwartz function. Indeed, for all α, β ≥ 0,
sup
s∈R
∣∣∣|s|α∂βsG(s)∣∣∣ = sup
s∈R
∣∣∣|s|α∂β−1s F−1 (Q(·)) (|s|)∣∣∣ <∞
if β ≥ 1, while if β = 0
sup
s∈R
∣∣∣|s|αG(s)∣∣∣ = sup
s∈R
∣∣∣|s|α ∫ ∞
|s|
F−1 (Q(·)) (ρ) dρ
∣∣∣
≤ sup
s∈R
∣∣∣ ∫ ∞
|s|
ραF−1 (Q(·)) (ρ) dρ
∣∣∣ = sup
s∈R
∣∣∣ ∫ ∞
|s|
F−1 (∂ατ Q(·)) (ρ) dρ
∣∣∣ <∞
since F−1 (∂ατ Q(·)) (ρ) is Schwartz. Since G(s) is Schwartz and thus in L1(R), we can use Young’s convolution
inequality and (10.35) to conclude
(10.36)
||〈x〉|h|&1||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k})) ≤||〈x〉
∫
|G(s)||∂sh|(t− s, x) ds||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
≤||〈x〉|∂th|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))||G||L1(R)
.||〈x〉|∂th|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
Combining (10.36) with (10.30) gives
(10.37)
||[hαβ(t, x), η(∂t)]∂α∂βu||LE∗
.
(∑
k≥0
[
||〈x〉|∂th|||L∞t,x([0,T ]×(Ω∩{〈x〉≈2k}))
])
× (||∂u||LE + ||∂i∂ju||∂tLE+〈x〉−1LE) .
Thus by (10.37), to prove (10.5) it remains to show that
(10.38) ||∂i∂ju||∂tLE+〈r〉−1LE . ||u||LE1 + ||hu||LE∗ .
For this we can use the elliptic bound [30, (7.5)].
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