A long-term performance analysis of three different configurations for community-sized solar heating systems in high latitudes This paper proposes various community-sized solar heating systems configurations for cold climate. Three 8 configurations were proposed, (I)a heat pump connected to two tanks in parallel, using charged borehole storage, (II)a 9 heat pump connected between two tanks, using charged borehole storage to directly charge the lower temperature tank, 10 and (III)two heat pumps used in series, one between the tanks and the other between the lower temperature tank and 11 ground. In configurations (I) and (II) the vertical borehole field is used as a seasonal storage, in (III) it is used to extract 12 heat only. The studied energy flows are heat and electricity. The border consists of energy production systems, heating 13 grid and buildings. The impact of the considered system solutions on the heating renewable energy fraction, on-site 14 electrical energy fraction, purchased energy and full cost as a function of the demand, solar thermal and photovoltaic 15 areas, tanks and borehole volumes has been evaluated. The dynamic simulations results shows that an average 16 renewable energy fraction of 53-81% can be achieved, depending upon the energy systems' configuration. 17 Furthermore, Energy System II utilizes less energy compared to other systems. In all three systems medium-sized solar 18 thermal area is more beneficial instead of large area. 19 20
Introduction 23
Huge environmental problems are an increasing worldwide issue due to fossil fuel consumption. Efforts are being made 24 to develop and introduce energy-efficient and environmentally friendly systems through the utilization of renewable 25 energy [1] . Buildings are one of the largest energy consumers and emitters of CO 2 , representing 40% of the European 26 Union's total energy consumption [1] . Moreover, in Finland more than 80% of residential energy consumption is used 27 for space heating and domestic hot water heating, which has increased by 5% since 2015 [2, 3] , causing CO 2 emissions 28 to have increased by 8% per year [4] . Therefore, there is presently renewed interest in the use of renewable energy due 29 to the environmental impact [5] . In Finland most of the population lives in areas receiving more than 5.3 GJ/m 2 total 30 solar radiation annually. Hence, there is substantial potential for harvesting solar energy [6, 7] . 31 32 Solar district heating with seasonal storage is a very promising alternative to fossil fuel heating and has been researched 33 by several entities, such as the IEA's Task 32 and Task 45 [8] . Solar thermal (ST) systems are key technologies for 34 achieving emission reduction goals and their use is spreading in European countries [9] . In Europe, from 1979 to the 35 2011 there have built 141 large-scale solar heating plants, all of them have more than 500 m 2 solar collector area [10] . 36 Schmidt et al. made a detailed review of the advances in seasonal thermal energy storage (TES) in Germany [11, 12] . 37 Since 1979 several countries have participated in operating central solar heating plants with the seasonal storage 38 working group operating under IEA Task 7 [13] to boost the progress of large-scale solar heating technologies. Since 39 this program eight plants have been built in Germany (since 1996) [14] . Currently, the solar district heating market is 40 booming in Denmark, due to its competitive price in comparison to biomass and gas [15, 16] . Numerous solar district 41 heating and seasonal sensible thermal storage projects have been realized in Europe and North America. There are 42 large-scale pilot plants located in Germany, Sweden, and Canada [17, 18] that use solar energy with the help of seasonal 43 storages. Several new solar communities have been built in Germany, Denmark, Sweden and are in operations [19] . 44 Two community concepts at a small scale had been build and tested in Finland in Kerava (1980s) and Eko-Viikki 45 (without seasonal storage) [20] . The Drake Landing Solar Community (DLSC) project was established in 2007 in 46 Okotoks, Canada [21, 22] . 47 48 One of the greatest scientific and technological challenges we are facing is to develop efficient methods to collect, 49 convert, store, and utilize solar energy at affordable costs [5] . There are two main drawbacks to solar energy systems in 50 the Nordic region: (a) the resulting energy costs are not yet competitive and (b) solar energy is not typically available 51 when needed. Considerable research efforts are being devoted to techniques that may help to overcome these 52 drawbacks-control strategy of the solar thermal system is one of those techniques [23, 24] [24]. 53 cost (FC) and on-site energy fraction for electricity [44] are evaluated. The objective behind this study is to maximize 114 the effective use of solar energy when different configurations of houses and systems are used. The proposed control 115 strategies for the ST field, the ground, and the storage tank are hierarchical and priority is given to buffer storage tank 116 loading. The study is performed using dynamic simulations approach using TRNSYS [45] due to the complexity of the 117 proposed system [36, 46] . 118
System configurations 119
The solar energy system consists of ST collectors, short-term storage tanks, vertical borehole heat exchanger field 120 (BHE), borehole thermal energy storage (BTES), PV modules and HPs. Three system configurations were evaluated, 121 the main features and differences among each system are described below: 122  Energy System I 123 -Solar heat from collectors is fed to either the warm tank or the hot tank, and excess heat from the 124 buffer tanks is transferred to the BTES, depending on the temperature 125 -The HP extracts heat from BTES and pumps it to either the warm tank or the hot tank 126 -Photovoltaic electricity (PV) is used for the HP, circulation pumps, and residential needs; the 127 surplus is exported to the external grid while any shortfall is imported from the external grid 128 129
 Energy System II 130 -The system is the same as Energy System I except for the following point 131 -The HP extracts the heat from the warm tank and pumps it to the hot tank, and the warm tank is 132 charged directly from the BTES 133 134
 Energy System III 135 -The system is the same as Energy Systems I and II except for the fact that the ground is only used 136 as a heat source without any solar heat injection and the following point below 137
-In contrast to Energy Systems I and II, two separate HPs were used: one HP extracts heat from the 138 warm tank and pumps it to the hot tank whereas the second HP extracts the heat from the BHE and 139 pumps it to the warm tank 140 141
The energy system I and II are designed based on the Drake Landing Solar Community, Canada as it has shown better 142 performance in cold climates and provided up to 90% of space heating demand through solar energy [21, 22] . However, 143 instead of a boiler, a heat pump is used in different arrangements. In addition to that, domestic hot water is also 144 provided in proposed configurations. Energy system III has a cascade heat pump arrangement. It was based on German 145 experience regarding cascade heat pump arrangements for buildings [47] . The three configurations are described in 146 detail in the following subsection, Subsection 2.1. 147 148
There were many possibilities of hydraulic interconnection. The optimal control mode may depend on the energy 149 generation and storage capacities. Moreover, there were different control possibilities for the ST output temperature as 150 well. Firstly, for this study the connection between the short-term storage tank and the ST collectors was chosen to be 151 parallel [43] . Secondly, temperature tracking control mode was selected [43] where the collector typically aims for an 152 outlet temperature that is one degree higher than the tank's top temperature. These control strategies were implemented 153 as these strategies together resulted in the reduction of the energy demand of the ST system, as evaluated in an earlier 154 study [43] . The cooling needs in the community were minute, therefore a cooling system was not included. 155 156
The technical features of the different components used in the simulations are described in Section 3 of this paper. All 157 components were similar in all the energy systems. However, changes were made to perform the parametric analysis 158 and these are mentioned in Section 4. This was implemented to understand the relation of these components to the 159 renewable energy fraction for heating [43] , and on-site energy fraction for electricity, final purchased energy, and full 160 cost (FC). 161
The energy system 162
Energy Systems I, II, and III were designed to maximize the fraction of solar heat. Solar energy was primarily used for 163 domestic hot water (DHW) and SH supply through the storage tanks and secondarily for charging the ground. The 164 control was designed in a hierarchical pattern. The ST pump drew the cold solar fluid (water + glycol) from the tank 165 bottom and into the heat exchanger in order to collect heat from the solar collector loop. Meanwhile, the heated water 166 from the collector transferred heat to the tank via the heat exchanger after attaining the desired temperature based on the 167 set point. The tanks were charged in parallel. Water was diverted to charge either the hot or the warm short-term tank 168 till that tank's set point value was reached. In order to minimize the use of the HP, the charging set points of the tanks 169 were higher for the ST collector than for the HP. When the tanks need charging, the first option was to use the solar 170 collector . If the warm tank temperature was lower than 40  o C, it was heated to 45  o C, and for the hot tank, if temperature  171  was lower than 65  o C, it was heated to 70 o C by the solar collectors [43] . If both tanks were at adequate temperature 172 levels, all the solar heat was pumped into the warm tank to maximize energy efficiency. Depending upon the energy 173 system configuration, if no energy was available from the solar collectors, heat could be directly transferred from BTES 174 into the tanks or through the HP in order to charge the tanks. Cold fluid entered from the cool outer edge of the BTES 175 and exited from the hot center. If the warm tank temperature was lower than 35 o C, it was heated to 40 o C, and if the hot 176 tank temperature was lower than 60 o C, it was heated to 65 o C by the HP or directly from the BTES, conditional to the 177 energy system type [43] . The set points of tanks charged by the solar collectors were higher when compared to the HP 178 in order to maintain the tanks' temperature at higher values. Since the tanks were charged at a higher level, the HP was 179 used less. This improved the overall system performance. Depending upon the energy system configuration, excess 180 solar heat present in the buffer tanks was transferred to charge the BTES in order to avoid overheating the short-term 181 tanks. In this setup, boreholes were charged by solar energy and the HP evaporator was directly connected to the borehole 194 outlet. The energy from the BTES was used by the HP to heat the short-term tanks in need of energy when ST energy 195 was not available. The HP was used to maintain the temperature in both the hot and warm tanks. If the BTES output 196 temperature was high enough, it could be directly utilized for heating the tanks via a bypass. Excess solar energy from 197 the short-term tanks was transferred to BTES to avoid overheating. SH was provided by warm tank and DHW was 198 provided by both the warm tank (preheating) and hot tank (the final temperature). A schematic representation of the 199 system is shown in Figure 1 . All the set points of each of the system components and its operational controls are 200 described in Subsection 2. In this setup, boreholes were charged by solar energy and the HP evaporator was directly connected to the short-term 208 warm tank (instead of the borehole outlet if compared to system I). The energy from the warm tank was used by the HP 209 to heat the hot tank in need of energy when ST energy was not available. Moreover, the warm tank was charged directly 210 from the BTES. If the warm tank temperature was less than 35 o C and the BTES's average temperature was higher than 211 the warm tank's top temperature, the energy was transferred via the BTES. The warm tank was charged from the BTES 212 every time that the HP was used to charge the hot tank. Excess solar energy from the short-term tanks was transferred to 213 BTES to avoid overheating. SH was provided by both the warm and hot tanks when the warm tank was not at an 214 adequate temperature level. DHW was provided by both the warm tank (preheating) and the hot tank (the final 215 temperature). A schematic representation of the system is shown in Figure 1 . All the set points of each of the system 216 components and its operational controls are described in Subsection 2.1. 217 218  219 In this setup, boreholes were not charged by the solar energy, unlike in system I and system II. Moreover, there were 220 two HPs used. During the winters, when solar energy was not available, one HP evaporator was directly connected to 221 the BHE outlet and it was used to charge the warm tank. The available natural energy from the BHE was used by the 222 HP to heat the warm tank when ST energy was not available. The second HP evaporator was directly connected to the 223 warm tank and it was dedicated entirely to charging the hot tank by taking energy from the warm tank. The HPs were 224 used to maintain the temperature in both the hot and warm tanks. In this system BHE was not charged by solar heat. SH 225 was provided by the warm tank and DHW was provided by both the warm tank (preheating) and the hot tank (the final 226 temperature). A schematic representation of the system is shown in Figure 1 . All the set points of each of the system 227 components and its operational controls are described in Subsection 2.1. 228
Energy System III

System simulation input parameters 229
In general, the energy performance of the energy systems and buildings described in Section 2 depend upon the input or 230 design parameters. These parameters are variables that can be determined by the designers [48] . In addition, the 231 significance and the nature of these parameters can be different for varying systems. In general, the energy performance 232 of the energy systems may mostly depend on six parameters that are considered in this paper, namely: (1) the ST 233 collector's area, (2) the short-term storage tank volumes (warm and hot tanks), (3) BTES volume, (4) the photovoltaic 234 area, and (5) the total building heating demand. Each parameter is described in detail in Subsections 3. The seasonal storage played a key role in all systems. In systems I and II it stored the solar energy, and in systems I and 256
III it was used directly as a thermal source for the HP. To extend the scope of the study and therefore to assess the 257 benefits of using seasonal storage with ST energy, different BTES volumes were considered. In Energy System III, the 258 depth of the BHE was increased to 300 m, compared to Energy Systems I and II where the depth was 45 m. This 259 contributed to providing a larger contact area for the BHE with its surroundings, thus the BHE could be charged 260 naturally. Moreover, it was simulated that larger depths can be discharged for a longer time compared to shallower 261 depths because the average BHE temperature variation between charging and discharging is less. The seasonal storage 262 behavior was simulated utilizing a Type 557a model that is available in the GHP TESS library of TRNSYS [45] . Table  263 3 shows the main borehole and soil characteristics used in each energy system. 264 HP was connected to the system as a backup to charge the short-term tanks. TRNSYS Type 668 [45] was used to model 268 the HP. The HP meets the heating load in the network through the storage tank. Several HPs can be connected to get 269 higher capacities. The nominal power consumption of each HP was 60 kW. The maximum flow rate of water through 270 the HP's condenser was 1.94 kg/s and the COP of the HP was 4-6, depending on the BTES and the desired output 271 temperature. 272
PV 273 274
PV solar panels were integrated with the system at a tilt angle of 40 o in order to provide the electricity to the system and 275 to reduce the purchased electricity from the supply grid. TRNSYS Type 194 [45] produced by the photovoltaic system according to its specification using the same reference year's weather data. The 277 specifications [52] of the photovoltaic panels used in the simulation are described in Table 4 . The on-site energy 278 generation was used to meet part of the demand while the rest was imported from the grid. Excess energy was exported 279 to the grid. No electricity storage was considered in this study. 280 Table 4 . Photovoltaic panels system for the simulations [52] . TRNBuild [45] , which is a TRNSYS subroutine that is able to generate the thermal loads profile of a building. The 286 energy efficiency of houses can strongly influence overall energy use in the building sector and the overall energy 287 consumption of the solar system. The heated area of the houses was 100 m 2 each. The internal height was 2.7 m. The 288 windows glazing area was 14% of the total walls area. To avoid summer overheating, different types of shading were 289 provided. Because of the mild climate in the summer, most Finnish houses do not have mechanical cooling. Hence, 290 mechanical cooling was not considered as an option. Each house was a single zone building. Each house was ventilated 291 by one air handling unit (AHU) that supplies fresh air to the house and draws exhaust air from the house. The AHU had 292 heating coils that keeps the supply air temperature at 18 o C when the incoming outdoor air temperature was lower than 293 this temperature. The building envelope has an airtightness (n 50 ) of 2 1/h, where n 50 is the number of air changes per 294 hour equivalent to an air-leakage rate, with a 50 Pa pressure difference between the indoors and outdoors [54, 55] . The 295 average exhaust air flow rate is equal to 0.65 air changes per hour (1/h) [56] . The dynamic changes of DHW, lighting, 296 and appliances energy were considered by using profiles based on the typical Finnish lifestyle [57] . The yearly heating 297 demand for domestic hot water was 45 kWh/m 2 /yr including the constant recirculation of hot water. The DHW profile 298 has been balanced for the buildings to avoid too high peak loads and to include the effect of simultaneity among various 299 buildings. Same profile for DHW was used for all buildings. An appliance electricity demand of 40 kWh/m 2 /yr was 300 used [55, 58] . The internal gains due to people, lighting, and appliances were 10.3, 7.8, and 17.8 kWh/m 2 /yr 301 respectively, according to D5-2012 [54, 55] . 302 303
The design variables were selected to cover packages of measures ranging from compliance with the requirements of 304 the current national building code, C3-2010 [59] , to combinations that realize a passive standard house. The variables 305 include the number of external walls, both the roof and floor insulation thicknesses, three window types, and three 306 rotary type heat recovery units. The main data of the house and the envelope's thermal feature of the house are shown in 307 the Table 8 , in Subsection 4.2. 308
The weather and demand profiles 309
The chosen location for the solar community was in southern Finland. Regarding the weather data, Finnish test 310 reference year data [60] was used in TRNSYS through Type 15 [45] . The total radiation and the external temperature 311 are shown in Figure 2a . Whereas, Figure 2b 
The motivation for using parametric analysis vs. optimization 317
This paper focused on investigating the performance of the presented systems by using an exhaustive search. An 318 exhaustive search is one in which all possible solutions are evaluated. As such, there is no search direction or formal 319 identification of the optimal solutions-the best solutions are identified through the post-processing of all solutions. It 320 has many advantages over other search methods. First, the maximum possible amount of information is gathered in 321 order to be used in decision-making, subsequently all probable and uncertain performance conditions are evaluated. 322
Furthermore, this is particularly important for a progressive decision-making approach where the design criteria may 323 change within the decision-making process. A conventional optimization may require a re-run of the optimization 324 process [61] . Second, many of the multi-objective optimization methods used in present research seek to find an 325 optimized solution between two objectives, since several optimization algorithms are unsuccessful in resolving "many 326
objective" optimization problems [61] . An exhaustive search is immune to the computation difficulties and complex 327 algorithms of finding good solutions in a many-objective search space and it is scalable. Third, the results can be post 328 processed to identify the sensitivities of the decision variables [61] . It is a method used to define how various 329 independent design variables impact a particular outcome under a given set of assumptions [62] . Lastly, an exhaustive 330 search can be used to decide which parameters need more in-depth analysis and those for which standard values could 331 be used. These significant parameters, which are more influential, can be used for further optimization, while the 332 standard values can be used for the least influential parameters [48] . In other words, it helps to decide which parameters 333 should be optimized accurately. The limitation of an exhaustive search is obvious: the number of solutions needing to 334 be evaluated increases as a product of the number of values for each variable [61] . 335 336
In this paper, the motivation for the parametric analysis of the defined energy system configurations in Section 2 was to 337 provide a complete analysis of the system and the behavior under different conditions. Moreover, the selected system 338 parameters for the studied energy system configurations were changed in each different scenario [63, 64, 65] . These 339 changes are described in Subsections 4.2 and 4.3. 340
Design variables -buildings 341
The current study considers five variables: the insulation thickness of the external wall, roof, and floor; window type; 342 and ventilation heat recovery efficiency. The value of the design variables and investment costs of design variables are 343 shown in Table 8 . The number of possible building designs was 243 (3 5 ). TRNEdit [45] , a subroutine of TRNSYS, was 344 used to perform the parametric analysis of the building. TRNEdit runs each set of design variables one by one using the 345 same model, only changing the supplied design variables, as shown in 
Design variables -energy systems and buildings 360
The current study considered six system variables: the ST area, the photovoltaic area, the warm tank volume, the hot 361 tank volume, the BTES volume, and the buildings. The values of all the design variables and investment costs of design 362 variables are shown in The number of possible designs were 729 (3 6 ) for each system. Therefore, the three ST systems, combined with the 368 three building types, proposed above for the community had a total number of 2187 simulations (729 x 3). The 369 simulations were likewise done through TRNEdit [45] in order to perform the parametric analysis of Energy Systems I, 370 II, and III. Here, various representative system configurations have been selected and the results are presented and 371 discussed in Section 5. 372 Table 9 . System configuration variations for the simulations and investment cost of the components used in energy systems [52, 49, 50, 67, 68] 
Energy matching and full cost 376
The motivation to use purchased energy and the full cost (FC) were of primary interest because purchasing energy (as 377 well as environmental issues in general) is an interest of the end user and the full cost is an interest of the contractor and 378 end user. Therefore it was important to evaluate both quantities in order to provide the overall performance of the 379 system. 380 381
The mathematical expression for purchased energy is 382 383 384  385 where P E is the purchased energy, E P is the electricity consumed by all pumps, E HP is the electricity consumed by the 386 HP, E BH is the backup direct electricity used to maintain the temperature in the SH and DHW network when HP and 387 solar energy is not sufficient, E BUL is the appliance electricity demand of buildings, and E EXP is the excess electricity that 388 is produced by the photovoltaic panels and exported. The electricity production by PV panels faces the same problem as 389 heat production by ST collectors: the mismatch between supply and demand curves. The electricity production by PV 390 panels faces the same problem as heat production by ST collectors: the mismatch between supply and demand curves. 391
In this paper for the heat and electricity supply the energy flows are balanced for every time step of 7.5 mins. All 392 heating demand has to be met by the local system. However, for electricity, excess energy generated via PV is exported 393 to the gird due to the lack of electrical storage device. Any shortfall is balanced by imported electricity from the grid. 394 395
The full costs (FC), is the sum of the present value of the investment and net energy cost for 25 years. It is expressed as 396 397 where, FC is the full cost that includes the investments and operations costs (for 25 years), plant disposal and 404 maintenance costs are not included in the FC. C ST is the solar collectors, C PV is the photovoltaic panels, C BTES is the 405 borehole heat exchanger, C WT is the warm tank, C HT is the hot tank, and C B is the building costs. C I is imported 406 electricity cost and C E is exported electricity cost. The import electricity price of 11.10 c/kWh and export electricity of 407 4.04 c/kWh was used. All energy prices include tax and distribution costs. These prices are based on 2016 electricity 408 prices in Finland [69] . The a e are the discount factors [56] [55] which take into account the effect of interest rate and 409 effect of escalation of electricity prices as well. Discounting was done with a real interest rate of 3% [70] . Due to the 410 reversing price trend in the Nordic electricity market, the average price increase during the past decade has been low 411 and even negative [69] . Thus, a conservative escalation rate of 1% was used in this study. The discounted operation cost 412 was estimated over a period of 25 years [71] [72] . The building investment C B includes the cost of the building's 413 insulation material, walls (C Wins ), roof (C Rins ), floor (C Fins ), windows (C WIND ), and the building's heat recovery (C HR ). 414
Replacement costs were not considered for the building material and heat recovery unit. No maintenance costs were 415 considered for replaced elements for the system. Due to the long simulation calculation time, a five-year simulation was 416 not feasible. Therefore, as a compromise, the system was simulated for the fifth year and used for estimating the 417 performance of the system. The fifth year was selected because the BTES average temperature becomes steady and 418 change in temperature is not significant in the following year. The fifth year was simulated by keeping the fourth-year 419 end average temperature of the BTES as the starting temperature of the BTES for the fifth year simulation. The fifth 420 year starting temperature was chosen based on ST area (for system I and II) and BHE volume (for system III). A linear 421 equation was used to provide this fifth year staring temperature of the BTES for simulation. 422 423
The renewable energy fraction for heating is defined as [43] , 424 The on-site energy fraction (OEF) of electricity was also calculated. OEF indicates the proportion of the electrical load 430 covered by on-site generated electricity [44] . Since grid electricity was the only external energy source, the on-site 431 energy fraction (OEF) for the whole system was defined using the ratio of annually purchased electricity vs. the total 432 electricity demand of the community (including household electricity demand) [44] . 433
Results and discussion 434
Buildings 435
The performance of all building simulation cases against the investments are shown in Figure 3 . The slope indicates that 436 the building's heating demand was high when the investment was low, the building's heating demand improved with 437 the high investment. The front of the 17 best cases is also shown in Figure 3 . It was observed that the majority of the 438 points that lie on the best point-front feature high insulation thickness of the walls and roof, less thickness of the floor, 439
and high efficiency of the heat recovery unit. Furthermore it was found that the points that fell behind the front did so 440 because the majority of them featured a higher thickness of floor insulation and less heat recovery efficiency. The 441 reason is the expensive floor insulation material. Therefore, higher U-value (or thinner floor insulation) were selected 442 for the best cases. On the other hand, the heat recovery efficiency has a greater influence on the heat demand, and the 443 slight change in the cost of the heat recovery units among the different cases allowed the highly efficient heat recovery 444 unit to appear on the best-point front. Therefore, it is proposed that having higher efficiency of heat recovery and less 445 thick floor insulation result in a better performance of the building in terms of heat demand. 446 447 448 Figure 4 . In Figure 4 the majority of the cases 452 had the highest heat recovery unit cost and lowest cost for the floor insulation. These results again indicate that the 453 highest heat recovery efficiency along with the lowest insulation thickness on the floor was favorable in most of the best 454 cases. More than half of the cases contained inexpensive windows. In addition to that, the cost of the roof and wall 455 insulation was rather a small portion of the total cost in all solutions and varies in each case. This leads to a rather 456 smoothly growing investment. 
Energy system analysis 465
In order to provide an overall illustration of the energy system, Figure 5 shows the annual thermal energy flows in one 466 of the configurations of the energy system I. As a reference, the energy system I shown in Figure 5 , 
481
The relationships between purchased energy versus the full cost (FC) for all the solutions for the three systems proposed 482 in the study are shown in Figure 6 . In Figure 6 , each energy system performance is shown separately. Generally, it  483   41  41  41  41  41  41  41  41  41  41  41  41  41  38  38  35  35   44  34  25  25  25  25  25  25  25  25  25  25  25  25  25  25  25   23  23  23  23  17  17  23  23  17  17  13  13  13  13  13  13  13   53  53  53  53  53  53  38  38  38  38  38  38  38  38  38  38  38   20  20  20  18  20  18  20  18  20  18  20  18  16  18  16  18 shows that the systems' purchased energy was high when the full cost was low; however, it was reduced when the full 484 cost increased. The best-point fronts (the minimum purchased energy and full cost) out of 2187 cases were exclusively 485 analyzed to compare the overall performance of Energy Systems I, II, and III. They are also shown in Figure 6 . The 486 slope of these best-point fronts indicates the change in the purchased energy between different systems. In terms of 487 purchased energy, system III performed the worst compared to the other two systems. The minimum purchased energy 488 (system III's purchased energy) was 44-47 % more compared to energy systems I and II. This was caused by the higher 489 energy consumption of the HPs in system III since the BHE was not charged by solar energy. On the other hand, system 490 II performed better in terms of purchased energy compared to systems I and III and in full cost compared to system I. It 491 was due to the system configuration and the HP arrangement. In this system, the HP was only used to charge the hot 492 tank while taking energy from the warm tank. Hence, the source was relatively warm on the evaporator side when 493 compared to the other two cases. 494 495
It was observed in system I that the purchased energy varied from 27.2 kWh/m 2 /yr to 47.3 kWh/m 2 /yr (shown on the 496 best case front in Figure 6 ). Furthermore, when analyzed deeply in Figure 6 , it was observed that the points outside the 497 front can be roughly subdivided into three subsections. Generally, in section I A the majority of the system 498 configurations contained a seasonal storage of smaller size; in section I B the majority of the system configurations 499 contained a seasonal storage of medium size; and in section I C the majority of the system configurations contained a 500 seasonal storage of larger size. It was found that in section I A, due to the utilization of the HP between the BTES and 501 tanks, larger BTES was not needed to reduce the purchased energy. The use of an HP reduced the need for very large 502 BTES as smaller BTES was enough to provide the required temperature to the HP at the evaporator side. A combination 503 of smaller BTES size with a medium to large ST area can be more beneficial. On the other hand, a combination of large 504 BTES with a large ST area can slightly improve the performance. It is important to mention that stagnation frequency of 505 the solar collectors has not been considered in the present study. 506 507
It was observed in system II that the purchased energy varied from 26 kWh/m 2 /yr to 34 kWh/m 2 /yr on the best-point 508 front in Figure 6 . System II can be implemented with remarkably low full cost. In this system the purchased energy 509 dropped down from 34 kWh/m 2 /yr (one end) to 28.5 kWh/m 2 /yr, after that the reduction in purchased energy was less 510 (as indicated by the slope)-it was further reduced to 26 kWh/m 2 /yr although the full cost increased towards higher 511 values, as shown in Figure 6 of the system II. It was revealed that adding a large ST area had a minute advantage on the 512 purchased energy reduction, however, this would increase the temperature in the BTES, causing higher losses to the 513 surroundings from the BTES. Therefore the change in purchased energy declined drastically with very high investment. 514
Furthermore, on the other end of the front, there are no solutions for system II above 34 kWh/m 2 /yr because of two 515 main reasons. Firstly, unlike system I the HP's consumption was low because it was only used to charge the hot water 516 from the warm tank instead charging the water of both the tanks. Secondly, since the SH was provided through the 517 warm and hot tanks together, backup SH electricity consumption reduced drastically. Furthermore, in the same system, 518 it was perceived that the points outside the front can be roughly subdivided into three subsections. In section II A the 519 majority of the system configuration contained seasonal storage of a smaller size, in section II B the majority of the 520 system configuration contained seasonal storage of medium size, and In section II C, the general majority of the system 521 configuration contained seasonal storage of a large size It was found that in section II C, due to the utilization of a HP 522 between the warm and hot tanks only, larger BTES reduced the purchase of energy. Larger BTES helped to store more 523 energy in order to recharge the warm tank effectively for a longer duration. On the other side of the Figure 6 , in section 524 II A, due to smaller size of BTES, the purchased energy increased as a smaller BTES was not able to charge the warm 525 tank in the absence of an HP. As a consequence the backup electricity increased. In other words it can be stated that 526 when the energy stored in the BTES was used to directly charge the short-term tanks, it was worthwhile having large 527 BTES in most cases. A combination of large BTES with a smaller to medium-sized ST area can be more beneficial. On 528 the other hand a combination of large BTES with a large ST area can improve the performance, however, the change is 529 negligible. 530 531
It was observed in system III that the purchased energy varied from 39 kWh/m 2 /yr to 63 kWh/m 2 /yr on the best case 532 front (shown in Figure 6 ). System III can be implemented with purchased energy falling down to 41 kWh/m 2 /yr, after 533 which the reduction in purchased energy was low (as indicated by the slope)-it was reduced to around 39 kWh/m 2 /yr 534 although the full cost increased towards higher values, as shown in Figure 6 . It was revealed that adding a large ST area 535 had less advantage in terms of the purchased energy reduction, however, the increased temperatures in the short-term 536 tanks cause higher losses from the tanks to the surroundings as excess energy is not stored in the BHE in system III. 537
Therefore high investments in the ST area had no advantage in this system as the variation in purchased energy declined 538 drastically with very high investments. Furthermore, on the other end of the front, it was observed that the change in the 539 investments was small, however, the purchased energy changed drastically. This is due to the fact that the BHE was not 540 charged by the excess solar energy in this system. Therefore the sizes of the short-term tanks played a role in varying 541 the purchased energy: larger short-term tanks tended to reduce the purchased energy. In the same system, it was 542 observed that the points outside the front can be roughly subdivided into three subsections. In section III A, the general 543 majority of the system configurations contained seasonal storage of a small size, in section III B the majority of the 544 system configurations contained seasonal storage of a medium size, and in section III C the majority of the system 545 configurations contained seasonal storage of a large size. In section III A, due to the utilization of a HP between the 546 BHE and tanks, it was economical to utilize small BHE. The use of a HP maintained the short-term tank temperatures at 547 adequate levels. However, since the BHE was not charged by the solar energy in energy system III, therefore, in section 548 III B and III C larger BHE were selected in the system configurations, which reduced the purchased energy 549 prominently. As larger BHE allowed rapid natural regeneration of the BHE, hence providing higher temperatures at the 550 HP evaporator, causing reduction in HP electricity consumption. Moreover, in the longer run it was more beneficial to 551 use a large size for seasonal storage because it can be discharged for a longer time and the average BTES temperature 552 variation between natural charging and discharging was less. A combination of medium to large seasonal storage with a 553 small to medium ST area can be more beneficial. On the other hand, a large ST area can reduce the performance due to 554 high losses without charging the seasonal storage with excess energy. 555 556
In system III, depending upon the ST collector's area, a stagnation frequency of 430 to 700 hours occurred in a year in 557 the collectors due to absence of seasonal storage. Therefore, in such solar heating network it is essential to have 558 seasonal storage to improve the overall performance of the system and to avoid stagnation in the collectors in Finnish  559 conditions. The effect of stagnation was not considered for energy calculations. In system I and II no stagnation 560 occurred, due to the boreholes storage as excess energy was stored in the BTES. Therefore, low temperature water was 561 always available from the buffer tanks to collect solar energy through collectors. 562 563 564 The full cost analysis and renewable energy fractions of the selected best cases-identified in Figure 6 for systems I, II, 567
and III-are shown in Figures 7, 8 , and 9 respectively. Generally it was found that investments had bigger share in full 568 cost compared to the operational cost. The renewable energy fraction varied from 53% to 81% depending upon the 569 energy system configuration. It was observed that system III had the least average renewable energy fraction compared 570 to the other two systems. However, system II had a slightly better fraction compared to system I. This again illustrates 571 that system III is unfavorable compared to the other two systems. 572 573
In Figure 7 three sizes of ST area divide the solutions into three equally large groups. Although large ST area is shown 574 in best cases, nevertheless, the reduction in purchased energy was not significant. The smallest BTES were used in the 575 majority of cases. Only the two most expensive solutions used larger seasonal storage. These results again indicated that 576 the lower size of seasonal storage was favorable in most cases in system I. In addition to that, half of the solutions have 577 the largest photovoltaic area. The operation cost or net energy cost (i.e. exported energy price subtracted from the 578 imported energy cost) is also significant when the investments are low. Due to low investments the purchased energy 579 increased as system was unable to meet its all demand, causing increase in the operation cost. The cost of the tanks is a 580 rather small portion of the total cost in all solutions. The renewable energy fraction for heating varied between 65% and 581 75%. The on-site energy fraction (OEF) varied between 16% and 40% indicating that PV was able to meet 16 to 40 % 582 of the load demand of the system, depending upon the PV size and annual electricity demand. The OEF was low 583 because of the mismatch between the generation and consumption and no electrical storage was considered in the study. 584 585 586 Figure 7 . The cost breakdown of the selected best combinations of energy system I as mentioned in Figure 6 . 587 588
In Figure 8 two sizes of ST area divide the solutions and medium-sized ST occurs most frequently. This shows again 589 that large ST area is not appropriate in this system. Medium-to large-sized BTES was used in the majority of cases 590 compared to system I. These results again indicate that the medium to large size of seasonal storage was encouraging in 591 most cases in system II. The operation cost is also significant when the investments are low. Due to low investments the 592 purchased energy increased as system was unable to meet its all demand, causing increase in the operation cost. More 593 than half of the solutions had a small photovoltaic area due to less purchased energy being needed by this system. The 594 renewable energy fraction for heating varied between 68% and 81%. The on-site energy fraction (OEF) varied between 595 19% and 40%. 596 597 598 Figure 8 . The cost breakdown of the selected best combinations of energy system II as mentioned in Figure 6 . 599 600
In Figure 9 two sizes of ST area divide the solutions and small-sized ST occurs most frequently. This shows again that a 601 small ST area is favorable in this system, however a medium-sized ST area improved the system performance. The 602 smallest BTES was used in the majority of cases. Only a few of the most expensive solutions used larger seasonal 603 storage. It is evident that the smaller size of seasonal storage was favorable in most cases due to costs-however, larger 604 BTES sizes improved the performance of the system by reducing the purchased energy. small portion of the total cost in all solutions. Larger short-term tanks may be beneficial due to the fact that excess 606 energy was not shifted to the BTES. Therefore, it can store the maximum amount of energy for a longer duration, 607 causing a reduction in purchased energy. The operation cost is also significant when the investments are low. Due to 608 low investments the purchased energy increased as system was unable to meet its all demand, causing increase in the 609 operation cost. In addition to that, more than half of the solutions have a small photovoltaic area due to the low 610 purchased-energy need in this system. The renewable energy fraction for heating varied between 53% and 64%. The on-611 site energy fraction (OEF) varied between 11% and 26%. 612 613 614 Figure 9 . The cost breakdown of the selected best combinations of energy system III as mentioned in Figure 6 .
616
To evaluate the three system configurations the changes in ST areas were focused in all three energy systems, while 617 keeping other parameters similar. The changes in the purchased energy and cost functions were observed. The change in 618 purchased energy due to an increase in ST area while keeping all other parameters constant and the corresponding costs 619 are shown in Figure 10 . It was found that by increasing the ST area from 2000 m 2 to 4000 m 2 , the reduction of 620 purchased energy was around 6~15% depending upon the system. Excessively increasing the ST area from 4000 m 2 to 621 8000 m 2 , the purchased energy reduced around 5~9% depending upon the system. Therefore, it was not beneficial in 622 terms of purchased energy reduction to have very large ST area. This was due to the fact that large ST areas tend to gain 623 more energy from sun and causing an increase in the temperature of the tanks. This increase in tanks temperature causes 624 an increase in the losses to the environment. One possible solution is to increase the tanks insulation thicknesses, 625 however, this would augment the tanks cost and benefits may not be too high as well. Therefore, a cost effective way is 626 to have smaller size of the ST area in order to reduce the temperatures in the tanks and operate the system at lower 627 temperatures. Furthermore, large ST area increased the stagnation frequency to around 700 hours in a year in system III. The advantage of using parametric analysis was that it clarified some important aspects of the energy systems' 633 behavior. Parametric analysis was beneficial in identifying and studying the individual points outside the best point's 634 curves, as discussed earlier regarding the Figures 6 and 10. This gave better and more in-depth understanding of the 635 effect of each individual design variable on the system behavior. In future, with the increasing popularity of the solar 636 community concept in the Nordic climate, finding the best combinations and different systems arrangements is 637 important. Therefore, this information is useful for designers who are making early-stage decisions. 638
Conclusion 639
The goal of this research is to investigate the performance of a solar community in a Finnish climate. Three different 640 types of ST district heating configurations are proposed in the study. The three proposed configurations are (I) A HP 641 connected to two tanks in parallel, using solar-charged borehole storage as an energy source, (II) A HP connected 642 between two tanks, using solar-charged borehole storage to directly charge the lower temperature tank, and (III) two 643
HPs are used in series, one between the tanks and the other between the lower temperature tank and the uncharged 644 ground. In (I) and (II) the vertical borehole heat exchanger field is used as a seasonal storage. In (III) the field is used to 645 extract heat from the ground only. Moreover in (I) the seasonal storage can charge warm tank directly or via a heat 646 pump. In the paper, these different energy system configurations have been assessed as a function of ST area, 647 photovoltaic area, short-term tank sizes, BTES volume, and building heating demand. The study is performed using a 648 dynamic simulations approach (in TRNSYS). 649 650
Buildings with various thermal and energy features were simulated. It was observed that most of the best cases featured 651 high heat recovery efficiency along with low insulation thickness of floor. Windows with high U-values were also 652 selected in the majority of the best cases. Therefore, these three components should be considered more profoundly at 653 the design stage for community houses. On the other hand, wall and roof insulation thickness varied depending upon the 654 heating demand. User behavior plays another important role in varying the building demand profile, but their variation 655 was not modelled. Buildings with a heating demand of 50, 37, and 25 kWh/m 2 /yr were further chosen in order to 656 perform the analysis of Energy Systems I, II, and III. 657 658
In terms of energy systems, each component had a varied effect on the performance of the system. Maximizing the 659 performance of these systems is a matter of selecting the best combinations of the ST area, the photovoltaic area, short-660 term storage tank volume, BTES volume, and the building's configuration (as building design can alter the system 661 performance). In most of the best cases, where the system's purchased energy was minimal, highly insulated buildings 662 were selected. On a system level, the results showed that system II performed better in terms of the renewable energy 663 fraction, cost, and purchased energy. On the other hand, system III performed poorest compared to other two systems in 664 terms of the renewable energy fraction and purchased energy. In the broad spectrum, when comparing all three systems 665 it can be stated that solar energy can be directly used to provide both DHW and SH, or used to charge the ground. 666
Balancing and controlling the use of ST energy throughout the year and ground charging and discharging integrated 667 with a HP is effective in energy systems. In particular, storing solar energy in the ground increases the performance of 668 
