Abstract-Free-space optical (FSO) links are competitive wireless links offering high data rate, security and low system complexity. For mobile applications, e.g., from a ground base station to an unmanned aerial vehicle (UAV), the FSO channel can suffer from severe instantaneous misalignment. This time varying misalignment is unknown to the transmitter and causes data packet corruption and erasure. As a result, the application of traditional fixed-rate erasure coding techniques is difficult. In this paper, we consider the application of rateless Raptor codes for such mobile FSO channels. Due to the high data rates required, short-length (16−1024) Raptor codes are designed and simulated on a severe jitter FSO channel. A key advantage of Raptor codes is their independence on channel state, no matter how large the misalignment. With a 1 Gbps transmitter, the designed Raptor code with k = 64 message packets offers 560 Mbps data rate and decoding cost of 4.14 operations per packet when transmitting power is 20 dBm. In contrast, a traditional automatic repeatrequest (ARQ) algorithm technique on the same FSO jitter channel achieves a rate of 60 Mbps.
I. INTRODUCTION
Free-space optical (FSO) links provide line-of-sight (LOS) data links by modulating the instantaneous intensity of a laser and allowing it to propagate through the atmosphere to a receiver. Such links are relatively inexpensive and provide high data rates free of jamming and interference. Most commercial FSO links operate at 1 − 2 Gbps over ranges of 1 − 3 km, however, links of up to 80 Gbps over 3.4 km have been demonstrated [1] . Although most FSO links are stationary, they have also been considered for mobile applications. Applications such as ship-to-ship [2] , ground-to-air and airto-air FSO communication systems have been studied [3] , [4] . FSO links satisfy the needs of long-range deep-space communications [6] and have also been considered for military wireless communications [7] .
In mobile FSO channels, the transmitter must track the motion of the receiver in order to maintain a LOS link. Consider the ground-to-unmanned aerial vehicle (UAV) FSO link in Fig.1 where the speed of the UAV can reach several hundred meters per second [9] . In this scenario, tracking is typically accomplished by mechanical components such as a 2-dimensional rotating gimbal which is oriented based on fed back global positioning system (GPS) data from the UAV [3] , [4] . Tracking is made more difficult due to the use of FSO transmitters with a small divergence angle to minimize geometric loss. A dramatic variation in the received SNR is caused by misalignment of the transmitted beam and the Fig. 1 . Ground-to-UAV Mobile FSO channel configuration detector due to mechanical pointing uncertainty error and GPS positioning error. The total tracking error is the combination of these two errors and limits the data rates of such links.
For these severe jitter channels, the total tracking error is unknown to the transmitter and changes slowly in time with respect to the bit period. In order to improve the data rates of such links, coding techniques can be considered. Fixed-rate coding techniques are not appropriate for such links due to the lack of channel state information and the slow variation of the channel. As a result, in this work we consider rateless erasure correcting codes called Raptor codes [5] . In these codes, the transmitter creates a stream of output packets based on the message to be transmitted. The receiver collects these packets and can, with high probability, decode the entire message once enough packets are received.
In this work, we consider for the first time the application of Raptor codes to mobile FSO links to overcome the severe limitations imposed due to misalignment errors. In Sec. II, a channel model for the ground-to-UAV channel is presented including the combined effects of atmospheric scintillation and misalignment error. In Sec. III, a novel set of short-length (16 − 1024) Raptor codes are designed with high rate and low decoding cost. Previous Raptor code designs consider lengths of at least 9500 [10] which require complex decoders and incur a large latency making them impractical for high-speed FSO channels. Sec. IV presents detailed numerical simulations of the designed system and the paper concludes in Sec. V.
II. FSO CHANNEL MODEL

A. Channel description
For the ground-to-UAV system in Fig. 1 , a practical tracking system has been developed which includes a gimbal for rotating the laser transmitter in two dimensions and GPS for UAV position information [3] . In this paper, we use the experimentally measured properties of this tracking system and include the effects of atmospheric scintillation [3] , [11] .
As mentioned in [3] , the gimbal is at the origin, O, of coordinate system XY Z in Fig. 1 . A UAV flies in a √ 2 km circle at a speed of 100 m/s with altitude Z U = 1 km, and the circle is parallel to plane XY . The ground-to-UAV distance along the optical axis is L = √ 3 km. Define the plane X Y to be transverse to the optical axis. It is assumed, as in [3] , that initial acquisition between UAV and base station has been completed before tracking. As in [3] , the tracking process is performed periodically by updating the UAV position by GPS at a tracking interval T tr = 50 ms and orienting the gimbal accordingly.
Define X as the transmitted optical intensity signal, Y as received signal and n as additive Gaussian noise at receiver with standard deviation σ n . The channel can be modelled as [8] 
where h is channel gain and R is receiver responsivity. On-off keying (OOK) modulation is applied, and X ∈ {0, 2P }, where P is the average transmitted optical power. The channel gain h can be factored as
where h l , h a and h tr denote the attenuation due to atmospheric loss, scintillation and tracking error respectively.
B. Atmospheric model
The propagation loss, h l is defined as a deterministic function of a propagation distance L by Beer-Lambert Law
where C sc is the scattering coefficient, selected as 0.673 km −1 (2.92 dB/km) for a weather condition between "clear" and "light haze" [12] .
For atmosphere scintillation, h a is a random fading coefficient due to scintillation. In order to model the distribution of h a , an uplink Hufnagel-Valley model was applied to define the refractive-index structure parameter C 
As is conventional, h a is taken to be Gamma-Gamma distributed [11] Pr(h a ) = 2(αβ)
where 
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Bu ) Figure 2 is a diagram of the beam spot in the transverse plane at the receiver in a given tracking interval T tr . Define r(t) as the instantaneous distance between centres of the beam spot and the detector in a given tracking interval, i.e., t
C. Tracking error
where r 0 is the initial beam position at the start of the tracking interval (i.e., t = 0) and v is a constant velocity vector with magnitude 100 m/s. At the start of each tracking interval, r 0 is the random initial beam position as determined by the GPS data and the gimbal error. The initial misalignments in X and Y are modelled as identical, independent zero-mean Gaussian distributions with variance σ 2 tr . Based on experimental data of gimbal and GPS errors, σ tr = 3.3 m with 99% confidence level [3] . Thus, r 0 is modelled as being chosen randomly and independently at the start of each tracking interval whereas the variation of r within each tracking is known given r 0 . Following [8] , the intensity at the receiver due to misalignment can be estimated based on the instantaneous r in (4).
2 , where a is the radius of detector and w is the laser beam waist (e −2 of the maximum magnitude). Also define w eq as the equivalent beam width, where w
. For a given r, the attenuation is [8] 
It is important to note that the impact of h tr is often a limiting factor in the design of such mobile FSO systems. The attenuation h tr varies widely, even in a given T tr , as the detector moves across the beam spot and often dominates over atmospheric scintillation. These observations will be quantified by simulations in Sec. IV.
D. Channel model
The ground-to-UAV FSO channel considered in this paper is modelled as a packet transmission system, and is shown in Fig. 3 . A message is divided into k packets each of size 1 kbit. A sequence of Raptor coded outputs are generated from these message packets, as discussed in Sec. III. A 32-bit CRC from the IEEE 802.3 standard [13] is added to each packet before transmission on the channel defined in (1) and (2) . At the receiver, any corrupted packets are dropped and not used in the Raptor decoder. Since the probability of undetectable error for this CRC is < 10 −9 , when bit error probability < 0.5 [13] , we ignore undetected packet errors at the receiver. Finally, the entire message is decoded when sufficient packets are received. In addition, it is assumed that the transmitter continues to send packets for a given message until it receives a 1-bit feedback from the receiver to move to the next message.
III. DESIGN OF SHORT-LENGTH RAPTOR CODES
A. Background
Raptor codes are based on Luby transform (LT) codes [14] which are random bipartite codes where every encoded packet is a linear combination of several message packets. For a given encoded packet the number of message packets combined is termed the degree and is chosen randomly and independently for each encoded packet. Raptor codes differ from LT codes due to the use of a different degree distribution and a lowdensity parity-check (LDPC) pre-code. This LDPC pre-code enlarges the effective number of message packets from k tô k, as shown in Fig. 4 .
Define the degree distribution polynomial of a Raptor code as Ω(x) = Σk i=1 Ω i x i , where item x i represents a degree i, and Ω i is the probability mass of degree i. The decoding algorithm of both LT and Raptor codes is a simplified belief propagation (BP) algorithm. This algorithm starts from a degree one packet, using it to decode other packets with larger degrees. Decoded packets are subtracted from all larger degree packets which involve it. All received packets are stored in a buffer and the decoding process continues searching and subtracting until the k message packets are recovered. The complexity in decoding a Raptor code has been shown to be O(k log 1/ε) on average, where ε > 0 is a design code overhead and typically set at a couple percent [5] . It is important to notice that the line rate of FSO links are typically in excess of 1 Gbps and in this application the decoder operates in the UAV which has limited processing and energy storage. Thus, in this work to limit both latency and decoding complexity we consider short-length Raptor codes of k ≤ 1024.
The rate of a Raptor code is in fact random. Define the number of received packets necessary for successful decoding as m. An important parameter is the expected overhead of the Raptor code, ε m , which is defined as
where · denotes expected value. Here, ε m is the statistical overhead, which is different from the design overhead ε. It is apparent that a smaller ε m implies a higher rate. Previous work on Raptor codes [5] has demonstrated that reducing k incurs an increase in ε m , i.e., a reduction in rate. In the Sec. III-C, we describe a search technique for a degree distribution to miminize ε m for short-length Raptor codes.
B. Pre-Coding LDPC
To simplify the encoder and decoder a systematic rightregular LDPC pre-code is adopted where each check has fixed degree D. The D message packets involved at each check are chosen uniformly and independently. To each messagek−k = 0.02k redundant LDPC packets are added for k = 64 to 1024, and a single packet is added for k = 16, 32. The degree, D, of each redundant packet for different k is shown in Tbl. I. The degree was initially set to log 2 k, which is the average degree of the LT code, and increased enough to minimize ε m after simulation. Note, this heuristic optimization is typical in the design of such codes [5] .
C. Design of degree distribution
The input ripple is defined as the set of message packets decoded up to a particular step [5] . Clearly, the goal is to ensure that the input ripple as large as possible throughout the decoding process. In [5] , the author gives a heuristic proposal: 
where Ω (x) is the derivative of Ω(x) [5] . As in [5] , (7) 
Since there is no analytical design method for Ω(x), we present a heuristic technique for k = 16 to 1024. A typical value ε = 0.05 is selected as in [5] . To verify (7), c < δ k and δ = 0.01 is set as in [5] . The value of c must be carefully chosen to ensure (7) is satisfied. Table I shows the values of c chosen after extensive simulation. To find a suitable Ω(x), Ω * (x) is modified stepwise until (7) is satisfied .
Step 1: Truncate the large degree items in Ω * (x) larger than k/4. For example, x 5 to x 66 terms are removed for k = 16. From [5] , Ω(x) need not have packets of every degree. For example, Fig.5 shows that a truncated Raptor code with lower m than a comparable LT code which has all possible degree packets. Heuristically, adding large degree packets also increases d avg significantly.
Step 2: Add x 11 , x 13 , x 16 and x 25 to Ω(x) for k = 64, 128 and 256. Larger degree packets are used to ensure that all message packets are covered. However, for the small k considered, the large degrees in Ω * (x) are excessive. So, we and x 66 terms. Step 3: Increase Ω i for small degrees significantly, especially for degree one. For example, for k = 16, increase Ω 1 from 0.007969 to 0.18. After Ω * (x) is truncated in step 1, Ω i of large degree terms is shifted to smaller degrees. If Ω 1 increases, more degree one packets are released in the early stage of decoding. In addition, this shifting reduces d avg , the average decoding cost. However, if Ω 1 is too large, the encoded packets cannot cover enough message packets and decoding can stall. Therefore, Ω 1 is increased and checked via simulation to ensure good operation.
After the heuristic steps above, an initial Ω(x) is obtained for each k. However, this design is often not robust with large d avg and ε m . The Ω(x) found after the steps is taken as the initial value of a code search with the objective of reducing both ε m and d avg . A simulation-based technique is used to refine this initial Ω(x). For each k and choice of Ω(x) many simulations are performed to estimate the distribution of m. An example, the distribution of m is shown in Fig.5 for k = 64 for 10 8 iterations. Heuristically, if ε m is large from simulation, Ω(x) is changed by shifting Ω i from large degree to small degree. This search procedure continues in this fashion until ε m cannot be reduced any further. Table II presents the resulting degree distributions. Figure 6 has the ε m and d avg for the codes defined in Tbl. II. Notice that ε m decreases with increasing k. When k = 1024, ε m decreases to 0.126. However, d avg increases with k. For k = 1024, d avg = 6.32, which can be considered as a moderate decoding cost. Compared to k = 64536 code using Ω * (x) from (8) [5] , coding overhead, ε m , for k = 1024 is 8% larger than for k = 64536, however, d avg is approximately 37% less. This is a significant trade-off between a slight increase in coding overhead ε m and a large decrease in decoding complexity, i.e., d avg .
D. Results of code design
IV. SIMULATION RESULTS ON FSO CHANNEL
In this section, the Raptor codes of Sec. III are applied on the mobile FSO channel of Sec. II. The channel state is randomly selected according to h a and h t and Gaussian noise is added to each packet. The received packets that fail the CRC are discarded. As in Sec. II-D, a one bit feedback is assumed to tell the transmitter to proceed to the next k-packet message.
The performance of the system with Raptor codes is compared to uncoded automatic repeat-request (ARQ) algorithm. Notice that ARQ requires that the transmitter must wait for feedback from the receiver for every packet. For a fair comparison, the total delay of packet propagation and feedback signal is considered. It is assumed that the 1-bit feedback for ARQ is perfect. Thus, the total delay is 2L/C = 11.5 μs, where C is the speed of light. Note that this delay is much larger than the packet transmission duration 1 μs and severely limits rates using ARQ.
The average data rates when using an OOK, 1 Gbps transmitter are simulated. The average transmit power, P , is varied from 10 − 300 mW (10 − 25 dBm) and the receiver noise standard deviation σ n = 10 −7 A from [8] . The UAV speed is set to 100 m/s (360 km/h), and GPS updates happen every 50 ms for a total simulation duration of 100 s [3] . Other channel parameters are selected as mentioned in Sec II. Raptor codes are compared to the the capacity of the equivalent packet erasure channel, and ARQ in Fig. 7 .
The average data rate increases with P leaving a small gap to the erasure capacity. With increasing k, the average data rate also increases. It is obvious that the incremental performance improvement from k = 512 to 1024 is much smaller than that from k = 16 to 32. So, it is suggested that a practical choice is k = 64 which provides and average rate of 560 Mbps for P = 20 dBm and d avg = 4.14 average operations per packet.
Notice that the maximum rate using ARQ is significantly smaller than the Raptor coded system. The short-length Raptor codes designed here improve the data rate from 60 Mbps to 560 Mbps. In addition, 4.14 binary operations per packet are required which is acceptable for a small decoding latency, especially for this high rate link. The rate improvement of short-length Raptor codes over ARQ requires a small hardware cost and storage at both encoder and decoder.
V. CONCLUSIONS
In this paper, we design short-length Raptor codes for a ground-to-UAV mobile FSO channel. These codes are inde- pendent of channel misalignment caused by tracking error and atmosphere scintillation. Since the designed codes are independent of the channel state and have low complexity they are appropriate for a host of mobile FSO applications. Although the misalignment is large, for code length k = 64, the Raptor-coded mobile FSO channel offers average rates of 560 Mbps and a low decoding cost of d avg = 4.14 per packet using a 1 Gbps transmitter and 20 dBm transmit power.
