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Quantum integrable systems, such as the interacting Bose gas in one dimension and the XXZ
quantum spin chain, have an extensive number of local conserved quantities that endow them
with exotic thermalization and transport properties. We discuss recently introduced hydrodynamic
approaches for such integrable systems from the viewpoint of kinetic theory and extend the previous
works by proposing a numerical scheme to solve the hydrodynamic equations for finite times and
arbitrary locally equilibrated initial conditions. We then discuss how such methods can be applied
to describe non-equilibrium steady states involving ballistic heat and spin currents. In particular, we
show that the spin Drude weight in the XXZ chain, previously accessible only by rigorous techniques
of limited scope or controversial thermodynamic Bethe ansatz arguments, may be evaluated from
hydrodynamics in very good agreement with density-matrix renormalization group calculations.
I. INTRODUCTION
The study of many-body quantum systems far away
from equilibrium conditions poses a considerable chal-
lenge for theory, even for quantum integrable systems
whose equilibrium properties may be computed exactly.
Such systems, which include the Heisenberg antiferro-
magnet and the Lieb-Liniger gas in one dimension, pos-
sess an extensive number of conserved quantities, which
prevent them from thermalizing like generic ergodic sys-
tems and lead to dissipation-less transport properties.
Under unitary evolution, the local properties of these sys-
tems are believed to tend to a generalized Gibbs ensemble
(GGE)1,2 at long times, containing in principle all the in-
dependent conserved quantities, not just particle number
and energy as in the standard Gibbs ensemble. The rest
of the system acts as an “unusual bath”.
However, this convergence can be rather subtle, as the
GGEs constructed using the standard conserved quan-
tities of the spin-1/2 XXZ chain3–5 were shown6,7 to
fail to reproduce the correct steady states obtained ei-
ther numerically or using the so-called quench action
method8. This paradox can only be resolved9 by taking
into account “hidden” (non-standard) quasi-local con-
served quantities10–14 in the GGE. More recently, the na-
ture of these new conserved quantities and their relation
to the pseudo-momentum distributions used in equilib-
rium thermodynamic Bethe ansatz calculations was clar-
ified15–17.
Nevertheless, when combined with the infinite num-
ber of Lagrange multipliers which must be fixed from
the initial state, this complication makes the GGE ap-
proach quite cumbersome for the study of interesting
non-equilibrium dynamics in integrable models, partic-
ularly those arising from spatially non-uniform states.
Moreover, generalized Gibbs ensembles are by defini-
tion restricted to describe steady-states, making a gen-
eral approach able to deal with non-equilibrium finite-
time dynamics desirable. Very recently, a more prac-
tical hydrodynamic approach based on a semi-classical
quasi-particle picture was introduced18,19, and conjec-
tured to yield exact results for the long-time scaling limit
reached from the “two-reservoir quench,” an initial con-
dition of two semi-infinite reservoirs connected at the ori-
gin. One way to understand these approaches is that they
reflect an equivalence between the hydrodynamical and
Boltzmann-type descriptions of integrable models.
In standard statistical mechanics, the Boltzmann equa-
tion involves the full one-particle distribution function,
i.e., a function of momentum at each point in space
and time. Standard hydrodynamics contains consider-
ably less information, as only three quantities survive
at each point in space and time: the local particle den-
sity, momentum density, and energy density. For inte-
grable models, there is a more fundamental relationship
between the distribution function ρ(x, t, k) over pseudo-
momentum k (the analogue of ordinary momentum for
integrable models) and the full set of conserved quanti-
ties. This is most easily seen in the Lieb-Liniger model,
where the conserved quantities are just moments of the
pseudo-momentum distribution20. It is much less clear
that it holds for the XXZ model, whose conserved quan-
tities have a rather subtle structure (see Refs. 15–17 for
recent developments), but we show in this paper that
a hydrodynamical description is successful even for ob-
servables that are sensitive to the newly discovered quasi-
local charges. This result is consistent with recent work
demonstrating the equivalence of the GGE and ther-
modynamic Bethe ansatz (TBA) pictures of equilibrium
states in the XXZ model17, although some subtleties of
interpretation still remain21.
The first derivations of the recent hydrodynamic for-
malism were based upon the observation that making a
local-density-type approximation for all local conserved
charges implies a conservation law at the level of the local
pseudo-momentum distribution. The latter conservation
ar
X
iv
:1
70
2.
06
14
6v
4 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
0 F
eb
 20
18
2law, previously obtained in Refs. 18 and 19, can alterna-
tively be viewed as a dissipationless Boltzmann equation
for the pseudo-momentum distribution, where the effect
of collisions is to dress the bare velocity of particle-type
excitations. It is precisely this kinetic equation that was
solved in Refs. 18 and 19, rather than an infinite set of
hydrodynamic equations, and in recognition of its cru-
cial role within the hydrodynamic formalism, we call this
equation the “Bethe-Boltzmann equation”. Our termi-
nology seeks to emphasize that this equation can be un-
derstood phenomenologically as a Boltzmann equation
whose collision term captures the Wigner time-delay22
due to Bethe ansatz phase shifts (this is one way to in-
terpret the velocity dressing equation, Eq. (8)).
From this perspective, the Bethe-Boltzmann equation
emerges as the quantum analogue of an established ki-
netic theory of classical soliton gases23–27. Our viewpoint
is also consistent with a recently obtained “molecular dy-
namics” realization of this equation28. This viewpoint is
useful because it provides some additional physical jus-
tification for applying this equation at finite- time and
length- scales, which, although admittedly less rigorous
than the discussion of quasi-stationary states in Refs. 18
and 19, is closer in spirit to the semi-classical theory of
quasiparticle transport that underpins more conventional
solid-state physics29.
This relatively simple picture of the Bethe-Boltzmann
equation raises the question of whether predictions ob-
tained from the hydrodynamic formalism are in fact cor-
rect. Fortunately, there exist a plethora of predictions for
non-equilibrium evolution of quantum integrable models
from a range of initial conditions, against which hydrody-
namics can be compared. Among these, the two-reservoir
quench mentioned above has had an enduring popularity;
this set-up consists of two half-infinite systems prepared
in thermal equilibrium with different temperatures and
chemical potentials (or more generally, two half-infinite
homogeneous reservoirs), joined together at time t = 0
and allowed to evolve unitarily for t > 0 according to the
Schro¨dinger equation30–42. In light of generalized hydro-
dynamics, this gives rise to the intriguing possibility of
deriving aspects of non-equilibrium quantum transport
from an essentially classical equation. Non-equilibrium
thermal transport in the XXZ spin chain from hydrody-
namics was studied in detail in Ref. 19 and was thor-
oughly compared to matrix-product state numerics43,44.
The case of spin transport is somewhat more complex
theoretically, even at the level of linear response, as the
presence of ballistic spin currents requires the existence of
quasi-local conserved quantities10 going beyond the stan-
dard local conserved quantities of the XXZ spin chain.
For conventional (linear response) transport, the ballis-
tic component of the spin current is characterized by the
spin Drude weight, which measures the degree of diver-
gence of the zero-frequency spin conductivity. The Bethe
ansatz calculation of the spin Drude weight45,46 has at-
tracted a lot of attention in the past, and remains con-
troversial. In fact, before the discovery of the quasi-local
conserved quantities mentioned above, it was even de-
bated whether this Drude weight was non-zero at finite
temperature (see e.g. Refs. 47–51 and references therein).
In this paper, we devise a method to compute the spin
Drude weight from the Bethe-Boltzmann equation, and
show that the value of the resulting Drude weight is com-
patible with known exact results and with density-matrix
renormalization group (DMRG) calculations. This is re-
markable because it indicates that the non-equilibrium
steady-state predicted by hydrodynamics takes all quasi-
local conserved charges into account (see also Ref. 17),
even though such charges can effectively be ignored at the
level of the Bethe-Boltzmann equation, which could have
been deduced on phenomenological grounds long before
the discovery of quasi-local conservation laws.
We proceed as follows. In Section II, we summarize
the background from Refs. 18 and 19 needed to formu-
late our main results on the spin Drude weight. We also
discuss how the Bethe-Boltzmann equation can be viewed
as a phenomenological extension of older kinetic theories
for classical soliton gases to quantum integrable mod-
els (see also 28), which provides additional physical mo-
tivation for applications of the hydrodynamic approach
at finite time- and length- scales. We mostly defer the
detailed calculation of this finite-time hydrodynamics in
physically relevant examples for a subsequent publica-
tion52, except for one example, a thermal expansion in
the XXZ chain, in Figure 4 below. This extends the anal-
ysis in previous works18,19 by providing the first numer-
ical checks of the hydrodynamic approach beyond scale-
invariant steady-states. In Section III we present our
main results, on the evaluation of the spin Drude weight
Ds(T ).
II. THE BETHE-BOLTZMANN EQUATION
The reader familiar with Refs. 18 and 19 can skip Sec-
tion II without loss of continuity. Here, we summarize the
background from Refs. 18 and 19 that is necessary for
formulating our main results on the spin Drude weight, in
Section III. We also discuss the intimate connection be-
tween the Bethe-Boltzmann equation and various exist-
ing kinetic equations describing the dynamics of classical
soliton gases23–27.
A. Motivation
To provide some intuition, we first sketch the Bethe-
Boltzmann formalism for the one-dimensional Bose gas
with delta-function interactions. For N bosons on a line,
with interaction strength c, the Hamiltonian may be writ-
ten as
Hˆ = −
N∑
j=1
∂2j +
∑
j<k
2cδ(xj − xk). (1)
3This model, also called the Lieb-Liniger gas, is the sim-
plest non-trivial integrable model, and amongst the entire
class of such models has the merit of being the most rel-
evant to experimental physics. The physics of quasipar-
ticle excitations in this model, as obtained from TBA, is
summarized in Appendix B. Let us now consider a Lieb-
Liniger gas on a line of length L, consisting ofN particles.
In the thermodynamic limit as N,L → ∞, we assume
that the system may be characterized by a local density
of occupied pseudo-momenta, ρ(x, t, k), giving rise to a
locally varying particle density
n(x, t) =
∫ ∞
−∞
dk ρ(x, t, k). (2)
Physically speaking, this amounts to coarse-graining our
line into cells of length l L, such that on each cell, the
gas lies in a macrostate fixed by the average particle and
hole densities over that cell. We additionally postulate
that “occupied quantum numbers are locally conserved”.
This implies a local conservation law of the form
∂tρ(x, t, k) + ∂xj(x, t, k) = 0, (3)
for some current j(x, t, k) to be determined. To obtain
a specific form for j, observe that a physically natural
velocity scale for the transport of quantum numbers is
given by the quasiparticle velocity v[ρ](x, t, k) in each
cell, which generally depends on the local occupation
number {ρ(x, t, k) : k ∈ R}. This yields
∂tρ(x, t, k) + ∂x(ρ(x, t, k)v[ρ](x, t, k)) = 0, (4)
which we shall henceforth refer to as the Bethe-
Boltzmann equation. This equation has the structure of a
conservation law for the local pseudo-momentum distri-
bution ρ, which is how it was first introduced in Refs. 18
and 19, where it was derived from an infinite set of “gen-
eralized hydrodynamic” equations. However, Eq. (4) can
be obtained directly by the above phenomenological ar-
guments, and from this viewpoint, defines a Boltzmann-
type equation for the dissipationless transport of quasi-
particles. By varying the number of local densities ap-
propriately, an equation of this type may be formulated
for any quantum integrable model. We now discuss this
formalism in more detail, and in particular, show how it
fits into an existing kinetic theory for solitons of classi-
cally integrable PDEs.
B. Relation with the Kinetic Theory of Solitons of
Classically Integrable PDEs
It has long been known that there exists a class of
non-linear partial differentiable equations, called “inte-
grable”, which admit stably propagating “solitonic” so-
lutions. For example, the KdV equation
φt = 6φφx − φxxx, (5)
is of this type. In 1971, shortly after the discovery of the
classical inverse scattering method for solving such equa-
tions, Zakharov24 considered the kinetic theory of their
solitons and proposed an integro-differential equation for
a gas of KdV solitons in the dilute limit, of the form
∂tρ(x, t, λ) + ∂x(ρ(x, t, λ)v[ρ](x, t, λ)) = 0, (6)
where ρ(x, t, λ) denotes the local density of solitons with
spectral parameter λ and v their effective velocity, given
as a certain functional linear in ρ. Several years later, an
extension of this equation beyond the dilute limit was
obtained from an infinite-genus limit of the Whitham
equations26. It was found that the equation (6) held in
general, provided that Zakharov’s explicit formula for v
was replaced by an implicit integral equation
v(λ) = v0(λ) +
∫ ∞
−∞
dµ∆x(λ, µ)ρ(µ)[v(λ)− v(µ)], (7)
with v0(λ) the velocity of a single soliton with spectral
parameter λ and ∆x(λ, µ) the asymptotic position shift
after a collision of two KdV solitons with spectral pa-
rameters λ and µ. A similar formula was obtained rigor-
ously in the hydrodynamic limit of a classical hard-rod
gas25. Despite the mathematical complexities of deriv-
ing Eq. (7), whether for classical solitons or hard rods,
its physical interpretation in terms of two-body phase
shifts is straightforward. This interpretation led El and
Kamchatnov to propose an equation of the form (7) for
arbitrary soliton gases with two-body elastic scattering,
arising from a given classically integrable PDE27. More
recently, the system of equations (6), (7) was obtained in
the context of Euler-scale hydrodynamics for quantum
integrable systems18,19. In particular, one can show that
in the quantum setting, the dressed velocities satisfy the
integral equation18
v(λ) = v0(λ) +
1
p′(λ)
∫ ∞
−∞
dµϕ′(λ− µ)ρ(µ)[v(λ)− v(µ)],
(8)
where p(λ) denotes the bare quasiparticle momentum,
e(λ) the bare energy and v0(λ) = e
′(λ)/p′(λ) the bare
group velocity. Also, the differential scattering phase is
given in terms of the two-particle S-matrix by
ϕ′(λ− µ) = i d
dλ
lnS(λ− µ). (9)
Upon comparing equations (7) and (8), it is clear that
the kinetic theory for quantum solitons with differential
scattering phase ϕ′ may be expressed as a kinetic theory
for classical solitons, upon making the identification
∆x(λ, µ) =
1
p′(λ)
ϕ′(λ− µ). (10)
This equivalence was also obtained in Ref. 28, indepen-
dently of the existing theory in Ref. 27. Thus, although
the original derivation of the equations (6), (8) in the
4quantum setting made use of an infinite system of Eu-
ler equations18,19, these equations are intimately related
with a kinetic theory framework for solitons of classically
integrable PDEs that is many decades older.
It is worth noting that at present, both the hydrody-
namic and kinetic theory viewpoints for quantum inte-
grable models are approximate to the same degree; on
the hydrodynamic side, the approximation lies in the
“Euler-scale” assumption that diffusive terms are negli-
gible while on the kinetic theory side, the approximation
lies in neglecting all higher-order collision terms which
could lead to entropy generation. Although it remains to
be seen which viewpoint is better suited to incorporating
higher-order effects, it appears that all of the proposed
extensions of the hydrodynamic formalism for quantum
integrable models that take into account new physics,
such as external potentials53 and collision terms54 (and
indeed the recent analogy with classical solitons28), fall
naturally into a Boltzmann paradigm rather than a hy-
drodynamic one.
A natural question to ask is whether there exist gases
of solitons arising from classically integrable PDEs whose
kinetic theory is captured by the Bethe-Boltzmann equa-
tion for some quantum integrable system. For example,
there is a well-known mapping55 between hole-type exci-
tations of the Lieb-Liniger gas and dark solitons of the
defocusing non-linear Schro¨dinger equation in the weak-
coupling limit, c → 0+. We have found that the posi-
tion shift resulting from a collision of two dark solitons56
coincides with an expression for the inverse of the Lieb-
Liniger kernel obtained by Gaudin in the weak-coupling
limit57.
C. The Bethe-Boltzmann Equation
1. Formulation
We now return to the precise formulation of the Bethe-
Boltzmann equation (4) for the Lieb-Liniger model. Al-
though the integral equation Eq. (7) is helpful for devel-
oping the analogy with kinetic theory, it is easier in prac-
tice to use the following explicit formula for v. Recall that
in TBA, the group velocity of dressed excitations on a
given equilibrium state with Fermi factors {θ(k) : k ∈ R}
for each pseudo-momentum k, is given by
v(k) =
(1ˆ + Kˆϑˆ)−1[k′](k)
(1ˆ + Kˆϑˆ)−1[1](k)
. (11)
The manipulations required to derive this equation are
summarized in Appendix B. In order to be able to use
this result in the Bethe-Boltzmann formalism, we must
impose an additional assumption on the local pseudo-
momentum density ρ(x, t, k). In particular, we need to
assume that each microstate corresponding to the set of
local occupation numbers {ρ(x, t, k) : k ∈ R} defines an
eigenstate of the Lieb-Liniger Hamiltonian. Thus we de-
mand that the local Bethe equation
ρ(x, t, k)
ϑ(x, t, k)
+
∫ ∞
−∞
dk′K(k, k′)ρ(x, t, k′) = 1
2pi
, (12)
holds at every point; this may be taken as a definition of
the local Fermi factor ϑ(x, t, k), which in turn yields the
local quasiparticle velocity,
v(x, t, k) =
(1ˆ + Kˆϑˆ(x, t))−1[k′](k)
(1ˆ + Kˆϑˆ(x, t))−1[1](k)
. (13)
To summarize, the Bethe-Boltzmann equation is short-
hand for the hierarchy of equations
∂tρ(x, t, k) + ∂x(ρ(x, t, k)v(x, t, k)) = 0,
2piρ(x, t, k)
1− 2piKˆ[ρ(x, t, k′)](k) = ϑ(x, t, k),
(1ˆ + Kˆϑˆ(x, t))−1[k′](k)
(1ˆ + Kˆϑˆ(x, t))−1[1](k)
= v(x, t, k), (14)
which together comprise a conservation law with self-
consistently determined velocity. We can write this
schematically as
∂tρ+ ∂x(ρv[ρ]) = 0. (15)
This turns out not to be the most useful form of
the Bethe-Boltzmann equation. As in the previous
works18,19, we find it more convenient to view ϑ as the
fundamental degree of freedom rather than ρ. This is pos-
sible because the local Bethe equation (12) allows one to
express ρ and ρv as functionals of the local Fermi factor
ϑ, namely
ρ[ϑˆ(x, t)](k) =
1
2pi
(ϑˆ(x, t)−1 + Kˆ)−1[1](k)
(ρv)[ϑˆ(x, t)](k) =
1
2pi
(ϑˆ(x, t)−1 + Kˆ)−1[k′](k). (16)
Upon substituting these expressions into the Bethe-
Boltzmann equation, a surprising simplification occurs,
and a conservation law for ρ is replaced by a simpler
advection equation for ϑ. One finds that
∂tϑ(x, t, k) + v[ϑˆ(x, t)](k)∂xϑ(x, t, k) = 0,
(1ˆ + Kˆϑˆ(x, t))−1[k′](k)
(1ˆ + Kˆϑˆ(x, t))−1[1](k)
= v[ϑˆ(x, t)](k),
(17)
or schematically,
∂tϑ+ v[ϑ]∂xϑ = 0. (18)
This is an example of a quasilinear advection equation.
In general, the time evolution of such equations rapidly
leads to shock formation, even for smooth initial con-
ditions, and without additional assumptions the initial
5value problem is ill-posed. For two-reservoir initial con-
ditions, this issue was circumvented18,19 by imposing a
certain self-consistent ansatz, which for TBA-based hy-
drodynamics picks out a unique weak solution ϑ(x, t, k).
Before the present work, the equation (18) had only
been verified numerically for long-time steady states of
scale-invariant quenches, a regime in which the valid-
ity of hydrodynamics can be argued using Bethe-ansatz
techniques18,19. Although the possibility of applica-
tions to finite-time dynamics had been raised in previous
works18,53, there had been no means to actually solve the
hydrodynamic equations in the finite-time regime.
In order to address this shortcoming, we have devel-
oped a numerical scheme to solve Eq. (18) at finite times
for evolution from arbitrary smooth, locally equilibrated
initial conditions, whose details are given in Appendix C.
The simplest implementation of this scheme yields a self-
consistent ansatz that generalizes the two-reservoir case.
We were able to obtain physically reasonable predictions
for a range of models and initial conditions, which are
mostly deferred to a companion paper52 except for one
example, a thermal expansion in the XXZ model. As dis-
cussed in Ref. 18, we expect on general physical grounds
that Eq. (18) should be accurate at time-scales which
are long compared to the time-scale of local thermaliza-
tion and at length scales which are long compared to the
length scale over which the system is locally in thermal
equilibrium, even though rigorous justification for appli-
cations beyond the scaling limit is lacking at present.
D. The Two-Reservoir Quench
Let us now outline the ansatz for non-equilibrium
steady states of the two-reservoir quench already pre-
sented in Refs. 18 and 19. Thus consider solving the
initial value problem
∂tϑ(x, t, k) + v[ϑˆ](k)∂xϑ(x, t, k) = 0,
ϑ(x, 0, k) = φ(x, k). (19)
for t > 0, with discontinuous initial conditions
φ(x, k) = θL(k)H(−x) + θR(k)H(x), (20)
where θL and θR denote the Fermi factors for initial
equilibrium states with temperatures and chemical po-
tentials {TL, µL} and {TR, µR} respectively, as given by
the Yang-Yang equations58, and H denotes the Heaviside
step function. By analogy with the solution by charac-
teristics for the Burgers equation, one can write down
the ansatz
ϑ(x, t, k) = φ(x− v[ϑˆ](k)t, k), (21)
which yields59
ϑ(x, t, k) = θL(k)H(v[ϑˆ(x, t)](k)t− x)
+ θR(k)H(x− v[ϑˆ(x, t)](k)t). (22)
In the special case that v[ϑˆ(x, t)](k) is monotonic in k, we
can write this as a step-function of the wavenumber k, as
was done in Ref. 18. To see this, suppose that for fixed
x, t, the function v[ϑˆ(x, t)](k) is monotonic in k. Then
the equation
v[ϑˆ(x, t)](k)t− x = 0, (23)
has a unique solution, k∗(x, t), such that
v[ϑˆ(x, t)](k∗(x, t)) = x/t. (24)
Thus for example, if v[ϑˆ(x, t)](k) increases with k, we can
write
ϑ(x, t, k) = θL(k)H(k − k∗(x, t)) + θR(k)H(k∗(x, t)− k).
(25)
As they stand, equations (22) and (25) both appear in-
tractable. However, when solving for long time steady-
states, we can exploit the crucial property of scale-
invariance. In particular, at long times we may suppose
that ϑ(x, t, k) depends on position and time via their ra-
tio ζ = x/t alone. In (22), this yields
ϑ(ζ, k) =θL(k)H(v[ϑˆ(ζ)](k)− ζ]) + θR(k)H(ζ − v[ϑˆ(ζ)](k)),
(26)
which is essentially equation (16) of Ref. 19. Assuming
that v increases with k, this may be recast as the pair of
self-consistent equations
v[ϑˆ(ζ)](k∗(ζ)) = ζ
ϑ(ζ, k) = θL(k)H(k − k∗(ζ)) + θR(k)H(k∗(ζ)− k),
(27)
which is essentially equation (35) of Ref. 18. This form
is particularly amenable to iterative solution.
E. Hydrodynamic Charges and Currents
In order to make contact with direct numerical simu-
lations of the two-temperature quench, we must develop
hydrodynamic expressions for local charges and currents
of the model. Therefore suppose that Q is a conserved
charge operator of the model, with single-particle eigen-
value q(k). Then the total charge carried by a Bethe
wavefunction with limiting density of states ρ(k) is given
by
〈Q〉 =
∑
j
q(kj) ∼ L
∫ ∞
−∞
dk ρ(k)q(k), (28)
in the thermodynamic limit. Whilst this is a standard
result, the surprising claim of Ref. 19 (proven in the case
of Lorentz or Galilean-invariant theories in Ref. 18) is
that the local currents associated with such charges may
6also be written in terms of the local density of states, via
the formula
〈J〉 ∼ L
∫ ∞
−∞
dk ρ(k)q(k)v(k), (29)
where v(k) denotes the quasi-particle velocity. In the hy-
drodynamic approximation, this allows us to write down
expressions for the local charge and current densities as-
sociated with the operator Q, namely
〈q〉(x, t) =
∫ ∞
−∞
dk ρ(x, t, k)q(k), (30)
〈j〉(x, t) =
∫ ∞
−∞
dk ρ(x, t, k)q(k)v(x, t, k). (31)
Given these definitions, the Bethe-Boltzmann equation
immediately implies local conservation of charge, in the
form
∂t〈q〉(x, t) + ∂x〈j〉(x, t) = 0. (32)
The equation (32), together with a “completeness prop-
erty” of local conserved charges, is used to derive the
Bethe-Boltzmann equation by both Ref. 18 and Ref. 19.
However, attempting to derive the Bethe-Boltzmann
equation in this way at finite length- and time- scales ends
up being equivalent to the phenomenological derivation
we provide in Section II A, as one must a priori make
a local-density-type approximation for ρ, whose rigorous
justification for non-stationary states does not yet exist.
III. LINEAR RESPONSE AND DRUDE
WEIGHTS IN THE SPIN-1/2 XXZ CHAIN
Now that we are equipped with the Bethe-Boltzmann
or generalized hydrodynamics framework, we illustrate
how it can be applied to study energy and spin trans-
port in the spin-1/2 XXZ spin chain, and compare our
results to density-matrix renormalization group calcula-
tions. Even near equilibrium (linear response), we ar-
gue that this framework allows one to compute transport
quantities that were previously inaccessible, including the
spin Drude weight at arbitrary temperature.
A. Bethe-Boltzmann Formalism for the XXZ Chain
Recall that the Hamiltonian for the spin-1/2 XXZ
chain on N sites in an external field h is given by
H = J
N−1∑
j=1
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
j S
z
j+1 + 2h
N∑
j=1
Szj .
(33)
Here, we take periodic boundary conditions SN ≡ SN+1,
set the coupling to J = 1, and parameterize the
anisotropy of the theory by ∆ = cos γ. We assume in
the following that −1 < ∆ < 1; the behavior outside
this regime is mentioned briefly in the final Discussion.
The Bethe-Boltzmann equation for the Hamiltonian (33)
is discussed in detail in Ref. 19. The derivation pro-
ceeds almost exactly as for the Lieb-Liniger gas, except
that one must now account for the “strings” of bound
states appearing in the thermodynamic limit. We define
a string of type j to be a an ordered pair, (nj , vj), where
nj is the number of spin-flips comprising the string and
vj is its parity, and assume that there are Nt string types
in total. One can show that their dressed velocities are
given by the formula
vj(λ) =
1
2pi
(σˆ + Tˆ ~ˆϑ)−1[−A~a′]j
(σˆ + Tˆ ~ˆϑ)−1[~a])j
(λ), (34)
whose motivation is sketched in Appendix B. Since there
are now multiple branches of quasiparticle excitations,
we must postulate multiple Bethe-Boltzmann equations;
in abridged form, these read
∂tρj + ∂x(ρjvj [~ρ]) = 0, j = 1, 2, . . . Nt, (35)
with advection formulation
∂tϑj + vj [~ϑ]∂xϑj = 0, j = 1, 2, . . . Nt, (36)
where the vj are given by (34). For steady-states of the
two-reservoir quench, the latter may be solved formally
to yield the 2Nt coupled equations
vj [~ˆϑ(ζ)](λ
∗
j (ζ)) = ζ,
ϑj(ζ, λ) = θLj(k)H(λ− λ∗j (ζ)) + θRj(k)H(λ∗(ζ)− λ),
(37)
where we again assumed that the vj were monotonic in
λ.
B. Linear Response
We now turn to conventional (linear response) quan-
tum transport in integrable systems. Linear response
transport coefficients are given by the Kubo formula,
which relates the conductivity at zero frequency to the
integral over equilibrium dynamical correlation functions
describing the return to equilibrium of a spontaneous
fluctuation. In an integrable system that does not ther-
malize in a conventional way, energy or spin (charge)
currents may not be able to relax if they have a non-
zero overlap with conserved quantities, leading to a di-
vergent zero-frequency conductivity and dissipation-less
transport60. The degree of divergence of the DC conduc-
tivity may be characterized by considering the conduc-
tivity at finite frequency and defining the Drude weight
D(T ) such that
σ(ω) = piD(T )δ(ω) + σregular(ω), (38)
7with D(T ) given by the long-time behavior of the equi-
librium dynamical correlation function
D(T ) = β lim
t→∞
〈J(t)J(0)〉β
L
. (39)
For energy transport in the XXZ spin chain, this is
especially simple as the energy current JE is a conserved
quantity ([H,JE ] = 0), so that σ(ω) = piDEσ(ω) with
DE = β〈J2E〉/L. In this case, the Drude weight can be
computed using standard Bethe Ansatz techniques61,62.
In general, the Drude weight for a current is bounded
from below by a sum over conserved quantities that have
a nonzero projection on to the current, via the Mazur
inequality60,63
lim
t→∞〈J(t)J(0)〉 ≥
∑
α
〈JQα〉2
〈QαQα〉 , (40)
where Qα are independent local conserved quantities
64.
In the XXZ spin chain at zero magnetic field, the conven-
tional (strictly local) conserved quantities give zero con-
tribution to the Drude weight by symmetry48, but a new
set of conserved quantities10 (see also11–13) that are given
by sums of quasi-local operators (local up to exponential
tails) do contribute. At least at high temperatures and
some values of anisotropy ∆, these new integrals of mo-
tion appear to saturate the numerical value of the Drude
weight50 obtained from time-dependent density-matrix
renormalization group simulations. Two different ther-
modynamic Bethe ansatz expressions for the spin Drude
weight have been proposed45,46, yielding contradictory
results. These Bethe ansatz results are controversial and
they were argued to violate exact results at high temper-
atures (see Ref. 49 and references therein). Going beyond
linear response, the description of non-equilibrium spin
transport in the XXZ model is described by generalized
Gibbs ensembles that include non-standard quasi-local
conserved quantities17.
C. Spin Drude weights from hydrodynamics
Given the long history of linear-response spin trans-
port in the XXZ spin chain, it seems intriguing that the
hydrodynamic approach introduced above could describe
non-equilibrium spin transport exactly. In particular, it
is interesting to note that the hydrodynamic approach
discussed above could have been discovered, in principle,
shortly after the development of the TBA formalism58 —
years before the subtleties related to quasi-local charges
in the XXZ chain were uncovered by Prosen10. Never-
theless, we will argue below that the Bethe-Boltzmann
equation (4) can be used to compute both energy and
spin Drude weights in agreement with exact low and high
temperature results, and with density-matrix renormal-
ization group (DMRG) calculations.
We start by considering energy transport for a two-
temperature quench with a left reservoir at temperature
⇠ = x/t
  =
1
2
  =
1p
2
  = cos
⇡
5
j S
/h
FIG. 1. Spin Drude weight extracted from the hydrody-
namic approach for the XXZ spin chain with ∆ = cos pi
ν
and
ν = 3, 4, 5. The dashed lines correspond to exact T = 0 and
T = ∞ limits (the high temperature result is a lower bound
that is believed to be saturated). Inset: steady-state spin
current for hL = −hR = h/2 = 10−4 and ∆ = 12 for various
temperatures, ranging from T = 0.01 to T = 100.
TL and a right reservoir at temperature TR, joined to-
gether at time t = 0. For a small temperature difference
TL = T+∆T/2 and TR = T−∆T/2 (∆T  T ), it is nat-
ural to expect that the energy current in the steady state
should be described by linear-response theory. In fact,
because the energy current is itself a conserved quantity,
one can show that the spatial integral of the energy cur-
rent at long times is determined by the equilibrium Drude
weight even far from equilibrium37
lim
t→∞
1
t
∫ ∞
−∞
dx jE(x, t) =
∫ TL
TR
dT DE(T ), (41)
for arbitrary TL and TR. In particular, for a small tem-
perature gradient ∆T  T , the Drude weight imme-
diately follows from the value of the energy current in
the steady state DE = lim∆T→0 1∆T
∫
dξjE(ξ = x/t).
Interestingly, equation (41) is exactly satisfied by the
Bethe-Boltzmann hydrodynamic approach: in a way sim-
ilar to the Lieb-Liniger discussion above (Sec. II E), one
can show19 that the expectation value of the local energy
current 〈jE(x, t)〉 from the hydrodynamic framework co-
incides with the local conserved quantity 〈q3(x, t)〉, as
it should for the XXZ spin chain where the energy cur-
rent is a conserved quantity. This is a non-trivial check
on the hydrodynamic approach. Integrating spatially
the conservation law ∂tq3 + ∂xG = 0, with G the cur-
rent associated with the conserved charge q3, thus yields∫
dx jE/t = G(TL) − G(TR), where the “state function”
G can be determined for a small temperature gradient
from linear response37 . One finds G(T ) =
∫ T
dTDE(T ),
from which Eq. (41) follows.
The hydrodynamic approach is therefore consistent
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FIG. 2. Dynamical spin current correlation functions ob-
tained from equilibrium DMRG calculations in the XXZ spin
chain with ∆ = 1
2
and ∆ = cos(pi/5) for various temperatures.
The long-time asymptotics determine the spin Drude weight
Ds = β limt→∞
〈J(t)J(0)〉β
L
in very good agreement with the
Bethe-Boltzmann hydrodynamic approach (dashed lines).
with the linear-response energy Drude weight. This is
perhaps not especially surprising, given that the en-
ergy Drude weight has a very simple equilibrium ex-
pression that is accessible from quantum transfer ma-
trix or thermodynamic Bethe ansatz61,62. The case of
spin transport between two reservoirs prepared at dif-
ferent magnetic fields hL, hR and uniform temperature
β−1 is much more interesting. In this case, there is no
simple relation like (41) relating non-equilibrium trans-
port and equilibrium Drude weights, but for small fields
hL = −hR = h2  J = 1, the spin Drude weight can be
expressed as (see Refs. 37 and 65)
DS = lim
h→0
lim
t→∞
1
ht
∫ ∞
−∞
dx jS(x, t), (42)
which is a spatial integral over the steady-state spin cur-
rent. This formula allows us to extract the spin Drude
weight by solving (37) iteratively, and using the hydro-
dynamic formula
jS(ζ) =
1
2
∑
j
∫
dλnjρj(ζ, λ)vj(ζ, λ), (43)
for the steady-state spin current in a two-reservoir quench
with TL = TR and hR = −hL = h2  1.
Results are shown in Fig. 1 for different values of the
XXZ anisotropy parameter ∆. The small field gradient
was taken to be either h = 10−3 or h = 10−4 with no
significant difference in the value of the Drude weight,
and we carefully checked for ∆ = 12 that all the numer-
ical errors associated with the numerical discretization
of the hydrodynamic equations lead to relative errors on
the Drude weight below 10−4. Our results are in good
agreement with exact asymptotic results at low66 and
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FIG. 3. Dynamical spin current correlation functions ob-
tained from equilibrium DMRG calculations in the XXZ spin
chain with ∆ = − 1
2
, compared with Drude weights from
hydrodynamics (dashed lines) for various temperatures. Al-
though the results obtained for the Drude weights differ from
the case ∆ = 1
2
, there is clear long-time agreement between
DMRG and hydrodynamic predictions, and the DMRG is ob-
served to relax to the latter values even at low T .
high11 temperature – note that the high temperature re-
sults are strictly speaking a lower bound that is believed
to be saturated for the values of ∆ that we consider11,50.
The speed of convergence of the spin Drude weight to the
T = 0 result decreases as ∆ approaches ∆ = 1, consistent
with earlier results45.
We further checked these results against density-
matrix renormalization group (DMRG) calculations. To
this end, we used a finite-temperature version50,67,68 of
the real-time DMRG43,44 to compute the linear response
current-correlation function 〈J(t)J(0)〉β that appears in
Eq. (39). The key parameter governing the accuracy of
this method is the so-called discarded weight, which we
chose such that the error of 〈J(t)J(0)〉β was smaller than
the linewidth. The system size was taken large enough
for all results to be effectively in the thermodynamic limit
(a typical value is L ∼ 200).
The results of the hydrodynamic approach turn out to
match the DMRG predictions to within numerical accu-
racy (see Fig. 2 and Appendix A), except at low temper-
atures where extracting the Drude weight from DMRG
calculations would require accessing longer time scales.
Thus it seems that the non-equilibrium steady-state pre-
dicted by hydrodynamics is cognizant of the quasi-local
conserved charges discovered in Refs. 10–13 (see also 17).
It is also instructive to discuss the Drude weight for
negative values of ∆, for which bosonization49 predicts a
small decay rate at low temperatures and finite-time data
need to be interpreted with caution. In this regime, hy-
drodynamics can be viewed as a check on results obtained
from the DMRG. In Fig. 3, we show that the DMRG
curves saturate to the hydrodynamics prediction even at
low T . This shows that almost all of the spectral weight
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FIG. 4. Expansion in time of a Gaussian temperature profile
β(x) = β0−(β0−βM )e−x2/L2 in the XXZ spin chain with ∆ =
− 1
2
, β0 = 2, βM = 1 and L = 8. The agreement between the
one-step implicit hydrodynamic solution (C2) (dashed lines)
and DMRG results (solid lines) is excellent. Inset: finite time
solution at t = 10 for different values of the XXZ anisotropy
parameter ∆.
is concentrated in the Drude peak and that the DMRG
data for the Drude weight51 is not misleading.
IV. DISCUSSION AND A STRONGLY
NON-EQUILIBRIUM EXAMPLE
Having treated linear response in the XXZ chain in the
previous section, we now consider the following far-from-
equilibrium example of the implementation described in
Section II. Thus suppose that a system is prepared with
a Gaussian temperature profile
β(x) = β0 − (β0 − βM )e−x2/L2 , (44)
where L characterizes the spread of the initial localized
temperature inhomogeneity. We compared the results
of the one-step implicit hydrodynamic solution (C2) to
DMRG simulations starting from the same initial pro-
file (44) for various values of β0, βM and ∆ and found an
excellent agreement (Fig. 4).
The agreement is perhaps surprising given the way that
Eq. (C2) is motivated in Appendix C, as an implemen-
tation of a finite-difference scheme with only one time
step. We do not yet understand this level of agreement.
It could arise because there are a number of limits or
simple cases for which the finite-difference scheme is ac-
tually exact, which constrains the behavior even in other
cases such as the Gaussian initial profile. It is also possi-
ble that the scheme is accurate to higher order. We will
discuss more examples and mathematical aspects of this
approach in a future publication52.
A number of natural questions arise for future work.
The first concerns the limitations of the hydrodynamical
approach. For example, the Bethe-Boltzmann equation
is effectively classical in the sense that nearly the same
mathematical structure would arise in the dynamics of
an integrable classical particle gas. (For a recent study
of the two-reservoir quench in classical systems and ref-
erences to earlier classical work, see Ref. 69.) Where did
quantum-mechanical effects, reflecting the wave nature of
the particles, go? Obviously the quantum-mechanical in-
teractions between particles determine the phase shifts
that underlie the Bethe ansatz, but it is apparently
true that long-time dynamics in many situations is ef-
fectively classical. This includes situations such as the
two-reservoir quench that are sufficient to determine the
Drude weights. It should be possible to discern quan-
tum effects in short-time or short-length behavior, which
could be viewed as transients before the local GGE as-
sumption of generalized hydrodynamics becomes justi-
fied. We should also note that there is no reason to ex-
pect the striking agreement in Fig. 4 for observables such
as spin density, which has two transport channels (ballis-
tic and diffusive) even in the gapless regime49. This is in
contrast to energy density, whose transport is purely bal-
listic across all regimes, and is related to the fact that the
energy current is a conserved charge of the XXZ Hamil-
tonian whereas the spin current is not.
Aside from numerical studies, a complementary ap-
proach that might be useful for understanding the scope
of hydrodynamical techniques is based on exact solu-
tions for time evolution in certain limits, such as the
Luttinger-liquid two-reservoir quench studied in recent
work42. This should be comparable to the XXZ model
studied in this paper in the low-temperature regime. At
intermediate times, features are seen in the time evolu-
tion of densities that are compared to those in numerical
calculations32 and may reflect finite-time corrections to
the hydrodynamic description. For the case of energy
transport, similar terms, also involving the Schwarzian
derivative of the initial temperature distribution, ap-
peared previously in a calculation based on conformal
invariance30.
Another obvious question concerns the mathematical
existence and physical validity of the hydrodynamical so-
lutions in Section II C, beyond the special case of the
two-reservoir quench. The two-reservoir quench is quite
special for a number of reasons: for example, it has no in-
trinsic time or length scale, which means that the scaling
limit is effectively a complete description of its universal
properties. We have found that for at least some cases of
practical importance, computations based on the implicit
method described here yield physically plausible results,
even after the time at which shocks from different initial
discontinuities coincide. However, this is very far from
a mathematical demonstration of existence of solutions,
which may be unreasonable to expect given that no such
proof exists even for the venerable equations of standard
hydrodynamics.
A deeper physical understanding of the behavior of
the Bethe-Boltzmann equation in various important con-
texts is a more feasible goal. Even for the two-reservoir
10
quench, important questions remain. We have limited
ourselves in this paper to the regime −1 < ∆ < 1, when
the dynamics have a ballistic component (e.g., the en-
ergy and spin Drude weights are nonzero). A very recent
numerical study70 finds diffusive behavior for |∆| > 1
(see also Refs. 71–74) and superdiffusive behavior at the
Heisenberg points |∆| = 1, and it would be desirable yet
difficult to capture this behavior using the hydrodynamic
formalism. While it is no doubt challenging to capture
the entire diversity of dynamical behavior in integrable
models within a single formalism, the Bethe-Boltzmann
equation, or equivalently generalized hydrodynamics, is
at an exciting stage of its development, with important
results for some long-standing problems and tantalizing
hints for others.
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Appendix A: Spin Drude weight from DMRG
In the main text, we compared DMRG calculations of the spin Drude weight to the hydrodynamic approach for
∆ = 12 . We also performed detailed comparisons for ∆ =
1√
2
(left) and ∆ = cos pi5 with good agreement, even though
the convergence of the DMRG calculations to the asymptotic values becomes slower as ∆ gets closer to the isotropic
value ∆ = 1.
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FIG. 5. Dynamical spin current correlation functions obtained from equilibrium DMRG calculations in the XXZ spin chain
with ∆ = 1√
2
(left) and ∆ = cos pi
5
(right) for various temperatures. The results for the spin Drude weight at long times are in
good agreement with the hydrodynamic predictions (dashed lines).
Appendix B: Summary of Thermodynamic Bethe Ansatz
1. Lieb-Liniger Gas
In this section, we briefly recall the main features of thermodynamic Bethe ansatz for the Lieb-Liniger gas. Recall
that the Lieb-Liniger Hamiltonian for N bosons on a line, with interaction strength c, may be written as
Hˆ = −
N∑
j=1
∂2j +
∑
j<k
2cδ(xj − xk). (B1)
Away from the collision planes {xj = xk : j 6= k}, the eigenfunctions of this Hamiltonian are superpositions of plane
wavefunctions. For example, in the fundamental chamber D0 = {x1 < x2 < . . . < xN} we may write
Ψ(x1, x2, . . . , xN ) =
∑
P∈SN
A(P )ei
∑
j kP (j)xj , (B2)
where the sum is over all permutations on N letters. The model is called integrable because all N -body scattering
processes factorize into two-body processes. This property turns out to be sufficiently restrictive to solve the model.
In particular, upon imposing periodic boundary conditions
Ψ(x1, x2, . . . , xN ) = Ψ(x2, x3, . . . , xN , x1 + L), (B3)
one may use certain combinatorial relations between the amplitudes A(P ) to deduce the Bethe equations
kaL = 2piIa +
∑
b6=a
ϕ(ka − kb), a = 1, 2, . . . , N, (B4)
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where ϕ(k) denotes the two-body phase shift. The Bethe quantum numbers Ia are integers for fermions or an odd
number of bosons, and half-integers for an even number of bosons. Generally one finds that only certain allowed
Bethe quantum numbers are occupied in a given eigenstate of the Hamiltonian. Passing to the thermodynamic limit
N,L→∞, with N/L fixed, this allows one to define densities of particles, holes and vacancies via
Lρ(k)dk = {# occupied wavenumbers in [k, k + dk)}
Lρh(k)dk = {# unoccupied wavenumbers in [k, k + dk)}
Lρt(k)dk = {# allowed wavenumbers in [k, k + dk)}. (B5)
respectively. By definition, we have
ρt(k) = ρ(k) + ρh(k), (B6)
and it is useful to define the non-equilibrium Fermi factor, given by
ϑ(k) :=
ρ(k)
ρt(k)
. (B7)
One can then show77 that the continuum version of the Bethe equations (B4) reads
ρt(k) +
∫ ∞
−∞
dk′K(k, k′)ϑ(k′)ρt(k′) = 1
2pi
, (B8)
where the kernel K is given by
K(k, k′) = 1
2pi
ϕ′(k − k′) = − c
pi
1
c2 + (k − k′)2 . (B9)
Integral equations of this type occur sufficiently frequently in the non-equilibrium theory that we define operators Kˆ
and ϑˆ which act on functions via
Kˆ[f ](k) =
∫ ∞
−∞
dk′K(k, k′)f(k′), (B10)
ϑˆ[f ](k) = ϑ(k)f(k). (B11)
For example, in operator notation, equation (B8) reads
(1ˆ + Kˆϑˆ)[ρt](k) =
1
2pi
. (B12)
Now consider particle-type excitations on such states. These arise when one introduces an additional quantum number
in the Bethe equations (B4) causing a shift in wavenumber kj → k′j across all k-space, which reflects the collective
nature of the underlying excitation. The physics of such excitations is captured by the pair of integral equations,
(1ˆ + Kˆϑˆ)[∂kF ](k
′|k) = −K(k, k′),
Q′(k) +
∫ ∞
−∞
dk′ ∂kF (k′|k)ϑ(k′)Q′(k′) = ∆Q′(k), (B13)
where F (k′|k) := Lρt(k)∆k denotes the backflow function78 for a particle-type excitation with momentum k, and
Q and ∆Q denote the bare and dressed values respectively for any given conserved charge of the model. Rather
conveniently, the equations (B13) together imply the closed integral equation
∆Q′(k) +
∫ ∞
−∞
dk′K(k, k′)ϑ(k′)∆Q′(k′) = Q′(k) (B14)
for the dressed charge. In the context of equilibrium TBA, this equation is used to justify the interpretation of ϑ as
a Fermi factor20,77. In the present context, it allows us to determine the dressed charges carried by a quasiparticle
excitation directly from the bare charges. Now recall that the group velocity of a quasiparticle excitation is given by
v(k) =
∆E′(k)
∆P ′(k)
, (B15)
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where ∆E and ∆P denote its dressed energy and momentum respectively. From the bare values P (k) = k, E(k) =
k2/2, we can take the formal inverse79 of the kernel appearing in (B14) to yield the dressed values
∆P ′(k) = (1 + Kˆθˆ)−1[1](k),
∆E′(k) = (1 + Kˆθˆ)−1[k′](k), (B16)
so that the quasiparticle velocity is given by
v(k) =
(1ˆ + Kˆϑˆ)−1[k′](k)
(1ˆ + Kˆϑˆ)−1[1](k)
. (B17)
2. The Gapless XXZ Chain
Recall that the Hamiltonian for the spin-1/2 XXZ chain on N sites, in zero external field, is given by
H = J
N−1∑
j=1
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
j S
z
j+1. (B18)
We take periodic boundary conditions SN ≡ SN+1, set the coupling to J = 1, and parameterize the anisotropy of the
theory by ∆ = cos γ. We also assume that the model is in its gapless phase, i.e. −1 < ∆ < 1. The thermodynamic
limit of this phase is believed to be characterized by a finite number of “strings” of bound states, consisting of families
of rapidities in the complex plane possessing the same real part77. We define a string of type j to be a an ordered
pair, (nj , vj), where nj is the number of spin-flips comprising the string and vj is its parity. Suppose that there are Nt
string types in total so that j ∈ {1, 2, . . . , Nt}, and Mj strings of type j. Let M denote the total number of spin-flips
in the system. By definition,
∑Nt
j=1Mjnj = M . Upon fixing a string type j, we denote the rapidities of a given string
α ∈ {1, 2, . . . ,Mj} within that type by
λjα,a = λ
j
α + i[(mj + 1− 2a)γ + (1− vj)
pi
2
], a = 1, 2, . . . ,mj (B19)
The TBA equations then read
σj [ρj(λ) + ρ
h
j (λ)] +
Nt∑
k=1
∫ ∞
−∞
dλ′ Tjk(λ− λ′)ρk(λ′) = aj(λ), (B20)
where j ∈ {1, 2, . . . , Nt}; for definitions of the various terms see the book of Takahashi77. We define quantities
ηj(λ) =
ρhj (λ)
ρj(λ)
, (B21)
and the Fermi factors
ϑj(λ) =
ρj(λ)
ρtj(λ)
=
1
1 + ηj(λ)
, (B22)
for strings of type j. It can be shown19 that the dressed charge for any given quasiparticle excitation is related to the
bare charge via the Nt coupled integral equations
∆Q′j(λ) +
Nt∑
k=1
∫ ∞
−∞
dλ′ Tjk(λ− λ′)ϑk(λ′)σk∆Q′k(λ′) = Q′j(λ′). (B23)
These imply the formula
vj(λ) =
1
2pi
(σˆ + Tˆ ~ˆϑ)−1[−A~a′]j
(σˆ + Tˆ ~ˆϑ)−1[~a]j
(λ) (B24)
for the velocity of quasiparticle excitations within each string type.
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Appendix C: Finite-time Numerical Scheme
Consider the infinite-dimensional initial value problem
∂tϑ(x, t, k) + v[ϑˆ](k)∂xϑ(x, t, k) = 0,
ϑ(x, 0, k) = φ(x, k). (C1)
Motivated by analogy with the solution by characteristics for the Burgers equation, we propose the compact approx-
imate ansatz
ϑ(x, t, k) = φ(x− v[ϑˆ](k)t, k). (C2)
Here the velocity functional v[ϑˆ] is evaluated using all values of ϑ at (x, t). This ansatz is presumably not exact in
general but arises naturally as the one-step version of a backwards implicit scheme to solve the advection equation
Eq. (C1).80 We solve it numerically for an example in the closing discussion section of this paper (see Fig. 4 above).
First, in order to provide some intuition, we illustrate the meaning of this ansatz for the finite-dimensional version
of Eq. (C1) (as arises in practice when discretizing on a computer). Thus consider the initial-value problem
∂tθn(x, t) + vn(θ1, θ2, . . . , θN )∂xθn(x, t) = 0
θn(x, 0) = φn(x), (C3)
for t > 0, with n = 1, 2, . . . , N . We will have found a solution of this equation (ignoring the possibility of discontinuities
in any derivative) if we can find θn satisfying
θn(x0 + dt vn(θ1, θ2, . . . , θN )|x0,t0 , t0 + dt)
= θn(x0, t0) +O(dt
2), (C4)
for every x0, t0 and small dt, because expanding the left-hand side in a Taylor series yields the advection equation.
Since the error is of order dt2, this could be the basis of a convergent finite-difference scheme: given θn at time t0,
one steps forward in time repeatedly by dt using Eq. (C4), and the global error in advancing by time t is small as
dt → 0. However, it is well-known from the theory of simpler differential equations that this type of Euler method
can be quite unstable. A safer option is to use an implicit or backwards method81: for a time step dt, we solve for
the current values of θn by looking back at earlier times.
θn(x, t) = θn(x− vn(θ1, θ2, . . . , θN )|x,t dt, t− dt), (C5)
where the notation means that the velocities are evaluated at x, t. This is just the infinitesimal form of Eq. (C2); in
other words, Eq. (C2) is obtained by covering the entire desired integration range of time in a single step. Another
advantage in practice of the backwards scheme is that, unlike for the forward scheme, it is easy to get all the θn at a
particular (x, t) point without interpolation if the initial condition is known everywhere.
We have found that one can solve the ansatz (C5) by numerical iteration to obtain detailed predictions for finite-
time evolution, from a range of initial conditions52. This is of particular experimental relevance for the Lieb-Liniger
model, which provides a physically realistic description of quasi one-dimensional Bose gases. We report one such
calculation for energy expansion in the XXZ chain at the end of this paper using the simpler approximate ansatz (C2)
(corresponding to a single time step with dt = t in eq. (C5)), after introducing that model and discussing its linear
response, and discuss there its (perhaps unexpected) agreement with a DMRG solution. A detailed discussion of the
range of validity of the predictions obtained using this method is given in Sections II and IV of the main text.
