Jobzentrisches Monitoring in Verteilten Heterogenen Umgebungen mit Hilfe Innovativer Skalierbarer Methoden by Hilbrich, Marcus
Jobzentrisches Monitoring
in Verteilten Heterogenen
Umgebungen mit Hilfe
Innovativer Skalierbarer
Methoden
Dissertation
zum Erlangen des akademischen Grades
Doktoringenieur (Dr.-Ing.)
Eingereicht an der
Fakultät Informatik
der
Technischen Universität Dresden
von
Dipl. Ing. Marcus Hilbrich
geboren am
22.11.1980 in Dresden
Eingereicht am 26. September 2014
Verteidigt am 24. März 2015
Betreuender Hochschullehrer: Prof. Dr. Wolfgang Nagel
Fachreferent: Prof. Dr. Alexander Schill
Gutachter: Prof. Dr. Wolfgang Nagel
Prof. Dr. Dagmar Krefting

Inhaltsverzeichnis iii
Inhaltsverzeichnis
1 Einleitung 1
2 Thematische Einführung 5
2.1 Anforderungen an das jobzentrische Monitoring . . . . . . . . . . . . . . . . . . . 5
2.2 Anverwandte Arbeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Überblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Monitoring und verwandte Themen . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Auswertung und Analyse von Monitoring-Daten . . . . . . . . . . . . . . . 12
2.2.4 Abgrenzung gegenüber anderen Projekten . . . . . . . . . . . . . . . . . . 18
2.2.5 Vorarbeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Komponenten des jobzentrischen Monitorings 21
3.1 Überblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Datenerfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 MonSuite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Wrapper-Skript . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 Art der aufgenommenen Daten . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Die Monitoring Infrastruktur SLAte . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Konzept der schichtenbasierten Infrastruktur . . . . . . . . . . . . . . . . 25
3.3.2 Vergleich einer zentralen und dezentralen Architektur . . . . . . . . . . . . 26
3.3.3 Allgemeine Implementierungsmerkmale . . . . . . . . . . . . . . . . . . . . 26
3.3.4 Flexible Datenstruktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.5 Metadaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.6 Der Kurzzeit-Speicher (STS) . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.7 Der Langzeit-Speicher (LTS) . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.8 Der Metadaten-Speicher (MDS) . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.9 MonSuite-Klient zum Speichern der Monitoring-Daten . . . . . . . . . . . 34
3.3.10 Suche nach Monitoring-Daten von Jobs . . . . . . . . . . . . . . . . . . . 35
3.3.11 Zusammenspiel der Schichten der Monitoring-Infrastruktur . . . . . . . . 35
3.4 Nutzeroberfläche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.1 AMonAnalyser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 AMonVisualiser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Zusammenwirken der Analyse- und Visualisierungskomponenten mit der
Monitoring-Infrastruktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Sicherheit und Datenschutz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.1 Monitoring-Daten und deren Personenbezug . . . . . . . . . . . . . . . . . 41
3.5.2 Authentifikation zur sicheren Kommunikation zwischen den eingesetzten
Komponenten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5.3 Konzept der Zugriffsrechte für Nutzer . . . . . . . . . . . . . . . . . . . . 45
4 Evaluation der Skalierbarkeit 47
4.1 Theoretische Untersuchung der Skalierbarkeit . . . . . . . . . . . . . . . . . . . . 47
4.1.1 Exemplarische Infrastruktur . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.2 Skalierbare Aspekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
iv Inhaltsverzeichnis
4.1.3 Potentielle Engpässe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.4 Detaillierte Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.5 Zusammenfassung der theoretischen Skalierbarkeit . . . . . . . . . . . . . 55
4.2 Auf Messungen basierte Untersuchungen des Prototypen SLAte . . . . . . . . . . 55
4.2.1 Ziele der Untersuchungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.2 Eingesetzte Hard- und Software . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.3 Konzeption der Untersuchungen . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.4 Übertragung der Monitoring-Daten vom Klienten zum STS-Server . . . . 57
4.2.5 Übertragung der Monitoring-Daten von STS- zum LTS-Server . . . . . . . 58
4.2.6 Übertragung der Metadaten vom LTS- zum MDS-Server . . . . . . . . . . 62
4.2.7 Zusammenfassung und Vergleich der Messergebnisse . . . . . . . . . . . . 63
4.3 Lösungsstrategien zur Beseitigung der Engpässe und Erhöhung der Performance . 64
4.3.1 Suche auf den LTS-Servern . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.2 Verteilte Suche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.3 Hierarchische Suche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.4 Verteilung der Metadaten in der MDS-Ebene . . . . . . . . . . . . . . . . 65
4.3.5 Wiederverwendung von bereits aufgebauten Netzwerkverbindungen . . . . 65
4.3.6 Koordinierte Abfrage der Daten vom STS-Server durch den LTS-Server . 66
4.3.7 Optimierung der Performance mit weiteren Strategien . . . . . . . . . . . 66
5 Methoden zur Analyse der Monitoring-Daten einer Vielzahl von Jobs 69
5.1 Einführung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Akzeptierte und außergewöhnliche Abweichungen bei der Ausführung von Jobs . 71
5.3 Testdaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.1 Basisjobs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.2 Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Grenzen der Erkennbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5 Adaption und Implementierung von Verfahren zur Analyse von Monitoring-Daten 82
5.5.1 Kreuzkorrelation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5.2 Statistische Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.5.3 Klassifizierung von abgeleiteten Ereignissen . . . . . . . . . . . . . . . . . 145
5.5.4 Kombination von Messgrößen und Verfahren . . . . . . . . . . . . . . . . . 155
5.5.5 Untersuchungen im Frequenzbereich . . . . . . . . . . . . . . . . . . . . . 157
6 Zusammenfassung und Ausblick 161
Literaturverzeichnis 165
Abbildungsverzeichnis 179
Tabellenverzeichnis 185
A Anhang – Weitere Rechnungen und Formeln 187
A.1 Herleitung der Speicherkapazität zu Kapitel 4.1.4.2 . . . . . . . . . . . . . . . . . 187
A.2 Herleitung der Netzwerkkapazität zu Kapitel 4.1.4.3 . . . . . . . . . . . . . . . . 187
A.3 Herleitung der Netzwerkkapazität zu Kapitel 4.1.4.4 . . . . . . . . . . . . . . . . 188
A.4 Schnittpunktberechnung zu Kapitel 5.5.1.5 . . . . . . . . . . . . . . . . . . . . . . 188
B Anhang – Weitere Diagramme 189
B.1 Kreuzkorrelation mit naiver Implementierung . . . . . . . . . . . . . . . . . . . . 189
B.2 Kreuzkorrelation mit linearer Skalierung . . . . . . . . . . . . . . . . . . . . . . . 192
B.3 Kreuzkorrelation mit linearer Skalierung und lokaler Normierung . . . . . . . . . 197
Inhaltsverzeichnis v
B.4 Kreuzkorrelation mit linearer Skalierung und Messwertnormierung . . . . . . . . 201
B.5 Kreuzkorrelation mit linearer Skalierung, Messwertnormierung und Messwertver-
schiebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
B.6 Kreuzkorrelation mit mit Messwertnormierung, Messwertverschiebung und Ein-
satz wohl begründeter Vermutungen mit matrix-basiertem Ausrichtungsverfahren
und lokaler Optimierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
B.7 Statistische Analyse mittels des Maximums . . . . . . . . . . . . . . . . . . . . . 217
B.8 Statistische Analyse mittels des Durchschnitts . . . . . . . . . . . . . . . . . . . . 220
B.9 Statistische Analyse mittels der Standardabweichung . . . . . . . . . . . . . . . . 223
B.10 Klassifizierung von Ereignissen für hohe Last . . . . . . . . . . . . . . . . . . . . 226
B.11 Klassifizierung von Ereignissen für geringe Last . . . . . . . . . . . . . . . . . . . 229
B.12 Klassifizierung von Ereignissen für Überlast . . . . . . . . . . . . . . . . . . . . . 231
B.13 Klassifizierung von Ereignissen für die Änderung der Last . . . . . . . . . . . . . 235

1
1 Einleitung
Das Themengebiet jobzentrisches Monitoring wird zunächst aus Sicht der Nutzer betrachtet.
Für diese sollen Infrastrukturen wie Grid oder Cloud möglichst einfach zu nutzen sein. Das
zeigt sich an Slogans wie „Rechenleistung wie Strom aus der Steckdose“ [Her02, Mei06, FK07,
ZK08, Geo09, BBG11, Tal10]. Als konkrete Nutzergruppe kommen vorwiegend Anwender in Be-
tracht, die rechenintensive Anteile der von ihnen genutzten Applikationen als Jobs auf entfernten
Rechensystemen ausführen. Diesen Nutzern wird bisher oft nur das Ergebnis ihrer Berechnun-
gen und die Abrechnung über benötigte Ressourcen geliefert. Ob die abgerechneten Ressourcen
effizient genutzt wurden, kann aber kaum evaluiert werden. Selbst offenkundige Probleme bei
der Ausführung von Jobs, wie ein Abbruch, können nicht analysiert werden und Abweichungen,
wie durch Nebenlasten, können nicht entdeckt werden. Jobzentrisches Monitoring kann für diese
Nutzergruppe ein Werkzeug zur Erlangung von Transparenz darstellen. Die Abarbeitung von
Jobs kann vom Nutzer direkt beobachtet werden. Viel wichtiger ist aber die Möglichkeit über
ungewohnte Abweichungen bei der Ausführung von Jobs, basierend auf automatischer Analyse,
benachrichtigt zu werden.
Eine weitere Nutzergruppe für jobzentrisches Monitoring sind die Entwickler von Applikatio-
nen. Dies trifft im besonderen zu, wenn die Applikationen als Service einer weiten Nutzerschaft
zugänglich gemacht werden sollen, also beispielsweise in Grid- und Cloud-Umgebungen. Diese
Nutzer optimieren ihre Applikationen bevor sie installiert und bereitgestellt werden. Eine Über-
prüfung der Applikationen in ihrem praktischen Einsatz findet aber nur sehr eingeschränkt statt.
Jobzentrisches Monitoring ermöglicht aber eine kontinuierliche Beobachtung. Wird die Applika-
tion beispielsweise aufgrund von verändertem Nutzerverhalten oder Eingabedaten, in einer Art
und Weise genutzt, für die sei nicht optimiert ist, kann dies erkannt werden und eine weitere
Optimierung veranlasst werden.
Auch Systemadministratoren können Zielgruppe für jobzentrisches Monitoring sein. Rechensys-
teme werden zwar bereits überwacht, ob sich die Nutzung ändert kann aber nur eingeschränkt
ermittelt werden. Mittels jobzentrischem Monitoring können nicht nur Probleme bei der Nutzung
der Ressourcen aufgefunden und analysiert werden, sondern auch Applikationen identifiziert wer-
den, die einer weiteren Optimierung zugeführt werden müssen. Langfristig kann die Hardware
somit effizienter genutzt werden.
Das Ergebnis des jobzentrischen Monitorings ist demnach die Darstellung und Auswertung der
Abläufe von Jobs. Hierzu muss zunächst die Programmausführung erfasst werden. Im Fall des
jobzentrischen Monitorings werden hierzu Monitoring-Daten über den Job und die Umgebung in
der er ausgeführt wird aufgenommen. Die Aufbereitung der Daten, ebenso wie die Erhebung, der
Transport und die Speicherung sowie die Darstellung der Datensätze und deren (automatische)
Auswertung gehören selbstverständlich genauso zur Aufgabe des jobzentrischen Monitorings.
Die hier vorliegenden Arbeiten sind im Themengebiet des jobzentrischen Monitoring, einem
Teilbereich der Informatik, angesiedelt. Kurz zusammengefasst ist jobzentrisches Monitoring die
Beobachtung, Überwachung und Beurteilung der Ausführung von Jobs. Damit können Probleme
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bei der Ausführung von Jobs erkannt und eine Reaktion zur Behebung der Störungen eingeleitet
werden, wobei Jobs die Ausführungseinheiten verkörpern, welche von Anwendern genutzt werden
um Programme abzuarbeiten. Sie dienen somit oft zur Bewältigung der täglichen Arbeit unter
Zuhilfenahme von Mitteln der Informatik.
Folglich ergibt sich direkt das Forschungsgebiet zur Aufnahme der Monitoring-Daten parallel zur
Abarbeitung von Jobs, ebenso wie die Frage nach einem geeigneten Visualisierungssystem zur
Darstellung der Monitoring-Daten.
Eine besondere Aufgabe ist die Beobachtung von Jobs, sofern diese nicht lokal und unter direkter
Kontrolle des Nutzers ausgeführt werden, beispielsweise weil diese mittels diverser, räumlich
verteilter Rechensysteme abgearbeitet werden. Damit ergibt sich die Herausforderung, dass die
Monitoring-Daten nicht direkt dem Anwender, der seine Jobs überwachen möchte, zur Verfügung
stehen.
Die Verwaltung der Monitoring-Daten ist demnach eine weitere Fragestellung des jobzentrischen
Monitorings. Hierzu muss die Speicherung der Monitoring-Daten organisiert werden und es sind
geeignete Schnittstellen zu etablieren, damit das Ablegen und Auffinden von Daten für eine
spätere Auswertung gewährleistet ist.
Eine weitere Stufe der Komplexität wird erreicht, sobald sehr viele Jobs beobachtet werden.
Gerade diese hohe Anzahl von Jobs ist in den letzten Jahren alltäglich geworden. Immer öfter
werden automatisierte Systeme eingesetzt, um Jobs in Ausführung zu bringen und die errechneten
Daten zusammenzuführen. Diese Systeme sind immer einfacher zu nutzen, wie die Entwicklung
von Portalen oder Workflow-Systemen zeigt. Die Anzahl von Jobs, die gleichzeitig auf einem
HPC-System oder einem Cluster abgearbeitet werden können, steigt ebenfalls. Ein zusätzlicher
Faktor ist die Anzahl der Rechensysteme, die zu einem Verbund zusammengefasst werden. Hierbei
sind weniger direkte, fachliche Kooperationen gemeint, wie sie im Bereich des wissenschaftlichen
Rechnens üblich sind, sondern konzeptionelle Ansätze wie Grid- und Cloud-Computing . Mittels
Optimierung und Steigerung der Performance von bisher entwickelten Monitoring-Konzepten ist
diese neue Qualität bezüglich der Anzahl und Menge von Monitoring-Daten kaum zu bewältigen.
Die auf zentralen Infrastrukturen basierenden Konzepte, wie jobzentrisches Monitoring organi-
siert ist, müssen folglich überdacht und auf Skalierbarkeit hin ausgerichtet werden. Dies stellt
einen weitgehend neuen Aspekt für das jobzentrische Monitoring dar. Zur Umsetzung von Ska-
lierbarkeit müssen innovative Methoden zur Speicherung, zum Transport und zur Bereitstellung
von jobzentrischen Monitoring-Daten entwickelt werden. Die in dieser Dissertation vorgestellten
skalierbaren Methoden basieren auf der Organisation des Monitoring-Systems in verschiedenen
Schichten, wobei die Performance der Schichten jeweils durch Installation weiterer Monitoring-
Komponenten erhöht werden kann. Ebenso wie die Evaluierung dieser Methoden mittels theo-
retischer, mathematischer Ansätze ist auch die praktische Untersuchung basierend auf einem
Prototypen ein thematischer Schwerpunkt dieser Arbeit.
Mit der Konzentration auf die Speicherung und Bereitstellung von jobzentrischen Monitoring-
Daten wird das Themengebiet des jobzentrischen Monitorings aber keinesfalls umfassend betrach-
tet. Die Daten für eine Auswertung bereitzustellen ist lediglich ein Teilaspekt. Die eigentliche
Datenauswertung hat sich mittlerweile zu einer der interessantesten Herausforderungen entwi-
ckelt. Aber nicht nur das jobzentrische Monitoring befasst sich mit der Fragestellung, wie aus
einer Datensammlung von erheblichem Ausmaß Informationen und Wissen extrahiert werden
kann. Aktuell wird dieses prinzipielle Thema unter verschiedenen Schlagwörtern wie Big Data
und Smart Data vorangetrieben.
Im jobzentrischen Monitoring wie auch in einigen anderen Disziplinen wurde mittlerweile das
Paradigma der Visualisierung von Daten von der automatisierten Analyse abgelöst. Dies ist nicht
nur auf die beschränkte Anzeigefläche von Monitoren und anderen Anzeigegeräten sowie die stetig
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wachsende Datenmenge zurückzuführen, sondern auch auf einen Engpass an Arbeitszeit, die für
die Analyse aufgewendet werden muss. Die Experten einer Fachrichtung sollen also nicht direkt
die Daten analysieren sondern Algorithmen zur Verfügung stellen, welche von Nicht-Experten
genutzt werden. So kann die Datenauswertung, also auch das jobzentrische Monitoring, für eine
weite Nutzerschicht erschlossen werden. Gleichzeitig wird die Menge der untersuchten Daten,
also der beobachteten Jobs, erheblich gesteigert.
Damit ist ein weiterer Schwerpunkt dieser Arbeit identifiziert. Es müssen innovative Methoden
zur Analyse von Monitoring-Daten erarbeitet werden, welche die Auswertung und Kategori-
sierung der Monitoring-Daten gewährleisten. Zu diesem Zweck wird unter anderem die Kreuz-
korrelation aus dem Gebiet der Signalanalyse der Elektrotechnik herangezogen. Das Ergebnis
der automatischen Analyse muss eine drastische Reduktion der Datenmenge ermöglichen, die
noch von Anwendern oder Monitoring-Experten von Hand auszuwerten sind. Gleichzeitig muss
die Analyse in hoch dynamischen Umgebungen mit sich ändernden Jobs bestehen können und
trotzdem Probleme bei der Ausführung erkennen, die vorher nicht explizit modelliert wurden.
Außerdem soll das Ergebnis der Analyse aussagekräftig sein und eine weitere Fehleranalyse nicht
nur ermöglichen sondern unterstützen.
Die wissenschaftlichen Grundlagen für die essentielle Weiterentwicklung des jobzentrischen
Monitorings werden im Folgenden dargelegt. Hierzu folgt zunächst eine thematische Einführung
(Kapitel 2) welche auch auf anverwandte Themen eingeht. Anschließend (Kapitel 3) folgt die
Beschreibung, mit welchen Methoden eine skalierbare Infrastruktur zur Organisation der job-
zentrischen Monitoring-Daten aufgebaut werden kann, was anhand eines Prototypen umgesetzt
wurde. Basierend auf den Methoden wird eine theoretische Untersuchung der Skalierbarkeit vor-
genommen (Kapitel 4), die mit Messungen am Prototypen verifiziert wird. Die Entwicklung und
deren begleitende Evaluierung von Methoden zur Auswertung von jobzentrischen Monitoring-
Daten sowie der Vergleich mit weiteren adaptierten Verfahren folgt in Kapitel 5. Abgerundet
wird die Arbeit mit einer Zusammenfassung und einem Ausblick auf weitere Arbeiten (Kapi-
tel 6).
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2.1 Anforderungen an das jobzentrische Monitoring
Unabhängig von der konkreten Realisierung gemeinschaftlich genutzter Ressourcen oder deren
Bezeichnung werden Ansprüche bezüglich der Zuverlässigkeit, Verfügbarkeit und effizienter Nut-
zung dieser Ressourcen gestellt. Die Verfügbarkeit, also wann eine Ressource zur Verfügung
steht, ist durch einfache, externe Tests der angebotenen Services zu realisieren. Zuverlässig ist
eine Ressource, wenn die angebotenen Services sich wie erwartet verhalten, also fehlerfrei genutzt
werden können. Um die Zuverlässigkeit zu beurteilen muss die Nutzung des Services, beispiels-
weise die Ausführung eines Jobs, direkt überwacht werden und mit der Erwartung verglichen
werden. Ob eine Ressource effizient genutzt wird erfordert den Vergleich der tatsächlichen Ser-
viceerbringung mit der maximal möglichen Erbringung von Services, zum Beispiel anhand der
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CPU-Auslastung. Zu diesen Zwecken wurden Überwachungsmechanismen auf verschiedenen Sys-
temebenen entwickelt (siehe Abbildung 2.1). Die Temperatur in Serverräumen wird permanent
reguliert, Hardwarekomponenten wie CPUs oder Festplatten überprüfen selbstständig ihren Zu-
stand, Verbindungsnetzwerke zwischen den Komponenten korrigieren automatisch Fehler bei
der Datenübertragung, Betriebssysteme erkennen den Ausfall von Hard- und Software, System-
managementsoftware deaktiviert defekte oder wartungsbedürftige Knoten und transferiert die
Software auf intakte Bereiche, Lastbalancierung verteilt die Arbeit auf verschiedene Cluster oder
Rechenzentren, um nur einige Aspekte der Fehlererkennung und Überwachung anzusprechen.
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Abbildung 2.1: Darstellung verschiedener Überwachungsmechanismen und auf welche Ebenen diese vorwiegend
angewendet werden. Die Übersicht gibt die Einschätzung des Autors wieder und basiert auf den für diese Arbeit
genutzten Definitionen der Überwachungsmechanismen.
In dieser Arbeit liegt der Fokus aber nicht auf der Überwachung von Komponenten oder der Er-
reichbarkeit eines Dienstes sondern es wird jobzentrisches Monitoring betrachtet. Dies bedeutet
es wird die Abarbeitung der Nutzerprogramme sowie die dafür genutzten Ressourcen überwacht.
Dazu müssen Monitoring-Daten der Anwendungen erfasst, transferiert, gespeichert und für die
Auswertung bereitgehalten und analysiert werden. Diese Anwendungen werden als Jobs auf di-
versen verteilten Ressourcen ausgeführt. Somit ist die mögliche hohe Anzahl von gleichzeitig zu
überwachenden Jobs ebenso wie deren potentiell weltweite Verteilung eine Herausforderung.
Die Ausrichtung des Monitorings auf Jobs ermöglicht einen neuen Blickwinkel bei der Überwa-
chung verteilter Ressourcen wie in Grid- und Cloud-Umgebungen aber auch für Cluster oder
HPC-Systeme. Es wird direkt die von den Nutzern verursachte Arbeit bzw. Rechenlast auf den
tatsächlich verwendeten Ressourcen beobachtet, analysiert und dargestellt. Somit wird eine Mög-
lichkeit geschaffen, die Ressourcennutzung zu beobachten und zu evaluieren. Diese Ressourcen-
nutzung wird später meist auch für die (finanzielle) Abrechnung der Nutzung herangezogen und
ist somit von besonderem Interesse. Oder aus Sicht des Nutzers formuliert: Wie effizient konnte
ich die abgerechnete Laufzeit meiner Jobs überhaupt nutzen?
Weiterhin trägt jobzentrisches Monitoring zur Transparenz in komplexen, verteilten Infrastruk-
turen bei, indem die Vorgänge innerhalb der Infrastrukturen, in diesem Fall die Abarbeitung der
Jobs, auf einfache Weise und korreliert zu den verwendeten Ressourcen dargestellt werden. Dies
ermöglicht Nutzern hinter die Schnittstellen, welche sie für die Abarbeitung von Jobs nutzen, zu
blicken, ohne das spezielle Kenntnisse im Bereich der Administration von verteilten Systemen
erforderlich sind.
Neben der Erfassung der jobzentrischen Monitoring-Daten ist auch deren Darstellung eine Her-
ausforderung. Zum Konzept von Grid und Cloud gehört es komplexe Infrastruktur mittels einer
einfach zu benutzenden Schnittstelle einer breiten Nutzergemeinde zu offerieren. Dabei muss der
Nutzer die komplexe Infrastruktur nicht näher kennen. Trotzdem wird er in die Lage versetzt
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eine hohe Rechenleistung zu nutzen. Dieser Umstand muss auch berücksichtigt werden, wenn
Monitoring-Daten dem Nutzer präsentiert werden. So ist es beispielsweise möglich Jobs zu fil-
tern um interessante Daten anzuzeigen und redundante Informationen auszublenden. Dies wird
mittels einer automatischen Analyse erreicht. Nur so kann die Datenmenge auf ein Maß reduziert
werden, welches auch sinnvoll dargestellt werden kann.
Eine weitere essentielle Entwicklung ist die Möglichkeit mittels automatischer Analyse Fehler,
Probleme, unerwartetes Verhalten oder generelle Änderungen bei der Ausführung von Jobs zu
erkennen. So muss nicht manuell nach Störungen oder Änderungen bei der Abarbeitung von Jobs
gesucht werden. Vielmehr ist es möglich Nutzer, Systemadministratoren oder Anwendungsent-
wickler automatisch zu benachrichtigen.
Zusammengefasst ist jobzentrisches Monitoring eine Ergänzung und Erweiterung zu etablierten
Methoden der Systemüberwachung mit eigenen Herausforderungen bei der Durchführung des
Monitoring sowie der Darstellung und Auswertung der Daten.
2.2 Anverwandte Arbeiten
2.2.1 Überblick
Im Folgenden wird aufgezeigt welche bereits bestehenden Arbeiten für das jobzentrische Monito-
ring relevant sind. Hierzu werden zunächst (siehe Kapitel 2.2.2) Monitoring oder dem Monitoring
ähnliche Techniken berücksichtigt. Hier stehen vor allem Forschungsgebiete, die sich auf das wis-
senschaftliche Rechnen beziehen, im Fokus, welche sich wiederum auf Unix- und Linux-artige
Betriebssysteme konzentrieren. Diese Forschungsgebiete, wie sie in Abbildund 2.2(a) dargestellt
sind, werden herangezogen, weil sie Techniken zur Aufnahme, zur Speicherung und zur Aus-
wertung der Monitoring-Daten aufzeigen können. Besonders die Skalierbarkeit ist hierbei von
besonderem Interesse. In Kapitel 2.2.3 (Seite 12) liegt der Fokus auf Verfahren welche potentiell
zur Auswertung von Monitoring-Daten geeignet sind. Diese Verfahren sind in Abbildund 2.2(b)
zu sehen. Wie sich die vorgestellten Systeme und Methoden von dieser Arbeit abgrenzen zeigt
Kapitel 2.2.4 (Seite 18), während Kapitel 2.2.5 (Seite 19) Vorarbeiten vorstellt.
2.2.2 Monitoring und verwandte Themen
2.2.2.1 Monitoring von lokalen Rechenssystemen und Prozessen
Lokales Monitoring visualisiert direkt die Systemnutzung. Historische Daten werden nur für eine
sehr kurze Zeitspanne, meist nur einige Sekunden oder wenige Minuten, gespeichert und ange-
zeigt. Weiterhin muss die Monitoring-Anwendung direkt auf den zu untersuchenden Rechenssys-
temen ausgeführt werden.
Zur Erfassung von Daten über die auf einem Rechner ausgeführten Prozesse können auf Unix-
basierten Systemen Werkzeuge wie ps, top oder free [Ps13, Deb13a] genutzt werden. Neben
den Kommandozeilen-Werkzeugen stehen auch Varianten mit grafischem Benutzerinterface und
Integration in eine Desktop-Umgebung, wie der Gnome System Monitor [GSy14], zur Verfügung.
Als Beispiel für das Monitoring von Rechensystemen wie Clustern kann Ganglia [Gag14] genannt
werden, womit die Auslastung aller Knoten eines Systems visualisiert werden kann, indem die
Daten zentral gesammelt und zur Darstellung aufbereitet werden. Mittels derartiger Werkzeuge
kann die Einschränkung, dass die Visualisierung der Monitoring-Daten direkt auf dem Rechensys-
tem ausgeführt wird, umgangen werden. Auch der Zugriff auf historische Daten ist somit möglich.
Der Fokus dieser Systeme liegt auf der Darstellung von Informationen über die Ressourcen, nicht
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Abbildung 2.2: Darstellung der wichtigsten artverwandten Arbeiten.
auf einzelnen Prozessen oder Jobs. Daher werden die Daten von einzelnen Prozessen aggregiert.
2.2.2.2 Accounting
Eine verwandte Thematik ist das Erfassen von Accounting-Daten. Diese werden benötigt um Re-
chenzeit (oder andere Parameter wie den Speicherbedarf) in Rechnung zu stellen. Es werden also
aggregierte Daten verwendet. Des weiteren können die Daten genutzt werden, um die Auslastung
von Ressourcen zu bestimmen.
Im Bereich von verteilten Infrastrukturen sind besonders die Accounting-Systeme für Grid-
Systeme von Interesse. Eine Übersicht bietet [SGE+04]. Als Beispiele können hier die Sys-
teme GridBank [BB02], LUTS [San03] oder SNUPI [HBY01] genannt werden. Eine für das
SweGrid angepasste Accounting-Infrastruktur SGAS wird in [EGM+03] vorgestellt. Das ver-
teilte Monitoring-System DGAS wird in [PRAGA09, Dga13, BWS10] beschrieben. Als weitere
Referenzen können [MWM+06], [BLSP11] und [Dat03], welches auf das Accounting von Daten-
Speichern eingeht, genannt werden.
Im Gegensatz zum jobzentrischen Monitoring ist die aufzunehmende Datenmenge eher gering,
oft muss nur der Anfangs- und Endzeitpunkt sowie die benötigten Ressourcen aus der Jobbe-
schreibung ermittelt werden. Der Einsatz einer über weite Bereiche skalierbaren Infrastruktur ist
demnach meist nicht nötig, sodass eine zentrale Datenbank verwendet werden kann. Andererseits
sind Aspekte wie Datenintegrität und Ausfallsicherheit wichtig.
Eine Überwachung sowie Sammlung von Daten zur Abrechnung von Jobs wird auch von Batch-
Systemen wie PBS [OPb13, Trq10] für den Umfang eines Rechnersystems durchgeführt. Auch in
diesen Systemen ist die Datenmenge eher gering, sodass vorwiegend zentrale Infrastrukturen ge-
nutzt werden, welche oft auf gemeinsam genutzten Ressourcen wie geteilter Speicherkapazitäten
basieren.
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2.2.2.3 Logging
Logging ist das Aufzeichnen von relevanten Ereignissen zur Rekonstruktion des Lebenszyklus
eines Jobs. Diese Ereignisse sind beispielsweise der Start, das Ende oder der Abbruch des Jobs
wie sie auch beim Accounting aufgezeichnet werden. Eine weitere Datenquelle ist das Programm
selbst. Dieses kann protokollieren, welche Teilaufgabe es abarbeitet (Einlesen der Daten, Be-
rechnen, Herunterladen weiterer Daten, Finalisieren, Ergebnisse speichern usw.) oder ob Fehler
auftreten (beispielsweise fehlerhafte Eingabedaten oder Probleme beim Nachladen von externen
Daten). Diese Informationen sind nicht universell, sondern abhängig von der konkreten Imple-
mentierung des Logging-Prozesses. Deshalb muss Logging von den Programmentwicklern imple-
mentiert werden und kann deshalb nicht für jeden Job genutzt werden. Wird das Logging vom
Job selbst durchgeführt ergeben sich weitere Hürden. So kann ein Abbruch eines Programms
oft nicht vom Job selbst erkannt werden, beispielsweise wenn der Job vom Batch-System be-
endet wird. Auch die Beobachtung der Umgebung, in der der Job ausgeführt wird, kann nur
eingeschränkt wiedergegeben werden, da sich die Logging-Informationen je nach System unter-
scheiden und für den Job nicht prinzipiell zugänglich sind. Hierzu wären Konzepte wie Monitoring
notwendig. Auch das Konzept von Logging selbst bringt Einschränkungen mit sich. Es werden
ausschließlich zuvor definierte Zustände oder Ereignisse aufgenommen. Ob im Vorfeld nicht er-
wartete und folglich nicht modellierte Probleme so gefunden werden, ist also nicht garantiert. Im
Gegensatz hierzu werden bei Techniken wie Monitoring oder Tracing zunächst alle Messwerte
erfasst, unabhängig davon ob diese einem konkreten Ereignis oder Zustand zugeordnet werden
können.
Logging-Informationen werden meist in Dateien, sogenannte Log-Files, geschrieben oder mittels
Syslog-Diensten erfasst. Diese Syslog-Dienste implementieren Rfc 5424 [Ger09] bzw. die veraltete
Rfc 3164 [Lon01]. Zum eigentlichen Datentransport kann UDP [Okm09] eingesetzt werden, ver-
schlüsselter Datentransfer kann nach Rfc 5425 [MMS09] realisiert werden. Logging für Grid-Jobs
mittels einer zentralen Infrastruktur ist in [RSK+08] beschrieben. Die prinzipiellen Einschrän-
kungen für Logging gelten aber auch für diese Implementierung.
2.2.2.4 Ressourcen-Monitoring in verteilten Systemen
Im Bereich von Grid-Umgebungen wurden diverse Ressourcen-Monitoring-Systeme entwickelt.
Daher soll Ressourcen-Monitoring zunächst für Grid beschrieben und anschließend generalisiert
werden.
Bei dem Monitoring von Grid-Ressourcen werden Informationen über die Eigenschaften einer
Grid-Ressource aufgenommen. Dabei ist neben der Hardwareausstattung auch von Interesse, wel-
che Services von der Ressource angeboten werden. Diese Informationen sind weitgehend statisch,
sodass keine besonderen Anforderungen an die Skalierbarkeit bestehen. Mittels der aufbereiteten
Informationen ist es möglich zu ermitteln auf welchen Ressourcen ein Job mit spezifischen An-
forderungen ausgeführt werden kann oder wo Daten persistent oder temporär abgelegt werden
können.
Neben den weitgehend statischen Informationen kann überprüft werden, ob die von den Res-
sourcen propagierten Services momentan zur Verfügung stehen und wie die aktuelle Auslastung
der Ressourcen ist. Damit können Grid-Jobs gezielt auf entsprechende Ressourcen transferiert
werden und es sind Aussagen über die Zuverlässigkeit und Auslastung der Ressourcen in der
Vergangenheit möglich.
Ein Vertreter des Ressourcen-Monitoring ist D-Mon [BBK+09, BMR+08, MPK+09] bei welchem
ein zentraler Ansatz zum Speichern der Daten gewählt wurde. Nimrod/G [BAG00] berücksichtigt
hingegen auch den Aspekt des Scheduling.
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Projekte wie das CMS Dashboard [ACC+10], Ganga [VBC+10, MBE+09] oder die in [CRSS10]
beschriebene Instrumentation von Grid-Jobs werden nach Ansicht des Autors1 ebenfalls als
Ressourcen-Monitoring eingeordnet. Es werden primär Daten ermittelt und ausgewertet, die
Aussagen ermöglichen ob ein Job erfolgreich ausgeführt wurde. Mittels statistischer Verfahren
lässt sich ermitteln, welche Jobs besonders oft ohne Erfolg beendet werden. Die Ausführung
dieser Jobs kann im Folgenden unter Einsatz von Debugging-Tools nachgestellt und mögliche
Ursachen für den Abbruch ermittelt werden [17410]. Daten über den ursprünglichen Abbruch
des Jobs auf dem produktiven System stehen aber nicht zur Verfügung.
Ressourcen-Monitoring ist auch für Cloud-Umgebungen von hohem Interesse. Insbesondere
für kooperative Konzepte wie die Kombination von Private und Public Cloud in Hyprid
Clouds [RBE+11], Cloud-Föderationen [SM11, RAPB11, EMHF09] oder den Einsatz von Cloud-
Brokern [BRC10] muss bekannt sein, wie die einzelnen Cloud-Komponenten ausgelastet sind und
welche Dienste [BBC+11] zu welchen Bedingungen [RWZT12] angeboten werden.
Auch Reduktionsverfahren werden für das Ressourcen-Monitoring verwendet. Das Projekt
GEMINI2 [BKB11] filtert beispielsweise nicht relevante Daten aus und bildet abgeleitete Werte
vor der Datenübertragung. Wird beispielsweise nach Knoten gesucht, deren Hauptspeicher zu
mehr als 90% ausgelastet ist, werden die Daten von Knoten die diese Bedingung nicht erfüllen,
nicht übertragen. Die Messwerte der Sensoren, wie für den installierter Hauptspeicher oder den
verwendeter Speicher, werden ebenfalls nicht übertragen sondern lediglich die aggregierte, anteili-
ge Auslastung. Dieses Verfahren gestattet eine erhebliche Reduktion der zu übertragenden Daten
und somit eine Verringerung der Netzwerkbelastung auf Kosten von verlustbehafteter Kompres-
sion. Eine detaillierte Analyse wird also nicht angestrebt. Weiterhin können prinzipbedingt nur
zuvor definierte Ereignisse erfasst werden.
Außerdem sind Systeme zur Hardwareüberwachung von Ressourcen wie OVIS [BGHP06] zu
nennen, die beispielsweise thermische Probleme der Hardware aufzeigen oder Nagius [NgO14],
das den Zustand von Ressourcen und Diensten verschiedener Systeme über ein zentrales Frontend
bereitstellt. Eine Beobachtung der ausgeführten Software findet allerdings nicht statt, es wird
lediglich überprüft wie Services auf definierte Tests reagieren.
2.2.2.5 Tracing und Profiling
Profiling liefert Informationen, welche Teile, Funktionen oder Abschnitte eines Programms aus-
geführt werden und wie viel Zeit dort verbracht wird. Die aufgenommen Daten sind oft sehr
detailreich und werden statistisch ausgewertet. Beispiele für Profiling sind die Werkzeuge GNU
gprof [Bin14, Gpr14], JavaTreeProfiler [JTe13], Extensible Java Profiler [ExJ13] und Java Inter-
active Profiler [JIP13]. Die Datenerfassung erfolgt primär durch Messungen in festgelegten, oft
äquidistanten Zeitabständen.
Tracing, wie es beispielsweise von Vampir [BHJR10] oder TAU [SM06] durchgeführt wird, lie-
fert noch detailreichere Informationen womit die Abarbeitung eines Programms nachvollzogen
werden kann. Tracing kann auch auf Grid-Systemen durchgeführt werden wie in [BKPV01] be-
schrieben ist. Im Gegensatz zum Profiling werden Messwerte oft eventbasiert aufgenommen, also
beispielsweise beim Aufruf einer Funktion. Außerdem werden statische Analysen oft post mortem
durchgeführt und nicht direkt zur Datenreduzierung genutzt.
1CMS Dashboard könnte auch als Job-Überwachungs-System betrachtet werden und weist damit Aspekte des
jobzentrischen Monitorings auf. Bei der Überwachung von Jobs wird aber nur festgestellt ob Jobs abgebrochen
wurden. Typen von Jobs die oft fehlschlagen, können auf dedizierten Systemen wiederholt und analysiert
werden. Da keine kontinuierliche Überwachung von Jobs stattfindet und die ursprünglichen Probleme bei der
Ausführung von Jobs nicht beobachtet werden, wird CMS Dashboard in dieser Arbeit nicht als jobzentrisches
Monitoring-System eingestuft, auch wenn andere Arbeiten eine andere Einordnung vornehmen.
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Tracing und Profiling auf High Performance Computing (HPC ) Systemen stellt eine besondere
Herausforderung aufgrund der Komplexität und Anzahl der Komponenten, wie System-Knoten
und CPU-Cores dar. Beispielhaft sind hier TAUoverSupermon [NSM+07], Supermon [SM02,
sup14], rstat auf Basis von RPC [Sun88], TAU [SM06], Periscope [GFK05], SCORE-P [sco14,
MBB+12, KRM+12] und VNG [BMSB03, BNM03] zu nennen. Im Gegensatz zu den bisher
genannten Tracing und Profiling Werkzeugen wird im HPC-Bereich ein höherer Anspruch an
den Transport und die Speicherung von Daten gestellt, sodass auch verteilte Infrastrukturen für
diese Zwecke genutzt werden.
Zum Teil wird die Herausforderung des zeitnahen Betrachtens der Daten2,3 angegangen, dies
wird auch für das jobzentrische Monitoring umgesetzt. Der Fokus liegt aber auf der Bewältigung
der Datenmenge mit möglichst geringer Beeinträchtigung des HPC-Systems. Beim Tracing und
Profiling ist es ebenfalls das Ziel den Einfluss auf das Rechensystem und die untersuchte Appli-
kation gering zu halten und die nötigen Informationen für die Analyse zu gewinnen. Zu diesem
Zweck werden beispielsweise Kernel-Module4 entwickelt oder Hardware Performance Counter
über entsprechende Schnittstellen ausgelesen. Zur Verringerung des Datenvolumens können ver-
lustfreie oder verlustbehaftete Kompressionsmethoden eingesetzt werden. Instrumentation von
Anwendungen wird vor allem für das Tracing genutzt.
Zusammengefasst sind Techniken wie Profiling und Tracing zur möglichst genauen Beobachtung
eines Programmlaufs, während jobzentrisches Monitoring möglichst viele Anwendungen gleich-
zeitig beobachten soll.
2.2.2.6 AMon
Der Schwerpunkt der Dissertation liegt auf Methoden zur Umsetzung einer skalierbaren Infra-
struktur für jobzenrtrische Monitoring-Daten und deren automatische Auswertung, nicht auf
der Aufzeichnung. Daher soll lcg-mon-wn [Amo14] zur Erfassung der Daten verwendet werden.
Zur Visualisierung wird die Kombination von AMonAnalyser und AMonVisualiser eingesetzt.
Die technische Basis für die Arbeiten der Dissertation bildet demzufolge AMon [MPNH+06,
MPNW07, LBB+09, EMPNW08] welches im Projekt HEPCG [Hep13] entwickelt und spä-
ter im Rahmen der Diplomarbeit von Eichenhardt [Eic08] weiterentwickelt wurde. Die auf
RGMA [TAG+02] basierende Infrastruktur kann nicht übernommen werden. Die Gründe hierfür
werden in Kapitel 3.2.1 (Seite 24) erläutert. Da die von AMon übernommenen Komponenten
in Kapitel 3 näher beschrieben werden kann vorerst auf eine genauere Beschreibung verzichtet
werden.
Das konkret AMon verwendet wird ist nicht nur auf die Besonderheit zurückzuführen, dass
AMon konkret für das jobzentrische Monitoring entwickelt wurde (im Gegensatz zu anderen
Monitoring-Systemen wie beispielsweise CMS Dashboard siehe Kapitel 2.2.2.4, Seite 9) sondern
auch weil der Autor mit den Komponenten von AMon im Detail vertraut ist. Weiterhin haben
sich die Komponenten von AMon bereits vor Beginn der praktischen Arbeiten bewährt, sodass
deren Eignung für die Dissertation außer Frage stand.
2In der englischen Literatur wird der Therm Online Monitoring für zeitnahes Monitoring verwendet. Damit wird
beschrieben, dass die Monitoring-Daten dem Endnutzer kurz (abhängig von Latenzen bei der Übertragung
und Auswertung) nach der Aufnahme bereitgestellt werden. Alternativ ist die Auswertung nach Beendigung
des Jobs, welche als post mortem bezeichnet wird.
3Synonym zum zeitnahen Monitoring wird in einigen Artikeln der Begriff Echtzeit oder englisch realtime Moni-
toring verwendet. Dieses Synonym ist fachlich falsch. Echtzeit beschreibt ein dediziertes zeitliches Verhalten,
beispielsweise eine garantierte Antwortzeit. Deshalb sind echtzeit und zeitnah nicht gleichbedeutend.
4Gemeint ist der Betriebssystem-Kern, nicht der Core einer CPU.
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2.2.3 Auswertung und Analyse von Monitoring-Daten
Die in Kapitel 2.2.2 (Seite 7) vorgestellten Arbeiten beinhalten oft eine Komponente zur Analyse
der Daten, die bisher aber nicht von Interesse war. Da sich die Methoden zur Datenvisualisierung
nicht nur unter den vorgestellten Werkzeugen gleichen sondern auch in vielen weiteren Arbeiten
wiederzufinden sind, können folgende prinzipielle Verfahren zur Darstellung von Monitoring-
Daten oder anderer artverwandter Daten systematisiert werden:
Parameter über Zeit Bei dieser Darstellung wird der zeitliche Verlauf wichtiger Parameter, wie
der CPU-Auslastung, meist grafisch in Diagrammen visualisiert. Diese sehr generelle Art
der Visualisierung wird von praktisch allen bisher vorgestellten Werkzeugen unterstützt.
Statistik über Programm Meist tabellarische Darstellung von genutzten Ressourcen oder Ver-
weildauer in Funktionen oder größeren Programmabschnitten. Diese Art der Visualisierung
wird beispielsweise für die Darstellung von Profiling-Daten oder die Zusammenfassung von
Tracing-Daten genutzt.
Statistik über Rechner bzw. Ressource Hierbei soll die Auslastung und/oder der Zustand der
Hardware5 analysiert werden. Hierzu werden kumulierte Sensordaten oder die anteilige Aus-
lastung von Systemen oft im Vergleich zu einem akzeptablen Parameterraum dargestellt.
Ziel ist es kritische Zustände wie die Überlastung oder Überhitzung zu erkennen.
Erwartetes Programmverhalten Hierbei wird überprüft, ob sich Programme wie erwartet ver-
halten. Dies reicht von der Auswertung des Exit Status6 bis zur komplexen Analyse. Für
eine komplexe Analyse sind detaillierte Informationen über den zu erwartenden Verlauf
des Programms notwendig. Hierzu muss also das ausgeführte Programm [Ger05] und die
konkrete Phase, in der sich das Programm befindet, bekannt sein.
Detaillierte Programmanalyse Detaillierte Informationen können vor allem mit Tracing und
Profiling gesammelt werden. Im allgemeinen wird ein einzelnes Programm auf dedizierter
Hardware untersucht um das Laufzeitverhalten zu optimieren. Der Vergleich verschiede-
ner Programmversionen kann dabei manuell erfolgen um Änderungen am Quellcode zu
evaluieren.
Automatisierte Fehlererkennung Das Erkennen von Fehlern kann prinzipiell auf zweierlei Weise
erfolgen. Zum einen können vordefinierte Zustände erkannt werden. Diesbezügliche Arbei-
ten an AMon wurden von Eichenhardt et al. [EMPNW08, Eic08] beschrieben, aber auch in
anderen Projekten, wie beispielsweise von Andreeva et al. [ACC+10], Preissl et al. [PKS+08]
und für Scalasca [WWÁ+08], realisiert. Zum anderen können Algorithmen zur automati-
schen Erkennung von Abweichungen genutzt werden. Zur Analyse von HPC-Anwendungen
werden beispielsweise Korrelation in der Struktur [CBL10, WBB12, WMS+13] der Funk-
tionsaufrufe automatisch analysiert. Auch Clustering wird zur Untersuchung von Anwen-
dungen auf strukturierte Daten angewendet [GGL09b, GGL09a, GHGL12, GdSS+10].
Teil dieser Arbeit ist die automatisierte Analyse von jobzentrischen Monitoring-Daten. Daher
sind vorwiegend die Arbeiten zur automatisierten Fehlererkennung von Interesse. Die Darstellung
der Daten liegt nicht im Fokus der Arbeit. Die bereits genannten Verfahren und Werkzeuge
können aber nicht direkt auf Serien von Messwerten mit Zeitstempeln angewendet werden. Dies
ist aber notwendig, da jobzentrische Monitoring-Daten in dieser Form vorliegen. Daher werden
im Folgenden die zugrunde liegenden Analysemethoden dargestellt. Zur Diskussion der Auswahl
5Der Hardwarezustand kann z.B. anhand der Temperatur oder Drehzahl der Lüfter ermittelt werden, aber auch
Informationen über defekte Bauteile (wie RAM oder Festplatten) oder Übertragungsfehler auf Netzwerken
können zur Auswertung herangezogen werden.
6Bei Beendigung eines Programms wird die Ursache für den Programmabschluss mit dem Exit Code ausgegeben.
Damit kann ein erfolgreicher Programmlauf von einem Fehler oder Abbruch unterschieden werden.
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an Verfahren in der wissenschaftlichen Gemeinschaft wurden Teile der hier vorgestellten Arbeiten
bereits in der Publikation
M. Hilbrich, M. Weber, & R. Tschüter; Automatic Analysis of Large Data Sets:
A Walk-Through on Methods from Different Perspectives; Cloud Computing
and Big Data (CloudCom-Asia), 2013 International Conference on; 2013; S. 373–380
veröffentlicht. Implementierung und Evaluierung ausgewählter Algorithmen werden in Kapitel 5,
Seite 69 weiter verfolgt.
2.2.3.1 Clustering
Cluster-Algorithmen (Clustering Algorithms) gruppieren Datensätze, so können beispielsweise die
Monitoring-Daten verschiedener Jobs eingeordnet werden. Die Bedeutung der Gruppen ist dabei
nicht vordefiniert, es entsteht also nicht automatisch eine Gruppe, die nur Jobs mit Fehlern bei der
Programmabarbeitung enthält. Sollen die Gruppen eine bestimmte Aussage aufweisen, müssen
die Kontextinformationen durch Parametrisierung der Algorithmen oder Adaption einbezogen
werden. Aus diesem Grund wurde eine Vielzahl von Algorithmen entwickelt. Gemein ist den
Cluster-Algorithmen, dass sie auf Punkte im n-dimensionalen Raum angewendet werden.
Einer der bekanntesten Algorithmen ist k-nearest-mean [Mac67, HW79, Llo82]. Dieser gruppiert
die Daten in 𝑘 Voroni-Zellen wobei die Zellen minimale Ausdehnung haben sollen. Zum Vali-
dieren des Ergebnisses kann Silhouette [Rou87, TSK05] verwendet werden. So kann beispiels-
weise erkannt werden, ob die Anzahl der Zellen (𝑘) gut gewählt ist oder k-nearest-mean mit
einem anderen Wert für 𝑘 erneut berechnet werden sollte. Eine Adaption von k-nearest-mean ist
k-medoids [KR05, KR87], welcher robuster auf verrauschte Daten und Ausreißer reagiert. Sollen
die Daten in Zellen mit komplexerer Form gruppiert werden, kann DBSCAN [EKSX96] eingesetzt
werden. Weitere Cluster-Algorithmen werden von Jain et al. [JMF99, Jai10] beschrieben.
Die Umsetzung von Messreihen in n-dimensionale Punkte ist ein eigenes Forschungsgebiet. Hier-
bei muss die variable Anzahl von Messwerten und deren zeitliches Verhalten in eine definierte
Anzahl von Parametern (den n-dimensionalen Punkt) überführt werden. Die Datenmenge bezie-
hungsweise der Informationsgehalt von Messreihe und n-dimensionalem Punkt unterscheidet sich,
daher wird eine Kompression durchgeführt, welche Eigenschaften von Messreihen, wie jobzentri-
sche Monitoring-Daten, verlustbehaftet in einen n-dimensionalen Punkt überführt. Am bekann-
testen sind wohl dieWavelet-basierten Verfahren [SDS95, HS06, SZD04, VLKG03]. Dabei werden
die Messreihen zunächst in Matrizen abgespeichert. Anschließend können Wavelet-Parameter, die
den n-dimensionalen Punkt beschreiben, ermittelt werden. Vorteil der Wavelet-Methode ist, dass
sowohl Zeit- als auch Frequenzinformationen aus der Messreihe berücksichtigt werden. Weiterhin
gibt es Algorithmen auf Basis von Fourier-Koeffizienten [FRM94], welche besonders das Fre-
quenzspektrum der Messreihe berücksichtigen. Schrittweise, paarweise Näherung ist ein weiteres
bekanntes Verfahren. Keogh et al. [KP98] und Wijk et al. [vWVS99] zeigen, dass es neben den
gut bekannten und hier erwähnten Methoden noch eine Vielzahl weiterer Algorithmen gibt. Dass
diese Verfahren auf verschiedenste Messreihen angewendet werden können, zeigt beispielsweise
die Auswertung von Börsenkursen [GAIM00].
Allgemein ist den Verfahren zur Umwandlung von Messreihen zu n-dimensionalen Punkten, dass
Kompression verwendet wird, um einen Cluster-Algorithmus auf eine zeitliche Sequenz von Mess-
werten anzuwenden. Wie und basierend auf welchen Merkmalen eine Messreihe in eine Gruppe
eingeordnet wird, hängt vom konkret gewählten Algorithmen ab. Viele Algorithmen können
zusätzlich parametrisiert werden oder verwenden maschinelles Lernen zur Verbesserung der Er-
gebnisse. Ein kausaler Grund für die Einordnung einer Messreihe ist somit nur bedingt auszu-
machen. Für das jobzentrische Monitoring müssten Jobs mit bekanntem, fehlerfreien Verhalten
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in eine Gruppe eingeordnet werden, während nicht bekanntes Verhalten in weiteren Gruppen
dargestellt wird. Anschließend wäre der Algorithmus zu adaptieren um das neue Verhalten als
fehlerhaft oder fehlerfrei einzuordnen.
2.2.3.2 Korrelationsfunktionen
Ähnlichkeits- oder Korrelationsfunktionen ermitteln in wieweit zwei Kurven oder Messreihen
korreliert bzw. ähnlich sind. Ein Beispiel für diese Gruppe von Funktionen ist die Kreuzkorrela-
tion [vG08], welche im Bereich der Signalanalyse zum Einsatz kommt. Die Kreuzkorrelation ist
definiert als:
(𝑓1 ⋆ 𝑓2)(𝜏) =
∫︁
𝑓1(𝑡) · 𝑓2(𝑡+ 𝜏) 𝑑𝑡 (2.1)
Wobei 𝑓1 und 𝑓2 die untersuchten Funktionen sind die von der Variable 𝑡 (meist der Zeit) ab-
hängen. Die Verschiebung entlang der Variablen 𝑡 zwischen den beiden Funktionen ist 𝜏 . Die
Kreuzkorrelation (𝑓1 ⋆ 𝑓2)(𝜏) ist eine Funktion abhängig von 𝜏 . Anpassungen der Kreuzkorrela-
tion für diskrete Messreihen sind unter dem Begriff diskrete Kreuzkorrelation bekannt.
Ein typischer Anwendungsfall für die Kreuzkorrelation ist die Entfernungsmessung mittels Radar
oder Laser. Dabei wird ein Signal ausgesendet, dieses reflektiert an einem Hindernis zurück zur
Sende-/Empfangseinheit und wird anschließend empfangen. Der Signalweg entspricht dabei dem
doppelten Abstand zwischen Sende-/Empfangseinheit und Hindernis. Die Ausbreitungsgeschwin-
digkeit der Radar- oder Laserstrahlen ist aufgrund der physikalischen Gegebenheiten bekannt.
Zur Berechnung der Entfernung muss noch die Laufzeit des Signals ermittelt werden. Abbildung
2.3 zeigt schematisch diesen Anwendungsfall. Das Signal 𝑥1(𝑡) wird ausgesendet, während 𝑥2(𝑡)
das auf dem Signalweg veränderte Empfangssignal darstellt. Die gesuchte zeitliche Verschiebung
zwischen den Signalen ist 𝜏 .
x1(t)
x2(t)
τ ′
t
(x1 ⋆ x2)(τ)
τ ′
τ
Abbildung 2.3: Beispiel von zwei ähnlichen aber nicht identischen Signalen 𝑥1(𝑡) und 𝑥2(𝑡) welche um die Zeit 𝜏 ′
zueinander verschoben sind und der Kreuzkorrelation beider Funktionen (𝑥1 ⋆ 𝑥2)(𝜏).
Zur Ermittlung von 𝜏 kann die Kreuzkorrelation eingesetzt werden. Dazu wird die Kreuzkorrela-
tionsfunktion ermittelt, indem die Funktionen 𝑥1(𝑡) und 𝑥2(𝑡) in Gleichung 2.1 eingesetzt werden.
Die resultierende Funktion muss bezüglich ihres Maximums untersucht werden. Das dem Maxi-
mum zugeordnete 𝜏 entspricht der zeitlichen Verschiebung zwischen 𝑥1(𝑡) und 𝑥2(𝑡) bei der beide
Funktionen maximal korreliert sind. Somit wurde auch die Laufzeit des Signals ermittelt.
Wie das Anwendungsbeispiel zeigt, ist der Wert der Kreuzkorrelation abhängig von der Verschie-
bung 𝜏 . Zur Ermittlung der höchstmöglichen Ähnlichkeit müssen die Signale oder die Messreihen
also zunächst zeitlich angepasst werden um erwartete zeitliche Verschiebungen basierend auf nor-
maler Jobausführung auszugleichen. Ist die zeitliche Verschiebung komplexer als eine Konstante 𝜏
muss das Resultat der Kreuzkorrelation durch die zeitliche Anpassung der Messreihen zueinander
optimiert werden, es entsteht also ein Optimierungsproblem.
Da die Kreuzkorrelation ein Maß für die Ähnlichkeit liefert und auf Messreihen angewendet
werden kann, ist es möglich die Ähnlichkeit eines Jobs zu einer Referenz zu bestimmen. Dies
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ermöglicht es, zu überprüfen ob der Job bereits bekanntes Verhalten aufweist oder nicht. Daher
wird die Anpassung und Implementierung der Kreuzkorrelation zur Analyse von Monitoring-
Daten in Kapitel 5.5.1 weiter verfolgt.
2.2.3.3 Genetische Algorithmen
Genetische Algorithmen [TMKH96] beschreiben eine Optimierungsstrategie zur Ermittlung ei-
ner Lösung für ein parametrisiertes Problem. Basierend auf bekannten nicht optimalen Lösungen
werden bessere Lösungen gesucht. Die Lösung für das Problem wird dabei als Zeichenkette dar-
gestellt, wobei jedes Zeichen ein Parameter der Problemlösung darstellt. Diese Zeichenkette wird
als Genom bezeichnet. Die Güte eines Genoms, also wie gut es das Problem löst, wird als Fit-
ness [Hol92] bezeichnet. Inspiriert sind genetische Algorithmen von der biologischen Evolution.
Erster Schritt bei der Anwendung eines genetischen Algorithmus ist das Erstellen einer Start-
population, also die Auswahl von Genomen auf welche der genetische Algorithmus zur weiteren
Optimierung angewendet wird. Ein entscheidender Parameter [Gre86] ist dabei die Anzahl der
gewählten Genome, also die Größe der Population. Ist die Population zu klein kann die Quali-
tät der optimierten Lösung erheblich leiden. Bei einer zu großen Population steigt der Aufwand
zur Berechnung einer Kindpopulation erheblich und es müssen deutlich mehr Kindpopulationen
berechnet werden, um zu einer stabilen Lösung zu gelangen. Die Startpopulation kann sowohl
zufällig generiert werden, wie von Tang et al. [TMKH96] beschrieben, oder auf einer bekannten
Lösung basieren, wie beispielsweise bei Dobai et al. [DB12]. Basiert die Startpopulation auf einer
bekannten Lösung, kann die Population erheblich kleiner gewählt werden, was den Rechenauf-
wand drastisch reduziert, aber auch den möglichen Lösungsraum erheblich einschränkt.
Zur Evolution von einer Population zur Kindpopulation sind die drei Schritte Selektion, Verer-
bung und Mutation durchzuführen. Bei der Selektion wird für alle Genome ermittelt wie gut sie
das Problem lösen. Anschließend wird ein Teil der Genome verworfen. Typischerweise werden die
50% entfernt, die das Problem am schlechtesten lösen.
Bei der Vererbung werden die noch vorhandenen Genome neu kombiniert. Hierzu stehen diverse
Verfahren zur Verfügung. Ein einfaches Verfahren, welches in Abbildung 2.4 illustriert ist, ist es
zufällige Genom-Paare zu wählen. Anschließend wird zufällig festgelegt wie viele Zeichen vom Be-
ginn des Genoms des ersten Partners (Genom 𝐴) mit dem Ende des zweiten Partners (Genom 𝐵)
kombiniert werden. Die restlichen Teile der Genome werden ebenfalls kombiniert, sodass wieder
zwei Genome mit der ursprünglichen Länge entstehen. Dabei ist zu erkennen, dass die konkrete
Sequenz der Parameter im Genom einen erheblichen Einfluss [Gre86] hat. Müssen beispielsweise
zwei Parameter gemeinsam entwickelt werden um eine Lösung zu verbessern, müssen diese so
positioniert werden, dass sie bei der Vererbung möglichst selten getrennt und auf verschiedene
Genome übertragen werden.
Genom A :
Genom B :
Eltern Kinder
a1 ... ar ar+1 ... an
b1 ... br br+1 ... bn
⇒
a1 ... ar br+1 ... bn
b1 ... br ar+1 ... an
Abbildung 2.4: Beispiel für die Vererbung bei der Durchführung eines genetischen Algorithmus.
Der letzte Schritt zur Kindpopulation ist die Mutation. Wie die Mutationen auf die Population
verteilt werden ist abhängig vom konkreten Algorithmus. Ein einfaches Beispiel ist die zufällige
Auswahl der Genome die mutiert werden sollen. Welches Zeichen im Genom verändert werden
soll, wird ebenfalls zufällig gewählt. Die Anzahl der Mutationen ist ein weiterer Parameter der
genetischen Algorithmen, der möglichst gut gewählt werden muss. Ist die Anzahl der Mutationen
16 KAPITEL 2. THEMATISCHE EINFÜHRUNG
zu gering, verhält sich der Algorithmus ähnlich einer Hill Climbing Suche7 [GQT66], bei zu
hoher Mutationsrate kann das Stabilisieren der Population ausbleiben und die Suche entspricht
weitestgehend dem Random Search8 Algorithmus.
Bei der Abarbeitung eines genetischen Algorithmus wird vielfach eine Kindpopulation errechnet
um die Fittnis der Genome zu erhöhen. Als Abbruchkriterium kann das Erreichen einer festge-
legten Zahl von Iterationen gewählt werden oder das Erreichen einer stabilen Population, also
eine Population in der alle oder die meisten Genome identisch sind.
Aus welchen Gründen eine Zeichenkette von genetischen Algorithmen bevorzugt wird, oder ob
es bessere Ergebnisse gibt, wird nicht ermittelt [BBM93]. Weiterhin kann ein reproduzierbares
Ergebnis nicht garantiert werden, da Zufallszahlen zur Abarbeitung von genetischen Algorithmen
verwendet werden. Auf jobzentrische Monitoring-Daten können die Algorithmen nicht direkt
übertragen werden. Sollen jobzentrische Monitoring-Daten aber zu einer Referenz ausgerichtet
werden, wie bei der Anwendung der Kreuzkorrelation, kann das Otimierungspropblem gelöst
werden. Damit wird diese Klasse von Algorithmen vorerst nicht weiter untersucht.
2.2.3.4 Sequenzvergleich (Sequence Comparison)
Algorithmen zum Sequenzvergleich sind aus der Bioinformatik bekannt, wo sie zum Alignment
von Genomen oder Proteinsequenzen verwendet werden. Dabei werden ähnliche, aber nicht glei-
che Sequenzen zueinander ausgerichtet, wobei die Anzahl der Abweichungen durch Lücken oder
Unterschiede zwischen den Sequenzen minimiert wird.
Die Umsetzung von Sequenzvergleich-Algorithmen kann mittels dynamischer Programmie-
rung [Bel10, NW70, Gus97] erfolgen. Verfahren mit geringerer Komplexität bezüglich des Rechen-
aufwands wurden unter anderem von Hirschberg [Hir75] und Myers [Mye86], dessen Algorithmus
auch für das Programm diff [dif14] verwendet wird, vorgeschlagen.
Sequenzvergleich liefert die Informationen in welchen Bereichen Sequenzen identisch oder unter-
schiedlich sind. So könnten Monitoring-Daten, ähnlich zur Anwendung von Korrelationsfunktio-
nen, mit einer Referenz verglichen werden. Wie lang ein Zeichen einer Sequenz andauert, wird
allerdings nicht erfasst. Auch die Transformation von jobzentrischen Monitoring-Daten in eine
Sequenz ist eine Herausforderung. Um das Wiedererkennen von ähnlichen Monitoring-Daten zu
ermöglichen, müssten diese auf dasselbe Symbol abgebildet werden, wobei auch Abweichungen,
wie sie beispielsweise aufgrund des Abtasttheorems (siehe auch Kapitel 5.4, Seite 81) entstehen
können, zu berücksichtigen sind. Dauert dasselbe Zeichen in verschiedenen Messreihen unter-
schiedlich lange an, kann es kaum als dasselbe Zeichen erkannt werden oder es werden unter-
schiedlich viele Zeichen generiert. Die Daten müssten also verlustbehaftet komprimiert werden,
wobei insbesondere das Zeitverhalten nur eingeschränkt wiedergegeben wird. Dabei besteht die
Gefahr, dass relevante Informationen entfernt werden. Insgesamt scheint die Umsetzung von
Sequenzvergleich für jobzentrisches Monitoring daher als wenig erfolgversprechend.
2.2.3.5 Suche in Bäumen und Graphen (Tree and Graph Search)
Die Suche in Bäumen und Graphen eignet sich für die Verarbeitung von strukturierten Daten.
Dabei kann in depth-first und breadth-first Verfahren [Eve11], also Tiefen- oder Breitensuche,
7Hill Climbing Suche optimiert einen gewählten Punkt im Parameterraum, indem dem maximalen Anstieg des
zu optimierenden Wertes gefolgt wird. Es wird also jeweils ein lokales Maximum gefunden, ob dieses auch das
globale Maximum ist, wird nicht überprüft.
8Random Search wählt zufällig Punkte im Parameterraum und ermittelt unter diesen, denjenigen mit dem
höchsten Wert. Es wird somit ein weiter Parameterbereich berücksichtigt, eine lokale Optimierung wird nicht
durchgeführt.
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unterschieden werden. Mittels heuristischer Verfahren [YTL09] kann verhindert werden, dass die
gesamten Daten eingelesen werden müssen, um eine Suche durchzuführen.
Jobzentrische Monitoring-Daten sind nicht als Bäume oder Graphen strukturiert. Das sich einzel-
ne Aspekte anderer Verfahren des jobzentrischen Monitoring auf Bäume oder Graphen abbilden,
ist aber nicht ausgeschlossen, wie beispielsweise Kapitel 5.5.1.14 (Seite 112) zeigt. Das kann ins-
besondere von Vorteil sein sofern bestimmte Eigenschaften der Bäume oder Graphen ausgenutzt
werden können oder Heuristiken zur Verringerung der Rechenzeit genutzt werden sollen.
2.2.3.6 Pattern Matching (Wiedererkennung zuvor modellierter Zustände) und Intrusion
Detection
Das Ziel von Intrusion Detection ist das Erkennen von Eindringlingen in Netzwerke oder Sys-
teme. Dabei soll ungewöhnliches Verhalten der Systeme erkannt und gemeldet werden. Auch in
jobzentrischen Monitoring-Daten soll nach ungewöhnlichem Verhalten gesucht werden.
Ein Teil der Arbeiten auf dem Gebiet der Intrusion Detection beschäftigt sich auch mit dem
Wiederfinden (Pattern Matching) bekannter Angriffe. Dies wird beispielsweise von den Infra-
strukturen Snort [RT99], STATE [IKP95], IDES [LJL+89], IDIOT [KS95] oder Bro [Pax99]
beschrieben und durchgeführt. Ein vergleichbarer Ansatz auf Basis von unscharfen (fuzzy) Defi-
nitionen wurde von Dickerson et al. [DD00] beschrieben.
Staniford-Chen et al. [SCCC+96] stellen ein Verfahren vor mit dem der Graph der Ausbreitung
eines Wurms im Netzwerk erkannt werden kann. Die Netzwerkinfrastruktur ist kein Bestandteil
der Monitoring-Daten. Es wird jeweils nur ein Job berücksichtigt. Weiterhin ist die Verbreitung
eines Wurms mit sehr konkreten Annahmen an die Art der Störung verknüpft. Somit ist diese
Methode nicht auf das jobzentrische Monitoring zu übertragen und wird nicht weiter untersucht.
Weitere Verfahren, welche statische oder vordefinierte Situationen erkennen, werden unter ande-
rem von Lunt et al. [Lun93], Wagner et al. [WD01] und Kumar et al. [KS94] (welches auf der
Basis von Petri-Netzen basiert) beschrieben. Für jobzentrische Monitoring-Daten müssten also
Probleme bei der Ausführung von Jobs modelliert werden um die Verfahren anzuwenden. Von
Interesse für diese Arbeit ist aber das Auffinden von noch nicht bekannten Abweichungen.
2.2.3.7 Klassifizierung von Ereignissen
Ein vielversprechender Ansatz zur Intrusion Detection wurde von Denning [Den87] vorgestellt.
Es wird das Auftreten von Ereignissen aufgezeichnet und klassifiziert, ob deren Häufigkeit ak-
zeptabel ist, also ob die Häufigkeit mit den aus den historischen Daten ermittelten Erwartung
übereinstimmt. Dazu wird der Durchschnitt oder die Standardabweichung der Events genutzt.
Weiterhin können auch verschiedene Ereignisse kombiniert werden. Ähnlich ist der Ansatz von
Lazarevic et al. [LEK+03], welcher verschiedene Methoden zur Klassifizierung untersucht. Ein
ähnliches Verfahren wird in Haystack [Sma88] verfolgt, wobei allerdings berücksichtigt wird, dass
sich das Verhalten von Nutzern und damit die Verteilung von Ereignissen über längere Zeiträu-
me verändern kann. Werden Ereignisse aus jobzentrischen Monitoring-Daten abgeleitet, kann mit
diesem Verfahren direkt nach Abweichungen bei der Ausführung von Jobs gesucht werden.
2.2.3.8 Machine Learning
Aus dem Forschungsgebiet des Machine Learning ist vor allem der Einsatz zur Intrusion Detec-
tion [LS98, CS93, LSM99] für diese Arbeit von Interesse. Vergleichbare und erweiterte Methoden
werden auch von Lee et al. [LS00] beschrieben. Dabei werden ungewöhnliche Abfolgen in einem
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Datenstrom gesucht. Herausforderung ist das Übersetzen der Monitoring-Daten in eine Abfolge
von Ereignissen, wie sie als Basis für die lernenden Algorithmen dient. Auch die Modellierung
von Jobbeginn und -ende ist zu berücksichtigen. Schließlich kann ein Verhalten, welches am Ende
des Jobs normal ist, ein Fehler sein, wenn es zum Beginn oder im Verlauf des Jobs auftritt.
Die Auswahl eines geeigneten Machine Learning Algorithmus und das Bestimmen geeigneter
Parameter ist nur mit sehr genauer Kenntnis und Erfahrung im Umgang mit Machine Learning
Verfahren möglich. Es werden verschiedene Datensätze für das Anlernen und Überprüfen des
Lernprozesses benötigt. Außerdem ist kaum zu überprüfen, was genau der Algorithmus gelernt
hat. Eine Aussage über nicht angelernte oder getestete Daten ist nur eingeschränkt möglich.
Deshalb wird diese Klasse von Algorithmen nicht weiter verfolgt. Dieselben Argumente gelten
auch für den Ausschluss von Verfahren, welche auf Neuronalen Netzwerken, wie sie von Debar
et al. [DBSay] oder Lunt [Lun93] beschrieben wurden, basieren. Agenten basierte Verfahren, wie
von Balasubramaniyan et al. [BGFI+98] oder Stolfo et al. [SPT+97] vorgestellt, weisen ähnliche
Eigenschaften auf.
2.2.4 Abgrenzung gegenüber anderen Projekten
AMon ist ein Werkzeug zum jobzentrischen Monitoring. Bei den Recherchen nach relevanter
Literatur konnte kein zweites System identifiziert werden, welches Monitoring-Daten von geogra-
fisch verteilt abgearbeiteten Jobs zeitnah visualisieren kann. Die Daten können somit kurz nach
ihrer Aufnahme analysiert werden. Dies ermöglicht die Beobachtung von sich in der Ausführung
befindenden Jobs. Folglich kann auf Probleme während der Ausführung der Jobs direkt reagiert
werden.
Im Vergleich zu Tracing und Profiling wird keine Instrumentierung des Programms (oder andere
Schnittstellen zum Abgriff der Daten) vorausgesetzt. Mit AMon stehen die Daten bereits während
der Programmausführung zur Analyse bereit. Bei Profiling und Tracing erfolgt die Auswertung im
allgemeinen nach dem Programmlauf. Der Fokus von AMon, beziehungsweise des jobzentrischen
Monitoring im Allgemeinen, liegt nicht auf der Untersuchung einzelner Programme, um diese zu
optimieren, sondern in der Überwachung einer Vielzahl von Programmläufen auf verschiedenen
Rechensystemen um unerwartete Probleme bei der Ausführung zu finden und zu analysieren.
Gemeinsam mit dem Ressourcen-Monitoring ist dem jobzentrischen Monitoring die Überwa-
chung von verteilten Ressourcen, wie beispielsweise Grid-Rechnern. Während beim Ressourcen-
Monitoring die Verfügbarkeit von Diensten und der allgemeine Zustand von Rechen- oder Spei-
chersystemen aufgenommen wird, protokolliert AMon die konkreten Ausführungsbedingungen
eines Jobs und erfasst Informationen über die Ausführungsumgebung.
Das Zentrieren auf einen Job, als zu beobachtendes Objekt, ist dem Accounting, Batch-Systemen
als auch AMon gemein. Dabei werden im allgemeinen die Ressourcenanforderungen des Jobs und
dessen Laufzeit erfasst. Die tatsächlich verwendeten Ressourcen über die Laufzeit werden beim
Accounting bzw. von Batch-Systemen meist nicht erfasst. Diese detaillierten Informationen sind
allerdings notwendig für das jobzentrische Monitoring wie es AMon durchführt. Das einfache
Reagieren auf Überschreitungen der angeforderten Ressourcen ist für diesen Zweck nicht aus-
reichend. Weiterhin ist die Aufbereitung der Daten für Abrechnungszwecke kein Anliegen von
AMon.
Ein weiterer jobzentrischer Ansatz ist das Loggen von Applikation. Ähnlich wie beim Tracing
ist es nötig, dass die Anwendung dieses Verfahren zur Informationssammlung unterstützt. Die
Anwendung muss also selbst ein Log schreiben und dieses dem Nutzer zugänglich machen (z.B.
in dem die Log-Datei gemeinsam mit den Ausgabedaten zum Rechner des Nutzers kopiert wird)
oder indem ein Logging-Interface implementiert wird und eine Logging-Infrastruktur den Transfer
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der Informationen übernimmt. Aufgrund der nötigen Anforderungen an das zu untersuchende
Programm wird der Logging-Ansatz nicht verfolgt. Monitoring hingegen erlaubt es beliebige
Programme zu überwachen und ist daher als universelleres Verfahren zu betrachten.
Der Aspekt der Skalierbarkeit ist auch im HPC-Breich von Bedeutung. Dabei steht allerdings be-
sonders das Vermeiden von Overhead und die Anpassung an die Infrastruktur von HPC-Systemen
und Clustern im Vordergrund. Die Verwendung weiterer Netzwerke (zur Kommunikation zwi-
schen Sites oder Rechenzentren) wird dabei nicht betrachtet.
Wird ein Prozess oder Job auf einem lokalen Rechner ausgeführt, kann dieser mit System-
Monitoring-Werkzeugen wie top einfach beobachtet werden. Wird der Job hingegen auf einem
entfernten System ausgeführt, ist diese Möglichkeit nicht gegeben. Auch Werkzeuge wie Ganglia
erfüllen diesen Anspruch nicht, da der Nutzer nicht einschätzen kann, welchen Anteil der Sys-
temauslastung sein Job verursacht, da Ganglia systembezogen und nicht jobzentrisch ausgelegt
ist. AMon hingegen bietet jobzentrisches Monitoring auf entfernten Grid-Systemen. Mittels des
einfach zu benutzenden Webbrowser-Interfaces oder eines portablen Java-Programms wird ein
ähnlicher Komfort wie bei Desktop-Monitoring-Werkzeugen geboten. Weiterhin steht die Erken-
nung von Fehlern oder ungewöhnlichem Verhalten (siehe Kapitel 5, Seite 69) bei der Ausführung
von Jobs im Fokus dieser Arbeit.
2.2.5 Vorarbeiten
Für den praktischen Einsatz wird die Infrastruktur von D-Grid [Dgr10b, Res10] herangezogen.
Das basiert unter anderem auf der Tatsache, dass einige Aspekte dieser Arbeit auf Erweite-
rungen von im D-Grid angesiedelten Projekten beruhen, welche vom Autor bearbeitet wurden.
Ein weiterer Grund für die Wahl des D-Grid [Ref10, Dgr10a, Dgr13b, Dgr13c, Dgr13a] ist die
sehr offene Struktur und die Möglichkeit Ressourcen für den Entwicklungsprozess zu nutzen, an
deren Verbesserung mitzuwirken und deren Software nach eigenen Wünschen anpassen zu kön-
nen. Somit war das D-Grid aufgrund seiner forschungsfreundlichen Einstellung ideal für die hier
vorgestellten Untersuchungen geeignet. Das D-Grid als verteilte Infrastruktur kommt auch als
Anwendungsfall für das jobzentrische Monitoring in Betracht.
Im Rahmen dieser Arbeit werden unter anderem innovative Methoden zum Aufbau einer skalier-
baren, in Schichten organisierten, räumlich verteilten, allgemein nutzbaren Infrastruktur entwi-
ckelt, welche jobzentrische Monitoring-Daten aufnehmen, speichern und an zentralen Einstiegs-
punkten Zugriff auf die aggregierten Daten gewähren kann. Zur Umsetzung des Prototypen wurde
die Grid-Middleware Globus Toolkit 4 (GT4) [Fos05, Glo13, GTH14] gewählt. Diese war zur Zeit
der Umsetzung des Prototypen im D-Grid aber auch in anderen verteilten Infrastrukturen weit
verbreitet. GT4 wurde im D-Grid primär genutzt um Jobs auf den Ressourcen auszuführen. In
diesem Kontext kann auch jobzentrisches Monitoring ermöglicht werden, indem in regelmäßigen
Abständen Monitoring-Daten parallel zur Ausführung der Jobs aufgezeichnet werden. Außer-
dem können Web-Services ausgeführt werden, die bereits Methoden zur Authentifikation und
Autorisation bereitstellen. Diese eignen sich zur Speicherung, Transport und Bereitstellung der
jobzentrischen Monitoring-Daten. Die Systeme auf denen GT4 ausgeführt wird um Services be-
reitzustellen werden als Globus-Server bezeichnet.
Die von GT4 bereitgestellte Autenthifikation und Autorisation benötigt eine Public-Key-
Infrastruktur (PKI). Diese wird von D-Grid zur Verfügung gestellt. Nutzer und Server verwenden
hierzu Zertifikate die von der Certificate Authority (CA) signiert werden. Mit diesem Zertifikat
kann die Zugehörigkeit zum D-Grid und die Rolle im Grid nachgewiesen werden. Nutzer verwen-
den ihr Zertifikat i.a. nicht direkt. Sie erstellen ein sogenanntes Proxy-Zertifikat. Dieses Proxy-
Zertifikat weist Einschränkungen bezüglich der zu nutzenden Services sowie der Gültigkeitsdauer
auf und wird mit dem Zertifikat des Nutzers signiert. Es kann auch auf Grid-Ressourcen trans-
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feriert werden um transitiv Services zu nutzen, beispielsweise Kettenjobs.
Des Weiteren werden die Komponenten zur Erfassung und Visualisierung von jobzentrischen
Monitoring-Daten von AMon verwendet. Diese Kommunikation wurde ursprünglich im Rahmen
des HEPCG-Projektes [Hep13] entwickelt. Die Visualisierungskomponente wird unter anderem
für die Darstellung von jobzentrischen Monitoring-Daten in dieser Arbeit genutzt. Der Beitrag
dieser Arbeit fokussiert sich allerdings nicht auf die Visualisierung der jobzentrischen Monitoring-
Daten sondern auf deren Analyse. Dieser Teil der Arbeit wurde neu entwickelt und prototypisch
in die Visualisierungskomponente von AMon integriert.
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3.1 Überblick
Im Folgenden wird ein Überblick über die verwendeten essentiellen Komponenten des Prototypen
zum jobzentrischen Monitoring für Grid-Computing-Infrastrukturen anhand von Abbildung 3.1
gegeben. Anschließend werden die Monitoring-Komponenten im Detail dargestellt.
Der Endanwender oder Nutzer als nichttechnische Komponente in Abbildung 3.1 veranlasst zum
einen die Abarbeitung der Jobs und damit die Aufzeichnung der Monitoring-Daten. Zum an-
deren ist er der Konsument der Monitoring-Daten, die aufbereitet und visualisiert werden. Zur
Aufnahme, Speicherung, Transport, Aufbereitung und Visualisierung dieser Daten sind weitere
Komponenten erforderlich, die ebenfalls in Abbildung 3.1 dargestellt sind.
Die Daten der Nutzer-Jobs werden auf den Grid-Ressourcen erhoben, auf dem auch die Jobs
ausgeführt werden. Zur Datenerfassung (siehe Kapitel 3.2, Seite 22) wird die MonSuite verwendet.
Transportiert und gespeichert werden die Monitoring-Daten mittels der Monitoring-Infrastruktur
SLAte (siehe Kapitel 3.3, Seite 25).
Der Endanwender verwendet den AMonVisualiser zum Zugriff auf die Monitoring-Daten. Der
AMonVisualiser bezieht die für ihn aufbereiteten Daten vom AMonAnalyser. Beide Komponenten
übernehmen zusammen die Visualisierung der Monitoring-Daten und sind näher im Kapitel
3.4, Seite 38 beschrieben. Die Verbindung zwischen der Erhebung und der Verarbeitung der
Monitoring-Daten ist die verteilte Infrastruktur SLAte welche im Kapitel 3.3, Seite 25 beschrieben
wird.
3.2 Datenerfassung
Die Datensammelkomponenten werden auf den Computing-Ressourcen der Sites ausgeführt. Es
wird eine Komponente benötigt, die die Daten erhebt und an SLAte zur Speicherung weiterleitet.
Diese Komponete wird als MonSuite bezeichnet. Außerdem muss die MonSuite parallel zu dem
zu beobachtenden Job gestartet werden. Für diese Aufgabe ist das Wrapper-Skript vorgesehen.
Das Zusammenwirken der MonSuite und des Wrapper-Skriptes mit den System-Komponenten
(Batch-System und Grid-Middleware) sowie dem Job des Nutzers ist in Abbildung 3.2 dargestellt.
Die Komponenten werden im Folgenden beschrieben.
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Abbildung 3.1: Architektur der Monitoring-Infrastruktur, wobei STS der Kurzzeit-, LTS der Langzeit- und MDS
der Metadaten-Speicher von SLAte sind.
Abbildung 3.2: Schematisches Beispiel zur Verwendung des Wrapper-Skriptes und der MonSuite
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3.2.1 MonSuite
Zur Erhebung der jobzentrischen Monitoring-Daten wird die MonSuite eingesetzt. Diese ist Teil
des AMon Projektes [MPNH+06, MPNW07]. Sie wird parallel zu dem zu beobachtenden Job
ausgeführt (siehe Abbildung 3.2). Dabei werden sowohl Daten über den Job selbst als auch über
das Rechensystem, welches den Job ausführt, aufgenommen (siehe Kapitel 3.2.3, Seite 25). Die
Datenerfassung erfolgt in konfigurierbaren Zeitabständen, wobei in der Standardkonfiguration
davon ausgegangen wird, dass der Zeitraum nach Start des Jobs wichtiger ist als der weitere
Verlauf. Sobald der Job den Programmstart bewältigt hat, führt er meist kontinuierliche Rech-
nungen aus. In diesem Bereich variieren die Monitoring-Daten nur gering. Deshalb werden die
Daten anfangs in kurzen Zeitabständen aufgenommen. Im weiteren Verlauf des Jobs wird der
Abstand zwischen zwei Aufnahmen erhöht. Die beiden Zeitintervalle sind konfigurierbar, ebenso
wie die Anzahl der Aufnahmen mit geringem Intervall nach Jobbeginn. Des weiteren kann die
Art der aufzunehmenden Monitoring-Daten konfiguriert werden. Hierfür werden vorwiegend die
Monitoring-Informationen des Linux-Kernels, wie sie auch mit ps oder top dargestellt werden
können, abgegriffen und mit einem Zeitstempel versehen. Da die Daten zu einem konkreten Zeit-
punkt ausgelesen werden handelt es sich um Sampling. Die Daten selbst können aber Statistiken
über einen Zeitbereich enthalten wie die durchschnittliche CPU-Auslastung.
Zur Verwendung der MonSuite mit der Monitoring-Infrastruktur SLAte waren Modifikationen
notwendig. In der ursprünglichen Version der MonSuite wurden die Monitoring-Daten mittels
der Relational Grid Monitoring Architecture (RGMA) [BCC+03, Rgm10] gespeichert. RGMA
war Teil der Middleware gLite und wird nicht weiter unterstützt [Gli13, Gor11].
Im Folgenden werden die wichtigsten Anpassungen der MonSuite beschrieben.
Die Daten werden in der vorliegenden, angepassten Version der MonSuite nicht in Fragmente
aufgeteilt. Diese Aufteilung entstand historisch. RGMA forderte es verschiedene Tabellen zu ver-
wenden, was die Fragmentierung bedingte. In der modifizierten Version werden alle Daten an
einen Globus-Server (genauer mittels des STS-Services, siehe Kapitel 3.3.6, Seite 31) übertragen
und in einem Objekt, welches die Daten eines Jobs repräsentiert, gespeichert. So ist es auch mög-
lich redundante Daten einzusparen. Beispielsweise ist es nicht nötig den eindeutigen Identifikator
des Jobs (Job ID) in jede Tabelle einzutragen, da die Daten nicht aufgespalten werden. Daten,
die sich während der Ausführungszeit des Jobs nicht verändern, werden nicht mehr zu jedem
Messzeitpunkt übertragen, da die Monitoring-Daten im Kontext eines Jobs auf dem STS-Server
gespeichert werden. Diese Daten werden nur einmalig zu Beginn der Messungen übergeben. Eine
Beschreibung der Datenstruktur, insbesondere der Metadaten ist in Kapitel 3.3.4, Seite 30 bzw.
Kapitel 3.3.5, Seite 31 zu finden.
Die eigentliche Übertragung der Daten ist nicht mehr Aufgabe der MonSuite. Statt des Daten-
transfers mittels RGMA wird auf einen Globus-Klienten (MonSuite-Klient) zurückgegriffen (siehe
Kapitel 3.3.9, Seite 34), der die Kommunikation mit der Monitoring-Infrastruktur übernimmt.
3.2.2 Wrapper-Skript
Dieses Skript dient dazu, die MonSuite parallel zu dem zu beobachtenden Programm (der Anwen-
dung des Nutzers) auszuführen. Es kann von Grid-Nutzern entweder direkt verwendet werden,
indem es z.B. in einen Workflow oder einen Submissionsprozess eingebunden wird. Dies ermög-
licht einen einfachen Einstieg in die Nutzung des jobzentrischen Monitoring. Es ist auch möglich
das Skript in den Submissionsmechanismus eines Globus-Servers über das Batch-System zu in-
tegrieren (wie in Abbildung 3.2 dargestellt). In diesem Fall muss die Installation nicht von den
Nutzern sondern den Grid-Administratoren durchgeführt werden.
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3.2.3 Art der aufgenommenen Daten
Die auf den Rechensystemen aufgenommenen Monitoring-Daten können in zwei Gruppen ein-
geordnet werden, zum einen Daten über den beobachteten Job, zum anderen Daten über das
verwendete Rechensystem. Des Weiteren kann zwischen nativen (direkt auf dem System gemes-
senen Daten) und abgeleiteten bzw. berechneten Werten unterschieden werden.
Zu den Daten über den Job selbst zählt z.B. die durch den Job verbrauchte CPU-Zeit oder der
verwendete Hauptspeicher. Daten wie die CPU-Last oder der verfügbare Speicher im Nutzerver-
zeichnis sind hingegen Daten über das Rechensystem. Dabei handelt es sich jeweils um native
Daten. Abgeleitete Daten sind beispielsweise die anteilige Nutzung des Hauptspeichers (wie viel
Prozent des Hauptspeichers wird durch den Job des Nutzers verwendet) oder die Angabe wel-
cher Anteil der zur Verfügung gestellten Rechenzeit tatsächlich durch den Job genutzt wurde.
Zur Ermittlung dieser Werte werden Daten über das Rechensystem und über den Job verknüpft.
Die Datenstruktur für die Übermittlung und Speicherung der Daten wird in Kapitel 3.3.4, Seite
30 dargestellt.
3.3 Die Monitoring Infrastruktur SLAte
Die Monitoring-Infrastruktur SLAte (Scalable Layered Architecture), die im Rahmen dieser
Dissertation entwickelt und implementiert wurde, dient zur Aufnahme der Monitoring-Daten,
deren Transport und der persistenten Speicherung. Sie bildet das Bindeglied zwischen der Da-
tenerhebung auf den Grid-Rechenressourcen und den Visualisierungskomponenten, welche auf
die erhobenen Daten zugreifen, um diese den Nutzern grafisch zu präsentieren (siehe Abbildung
3.1, Seite 23).
Neben der Nutzung als Monitoring-Infrastruktur dient SLAte vor allem als Demonstrator für
innovative, skalierbare Methoden. Diese werden mittels einer in Schichten aufgebauten Struktur
realisiert, wobei in jeder Schicht zusätzliche Komponenten (Server) eingerichtet werden können
um die gesamte Performance zu steigern. Eine Evaluation dieser Skalierbarkeit wird in Kapitel
4, Seite 47 durchgeführt.
Teile der im Folgenden erläuterten Konzepte und Methoden wurden bereits in
M. Hilbrich & R. Müller-Pfefferkorn; A Scalable Infrastructure for Job-Centric
Monitoring Data from Distributed Systems; Proceedings Cracow Grid Work-
shop ’09 (ul. Nawojki 11, 30-950 Krakow 61, P.O. Box 386, Poland) (M. Bubak,
M. Turala, & K. Wiatr, eds.); ACC CYFRONET AGH; 2010; S. 120–125
vorgestellt.
3.3.1 Konzept der schichtenbasierten Infrastruktur
Die Infrastruktur ist, wie in Abbildung 3.3 dargestellt, in drei Schichten unterteilt. Die Kurzzeit-
Speicher-Schicht (Short-Time-Storage) (STS ) nimmt die Daten, welche auf den Rechensyste-
men anfallen, entgegen und speichert diese temporär. Die Langzeit-Speicher-Schicht (Long-Time-
Storage) (LTS ) dient zur persistenten Speicherung der Monitoring-Daten. Die Metadaten-Schicht
(Meta-Data-Storage) (MDS ) stellt Einstiegspunkte bereit, an denen alle gespeicherten Daten ab-
gerufen werden können ohne die Adressen weiterer Komponenten kennen zu müssen.
Die auf den Rechensystemen anfallenden Daten müssen möglichst schnell auf einen STS-Server
übertragen werden. Zum einen verbrauchen die Daten Ressourcen, die ausgeführten und beob-
achteten Applikationen nicht zur Verfügung stehen. Zum anderen würden die Daten bei einem
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Absturz des Rechensystems verloren gehen, womit eine Analyse des Jobs nicht möglich wä-
re, die wiederum Erkenntnisse über den Grund des Absturzes liefern kann. Zur permanenten
Speicherung werden LTS-Server eingesetzt, deren Standort unabhängig von den STS-Servern ge-
wählt werden kann. Zur Erhöhung von Bandbreite und Speicherkapazität kann die Anzahl der
LTS-Server erhöht werden. Um den Anwendern oder angeschlossenen Monitoring-Systemen das
Abfragen mehrerer Server zu ersparen, werden ein oder mehrere MDS-Server eingesetzt. Jeder
dieser Server bietet eine aggregierte Sicht auf die Monitoring-Daten aller LTS-Server.
3.3.2 Vergleich einer zentralen und dezentralen Architektur
Eine Monitoring-Infrastruktur mit zentralem Speicherelement (siehe Abbildung 3.4) hat gegen-
über der hier eingesetzten schichtenbasierten Infrastruktur mit dezentralen Servern zur Speicher-
ung der Daten eine erheblich simplere Struktur die einfacher zu realisieren (Programmierung
und Installation) gewesen wäre. Aufgrund ihrer mangelnden Skalierbarkeit (die im Folgenden
dargelegt wird) wurde deshalb die aufwändigere Realisierung gewählt, die auch für die Last von
wachsenden Infrastrukturen wie beispielsweise Grid und Cloud ausgelegt ist.
Bei der Verwendung eines zentralen Datenspeichers ist dieser maßgebend für die Gesamtper-
formance. Zur Erhöhung der Speicherkapazität ist es demzufolge nötig, den zentralen Speicher
aufzurüsten. Dies ist allerdings nur beschränkt realisierbar. Insbesondere die Erhöhung der Netz-
werkbandbreite ist nicht oder nur mit hohem Aufwand möglich da hierfür weitere Verbindungen
etabliert werden müssen. Damit ist das Auftreten von Engpässen bei einer steigenden Nutzung
nicht zu vermeiden. Bei der dezentralen Infrastruktur SLAte können weitere Server installiert
werden, um die Performance (auch die Bandbreite) der Monitoring-Infrastruktur zu steigern.
Wie die Anzahl der für die Monitoring-Infrastruktur eingesetzten Server erhöht und damit
die Leistungsfähigkeit gesteigert werden kann, wird im Folgenden, ausgehend von einer Grid-
Computing-Ressource mit wenigen Nutzern (Ausbaustufe 1 in Abbildung 3.5) beschrieben. Zur
Verwaltung der Monitoring-Daten wird je ein Server der STS-, LTS- und MDS-Schicht benötigt.
Der Anschluss weiterer Grid-Computing-Ressourcen bzw. weiterer Nutzer ist bis zu einer gewis-
sen Grenze möglich (Ausbaustufe 2). Steigt die Anzahl der Grid-Computing-Ressourcen weiter
an oder sind diese an verschiedenen Standorten (Sites) installiert, kann ein weiterer STS-Server
installiert werden. Damit kann die Bandbreite erhöht und, sofern Ressourcen und STS-Server
nah zueinander positioniert werden, die Latenz verringert werden, um die Monitoring-Daten
schneller von den Grid-Computing-Ressourcen abzutransportieren (Ausbaustufe 3). Eine wei-
tere Vergrößerung der Infrastruktur ist mittels weiterer LTS-Server möglich (Ausbaustufe 4).
Damit kann nicht nur die Speicherkapazität für persistente Monitoring-Daten erhöht werden,
sondern auch die Bandbreite, wie die disjunkten Verbindungswege in Abbildung 3.5 zeigen. Wer-
den weitere Einstiegspunkte benötigt, sind weitere MDS-Server zu installieren, um eine große
Anzahl Suchanfragen von Nutzern zu bearbeiten (Ausbaustufe 5). Je nach Anforderung an die
Monitoring-Infrastruktur können weitere Server in den drei Schichten (STS, LTS und MDS)
zur Erhöhung der Gesamtleistung installiert werden. Eine detaillierte Untersuchung, wie weitere
Server die Gesamtperformance der Infrastruktur erhöhen, ist in Kapitel 4, Seite 47 dargestellt.
3.3.3 Allgemeine Implementierungsmerkmale
Die drei Komponenten Kurzzeit-, Langzeit- und Metadaten-Speicher sind als Globus 4.0 (GT
4) Services in Java realisiert [SC05, Glo13, GTH14, GT413a]. Das Globus Toolkit ist eine Grid-
Middleware, die auf Basis verschiedener Programmiersprachen erweitert werden kann. Die Midd-
leware ist Teil der D-Grid Referenz-Installation [Dgr10b, Ref10] und im D-Grid weit verbrei-
tet [Res10]. Es werden Methoden zur Autorisation und Authentifikation auf Basis von Grid-
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Abbildung 3.3: Schichtenbasierte Infrastruktur zum Transport und zur Speicherung von Monitoring-Daten
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Abbildung 3.4: Darstellung einer Monitoring-Infrastruktur mit zentralem Daten-Speicher
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Abbildung 3.5: Schematische Darstellung verschiedener Ausbaustufen der Monitoring-Infrastruktur
Zertifikaten bereitgestellt sowie Methoden zur verschlüsselten Kommunikation.
Zum Einsatz kommen State-Based-Webservices1. Die Kommunikationsschnittstellen werden mit-
tels WSDL [CCMW01, GtW14] definiert. Die WSDL-Beschreibung wird automatisiert in Java-
Klassen übersetzt [Jav13c, Jav13a, JaA13a, JaA13b, Gt413b, SC05]. Diese Java-Klassen werden
direkt in die ebenfalls in Java realisierten Webservices (STS, LTS und MDS) integriert.
Neben den Methoden zur sicheren Kommunikation und der Möglichkeit Webservices auszuführen,
werden noch weitere Funktionen des Globus Toolkits verwendet. Zu diesen gehören u.a. Methoden
zur Gewährleistung der Persistenz von gespeicherten Daten, Timer die nach einem gewissen
Zeitintervall eine Aktion anstoßen können sowie Caching um Daten bzw. Ressourcen nur bei
Bedarf im Hauptspeicher zu behalten und diese auf einem Permanentspeicher (wie Festplatten)
auszulagern.
3.3.3.1 Schema der Webservices für STS, LTS und MDS
Alle drei Webservices sind nach einem gemeinsamen Schema erstellt, welches in [SC05] beschrie-
ben und in Abbildung 3.6 dargestellt ist. Die Kenntnis dieses Schemas erleichtert das Lesen des
Quellcodes erheblich und wird deshalb im Folgenden kurz skizziert.
Ein Klient verwendet entweder den Factory Service oder den Instance Service. Diese Diens-
te haben selbst keinen inneren Zustand oder Gedächtnis, können also keine Daten speichern.
Das Gedächtnis wird mittels Ressourcen2 (Resource 1 bis Resource n in Abbildung 3.6) reali-
siert. Zum Verwalten der Ressourcen wird das Resource Home verwendet. Es erzeugt Ressourcen
und findet sie anhand ihrer eindeutigen Benennung (Schlüssel). Zum Speichern von Daten (z.B.
Monitoring-Daten) wird eine Ressource verwendet. Auf diese Weise können verschiedene Klienten
1State-Based-Webservices besitzen einen internen Status, der verändert werden kann um z.B. Daten zu speichern.
2Ressource wird in diesem Kapitel nicht im Sinne einer Hardware wie beim Ressourcen-Monitoring verstanden
sondern im Kontext von Webservices. Eine Ressource ist also eine Software-Komponente und stellt Speicher-
platz, Daten und Services unter einer eindeutigen Adresse zur Verfügung.
3.3. DIE MONITORING INFRASTRUKTUR SLATE 29
Abbildung 3.6: Schema der Implementation der Webservices von STS, LTS und MDS
unterschiedliche Ressourcen mit disjunkten Zugangsrechten verwenden. Auch logische Trennung
von Daten ist möglich. So werden z.B. die Monitoring-Daten verschiedener Grid-Jobs in verschie-
denen Ressourcen abgelegt.
Der Zugriff auf eine Ressource wird mittels Instance Service realisiert. Dieser Dienst nutzt das
Resource Home zur Lokalisierung der benötigten Ressource anhand des Schlüssels. Die Operation
wird anschließend auf der Ressource ausgeführt (z.B. Speichern oder Auslesen von Monitoring-
Daten). Das Ergebnis der Operation wird an den Klienten übertragen.
Die Verwendung dieses Schemas für die Realisierung der Webservices ermöglicht es, dass die
Dienste Factory Service und Instance Service selbst ohne Gedächtnis auskommen (stateless).
Damit gibt es keine Synchronisationsprobleme beim gleichzeitigen Zugriff mehrerer Klienten. Die
Synchronisation bei dem Zugriff auf gleiche Daten (eine Ressource) geschieht über die Ressourcen
selbst und es wird eine Trennung zwischen logisch verschiedenen Daten erreicht. So muss z.B. der
Zugriff auf Monitoring-Daten verschiedener Jobs (die in verschiedenen Ressourcen gespeichert
sind) nicht synchronisiert werden, womit ein höherer Durchsatz für die Dienste gewährleistet
wird.
3.3.3.2 Persistenz und Caching
Persistenz stellt sicher, dass die Daten der Ressourcen auch bei einem Neustart oder Ausfall
des Globus-Servers erhalten bleiben. Dies bedeutet, die Daten müssen auf einem entsprechenden
Medium (z.B. der Festplatte) gespeichert werden. Die Zugriffszeit auf diese Daten ist um ein
vielfaches höher als auf Daten die im Hauptspeicher hinterlegt sind. Aus diesem Grund werden
die Daten sowohl im Hauptspeicher als auch auf einem persistenten Speicher gesichert.
Persistenz ist eine Voraussetzung zur Umsetzung von Caching3. Soll Hauptspeicher freigegeben
werden, können die Daten der Ressourcen aus diesem gelöscht werden. Diese Daten werden bei
Bedarf aus dem persistenten Speicher gelesen. Dies ist sinnvoll, um mehr Daten zu speichern als
Hauptspeicher zur Verfügung steht. Das Verfahren wird auch als Swaping bezeichnet. In diesem
Dokument wird allerdings der Begriff Caching in Anlehnung an die von Globus verwendete
Terminologie verwendet.
Persistenz und Caching kommen sowohl beim STS, LTS als auch beim MDS zur Anwendung. Für
3Caching wird in diesem Fall per Software umgesetzt und ist unabhängig von Caching, wie es in Hardware durch
die CPU realisiert ist.
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den STS und LTS kommen des weiteren Methoden zum Einsatz, welche die in den Hauptspeicher
zu ladenden Daten reduzieren. Sie sind in Kapitel 3.3.6.3 auf Seite 32 für den STS und Kapitel
3.3.7.2 auf Seite 32 für den LTS beschrieben.
3.3.4 Flexible Datenstruktur
Neben den AMon-Komponenten ist es auch möglich andere Monitoring-Systeme anzubinden.
Auch der Einsatz von Tracing-Systemen, bei denen eine instrumentierte Anwendung ausgeführt
wird, ist möglich. Statusänderungen einer Applikation (bei der die Anwendung selbst mit der
Monitoring-Infrastruktur kommuniziert) können ebenfalls erfasst werden. Um die Monitoring-
Infrastruktur für möglichst viele Entwickler und Nutzer attraktiv zu gestalten, wird eine flexible
und adaptierbare Daten-Struktur eingesetzt. Sie ist in Abbildung 3.7 dargestellt.
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Metadaten
Job-ID
Besitzer
...
Datenpaket 1
Daten-Tripel 11
Bezeichner 11
Datentyp 11
Datenwert 11
Daten-Tripel m1
Bezeichner m1
Datentyp m1
Datenwert m1
Datenpaket n
Daten-Tripel 1n
Bezeichner 1n
Datentyp 1n
Datenwert 1n
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Bezeichner mn
Datentyp mn
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Abbildung 3.7: Struktur der Monitoring-Daten eines Jobs
Die höchste Strukturkomponente repräsentiert die Monitoring-Daten eines Jobs, welche im Fol-
genden als Job-Objekt bezeichnet wird. Dieses ist durch eine Job-ID identifiziert. Neben dem
zu vermessenden Job muss auch ein Besitzer des Job-Objektes definiert werden. Dieser kann
das Job-Objekt mit weiteren Daten füllen und die Daten zur späteren Auswertung heranziehen.
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Diese (und einige weitere Daten) werden als Metadaten bezeichnet. Anhand der Metadaten kann
gezielt nach Job-Objekten gesucht werden (siehe Kapitel 3.3.7, Seite 33 und Kapitel 3.3.8, Seite
34).
Ein Job-Objekt kann mit praktisch beliebig vielen Datenpaketen gefüllt werden. Ein Datenpaket
soll alle Monitoring-Daten beinhalten, die zu einem konkreten Zeitpunkt aufgenommen werden.
Es ist nicht nötig, dass diese Datenpakete in äquidistanten Zeitabständen aufgenommen werden
oder dass alle Pakete dieselben Daten beinhalten. So kann z.B. auch ein zusätzliches Paket
in das Job-Objekt eingefügt werden, wenn sich der Zustand des zu beobachtenden Prozesses
ändert oder ein Problem bei der Abarbeitung des Jobs auftritt. Das Datenpaket wird auch als
Transport-Container bei der Übertragung der Daten vom Monitoring-Klienten zum STS-Server
(siehe Kapitel 3.3.6, Seite 31 und Kapitel 3.3.11.1, Seite 35) eingesetzt.
Die kleinste Struktureinheit ist ein Daten-Tripel. Dieses besteht aus einem Bezeichner (z.B. Lauf-
zeit in Minuten) der frei gewählt werden kann, einem Kürzel für den Datentyp (z.B. String oder
Integer) und dem Datenwert selbst. Mehrere Daten-Tripel (die z.B. zum gleichen Zeitpunkt auf-
genommen wurden) werden zu einem Datenpaket zusammengefasst. Ein Zeitstempel ist nicht
explizit vorgesehen. Soll der Zeitpunkt, an dem ein Datenpaket aufgenommen wurde, festgehal-
tenen werden wird hierzu ein Daten-Tripel verwendet. Die Datenstruktur ist nicht auf die Daten
von AMon beschränkt, eine Verwendung für andere Projekte ist sichergestellt.
3.3.5 Metadaten
Die Metadaten (als Teil der Datenstruktur in Abbildung 3.7) sind im Gegensatz zu den üb-
rigen Daten fest strukturiert, da sie auch zum Finden des Job-Objektes herangezogen werden
(siehe Kapitel 3.3.10, Seite 35). Sie bestehen aus folgenden Feldern: gramJobId, localHostName,
credName, startTime, endTime.
Die gramJobId ist ein eindeutiger Identifikator, der für jeden Job vergeben wird. Es kann z.B. die
Globus GRAM Job-ID [Gra14] verwendet werden aber auch andere Schlüssel. Der localHostName
ist der Rechner-Name auf dem der Job abgearbeitet wird. Der Besitzer des Jobs wird im Feld
credName gespeichert. Zur Identifikation des Nutzers wird der Distinguished-Name (DN) aus
dessen Grid-Nutzer-Zertifikat verwendet. Bei der startTime, und der endTime handelt es sich
um Start- und Endzeitpunkt des Jobs.
3.3.6 Der Kurzzeit-Speicher (STS)
Der Kurzzeit-Speicher dient zur temporären Speicherung der Monitoring-Daten. Es werden job-
zentrische Monitoring-Daten, die auf den Sites (Ressourcen zur Jobausführung) erfasst werden
(siehe Kapitel 3.2, Seite 22) entgegengenommen, wobei zu jedem realen Messzeitpunkt Daten
übertragen werden. Folglich müssen die Monitoring-Daten nicht auf den Sites zwischengespei-
chert werden und schränken damit nicht die Ressourcen ein, die dem untersuchten Job von der
Site zur Verfügung gestellt werden. Ein weiterer Vorteil ist die Möglichkeit einen Job nach dessen
Abbruch oder Absturz zu analysieren.
3.3.6.1 Datentransfer
Weil zu jedem Messzeitpunkt jedes Jobs eine Kommunikation zwischen MonSuite-Klient (siehe
Kapitel 3.3.9, Seite 34) und STS nötig ist, kann das Netzwerk bzw. der Webservice überlastet
werden (besonders bei einer hohen Anzahl von gleichzeitig laufenden Jobs wie in einem Grid).
Zur Vermeidung dieser Schwierigkeiten kann ein STS-Server an jeder Site beispielsweise auf den
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Frontends der Grid-Computing-Ressourcen installiert werden. Die Netzwerkbandbreite inner-
halb einer Site ist (im Allgemeinen) höher und weist eine geringere Latenz auf. Damit kann die
Performance (Anzahl der gleichzeitig zu beobachtenden Jobs) gesteigert werden.
Zur persistenten Speicherung der Daten wird eine andere Schicht (die LTS-Schicht) verwendet.
Deshalb muss nur in bestimmten Fällen auf die Daten der STS-Schicht zugegriffen werden. Dies
ist immer der Fall, sofern die Daten noch nicht zur LTS-Schicht übertragen wurden. Also wenn
Monitoring-Daten von Jobs angezeigt werden sollen, deren Abarbeitung auf einem Grid-System
noch nicht beendet wurde. In diesem Fall wird der Zugriff durch einen LTS-Server vorgenommen.
Ein Endnutzer oder eine Visualisierungskomponente muss folglich niemals direkt auf die STS-
Schicht zugreifen.
3.3.6.2 Aspekte der verteilten Speicherung von Monitoring-Daten
Die Monitoring-Daten werden in der STS-Schicht physikalisch verteilt (auf mehreren Servern)
gespeichert. Die Speicherkapazität, die Performance der gesamten Schicht und die Netzwerk-
bandbreite können durch Inbetriebnahme weiterer Server erhöht werden. Dies ist möglich, da
die Netzwerkverbindungen zwischen den einzelnen STS-Servern und jeweiligen Grid-Computing-
Ressourcen bei der vorgeschlagenen Installation weitestgehend distinkt sind. Für den Endanwen-
der oder eine Visualisierungskomponente (wie dem AMonAnalyser, siehe Kapitel 3.4.2, Seite 39)
ist die STS-Schicht nur mit Einschränkungen nutzbar. Die Daten sind auf viele Server verteilt,
die alle einzeln abgefragt werden müssten. Änderungen an der Infrastruktur müssten ständig
nachgetragen werden. Außerdem ist damit zu rechnen, dass STS-Server nicht direkt erreicht
werden können, weil diese an den Sites in besonders geschützten Netzwerkbereichen installiert
sind und der Zugriff durch Firewalls verhindert wird. Diese Einschränkungen bezüglich des di-
rekten Zugriffs auf die Daten der STS-Schicht werden durch die LTS- und MDS-Schicht wieder
aufgehoben.
3.3.6.3 Caching
Die Daten, die auf dem STS-Server gespeichert werden, können in zwei Kategorien eingeordnet
werden. Die eigentlichen Monitoring-Daten (die Datenpakete 1 bis 𝑛 in Abbildung 3.7, Seite
30) können lediglich hinzugefügt werden. Eine Änderung oder Löschung einmal übermittelter
Datenwerte ist nicht vorgesehen, es können nur alle Daten eines Jobs gemeinsam gelöscht werden.
Zu den veränderlichen Daten gehören die Metadaten des Jobs, welche überschrieben werden
können, ebenso wie der Zeitpunkt an dem Timer ablaufen. Die Timer werden beim Speichern
von Daten neu gesetzt. Werden über längere Zeit keine neuen Daten geschrieben (z.B. weil der
Job abgebrochen wurde) laufen die Timer aus. In diesem Fall wird davon ausgegangen, dass der
Job beendet ist und ein Fehler bei der Abarbeitung aufgetreten ist.
Auf die Monitoring-Daten wird nur selten zugegriffen (nur einmalig beim Speichern der Daten
und beim Auslesen der Daten auf Veranlassung des Nutzers), während die übrigen Daten oft
verwendet werden (beim Speichern eines beliebigen Datenwertes muss beispielsweise der Timer
aktualisiert werden). Da der Speicherbedarf der Monitoring-Daten einen erheblichen Umfang
annehmen kann, wird das Lesen der Monitoring-Daten von persistentem Speicher soweit wie
möglich vermieden.
Beim Schreiben der Daten (Monitoring-Daten oder Metadaten) auf den STS-Server werden diese
sowohl auf einem persistenten Speicher (Festplatte) als auch im Hauptspeicher abgelegt. Wird
die STS-Ressource anschließend aus dem Hauptspeicher gelöscht (um z.B. Platz für Ressourcen
zum Speichern weiterer Jobs zu schaffen) sind die Daten nur auf dem persistenten Speicher vor-
handen. Sobald auf eine STS-Ressource zugegriffen wird, die nicht im Hauptspeicher hinterlegt
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ist, muss diese aus den persistenten Daten rekonstruiert werden. Dabei werden nur die verän-
derlichen Daten in den Hauptspeicher geladen. Die eigentlichen Monitoring-Daten werden nicht
geladen. Auch wenn nicht alle Daten im Hauptspeicher vorhanden sind, ist es damit möglich
Metadaten zu überschreiben, Timer zu aktualisieren oder Monitoring-Daten hinzuzufügen. Die
neuen Monitoring-Daten werden dabei auch im Hauptspeicher hinterlegt.
Auf die Monitoring-Daten muss nur zugegriffen werden, wenn diese zum LTS-Server übertragen
werden sollen. In diesem Fall werden alle Daten vor der Übertragung in den Hauptspeicher
geladen.
Die von Globus vorgesehene Caching-Strategie sieht bei der Rekonstruktion eines Objektes vor,
alle Daten in den Hauptspeicher einzulesen. Wird ein Objekt mehrfach verdrängt und wieder
eingelesen, würden so Monitoring-Daten vom persistenten Speicher gelesen, die anschließend
nicht verwendet werden. Die hier vorgestellte Caching-Strategie verringert somit die Anzahl der
Zugriffe auf den persistenten Speicher ebenso wie die benötigte Hauptspeicherkapazität.
3.3.7 Der Langzeit-Speicher (LTS)
Im Gegensatz zum Kurzzeit-Speicher werden die Monitoring-Daten auf den Servern der Langzeit-
Speicher-Schicht dauerhaft gespeichert. Sobald die Daten vom STS-Server auf den LTS-Server
transferiert sind (siehe auch Kapitel 3.3.11.1, Seite 35) können die Daten auf dem STS-Server
gelöscht werden. Ein LTS-Server kann seine Daten von einem oder mehreren STS-Servern auf-
nehmen.
3.3.7.1 Datentransfer
Alle Monitoring-Daten eines Jobs werden als ein Paket vom STS- zum LTS-Server übertragen.
Es ist also nicht nötig viele kleine Pakete zu übermitteln (im Vergleich zum STS-Server, siehe
Kapitel 3.3.6.1, Seite 31) für die jeweils eine separate sichere Verbindung etabliert werden muss.
Mit den größeren Paketen kann eine höhere effektive Netzwerkbandbreite realisiert werden.
Die Monitoring-Daten müssen nicht zwingend unmittelbar nach Ende eines Jobs vom STS- zum
LTS-Server transferiert werden. Eine langsamere Netzwerkverbindung (im Gegensatz zur Kom-
munikation zwischen Datenerfassung und STS-Server) bzw. höhere Latenz ist zwischen STS-
und LTS-Server demzufolge tolerabel. Eine hohe Daten-Lokalität wie für die STS-Schicht, ist
nicht nötig. Die LTS-Server müssen nicht an jeder Site installiert werden, sie können z.B. an
ausgewählten Sites oder von Nutzergruppen des Grids (sogenannte Virtuelle Organisationen
(VO) [Dgr10a, Dgr13b, Dgr13c]) vorgehalten werden.
Die LTS-Server ermöglichen den Zugriff auf die von ihnen gespeicherten Daten. Es wurde ei-
ne Suchfunktion implementiert, die Monitoring-Daten anhand deren Metadaten (siehe Kapitel
3.3.10, Seite 35) findet. Die Amon-Visualisierungskomponenten können über den LTS-Server
direkt auf die Daten zugreifen, die Nutzung eines MDS-Servers ist nicht zwingend erforderlich.
Ein Sonderfall ist der Zugriff auf Daten von Jobs, die sich noch in der Ausführung befinden. Diese
Monitoring-Daten befinden sich noch nicht auf Servern der LTS-Schicht. Deshalb werden ihre
Metadaten, sobald sie von der Monitoring-Umgebung erfasst und auf dem STS-Server gespeichert
sind, dem LTS-Server zur Verfügung gestellt. Zusätzlich wird eine Referenz übertragen, mit der
der LTS-Server auf die aktuell vorhandenen Monitoring-Daten des Jobs auf dem STS-Server
zugreifen kann.
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3.3.7.2 Caching
Ebenso wie der STS-Server werden auch beim LTS-Server die Daten sowohl im Hauptspeicher als
auch auf Festplatte gespeichert (siehe Kapitel 3.3.6.3, Seite 32). Die Daten können ebenfalls aus
dem Hauptspeicher entfernt und bei Bedarf von der Festplatte geladen werden. Wird eine LTS-
Ressource rekonstruiert, so werden (wie bei dem STS-Server) die eigentlichen Monitoring-Daten
nicht in den Hauptspeicher geschrieben. Diese Daten sind auch nicht nötig um Suchanfragen zu
beantworten, da bei diesen nur auf die Metadaten zurückgegriffen wird. Die Monitoring-Daten
werden nur geladen, wenn sie tatsächlich benötigt werden.
3.3.8 Der Metadaten-Speicher (MDS)
Der Aufbau einer vollständigen Infrastruktur zur Verwaltung von Monitoring-Daten ist mit ei-
nem oder mehreren STS-Servern und einem LTS-Server möglich. Sofern mehrere LTS-Server (zur
Erhöhung der Speicherkapazität oder Netzwerkbandbreite) verwendet werden, ist eine logische
Kopplung zwischen den LTS-Servern nötig, da jeder LTS-Server nur die von ihm gespeicher-
ten Daten durchsuchen und ausliefern kann. Diese Kopplung wird mittels Metadaten-Schicht
realisiert.
Zur logischen Verbindung mehrerer LTS-Server können MDS-Server eingesetzt werden. Ein MDS-
Server verfügt über die Metadaten aller LTS-Server und ist damit fähig die Suchanfragen zu
beantworten. Ohne MDS-Server müsste die Anfrage an alle LDS-Server einzeln gestellt werden.
Ein MDS-Server vereinfacht damit den Zugriff auf die Daten.
Die Monitoring-Daten selbst werden nicht in der MDS-Schicht gespeichert. Der MDS-Server ver-
mittelt lediglich. Er beantwortet eine Suchanfrage mit einer Liste von Referenzen. Jeder Eintrag
der Liste ist eine Referenz auf die Daten eines Jobs. Im Gegensatz zu einer Anfrage an einen
LTS-Server können die Referenzen allerdings auf verschiedene LTS-Server verweisen. Für einen
Endanwender oder eine Visualisierungskomponente ist es damit nicht nötig alle LTS-Server zu
kennen. Zum Zugriff auf alle vorhandenen Monitoring-Daten ist lediglich die Kenntnis eines
MDS-Servers als Einstiegspunkt nötig.
Zur Steigerung der Performance (höhere Anzahl gleichzeitiger Suchanfragen) können mehrere
MDS-Server eingesetzt werden. Jeder einzelne Server dient dabei als zentraler Einstiegspunkt in
die Monitoring-Infrastruktur.
3.3.9 MonSuite-Klient zum Speichern der Monitoring-Daten
Die Monitoring-Daten werden für die prototypische Implementierung mit der MonSuite (siehe
Kapitel 3.2.1, Seite 24) erhoben. Diese Daten können mittels des hier vorgestellten Klienten
an die Monitoring-Infrastruktur übertragen werden. Dabei sei auch auf Kapitel 3.3.11 auf Seite
35 verwiesen, in dem die Kommunikation der Infrastruktur-Komponenten zur Speicherung und
späteren Betrachtung der Daten vertieft wird.
Bei der Entwicklung des Klienten wurde Wert auf eine einfache Handhabbarkeit gelegt. Damit
wird ein schneller und problemloser Einsatz der Monitoring-Infrastruktur ermöglicht. Der Kli-
ent kann auch modifiziert werden, was aufgrund der ausführlichen Quellcode-Dokumentation
ebenfalls mit geringem Aufwand realisiert werden kann.
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3.3.10 Suche nach Monitoring-Daten von Jobs
Sowohl LTS- als auch MDS-Server verfügen über Funktionen um Monitoring-Daten bestimmter
Jobs aufzufinden. Die Funktion ist für beide Server identisch. Der MDS-Server findet allerdings
Daten, die auf verschiedenen LTS-Servern abgelegt sind, während der LTS-Server nur die von
ihm lokal gespeicherten Daten durchsucht.
Ein Grid-Nutzer kann nach Monitoring-Daten aller Jobs suchen, deren Besitzer er ist. Die Suche
kann auf ein Zeitintervall eingeschränkt werden. Die Identifikation des suchenden Grid-Nutzers
erfolgt mittels dessen Grid-Nutzer-Zertifikates.
Für Monitoring-Systeme wie AMon ist eine Suchfunktion vorgesehen, bei der auch der
Distinguished-Name des Nutzer-Zertifikates mit dem die Monitoring-Daten erfasst wurden, ange-
geben wird. Es wird also nach Daten gesucht, dessen Besitzer nicht der Suchende ist. Dabei wird
überprüft, ob die Anfrage mittels eines für diesen Zweck autorisierten Grid-Server-Zertifikates
durchgeführt wird.
Das Ergebnis einer Suchanfrage ist eine Liste, die die EPRs (Endpoint References) der LTS-
Ressourcen bzw. LTS-Objekte (siehe Abbilding 3.6, Seite 29) enthält. Anhand der EPRs kann
mittels des entsprechenden LTS-Servers (dessen Adresse Teil der EPR ist) auf die Daten zuge-
griffen werden.
3.3.11 Zusammenspiel der Schichten der Monitoring-Infrastruktur
Das Zusammenwirken der Schichten wird im Folgenden anhand von Beispielen genauer erläutert.
3.3.11.1 Einfaches Beispiel ohne MDS-Server
Der einfachste Aufbau besteht aus einem STS- und einem LTS-Server. Der entsprechende Kom-
munikationsablauf, bei welchem das Job-Monitoring die Monitoring-Daten liefert und die Visua-
lisierung zweimal auf Daten zugreift, ist in Abbildung 3.8 dargestellt.
Die Monitoring-Daten eines jeden Jobs werden in einem eigenen Objekt (in Abbildung 3.8 als
STS-Objekt bezeichnet) gespeichert. Dieses Objekt wird vom STS-Server auf Veranlassung der
Job-Monitoring-Umgebung erzeugt. Anschließend werden die Metadaten und die Monitoring-
Daten geschrieben. Nach Beendigung des Jobs wird der Zeitpunkt des Jobendes übermittelt und
das Job-Monitoring für diesen Job abgeschlossen.
Um die auf dem STS-Server gespeicherten Daten der Visualisierung zugänglich zu machen, muss
der LTS-Server eingebunden werden. Auch auf dem LTS-Server werden die Daten des Jobs in
einem eigenen Objekt abgelegt. Dieses LTS-Objekt wird auf Nachfrage des STS-Servers vom LTS-
Server erzeugt, nachdem die Metadaten auf dem STS-Server gespeichert wurden. Die Metadaten
werden umgehend in das LTS-Objekt geschrieben und sind damit sowohl auf dem STS- als auch
LTS-Server hinterlegt. Ab diesem Zeitpunkt können die Monitoring-Daten auch für die Analyse
und Visualisierung herangezogen werden.
Sobald das STS-Objekt über das Ende des Jobs informiert wird und damit keine weiteren Daten
dieses Jobs aufgenommen werden müssen, werden alle im STS-Objekt gespeicherten Monitoring-
Daten an das LTS-Objekt gesendet. Nach erfolgreichem Transfer wird das STS-Objekt nicht
länger benötigt und deshalb gelöscht.
Der Zugriff auf die Daten durch einen Endanwender oder eine Auswertekomponente erfolgt immer
über die LTS-Schicht.
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Abbildung 3.8: Schematischer Ablauf der Kommunikation zwischen den Komponenten der Monitoring-
Infrastruktur. Es wird ein Job betrachtet und kein MDS-Server eingesetzt.
3.3.11.2 Beispiel mit MDS-Server
Die Verwendung einer Monitoring-Infrastruktur mit MDS-Server ist in Abbildung 3.9 dargestellt.
Die Verwendung des STS- und LTS-Server wurde bereits im vorhergehenden Kapitel beschrieben.
Die entsprechenden Kommunikationen sind in Abbildung in 3.9 grau dargestellt.
Nach dem Anlegen des STS- und LTS-Objekts wird auch ein MDS-Objekt erzeugt. Es wird durch
den LTS-Server initialisiert, nachdem er die Metadaten des Jobs gespeichert hat. Letztere werden
auch im MDS-Objekt abgelegt. Die Metadaten werden nach Beendigung des Jobs aktualisiert
sobald der LTS-Server den Zeitpunkt des Jobendes gespeichert hat, wird diese Information dem
MDS-Server mitgeteilt. Die eigentlichen Monitoring-Daten werden nicht an den MDS-Server
übermittelt, da sie bereits persistent auf dem LTS-Server gespeichert sind.
Eine Visualisierungskomponente, die auf die Monitoring-Daten zugreift, benötigt lediglich die
Adresse eines MDS-Servers. An diese wird eine Suchanfrage gestellt. Der MDS-Server ermittelt
anhand der Metadaten, welche LTS-Objekte die Suchkriterien erfüllen. Die Liste mit den Refe-
renzen auf diese Objekte wird der Visualisierung zur Verfügung gestellt. Anschließend können
die Daten von den LTS-Servern gelesen werden. In Abbildung 3.9 befinden sich alle Daten auf
einem LTS-Server. Sie könnten auch auf mehrere Server verteilt sein. Es ist auch möglich, die
Daten von mehreren LTS-Objekten gleichzeitig zu lesen, was in AMon auch realisiert ist (siehe
Kapitel 3.4.1.1, Seite 38).
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Abbildung 3.9: Schematischer Ablauf der Kommunikation zwischen den Komponenten der Monitoring-
Infrastruktur. Es werden zwei Jobs betrachtet. Im Gegensatz zu Abbildung 3.8 wird ein MDS-Server verwendet.
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3.4 Nutzeroberfläche
Zur Nutzeroberfläche zählen alle Komponenten die dafür zuständig sind die Daten aus der
Monitoring-Infrastruktur zu lesen, sie aufzubereiten, zu analysieren und dem Endanwender visu-
ell und interaktiv zu präsentieren. Die Komponenten AMonAnalyser und AMonVisualiser wurden
von AMon [MPNH+06, MPNW07, EMPNW08] übernommen.
Der AMonVisualiser ist eine webbasierte Nutzerschnittstelle zur Visualisierung der jobzentrischen
Monitoring-Daten der in Kapitel 5 (Seite 69) um die Analyse erweitert wird. Der AMonAnalyser
liest die Daten aus der Monitoring-Infrastruktur und bereitet sie für den AMonVisualiser auf.
3.4.1 AMonAnalyser
Der AMonAnalyser (siehe Abbildung 3.1, Seite 23) liest die Monitoring-Daten von SLAte und
bereitet die Datenstruktur so auf, dass der AMonVisualiser diese effizient an die Nutzer ausliefern
kann. Der AMonAnalyser verwendet Tomcat/Axis [Toc14a, Axi14] um eine Webservice basierte
Kommunikation bereitzustellen. Diese Komponente wurde an die neue Monitoring-Architektur
sowie Datenstruktur angepasst. Die Berechnung von abgeleiteten Daten ist in die vorliegende
Version des AMonAnalyser integriert. Die Monitoring-Daten in aufbereiteter Form werden in
einem Transfer zum AMonVisualiser übertragen.
3.4.1.1 AMon-Klient zur Abfrage der Monitoring-Daten von der Monitoring-Infrastruktur
Sowohl der AMonAnalyser als auch SLAte sind in Java realisiert. Zur Anbindung des
AMonAnalysers an die GT4 basierte Infrastruktur sollten deshalb die benötigten Java-
Bibliotheken eingebunden werden. Dieses Vorgehen versprach eine technisch einfache Realisie-
rung. Während der Umsetzung stellte sich jedoch heraus, dass Teile der Sicherheitsinfrastruktur
des AMonAnalysers und der GT4 basierten Sicherheitsinfrastruktur des LTS- bzw. MDS-Server
inkompatibel sind. Da die Funktionen in gleichnamigen Java-Klassen realisiert sind, wurde ver-
sucht eine Koexistenz der verschiedenen aber gleichnamigen Klassen zu erreichen. Eine Lösung
des Problems über sogenannte Classloader [Ull07, JvC13] wurde nach anfänglichen Versuchen
wegen des zu hohen Arbeitsaufwandes verworfen.
Aufgrund der genannten Schwierigkeiten wurde entschieden, dass die Anbindung von GT4 in
einem separaten Programm realisiert wird. Zu diesem Zweck wurde der AMon-Klient entwi-
ckelt, der außerhalb des Tomcat-Containers des AMonAnalyser und damit in einer separa-
ten JVM (Java Virtual Maschine) ausgeführt wird. Diese Art der Realisierung machte es nö-
tig eine Kommunikation zwischen beiden zu entwickeln. Die Daten werden dabei nicht als
für Nutzer lesbarer Text oder im CSV-Format, wie es für die Standard-Ausgabe eines Pro-
gramms üblich wäre, sondern als serialisierte Java-Klassen ausgegeben. So können auch kom-
plexe Strukturen mit vertretbarem Programmieraufwand übergeben werden und es entfällt das
Parsen von Java-Klassen des Klienten in Text-Strings und zurück zur weiteren Verwendung im
AMonAnalyser. Der AMon-Klient wird vom AMonAnalyser kontinuierlich verwendet um Lauf-
zeitoptimierung [Jav13b, Jav13d, Jav13e, Ayc03] zu ermöglichen.
Der AMon-Klient selbst kann mittels Kommandozeilen-Optionen oder Standard-Eingabe ge-
steuert werden. Dabei wird übertragen für welchen Nutzer und für welches Zeitintervall die
Monitoring-Daten gelesen werden sollen. Der Klient stellt eine entsprechende Anfrage an den
LTS- bzw. MDS-Server. Welcher Server verwendet wird, wird dem AMon-Klienten mitgeteilt.
Der AMonAnalyser entnimmt die Information seiner Konfiguration. Die Antwort des LTS- bzw.
MDS-Servers ist eine Liste mit den EPRs (Endpoint References) zu den gefundenen Monitoring-
Daten der Jobs.
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Die Liste der EPRs wird automatisch vom AMon-Klienten abgearbeitet. Dazu wird jede EPR
aufgerufen und die Daten gelesen. Zur Reduzierung der Abarbeitungszeit wird die Liste der
EPRs parallel von mehreren Threads abgearbeitet. Zu diesem Zweck wird eine definierte An-
zahl von Threads erzeugt (festgelegt beim Start des Klienten anhand des Konfigurationsfiles des
AMonAnalyser). Die Threads nehmen sich jeweils die erste EPR der Liste, die noch nicht in Bear-
beitung ist. Ist keine EPR mehr vorhanden, legt sich der Thread schlafen. Sobald die Monitoring-
Daten aller EPRs gelesen wurden und alle Threads inaktiv sind, ist die Anfrage beantwortet. Bei
einer weiteren Anfrage nach Monitoring-Daten werden die Threads nicht neu erzeugt sondern
lediglich reaktiviert. Dies führt besonders bei Jobs, für die nur wenige Monitoring-Daten auf-
genommen wurden, zu einer enormen Verringerung der Zugriffszeit, da die Zeit [Jav13b, Shi02]
zum Erzeugen und späteren Freigeben der Threads eingespart wird.
3.4.2 AMonVisualiser
Mit dem AMonVisualiser (siehe Abbildung 3.1, Seite 23) kommuniziert der Nutzer mittels Web-
browser. Ihm werden die Webseite, inklusive der Java-Applets [Sun13, Sht14] die zur interakti-
ven Anzeige der Monitoring-Daten eingesetzt werden, sowie die Daten unter Verwendung von
Gridsphere-Portlets [GPh10] ausgeliefert. Das ist in Abbildung 3.10 dargestellt. Da die Java-
Applets auf dem Arbeitsplatzrechner des Nutzers ausgeführt werden, auf dem auch die zur
Betrachtung ausgewählten Monitoring-Daten zwischengespeichert sind, kann offline und ohne
Latenz durch Netzwerkzugriffe interaktiv mit den Daten gearbeitet werden. Eine Aktualisierung
der Monitoring-Daten kann jederzeit durch den Nutzer veranlasst werden.
Abbildung 3.10: Ansicht des AMon-Portals (AMonVisualiser), Eingabemaske zum Laden der Monitoring-Daten
Im Rahmen dieser Arbeit wurde die Datenspeicherung effektiver gestaltet und die Funktio-
nen mehrerer Applets zu einem Applet zusammengeführt, wie in Abbildung 3.11 zu sehen ist.
Mittlerweile ist auch eine Umsetzung der Java-Applets als eigenständiges Java Programm reali-
siert. Dies ermöglicht eine Auswertung bereits lokal gespeicherter Daten ohne Verbindung zum
AMonVisualiser aufzunehmen. Der Funktionsumfang beider Varianten der Datenauswertung ist
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identisch.
Abbildung 3.11: Webbasierte Visualisierung der Monitoring-Daten mittels Java-Applets (AMon-GUI)
3.4.3 Zusammenwirken der Analyse- und Visualisierungskomponenten mit der
Monitoring-Infrastruktur
Das Zusammenwirken der Monitoring-Komponenten soll im Folgenden anhand von Abbildung
3.12 dargestellt werden. Dabei wird auch auf die Möglichkeit der Parallelität eingegangen.
Abbildung 3.12 zeigt wie die Monitoring-Daten zweier Nutzer gleichzeitig abgefragt und visua-
lisiert werden. Beide Nutzer können ihre Anfrage (jeweils markiert mit „1“) gleichzeitig an den
AMonVisualiser stellen. Die Anfragen sind unabhängig voneinander und werden von Tomcat par-
allel abgearbeitet. Der AMonVisualiser lässt die Daten vom AMonAnalyser einsammeln und auf-
bereiten (Kommunikation Nummer 2). Diese Anfragen können gleichzeitig vom AMonAnalyser
entgegengenommen werden, weil auch dieser Tomcat als Webservice nutzt. Zur Abfrage der
Monitoring-Daten aus SLAte werden Klienten verwendet (siehe Kapitel 3.4.1.1, Seite 38). Wurde
eine ausreichende Anzahl von Klienten in der Konfiguration festgelegt, können die Monitoring-
Daten für beide Nutzer gleichzeitig abgefragt werden. Dazu wird mittels des MDS-Servers er-
mittelt, wo die Daten gespeichert sind (Kommunikation 3 und 4). Anschließend können die
Monitoring-Daten von den LTS-Servern gelesen werden (Kommunikation 5 und 6). Dabei kann
jeder Klient die Daten einzelner Jobs parallel lesen, egal ob die Daten auf dem gleichen oder ver-
schiedenen LTS-Servern gespeichert sind. Die maximale Anzahl gleichzeitiger Zugriffe je Klient ist
dabei durch die Anzahl der verwendeten Threads definiert, die konfiguriert werden kann. Sobald
alle Monitoring-Daten eines Nutzers auf dem AMonAnalyser vorhanden und aufbereitet sind,
werden die Daten an den AMonVisualiser gesendet (Kommunikation 7). Der AMonVisualiser
liefert die Daten an den Nutzer aus (Kommunikation 8), indem er sie in dessen Webbrowser
grafisch anzeigt.
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Abbildung 3.12: Schematische Darstellung der Abfrage von Monitoring-Daten von zwei Nutzern gleichzeitig. Die
Daten für den ersten Nutzer befinden sich auf LTS-Server 1 und 2, während die Daten für den zweiten Nutzer
von LTS-Server 2 und 3 geholt werden müssen. Die Kommunikation erfolgt in der Reihenfolge der Nummerierung
der Pfeilspitzen. Bei gleicher Nummerierung kann die Kommunikation parallel erfolgen.
3.5 Sicherheit und Datenschutz
3.5.1 Monitoring-Daten und deren Personenbezug
Mittels jobzentrischem Monitoring werden Daten aufgenommen, die Auskunft geben, wie der Job
auf dem Grid-Rechner abgearbeitet wird. Also wie sich der Grid-Rechner und auf ihm ausgeführ-
te Programme über die Laufzeit verhalten. Die aufgenommenen Daten können in jobbezogene
Daten, wie der Hauptspeicher- oder CPU-Verbrauch und auf den Rechner bezogene Daten, wie
die Größe des installierten oder noch freien Hauptspeichers unterteilt werden. Diese Daten sind
mit Zeitstempeln versehen und können eindeutig einem Nutzer [Dgr13a] zugeordnet werden.
Mit den aufgenommenen Monitoring-Daten ist es möglich die Inanspruchnahme von Ressourcen
durch die Nutzer zu überwachen. Es kann festgestellt werden wer wann welche Jobs abarbei-
tet. So ist beispielsweise direkt ersichtlich wann Überstunden oder Mehrarbeit geleistet werden.
Mit weiteren Informationen, z.B. in welchem Forschungsgebiet ein Nutzer arbeitet oder wel-
che Programme er einsetzt, sind potentiell sehr detaillierte Erkenntnisse über das Verhalten
des Nutzers oder den Stand eines Forschungsprojekts generierbar. Auch die Betrachtung von
Forschungsgruppen oder die Einordnung von Anwendern in spezielle Kategorien mittels Group
Profiling [Hil06] und Scoring [Met12] ist möglich. Das Missbrauchspotential muss also bei dem
Betrieb der Monitoring-Komponenten bedacht werden. Es muss die Informationelle Selbstbestim-
mung, wie sie vom Bundesverfassungsgericht [Bun83] erstmals formuliert [HS09] wurde, gewahrt
werden. Heute sind vergleichbare Rechte auch in anderen Rechtssystemen wie der Europäischen
Union [95/95] oder den Vereinigten Staaten von Amerika [Reh00] verankert.
Es gibt eine ganze Reihe gesetzlicher Bestimmungen, die bei der Erhebung und Verarbeitung der
Monitoring-Daten zu beachten sind, wie das Telekommunikationsgesetz [TKG04], das Bundesda-
tenschutzgesetz [BDS10], die Richtlinie 95/46/EG des Europäischen Parlaments und des Rates
vom 24. Oktober 1995 zum Schutz natürlicher Personen bei der Verarbeitung personenbezogener
Daten und zum freien Datenverkehr [95/95] oder die Richtlinie 2002/58/EG des Europäischen
Parlaments und des Rates vom 12. Juli 2002 über die Verarbeitung personenbezogener Daten
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und den Schutz der Privatsphäre in der elektronischen Kommunikation (Datenschutzrichtlinie
für elektronische Kommunikation) [20002] und deren Umsetzung durch die Gesetzgebung der
Staaten der Europäischen Union. Auch der Baustein Datenschutz [bsi14] des IT-Grundschutz-
Kataloges des Bundesamt für Sicherheit in der Informationstechnik kann herangezogen werden.
Je nach Ort der Datenerfassung oder -speicherung können auch andere Gesetze mit anderem
geografischen Wirkungsbereich greifen.
Der Verweis auf die Sensibilität der Monitoring-Daten soll nicht als Abschreckung verstanden
werden. Er soll zu einem verantwortlichen Umgang mit den Daten führen der im Einvernehmen
mit den Nutzern erfolgt. Ein Ansatz ist es dem Nutzer zu überlassen, ob er Monitoring-Daten
erfassen möchte oder nicht.
3.5.2 Authentifikation zur sicheren Kommunikation zwischen den eingesetzten
Komponenten
Die Komponenten des jobzentrischen Monitorings und deren Kommunikationsbeziehungen sind
in Abbildung 3.13 schematisch abgebildet. Die Komponenten können in drei Gruppen unterteilt
werden, den Komponenten zur Datenerfassung, den Komponenten der Monitoring-Infrastruktur
zum Speichern der Daten sowie den Komponenten zur Verarbeitung, Analyse und Visualisierung.
Bei der Kommunikation zwischen den Komponenten können zwei Anwendungsfälle unterschie-
den werden. Zum einen das Schreiben oder Speichern von Daten und zum anderen das Lesen
bzw. Visualisieren. Alle Transaktionen um die Daten zu speichern und für die Visualisierungs-
komponenten zugreifbar abzulegen, sind in Abbildung 3.13 mit Zahlen markiert (1 bis 3). Alle
Kommunikationen, welche durch das Anfordern von Daten durch den Nutzer ausgelöst werden,
sind mit den Buchstaben 𝐴 bis 𝐸 gekennzeichnet. Die Reihenfolge entspricht jeweils der chro-
nologischen Reihenfolge der Initialisierung der Kommunikation beim Lesen bzw. Schreiben der
Monitoring-Daten.
Die Kommunikationen sind in Abbildung 3.13 durch Pfeile dargestellt, die jeweils vom Initiator
der Kommunikation ausgehen. Die Richtung der Pfeile beschreibt nicht die Richtung in die Daten
übertragen werden. Es wird auch keine Aussage über die Dauer der Kommunikation getroffen. So
wird beispielsweise Kommunikation 𝐴 vor Kommunikation 𝐵 begonnen, allerdings erst nachdem
diese beendet ist, abgeschlossen.
3.5.2.1 Datenerfassung und Übertragung an SLAte
Das Programm, welches mittels eines Jobs zur Ausführung gebracht wird, des Nutzers („Nutzer-
Programm“ in Abbildung 3.13) wird auf einem Grid-Computing-Element abgearbeitet. Parallel
zu dem Programm des Nutzers wird die „MonSuite“ ausgeführt. Sie sendet die Daten an den
STS-Server „STS1“.
Zur Autorisierung verwendet die MonSuite ein Grid-Proxy-Zertifikat, das bei der Job-Submission
angelegt wird. Dieses ermöglicht es sich mit dem Namen des Grid-Nutzers, der den Job abge-
schickt hat, zu authentisieren. Damit können die Monitoring-Daten des Jobs eindeutig einem
legitimierten Grid-Nutzer zugeordnet werden.
Der STS-Server (in Abbildung 3.13 „STS1“) authentifiziert sich mit seinem Grid-Server-Zertifikat.
Dieses wird durch die MonSuite auf Gültigkeit überprüft. Wie bei allen SLAte-Komponenten wird
die Datenübertragung dabei mittels der von GT4 gebotenen Autorisierungs-, Authentifizierungs-,
und Verschlüsselungsmethoden umgesetzt.
Neben den Monitoring-Daten wird auf dem STS-Server der Name des Nutzers (genauer der
Distinguished-Name des Zertifikates des Nutzers) gespeichert und mit den Daten des Jobs ver-
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Abbildung 3.13: Darstellung der am Monitoring beteiligten Komponenten und deren Kommunikationsbeziehungen
knüpft. Das Zertifikat selbst wird nicht gespeichert. Somit kann der STS-Server nicht im Namen
des Nutzers handeln. Bei der Initialisierung (Beginn des Monitorings eines Jobs) überprüft der
STS-Server, ob es sich um einen legitimierten Grid-Nutzer handelt. Dieser Prozess funktioniert
analog zur Autorisierung bei der Submission eines Grid-Jobs. Werden Monitoring-Daten hinzuge-
fügt, wird überprüft, ob es sich um denselben Nutzer handelt der die Initialisierung durchführte.
3.5.2.2 Datentransfer vom Kurzzeit- zum Langzeit-Speicher bzw. vom Langzeit- zum
Metadaten-Speicher
In Abbildung 3.13 sind die entsprechenden Kommunikationen mit 2 (von „STS1“ bzw. „STS2“
nach „LTS1“) und 3 (von „LTS1“ bzw. „LTS2“ nach „MDS“) markiert.
Für die Kommunikation werden die Grid-Server-Zertifikate der STS- und LTS-Server verwendet.
Das Proxy-Zertifikat des Nutzers kann nicht verwendet werden, auch wenn die Monitoring-Daten
eindeutig einem Grid-Nutzer zugeordnet werden können. Bei Verwendung des Proxy-Zertifikates
des Nutzers wäre nicht gewährleistet, dass ein gültiges Zertifikat vorliegt. Dieses kann beispiels-
weise während der oder nach der Ausführung des Jobs ablaufen, allerdings bevor die Daten
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permanent auf dem LTS-Server gespeichert sind. In diesem Fall könnten die Monitoring-Daten
nicht übertragen werden und gingen verloren. Deshalb werden Server-Zertifikate verwendet die
permanent zur Verfügung stehen und nicht auf kurze Laufzeiten beschränkt sind.
STS- und LTS-Server verwenden ihre Server-Zertifikate um sich zu autorisieren. Zusätzlich wird
das Zertifikat noch gegen ein Mapfile abgeglichen, in dem alle unterstützten Kurzzeit- bzw.
Langzeit-Speicher aufgelistet sind. Es ist also nur legitimierten Servern gestattet Monitoring-
Daten permanent zu speichern.
3.5.2.3 Kommunikation zwischen Endanwender und AMonVisualiser
Der Nutzer kommuniziert (𝐴 in Abbildung 3.13) mittels Webbrowser mit dem AMonVisualiser.
Die http-basierte Kommunikation erfolgt gesichert mittels TLS [Res00, DR08]. Der Nutzer kann
sich im Webbrowser das Zertifikat des AMonVisualiser anzeigen lassen und überprüfen ob dieses
vertrauenswürdig ist.
Gegenüber dem AMonVisualiser authentifiziert sich der Endanwender mittels seines Grid-Nutzer-
Zertifikates, welches er in seinem Webbrowser installiert hat. Der AMonVisualiser überprüft das
Zertifikat und übernimmt den Namen des Inhabers des Zertifikates (DN) für die Kommunikation
mit weiteren Komponenten. Dieser DN wird bei der Abfrage der Monitoring-Daten anderen Kom-
ponenten mitgeteilt, sodass der Nutzer nur für ihn einsehbare Daten ausgeliefert und visualisiert
bekommt.
3.5.2.4 Abfrage der Monitoring-Daten vom AMonAnalyser durch den AMonVisualiser
AMonVisualiser und AMonAnalyser verwenden Tomcat-Container [Toc14a, Toc14b], die web-
basierte Kommunikationsmechanismen zur Verfügung stellen. Sie werden mittels TLS [Res00,
DR08] abgesichert. Die Server authentifizieren sich gegenseitig anhand von Grid-Server-
Zertifikaten. Zur Entscheidung, welche Daten dem Nutzer ausgeliefert werden dürfen, teilt der
AMonVisualiser dem AMonAnalyser den DN des Nutzers mit für den die Anfrage gestellt
wird. Es ist auch möglich mitzuteilen, dass es sich um einen mittels GridSphere [GPh10] vom
AMonVisualiser autorisierten Nutzer handelt, welcher Administrationsrechte besitzt und alle Da-
ten einsehen darf. Die entsprechende Kommunikation ist in Abbildung 3.13 mit 𝐵 gekennzeichnet.
3.5.2.5 Lesen der Monitoring-Daten von SLAte
Der AMonAnalyser authentifiziert sich bei beiden Kommunikationen (𝐶 und 𝐷 in Abbildung
3.13) mittels seines Grid-Server-Zertifikates. Dieses wird sowohl vom MDS als auch von den LTS-
Servern auf Gültigkeit überprüft. Des Weiteren wird überprüft, ob der AMonAnalyser berechtigt
ist Monitoring-Daten von Nutzern einzusehen. Die DNs der berechtigten Server sind zu diesem
Zweck in einem Mapfile auf dem MDS- und den LTS-Servern hinterlegt.
3.5.2.6 Mögliche weitere Kommunikation zwischen den Komponenten von SLAte
Sind Monitoring-Daten noch nicht auf dem LTS-Server vorhanden, müssen diese vom STS-Server
gelesen werden (Kommunikation 𝐸 in Abbildung 3.13). Beide Server verwenden ihre Grid-Server-
Zertifikate zur Authentifikation. Der LTS-Server überprüft, ob es sich um den adressierten Ser-
ver handelt, der STS-Server verifiziert, ob es sich um den LTS-Server handelt zu dem er seine
Monitoring-Daten sendet (Kommunikation 2).
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3.5.3 Konzept der Zugriffsrechte für Nutzer
3.5.3.1 Zugriff auf Monitoring-Daten der eigenen Jobs
Der Zugriff auf die eigenen Daten (Daten von Jobs von denen Monitoring-Daten mittels des
eigenen Zertifikats gespeichert wurden) ist der übliche Anwendungsfall. Auf diese Daten kann
der Anwender mit Hilfe des AMonVisualiser (und seinem Webbrowser in dem das Zertifikat
installiert ist) zugreifen.
3.5.3.2 Administrative Accounts
Administrative Accounts sind zur Wartung und zum Funktionstest notwendig. Diese Accounts
sind vergleichbar mit den System-Administratoren.
Die Gruppe der Administratoren ist nicht nur für den Betrieb der Grid-Infrastruktur zuständig
sondern ist auch Inhaber der Grid-Server-Zertifikate. Dieser Gruppe muss Vertrauen geschenkt
werden, sofern man das Grid verwenden möchte.
Der Zugriff mittels Webbrowser ist für die Administratoren per privilegiertem Login auf dem
AMonVisualiser möglich. Dieser Login wird auf Basis des verwendeten GridSphere Portal-
Framework [GPh10] realisiert und ermöglicht den Zugriff auf alle Daten die auf den LTS-Servern
gespeichert sind.
3.5.3.3 Weitere privilegierte Zugänge
Auch weitere Personengruppen können Interesse an den jobzentrischen Monitoring-Daten anderer
Nutzer haben. Das können Software-Entwickler sein, die wissen wollen wie die von ihnen entwi-
ckelten Programme verwendet werden. Ressourcen-Provider möchten erfahren wie ihre Ressour-
cen eingesetzt werden. Die Repräsentanten einer VO können im Rahmen des VO-Managements
Interesse an den Monitoring-Daten begründen.
Neben der technischen Umsetzung beim Zugriff auf die Monitoring-Daten sind auch die in Kapi-
tel 3.5.1, Seite 41 beschriebenen rechtlichen Aspekte einzubeziehen. Wie die Monitoring-Daten
verarbeitet werden muss also mit den Nutzern abgesprochen werden. Technische Möglichkeiten
zur Umsetzung werden im Folgenden beschrieben.
Besteht ein Interesse an Monitoring-Daten einzelner Jobs (bei denen beispielsweise eine bestimm-
te Software ausgeführt wurde) kann dies erreicht werden, indem die Monitoring-Daten nicht mit
dem Zertifikat des Jobs (oder genauer dem Proxy-Zertifikat des Nutzers der den Job abgeschickt
hat) sondern mit dem Zertifikat eines anderen Grid-Nutzers gespeichert werden. Zu diesem Zweck
wird ein entsprechendes Zertifikat (ein Proxy-Zertifikat mit eingeschränkten Rechten, mit dem
z.B. kein Job gestartet werden kann) mit dem Job übertragen und bei der Verwendung des
Monitorings zur Speicherung der Daten verwendet. Die Monitoring-Daten werden dann dem In-
haber des Zertifikates mittels des AMonVisualiser angezeigt, so als wenn er den Job ausgeführt
hätte. Dieses Verfahren ist einfach anzuwenden und kann in Workflows eingebunden werden. Es
kann auch durch Absprache der Nutzer untereinander einfach und ohne Einbeziehung weiterer
organisatorischer Ebenen (wie des VO-Management) realisiert werden.
Eine weitere noch nicht realisierte Möglichkeit, Monitoring-Daten gemeinsam zu nutzen, ist es
die Monitoring-Daten eines Jobs mit einer Liste berechtigter Nutzer zu versehen. Diese Liste
enthält die Namen aller Nutzer, die auf die Monitoring-Daten zugreifen dürfen und sie wird
beim Speichern der Daten an den STS-Server übergeben. Die Zugriffskontrolle beim Abrufen
der Daten erfolgt anhand des Abgleichs der Nutzer-Zertifikate oder Proxy-Zertifikate mit den
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Einträgen der Liste. Im Kontext von GT4 kann hierfür eine Autorisierung mittels eines Grid-
Mapfile realisiert werden, wobei das Mapfile nicht als Datei sondern als Teil der Monitoring-Daten
gespeichert wird.
Beim Einsatz des Monitorings im Rahmen eines VO-Konzeptes sollten die Monitoring-
Komponenten zur Visualisierung und zur persistenten Speicherung der Monitoring-Daten von
den VO-Managern betrieben werden. Dieses Verfahren kann beispielsweise im Rahmenkonzept
der VO festgelegt werden. Bei diesem Konzept des Betriebs der Monitoring-Komponenten sind
die VO-Administratoren die Betreiber, sodass diese auf die administrativen Accounts (siehe Ka-
pitel 3.5.3.2, Seite 45) abgebildet werden können. Dabei können alle Authentifikations-Methoden
von GridSphere [GPh10] oder entsprechenden Erweiterungen eingesetzt werden.
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4.1 Theoretische Untersuchung der Skalierbarkeit
Basierend auf der Beschreibung der jobzentrischen Monitoring-Infrastruktur SLAte, wie sie in
Kapitel 3.3 (Seite 25) dargelegt ist, wird die Skalierbarkeit geprüft. Teile der Untersuchungen
wurden in [HMP12b] beschrieben. Für [HMP12a] wurde eine Analyse mit mathematischen Me-
thoden durchgeführt.
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Zunächst werden die skalierbaren Aspekte der Infrastruktur identifiziert (Kapitel 4.1.2, Seite 48).
Anschließend werden potentielle Engpässe aufgezeigt (Kapitel 4.1.3, Seite 50). Darauf folgt eine
detaillierte Analyse mit mathematischen Methoden (Kapitel 4.1.4, Seite 51). Untersucht werden
die drei Servertypen STS, LTS und MDS jeweils bezüglich der benötigten Speicherkapazität, der
benötigten Bandbreite für Eingabedaten und der Bandbreite für Ausgabedaten zum Speichern
und Bereitstellen der Monitoring-Daten. Zusammengefasst werden die Ergebnisse im Kapitel
4.1.5 (Seite 55).
4.1.1 Exemplarische Infrastruktur
Die Skalierbarkeit der Monitoring-Infrastruktur soll gewährleistet werden indem die Möglichkeit
besteht weitere STS-, LTS- oder MDS-Server zu installieren. Diese zusätzlichen Server sollen die
Performance der Infrastruktur erhöhen, sodass eine höhere Last realisiert werden kann. Das Ideal
ist hierbei, dass durch die zusätzlichen Server kein Mehraufwand1 (Overhead) bei der Verwaltung
der Daten entsteht und die Leistung der Infrastruktur linear mit der Performance der einzelnen
Server steigt.
Zur Veranschaulichung wird die in Abbildung 3.5 (Seite 28) gezeigte Infrastruktur herangezogen.
Diese beschreibt fünf Ausbaustufen. Die erste Ausbaustufe entspricht der Minimalkonfiguration2
mit wenigen überwachten Systemen und einer geringen Anzahl von Nutzern. Ausbaustufe 2
fügt zusätzliche Nutzer und überwachte Ressourcen hinzu. Bei der Anbindung weiterer Rechner
an einem anderen Standort wie in Ausbaustufe 3 wird ein zusätzlicher STS-Server eingesetzt.
Einen weiteren Ausbau der überwachten Ressourcen zeigt Ausbaustufe 4. Die Daten werden jetzt
mittels zweier LTS-Server an zwei Standorten persistent gespeichert. In der fünften Ausbaustufe
werden weitere Nutzer mittels eines zusätzlichen MDS-Servers angebunden.
Ein Ausbau über die fünf in Abbildung 3.5 gezeigten Ausbaustufen hinaus ist selbstverständlich
möglich. Dabei werden allerdings keine weiteren Mechanismen zur Lastverteilung aufgezeigt.
Zur Untersuchung der Skalierbarkeit in den folgenden Kapiteln ist die dargestellte Infrastruktur
demnach ausreichend.
4.1.2 Skalierbare Aspekte
Untersuchungen zur Skalierbarkeit der Methoden auf deren Basis die Infrastruktur SLAte ent-
wickelt wurde, sind bereits in
M. Hilbrich & R. Müller-Pfefferkorn; Identifying Limits of Scalability in Dis-
tributed, Heterogeneous, Layer Based Monitoring Concepts like SLAte ;
Computer Science 13 (2012); Nr. 3; S. 23–33
veröffentlicht. Ebenso enthält die Publikation Informationen über mögliche Engpässe, welche in
dieser Arbeit im Kapitel 4.1.3 beschrieben sind. Teile der Publikation werden hier in erweiterter
Form wiedergegeben.
Eingabedaten der STS-Server: Die STS-Server beziehen die Monitoring-Daten von den Rech-
nern auf denen das Monitoring durchgeführt wird. Der Datentransfer verschiedener STS-
Server ist dabei vollkommen unabhängig voneinander (wie in Abbildung 4.1(a) dargestellt).
Es entsteht also keine gegenseitige Beeinträchtigung.
1Mehraufwand oder Overhead bezieht sich hier und im Folgenden auf die Datenverarbeitung. Die Installation
und Administration der Server, die einen zusätzlichen personellen Aufwand darstellt, wird nicht betrachtet.
2Prinzipiell ist auch ein Aufbau ohne MDS-Server möglich. Diese Konfiguration wäre allerdings bezüglich ihrer
Erweiterbarkeit limitiert und soll deshalb nicht an dieser Stelle betrachtet werden.
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(a) Eingabedaten der STS-Server (b) Ausgabedaten der STS- und Eingabedaten
der LTS-Server
(c) Ausgabedaten der MDS-Server
User
MDS
LTS
STS
Computing
Resource
(d)
Legende
Abbildung 4.1: Hervorhebung von skalierbaren Verbindungen zwischen Servern der in Abbildung 3.5 dargestellten
Infrastruktur
Ausgabedaten der STS-Server: Ebenso wie die Eingabedaten sind auch die Ausgabedaten un-
abhängig von anderen STS-Servern (siehe Abbildung 4.1(b)). Selbstverständlich ist es not-
wendig, dass der LTS-Server die Daten entgegennehmen kann. Dieser Umstand wird mit
dem nächsten Anstrich berücksichtigt.
Eingabedaten der LTS-Server: Die Menge der Eingabedaten ist abhängig von den mittels der
STS-Server angeschlossenen Ressourcen. Die Eingabedaten werden aber nicht von anderen
LTS-Servern beeinflusst (siehe Abbildung 4.1(b)). Ein zusätzlicher LTS-Server kann also
Daten weiterer STS-Server, ohne Overhead, aufnehmen.
Ausgabedaten der MDS-Server: Die Ausgabedaten der MDS-Server (siehe Abbildung 4.1(c))
sind die Suchanfragen der Nutzer und die Beantwortung dieser. Diese Anfragen werden an
einen MDS-Server gestellt und beeinflussen andere Server nicht.
Speicherkapazität der STS-Server: Der benötigte Speicherplatz ist von den überwachten Res-
sourcen abhängig. Eine weitere Beeinflussung gibt es nicht.
Speicherkapazität der LTS-Server: Analog zu den STS-Servern werden nur die Monitoring-
Daten der mittels STS-Server angeschlossenen Ressourcen gespeichert.
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(a) Ausgabedaten der LTS-Server (b) Eingabedaten der MDS-Server
User
MDS
LTS
STS
Computing
Resource
(c)
Legende
Abbildung 4.2: Hervorhebung von potentiellen Engpässen zwischen Servern der in Abbildung 3.5 dargestellten
Infrastruktur
4.1.3 Potentielle Engpässe
Ausgabedaten der LTS-Server: Die LTS-Server senden die Metadaten (siehe Kapitel 3.3.5, Sei-
te 31), wie in Abbildung 4.2(a) dargestellt, an alle MDS-Server. Die benötigte Bandbreite
steigt also mit jedem MDS-Server. Andererseits kann die benötigte Bandbreite je LTS-
Server verringert werden indem die Last auf mehr LTS-Server verteilt wird. Eine Skalie-
rung ist demzufolge möglich, allerdings entsteht Overhead durch die Verwendung weiterer
MDS-Server.
Ein weiterer Aspekt ist die Reduzierung der Datenmenge. Gesendet werden die Metada-
ten, während die Messwerte nicht zu den MDS-Servern übertragen werden. Abhängig von
der Anzahl der Messungen eines Jobs wird hierdurch eine erhebliche Reduzierung der zu
übertragenden Daten erreicht. Bleibt die Anzahl der MDS-Server gering, was auch bei ei-
ner großen Installation zu erwarten ist da diese hauptsächlich der Ausfallsicherheit dienen,
kann davon ausgegangen werden, dass dieser Engpass kaum zum Tragen kommt.
Eingabedaten der MDS-Server: Die MDS-Server benötigen die Metadaten über alle Jobs, für
die Monitoring-Daten vorhanden sind. Diese Daten werden, wie in Abbildung 4.2(b) visua-
lisiert, von allen LTS-Servern zu jedem MDS-Server übertragen. Die Datenmenge bzw. die
benötigte Bandbreite ist also abhängig von der Anzahl der beobachteten Jobs. Die Anzahl
der verschiedenen Server hat keinen Einfluss.
Wie auch im vorhergehenden Kapitel beschrieben, werden nur die Metadaten transferiert,
was die Datenmenge erheblich reduziert.
Speicherkapazität der MDS-Server: Die MDS-Server benötigen, wie bereits ausgeführt wurde,
alle Metadaten. Die zu speichernde Datenmenge wird also durch zusätzliche MDS-Server
nicht verringert. Dieser Aspekt ist demzufolge nicht skalierbar, da aber nur Metadaten
gespeichert werden wurde die Datenmenge drastisch reduziert.
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4.1.4 Detaillierte Analyse
Die Analysen aus Kapitel 4.1.2 und 4.1.3 sollen im Folgenden mathematisch untermauert wer-
den. Hierzu wurden Speicherbedarf 𝑆 und Netzwerklast 𝑁 anhand der Architekturbeschreibung
ermittelt. Diese Arbeiten sind in
M. Hilbrich & R. Müller-Pfefferkorn; Achieving scalability for job centric moni-
toring in a distributed infrastructure ; ARCS Workshops (G. Mühl, J. Richling,
& A. Herkersdorf, eds.); LNI, Bd. 200; GI; 2012; S. 481–492
publiziert. Die Ergebnisse sind hier zusammengefasst.
Für die Analyse wird eine symmetrische Installation angenommen. Dies bedeutet, dass alle Server
die gleiche Performance aufweisen, dass alle LTS-Server von derselben Anzahl an STS-Servern
mit Daten versorgt werden und dass alle STS-Server dieselbe Anzahl von Monitoring-Daten
verarbeiten müssen. Weiterhin werden die überwachten Jobs als uniform angenommen. Sie weisen
also dieselbe Laufzeit auf, verwenden dieselben Messintervalle und sind gleichmäßig auf die STS-
Server verteilt.
Die getroffenen Annahmen entsprechen sicher nicht einem realen System, vereinfachen die Ana-
lyse allerdings erheblich. Die beschriebene gleichmäßige Belastung der Server kann allerdings als
mögliche maximale Belastung verstanden werden. Weiterhin ist es nicht das Ziel der Analyse eine
konkrete Zahl zu bestimmen, die die maximale Belastbarkeit des Systems beschreibt. Ermittelt
wird ob verschiedene Aspekte der Infrastruktur prinzipiell skalierbar sind. Es soll also untersucht
werden, wie zusätzliche Server die Gesamtperformance beeinflussen, ob etwa die Verdoppelung
der Anzahl der LTS-Server auch die doppelte Performance ermöglicht.
4.1.4.1 Verwendete Variablen und Konstanten
Für die anschließenden Untersuchungen werden folgende Variablen und Konstanten verwendet.
𝑘𝑆_𝑚𝑜𝑛 ist der Speicherbedarf der Monitoring-Daten eines Jobs. Dieser ist abhängig von der
Datenmenge die bei einer einzelnen Messung anfällt, der Laufzeit des Jobs und dem Mess-
intervall. Aufgrund der getroffenen Annahmen sind diese Parameter fixiert und 𝑘𝑆_𝑚𝑜𝑛 ist
eine Konstante.
𝑘𝑆_𝑚𝑒𝑡𝑎 ist der Speicherbedarf der Metadaten eines Jobs.
𝑛𝑗𝑜𝑏𝑠 ist die Anzahl der gleichzeitig von der Monitoring-Infrastruktur überwachten Jobs.
𝑡𝑗𝑜𝑏 ist die Laufzeit eines Jobs.
𝑡ℎ𝑜𝑙𝑑 beschreibt die Zeitspanne die die Monitoring-Daten auf den LTS-Servern zur Analyse vor-
gehalten werden. Nach Ablauf dieser Zeitspanne werden die Daten gelöscht3.
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 ist das Verhältnis der Datenmengen von Metadaten und Monitoring-Daten
(𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 = 𝑘𝑆_𝑚𝑒𝑡𝑎/𝑘𝑆_𝑚𝑜𝑛).
𝑘1 fasst die Zeitspanne zum Vorhalten der Daten und die Laufzeit je Job zusammen
(𝑘1 = 𝑡ℎ𝑜𝑙𝑑/𝑡𝑗𝑜𝑏).
𝑘𝑁_𝑠𝑙𝑜𝑤 beschreibt die Verringerung der nutzbaren Netzwerkbandbreite unter Verwendung klei-
ner Pakete.
𝑘2 ist die Zusammenfassung verschiedener Parameter und berechnet sich als
𝑘2 =
𝑛𝑗𝑜𝑏𝑠
𝑡𝑗𝑜𝑏
·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
.
3Prinzipiell können die Daten auch permanent gespeichert werden, in diesem Fall kann allerdings keine obere
Schranke für den Speicherbedarf der LTS-Server angegeben werden.
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𝑡𝑠𝑒𝑎𝑟𝑐ℎ ist der zeitliche Abstand zwischen den Suchanfragen an einen MDS-Server.
𝑘𝑆_𝑠𝑒𝑎𝑟𝑐ℎ beschreibt die Datenmenge einer Suchanfrage an einen MDS-Server.
𝑛𝑓𝑜𝑢𝑛𝑑 beschreibt die Anzahl der Jobs die je Suche gefunden werden.
𝑘3 ist die Zusammenfassung verschiedener Parameter und ist definiert als 𝑘3 =
𝑘𝑆_𝑚𝑜𝑛·(𝑛𝑓𝑜𝑢𝑛𝑑+1)
𝑡𝑠𝑒𝑎𝑟𝑐ℎ
.
Außerdem werden verschiedene Variablen verwendet:
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 ist die Anzahl der STS-Server in der gesamten Infrastruktur.
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆 ist die Anzahl der LTS-Server in der gesamten Infrastruktur.
𝑛𝑆𝑇𝑆 gibt die Anzahl der STS-Server je LTS-Server an und kann als 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆/𝑛𝑎𝑙𝑙_𝐿𝑇𝑆 ausge-
drückt werden.
4.1.4.2 Speicherkapazität
Der Speicherbedarf eines STS-Servers (𝑆𝑆𝑇𝑆) ermittelt sich, basierend auf der uniformen Aus-
führung der Jobs und den bereits eingeführten Konstanten, folgendermaßen:
𝑆𝑆𝑇𝑆 = 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
(4.1)
Der benötigte Speicherbedarf ist also proportional zur Anzahl gleichzeitig laufender Jobs welche
je STS-Server verarbeitet werden müssen.
Für einen LTS-Server kann der Speicherbedarf (𝑆𝐿𝑇𝑆), ebenfalls basierend auf der uniformen
Ausführung der Jobs, wie folgt ermittelt werden:
𝑆𝐿𝑇𝑆 = 𝑛𝑆𝑇𝑆 · 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(4.2)
Es besteht eine Proportionalität zur Anzahl der angeschlossenen STS-Server und der Anzahl der
Jobs je STS-Server.
Äquivalent zum LTS-Server ergibt sich der Speicherbedarf eines MDS-Servers (𝑆𝑀𝐷𝑆). Es werden
allerdings ausschließlich die Metadaten gespeichert:
𝑆𝑀𝐷𝑆 = 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(4.3)
Die Formeln 4.1, 4.2 und 4.3 werden mittels der definierten Konstanten (Kapitel 4.1.4.1) umge-
stellt. Weiterhin wird die Annahme getroffen, dass die Monitoring-Daten erheblich mehr Spei-
cherplatz belegen als die Metadaten (𝑘𝑆_𝑚𝑜𝑛 ≫ 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎). Die Metadaten umfassen etwa
dieselbe4 Speichermenge wie die Monitoring-Daten einer einzelnen Messung zu einem Zeitpunkt.
Bei Jobs für die viele Monitoring-Messungen durchgeführt werden, weil diese lange laufen oder
ein geringes Messintervall aufweisen, ist diese Annahme realistisch. Damit kann der Speicher-
bedarf, hergeleitet nach Anhang A.4, für STS-, LTS- und MDS-Server wie folgt approximiert
werden:
𝑆𝑆𝑇𝑆 ≈ 𝑛𝑗𝑜𝑏𝑠 · 𝑘𝑆_𝑚𝑜𝑛 (4.4)
𝑆𝐿𝑇𝑆 ≈
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑆𝑆𝑇𝑆 · 𝑘1 (4.5)
4Der Speicherbedarf ist abhängig von der konkreten Gestalt der Daten und Metadaten. Besonders die enthal-
tenen Textfelder ermöglichen eine Varianz des Datenvolumens. In den untersuchten Messungen hat sich aber
bestätigt, dass der Metadatensatz dem Volumen einer Messung entspricht.
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𝑆𝑀𝐷𝑆 ≈ 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑆𝑆𝑇𝑆 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 · 𝑘1 (4.6)
Diese Formeln zeigen die benötigte Speicherkapazität in Abhängigkeit verschiedener Parameter.
Für den STS-Server ist die Anzahl der zu beobachtenden Jobs, welche mittels dieses Servers
verarbeitet werden, relevant.
Der Speicherbedarf des LTS-Servers ist direkt abhängig vom Speicherbedarf des STS-Servers. Die
Konstante 𝑘1 erhöht den Speicherbedarf (basierend auf dem Speicherbedarf des STS-Servers).
Abhängig von der Zeit, die die Daten vorgehalten werden sollen, wird ein Faktor im Bereich
von 10 bis 1000 erwartet, also das die Monitoring-Daten der Jobs viel länger aufbewahrt wer-
den als die Laufzeit des Jobs selbst. Ist die Laufzeit beispielsweise acht Stunden und werden
die Monitoring-Daten sechs Wochen aufgehoben ergibt sich die Konstante 𝑘1 = 6·7·248 = 126.
Durch die Installation zusätzlicher LTS-Server kann der Speicherbedarf je Server (proportional
zur Anzahl der LTS-Server) gesenkt werden.
Der Speicherbedarf von MDS-Servern kann nicht durch die Installation weiterer Server verringert
werden. Positiv wirkt sich der Faktor 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 aus, also das Verhältnis von Monitoring-Daten
zu Metadaten. Dieser verringert den Speicherbedarf etwa um den Faktor 100 bis 1000. Bei einer
Laufzeit der Jobs von acht Stunden, einer Messung aller fünf Minuten und der Annahme, dass
die Monitoring-Daten einer Messung der Datenmenge der Metadaten entsprechen, ergibt sich
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 =
8·60
5 = 96.
4.1.4.3 Netzwerkbandbreite zum Speichern der Monitoring-Daten
Neben der vorhandenen maximalen Netzwerkbandbreite müssen auch Faktoren berücksichtigt
werden, die dazu führen, dass nur ein Bruchteil dieser Bandbreite genutzt werden kann. Dies ist
vor allem bei der Übermittlung kleiner Datenpakete zu berücksichtigen, z.B. bei der Übertra-
gung der Monitoring-Daten von den Jobs zu den STS-Servern. Durch die geringe Datenmenge
je Kommunikationsvorgang ist es möglich, dass (Jumbo-)Frames nicht gefüllt werden können,
weshalb das Netzwerkprotokoll die verfügbare Bandbreite nicht vollständig nutzen kann. Auch
der Aufbau der Verbindung und das Aushandeln der möglichen Übertragungsgeschwindigkeit
nehmen im Verhältnis zum Datentransfer einen höheren Anteil ein und verringern die erreich-
bare Transferrate. Weiterhin ist eine Authentifizierung und Autorisierung erforderlich, um eine
Verschlüsselung für die Datenübertragung aufzubauen. Wird nur eine geringe Datenmenge über-
tragen, fallen auch diese Vorgänge ins Gewicht. Zur Berücksichtigung dieser Faktoren wird die
Konstante 𝑘𝑁_𝑠𝑙𝑜𝑤 ≤ 1 eingeführt. Diese repräsentiert die Verringerung der nutzbaren Netzwerk-
bandbreite.
Mittels der in Kapitel 4.1.4.1 (Seite 51) beschriebenen Konstanten und der Architekturbeschrei-
bung (Kapitel 3.3, Seite 25) können die benötigten Bandbreiten nach Kapitel A.2 (Seite 187)
hergeleitet werden:
Bandbreite der von einem STS-Server empfangenen Daten:
𝑁𝑆𝑇𝑆_𝑖𝑛 = 𝑘𝑁_𝑠𝑙𝑜𝑤 · 𝑘2 (4.7)
Bandbreite der von einem STS-Server gesendeten Daten:
𝑁𝑆𝑇𝑆_𝑜𝑢𝑡 = 𝑘2 (4.8)
Bandbreite der von einem LTS-Server empfangenen Daten:
𝑁𝐿𝑇𝑆_𝑖𝑛 =
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘2 (4.9)
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Bandbreite der von einem LTS-Server gesendeten Daten:
𝑁𝐿𝑇𝑆_𝑜𝑢𝑡 ≈ 𝑛𝑎𝑙𝑙_𝑀𝐷𝑆 ·
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘2 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 (4.10)
Bandbreite der von einem MDS-Server empfangenen Daten:
𝑁𝑀𝐷𝑆_𝑖𝑛 ≈ 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑘2 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 (4.11)
Gleichung 4.7 und 4.8 zeigen, dass die benötigte Netzwerkbandbreite des STS-Servers durch
die überwachten Ressourcen bestimmt wird. Weiterhin ist die Bandbreite auf der Eingabeseite
aufgrund der Konstante 𝑘𝑁_𝑠𝑙𝑜𝑤 kritischer als bei der Ausgabe der Daten an den LTS-Server.
Die benötigte Bandbreite der LTS-Server ist antiproportional zu deren Anzahl, wie die Gleichun-
gen 4.9 und 4.10 zeigen. Dies entspricht einer Skalierung ohne Overhead.
Der MDS-Server weist bezüglich der Netzwerkbandbreite (Gleichung 4.11) ähnliche Limitierun-
gen auf wie bezüglich des Speicherbedarfs (Gleichung 4.6). Positiv wirkt sich auch hier der Faktor
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 aus, der die Last erheblich verringert.
4.1.4.4 Netzwerkbandbreite zum Zugriff auf die Monitoring-Daten
Der Zugriff auf die Monitoring-Daten erfolgt mittels LTS-Server, da dieser die Daten speichert.
Zuvor muss der genaue Speicherort der Daten ermittelt werden. Hierzu werden die MDS-Server
verwendet.
Unter der Annahme, dass die Analyse ausschließlich post mortem erfolgt, also nach Beendigung
des Jobs und der Speicherung der Monitoring-Daten auf einem LTS-Server, wird der STS-Server
zum Zugriff auf die Monitoring-Daten nicht benötigt. Der Ablauf beim Zugriff auf Daten von
noch laufenden Jobs (Online Monitoring) ist in Kapitel 3.3.6.1 (Seite 31) und Kapitel 3.5.2.6
(Seite 44) beschrieben. Da der Fokus dieser Arbeiten auf dem Vergleich vieler abgearbeiteter
Jobs liegt (siehe Kapitel 5, Seite 69), wird die zeitnahe Analyse hier nicht betrachtet.
Suchanfragen werden im Intervall von 𝑡𝑠𝑒𝑎𝑟𝑐ℎ gestellt. Es wird also eine gleichmäßige Last an-
genommen, die auch als maximale Belastung der Monitoring-Infrastruktur verstanden werden
kann. Eine Anfrage umfasst die Datenmenge 𝑘𝑆_𝑠𝑒𝑎𝑟𝑐ℎ, was etwa dem Volumen der Metadaten
eines Jobs entspricht. Die Antwort auf eine Suche ist eine Liste, deren Länge die Anzahl der
gefundenen Jobs (𝑛𝑓𝑜𝑢𝑛𝑑) ist, wobei jeder Job durch seine Metadaten (𝑘𝑆_𝑚𝑒𝑡𝑎) repräsentiert
wird.
Unter Verwendung des Faktors 𝑘3 =
𝑘𝑆_𝑚𝑜𝑛·(𝑛𝑓𝑜𝑢𝑛𝑑+1)
𝑡𝑠𝑒𝑎𝑟𝑐ℎ
ergibt sich (siehe Herleitung im An-
hang A.3) folgende Bandbreite:
𝑁𝑀𝐷𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 ≈
𝑘𝑆_𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
𝑛𝑎𝑙𝑙_𝑀𝐷𝑆
· 𝑘3 (4.12)
Auf den LTS-Servern werden alle Daten (Monitoring-Daten und Metadaten) eines Jobs abge-
fragt. Dies geschieht im Intervall von 𝑡𝑠𝑒𝑎𝑟𝑐ℎ für die Daten von 𝑛𝑓𝑜𝑢𝑛𝑑 Jobs. Weiterhin wird
angenommen, dass die Anfragen gleichmäßig über alle LTS-Server verteilt sind. Unter der be-
reits verwendeten Aussage 𝑘𝑆_𝑚𝑜𝑛 ≫ 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 und der Voraussetzung, dass viele Jobs eine
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Suche erfüllen5 (𝑛𝑓𝑜𝑢𝑛𝑑 ≫ 1), ergibt sich (siehe Anhang A.3) folgende Bandbreite.
𝑁𝐿𝑇𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 ≈
1
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘3 (4.13)
Die Gleichungen 4.12 und 4.13 weisen eine Antiproportionalität zur Anzahl der LTS- bzw. MDS-
Server auf. Zusätzliche Server in der entsprechenden Schicht verringern also die Bandbreite je
Server. Der Unterschied zwischen beiden Formeln ist der Faktor 𝑘𝑆_𝑚𝑜𝑛_𝑚𝑒𝑡𝑎. Wird also eine
ähnliche Bandbreite für beide Servertypen angestrebt, so ist die Anzahl der MDS-Server im
Vergleich zu den LTS-Servern geringer zu wählen.
4.1.5 Zusammenfassung der theoretischen Skalierbarkeit
Basierend auf der Analyse von Kapitel 4.1.2 (Seite 48) und Kapitel 4.1.3 (Seite 50), welche im
Kapitel 4.1.4 (Seite 51) untermauert wurde, kann die Skalierbarkeit der verschiedenen Kompo-
nenten bezüglich Speicherplatz und Bandbreite mit Tabelle 4.1 zusammengefasst werden.
Speicherplatz
Bandbreite
Eingabe Ausgabe Datenzugriff
STS 2 2 2 =
LTS 2 2 2 2
MDS   = 2
Tabelle 4.1: Theoretische Skalierbarkeit der Monitoring-Infrastruktur SLAte in der Übersicht. 2 steht für ideal
skalierbar, 2 für skalierbar aber nicht frei von Overhead,  für nicht skalierbare aber geringe Datenmenge (durch
Verwendung von Metadaten) und 4 für nicht skalierbar. Ist die Art des Datentransfers auf dem entsprechenden
Servertyp keine normale Betriebsart, ist dies als = dargestellt.
Die STS-Schicht ist in jeder Hinsicht skalierbar. Die LTS-Schicht ist skalierbar, weist allerdings
einen Overhead bei der Übertragung der Metadaten an die MDS-Server auf. Die MDS-Server
können bezüglich der Anforderungen an Eingabebandbreite und Speicherbedarf nicht skaliert
werden. Durch die Verwendung von Metadaten wurde die Last allerdings signifikant reduziert.
Alle weiteren Aspekte sind ohne Overhead skalierbar. Vorschläge zur Vermeidung der verbliebe-
nen Engpässe werden in Kapitel 4.3 (Seite 64) dargestellt.
4.2 Auf Messungen basierte Untersuchungen des Prototypen
SLAte
4.2.1 Ziele der Untersuchungen
Im Rahmen der theoretischen Analyse haben sich Eigenschaften herausgestellt, die zur Skalier-
barkeit beitragen. Konkret, dass ein LTS-Server aufgrund der effizienteren Datenübertragung
mehr Monitoring-Daten bewältigen kann als ein STS-Server. Außerdem ist nachzuweisen, dass
die Reduzierung der Datenmenge, indem nur Metadaten zu den MDS-Servern übertragen werden,
dafür sorgt, dass ein MDS-Server mehr Jobs bewältigen kann als ein LTS- oder STS-Server.
Zur Untersuchung werden die Server einzeln auf ihre Leistungsfähigkeit hin überprüft. Hierzu
wird eine pessimistische Annahme über die Ausführungsumgebung der Server getroffen. Es wird
5Es ist davon auszugehen, dass auf die Daten eines Tages oder längerer Intervalle gemeinsam zugriffen wird um
zu analysieren, ob es in diesem Zeitintervall Auffälligkeiten bei der Abarbeitung der Jobs gab.
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davon ausgegangen, dass alle Server der Infrastruktur unter hoher Last stehen. Dies wirkt sich
insbesondere auf den Datentransfer zu den Servern der nächsten Schicht aus. Das sich in der
Praxis günstigere Szenarien mit höherer Performance für die Server ergeben können bleibt im
Folgenden unberücksichtigt.
Für die folgenden Untersuchungen wird jeweils die Messung mit der maximal ermittelten Per-
formance dargestellt. Messungen mit höherer Last wurden ebenfalls durchgeführt, diese führen
zum Absturz der Server, Datenverlust bei der Übertragung der Daten und somit zu geringerer
Performance.
4.2.2 Eingesetzte Hard- und Software
Fragestellung der folgenden Messungen ist die Überprüfung der theoretischen Untersuchungen.
Die konkrete Performance ist dabei von untergeordnetem Interesse. Daher muss keine aktuelle,
leistungsfähige Hardware für die Untersuchungen eingesetzt werden. Für die Installation von
GT4 und den Komponenten STS-, LTS-, bzw. MDS-Server wurde ein dediziertes System, welches
im Rahmen der Grid-Komponenten zur Verfügung stand, als Messumgebung gewählt. Hierbei
handelte es sich um eine Sun Fire X4100 [Sun09] mit einem Dual Core Opteron 256 von
AMD® der auf 3,0𝐺𝐻𝑧 getaktet ist, 8𝐺𝐵 DDR Arbeitsspeicher und einen Netzwerkanschluss
mit Gigabit Ethernet aufwies.
Zur Einordnung der Performance soll hier nur erwähnt werden, dass der Opteron 256 im Mai
2006 veröffentlicht wurde. Die CPU gehört wiederum zur Troy-Serie, welche bereits 2004 ver-
fügbar war. Ein vergleichbares aber leistungsfähigeres System ist die Sun Fire X4600 [Sun11]
mit insgesamt 16 CPU-Cores (acht Dual Core Opteron 885 ) getaktet auf 2,6𝐺𝐻𝑧, 32𝐺𝐵
DDR Arbeitsspeicher und 10-Gigabit Ethernet Anschluss. Diese Hardware wurde produktiv als
GT4-Server verwendet. Bei diesen Systemen war immer wieder zu beobachten, dass bereits das
Abschicken von 500 bis 1000 Jobs zur Überlastung führen kann. Selbst ein noch leistungsfähig-
eres System, das Frontend des Clusters Emilia mit einem acht Core Xeon® X5365 von Intel®
mit 3,0𝐺𝐻𝑧 getaktet, 16𝐺𝐵 DDR2 Arbeitsspeicher und 10-Gigabit Ethernet Anschluss, zeigt
dieses Verhalten ab etwa 1000 Jobs. Dies soll bei der Betrachtung der im Folgenden repräsentier-
ten Performance-Daten berücksichtigt werden. Zum Erzeugen der Last wurden weiterhin Teile
einer SGI® Altix® ICE 8200EX genutzt.
Als Betriebssystem wurde eine freie Linux-Distribution gewählt. Es wurde Debian 6.0.7 alias
Squeeze [squ11, squ13] für die x86-64 Architektur (amd64 ) eingesetzt. Der Kernel wurde in
der Version 2.6.32 (Paket linux-image-2.6.32-5-amd64 ) installiert. Java wurde aus dem Debian-
Repository bezogen. Hierzu kamen die Pakete sun-java6-jre und sun-java6-jdk in der Version
6.26.0squeeze1 zum Einsatz. Es wird also Java 1.6.0 verwendet. GT4 wurde aus dem Quellcode
in der Version 4.0.8 übersetzt.
4.2.3 Konzeption der Untersuchungen
Die folgenden Untersuchungen beziehen sich auf den Test der Einzelkomponenten. Hierzu werden
jeweils die Eingabedaten für eine Komponente zur Simulation vorbereitet, anschließend dupli-
ziert, um die Last für die Messungen anzupassen, und abgespielt.
Zunächst wurde der STS-Server (siehe Kapitel 3.3.6, Seite 31) in Kapitel 4.2.4 untersucht. Der
verwendete Beispieljob weist eine Laufzeit von acht Stunden auf. Konkret wurde CKM (siehe
Kapitel 5.3.1.1, Seite 72) verwendet. Die Auswertung des Jobs selbst ist für die Untersuchung des
STS-Servers allerdings unerheblich. Daher wird das Aufnehmen der Monitoring-Daten für diesen
Job nur einmalig durchgeführt. Die Daten wurden persistent gespeichert und gleichzeitig die
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Zeitpunkte aller Übertragungen zum STS-Server aufgezeichnet. Basierend auf den gespeicherten
Monitoring-Daten und den Zeit-Informationen kann anschließend der MonSuite-Klient genutzt
werden, um die Daten an den STS-Server zu senden, ohne das der Job erneut ausgeführt werden
muss.
Da auf die eigentliche Ausführung des Jobs verzichtet wird, können mit einem CPU-Core die
Monitoring-Daten mehrmals abgespielt werden. Somit ist es möglich mehr Jobs zu simulieren als
tatsächlich CPU-Cores zum Abspielen der Monitoring-Daten allokiert werden. Die einzelnen STS-
Server arbeiten unabhängig voneinander. Daher ist es nicht nötig mehrere STS-Server parallel
zu untersuchen.
Für die Untersuchung des LTS-Servers (siehe Kapitel 3.3.7, Seite 33) ist es nötig die Ausgabedaten
der STS-Server zu nutzen. Um eine Messung durchzuführen sollen aber nicht mehrere STS-Server
und deren Versorgung mit Monitoring-Daten ausgeführt werden. Daher wurden die Ausgabedaten
des STS-Servers abgegriffen. Diese Daten können mit dem STS-Klienten, der zur Simulation des
STS-Servers erstellt wurde, abgespielt werden.
Dazu wurde der STS-Server instrumentiert und alle Daten, die zum LTS-Server übertragen wer-
den, auch persistent als Datei gespeichert. Da die Daten serialisierte Java-Objekte sind, ist zur
Speicherung in Dateien keine Änderung der Kodierung nötig. Der STS-Klient kann diese Daten
direkt einlesen und senden. Neben der Ermittlung der Daten muss auch das zeitliche Verhalten
protokolliert werden. Hierzu wird der Zeitpunkt jeder Kommunikation zum LTS-Server erfasst
und aufgezeichnet. Aufgrund der höheren Last durch das zusätzliche Speichern der Daten ist die
Performance des STS-Servers reduziert (im Vergleich zu Kapitel 4.2.4).
Die zuvor aufgenommenen Daten des STS-Servers können mittels einem oder mehrerer STS-
Klienten koordiniert wiedergegeben werden. Dabei ist auch das Duplizieren der Daten möglich.
Bei der Duplizierung werden mehrere Anfragen quasi zeitgleich zum LTS-Server gesendet. Die
entsprechenden Untersuchungen des LTS-Servers sind in Kapitel 4.2.5 (Seite 58) dargestellt.
Zur Untersuchung des MDS-Servers (siehe Kapitel 3.3.8, Seite 34) wurden die LTS-Server si-
muliert. Dies wurde analog zur Instrumentierung des STS-Servers durchgeführt. So kann die
Datenmenge erhöht werden, indem die Daten mehrfach an den MDS-Server gesendet werden.
Die Ergebnisse der Messungen sind in Kapitel 4.2.6 (Seite 62) dargestellt.
4.2.4 Übertragung der Monitoring-Daten vom Klienten zum STS-Server
Für die Untersuchung des STS-Servers wird die Anzahl der Jobs über maximal sieben Stunden
langsam erhöht. Dabei werden die Jobs annähernd gleich verteilt gestartet. Anschließend werden
etwa weitere acht Stunden benötigt, bis der letzte Job beendet ist. So steigt die Anzahl der Jobs
über etwa sieben Stunden, anschließend ist die Anzahl der Jobs für ca. eine Stunde maximal
und sinkt daraufhin wieder. Dabei wird überprüft, dass der STS-Server nicht überlastet wird.
Sollte dies auftreten kommt GT4 in einen Zustand, in dem weitere Daten kaum noch bearbeitet
werden können. Weiterhin wird überprüft, dass während eines Experimentes alle Daten an den
LTS-Server übertragen werden.
Um eine realistische Messung zu gewährleisten wird ein LTS-Server benötigt, der ebenfalls unter
hoher Last steht, wobei sich in Voruntersuchungen die CPU-Last und nicht die Netzwerkband-
breite als limitierender Faktor erwiesen hat. Dies erhöht die Zeit für die Übertragung der Anfragen
vom STS-Server und muss auch in der Praxis berücksichtigt werden. Daher wird der LTS-Server
für die Messungen auf derselben Hardware ausgeführt. Ein MDS-Server wird nicht eingesetzt.
Insgesamt konnten maximal 276 Jobs genutzt werden. Diese werden innerhalb von ca. 7 Stunden
gestartet. Anschließend senden alle 276 Jobs für etwa eine Stunde Monitoring-Daten bis nach 8
Stunden die ersten Jobs abgearbeitet sind. Zu diesem Zeitpunkt beginnt auch die Übertragung
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der Monitoring-Daten zum LTS-Server. Nach etwa 15 Stunden wurde der letzte Job beendet
und alle Monitoring-Daten an den LTS-Server versendet. Diese Messung ist in Abbildung 4.3
dargestellt. Eine höhere Anzahl an Jobs führt aufgrund der verwendeten limitierten Hardware,
zur Überlastung des verwendeten STS-Servers und zum Datenverlust.
Die Übertragung der Datenpakete von je 0,4 𝑘𝐵 mit den einzelnen Messungen, des MonSuite-
Klienten zum STS-Server, ist in Abbildung 4.4 dargestellt. Da für jeden Job eine Vielzahl von
Messungen ausgeführt wird, ist die Anzahl der übertragenen Einzelmessungen viel höher als
die Anzahl der beobachteten Jobs aus Abbildung 4.3. Es werden insgesamt 22.131 Pakete vom
STS-Server empfangen.
Die Datenrate ist während des Experimentes nicht konstant, sonst würde Abbildung 4.4 einen
linearen Verlauf zeigen. Während die Anzahl der Jobs zunimmt (siehe Abbildung 4.3), steigt
die Anzahl der übertragenen Einzelmessungen überlinear, die Datenrate nimmt also zu. Nach
sieben Stunden, bei maximaler Anzahl von Jobs, ist der Anstieg (die Datenrate) maximal. Nach
acht Stunden ist ein unterlineares Verhalten, also eine sinkende Datenrate zu erkennen. Dieses
Verhalten entspricht den Erwartungen. Bei der weiteren Erhöhung der Anzahl der Jobs bricht
die Datenrate während der ersten acht Stunden ein und es kommt zum Datenverlust, aufgrund
eines Absturzes des STS-Servers.
Ebenfalls dargestellt ist die Anzahl der vom STS- zum LTS-Server übertragenen Metadaten
von je 2,4 𝑘𝐵. Für jeden Job werden die Metadaten nur einmal gesendet, daher ist die Anzahl
wesentlich geringer als die Anzahl der einzelnen Datenpakete. Da die Metadaten jeweils zu Beginn
der Beobachtung des Jobs übertragen werden, ist das Maximum bereits nach etwa 7 Stunden
erreicht. Zusammen mit der Anzahl der zum LTS-Server übertragenen Jobs (Abbildung 4.3)
wird so überprüft, dass alle Daten vom LTS-Server empfangen wurden und kein Datenverlust
aufgetreten ist.
Die Anzahl der, vom MonSuite-Klienten zum STS-Server, übertragenen Pakete mit Monitoring-
Daten veranschaulicht auch Abbildung 4.5. Für diese Abbildung wurde für jede Minute die
Anzahl der vom STS-Server empfangenen Pakete mit Monitoring-Daten aufsummiert und dar-
gestellt. Auch in diesem Diagramm ist die bereits beschriebene, grobgranulare Änderung der
Datenrate zu erkennen. Weiterhin ist auch eine extrem kleingranulare Schwankung über die ge-
samte Zeit der Messung zu sehen. So gibt es auch immer wieder Zeiträume, in denen keine Daten
übertragen werden. Diese hohe Schwankung entsteht, da keine Koordinierung der Datenübertra-
gungen erfolgt.
Der LTS-Server, als für die Speicherung der Monitoring-Daten zuständige Komponente, zeigt wie
viele Jobs mit einem Server bewältigt werden können. Diese Information kann auf eine zentrale
Infrastruktur übertragen werden, wobei zu berücksichtigen ist, dass die Monitoring-Daten zur
effizienteren Übertragung bereits auf den STS-Servern zu größeren Paketen zusammengefasst
wurden. Weiterhin wäre bei einer zentralen Infrastruktur auch die Suche nach Jobs auf diesem
Server zu realisieren. Die Leistungsfähigkeit des LTS-Servers kann daher als Anhaltspunkt für
die Grenzen einer zentralen Monitoring-Infrastruktur unter Verwendung der vorgestellten Hard-
ware und der Verwendung von GT4 als Web-Service und zur Authentifikation und Autorisation
herangezogen werden. Mit 276 Jobs ist der zentrale Ansatz nicht für eine Umgebung wie D-Grid
geeignet.
4.2.5 Übertragung der Monitoring-Daten von STS- zum LTS-Server
Die Untersuchung des LTS-Servers basiert auf den Szenarien für den STS-Server von Kapi-
tel 4.2.4.
Die Monitoring-Daten der Jobs werden für diesen Test nicht direkt genutzt. Es wird der STS-
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Abbildung 4.3: STS-Server: Anzahl der gerade auf dem LTS-Server zu bearbeitenden Jobs (rot) und Anzahl der
Jobs, deren Daten vollständig auf den LTS-Server übertragen wurden (grün), in Abhängigkeit von der Zeit.
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Abbildung 4.4: STS-Server: Gesamtzahl der im Experiment empfangenen Monitoring-Daten von Einzelmessungen
(blau) und Gesamtzahl der empfangenen Metadatenpakete (cyan) wie sie zu Beginn eines Jobs vom Klienten
gesendet werden, in Abhängigkeit von der Zeit.
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Abbildung 4.5: STS-Server: Anzahl der empfangenen Monitoring-Daten von Einzelmessungen, in Abhängigkeit
von der Zeit. Diese wurden für jede Minute der Messungen aufsummiert.
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Klient verwendet, der die Ausgabedaten von STS-Servern abspielt. Für jeden Job wird auf dem
LTS-Server ein Objekt angelegt, welches die Suche nach nicht beendeten Jobs ermöglicht. Ver-
anlasst wird das zu Beginn des Jobs durch den STS-Server. Dieses Objekt (je Job) bleibt, bis
alle Daten gespeichert sind, im Status „in Bearbeitung“. Die entsprechende Messung ist in Ab-
bildung 4.6 dargestellt. Die Kurve für die Jobs in Bearbeitung ähnelt der für den STS-Server
aus Abbildung 4.3. Sie zeigt, dass die Anzahl der Jobs über 7,5 Stunden steigt und anschließend
fällt.
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Abbildung 4.6: LTS-Server: Anzahl der Jobs in Bearbeitung (Metadaten übertragen, aber keine Monitoring-Daten)
in rot und Anzahl der Jobs die abgeschlossen und persistent gespeichert wurden (Metadaten und Monitoring-Daten
wurden übertragen) in grün, in Abhängigkeit von der Zeit.
Der LTS-Server kann mit bis zu 826 Jobs gleichzeitig belastet werden, dies ist die Messung in
Abbildung 4.3. Die maximale Anzahl der Jobs in Bearbeitung ist etwas höher als die Anzahl der
gespeicherten Jobs im dargestellten Zeitraum des Experiments. Das ist der Tatsache geschuldet,
dass einige der ersten Übertragungen zur Speicherung der Monitoring-Daten abgebrochen wurden
und erst später wiederholt werden. Es zeigt auch, dass der LTS-Server an seiner Leistungsgrenze
betrieben wurde, es aber nicht zu dauerhaften Problemen durch Überlast, die nur mit einem
Neustart behoben werden können, gekommen ist. Bei einer höheren Anzahl von Jobs wird der
Server überlastet und es kommt zu Datenverlust analog zur Überlastung des STS-Servers.
Mit 826 bearbeiteten Jobs kann der LTS-Server mehr Jobs als der STS-Server (mit 276) gleich-
zeitig bearbeiten. Dies entspricht den Erwartungen aus der theoretischen Untersuchung (siehe
Kapitel 4.1.4.3, Seite 53), die mit dem Faktor 1𝑘𝑁_𝑠𝑙𝑜𝑤 eine Erhöhung der Bandbreite durch die
effizientere Übertragung der Daten in größeren Paketen vorhersagt. Mit Formel 4.7 und 4.9 kann
𝑘𝑁_𝑠𝑙𝑜𝑤 =
276
826 = 0,33 für die Experimente ermittelt werden.
Wurde ein Job beendet so überträgt der STS-Server alle Monitoring-Daten des Jobs gemeinsam
an den LTS-Server, diese umfassen je 112,5 𝑘𝐵. Die Anzahl der Jobs für die die Monitoring-Daten
gespeichert wurden, ist in Abbildung 4.6 dargestellt und beschreibt die Leistungsfähigkeit des
Servers. Die Monitoring-Daten des ersten Jobs werden nach etwa acht Stunden gesendet. Nach
dem Transfer der Daten für einen Job ist dieser auf dem LTS-Server auch nicht mehr im Status
„in Bearbeitung“ sondern persistent gespeichert.
Die Metadaten der Jobs, also jeweils eine Datenmenge von 2,4 𝑘𝐵, werden bereits zu Beginn der
Jobs an den MDS-Server, der auf derselben Hardware ausgeführt wird um einen belasteten MDS-
Server zu berücksichtigen, übertragen. Das die Metadaten entsprechend übertragen wurden, zeigt
Abbildung 4.7.
Das weder die Monitoring-Daten noch die Metadaten kontinuierlich übertragen wurden, ist be-
reits an der treppenförmigen Struktur in den Abbildungen 4.6 und 4.7 zu erkennen. Da unter
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Abbildung 4.7: LTS-Server: Anzahl der zum MDS-Server übertragenen Metadatenpakete, was der Anzahl der
gestarteten Jobs entspricht, in Abhängigkeit von der Zeit.
realen Verhältnissen nicht mit einem kontinuierlichen Transfer zu rechnen ist, wurden auch hier
die Daten nicht gleichmäßig von den LTS-Klienten gesendet. Beim Duplizieren der Daten wurde
kein zeitlicher Offset eingefügt. Dies führt dazu, dass die Daten mehrerer Jobs praktisch zeitgleich
an den LTS-Server übertragen werden. Dieses Timing wird vom LTS-Server bei dem Transfer
der Metadaten an den MDS-Server beibehalten.
Genauer ist das zeitliche Verhalten in den Abbildungen 4.8 und 4.9 dargestellt. Es zeigt die
über eine Minute aufsummierte Anzahl der Metadaten und Einzelmessungen, die aber für jeden
Job gemeinsam gesendet werden. Die Übertragung der Monitoring-Daten erfolgte erst nach ca.
acht Stunden, wie bereits Abbildung 4.6 zeigt. Weiterhin ist der Transfer sehr ungleichmäßig6.
In vielen Zeiträumen werden keine Daten empfangen in anderen sehr viele. Im Vergleich zu
Abbildung 4.5 zeigt sich weiterhin, dass die Übertragung der Monitoring-Daten in größeren
Paketen (siehe Kapitel 3.3.7.1, Seite 33) zu einer erheblich höheren Datenrate führt.
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Abbildung 4.8: LTS-Server: Anzahl der empfangenen Einzelmessungen, in Abhängigkeit von der Zeit. Diese wurden
für jede Minute der Messungen aufsummiert.
6In Abbildung 4.8 wird immer das Ende einer Datenübertragung dargestellt. Die Übertragung eines Datenpa-
ketes kann bis zu zehn Sekunden dauern, dies ist geringer als das Intervall von einer Minute, über das die
Übertragungen aufsummiert werden. Da jeweils über mehrere Minuten kein Datentransfer beendet wird, kann
auch unter Einbeziehung der gesamten Übertragungszeit die Aussage aufrecht erhalten werden, dass die Daten-
übertragung der Monitoring-Daten sehr ungleichmäßig ist. Das gilt analog für die Metadaten in Abbildung 4.9,
wobei ein Datentransfer weniger als 0,1 Sekunde dauert.
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Abbildung 4.9: LTS-Server: Anzahl der empfangenen Metadatenpakete, in Abhängigkeit von der Zeit. Diese wur-
den für jede Minute der Messungen aufsummiert.
4.2.6 Übertragung der Metadaten vom LTS- zum MDS-Server
Zum MDS-Server werden, durch den LTS-Server, nur die Metadaten, also 2,4 𝑘𝐵 je Job, gesen-
det. Die Monitoring-Daten werden nicht auf dem MDS-Server gespeichert. Daher gibt es keinen
Zustand wie „in Bearbeitung“, wie er für den STS-Server in Abbildung 4.3 und den LTS-Server
in Abbildung 4.6 dargestellt ist. Sobald die Metadaten erfolgreich übertragen und persistent
gespeichert sind, ist die Aufgabe des MDS-Servers für den entsprechenden Job erfüllt.
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Abbildung 4.10: MDS-Server: Anzahl der auf dem MDS-Server übertragenen Metadatenpakete (rot), was der
Anzahl der bearbeitenden Jobs entspricht, in Abhängigkeit von der Zeit.
Abbildung 4.10 zeigt, dass der MDS-Server mit 20.470 Jobs belastet werden kann. Das ist die
Anzahl der nach acht Stunden transferierten Metadaten. Die aufgrund der hohen Last stark
verzögerten Übertragungen im Anschluss werden nicht berücksichtigt. Eine Belastung mit den
Metadaten weiterer Jobs führt zur Überlastung und somit zum Absturz des MDS-Servers.
Die Anzahl der Jobs, für die Metadaten übertragen wurden, entspricht etwa der Anzahl von
Einzelmessungen zu einem bestimmten Zeitpunkt eines Jobs, die an den STS-Server übertragen
werden können (siehe Abbildung 4.4). Dies veranschaulicht, wie die Leistungsfähigkeit der ge-
samten Infrastruktur mittels Datenreduktion, da nur Metadaten aber keine Messwerte auf die
MDS-Server übertragen werden, von 276 auf 20.470 Jobs gesteigert wird obwohl die Datenmenge
für beide Server etwa gleich ist.
Auch für den MDS-Server ist eine ungleichmäßige Übertragung der Daten festzustellen. In Ab-
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Abbildung 4.11: MDS-Server: Anzahl der empfangenen Monitoring-Metadatenpakete, in Abhängigkeit von der
Zeit. Diese wurden für jede Minute der Messungen aufsummiert.
bildung 4.10 zeigt sich das an der Treppenstruktur. In Abbildung 4.11, welche die Anzahl der
empfangenen Metadaten je Minute zeigt, ist dies noch deutlicher. Es gibt Zeiten, in denen keine
Metadaten transferiert werden, und Zeiten mit Datenübertragung in direkter Nachbarschaft.
4.2.7 Zusammenfassung und Vergleich der Messergebnisse
Die Untersuchungen für den STS-, LTS-, MDS-Server sind für Einzelkomponenten ausgeführt.
Die Prinzipien auf denen die Skalierbarkeit beruht, konnten aber auch in der Praxis bestätigt
werden.
Verschiedene STS-Server beeinflussen sich nicht, da sie nicht miteinander kommunizieren. Für
den LTS-Server wurde eine maximale Darenrate ermittelt, wie viele STS-Server genutzt werden
um diese zu erzeugen ist dabei nachrangig. So kann direkt ermittelt werden wie viele STS-Server
an einen LTS-Server angeschlossen werden können. Der STS-Server bewältigt nach Kapitel 4.2.4
(Seite 57) bis zu 276 Jobs. Der LTS-Server ist aufgrund der performanteren Datenübertragung
leistungsfähiger und bewältigt nach Kapitel 4.2.5 (Seite 58) bis zu 826 Jobs. Rechnerisch ergibt
sich, dass je LTS-Server 2,99 STS-Server angeschlossen werden können. Da der STS-Server im
Normalfall nicht an seinem Leistungsmaximum betrieben wird, kann also ein Verhältnis von 1 : 3
realisiert werden. Das Verhältnis gilt natürlich nur sofern alle Server vergleichbare Hardware
einsetzen, wie es für die Messungen garantiert wurde.
Mit einem LTS-Server und der in Kapitel 4.2.2 (Seite 56) beschriebenen Hardware können also
ca. 800 Jobs überwacht werden. Das entspricht etwa der Anzahl der CPU-Cores/Jobs die im
D-Grid einer VO zur Verfügung standen.
An einen MDS-Server können zur Datenspeicherung wiederum mehrere unabhängige LTS-Server
angeschlossen werden. Nach Kapitel 4.2.6 (Seite 62) kann ein MDS-Server bis zu 20.470 Jobs
gleichzeitig verarbeiten. Rechnerisch ergeben sich so 24,78 LTS-Server je MDS-Server und somit
74,17 STS-Server. Wird nicht angestrebt, den LTS-Server vollständig auszulasten, so kann ein
Verhältnis von 1 : 25 : 75 realisiert werden. Also ein MDS-Server, 25 LTS-Server und für jeden
LTS-Server je drei STS-Server. Dies gilt zumindest sofern alle Server vergleichbare Hardware
verwenden.
Für die in Kapitel 4.2.2 (Seite 56) beschriebene Hardware, die im Jahr 2014 durchaus als ver-
altet gelten darf, ergibt sich, dass ca. 20.000 Jobs bewältigt werden können. Hierzu sind ein
MDS-Server, 25 LTS-Server und 75 STS-Server notwendig. 20.000 Jobs überschreiten die An-
zahl der CPU-Cores, die im D-Grid zur Verfügung standen. Das Ziel, alle Jobs mit Monitoring
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zu beobachten, konnte also mit der damals zur Verfügung stehenden Hardware realisiert wer-
den. Eine zentrale Infrastruktur mit der Leistungsfähigkeit eines STS-Servers ist eindeutig nicht
ausreichend.
Für aktuelle Cloud-Infrastrukturen ist eine weitere Erhöhung der Anzahl von zu untersuchenden
Jobs sinnvoll. Das kann zum Teil bereits durch aktuelle, leistungsfähigere Hardware erreicht
werden. Auch die ungleichmäßige Übertragung der Daten, wie sie für alle drei Servertypen in
Kapitel 4.2.4 (Seite 57), Kapitel 4.2.5 (Seite 58) und Kapitel 4.2.6 (Seite 62) festgestellt wurde,
zeigt ein Optimierungspotential für die Performance. Methoden, die zu höherer Performance und
Skalierbarkeit führen, werden im Folgenden beschrieben.
4.3 Lösungsstrategien zur Beseitigung der Engpässe und
Erhöhung der Performance
Bei der theoretischen Analyse der Skalierbarkeit in Kapitel 4.1.2 (Seite 48), Kapitel 4.1.3 (Seite
50) und Kapitel 4.1.4 (Seite 51) stellt sich der Speicherbedarf der MDS-Server und die Über-
tragung der Metadaten zu diesen Servern als potentieller Engpass heraus. Dieser Engpass kann
vermieden werden. Verschiedene Lösungsstrategien werden im Folgenden beschrieben.
4.3.1 Suche auf den LTS-Servern
Die Such-Funktion ist bereits für die LTS-Server implementiert. Daher liegt es nahe diese zu
nutzen, um die Übermittlung der Metadaten an die MDS-Server zu vermeiden. Eine solche Kon-
stellation kann realisiert werden, indem die MDS-Server eine transparente Suche realisieren.
Hierfür wird die Anfrage des Nutzers an alle LTS-Server gesendet und das kumulierte Ergeb-
nis an den Nutzer weitergegeben. Eine Änderung der Klient-Software ist bei dieser Umsetzung
nicht notwendig. Eine andere Variante ist, dem Klienten mittels des MDS-Servers eine Liste aller
LTS-Server bereitzustellen. Der Klient selbst muss anschließend seine Suche an alle LTS-Server
senden.
Der Vorteil ist offensichtlich. Die Metadaten müssen nicht an den MDS-Server übermittelt wer-
den, da dieser die Suche nicht selbst bearbeitet. Ebenso offensichtlich ist der Nachteil. Jede Suche
muss an alle LTS-Server übermittelt werden. Das ist ebenfalls kein skalierbares Verhalten und
kann zur Überlastung der LTS-Server führen, die weiterhin auch die persistente Speicherung der
Monitoring-Daten übernehmen müssen.
4.3.2 Verteilte Suche
Um zu verhindern, dass alle Metadaten an alle MDS-Server übermittelt werden, könnte auch eine
Aufteilung vorgenommen werden. Den MDS-Servern muss also ein Aufgabenbereich zugeordnet
werden. Das kann beispielsweise die Zuständigkeit für eine Nutzergruppe, wie eine VO im Grid
oder der Anfangsbuchstabe des Nutzernamens (CN des Grid-Zertifikats) sein. So entstehen für
die Suche unabhängige Teilbereiche. Nutzer müssen die Aufteilung kennen und wissen an welche
Gruppe von MDS-Servern sie ihre Suchanfrage richten.
Für jede Gruppe ist weiterhin die Anzahl der Metadaten limitiert, außerdem müssen die Daten-
mengen der Gruppen ausbalanciert werden. Da jede Gruppe von MDS-Servern mehrere Server
enthalten kann, kann auch weiterhin Ausfallsicherheit etabliert werden.
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4.3.3 Hierarchische Suche
Im Folgenden wird eine Strategie vorgestellt, die auf MDS-Servern in mehreren Hierarchieebenen
basiert. Für den Nutzer stehen weiterhin mehrere MDS-Server zur Verfügung. Jeder dieser Server
kann Suchanfragen für die gesamte Monitoring-Infrastruktur beantworten. Die Server führen die
Suche aber nicht selbst aus, sondern jedem dieser Server sind weitere MDS-Server untergeordnet,
auf denen die Metadaten verteilt sind. Die Suche wird demzufolge parallel auf allen untergeord-
neten MDS-Servern einer Gruppe ausgeführt. Die LTS-Server müssen die Metadaten also nur
an einen untergeordneten MDS-Server jeder Gruppe anstatt an jeden MDS-Server senden. Die
Suchanfragen wiederum können von den MDS-Servern einer Gruppe vollständig beantwortet
werden, andere Gruppen müssen nicht mit einbezogen werden.
Es ist auch möglich die Metadaten so auf die untergeordneten MDS-Server zu verteilen, dass
bekannt ist welcher der Server bei der Suche Erfolg haben kann. Hierfür kann beispielsweise
der CN des Grid-Zertifikats herangezogen werden oder ein Hash-Wert über den CN um eine
möglichst gleichmäßige Verteilung der Daten zu erreichen. Sofern nur nach Monitoring-Daten für
einen Nutzer gesucht wird, kann ein MDS-Server die Anfrage gezielt an einen untergeordneten
MDS-Server der Gruppe weiterleiten.
4.3.4 Verteilung der Metadaten in der MDS-Ebene
Bisher wurden ausschließlich Optimierungen vorgestellt bei denen die Metadaten an alle Server,
auf denen diese zur Suche benötigt werden, quasi gleichzeitig verteilt werden. Dieses Paradigma
kann auch aufgegeben werden. Als Folge kann es, wenn auch nur temporär, dazu kommen, dass
dieselbe Suchanfrage von verschiedenen MDS-Servern unterschiedlich beantwortet wird.
Dazu ist es ausreichend, dass ein LTS-Server die Metadaten an einen beliebigen MDS-Server
übermittelt. Das entlastet die LTS-Server.
Die Verteilung der Metadaten übernehmen die MDS-Server. Diese sammeln zunächst die Meta-
daten und bündeln diese zu größeren Paketen. Diese größeren und effizienter zu übertragenden
Pakete werden in bestimmten Intervallen an den benachbarten MDS-Server übermittelt. Dieser
ergänzt das Paket der Metadaten mit den Metadaten die exklusiv (von LTS-Servern) zu ihm
übermittelt wurden und sendet dieses neue Paket an seinen nächsten Nachbarn. So werden die
Metadaten an alle weiteren MDS-Server weitergeleitet.
Diese Strategie erhöht hauptsächlich die Effizienz bei der Verteilung der Metadaten, da weniger
kleine Datenpakete übermittelt werden müssen. Des weiteren kann diese Strategie auch mit
anderen Optimierungen wie der hierarchischen Suche kombiniert werden.
4.3.5 Wiederverwendung von bereits aufgebauten Netzwerkverbindungen
Die Initialisierung von Verbindungen ist aufwendig. Mehr Daten mit einer Verbindung zu über-
tragen kann demzufolge die Übertragungsrate erhöhen. Eine Evidenz hierfür liefert die höhere
Datenrate bei der Übertragung der Monitoring-Daten vom STS- zum LTS-Server (siehe Kapi-
tel 4.2.5, Seite 58) im Vergleich zur Übertragung vom Klienten zum STS-Server (siehe Kapi-
tel 4.2.4, Seite 57). Einmal aufgebaute Verbindungen erneut zu verwenden entspricht aber nicht
dem Standardverhalten von Web-Services beziehungsweise GT4.
Die Übertragungsleistung kann also potentiell gesteigert werden, indem ein Session-Management
verwendet wird, sodass alle Daten eines Jobs in einer Session vom Klienten zum STS-Server
übertragen werden. Neben dem Implementierungsaufwand für das Session-Management, welches
ebenfalls mit Rechenaufwand verbunden ist, wird auch die Umsetzung des Caching-Konzeptes
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(siehe Kapitel 3.3.3.2, Seite 29 und Kapitel 3.3.6.3, Seite 32) aufwendiger. Aber auch die Reali-
sierung mit anderen Konzepten als Web-Services ist denkbar.
Auch bei der Übertragung der Monitoring-Daten vom STS- zum LTS-Server bzw. der Metada-
ten vom LTS- zumMDS-Server können (TLS-)Verbindungen wiederverwendet werden. Prinzipiell
muss die Verbindung zwischen den Servern nur einmal aufgebaut werden. Anschließend können
alle Daten über diese Verbindung übertragen werden. Wie bereits beschrieben, entspricht dies
aber nicht dem Konzept des Web-Services von GT4, bei dem für jede Anfrage oder Datenüber-
tragung eine eigene Verbindung inklusive Authentifizierung und Autorisierung aufgebaut wird.
4.3.6 Koordinierte Abfrage der Daten vom STS-Server durch den LTS-Server
In der vorliegenden Implementation des Prototypen werden die Monitoring-Daten vom STS- zum
LTS-Server übertragen, sobald die Daten eines Jobs vollständig auf dem STS-Server vorhanden
sind. So kann der LTS-Server nicht ideal ausgelastet werden. Werden zu viele Daten gleichzeitig
übertragen, wird der LTS-Server schnell überlastet. Eine gleichmäßige Übertragung würde diese
Spitzenbelastung vermeiden.
Eine Koordination der STS-Server untereinander soll vermieden werden, da diese Server unab-
hängig voneinander betrieben werden sollen. Dies dient auch zur Vermeidung von Overhead. Der
Datentransfer kann aber vom LTS-Server koordiniert werden7. Zu diesem Zweck müssten die
STS-Server die Monitoring-Daten länger zwischenspeichern und zwar bis diese vom LTS-Server
abgerufen werden. Der LTS-Server wiederum kann die Anzahl der parallelen Übertragungen zu
einem oder mehreren STS-Servern selbst bestimmen und so eine ideale Performance realisieren.
So kann auch eine SSL-Verbindung für die Übertragung der Monitoring-Daten mehrerer Jobs
genutzt werden, wie in Kapitel 4.3.5 vorgeschlagen.
Das die neu eingeführten Pull-Anfragen vom LTS- zum STS-Server die Performance verringern ist
nicht zu erwarten, sofern davon ausgegangen wird, dass die STS-Server Daten für die Übertragung
bereits zwischengespeichert haben. Unter dieser Voraussetzung ist die Anzahl der zusätzlichen
Anfragen an den STS-Server minimal. Hält der STS-Server keine Daten für die Übertragung auf
den LTS-Server bereit, kann auch eine Erhöhung des Abfrageintervalls veranlast werden.
Dieses Verfahren verspricht Abhilfe für die ungleichmäßige Übertragung der Monitoring-Daten
und damit eine Leistungssteigerung. Das die Lastverteilung ungleichmäßig ist, kann auch mit
den Messungen in Kapitel 4.2.5 (Seite 58) und Kapitel 4.2.6 (Seite 62) bestätigt werden.
Bei der Übertragung der Daten vom LTS- zum MDS-Server könnte dieses Verfahren ebenfalls
angewendet werden.
4.3.7 Optimierung der Performance mit weiteren Strategien
Neben den bisher beschriebenen Strategien, welche sich auf die Konzeption der Methoden zum
Aufbau einer Infrastruktur für jobzentrische Monitoring-Daten beziehen, gibt es noch weitere
Möglichkeiten die Performance zu optimieren. Diese beziehen sich auf die konkrete Umsetzung
des Prototypen.
In der vorliegenden Implementation werden die Daten als serialisierte Java-Objekte in Dateien
persistent gespeichert. Eine Alternative ist der Einsatz von Datenbanken, insbesondere für den
LTS- und MDS-Server. Diese speichern die Daten sehr lange, was sich günstig auf die Perfor-
mance einer Datenbank auswirkt, während der STS-Server die Daten nur über die Laufzeit des
7Für die Simulation der Last zur Untersuchung des LTS-Servers ist in diesem Fall auch der STS-Klient entspre-
chend zu adaptieren.
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Jobs speichert. Dies ist eine Strategie die Leistung dieser Komponenten zu erhöhen. Wird die
Performance des MDS-Servers gesteigert, erhöht sich auch die maximale Leistungsfähigkeit der
gesamten Infrastruktur.
Eine weitere Strategie betrifft die Wahl der Kommunikationsinfrastruktur. Für den Prototypen
wurde GT4 verwendet, welches auf Tomcat Web-Services basiert. Ein anderer Web-Service hat
potentiell eine höhere Performance. Auch eine Kommunikation ohne den Einsatz eines Web-
Services, also auch ohne GT4, kann die Performance potentiell erhöhen. Dabei ist aber die
Autorisation und Authentifikation zu berücksichtigen. Diese wird von GT4 in einfacher Wei-
se bereitgestellt. Ohne GT4 ist die Sicherheitsinfrastruktur entsprechend anzupassen oder zu
implementieren.
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5.1 Einführung
Im Gegensatz zu den in Kapitel 3 vorgestellten Methoden zur Aufnahme, zum Transport und
zur Bereitstellung von jobzentrischen Monitoring-Daten liegt der Fokus hier auf der Analyse der
Daten. Hierbei wird besonders die Herausforderung einer hohen Anzahl von Jobs berücksichtigt.
Ein typisches Nutzungsszenario im Grid-Computing und HPC aber auch für andere verteilte
Infrastrukturen (wie es auch in Kapitel 2 dargelegt wurde) ist die Ausführung einer Vielzahl von
gleichartigen Jobs. Von gleichartigen Jobs werden unter normalen Betriebsbedingungen auch
ähnliche Monitoring-Daten erwartet. Die Anzeige dieser weitgehend redundanten Informationen
liegt sicher nicht im Interesse des Nutzers. Generell ist das Ziel der Jobüberwachung das Auf-
finden von fehlerhaftem oder ungewöhnlichem Verhalten. Zu diesem Zweck werden verschiedene
Verfahren, die im Kapitel 2.2.3 (Seite 12) als vielversprechend angesehen wurden, für das jobzen-
trische Monitoring adaptiert, implementiert und evaluiert. Die praktische Evaluierung erfolgt auf
Basis von Referenzdaten. Der Aufbau dieser Daten wird im Folgenden erläutert. Anschließend
folgen die untersuchten Verfahren zur Datenanalyse.
5.2 Akzeptierte und außergewöhnliche Abweichungen bei der
Ausführung von Jobs
Bei der Abarbeitung von Jobs in verteilten heterogenen Umgebungen können zwei Kategorien
von Abweichungen des Ausführungsmusters auftreten, zum einen akzeptable und erwartbare
Abweichungen, zum anderen ungewöhnliche, nicht vorhergesehene Abweichungen.
Akzeptable und erwartbare Abweichungen können durch verschiedene Hardware bei der Ausfüh-
rung von Jobs entstehen. Abweichungen bei der Gleitkomma- oder Integer-Rechenleistung wirken
sich auf rechenintensive Bereiche der Jobausführung aus. Die Geschwindigkeit und Latenz von
Hauptspeicher oder persistentem Speicher beeinflussen ebenfalls die Ausführung des Jobs. Ein
weiterer Einflussfaktor kann die Netzwerkanbindung sein. Diese ist nicht nur abhängig von dem
verwendeten Rechensystem sondern auch von der konkreten Performance des Netzwerkes zum
Zeitpunkt der Jobausführung. Zusätzlich können auch die Jobs anderer Nutzer oder das Betriebs-
system die Ausführung eines Jobs beeinträchtigen. Selbst die konkreten Messzeitpunkte können
erhebliche Auswirkungen haben (siehe auch die Beschreibung des Abtasttheorems in Kapitel 5.4,
Seite 81).
Neben den normalen Schwankungen bei der Ausführung von Jobs können sich auch ungewollte
Beeinflussungen auf die Monitoring-Daten auswirken. Diese Einflüsse sollen automatisch erkannt
werden, um eine weitere manuelle Analyse oder Benachrichtigung der Nutzer zu ermöglichen.
Einige Beispiele für derartige Probleme während der Ausführung eines Jobs wurden bereits von
H. Eichenhardt [Eic08] beschrieben. Mit den hier beschriebenen Arbeiten sollen aber nicht ein-
zelne, mögliche Probleme bei der Ausführung von Jobs modelliert werden sondern möglichst alle
Abweichungen von der normalen Ausführung erkannt werden. Dies stellt eine neue Qualität der
Datenanalyse für jobzentrische Monitoring-Daten dar.
72
KAPITEL 5. METHODEN ZUR ANALYSE DER MONITORING-DATEN EINER
VIELZAHL VON JOBS
5.3 Testdaten
Zur Evaluierung der im Folgenden beschriebenen Verfahren zur Analyse von Daten werden Test-
daten benötigt. Hierzu werden verschiedene Basisjobs definiert, welche eine ideale Ausführung
eines Jobs beschreiben. Auf die Basisjobs wird anschließend eine Variation aufgeprägt. Diese
Variation beschreibt die bereits erläuterten akzeptablen und außergewöhnlichen Abweichungen
bei der Ausführung von Jobs. Selbstverständlich können auch mehrere Variationen nacheinander
auf einen Basisjob angewendet werden um ein möglichst umfangreiches Testfeld für die Analy-
severfahren bereitzustellen.
Zur Analyse wird im Folgenden die Messgröße LoadAvg15 verwendet. Diese ist die über 15 Mi-
nuten gemittelte CPU-Auslastung. Andere Messgrößen wie der Speicherbedarf hätten ebenfalls
herangezogen werden können. Da die Messreihen idealisiert und anschließend variiert werden ist
die konkrete Bedeutung des Messwertes für die Beurteilung der Analyseverfahren im Folgenden
nachrangig. Für den praktischen Einsatz der Analyseverfahren ist die Wahl der Messgrößen hin-
gegen von Bedeutung. Um möglichst viele Informationen über den Verlauf eines Jobs zu nutzen,
ist es weiterhin möglich mehrere Messgrößen zu analysieren, dieser Ansatz wird in Kapitel 5.5.4
(Seite 155) aufgegriffen.
5.3.1 Basisjobs
5.3.1.1 CKMFitter (CKM)
Der CKMFitter [HLLLD01, CHL+05] ist eine Sammlung von Werkzeugen zur Analyse der
Cabibbo-Kobayashi-Maskawa (CKM) Matrix. Einsatz findet der CKMFitter beispielsweise in
der Teilchenphysik zur Untersuchung des Supersymmetrie-Modells, welches eine Erweiterung
des Standardmodells der Teilchenphysik ist.
Für die folgenden Untersuchungen wurden die Parameter für die Ausführung des CKMFitter so
gewählt, dass eine Laufzeit von ca. 8 Stunden beobachtet werden kann. Die Ausführung kann
dabei in drei Abschnitte aufgeteilt werden. Einen zügigen Anstieg der Rechenleistung zum Beginn
der Abarbeitung, eine konstant hohe Rechenleistung über den weiteren Verlauf gefolgt von einem
Abfall der Rechenleistung am Ende. Dieses Verhalten ist in Abbildung 5.1 (oberster Balken bzw.
blau gezeichnete Messreihe) dargestellt.
Bei der Idealisierung wurde die Messung auf die vier relevanten Messpunkte am Beginn und
Ende sowie an den zwei Übergängen von einer Phase zur nächsten, also von der Startphase zur
Rechenphase und von der Rechenphase zur Endphase, reduziert. Dies zeigt der zweite Balken
und die grün gezeichnete Messreihe in Abbildung 5.1, bei dem wesentlich weniger Messpunkte
dargestellt sind als bei der realen Messung. Basierend auf dem idealisierten Job wurde eine
Variante erstellt, die zu allen üblichen Messzeitpunkten (alle 90 𝑠) einen Wert enthält. Diese
Werte wurden basierend auf dem idealen Verlauf interpoliert. Der entstandene Job wird durch
den untersten Balken und den roten Graphen in Abbildung 5.1 dargestellt.
5.3.1.2 Wiederholter CKMFitter (WCKM)
In der Praxis wird mit einem Job nicht nur eine einzelne rechenintensive Aufgabe abgearbeitet.
Auch das wiederholte Ausführen eines Programms auf verschiedene Datensätze wird oft ange-
wendet. Zwischen der Ausführung der einzelnen Programmläufe kann eine Wartephase entstehen.
Diese kann beispielsweise durch das Schreiben von Daten auf persistente Speichermedien oder
das Übertragen von Daten an entfernte Speichersysteme über öffentliche Netzwerke verursacht
werden. Strukturen der Wiederholung, eines meist rechenintensiven Abschnittes, können auch
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(a) Farbkodierte Darstellung mittels der AMon-GUI, die Balken von oben nach unten sind die
real gemessene Variante, die idealisierte Variante mit vier Messpunkten und die abgetastete
Version, welche auf der idealisierten Variante beruht.
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(b) X-Y Plot derselben Daten wie in Abbildung (a).
Abbildung 5.1: Darstellung eines Jobs zur Abarbeitung des CKMFitter.
innerhalb eines Programms auftreten, beispielsweise durch Wiederholungen einer Schleife oder
rekursive Aufrufe von Funktionen. Im Vergleich zu Jobs wie CKM (siehe Kapitel 5.3.1.1) entsteht
so eine ausgeprägtere Struktur der Monitoring-Daten.
CKM repräsentiert mit seiner simplen Struktur sehr gut ein Programm, welches mehrfach wieder-
holt wird oder einen einzelnen Schleifendurchlauf eines Programms. Daher werden verschiedene
Basisjobs, die jeweils auf der wiederholten Ausführung von CKM basieren, erstellt. Hierzu wird
die Wiederholung von Strukturen mit Platzierung einer Wartephase nach jeder Struktureinheit
verwendet, wie in Kapitel 5.3.2.7 auf Seite 80 beschrieben. Beispiele für verschiedene Varianten
des WCKM-Basisjobs sind in Abbildung 5.2 dargestellt.
5.3.2 Variation
5.3.2.1 Zeitliche Abtastung (Sampling)
Bei der Durchführung von jobzentrischem Monitoring werden innerhalb von vordefinierten Zeitin-
tervallen die Monitoring-Daten erfasst. Im Folgenden wird (sofern nicht anders angegeben) davon
ausgegangen, dass alle 90 𝑠 eine Messung durchgeführt werden soll. Dabei können verschiedene
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Abbildung 5.2: Darstellung verschiedener Varianten des WCKM-Basisjobs. Die Jobs J00000 und J00001 entspre-
chen einer Wiederholung, J00002 und J00003 weisen zwei Wiederholungen auf während die Jobs J00004 und
J00005 je 16 Wiederholungen beinhalten. Die Wartezeit wurde für die Jobs J00000, J00002 und J00004 mit 10 %
der Rechenzeit und für die Jobs J00001, J00003 und J00005 mit 50 % der Rechenzeit festgelegt.
Abweichungen auftreten, deren Stärke von der konkreten Umsetzung der Messwerterfassung und
den Eigenschaften der Ausführungsumgebung, wie der verwendeten Hardware, dem Scheduling
oder der Last auf der Ressource abhängen. Diese zu erwartenden Abweichungen sollen auch auf
die idealisierten Basisjobs modelliert werden um deren Auswirkungen auf die Analysealgorithmen
zu untersuchen. Dabei werden folgende, als akzeptable Abweichung einzustufenden, Variationen
des Samplings untersucht:
1. Im Idealfall würden Messungen nur durchgeführt sobald sich ein Wert ändert. Dies ent-
spricht der Repräsentation des Basisjobs.
2. Der Zeitpunkt der Messwerterfassung ist vorgegeben, bei der Abtastung treten aber keine
Fehler auf. Es wird dementsprechend alle 90 𝑠 ein Messwert ermittelt, der der Interpolation
basierend auf dem Basisjob entspricht.
3. In der Realität kann der vorgegebene Messzeitpunkt nicht immer eingehalten werden. Um
diesen Umstand abzubilden wird jeder Messzeitpunkt zufällig verschoben. Zu diesem Zweck
wird der Generator für Pseudozufallszahlen von Java1 verwendet. Die Verschiebung ist
gauß- bzw. normalverteilt. Der Startwert (Seed) des Pseudozufallszahlen-Generators wird
vorgegeben um reproduzierbare Ergebnisse zu erhalten und die Standardabweichung wird
parametrisiert. Bei der Ermittlung des Messwertes wird ebenfalls die zeitliche Verschiebung
berücksichtigt. Der Messwert entspricht also der verschobenen Zeit.
4. Zusätzlich zu der Verschiebung der Messung kann der Messwert zu einem anderen Zeitpunkt
gemessen worden sein. Hierzu wird eine zufällige Abweichung vom Messzeitpunkt generiert.
Damit wird eine zufällige, zeitliche Abweichung zwischen ermitteltem und tatsächlichem
Messzeitpunkt erzeugt.
5. Es kann nicht garantiert werden, dass der Messwert zum angegebenen Zeitpunkt ermittelt
wurde. Um dies zu simulieren wird der Messzeitpunkt, wie in Punkt 3, verschoben. Der
Messwert wird allerdings für den geplanten Messzeitpunkt ermittelt. Es kommt also zu
einer Entkoppelung von Messzeitpunkt und Messwert, im Gegensatz zu Punkt 4 wird aber
der ermittelte Messzeitpunkt und nicht die Messung verschoben.
1Der Generator für Pseudozufallszahlen wird von der Java Dokumentation unter http://docs.oracle.com/
javase/6/docs/api/java/util/Random.html näher beschrieben.
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6. Zusätzlich zu der Entkoppelung von Messwert und Messzeitpunkt, wie in Punkt 5, kann
noch eine weitere zufällige Verschiebung bei der Ermittlung des Messwertes, analog zu
Punkt 4, erzeugt werden. Der ermittelte Messzeitpunkt wird dabei nicht weiter angepasst.
Die Varianten 1 bis 6 können nicht nur auf die Messwerte eines Jobs angewendet werden, sondern
prinzipiell auch auf eine Referenz, mit der der Job mittels des Algorithmus verglichen wird.
Die Auswirkung einiger applizierter Fehler bei der Abtastung ist in Abbildung 5.3 anhand von
CKM (von oben nach unten) dargestellt. Das idealisierte Verhalten weist im gezeigten Zeitab-
schnitt lediglich einen Messpunkt zu Beginn des Jobs auf, die Abtastung ohne Fehler genau
alle 90 𝑠 einen Messwert. Der Verlauf der Daten entspricht dabei fast dem idealen Job. Zu be-
rücksichtigen sind lediglich Fehler bei der Interpolation und Rundungsfehler. Die randomisierte
Verschiebung der Messzeitpunkte (nach Punkt 3 und 5) ist deutlich an den dargestellten Mess-
zeitpunkten (schwarze, vertikale Striche an der unteren Seite der Balken) zu sehen. Mit höherer
Standardabweichung ist die Verschiebung zunehmend ausgeprägter. Ebenfalls zu erkennen ist,
dass die Messzeitpunkte unabhängig vom Job in gleicher Weise verschoben werden. Dies wird mit-
tels der konstanten Initialisierung des Zufallsgenerators erreicht. Auch eine gewisse Abweichung
des Messwertes, abhängig davon ob der Messwert zum idealen oder dargestellten Messzeitpunkt
genommen wird, ist ersichtlich.
Abbildung 5.3: Veranschaulichung verschiedener Fehler bei der Abtastung mittels der AMon-GUI. Darstellung
von Jobs (basierend auf CKM) mit verschiedenen Varianten der Abtastung, Zoom auf den Beginn der Jobs. Von
oben nach unten: Ideal (nach 1.), Abtastung aller 90 𝑠 (nach 2.), Verschiebung der Messung (Standardabweichung
1,0) (nach 3.), Falsche Zeitangabe (Standardabweichung 1,0) (nach 5.), Verschiebung der Messung (Standardab-
weichung 10,0) (nach 3.), Falsche Zeitangabe (Standardabweichung 10,0) (nach 5.), Verschiebung der Messung
(Standardabweichung 30,0) (nach 3.), Falsche Zeitangabe (Standardabweichung 30,0) (nach 5.).
5.3.2.2 Lineare, zeitliche Skalierung
Die zeitliche Skalierung eines Jobs simuliert, dass der Job schneller bzw. langsamer ausgeführt
wird, es handelt sich demnach um eine akzeptable Abweichung bei der Ausführung eines Jobs.
Da die Skalierung linear erfolgt, ist die Skalierung über die gesamte Laufzeit konstant. Dies
entspricht der Ausführung eines Jobs auf verschieden leistungsfähigen Systemen. Dass unter-
schiedliche Leistungsmerkmale (Flotingpoint-Rechenleistung, Integer-Rechenleistung, Speicher-
bandbreite etc.) unabhängig voneinander skalieren können, kann nicht mit linearer Skalierung
abgebildet werden.
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Zur Analyse der Auswirkungen der linearen, zeitlichen Skalierung wurden mehrere Skalierungs-
faktoren gewählt. Der Faktor 1,0 entspricht keiner Veränderung. Die Faktoren 0,995, 0,99, 0,98,
0,95 und 0,9 bewirken eine geringe Beschleunigung der Jobausführung während die Faktoren
1,005, 1,01, 1,02, 1,05 und 1,1 einer geringen Erhöhung der Laufzeit verursachen. Weiterhin wer-
den mäßige Laufzeitveränderungen mit den Faktoren 0,8 und 1,2 und starke Veränderungen mit
den Faktoren 0,5, 1,5, 2,0 und 5,0 untersucht. Mit dieser Auswahl an Faktoren wird ein weites
Spektrum von linearen, zeitlichen Streckungen und Stauchungen abgedeckt. Beispiele für diese
Jobs sind in Abbildung 5.4 dargestellt.
Abbildung 5.4: Veranschaulichung verschiedener linearer und variabler zeitlicher Skalierungen mittels der AMon-
GUI. Die Jobs basieren auf WCKMx16w05 (16 Wiederholungen von CKM mit zusätzlich 50% Wartezeit, also 12
Stunden Laufzeit). Die ersten zwei Jobs wurden um den Faktor 1,0 skaliert (keine Beeinflussung) die nächsten
zwei Jobs um den Faktor 0,5 (Verkürzung der Laufzeit) und die letzten zwei Jobs wurden jeweils um den Faktor
2,0 (Verlängerung der Laufzeit) skaliert. Der jeweils erste Job der Zweiergruppen wurde linear (Kapitel 5.3.2.2)
der zweite Job variabel (Kapitel 5.3.2.3) skaliert.
5.3.2.3 Variable, zeitliche Skalierung
Die lineare, zeitliche Skalierung kann nicht darstellen, dass verschiedene Phasen eines Jobs un-
terschiedlich schnell ausgeführt werden, beispielsweise dauert die Wartezeit (auf externe Daten)
eines WCKM-Basisjobs auf verschiedenen Rechensystemen gleich lang, während der Rechenanteil
je nach Leistung der Rechensysteme verschiedene Laufzeiten ergibt. Zu diesem Zweck wird eine
zeitliche Skalierung verwendet, deren Faktor sich während des Jobs abhängig vom Messwert des
Jobs ändert. Im Folgenden wird der Wert LoadAvg15 herangezogen, der auch bei der Auswertung
der Jobs genutzt wird, so werden verschieden schnelle CPUs simuliert, während Speicherband-
breite und Netzwerkanbindung unverändert bleiben. Wie bei der linearen, handelt es sich auch
bei der variablen, zeitlichen Skalierung um eine akzeptable Abweichung.
Ist der Messwert gleich null so wird keine zeitliche Skalierung vorgenommen. Weist der Messwert
1,0 (Auslastung einer CPU) auf, so wird der entsprechende Zeitbereich wie bei der linearen
Skalierung um den Skalierungsfaktor gedehnt bzw. gestaucht. Als Skalierungsfaktoren werden
dieselben Werte wie bei der linearen Skalierung genutzt.
Einen Vergleich zwischen linearer und variabler Skalierung bietet Abbildung 5.4. Ohne Skalierung,
also mit Skalierungsfaktor 1,0, sind beide Varianten identisch. Bei Stauchung mit Skalierungsfak-
tor 0,5 wird bei linearer Skalierung der gesamte Job verkürzt. Bei variabler Skalierung verringert
sich die Laufzeit nur während der rechenintensiven Abschnitte. Die Gesamtlaufzeit ist also ent-
sprechend länger. Bei der Erhöhung der Laufzeit mit einem Skalierungsfaktor von 2,0 wird bei
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variabler Skalierung nur die Laufzeit der rechenintensiven Bereiche erhöht. Die Gesamtlaufzeit
ist dementsprechend geringer als bei linearer Skalierung.
5.3.2.4 Vorgegebene, zeitliche Skalierung
Die bisher vorgestellten zeitlichen Skalierungen sind entweder über die gesamte Laufzeit des Jobs
konstant oder der Skalierungsfaktor ist auf einen Messwert bezogen. Soll eine konkrete, vorge-
gebene Verschiebung zwischen einem Job und einer Referenz erzeugt werden, reicht dies nicht
aus. Zu diesem Zweck wird die vorgegebene, zeitliche Skalierung eingeführt. Diese ermöglicht es,
einen Zeitpunkt eines Jobs beliebig zu verschieben, indem Teile des Jobs bei der Transformation
entsprechend zeitlich skaliert werden. Weiterhin ist auch die Verschiebung mehrerer Zeitpunkte
möglich, wobei die Reihenfolge der Zeitpunkte des Jobs auch nach der Transformation erhalten
bleiben muss, da sonst keine gültige Skalierung gefunden werden kann.
Die vorgegebene, zeitliche Skalierung kann beispielsweise genutzt werden um Jobs zeitlich zu-
einander auszurichten. Hierzu wird der Anfang des Jobs beschleunigt (zeitlich gestaucht). Um
die Laufzeit konstant zu halten wird der Endbereich verlangsamt. In Abbildung 5.5 ist dies für
WCKMx16w05 durchgeführt worden. Dazu wurde der Zeitpunkt nach der ersten Wiederholung
(𝑡𝑟1), also nach der ersten Wartezeit, auf den Beginn der Wartezeit (𝑡′𝑟1 = 𝑡𝑟1 − 𝑡𝑤𝑧) verschoben.
Die erste Wiederholung (0 < 𝑡 ≤ 𝑡𝑟1) wurde also mit dem Faktor 𝑡𝑟1−𝑡𝑤𝑧𝑡𝑟1 zeitlich, linear skaliert
(beschleunigt). Der Zeitpunkt nach 15 der 16 Wiederholungen (𝑡𝑟15 = 15 · 𝑡𝑟1) wird ebenfalls
um eine Wartezeit verschoben (𝑡′𝑟15 = 15 · 𝑡𝑟1 − 𝑡𝑤𝑧), als Faktor für die zeitliche Skalierung für
𝑡𝑟1 < 𝑡 ≤ 𝑡𝑟15 ergibt sich (𝑡𝑟15−𝑡𝑤𝑧)−(𝑡𝑟1−𝑡𝑤𝑧)𝑡𝑟15−𝑡𝑟1 = 1 also keine zeitliche Skalierung. Zur Beibehaltung
der Laufzeit (𝑡′𝑟16 = 𝑡𝑟16) muss auch der Bereich nach 15 Wiederholungen (𝑡𝑟15 < 𝑡 ≤ 𝑡𝑟16) mit
dem Faktor 𝑡𝑟16−(𝑡𝑟15−𝑡𝑤𝑧)𝑡𝑟16−𝑡𝑟15 skaliert werden.
Job J00002 hat den Parameter „Verschoben umWartezeit +0,0“ also Verschiebung um die Warte-
zeit einer Wiederholung von WCKM. Job J00003 hat den Parameter „Verschoben um Wartezeit
+0,5“ also Verschiebung um die Wartezeit einer halben Wiederholung von WCKM. Job J00004
hat den Parameter „Verschoben um Wartezeit +1,0“ also keine Verschiebung. Die letzte Wieder-
holung von WCKM wurde jeweils langsamer ausgeführt, sodass die Laufzeit mit der Referenz
übereinstimmt. Neben den für drei Parameter dargestellten Jobs in Abbildung 5.5 wurden wei-
tere Jobs auf Basis von WCKMx16w05 nach dieser Methode generiert. Sie wurden für die Werte
0,0 bis 1,0 im Intervall von je 0,05 erstellt.
Es ist weiterhin möglich, Jobs zu erstellen die in verschiedenen Phasen unterschiedlich schnell
ablaufen. Hierzu wurde WCKMx16w05 in drei gleich lange Bereiche geteilt. Die Phasengrenzen
nach 13 und
2
3 der Gesamtlaufzeit (𝑡𝑔𝑒𝑠) werden bei der Transformation um einen Anteil der
Laufzeit (𝑡𝑣) verschoben. Anfangs- und Endzeitpunkt bleiben erhalten, für die erste und letzte
Phase ergibt sich der Faktor
𝑡𝑔𝑒𝑠
3 + 𝑡𝑣
2·𝑡𝑔𝑒𝑠
3
= 1 +
3 · 𝑡𝑣
𝑡𝑔𝑒𝑠
(5.1)
für die lineare, zeitliche Skalierung. Für die mittlere Phase ergibt sich(︁
2·𝑡𝑔𝑒𝑠
3 − 𝑡𝑣
)︁
−
(︁
·𝑡𝑔𝑒𝑠
3 + 𝑡𝑣
)︁
2·𝑡𝑔𝑒𝑠
3 −
𝑡𝑔𝑒𝑠
3
=
𝑡𝑔𝑒𝑠
3 − 2 · 𝑡𝑣
𝑡𝑔𝑒𝑠
3
= 1− 6 · 𝑡𝑣
𝑡𝑔𝑒𝑠
(5.2)
als Skalierungsfaktor. Bei einer Verschiebung mit einem positiven Parameter wird der Job zu-
nächst langsamer, anschließend schneller und schließlich wieder langsamer als die Referenz ab-
gearbeitet. In Abbildung 5.5 wurde der Faktor 0,1 für Job J00007, 0,0 für Job J00006 sowie der
Faktor −0,1 für den Job J00005 verwendet. Für weitere Untersuchungen wurden die Faktoren
−0,10 bis 0,10 im Intervall von 0,01 gewählt.
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Abbildung 5.5: Veranschaulichung verschiedener, vorgegebener, zeitlicher Skalierungen mittels der AMon-GUI.
Die Jobs basieren auf WCKMx16w05 (16 Wiederholungen von CKM mit zusätzlich 50% Wartezeit beispielsweise
zum Speichern oder Transferieren der Ergebnisdaten). Der erste Job ist die Referenz, also WCKMx16w05. Die
folgenden drei Jobs wurden während der ersten Wiederholung schneller und während der letzten Wiederholung
langsamer ausgeführt. Die restlichen 14 Wiederholungen sind in der originalen Geschwindigkeit, aber zeitlich ver-
schoben zur Referenz, sodass die Wartezeiten von WCKM nicht, zur Hälfte oder vollständig mit den Wartezeiten
übereinstimmen. Bei den nächsten drei Jobs wurden die Zeitpunkte nach 1
3
und 2
3
verschoben. Der erste Job weist
eine Verschiebung von 1
10
der Laufzeit auf, so wird der Job erst schneller, dann langsamer und nochmal schneller
ausgeführt als die Referenz. Der dritte Job weist ebenfalls eine Verschiebung von 1
10
der Laufzeit auf, er wird
aber erst verlangsamt, anschließend beschleunigt und schließlich nochmals verlangsamt. Der zweite Job hat keine
Verschiebung.
5.3.2.5 Zeitlich befristete, plötzliche Störungen (Lücken)
Im Folgenden werden ungewollte Störungen beschrieben. Diese treten abrupt auf, dauern eine
gewisse Zeit an und enden abrupt. Die Veränderung vom Normalzustand des Jobs zur Störung
geschieht dabei innerhalb einer Sekunde2. Während der Störung werden die Messwerte erhöht
oder verringert.
Insgesamt ergeben sich folgende Parameter bei der Generierung von Lücken:
Zeit der Störung: Die Zeit der Störung oder die Summe der Zeit der einzelnen Störungen wird
als Anteil der Gesamtlaufzeit des Jobs beschrieben. Gewählt wurden hohe zeitliche Anteile
mit 50%, moderate Anteile mit 10% bzw. 5% und geringe Anteile mit 1% und 1h. Je
höher der Anteil der Störung ist, desto höher sollte auch die Erkennungsleistung der zu
untersuchenden Algorithmen sein.
Anzahl der Lücken: Die Störung kann als singuläres Ereignis auftreten oder auf mehrere gleich
verteilte Lücken aufgeteilt werden. Dabei verringert sich die Zeitdauer der einzelnen Lücken.
Gewählt wurden die Anzahlen 1, 2, 3, 5, 10, 20 und 30. Sehr kurze Lücken, wie sie besonders
bei geringer Zeit der Störung und hoher Anzahl von Lücken auftreten, können anschließend
auch durch weitere Effekte wie Sampling (siehe Kapitel 5.3.2.1, Seite 73 und Kapitel 5.4,
Seite 81) überdeckt werden.
Auswirkung auf den Messwert: Während der Störung wird der Messwert erhöht oder verrin-
gert. Dazu wird der Messwert mit einem Faktor multipliziert und diese Störung auf den
Messwert addiert oder von ihm subtrahiert. Starke Störungen werden mit den Faktoren 1,0
und 0,5 erzeugt. Bei einer Erhöhung wird der Messwert also auf das Doppelte bzw. An-
derthalbfache seines ursprünglichen Wertes erhöht. Bei der Verringerung ist der ermittelte
2Die Auflösung der AMon-GUI beträgt eine Sekunde. Daher wird dieser Wert gewählt.
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Messwert null oder die Hälfte des ursprünglichen Wertes. Geringere Störungen werden mit
den Faktoren 0,2 und 0,1 erzeugt. Auch für diesen Parameter gilt, je höher der Faktor je
besser sollte die Erkennungsleistung der zu untersuchenden Algorithmen sein.
Form der Lücke: Die Veränderung kann über die gesamte Lücke konstant sein. Dabei kann der
Messwert erhöht (+) oder verringert werden (–). Die Lücke kann auch in zwei symmetri-
sche Bereiche aufgeteilt werden, sodass in einem Bereich eine Erhöhung und im anderen
eine Verringerung des Messwertes auftritt. Diese Lücken können mit einer Erhöhung (+–)
oder einer Verringerung (–+) beginnen. In der Praxis können Messwertveränderungen viele
Ursachen haben, die Rechenleistung kann beispielsweise durch Fehler bei der Abarbeitung
erhöht oder durch das Warten auf andere Ressourcen verringert werden. Der Speicherbe-
darf kann sich durch Eingabedaten, fehlgeschlagene Allokationen oder den Abbruch von
Teilprozessen (Threads) ändern.
Zeitlicher Abstand zu Beginn und am Ende des Jobs: Die Störungen können direkt zu Be-
ginn und am Ende des Jobs platziert werden oder es kann ein Abstand eingehalten werden.
Für einen Abstand wurde 10% der Laufzeit des Jobs zu Beginn bzw. am Ende gewählt, so
wird die Störung außerhalb des Anstieges und Abfalles von CKM platziert.
Ausrichtung einer einzelnen Lücke: Wird nur eine einzelne Lücke erzeugt, kann diese zu Beginn
((<+<) bei Lückenform (+)), am Ende ((>+>)) oder in der Mitte ((<+>)) ausgerichtet
werden. Der zeitliche Abstand zu Beginn und am Ende des Jobs (vorhergehender Parame-
ter) wird dabei ebenfalls berücksichtigt.
Zur Veranschaulichung verschiedener Lücken und deren Parameter ist Abbildung 5.6 beigefügt.
Abbildung 5.6: Veranschaulichung verschiedener Lückenformen mit der AMon-GUI. Darstellung von Jobs (basie-
rend auf CKM), mit Zoom auf den Anfang der Jobs. Die ersten vier Jobs weisen einen zeitlichen Anteil an der
Gesamtlaufzeit des Jobs von 50% auf während die unteren vier Jobs einen Anteil von 10% haben. Die vier Jobs
in diesen Blöcken unterscheiden sich in der Form der Lücke. Die Reihenfolge ist jeweils (+), (–), (+–) und (–+).
Alle Jobs haben insgesamt fünf Lücken, von denen jeweils die erste dargestellt ist. Die Veränderung der Messwerte
beträgt 50% und die Lücken weisen einen Abstand zu Beginn und am Ende des Jobs von mindestens 10% der
Gesamtlaufzeit des Jobs auf.
5.3.2.6 Zeitlich befristete, plötzliche Abweichung (Beeinflussung)
Analog zu den zeitlich befristeten, plötzliche Störungen treten Abweichungen abrupt auf, dauern
eine gewisse Zeit an und enden abrupt. Im Gegensatz zu Lücken wird der Messwert aber nicht
um einen Faktor erhöht oder verringert sondern um einen konstanten Wert variiert, folglich kann
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nicht direkt angegeben werden wie groß die prozentuale Abweichung ist, was die Beurteilung der
Störung aufwendiger gestaltet. Weiterhin sind Lücken im Gegensatz zu Beeinflussungen einfacher
anzuwenden. Wird der Messwert während der Start- oder Endphase eines Jobs verringert, können
durch Beeinflussungen negative Werte entstehen. Im Extremfall ist der Messwert des Jobs null
und es darf keine Beeinflussung appliziert werden. Bei der Verwendung von Lücken muss lediglich
der Faktor für die Stärke der Lücke kleiner eins gewählt werden.
Die Parameter zur Generierung von Abweichungen entsprechen denen von Lücken. Eine Aus-
nahme ist die Auswirkung auf den Messwert. Der Messwert wird während der Störung um einen
konstanten Wert (beispielsweise 1,0) erhöht oder verringert.
Die Beeinflussung kann somit als Ergänzung zu den Lücken betrachtet werden. Sie verursacht
auch eine Veränderung eines Jobs während er den Messwert 0,0 aufweist, so kann beispielsweise
eine unvorhergesehene CPU-Nutzung während eines Netzwerktransfers oder Festplattenzugriffs
simuliert werden. Dies ist mit Lücken nicht möglich. Daher wird kein großer Parameterraum be-
nötigt. Vielmehr werden Einzelfälle generiert, die mittels Lücken nicht untersucht werden können.
Ein Beispiel hierfür ist in Abbildung 5.7 dargestellt.
Abbildung 5.7: Veranschaulichung verschiedener Beeinflussungen mit der AMon-GUI. Dargestellt sind Jobs basie-
rend auf WCKMx1w05 (WCKM mit einer Wiederholung und 50% Wartezeit im Vergleich zur restlichen Rechen-
zeit). Der oberste Job wurde nicht mit Beeinflussung verändert, der Zweite mit Verringerung des Wertes um 1,0
über 10% der Laufzeit und mit 10% der Laufzeit als zeitlichen Abstand zum Startpunkt des Jobs. Der dritte Job
weist eine Erhöhung des Wertes um 1,0 über 10% der Laufzeit und mit 10% der Laufzeit als zeitlichen Abstand
zum Endpunkt des Jobs auf. Die Erhöhung des Wertes während der Wartephase von WCKM ist mit Lücken nicht
möglich.
5.3.2.7 Wiederholung von Strukturen eines Jobs
Bei der Wiederholung von Strukturen wird ein gegebener Satz von Messdaten (Job) mehrfach
wiederholt. Nach jeder Wiederholung wird jeweils eine Wartephase angefügt, während derer die
Messwerte auf 0,0 gesetzt werden. Da die Laufzeit des neu generierten Datensatzes nicht allzu
stark erhöht werden soll, wird die Laufzeit der wiederholten Segmente verkürzt. Die Wartezeit
ermöglicht eine deutliche Unterscheidung der verschiedenen Bereiche.
Für die Wiederholung von Strukturen eines Jobs werden folgende Parameter verwendet:
Anzahl der Wiederholungen: Die Anzahl der Wiederholungen bestimmt wie oft der Original-
datensatz wiederholt wird. Die Ausführungszeit soll durch die Wiederholungen allerdings
nicht verlängert werden. Daher werden die einzelnen Wiederholungen verkürzt, indem sie
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zeitlich linear skaliert (siehe Kapitel 5.3.2.2), also gestaucht werden. Der Faktor der Stau-
chung entspricht dabei der Anzahl der Wiederholungen. Die Gesamtlaufzeit der wiederhol-
ten Strukturen entspricht somit der Laufzeit des Originaldatensatzes.
Länge der Wartezeit: Nach jeder wiederholten Struktur wird eine Wartezeit angefügt3. Die Län-
ge der Wartezeit wird dabei prozentual zu der Laufzeit der Datenstrukturen angegeben.
Dies entspricht der aufsummierten Laufzeit aller Wartezeiten im Verhältnis zur Laufzeit des
Originaldatensatzes. Generiert wird eine Wartezeit indem zwei Messpunkte in den Daten-
satz eingefügt werden. Der Beginn der Wartezeit wird dabei direkt nach4 der Datenstruktur
platziert, das Ende der Wartezeit nach der entsprechenden Laufzeit. Die Gesamtlaufzeit
des generierten Datensatzes ist somit um die Laufzeit der Wartezeit erhöht.
Die Wiederholung von Strukturen dient nicht zur Konstruktion von akzeptablen Abweichungen
oder zum Erkennen von Fehlern bei der Ausführung eines Jobs. Ziel ist die Generierung neuer
weiterer Basisjobs wie in Kapitel 5.3.1.2 (Seite 72) ausgeführt ist. Ein Beispiel für die generierten
Jobs bietet Abbildung 5.2 auf Seite 74.
5.4 Grenzen der Erkennbarkeit
Neben der Erkennungsleistung der im Anschluss (Kapitel 5.5, Seite 82) untersuchten Verfahren
zur Analyse von Monitoring-Daten muss auch die Qualität der Monitoring-Daten betrachtet
werden. Informationen, die durch die Messwerterfassung nicht berücksichtigt werden, können im
Anschluss nicht rekonstruiert und ausgewertet werden. Dies wird anhand eines Beispiels erläutert.
Zur Veranschaulichung wird der Basisjob WCKM aus Kapitel 5.3.1.2 (Seite 72) herangezogen.
Mittels WCKM-Basisjobs kann eine Struktur aus hoher und niedriger Rechenleistung dargestellt
werden. Für Abbildung 5.8 wurde ein Job mit 64 Wiederholungen von hoher und niedriger
Rechenleistung herangezogen. Die niedrige Rechenleistung (Wartephasen) nimmt dabei 10 %
der Laufzeit der hohen Rechenleistung ein. Die Wartephasen sind also relativ kurz.
Abbildung 5.8 zeigt einen Ausschnitt über drei Wartephasen. Der oberste Balken zeigt den Ba-
sisjob vor der Abtastung. Es sind also Messpunkte (schwarze, vertikale Striche an der unteren
Seite der Balken in Abbildung 5.8) an allen nötigen Stellen vorhanden. Die weiteren Balken re-
präsentieren den Basisjob nach der simulierten Abtastung. Dabei wurden auch Fehler bei der
Abtastung nach Kapitel 5.3.2.1 (Seite 73) einbezogen. Nach der Abtastung sind die Messwerte
nur zu bestimmten Zeitpunkten vorhanden. Die Wartephasen werden damit nicht ideal abgebil-
det. Sie können ihre Form verändern, weniger ausgeprägt oder vollständig verwaschen sein, da
über den Bereich zwischen zwei Messungen keine Aussage über den Messwert getroffen werden
kann und eine Interpolation vorgenommen wird. Diese Form der Informationsreduktion soll bei
der Analyse von Monitoring-Daten nicht der verminderten Erkennungsleistung der untersuchten
Verfahren zugerechnet werden.
Ein weiterer Umstand der die Messwerte beeinflusst, ist direkt in deren Aufnahme begründet.
Nach dem Abtasttheorem [Sha49, Luk99, Sei06] muss die Abtastrate, also die Frequenz in der
die Monitoring-Daten aufgenommen werden, mindestens doppelt so hoch sein wie die Bandbreite
in der sich die Monitoring-Daten ändern. Monitoring-Daten können konstant sein, die untere
Frequenz der Datenrate ist also 0𝐻𝑧. Die maximale Frequenz, die somit auch die Bandbreite ist,
hängt von dem konkreten Typ der Daten ab. Die Auslastung der CPU kann sich beispielsweise
mit jedem Takt ändern. Die CPU-Last gemittelt über die letzten 15 Sekunden hat entsprechend
3Die Länge der Wartezeit kann selbstverständlich auch 0,0 sein. In diesem Fall werden keine zusätzlichen Mess-
punkte in den Datensatz eingefügt.
4Der erste Punkt der Lücke wird eine Sekunde nach dem letzten Messpunkt der vorhergehenden Daten platziert,
wobei eine Sekunde die geringste Auflösung des von der AMon-GUI verwendeten Datenformats ist.
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Abbildung 5.8: Verschiedene Varianten eines WCKM-Basisjobs mit 64 Wiederholungen und Wartezeit von 10 %
der Laufzeit mit hoher Rechenleistung. Dargestellt ist ein zeitlicher Ausschnitt über drei Wiederholungen. Die
Balken (Jobs) von oben nach unten sind: Ideal ohne Abtastung, Ideale Abtastung aller 90 𝑠, Abtastung mit
Verschiebung der Messung (Standardabweichung 1,0), Abtastung mit Verschiebung der Messung (Standardabwei-
chung 10,0), Abtastung mit Verschiebung der Messung (Standardabweichung 30,0), Abtastung mit Verschiebung
der Messung und falscher Zeitangabe (Standardabweichung 1,0), Abtastung mit Verschiebung der Messung und
falscher Zeitangabe (Standardabweichung 10,0), Abtastung mit Verschiebung der Messung und falscher Zeitangabe
(Standardabweichung 30,0), Abtastung mit Messung von falschem Zeitpunkt (Standardabweichung 1,0), Abtas-
tung mit Messung von falschem Zeitpunkt (Standardabweichung 10,0), Abtastung mit Messung von falschem
Zeitpunkt (Standardabweichung 30,0), Abtastung mit Messung von falschem Zeitpunkt und falscher Zeitangabe
(Standardabweichung 1,0), Abtastung mit Messung von falschem Zeitpunkt und falscher Zeitangabe (Standard-
abweichung 10,0), Abtastung mit Messung von falschem Zeitpunkt und falscher Zeitangabe ( Standardabweichung
30,0).
eine obere Frequenz von 115 𝐻𝑧. Die Frequenz der Aufnahme von Monitoring-Daten ist allerdings
erheblich geringer. Nach Abtasttheorem ist also keine fehlerfreie Rekonstruktion des Signals
möglich. Wird die CPU-Last über 15 Minuten gemittelt, muss eine Messung mindestens aller 7,5
Minuten erfolgen. Mit einer Messung aller 90 Sekunden wird das Abtasttheorem erfüllt.
Im Bereich der Elektrotechnik kann dieser Umstand mittels eines analogen Tiefpass-Filters be-
rücksichtigt werden. Dabei wird die maximale Frequenz des analogen Eingabesignals herabgesetzt
und anschließend mit gegebener Frequenz abgetastet. Für das Monitoring ist diese Strategie nicht
möglich, da die Signale bereits in digitaler Form vorliegen und somit kein analoger Tiefpass-Filter
vorgeschaltet werden kann. Ein digitaler Tiefpass-Filter führt nicht zu einer Verbesserung, da die
zu hohen Frequenzen durch die Abtastung bereits als Störung mit geringerer Frequenz mit dem
Signal überlagert wurden. Eine digitale Filterung kann daher nicht zwischen Signal und Störung
durch die Abtastung unterscheiden. Es ist also nicht zu vermeiden, dass Artefakte auftreten.
5.5 Adaption und Implementierung von Verfahren zur Analyse
von Monitoring-Daten
5.5.1 Kreuzkorrelation
Die Kreuzkorrelation wurde bereits im Kapitel 2.2.3.2, Seite 14 eingeführt. Sie ist als
(𝑓1 ⋆ 𝑓2)(𝜏) =
∫︁
𝑓1(𝑡) · 𝑓2(𝑡+ 𝜏) 𝑑𝑡 (5.3)
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definiert. Dabei beschreibt 𝜏 eine über die gesamte Messreihe konstante zeitliche Verschiebung.
Im Folgenden wird das zeitliche Ausrichten einer Messreihe mit einer Referenz von der Berech-
nung der Kreuzkorrelation getrennt. Dies ermöglicht die Modellierung komplexer, nicht kon-
stanter Verschiebungen zwischen Messreihe und Referenz. Die Ermittlung der Verschiebungen
(Alignment) hat dabei das Ziel, unter Verwendung von akzeptablen Veränderungen des Jobs die
Ähnlichkeit zur Referenz, also das Resultat der Kreuzkorrelation, zu erhöhen. Dies führt dazu,
dass die akzeptablen Einflüsse bei normaler Ausführung eines Jobs nicht fälschlicherweise als
Fehler dargestellt werden.
Da das Alignment von Messreihe und Referenz vor der Berechnung der Kreuzkorrelation statt-
findet, kann Gleichung 5.3 mit
𝜏 = 0 (5.4)
vereinfacht werden, da eine Verschiebung bereits ausgeglichen wurde. Es wird also der Kreuz-
korrelationskoeffizient für 𝜏 = 0 ermittelt. Es muss demzufolge auch nicht das Maximum der
Kreuzkorrelation ermittelt werden.
5.5.1.1 Umsetzung der naiven Implementierung
Bei der naiven Implementierung wird ausschließlich der Startzeitpunkt der Messreihe mit dem
Startzeitpunkt der Referenz in Übereinstimmung gebracht. Weitere Optimierungen werden nicht
vorgenommen.
Zur Berechnung des Kreuzkorrelationskoeffizienten wird Gleichung 5.3 herangezogen. Die Ver-
wendung von optimierten, diskreten Verfahren kann nicht angewendet werden. Es handelt sich
bei der Messreihe zwar um eine Reihe von Messwerten, allerdings sind die Messintervalle nicht
äquidistant (siehe Kapitel 3.2.1, Seite 24).
Die Messwerterfassung garantiert nicht die Einhaltung oder Reproduzierbarkeit eines bestimmten
zeitlichen Verhaltens. Hierzu wäre Echtzeitfähigkeit notwendig, welches wiederum ein echtzeitfä-
higes Betriebssystem und echtzeitfähige Hardware voraussetzen würde. Da folglich die Zeitpunkte
der Messungen bei Messreihe und Referenz nicht übereinstimmen müssen, werden zunächst feh-
lende Werte interpoliert. Dies geschieht so, dass für jeden Messzeitpunkt von Messreihe und
Referenz ein Wert für beide Reihen zur Weiterverarbeitung zur Verfügung steht. Eingesetzt wird
eine lineare Interpolation, basierend auf den zwei benachbarten Messwerten.
Die Berechnung des Kreuzkorrelationskoeffizienten geschieht schrittweise für jedes Intervall zwi-
schen zwei Zeitpunkten der interpolierten Messreihen. Die Einzelergebnisse werden dabei auf-
summiert. Dies ist aufgrund der Intervalladditivität5 von Integralen möglich.
Zur Vereinfachung der Berechnung des Kreuzkorrelationskoeffizienten für die einzelnen Intervalle
wird zunächst eine Verschiebung des Koordinatensystems entsprechend Abbildung 5.9 vorgenom-
men. Dabei werden die Referenz 𝑓1(𝑡*) und die Messreihe 𝑓2(𝑡*) so verschoben, dass der erste
Zeitpunkt bei null liegt. Die gemessenen bzw. interpolierten Werte 𝑝1,1, 𝑝1,2, 𝑝2,1 und 𝑝2,2 bleiben
dabei erhalten.
Zwischen den beiden Zeitpunkten 𝑡1 und 𝑡2 sind keine Messwerte vorhanden. Zur Berechnung des
Kreuzkorrelationskoeffizienten wird daher ein linearer Verlauf (wie in Abbildung 5.9 dargestellt)
angenommen. Damit können die Gleichungen für 𝑓1(𝑡) und 𝑓2(𝑡) wie folgt ermittelt werden:
5Intervalladditivität:
∫︀ 𝑐
𝑎
𝑓(𝑥) 𝑑𝑥 =
∫︀ 𝑏
𝑎
𝑓(𝑥) 𝑑𝑥+
∫︀ 𝑐
𝑏
𝑓(𝑥) 𝑑𝑥
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Abbildung 5.9: Verschiebung des Koordinatensystems zur Erleichterung der Berechnung des Kreuzkorrelations-
koeffizienten
𝑓1(𝑡) =
𝑡 · (𝑝1,2 − 𝑝1,1)
𝑡2 − 𝑡1
+ 𝑝1,1
𝑓2(𝑡) =
𝑡 · (𝑝2,2 − 𝑝2,1)
𝑡2 − 𝑡1
+ 𝑝2,1
(5.5)
Die Gleichungen 5.5 können jetzt in die Kreuzkorrelation (5.3) eingesetzt werden und mit Glei-
chung 5.4 zum Kreuzkorrelationskoeffizienten 𝑐 reduziert werden um das Integral zu lösen:
𝑐 =
𝑡2−𝑡1∫︁
0
(︂
𝑝1,1 + 𝑡 ·
𝑝1,2 − 𝑝1,1
𝑡2 − 𝑡1
)︂
·
(︂
𝑝2,1 + 𝑡 ·
𝑝2,2 − 𝑝2,1
𝑡2 − 𝑡1
)︂
𝑑𝑡 (5.6)
=
𝑡2−𝑡1∫︁
0
𝑝1,1 · 𝑝2,1 + 𝑡 ·
𝑝1,1 · (𝑝2,2 − 𝑝2,1)
𝑡2 − 𝑡1
+ 𝑡 · 𝑝2,1 · (𝑝1,2 − 𝑝1,1)
𝑡2 − 𝑡1
+ 𝑡2 · (𝑝1,2 − 𝑝1,1) · (𝑝2,2 − 𝑝2,1)
(𝑡2 − 𝑡1)2
𝑑𝑡
= 𝑝1,1 · 𝑝2,1 · 𝑡|𝑡2−𝑡10 +
𝑡2
2
· 𝑝1,1 · (𝑝2,2 − 𝑝2,1)
𝑡2 − 𝑡1
⃒⃒⃒⃒𝑡2−𝑡1
0
+
𝑡2
2
· 𝑝2,1 · (𝑝1,2 − 𝑝1,1)
𝑡2 − 𝑡1
⃒⃒⃒⃒𝑡2−𝑡1
0
+
𝑡3
3
· (𝑝1,2 − 𝑝1,1) · (𝑝2,2 − 𝑝2,1)
(𝑡2 − 𝑡1)2
⃒⃒⃒⃒𝑡2−𝑡1
0
= 𝑡 ·
(︂
𝑡2
3
· (𝑝1,2 − 𝑝1,1) · (𝑝2,2 − 𝑝2,1)
(𝑡2 − 𝑡1)2
+
𝑡
2
(︂
𝑝1,1 · (𝑝2,2 − 𝑝2,1)
(𝑡2 − 𝑡1)
+
𝑝2,1 · (𝑝1,2 − 𝑝1,1)
(𝑡2 − 𝑡1)
)︂
+𝑝1,1 · 𝑝2,1)|𝑡2−𝑡10
= 𝑡 ·
(︂
𝑡 ·
(︂
𝑡
3
· (𝑝1,2 − 𝑝1,1) · (𝑝2,2 − 𝑝2,1)
(𝑡2 − 𝑡1)2
+
𝑝1,1 · (𝑝2,2 − 𝑝2,1) + 𝑝2,1 · (𝑝1,2 − 𝑝1,1)
2 · (𝑡2 − 𝑡1)
)︂
+𝑝1,1 · 𝑝2,1)|𝑡2−𝑡10
𝑐 =(𝑡2 − 𝑡1) ·
(︂
(𝑝1,2 − 𝑝1,1) · (𝑝2,2 − 𝑝2,1)
3
+
𝑝1,1 · (𝑝2,2 − 𝑝2,1) + 𝑝2,1 · (𝑝1,2 − 𝑝1,1)
2
+ 𝑝1,1 · 𝑝2,1
)︂
(5.7)
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Gleichung 5.7 enthält lediglich die gemessenen bzw. interpolierten Werte der Referenz und der
Messreihe sowie die zugehörigen Zeitpunkte. Somit kann die Gleichung direkt programmtech-
nisch zur Ermittlung des Kreuzkorrelationskoeffizienten verwendet werden. Für die Darstellung
der Ergebnisse wird des Weiteren eine Normierung eingesetzt. Der ermittelte Kreuzkorrelations-
koeffizient wird auf den Autokorrelationskoeffizienten6 der Referenz normiert. Je nach Kontext,
indem der Kreuzkorrelationskoeffizient berechnet wird, muss dieser entsprechend interpretiert
werden. Im Bereich der Elektrotechnik und Signalverarbeitung steht ein höherer (normierter)
Kreuzkorrelationskoeffizient auch für eine höhere Ähnlichkeit. Für die Analyse von Monitoring-
Daten, bei denen im Idealfall die Messwerte beider Messreihen übereinstimmen ergibt sich für
den normierten Kreuzkorrelationskoeffizienten ein Ideal von 1,0. Sind die Messwerte des Jobs
geringer als die der Referenz ergibt sich ein normierten Kreuzkorrelationskoeffizient kleiner 1,0.
Sind die Werte des Jobs höher als die der Referenz wird der normierte Kreuzkorrelationskoeffi-
zient größer als 1,0, der Job ist der Referenz scheinbar ähnlicher als diese sich selbst. Aus dem
Kontext heraus muss ein Kreuzkorrelationskoeffizient größer 1,0 aber als Abweichung von der
Norm interpretiert werden.
5.5.1.2 Evaluierung der naiven Implementierung
Zur Evaluierung wird CKM (siehe Kapitel 5.3.1.1, Seite 72) als Basisjob verwendet. Dieser Job
wird zeitlich gedehnt wie in Kapitel 5.3.2.2, Seite 75 beschrieben. Zur Untersuchung der Stabilität
des Algorithmus wird der Job dem Sampling unterzogen. Dabei werden auch die Fehler bei
der Abtastung nach Kapitel 5.3.2.1, Seite 73 einbezogen. Damit ergeben sich 238 Varianten7
basierend auf CKM.
Zur Anwendung der Kreuzkorrelation auf die Jobs wird eine Referenz benötigt. Zu diesem Zweck
wird ebenfalls der CKM-Basisjob herangezogen. Dabei wird sowohl der ideale Job verwendet
(also nur mit Messstellen bei Veränderung des Verhaltens) wie auch eine abgetastete Variante.
Sampling-Fehler werden dabei nicht berücksichtigt. Weitere Abwandlungen der Referenz scheinen
nicht nötig, da bereits diverse Varianten der zu untersuchenden Jobs generiert wurden.
Aus den genannten Varianten wurden zur besseren Übersichtlichkeit und zum einfacheren Ver-
gleich der verschiedenen Varianten drei zeitliche Dehnungen ausgewählt, das Ergebnis bei Ver-
gleich mit der abgetasteten Referenz ist in Abbildung 5.10 zu sehen. Werden alle Varianten dar-
gestellt entsteht Abbildung B.2 (Seite 191). Es ist zu erkennen, dass sich der ermittelte normierte
Kreuzkorrelationskoeffizient bei verschiedenen Sampling-Fehlern und identischer Streckung nicht
qualitativ unterscheidet und somit die Fehler beim Sampling keinen relevanten Einfluss auf den
Algorithmus und dessen Erkennungsleistung haben. Wird der ideale, nicht abgetastete Basisjob
als Referenz für die abgetasteten und variierten Jobs genutzt, entsteht Abbildung B.1 (Seite 190).
Die Ergebnisse entsprechen dem Vergleich mit der abgetasteten Referenz. Da in der Praxis von
einer abgetasteten Referenz ausgegangen werden kann, wird im Folgenden auf diese Abbildungen
verzichtet.
Die Auswirkung von linearen Streckungen oder Stauchungen nach Kapitel 5.3.2.2 (Seite 75) kann
näher anhand von Abbildung 5.11 analysiert werden. Für diese Abbildung wurde auf Varianten
mit Fehlern bei der Abtastung verzichtet. Zusätzlich wird der Kreuzkorrelationskoeffizient nume-
risch dargestellt. Betrachtet man die Varianten, bei denen eine Laufzeitverkürzung auftritt, so ist
festzustellen, dass der normierte Kreuzkorrelationskoeffizient etwa mit dem Maß der Stauchung
6Der Autokorrelationskoeffizient ist dabei der Kreuzkorrelationskoeffizient bei Vergleich der Referenz mit sich
selbst.
7Die 238 = 17·(2+4·3) Varianten ergeben sich aus den 17 linearen, zeitlichen Skalierungen (siehe Kapitel 5.3.2.2,
Seite 75) (Abszisse in Abbildung B.1, Seite 190) die mit dem idealen Job und dem abgetasteten Job sowie mit 4
verschiedenen Fehlern bei der Abtastung (siehe Kapitel 5.3.2.1, Seite 73) in je 3 Stärken (Standardabweichung
1, 10 und 30) kombiniert werden (Legende in Abbildung B.1, Seite 190).
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Abbildung 5.10: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) aus den Ergebnissen bei der
Anwendung der Kreuzkorrelation (naive Implementierung) auf Varianten von CKM unter Verwendung der abge-
tasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
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Abbildung 5.11: Auszug (Reduktion auf Varianten ohne Fehler bei der Abtastung) aus den Ergebnissen bei
der Anwendung der Kreuzkorrelation (naive Implementierung) auf Varianten von CKM unter Verwendung der
abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
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sinkt und somit von dem Idealwert (1,0), für Identität von Referenz und Job, abweicht. Wird der
Job beispielsweise auf 0,50 seiner Laufzeit gestaucht, ergibt sich ein normierter Kreuzkorrelati-
onskoeffizient von 0,48. Da eine Laufzeitänderung ohne Änderung der Qualität des Jobs vorliegt,
soll dies nicht als Fehler erkannt und nicht mit einem geringen Kreuzkorrelationskoeffizienten
angezeigt werden. Daher ist dieses Verhalten nicht gewollt.
Bei der Verlängerung der Laufzeit des Jobs tritt eine deutlich geringere Verschlechterung des
Kreuzkorrelationskoeffizienten auf. Bei einer Verlängerung um den Faktor 2,00 beträgt der nor-
mierte Kreuzkorrelationskoeffizient 0,97. Die Ursache hierfür ist in der Art der Berechnung des
Kreuzkorrelationskoeffizienten begründet. Zur Berechnung müssen Werte für den Job und die
Referenz vorliegen. Die Referenz hat allerdings eine geringere Laufzeit als der Job. Ein großer
Teil des Jobs kann also nicht mit der Referenz verglichen werden! Nur einen Teil des Job für die
Untersuchung heranzuziehen ist nicht zielführend auch wenn das Ergebnis der Untersuchungen
durchaus das gewollte Verhalten zeigt, also der Kreuzkorrelationskoeffizient durch Strecken des
Jobs nur geringfügig verringert wird. Das hohe Maß für den Kreuzkorrelationskoeffizienten ist das
Ergebnis der Struktur von CKM, der über einen Großteil seiner Laufzeit einen konstanten Wert
aufweist, gleichzeitig tritt aufgrund des kurzen Anstieges von CKM bereits eine Verringerung des
Kreuzkorrelationskoeffizienten von 0,03 auf.
Zur Verbesserung der Ergebnisse muss demzufolge die Dehnung oder Stauchung eines Jobs vor
der Berechnung des Kreuzkorrelationskoeffizienten berücksichtigt werden.
5.5.1.3 Umsetzung mit linearer Skalierung
Ebenso wie bei der naiven Implementierung wird die Messreihe zeitlich so verschoben, dass der
Programmstart mit dem Programmstart der Referenz übereinstimmt. Zusätzlich wird aber auch
das Ende des Programmlaufs mit der Referenz in Übereinstimmung gebracht. Die transformierte
Messreihe hat also den gleichen Startzeitpunkt und die gleiche Laufzeit wie die Referenz. Die
Skalierung der Messzeitpunkte geschieht dabei linear. Die Messwerte8 bleiben erhalten. Da die
Laufzeit des Jobs erst nach dessen Beendigung bekannt ist, kann dieses Verfahren nur post
mortem angewandt werden, da immer der gesamte Job mit der Referenz verglichen wird stellt
dies aber keine zusätzliche Einschränkung dar.
Die Interpolation von Werten und die anschließende Ermittlung des normierten Kreuzkorrela-
tionskoeffizienten wird analog zur naiven Implementierung vorgenommen. Programmtechnisch
werden dieselben Funktionen zur Berechnung genutzt.
5.5.1.4 Evaluierung mit linearer Skalierung
Im Gegensatz zur Umsetzung der Kreuzkorrelation mit naiver Implementierung werden Job und
Referenz aufgrund der zeitlichen Skalierung über ihre gesamte Laufzeit verglichen. Eine Über-
sicht über die Anwendung dieses Algorithmus auf die 238 Varianten von CKM aus Kapitel 5.5.1.2
ist in Abbildung B.3 (Seite 192) (bei Vergleich mit der abgetasteten Referenz) dargestellt. Die
Auswirkung von Abtastungsfehlern werden exemplarisch für drei ausgewählte Stauchungen bzw.
Streckungen in Abbildung 5.12 gezeigt. Analog zur naiven Implementierung sind die Auswirkun-
gen zu vernachlässigen. Fehler bei der Abtastung beeinflussen den Kreuzkorrelationskoeffizienten
also kaum.
Die Auswirkung von linearen Stauchungen und Streckungen (siehe Kapitel 5.3.2.2, Seite 75) auf
den ermittelten Kreuzkorrelationskoeffizienten sind in Abbildung 5.13 zu sehen. Dazu wurden
8Sofern ein Messwert einen zeitlichen Bezug hat, wie die verbrauchte Laufzeit des Jobs, wird er wie ein Mess-
zeitpunkt skaliert.
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Abbildung 5.12: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) aus den Ergebnissen bei der
Anwendung der Kreuzkorrelation (Implementierung mit Skalierung) auf Varianten von CKM unter Verwendung
der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
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Abbildung 5.13: Auszug (Reduktion auf Varianten ohne Fehler bei der Abtastung) aus den Ergebnissen bei der
Anwendung der Kreuzkorrelation (Implementierung mit Skalierung) auf Varianten von CKM unter Verwendung
der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
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die Varianten von CKM mit Fehlern bei der Abtastung für die Darstellung eliminiert und der
numerische Wert des Kreuzkorrelationskoeffizienten eingetragen (analog zu Abbildung 5.11 für
die naive Implementierung). Es ist zu erkennen, dass die Stauchungen bzw. Streckungen keinen
Einfluss auf den ermittelten Kreuzkorrelationskoeffizienten haben. Das Resultat liegt annähernd
bei 1,0. Job und Referenz sind damit praktisch identisch. Die applizierte lineare Skalierung kann
wie zu erwarten war, ausgeglichen werden, die Transformation der Messzeitpunkte hat keine
Verschlechterung des Kreuzkorrelationskoeffizienten zur Folge.
Einfache Fehler bei der Jobausführung werden als zeitlich befristete, plötzliche Störungen oder
kurz Lücken nach Kapitel 5.3.2.5 (Seite 78) simuliert. Dabei ergeben sich insgesamt 1360 Va-
riationen9 bei der Anordnung und Ausprägung der Lücken. Diese Variationen wurden weiterhin
alle dem Sampling ohne Fehler unterzogen.
Zum Vergleich der verschiedenen Lückenformen wird die Datenmenge auf Varianten mit maxi-
maler Beeinflussung des Jobs während der Lücke (Faktor 1.0) und maximalem Laufzeitanteil
der Lücken (0.5) reduziert. Bei dieser Konfiguration sind die Auswirkungen auf den ermittelten
Kreuzkorrelationskoeffizienten bei allen Lückenformen maximal. Dies ist in Abbildung 5.14 dar-
gestellt. Je 340 Variationen sind einzeln für jede Lückenform in der Abbildung B.4, B.5 und B.6
zu sehen, diese Abbildungen dienen als Überblick über die untersuchten Jobs. Auf die Abbildung
für die Lückenform (–+) wurde verzichtet, da diese in allen für diese Arbeit untersuchten Fällen
analog zur Lückenform (+–) ausfällt.
Der ermittelte normierte Kreuzkorrelationskoeffizient für die Lückenform (–) (siehe zweite Grup-
pe in Abbildung 5.14), also die Verringerung des Messwertes, entspricht am ehesten den Erwar-
tungen. Abbildung B.5, Seite 194 zeigt einen Überblick über alle Jobs die mit dieser Lückenform
erzeugt wurden. Offensichtlich ist, dass ein höherer zeitlicher Anteil der Störung (Abszisse in
Abbildung B.5) potentiell auch zu einer stärkeren Verringerung des Kreuzkorrelationskoeffizien-
ten und damit zu einer stärkeren Abweichung von dem Ideal von 1,0 führt. Der zweite starke
Einflussfaktor ist die Stärke, mit der der Messwert verändert wird. Dieser Einfluss ist in Abbil-
dung B.5 enthalten aber nicht offensichtlich. Zu diesem Zweck wurde Abbildung B.7 (Seite 196)
generiert. Durch eine andere Wahl der Achsen wird das Verhalten direkt verdeutlicht.
Wie bereits beschrieben, entspricht das Ergebnis bei der Lückenform (–), (<–>), (<–<) und
(>–>), also bei Verringerung des Messwertes während der Lücke, den Erwartungen. Der Kreuz-
korrelationskoeffizient wird also erheblich reduziert. Bei der Erhöhung des Messwertes (Lücken-
form (+), (<+>), (<+<) und (>+>)) entspricht der Kreuzkorrelationskoeffizient nicht den
Erwartungen aus Anwendersicht (erste Gruppe in Abbildung 5.14 bzw. Abbildung B.4, Sei-
te 193). Der normierte Kreuzkorrelationskoeffizient ist größer als 1,0. Dies impliziert, dass der
Job mit Fehler der Referenz ähnlicher ist als dieser zu sich selbst. Betrachtet man lediglich die
Abweichung von dem Ideal 1,0 kann man aber erkennen, dass eine erhebliche Abweichung von
der Referenz vorliegt. Man könnte dies also als kosmetisches Problem bezeichnen (siehe Kapi-
tel 5.5.1.1, Seite 83). Tritt sowohl eine Erhöhung und Verringerung des Messwertes auf, wie bei
den Lücken der Form (+–), (<+–>), (<+–<) und (>+–>) sowie (–+), (<–+>), (<–+<) und
(>–+>), können sich die Auswirkungen aus Erhöhung und Verringerung des Messwertes auf
den Kreuzkorrelationskoeffizienten ausgleichen. Das ist ebenfalls in Abbildung 5.14 (dritte und
vierte Gruppe) und in der Abbildungen B.6 (Seite 195) zu erkennen. Für diese Lückenformen ist
die Beeinflussung des Jobs gleich intensiv und gleich lang anhaltend wie für die Lücken die den
Messwert nur erhöhen oder nur verringern. Der ermittelte Kreuzkorrelationskoeffizient entspricht
aber in etwa dem Idealwert, es wird also eine hohe Ähnlichkeit zur Referenz vorgetäuscht.
9Die 1360 = 4 · (5 · 4 · (2 · 9− 1)) Variationen ergeben sich aus 4 Lückenformen (siehe Kapitel 5.3.2.5, Seite 78),
den 5 zeitlichen Anteilen für Lücken (0,001, 0,01, 0,05, 0,1 und 0,5 der Laufzeit), 4 Faktoren für die Änderung
des Messwertes (0,1, 0,2, 0,5 und 1,0), 2 Platzierungen (direkt am Rand des Jobs oder mit 10% Abstand), 9
verschiedenen Anzahlen an Lücken (1, 2, 3, 5, 10, 20 und 30 wobei eine einzelne Lücke an Beginn, Mitte oder
Ende des Jobs ausgerichtet werden kann und daher dreifach gezählt wird) und der Reduzierung um 1, da eine
einzelne, mittig platzierte Lücke unabhängig vom Abstand zum Rand des Jobs ist.
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Kreuzkorrelation skaliert, abgetastete Referenz,
Wert multipliziert mit 1, Lücke 50%
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand 3 Lücken, kein Rand
5 Lücken, kein Rand 10 Lücken, kein Rand 20 Lücken, kein Rand
30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand Ideal
Abbildung 5.14: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1.0, Laufzeitanteil 50%) aus den Ergebnissen bei der Anwendung der Kreuzkorrelation (Implementierung mit
Skalierung) auf Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung)
des CKM-Basisjobs als Referenz.
Im Folgenden wird der Algorithmus weiter optimiert um die dargelegten Probleme zu überwin-
den.
5.5.1.5 Umsetzung mit linearer Skalierung und lokaler Normierung
Bisher wurde die Kreuzkorrelation schrittweise von einem Messpunkt zum nächsten berechnet
und die einzelnen Kreuzkorrelationskoeffizienten über die jeweiligen Intervalle kontinuierlich auf-
summiert.
Bei der im Folgenden beschriebenen Variante der Kreuzkorrelation findet eine Normierung der
über die einzelnen Intervalle berechneten Kreuzkorrelationskoeffizienten statt. Dies geschieht be-
vor die einzelnen Koeffizienten aufsummiert werden, bei den bisher beschriebenen Algorithmen
wurde die Normierung nach dem Aufsummieren durchgeführt. Als Normierungsgröße dient der
Autokorrelationskoeffizient10 der Referenz über dasselbe Intervall. Ist der Kreuzkorrelationsko-
effizient eines Intervalls gleich oder kleiner der Normierungsgröße verdeutlicht dies direkt die
ideale oder verringerte Ähnlichkeit im entsprechenden Intervall. Ist der Kreuzkorrelationskoeffi-
zient größer als die Normierungsgröße entspricht dies nicht einer hohen Ähnlichkeit sondern einer
Abweichung von der Norm, wie bereits in Kapitel 5.5.1.4 ausgeführt wurde. Daher wird die Ab-
10Der Autokorrelationskoeffizient der Referenz ist der Kreuzkorrelationskoeffizient der Basis mit sich selbst. Wie
bereits beschrieben bezieht sich der Autokorrelations- bzw. Kreuzkorrelationskoeffizient dabei auf 𝜏 = 0. Also
keine zeitliche Verschiebung zwischen den Datensätzen.
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weichung von der Normierungsgröße einheitlich zu einem Wert kleiner als die Normierungsgröße
übertragen. Ein Kreuzkorrelationskoeffizient kleiner null hat eine eigene Bedeutung, er entsteht
wenn zwei Signale ähnlich sind aber verschiedene Vorzeichen aufweisen, daher muss die Normie-
rung auf negative Werte vermieden werden. Die Werte (𝑘𝑘𝑓𝑙𝑜𝑐𝑎𝑙) größer der Normierungsgröße
(𝑎𝑘𝑓𝑙𝑜𝑐𝑎𝑙) bis unendlich müssen also auf das Intervall kleiner der Normierungsgröße bis null (zur
Vermeidung von negativen Werten) übertragen werden. Dies wird mit der Normierung
𝑘𝑘𝑓 ′𝑙𝑜𝑐𝑎𝑙 =
𝑎𝑘𝑓𝑙𝑜𝑐𝑎𝑙
1 +
(︁
𝑘𝑘𝑓𝑙𝑜𝑐𝑎𝑙−𝑎𝑘𝑓𝑙𝑜𝑐𝑎𝑙
𝑎𝑘𝑓𝑙𝑜𝑐𝑎𝑙
)︁ (5.8)
realisiert.
Weiterhin ist zu beachten, dass vor der schrittweisen Normierung keine Gebiete existieren dür-
fen bei denen das Integral der Kreuzkorrelation sowohl größer als auch kleiner ist als die Nor-
mierungsgröße. Andernfalls wäre die Normierung nicht korrekt, da die verschiedenen Gebiete
unterschiedlich normiert werden müssen (siehe Abbildung 5.15). Ein Übergang zwischen sol-
chen Integrationsgebieten entsteht immer, wenn sich die Funktionen von Job-Daten und Refe-
renz schneiden. Programmtechnisch werden alle Schnittpunkte zwischen Job-Daten und Referenz
nach den mathematischen Berechnungen von Kapitel A.4 (Seite 188) ermittelt und die Werte am
Schnittpunkt linear aus den benachbarten Daten interpoliert. Die ermittelten Werte und Zeiten
werden den Messreihen hinzugefügt. So wird sichergestellt, dass bei der Berechnung des Kreuz-
korrelationskoeffizienten ausschließlich Intervalle mit nur positiven oder nur negativen Anteilen
auftreten. Die einzelnen Bereiche können sich somit nicht vor der Normierung ausgleichen.
f(t)
t
Referenz
Job
>
<
b
b
b b
t1 t2
Abbildung 5.15: Referenz und Job haben Messstellen jeweils zu den Zeitpunkten 𝑡1 und 𝑡2. Da sich die interpolier-
ten Graphen zwischen den Messstellen schneiden entstehen zwei Bereiche. Im ersten Bereich ist der interpolierte
Messwert des Jobs höher als der der Referenz (rot visualisiert), der Kreuzkorrelationskoeffizient für diesen Bereich
muss normiert werden. Im zweiten Bereich (blau visualisiert) ist der Kreuzkorrelationskoeffizient bereits geringer
als der Autokorrelationskoeffizient, daher muss für diesen Bereich keine Normierung vorgenommen werden. Zur
korrekten Normierung müssen beide Bereiche einzeln behandelt werden, hierzu wird eine Stützstelle auf dem
Snittpunkt von Job und Referenz berechnet.
5.5.1.6 Evaluierung mit linearer Skalierung und lokaler Normierung
Die Auswirkung der Normierung wird auf Basis der in Kapitel 5.5.1.4 vorgenommenen Experi-
mente, also mit dem CKM-Basisjob durchgeführt. Es werden also dieselben Daten der in Kapi-
tel 5.5.1.5 erweiterten Umsetzung der Kreuzkorrelation analysiert. Die Ergebnisse der Analyse
werden in Diagrammen, die mit denselben Parametern wie in Kapitel 5.5.1.4 erstellt wurden,
dargestellt. Das ermöglicht einen direkten Vergleich der Analysemethoden.
Bei der Betrachtung von Lücken mit Verringerung des Wertes kann keine Änderung festgestellt
werden (siehe Abbildung 5.16, zweite Gruppe). Die detaillierte Abbildung für die Umsetzung
ohne Normierung ist in B.5 (Seite 194) und die Umsetzung mit Normierung ist in Abbildung B.9
(Seite 198) abgebildet. Weiterhin wurden wieder die Jobs mit maximaler Beeinflussung durch
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Kreuzkorrelation lokal/global normiert, abgetastete Referenz,
Wert multipliziert mit 1, Lücke 50%
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), lokal 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), global
2 Lücken, kein Rand, lokal 2 Lücken, kein Rand, global
3 Lücken, kein Rand, lokal 3 Lücken, kein Rand, global
5 Lücken, kein Rand, lokal 5 Lücken, kein Rand, global
10 Lücken, kein Rand, lokal 10 Lücken, kein Rand, global
20 Lücken, kein Rand, lokal 20 Lücken, kein Rand, global
30 Lücken, kein Rand, lokal 30 Lücken, kein Rand, global
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), lokal 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), global
2 Lücken, 0, 1 Rand, lokal 2 Lücken, 0, 1 Rand, global
3 Lücken, 0, 1 Rand, lokal 3 Lücken, 0, 1 Rand, global
5 Lücken, 0, 1 Rand, lokal 5 Lücken, 0, 1 Rand, global
10 Lücken, 0, 1 Rand, lokal 10 Lücken, 0, 1 Rand, global
20 Lücken, 0, 1 Rand, lokal 20 Lücken, 0, 1 Rand, global
30 Lücken, 0, 1 Rand, lokal 30 Lücken, 0, 1 Rand, global
Ideal
Abbildung 5.16: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1.0, Laufzeitanteil 50%) zum Vergleich der Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementie-
rung mit lokaler Normierung verglichen mit der Implementierung mit Skalierung, die eine globale Normierung
verwendet) auf Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung)
des CKM-Basisjobs als Referenz.
Lücken, zur einfacheren Auswertung der Daten, ausgewählt und in Abbildung B.11 (Seite 200)
und Abbildung 5.16 dargestellt, als Vergleich dient Abbildung 5.14 (jeweils der zweite Balken).
Die verringerte Ähnlichkeit ist also weiterhin sichtbar, dies zeigt der direkte Vergleich der beiden
Varianten in Abbildung 5.16 (zweite Gruppe).
Wird der Messwert während der Lücke erhöht (siehe Abbildung 5.16, erste Gruppe), war bisher
ein erhöhter Kreuzkorrelationskoeffizient festzustellen (im Detail siehe Abbildung B.4 (Seite 193)
und Abbildung 5.14). Mit Normierung (Abbildung B.8, Seite 197 und die erste Gruppe in Ab-
bildung B.11 (Seite 200) bzw. Abbildung 5.16) ist deutlich zu erkennen, dass die Ähnlichkeit
verringert ist, da der Kreuzkorrelationskoeffizient kleiner ist als das Ideal von 1,0. Der direkte
Vergleich für diese Lückenform ist auch in Abbildung 5.16 (erste Gruppe) zu finden.
Wird der Messwert während der Lücke erst erhöht und anschließend verringert (ohne Normierung
Abbildung B.6 (Seite 195), mit Normierung Abbildung B.10 (Seite 199)) bzw. der Messwert erst
verringert und anschließend erhöht ist ein deutlicher Unterschied zwischen der normierten und
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der nicht normierten Variante zu erkennen. Das ist noch deutlicher anhand der ausgewählten Jobs
beim Vergleich der Abbildung 5.14 (ohne Normierung) und Abbildung B.11 (mit Normierung)
bzw. anhand des in Abbildung 5.16 dargestellten Vergleiches zu erkennen. Ohne Normierung ist
nur eine minimale Abweichung vom Idealwert sichtbar, während mit Normierung ähnliche Abwei-
chungen wie bei den anderen Lückenformen (siehe Abbildung B.8 (Seite 197) und Abbildung B.9
(Seite 198)) erkennbar sind.
Abbildung 5.16 und Abbildung B.11 (Seite 200) zeigt deutlich, dass keine Kreuzkorrelations-
koeffizienten größer als der Idealwert angezeigt werden. Es ist also direkt ersichtlich, dass die
Ähnlichkeit verringert ist. Dies ist auch für die Lücken mit erhöhtem Messwert während der
Lücke der Fall. Aufgrund der Normierung ist die angezeigte Verringerung der Ähnlichkeit etwas
kleiner als bei Lücken mit Verringerung des Messwertes, obwohl die absolute Veränderung des
Messwertes identisch ist. Bei den Lücken mit Erhöhung und Verringerung ist jetzt deutlich eine
Abweichung von der Norm zu erkennen. Die Probleme bei der Erkennung, wie sie durch Aus-
gleich von verschiedenen Beeinflussungen entstanden sind (siehe Kapitel 5.5.1.4), konnten also
überwunden werden.
5.5.1.7 Umsetzung mit linearer Skalierung und Messwertnormierung
Die lokale Normierung der Kreuzkorrelationskoeffizienten aus Kapitel 5.5.1.5, Seite 90 ist nicht
die einzige Möglichkeit der Normierung, daher wird im Folgenden eine weitere Variante vorge-
stellt. Der Vorteil der Messwertnormierung liegt in der Vermeidung der Berechnung von zusätzli-
chen Stützstellen und lokalen Autokorrelationskoeffizienten, dies verringert den Rechenaufwand
geringfügig11, kann aufgrund der geringeren Anzahl von Berechnungen zu einer besseren nume-
rischen Stabilität beitragen und ist programmiertechnisch einfacher umzusetzen. Da nicht direkt
der Kreuzkorrelationskoeffizient normiert wird muss überprüft werden ob diese Normierung keine
Nachteile aufweist.
Für die im Folgenden betrachtete Umsetzung der Keuzkorrelation wird die Normierung vor der
Berechnung der einzelnen Kreuzkorrelationskoeffizienten vorgenommen. Dabei werden die Mess-
werte des Jobs analog12 zu Formel 5.8 (Seite 91) normiert, sofern sie größer sind als der Messwert
der Referenz zum selben Zeitpunkt. Die normierten Messwerte des Jobs sind anschließend kleiner
oder gleich dem Messwert der Referenz. Damit kann in einem Intervall zwischen zwei benachbar-
ten Messwerten kein Kreuzkorrelationskoeffizient größer als der Autokorrelationskoeffizient der
Referenz im selben Intervall auftreten. Damit wieder ein Idealwert von 1,0 entsteht muss der
Kreuzkorrelationskoeffizient noch global, also über den gesamten Job, auf den Autokorrelations-
koeffizienten der Referenz normiert werden.
Im Vergleich zur Normierung der Kreuzkorrelationskoeffizienten (siehe Kapitel 5.5.1.6, Seite 91)
ist es somit nicht nötig weitere Messwerte zu interpolieren sobald sich die Messkurven von Job
und Referenz schneiden. Weiterhin kann auf die Berechnung der Autokorrelationskoeffizienten
für die Referenz verzichtet werden, da diese nicht als Vergleichsgröße herangezogen wird.
5.5.1.8 Evaluierung mit linearer Skalierung und Messwertnormierung
Zum Vergleich mit der Normierung der Kreuzkorrelationskoeffizienten wurde die Kreuzkorre-
lation mit Normierung der Messwerte auf dieselben Daten angewendet. Anschließend wurden
11Die Komplexität des Algorithmus ändert sich nicht, es entfällt aber die Suche und Berechnung der Schnittpunkte
zwischen Job und Referenz.
12Anstatt des lokalen Kreuzkorrelationskoeffizienten 𝑘𝑘𝑓𝑙𝑜𝑐𝑎𝑙 wird der Messwert des Jobs und anstatt des loka-
len Autokorrelationskoeffizienten 𝑎𝑘𝑓𝑙𝑜𝑐𝑎𝑙 der Messwert der Referenz verwendet. Das Ergebnis ist nicht der
normierte Kreuzkorrelationskoeffizient 𝑘𝑘𝑓 ′𝑙𝑜𝑐𝑎𝑙 sondern der normierte Messwert des Jobs.
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Kreuzkorrelation Werte/lokal normiert, abgetastete Referenz,
Wert multipliziert mit 1, Lücke 50%
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), Messwertnormierung 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), lokale Normierung
2 Lücken, kein Rand, Messwertnormierung 2 Lücken, kein Rand, lokale Normierung
3 Lücken, kein Rand, Messwertnormierung 3 Lücken, kein Rand, lokale Normierung
5 Lücken, kein Rand, Messwertnormierung 5 Lücken, kein Rand, lokale Normierung
10 Lücken, kein Rand, Messwertnormierung 10 Lücken, kein Rand, lokale Normierung
20 Lücken, kein Rand, Messwertnormierung 20 Lücken, kein Rand, lokale Normierung
30 Lücken, kein Rand, Messwertnormierung 30 Lücken, kein Rand, lokale Normierung
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), Messwertnormierung 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), lokale Normierung
2 Lücken, 0, 1 Rand, Messwertnormierung 2 Lücken, 0, 1 Rand, lokale Normierung
3 Lücken, 0, 1 Rand, Messwertnormierung 3 Lücken, 0, 1 Rand, lokale Normierung
5 Lücken, 0, 1 Rand, Messwertnormierung 5 Lücken, 0, 1 Rand, lokale Normierung
10 Lücken, 0, 1 Rand, Messwertnormierung 10 Lücken, 0, 1 Rand, lokale Normierung
20 Lücken, 0, 1 Rand, Messwertnormierung 20 Lücken, 0, 1 Rand, lokale Normierung
30 Lücken, 0, 1 Rand, Messwertnormierung 30 Lücken, 0, 1 Rand, lokale Normierung
Ideal
Abbildung 5.17: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1.0, Laufzeitanteil 50%) zum Vergleich der Ergebnisse bei der Anwendung der Kreuzkorrelation (mit Normierung
der Messwerte und mit lokaler Normierung) auf Varianten von CKM unter Verwendung der abgetasteten Variante
(ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Diagramme mit derselben Anordnung der Ergebnisse erstellt.
Besonders deutlich können die beiden Varianten der Normierung verglichen werden, wenn die dar-
gestellten Daten auf eine Auswahl von Jobs mit hoher und lang anhaltender Beeinflussung durch
Lücken reduziert werden. Das ist in Abbildung B.15 (Seite 204) und Abbildung 5.17 dargestellt.
Als Vergleich dient Abbildung B.11, welche die Normierung der Kreuzkorrelationskoeffizienten
zeigt.
Der Vergleich aller Job-Varianten ist ebenfalls möglich. Die Daten sind gruppiert nach Form der
Lücke in Abbildung B.12 (Seite 201), Abbildung B.13 (Seite 202) und Abbildung B.14 (Seite 203).
Als Vergleich dienen die Abbildungen für die Normierung der Kreuzkorrelationskoeffizienten
(Abbildung B.8 (Seite 197), Abbildung B.9 (Seite 198) und Abbildung B.10 (Seite 199) welche
in gleicher Weise aufgebaut sind.
Zum Vergleich der Daten wurde Abbildung 5.17 angefertigt, sie zeigt, dass die Ergebnisse je nach
Art der Normierung unterschiedlich ausfallen. Beide Verfahren sind nicht mathematisch identisch,
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daher entspricht das Ergebnis den Erwartungen. Wichtiger ist aber die allgemeine Tendenz.
Diese ist bei beiden Normierungsverfahren gleich. Mit der Normierung der Messwerte, welche
geringeren Rechenaufwand verursacht, ist also ebenfalls die verringerte Ähnlichkeit zwischen
Job und Referenz erkennbar. Deshalb wird die Normierung der Messwerte der Normierung der
Kreuzkorrelationskoeffizienten vorgezogen.
Der bisher verwendete CKM-Basisjob weist sehr wenig Struktur auf. Für weitergehende Unter-
suchungen wird im Folgenden daher ein Basisjob mit mehr Struktur für die Untersuchungen
herangezogen. Weiterhin soll der Job einen signifikanten Anteil von niedriger Rechenleistung
aufweisen um sowohl hohe als auch niedrige Werte bei der Analyse adäquat repräsentieren zu
können. Ausgewählt wurde der WCKM-Basisjob mit 16 Wiederholungen und 50% Wartezeit im
Vergleich zur hohen Rechenleistung. Über die Gesamtlaufzeit beträgt die geringe Rechenleistung
demzufolge 13 (siehe Kapitel 5.3.2.7, Seite 80). Dieser Job ist bereits in Abbildung 5.2 (Seite 74)
dargestellt und wird im Folgenden als WCKMx16w05 bezeichnet.
Abbildung B.16 (Seite 205) zeigt die Auswirkungen von Samplingfehlern nach Kapitel 5.3.2.1
(Seite 73) auf Jobs basierend auf WCKMx16w05. Ein Auszug aus den Daten ist in Abbildung 5.19
dargestellt. Diese Untersuchung wurde bereits für CKM als Basisjob in Kapitel 5.5.1.4 (Seite 87)
durchgeführt.
Die Auswirkung von Fehlern bei der Abtastung ist bei WCKMx16w05 größer als bei CKM. Dies
kann anhand des Vergleichs von Abbildung 5.19 mit Abbildung 5.12 bzw. Abbildung B.16 mit
Abbildung B.3 ermittelt werden. Den direkten Vergleich zeigt Abbildung 5.18. Insbesondere bei
Verkürzung der Laufzeit tritt dieser Effekt auf. Die Ursache ist also auch in der Anzahl und
den Positionen der Datenpunkte zu sehen. So hat ein Job mit 50% der Laufzeit der Referenz
dieselbe Samplingrate und damit nur 50% der Anzahl an Messpunkten. Für den Vergleich mit
der Referenz wird der Job zwar transformiert, die Anzahl der Messpunkte kann aber nicht erhöht
werden. Das die Samplingrate einen Einfluss auf das Erkennen kurzer Strukturen hat, ist bereits
in Kapitel 5.4 (Seite 81) ausgeführt. Hier ist eine Grenze der Wiedererkennung erreicht, die auf der
Samplingrate basiert. Ein Kreuzkorrelationskoeffizient von 0,9 oder höher spricht folglich für eine
ausreichende Ähnlichkeit zwischen untersuchtem Job und Referenz. Bei CKM konnte bereits bei
einem Kreuzkorrelationskoeffizienten von weniger als 0,98 von einem Fehler bei der Ausführung
ausgegangen werden. Bei der folgenden Analyse von Fehlern während der Ausführung eines Jobs
können diese Werte als Grenzwert für die Erkennung von Fehlern genutzt werden.
Die Untersuchungen zur Auswirkung von Lücken nach Kapitel 5.3.2.5 (Seite 78) wurden für
WCKMx16w05 wiederholt, dabei kann festgestellt werden, dass Lücken ebenso wie für CKM
detektiert werden können. Die entsprechenden Diagramme für die verschiedenen Lückenformen
sind in Abbildung B.17 (Seite 206), Abbildung B.18 (Seite 207) und Abbildung B.19 (Seite 208)
dargestellt. Der Vergleich verschiedener Lückenformen ist in Abbildung B.20 (Seite 209) zu fin-
den.
Das die Erkennung von Abweichungen zwischen einer Referenz und einem Job mit Lücken möglich
ist, wurde bereits anhand von WCKMx16w05 dargelegt. Lücken beeinflussen allerdings nicht die
Wartezeiten eines Jobs. Daher werden Beeinflussungen nach Kapitel 5.3.2.6 (Seite 79) geprüft.
Hierzu wird keine Reihenuntersuchung angewendet, sondern konkret ermittelt wie sich Beein-
flussungen während hoher und niedriger Rechenleistung auswirken. Hierzu wird WCKMx1w05
verwendet. Also ein Job mit einer Wiederholung und zusätzlich 50% Wartezeit. An den CKM-
Basisjob wird also lediglich eine Wartezeit angefügt.
WCKMx1w05 wird für die Untersuchung mit einer Abweichung über 10% der Laufzeit beein-
flusst. Diese wird nicht direkt am Anfang oder Ende des Jobs positioniert, sondern mit 10%
Abstand. Damit ergeben sich zwei Varianten. Liegt die Beeinflussung im vorderen Teil des Jobs,
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Ideal
Abbildung 5.18: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) zum Vergleich der Ergebnisse bei
der Anwendung der Kreuzkorrelation auf Varianten von WCKMx16w05 und CKM unter Verwendung der abge-
tasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs bzw. CKM-Basisjobs als Referenz.
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Abbildung 5.19: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) aus den Ergebnissen bei
der Anwendung der Kreuzkorrelation (Implementierung mit Normierung der Messwerte) auf Varianten von
WCKMx16w05 unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-
Basisjobs als Referenz.
wird die hohe Rechenleistung13 auf 0,0 verringert, liegt sie im hinteren Teil des Jobs wird der
Wert (Wartezeit) von 0,0 auf 1,0 erhöht. Diese Jobs sind bereits in Abbildung 5.7 (Seite 80) dar-
gestellt. Für die Untersuchung werden die abgetasteten Varianten herangezogen. Das Ergebnis
sieht man in Abbildung 5.20.
Wird WCKMx1w05 nicht beeinflusst (linker Balken in Abbildung 5.20) wird praktisch der Au-
tokorrelationskoeffizient berechnet. Nach Normierung ergibt sich erwartungsgemäß der Wert von
1,0, also ein Zeichen für ideale Ähnlichkeit. Der mittlere Balken steht für eine Beeinflussung
während der hohen Rechenleistung. Der Kreuzkorrelationskoeffizient ist deutlich reduziert, so
das die Beeinflussung erkannt werden kann. Der rechte Balken zeigt das Ergebnis bei Beeinflus-
sung während der geringen Rechenleistung (Wartezeit). In diesem Fall ist die Beeinflussung nicht
sichtbar. Es wird der Wert für ideale Ähnlichkeit von 1,0 angezeigt. Die ungewollte Beeinflussung
des Jobs wird also nicht erkannt.
Die Ursache für das Nichterkennen von Beeinflussungen in Bereichen mit geringen Messwerten
liegt in der Form der Kreuzkorrelation. Ist die Referenz in einem Intervall 0,0, so ist sowohl
der Autokorrelationskoeffizient als auch der Kreuzkorrelationskoeffizient zu einem beliebigen Job
ebenfalls 0,0. In diesen Bereichen kann also keine Erkennung vorgenommen werden! Dies erklärt
13Die untersuchte Messgröße LoadAvg15 nimmt bei hoher Rechenleistung den Wert 1,0 an.
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Abbildung 5.20: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Normierung der Mess-
werte) auf Varianten von WCKMx1w05 mit Abweichungen während hoher und niedriger Messwerte (Erhöhung
bzw. Verringerung des Messwertes um 1 sowie 10% Abstand zum Rand der Jobs und einem Laufzeitanteil von
10%) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx1w05-Basisjobs als
Referenz.
auch die stärker verringerte Abweichung für die Beeinflussung während der hohen Rechenleistung
(mittlerer Balken in Abbildung 5.20). Bei einer Beeinflussung über 10% der Laufzeit ist eine
Verminderung von ca. 10%, also auf einen Kreuzkorrelationskoeffizienten von 0,9, ein guter
Erwartungswert. Während der Wartezeit von WCKMx1w05 wirkt sich 13 der Laufzeit aber nicht
auf die Berechnung des Kreuzkorrelationskoeffizienten aus. In der restlichen Laufzeit beträgt der
Anteil der Lücke damit ca. 15%, was zu einem Kreuzkorrelationskoeffizienten von ca. 0,85 führt.
Das Verfahren zur Erkennung von Fehlern in Jobs mittels der Kreuzkorrelation soll deshalb
aufgrund der gewonnenen Erkenntnisse weiter verbessert werden.
5.5.1.9 Umsetzung mit linearer Skalierung, Messwertnormierung und
Messwertverschiebung
Wie bereits beschrieben, tragen Bereiche bei denen der Messwert der Referenz null oder na-
he null ist nicht oder kaum zum Kreuzkorrelationskoeffizienten bei. Um diese Eigenschaft der
Kreuzkorrelation zu umgehen, wird zu dem bisher verwendeten Verfahren ein weiterer Kreuz-
korrelationskoeffizient hinzugenommen. Dieser zweite Kreuzkorrelationskoeffizient wird nicht auf
den eigentlichen Messwerten berechnet, sondern die Messwerte werden so modifiziert, dass Be-
reiche mit geringen Messwerten einen hohen Kreuzkorrelationskoeffizienten erzeugen, während
Bereiche mit hohem Messwert einen geringen Kreuzkorrelationskoeffizienten aufweisen. Es wird
also das inverse Verhalten des ersten Kreuzkorrelationskoeffizienten angestrebt.
Die Messwertverschiebung zur Berechnung des zweiten (inversen) Kreuzkorrelationskoeffizienten
erfolgt durch:
𝑥𝑣 = −(𝑥− 𝑥𝑀𝑎𝑥) = 𝑥𝑀𝑎𝑥 − 𝑥 (5.9)
wobei 𝑥 der ursprüngliche Messwert, 𝑥𝑣 der verschobene Messwert und 𝑥𝑀𝑎𝑥 der maximale
Messwert der Referenz ist. Diese Verschiebung wird sowohl auf den Job als auch auf die Referenz
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angewendet. Eine Veranschaulichung ist in Abbildung 5.21 zu sehen. Im oberen Teil 𝑟𝑒𝑓(𝑡) sind
schematisch die Referenz und einzelne Punkte eines Jobs zu sehen, bevor die Messwerte ver-
schoben werden. Im unteren Bereich 𝑟𝑒𝑓𝑣(𝑡) sind die Messwerte nach der Verschiebung anhand
von Gleichung 5.9 zu sehen. Ohne Messwertverschiebung haben die Punkte 𝑗𝐷, 𝑗𝐸 , 𝑗𝐹 des Jobs
keinen Einfluss auf den Kreuzkorrelationskoeffizienten, da die Referenz den Wert null aufweist.
Nach der Messwertverschiebung haben die Punkte 𝑗𝑣𝐷, 𝑗
𝑣
𝐸 , 𝑗
𝑣
𝐹 aber einen Einfluss auf den Kreuz-
korrelationskoeffizienten. Dafür wirken sich die Punkte 𝑗𝑣𝐴, 𝑗
𝑣
𝐵, 𝑗
𝑣
𝐶 nicht mehr aus. Es ist also
nötig die Kreuzkorrelationskoeffizienten mit und ohne Verschiebung zu berechnen. Nach der Ver-
schiebung ergibt 𝑗𝑣𝐷 einen idealen Kreuzkorrelationskoeffizienten, während 𝑗
𝑣
𝐸 einen verminderten
Kreuzkorrelationskoeffizienten ergibt und eine Abweichung vom Idealwert im Kreuzkorrelations-
koeffizienten sichtbar macht. Auch negative Werte für den Kreuzkorrelationskoeffizienten sind
möglich wie für 𝑗𝑣𝐹 , was ebenfalls eine Verringerung und damit eine Abweichung vom Ideal dar-
stellt.
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Abbildung 5.21: Verschiebung der Messwerte von Referenz und Job
Hat der Job einen negativen Messwert, würde dies nach der Messwertverschiebung zu einem
höheren Wert als die Referenz führen. Die entsprechenden, ungewollten Folgen dieses Verhaltens
wurden bereits beschrieben. Daher wird auf die verschobenen Messwerte eine Normierung, wie
in Kapitel 5.5.1.7, Seite 93 angewendet.
Für die rechnerische Kombination der Kreuzkorrelationskoeffizienten über den gesamten Job
mit und ohne Messwertverschiebung kommen verschiedene Varianten infrage. Weiterhin soll eine
Normierung stattfinden bei der der Idealwert weiterhin 1,0 ist. Untersucht werden zwei Varianten.
Version 1 (𝑘𝑘𝑓𝑛𝑜𝑟𝑚_𝑣1) normiert die beiden Kreuzkorrelationskoeffizienten (regulärer (𝑘𝑘𝑓) und
inverser 𝑘𝑘𝑓𝑖 Kreuzkorrelationskoeffizient) einzeln mit den Autokorrelationskoeffizienten
(𝑎𝑘𝑓 und 𝑎𝑘𝑓𝑖) der Referenz bzw. der Referenz nach Messwertverschiebung. Anschließend
wird der Mittelwert beider normierter Kreuzkorrelationskoeffizienten ermittelt:
𝑘𝑘𝑓𝑛𝑜𝑟𝑚_𝑣1 =
𝑘𝑘𝑓
𝑎𝑘𝑓 +
𝑘𝑘𝑓𝑖
𝑎𝑘𝑓𝑖
2
(5.10)
Version 2 (𝑘𝑘𝑓𝑛𝑜𝑟𝑚_𝑣2) addiert zunächst die Kreuzkorrelationskoeffizienten mit und ohne Mess-
wertverschiebung und normiert das Ergebnis auf die Summe der Autokorrelationskoeffizi-
enten:
𝑘𝑘𝑓𝑛𝑜𝑟𝑚_𝑣2 =
𝑘𝑘𝑓 + 𝑘𝑘𝑓𝑖
𝑎𝑘𝑓 + 𝑎𝑘𝑓𝑖
(5.11)
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5.5.1.10 Evaluierung mit linearer Skalierung, Messwertnormierung und
Messwertverschiebung
Zur Untersuchung wird WCKMx1w05 mit Abweichungen über 10% der Laufzeit bei 10% Ab-
stand zum Rand des Jobs eingesetzt. Die Jobs entsprechen denen von Abbildung 5.20 (Seite 98).
Für die drei untersuchten Jobs wurden die normierten Kreuzkorrelationskoeffizienten, die nor-
mierten Kreuzkorrelationskoeffizienten nach Messwertverschiebung und die in Kapitel 5.5.1.9
beschriebenen zwei Versionen zur Kombination beider Kreuzkorrelationskoeffizienten in Abbil-
dung 5.22 dargestellt. Abbildung 5.23 zeigt die nicht normierten Kreuzkorrelationskoeffizienten
für den originalen und den mittels Messwertverschiebung adaptierten Job.
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Abbildung 5.22: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Messwertverschie-
bung) auf Varianten von WCKMx16w05 mit Abweichungen während hoher und niedriger Messwerte (Erhöhung
bzw. Verringerung des Messwertes um 1, 10% Abstand zum Rand der Jobs) unter Verwendung der abgetasteten
Variante (ohne weitere Beeinflussung, Laufzeitanteil 10%) des WCKMx1w05-Basisjobs als Referenz. Veranschau-
licht werden die verschiedenen normierten Kreuzkorrelationskoeffizienten.
Die Referenz ist in Abbildung 5.22 und Abbildung 5.23 grün gezeichnet. In Blau ist der Job mit
Beeinflussung während hoher Rechenleistung und in violett der Job mit Beeinflussung während
geringer Rechenleistung dargestellt. Der erste Balken für jeden der drei Jobs in Abbildung 5.22
ist der Kreuzkorrelationskoeffizient nach Kapitel 5.5.1.7 (Seite 93) wie er in Abbildung 5.20
zu sehen ist. Dabei zeigt die Referenz den erwarteten idealen Kreuzkorrelationskoeffizienten, der
Job mit Beeinflussung während hoher Rechenleistung einen etwas stärker als erwartet reduzierten
Kreuzkorrelationskoeffizienten und einen fälschlicherweise idealen Kreuzkorrelationskoeffizienten
bei dem Job mit Beeinflussung während geringer Messwerte. Dies wurde bereits in Kapitel 5.5.1.8
(Seite 93) beschrieben.
Der zweite Balken der drei Jobs in Abbildung 5.22 ist der normierte Kreuzkorrelationskoeffizient
nach Messwertverschiebung. Die Referenz weist weiterhin einen idealen Kreuzkorrelationskoef-
fizienten auf. Der Kreuzkorrelationskoeffizient für den Job mit Abweichung während geringer
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Abbildung 5.23: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Messwertverschie-
bung) auf Varianten von WCKMx16w05 mit Abweichungen während hoher und niedriger Messwerte (Erhöhung
bzw. Verringerung des Messwertes um 1, 10% Abstand zum Rand der Jobs) unter Verwendung der abgetasteten
Variante (ohne weitere Beeinflussung, Laufzeitanteil 10%) des WCKMx1w05-Basisjobs als Referenz. Veranschau-
licht werden die verschiedenen nicht normierten Kreuzkorrelationskoeffizienten.
Messwerte zeigt hier deutlich die Störung, während die Störung bei hoher Rechenleistung nicht
erkannt wird. Dies bestätigt, dass die Kreuzkorrelationskoeffizienten mit und ohne Messwertver-
schiebung kombiniert werden müssen.
Werden die beiden Kreuzkorrelationskoeffizienten gleichgewichtig kombiniert (Version 1, dritter
Balken in Abbildung 5.22) entspricht die Gewichtung nicht den Laufzeitanteilen bzw. Mess-
wertanteilen für hohe und geringe Messwerte. Daher ist das Ergebnis für den Job mit Beeinflus-
sung während hoher Messwerte weniger verringert als die 10% Laufzeitanteil der Beeinflussung
erwarten lassen. Für den Job mit Beeinflussung während geringer Werte ist die Abweichung vom
Idealwert höher als vorhergesehen. Das liegt daran, dass der Job/Referenz ca. 13 geringe Werte
und ca. 23 hohe Werte enthält. Dieses Verhältnis zeigen auch die beiden absoluten Kreuzkorre-
lationskoeffizienten der Referenz in Abbildung 5.23. Beide Bereiche tragen aber gleichermaßen
zum Ergebnis des normierten, kombinierten Kreuzkorrelationskoeffizienten bei.
Ein besseres Ergebnis ergibt Version 2 der Kombination der beiden Kreuzkorrelationskoeffizien-
ten. Dabei werden die Kreuzkorrelationskoeffizienten aus Abbildung 5.23 anhand der Autokorre-
lationskoeffizienten zueinander normiert. Damit wird der Laufzeit- bzw. Messwertanteil für hohe
und geringe Messwerte berücksichtigt. In Abbildung 5.22 wird für die beeinflussten Jobs mit
dieser Version (der jeweils rechte Balken) sogar ein Wert von 0,90 erreicht, was der Verringerung
um 10% und damit dem Laufzeitanteil der Beinflussung entspricht. Daher wird diese Art der
Kombination der Kreuzkorrelationskoeffizienten weiter verfolgt.
Mit der hier untersuchten Umsetzung der Kreuzkorrelation werden auch Bereiche mit geringen
Werten für die Ermittlung des kombinierten Kreuzkorrelationskoeffizienten herangezogen. Dies
stellt eine erhebliche Änderung des Erkennungsverfahrens dar. Daher wurde die Erkennung an-
hand von Daten mit Fehlern bei der Abtastung nach Kapitel 5.3.2.1 (Seite 73) und gleichzeitiger
linearer, zeitlicher Skalierung nach Kapitel 5.3.2.2 (Seite 75) sowie anhand von Lücken nach Ka-
pitel 5.3.2.5 (Seite 78) untersucht und mit den bisherigen Erkenntnissen verglichen. Hierzu wird
102
KAPITEL 5. METHODEN ZUR ANALYSE DER MONITORING-DATEN EINER
VIELZAHL VON JOBS
0,500
1,000
5,000
0, 0
0, 2
0, 4
0, 6
0, 8
1, 0
Zeitliche Dehnung
N
o
rm
ie
rte
r,
(k
o
m
b
in
ie
rte
r)
K
re
u
z
k
o
rre
la
tio
n
sk
o
e
ffi
z
ie
n
t
Kreuzkorrelation (Messwertverschiebung), abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
Keine Beeinflussung, Messwertverschiebung Keine Beeinflussung
Sampling, Messwertverschiebung Sampling
Sampling, Offset (Zeit, Wert) (Standardabw. 1), Messwertverschiebung Sampling, Offset (Zeit, Wert) (Standardabw. 1)
Sampling, Offset (Zeit, Wert) (Standardabw. 10), Messwertverschiebung Sampling, Offset (Zeit, Wert) (Standardabw. 10)
Sampling, Offset (Zeit, Wert) (Standardabw. 30), Messwertverschiebung Sampling, Offset (Zeit, Wert) (Standardabw. 30)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 1), Messwertverschiebung
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 1)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 10), Messwertverschiebung
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 10)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 30), Messwertverschiebung
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 30)
Sampling, Offset (nur Zeit) (Standardabw. 1), Messwertverschiebung Sampling, Offset (nur Zeit) (Standardabw. 1)
Sampling, Offset (nur Zeit) (Standardabw. 10), Messwertverschiebung Sampling, Offset (nur Zeit) (Standardabw. 10)
Sampling, Offset (nur Zeit) (Standardabw. 30), Messwertverschiebung Sampling, Offset (nur Zeit) (Standardabw. 30)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 1), Messwertverschiebung
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 1)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 10), Messwertverschiebung
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 10)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 30), Messwertverschiebung
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 30)
Ideal
Abbildung 5.24: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) zum Vergleich der Ergebnisse bei
der Anwendung der Kreuzkorrelation (Implementierung mit und ohne Messwertverschiebung) auf Varianten von
WCKMx16w05 unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-
Basisjobs als Referenz.
weiterhin der Basisjob WCKMx16w05 verwendet, der eine hohe Struktur und einen beträchtli-
chen Anteil von geringen Werten aufweist.
Die Auswirkung von Fehlern bei der Abtastung hat sich im Vergleich zu bisherigen Untersuchun-
gen nicht qualitativ geändert. Dies ist exemplarisch anhand ausgewählter zeitlicher Skalierungen
in Abbildung B.22 und Abbildung 5.24 zu sehen. Als Vergleich dient Abbildung 5.19, der Vergleich
ist in Abbildung 5.24 zu finden. Weitere Jobs werden in Abbildung B.21 (Seite 210) präsentiert,
wobei Abbildung B.16 (Seite 205) als Vergleich dient.
Ein Auszug aus der Untersuchung der Auswirkung von Lücken, nach Kapitel 5.3.2.5 (Seite 78),
ist in Abbildung B.26 (Seite 215) und Abbildung 5.25 zu sehen14. Er zeigt, dass eine Erkennung
der Störungen weiterhin möglich ist. Bei Vergleich mit Abbildung B.20 (Seite 209) (der direk-
14Die Auswirkung verschiedener Lücken kann neben dem Auszug auch für die verschiedenen Lückenformen anhand
von Abbildung B.23 (Seite 212), Abbildung B.24 (Seite 213) und Abbildung B.25 (Seite 214) nachgeschlagen
werden. Als Vergleich dienen Abbildung B.17 (Seite 206), Abbildung B.18 (Seite 207) und Abbildung B.19
(Seite 208). Dies unterstreicht die bereits ausgeführten Erkenntnisse.
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N
o
rm
ie
rte
r,
(k
o
m
b
in
ie
rte
r)
K
re
u
z
k
o
rre
la
tio
n
sk
o
e
ffi
z
ie
n
t
Kreuzkorrelation (Messwertverschiebung), abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), Messwertverschiebung 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >)
2 Lücken, kein Rand, Messwertverschiebung 2 Lücken, kein Rand
3 Lücken, kein Rand, Messwertverschiebung 3 Lücken, kein Rand
5 Lücken, kein Rand, Messwertverschiebung 5 Lücken, kein Rand
10 Lücken, kein Rand, Messwertverschiebung 10 Lücken, kein Rand
20 Lücken, kein Rand, Messwertverschiebung 20 Lücken, kein Rand
30 Lücken, kein Rand, Messwertverschiebung 30 Lücken, kein Rand
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >), Messwertverschiebung 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >)
2 Lücken, 0, 1 Rand, Messwertverschiebung 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand, Messwertverschiebung 3 Lücken, 0, 1 Rand
5 Lücken, 0, 1 Rand, Messwertverschiebung 5 Lücken, 0, 1 Rand
10 Lücken, 0, 1 Rand, Messwertverschiebung 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand, Messwertverschiebung 20 Lücken, 0, 1 Rand
30 Lücken, 0, 1 Rand, Messwertverschiebung 30 Lücken, 0, 1 Rand
Ideal
Abbildung 5.25: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) zum Vergleich der Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementie-
rung mit und ohne Messwertverschiebung) auf Varianten von WCKMx16w05 unter Verwendung der abgetasteten
Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
te Vergleich der Daten ist in Abbildung 5.25 dargestellt), also der äquivalenten Untersuchung
für die Umsetzung der Kreuzkorrelation mit Normierung der Messwerte nach Kapitel 5.5.1.7
(Seite 93), ist die Auswirkung der Lücken auf den Kreuzkorrelationskoeffizienten geringer. Wie
bereits erläutert, wirken sich Lücken nicht auf geringe Messwerte aus, wie sie in WCKMx16w05
als Wartezeiten vorhanden sind. Ohne die Berechnung des zweiten Kreuzkorrelationskoeffizienten
nach Messwertverschiebung haben die Wartezeiten keinen Einfluss auf den Kreuzkorrelationsko-
effizienten. Diese Wartezeiten, die keine Störungen aufweisen, werden mit dem hier untersuch-
ten Algorithmus aber korrekt als störungsfreier Jobverlauf erkannt. Daher fällt der kombinierte
Kreuzkorrelationskoeffizient etwas höher aus. Die Abweichung vom Idealwert ist demzufolge also
etwas geringer.
Als weiterer Einflussfaktor wird die variable, zeitliche Skalierung nach Kapitel 5.3.2.3 (Seite 76)
untersucht. Es ist zu klären, ob Jobs als ähnlich erkannt werden können, wenn verschiedene Be-
reiche des Jobs unterschiedlich schnell ausgeführt wurden. Zu diesem Zweck wird WCKMx16w05
als Basisjob herangezogen. Dieser weist eine hohe Struktur bestehend aus Bereichen mit hoher
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und niedriger Rechenzeit auf. Bei der variablen Skalierung werden beide Bereiche unterschied-
lich skaliert. Auf die Wartezeiten von WCKMx16w05 gibt es keine Auswirkungen während die
restlichen Bereiche etwa mit dem Skalierungsfaktor gedehnt oder gestaucht werden.
Die ermittelten kombinierten Kreuzkorrelationskoeffizienten sind in Abbildung 5.26 abgebildet.
Es ist deutlich zu erkennen, dass mit zunehmender Abweichung des Skalierungsfaktors von 1,0
(keine Skalierung) der kombinierte Kreuzkorrelationskoeffizient abnimmt. Variable, zeitliche Ska-
lierung wird also nicht als akzeptable Abweichung erkannt!
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Kreuzkorrelation Messwertverschiebung,
abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
Sampling Ideal
Abbildung 5.26: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Messwertverschie-
bung) auf Varianten von WCKMx16w05 mit variabler, zeitlicher Skalierung unter Verwendung der abgetasteten
Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
Die gleichen Ergebnisse zeigen sich bei den beiden Varianten der vorgegebenen, zeitlichen Skalie-
rung nach Kapitel 5.3.2.4 (Seite 77). Werden die Wartezeiten zur Referenz zeitlich verschoben,
nimmt die Erkennung der Ähnlichkeit der Jobs erheblich ab wie Abbildung 5.27 zeigt. Dass ein
in drei Segmenten unterschiedlich schnell ablaufender Job (die Zeitpunkte nach 13 und
2
3 des
Jobs werden um einen Anteil der Laufzeit verschoben, ein Faktor größer 0 führt den Job in der
ersten und letzten Phase langsamer aus, siehe Kapitel 5.3.2.4) kaum als ähnlich erkannt werden
kann, zeigt Abbildung 5.28. Daher ist eine Verbesserung bei der Anwendung der Kreuzkorrelation
notwendig.
5.5.1.11 Umsetzung mit Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit naivem Ausrichtungsverfahren
Wie gezeigt wurde, kann ein Job nicht als ähnlich zu einer Referenz erkannt werden, sofern eine
variierende, zeitliche Verschiebung vorliegt. Eine solche Verschiebung kann durch die unterschied-
lich schnelle Abarbeitung von verschiedenen Segmenten eines Jobs auftreten wie in Kapitel 5.3.2.3
(Seite 76) und Kapitel 5.3.2.4 (Seite 77) dargestellt ist. Daher ist es nötig Job und Referenz zuein-
ander auszurichten, bevor die eigentliche Berechnung der Kreuzkorrelationskoeffizienten erfolgen
kann.
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(WCKM mit 16 Wiederholungen, 50% Warten)
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Abbildung 5.27: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Messwertverschie-
bung) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (Verschiebung der Wartezeit)
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Re-
ferenz.
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abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
Sampling Ideal
Abbildung 5.28: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit Messwertverschie-
bung) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (langsamer/schneller/langsamer)
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Re-
ferenz.
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Zur Ausrichtung von Job und Referenz zueinander werden markante Positionen in beiden Daten-
sätzen gesucht. Die gefundenen Positionen können anschließend zueinander ausgerichtet werden.
Ob eine mögliche Ausrichtung erfolgversprechend ist, kann mittels der Kreuzkorrelation über-
prüft werden. Eine erfolgreiche Ausrichtung erhöht die messbare Ähnlichkeit von Job und Refe-
renz und spiegelt sich daher in einem höheren Kreuzkorrelationskoeffizienten wieder. Es wird also
eine Vermutung [Pop35] angestellt, wie Job und Referenz zueinander verschoben sind und diese
Vermutung wird anschließend überprüft und gegebenenfalls wieder verworfen. Dieses Vorgehen
wird auch als Educated Guessing bezeichnet.
Als markante Punkte in den Datensätzen von Job und Referenz werden signifikante Änderungen
des Messwertes herangezogen.
An einem konkreten Messwert kann allerdings keine Änderung festgemacht werden, sie ist nur
anhand einer signifikanten Differenz von zwei Messwerten zu identifizieren. Damit hat die Ände-
rung auch eine zeitliche Ausdehnung, die sich durch die Zeitpunkte der beiden Messungen ergibt.
Daraus resultiert auch eine Steilheit (Gradient), also wie schnell sich der Messwert ändert. Dabei
werden zunächst Anstiege und Abfälle mit einer möglichst starken Änderung des Messwertes
gesucht. Als Parameter für die nötige Differenz der Messwerte wurde 0,95 des Messwertberei-
ches (Differenz aus maximalem und minimalem Messwert des Datensatzes) gewählt. Werden
beim Vergleich aller Messwerte zur Suche nach Messwertänderungen mehrere überlappende Än-
derungen ermittelt, so wird lediglich die Änderung mit der höchsten Steilheit berücksichtigt. In
Abbildung 5.29 wird daher der Anstieg 𝑎2 gegenüber 𝑎1 bevorzugt. Nachdem alle Änderungen,
die mindestens 0,95 der maximal möglichen Differenz betragen, gefunden wurden, wird dieser
Parameter halbiert und die Suche wiederholt. Dabei werden Änderungen, die vollständig im
Bereich einer vorher erfassten Änderung liegen, ignoriert. In Abbildung 5.29 betrifft dies die
Anstiege 𝑎3 und 𝑎4. Zur späteren Auswertung soll ein Anstieg oder Abfall des Messwertes auf
einen konkreten Zeitpunkt reduziert werden. Zu diesem Zweck wird der zeitliche Mittelwert aus
Beginn und Ende der Änderung des Messwertes herangezogen.
f(t)
t
a1
a2
a3
a4
b b
b
b
t1 t2 t3t4
Abbildung 5.29: Dargestellt sind vier Messpunkte zu den Zeitpunkten 𝑡1 bis 𝑡4. Zunächst werden die Anstiege 𝑎1
und 𝑎2 gefunden, da diese eine starke Messwertänderung aufweisen. Da sich 𝑎1 und 𝑎2 überlappen wird der Anstieg
mit der geringeren Steilheit, also 𝑎1, verworfen. In einer weiteren Iteration wird nach Anstiegen mit geringerer
Messwertänderung gesucht. Dabei werden 𝑎3 und 𝑎4 gefunden. Diese werden verworfen, da sie vollständig mit 𝑎2,
also einem Anstieg aus einer vorherigen Iteration, überlappen.
Der nächste Schritt zur Ausrichtung von Job und Referenz ist die Transformation der Messreihe
des Jobs. Dabei sollen die markanten Punkte des Jobs zeitlich verschoben werden, sodass sie zeit-
gleich mit den entsprechenden markanten Punkten der Referenz angeordnet sind. Offensichtlich
ist, dass ein Anstieg des Jobs auch einem Anstieg der Referenz zugeordnet werden muss. Welcher
Anstieg der Referenz aber die korrekte Zuordnung ist oder ob es keine korrekte Zuordnung gibt,
kann nicht direkt aus den Daten abgelesen werden.
Um die markanten Punkte des Jobs zu verschieben, werden alle Zeitpunkte der Messwerte des
Jobs linear interpoliert, analog zur vorgegebenen, zeitlichen Skalierung in Kapitel 5.3.2.4 (Sei-
te 77).
Das bei der Ausrichtung von Job und Referenz auftretende Optimierungsproblem ist nicht li-
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near. Es ist also nicht möglich für jeden markanten Punkt des Jobs (durch Interpolation aller
Messzeitpunkte) den am besten passenden Punkt der Referenz zu ermitteln und anschließend
die Ergebnisse zu kombinieren. Daher muss jede mögliche Kombination überprüft werden. Das
wurde programmiertechnisch realisiert. Dabei werden zunächst markante Punkte, die einen An-
stieg und einen Abfall repräsentieren, getrennt behandelt, wobei jeweils eine Liste mit möglichen
Ausrichtungen des Jobs zur Referenz erstellt wird, ein Beispiel zeigen Tabelle 5.0(a) und 5.0(b).
Diese beginnt mit wenigen zueinander ausgerichteten Punkten, also keiner Ausrichtung zueinan-
der. Anschließend wird der erste Anstieg des Jobs nacheinander zu allen Anstiegen der Referenz
in Beziehung gesetzt. Das wird entsprechend für alle Varianten durchgeführt. Dabei können le-
diglich Zuordnungen verworfen werden, welche der Kausalität widersprechen. Die Reihenfolge
der Messwerte des Jobs muss bei der Transformation erhalten bleiben. Das Ergebnis sind zwei
Listen, mit möglichen Ausrichtungen der Anstiege und Abfälle von Job und Referenz. Diese
Listen müssen noch kombiniert werden.
(a) Mögliche Ausrichtungen der
Anstiege.
Referenz 𝑎𝑛1 𝑎𝑛2
Job, Variante 1
Job, Variante 2 𝑎𝑛1
Job, Variante 3 𝑎𝑛1
Job, Variante 4 𝑎𝑛2
Job, Variante 5 𝑎𝑛2
Job, Variante 6 𝑎𝑛1 𝑎𝑛2
(b) Mögliche Ausrichtungen
der Abfälle.
Referenz 𝑎𝑏1
Job, Variante 1
Job, Variante 2 𝑎𝑏1
Job, Variante 4 𝑎𝑏2
(c) Mögliche Ausrichtungen bei Kombinati-
on der Anstiege (a) und Abfälle (b).
Referenz 𝑎𝑛1 𝑎𝑛2 𝑎𝑏1
Job, Variante 1
Job, Variante 2 𝑎𝑛1
Job, Variante 3 𝑎𝑛1
Job, Variante 4 𝑎𝑛2
Job, Variante 5 𝑎𝑛2
Job, Variante 6 𝑎𝑛1 𝑎𝑛2
Job, Variante 7 𝑎𝑏1
Job, Variante 8 𝑎𝑛1 𝑎𝑏1
Job, Variante 9 𝑎𝑛1 𝑎𝑏1
Job, Variante 10 𝑎𝑛2 𝑎𝑏1
Job, Variante 11 𝑎𝑛2 𝑎𝑏1
Job, Variante 12 𝑎𝑛1 𝑎𝑛2 𝑎𝑏1
Job, Variante 13 𝑎𝑏2
Job, Variante 14 𝑎𝑛1 𝑎𝑏2
Job, Variante 15 𝑎𝑛1 𝑎𝑏2
Job, Variante 16 𝑎𝑛2 𝑎𝑏2
Job, Variante 17 𝑎𝑛2 𝑎𝑏2
Job, Variante 18 𝑎𝑛1 𝑎𝑛2 𝑎𝑏2
Tabelle 5.1: Auflistung der möglichen Ausrichtung zwischen einem Job und einer Referenz. Im Beispiel hat die
Referenz zwei Anstiege (𝑎𝑛1 und 𝑎𝑛2) und einen Abfall (𝑎𝑏1). Der Job weist vier markante Punkte (𝑎𝑛1, 𝑎𝑛2, 𝑎𝑏1
und 𝑎𝑏2) auf. Ein Anstieg der Referenz kann einem oder keinem Anstieg des Jobs zugeordnet werden (Tabelle
(a)), dabei werden nicht kausale Kombinationen (𝑎𝑛2, 𝑎𝑛1 ist eine theoretische Kombination, der erste Anstieg
muss zur Wahrung der Kausalität aber vor dem Zweiten liegen, daher ist diese Kombination nicht in der Tabelle
enthalten) nicht mit aufgenommen, dies gilt analog für die Abfälle in Tabelle (b). Die möglichen Ausrichtungen
der Anstiege und Abfälle können kombiniert werden (Tabelle (c)), unter der Annahme, dass bei Job und Referenz
die Abfälle jeweils zeitlich nach den Anstiegen auftreten, sind auch alle aufgeführten Kombinationen möglich.
Zur Kombination der möglichen Ausrichtungen von Anstiegen und Abfällen muss jeder Eintrag
einer Liste mit jedem Eintrag der anderen Liste verknüpft werden (siehe Tabelle 5.0(c)), dabei
müssen selbstverständlich auch Kombinationen, bei denen keine Punkte zueinander ausgerich-
tet werden, berücksichtigt werden, also Ausrichtungen die lediglich Anstiege oder Abfälle der
Messwerte beinhalten.
Die Reihenfolge für die zu testenden möglichen Ausrichtungen wird dabei so gewählt, dass zu-
nächst Ausrichtungen mit wenigen verwendeten Punkten bevorzugt werden. Zum Testen der
Ausrichtungen wird der normierte Kreuzkorrelationskoeffizient des transformierten Jobs zur Re-
ferenz nach Kapitel 5.5.1.9 (Seite 98) berechnet. Ist der ermittelte Kreuzkorrelationskoeffizient
höher als bei den vorhergehenden Ausrichtungen, so wird diese Ausrichtung gegenüber den bisher
getesteten Varianten präferiert.
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Die Komplexität für die Bearbeitung des Optimierungsproblems zur Ausrichtung des Jobs zur
Referenz ergibt sich aus der Anzahl der Kombinationen der markanten Punkte des Jobs (𝑛2𝐽𝑜𝑏),
der Anzahl der Kombinationen der markanten Punkte der Referenz (𝑛2𝑅𝑒𝑓 ) und der Anzahl der
Messwerte für die Berechnung der Kreuzkorrelationskoeffizienten (𝑛𝑀𝑒𝑠). Wird davon ausgegan-
gen, dass die Menge der markanten Punkte proportional der Anzahl der Messwerte ist, ergibt
sich vereinfacht 𝑂(𝑛5).
Das die Anzahl der Iterationen für die Ermittlung der besten Ausrichtungen sehr hoch werden
kann, ist offensichtlich, da die Komplexität des Algorithmus 𝑂(𝑛5) entspricht. Das wird im An-
schluss bei der Evaluierung des Verfahrens wieder aufgegriffen. Daher wird versucht das Verfahren
zu beschleunigen. Zu diesem Zweck wird ein Abbruchkriterium definiert. Sobald ein ausreichend
hoher, normierter Kreuzkorrelationskoeffizient gefunden wurde, wird die Suche abgebrochen. Im
Folgenden wird ein minimaler Wert von 0,9 für den Kreuzkorrelationskoeffizienten angewendet.
5.5.1.12 Evaluierung mit Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit naivem Ausrichtungsverfahren
Die Ermittlung der bestmöglichen Ausrichtung von Referenz und Job zueinander kann extrem
zeitaufwendig werden. Dies kann anhand eines Beispiels verdeutlicht werden. Wird der Basisjob
WCKMx16w05, mit Abtastung ohne Fehler, sowohl als Referenz als auch als Job verwendet, wer-
den wie erwartet 16 Anstiege und 16 Abfälle des Messwertes gefunden. Aus diesen je 16 markan-
ten Punkten können Listen mit je 26.449 verschiedenen Ausrichtungen für Anstiege und Abfälle
ermittelt werden. Diese beiden Listen werden im Anschluss kombiniert, wobei sich 349.814.475
Ausrichtungen ergeben. Unter diesen befinden sich 8.195.175 Varianten, die die zeitliche Reihen-
folge der Messwerte nicht verändern. Für diese wird jeweils der Kreuzkorrelationskoeffizient und
auch der Kreuzkorrelationskoeffizient der inversen Messreihen berechnet und der maximal er-
mittelte, kombinierte und normierte Kreuzkorrelationskoeffizient erfasst. Die Berechnung dauert
erwartungsgemäß einige Stunden15. Im Folgenden wird daher das Abbruchkriterium benutzt.
Der Verzicht auf die bestmögliche Ausrichtung von Job und Referenz zueinander verringert den
Rechenaufwand in vielen Fällen erheblich. Gleichzeitig wird aber auch die Möglichkeit zum Erken-
nen von Fehlern reduziert. Daher kann kein konkreter Idealwert für den kombinierten, normierten
Kreuzkorrelationskoeffizienten angegeben werden. Es kann nur ein Bereich genannt werden, der
eine ausreichend hohe Ähnlichkeit repräsentiert. Ob ein Kreuzkorrelationskoeffizient am unteren
Rand dieses Bereiches auf eine nicht ideale Ausrichtung von Job und Referenz hindeutet oder
durch Fehler bei der Ausführung des Jobs verursacht wurde, kann nicht unterschieden werden.
Zur Untersuchung des Verfahrens wird wieder WCKMx16w05 herangezogen. Für Abbildung 5.30
wurde dieser Basisjob vorgegebener, zeitlicher Skalierung nach Kapitel 5.3.2.4 (Seite 77) unter-
zogen, sodass die Wartezeiten zwischen Job und Referenz verschoben sind. Bei der Ermittlung
des Kreuzkorrelationskoeffizienten für die verschiedenen Jobs wird jeweils das Abbruchkriterium
erreicht und die Suche nach besseren Ausrichtungen von Job und Referenz abgebrochen. Das
Ergebnis befindet sich also immer im Idealbereich. Im Vergleich zur Anwendung der Kreuzkorre-
lation ohne Ausrichtung zwischen Job und Referenz, also mit Abbildung 5.27 (Seite 105) welche
dieselben Jobs untersucht, kann mit dem aktuellen Verfahren die Ähnlichkeit zwischen Job und
Referenz eindeutig erkannt werden.
Das gleiche positive Ergebnis wird bei Jobs erreicht, die in drei verschiedenen Bereichen unter-
schiedlich schnell abgearbeitet werden. Diese Jobs sind ebenfalls in Kapitel 5.3.2.4 beschrieben.
15Eine konkrete Zeitangabe soll nicht gegeben werden, da die Berechnungen auf einem Laptop ausgeführt wurden,
der nicht exklusiv für die Berechnung genutzt wurde. Während die vorhergehenden Varianten der Kreuzkorre-
lation allerdings nur Minuten für große Datensätze benötigten, wurde für einen einzelnen Job mehrere Stunden
gebraucht.
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Abbildung 5.30: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit naivem Ausrichtungs-
verfahren) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (Verschiebung der Wartezeit)
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Re-
ferenz.
Sie wurden mit der aktuellen Variante der Kreuzkorrelation untersucht. Das Ergebnis ist in Ab-
bildung 5.31 dargestellt. Als Vergleich dient Abbildung 5.28 (Seite 105), welche auf denselben
Jobs und der Kreuzkorrelation ohne Ausrichtung von Job und Referenz nach Kapitel 5.5.1.9
(Seite 98) basiert.
Auch bei Monitoring-Daten mit variabler, zeitlicher Skalierung nach Kapitel 5.3.2.3 hat sich
die Erkennungsleistung erheblich verbessert. Als Vergleich dient Abbildung 5.26 (Seite 104), die
aktuellen Daten sind in Abbildung 5.32 dargestellt. Für fast alle Jobs wurde der Idealbereich
erreicht. Die Ausnahme bildet ein Job, bei dem die rechenintensiven Bereiche stark verkürzt
wurden, womit sich auch die Laufzeit und die Anzahl der Messpunkte stark verringern. Ob
andere Verfahren besser mit der verringerten Datenqualität dieses Jobs zurechtkommen, wird
weiter überprüft.
Das die Ausrichtung von Job und Referenz möglich ist, wurde in diesem Kapitel nachgewiesen.
Auch die Beschleunigung der Ausrichtung mit einem Abbruchkriterium funktioniert, sofern eine
gute Ausrichtung mit wenigen Referenzpunkten möglich ist. In ungünstigen Fällen müssen alle
möglichen Ausrichtungen überprüft werden. Damit ist das Verfahren deutlich zu aufwendig be-
züglich des nötigen Rechenaufwands. Dass kleine Fehler, die den Kreuzkorrelationskoeffizienten
um weniger als 0,1 verringern, bei der Ausführung des Jobs aufgrund der Verwendung des Ab-
bruchkriterium nicht erkannt werden können, ist ebenfalls ein erheblicher Nachteil. Daher werden
im Folgenden weitere Verfahren zur zeitlichen Ausrichtung von Job und Referenz untersucht.
Das markante Punkte in Job und Referenz zur Ausrichtung benötigt werden ist nicht als Nach-
teil anzusehen. Sind keine markanten Punkte vorhanden, hat der Datensatz annähernd konstante
Werte, in diesem Fall ist auch die Auswirkung von zeitlichen Verschiebungen aufgrund der Defi-
nition der Kreuzkorrelation marginal und eine Ausrichtung nicht notwendig.
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Abbildung 5.31: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit naivem Ausrichtungs-
verfahren) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (langsamer/schneller/lang-
samer) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs
als Referenz.
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Abbildung 5.32: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit naivem Ausrich-
tungsverfahren) auf Varianten von WCKMx16w05 mit variabler, zeitlicher Skalierung unter Verwendung der
abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
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5.5.1.13 Ausblick auf Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit baum-basiertem Ausrichtungsverfahren
Das Ausrichtungsverfahren aus Kapitel 5.5.1.11 verwendet ein schleifen-basiertes Durchprobieren
aller möglichen Ausrichtungen von markanten Punkten von Job und Referenz. Die möglichen
Ausrichtungen können aber auch als Baumstruktur dargestellt werden.
Die Wurzel des Baumes über die markanten Punkte der Referenz (siehe Abbildung 5.33) reprä-
sentiert keine Ausrichtung16 anhand der markanten Punkte. Für die Knoten der ersten Ebene
wird jeder markante Punkt der Referenz jeweils einem markanten Punkt des Jobs zugeordnet. Es
wird also für jeden Knoten der ersten Ebene ein Punkt ausgerichtet. Von jedem dieser Knoten
werden Kindknoten der zweiten Ebene generiert. Zu diesem Zweck wird der Ausrichtung des
Elternknotens jeweils eine zweite Ausrichtung von markanten Punkten hinzugefügt. Dies wird
wiederholt bis in der letzten Ebene jedem markanten Punkt der Referenz ein Punkt des Jobs
zugeordnet ist. Hat die Referenz mehr markante Punkte als der Job, ist jedem Punkt des Jobs
einer der Referenz zugeordnet.
∅
1 2 3 4
1; 2 1; 3 1; 4 2; 3 2; 4 3; 4
1; 2;
3
1; 2;
4
1; 3;
4
2; 3;
4
1; 2;
3; 4
Abbildung 5.33: Der Baum zeigt, welche der vier markanten Punkte einer Referenz (1 bis 4) zur Ausrichtung
verwendet werden. Die Wurzel verwendet keinen Punkt, jede tiefere Ebene verwendet jeweils einen markanten
Punkt zusätzlich. Die Knoten sind jeweils mit den durch Semikolon separierten, verwendeten markanten Punkten
beschriftet.
Die Eigenschaften dieses Baums können zur Optimierung genutzt werden. Werden mehrere Punk-
te zueinander ausgerichtet, so ist nicht garantiert, dass die zeitliche Reihenfolge der Messwerte
des Jobs bei der Transformation erhalten bleibt. Diese Transformation stellt keine korrekte Aus-
richtung dar. Sobald dies für einen Knoten festgestellt wird, können auch alle Kinder dieses
Knotens verworfen werden, da diese dieselben Ausrichtungen enthalten. So müssen nicht alle
Knoten überprüft werden und der Rechenaufwand kann verringert werden.
Eine weitere Strategie überprüft den maximal möglichen Kreuzkorrelationskoeffizienten der Kind-
knoten. Hierzu werden die Daten des Jobs in Bereiche mit festgelegter und variabler Ausrichtung
aufgeteilt. Die Ausrichtung ist festgelegt sofern sie für die Kindknoten nicht verändert werden
kann. Beinhaltet die Ausrichtung den ersten Knoten der Referenz, so kann der Bereich von Be-
ginn bis zum ersten markanten Punkt nicht verändert werden, da keine weiteren markanten
Punkte in diesem Bereich eingefügt werden können. In Abbildung 5.33 sind das alle Knoten die
mit 1 beginnen. Vor dem ersten markanten Punkt (1) kann kein weiterer markanter Punkt an-
geordnet werden, daher bleibt dieser Anteil der Ausrichtung (von Beginn der Referenz bis zum
16Wie bei den Verfahren ohne Ausrichtung wird die Laufzeit des Jobs durch lineare, zeitliche Skalierung der
Referenz angepasst.
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ersten markanten Punkt) für alle Kindknoten erhalten. Dasselbe gilt für den Bereich vom letzten
markanten Punkt bis zum Ende der Referenz und sofern benachbarte Punkte betroffen sind, ist
der Bereich zwischen diesen festgelegt. In Abbildung 5.33 weist der Knoten 2; 3 zwei benachbarte
markante Punkte auf, diese sind auch in allen Kindknoten enthalten. Bei dem Knoten 1; 3 wer-
den in allen Kindknoten die markanten Punkte 1 und 3 verwendet, zwischen diesen kann aber
der markante Punkt 2 eingefügt werden. Daher weist der Knoten 2; 3 zwischen den markanten
Punkten einen Bereich mit festgelegter Ausrichtung auf, der Knoten 1; 3 nicht. Für diese Berei-
che können die Kreuzkorrelationskoeffizienten des entsprechenden Intervalls berechnet werden.
Diese gelten auch für alle Kindknoten, da im entsprechenden Intervall keine Änderungen mehr
vorgenommen werden können. Die übrigen Intervalle werden durch die Kindknoten verändert,
dies ist der Bereich mit variabler Ausrichtung. Neben dem konkreten Kreuzkorrelationskoeffizi-
enten des Knotens kann auch der maximal mögliche Kreuzkorrelationskoeffizient der Kindknoten
ermittelt werden. Hierzu wird im variablen Bereich der Autokorrelationskoeffizient der Referenz
genutzt, der eine obere Schranke für den Kreuzkorrelationskoeffizienten des entsprechenden Be-
reiches darstellt. Im Bereich mit festgelegter Ausrichtung kann der Kreuzkorrelationskoeffizient
direkt berechnet werden. Ist der maximal mögliche Kreuzkorrelationskoeffizient der Kindknoten
eines betrachteten Knotens geringer als der Kreuzkorrelationskoeffizient eines beliebigen ande-
ren Knoten, so kann nicht nur der betrachtete Knoten, sondern auch dessen Kinder für weitere
Untersuchungen eliminiert werden. Damit wird die Berechnung für diese Kindknoten eingespart.
Die beiden Optimierungsstrategien basieren auf demselben Aufbau des Baumes und können daher
kombiniert werden. Auch die Kombination mit einem Abbruch, sobald eine hinreichend gute
Ausrichtung gefunden wurde, ist möglich. In ungünstigen Fällen ist es aber weiterhin nötig den
gesamten Baum zu durchsuchen. Ob sich heuristische Verfahren [YTL09] zur Suche in Graphen
eignen ist schwer abzuschätzen. Dies könnte nur eine langwierige Überprüfung im realen Einsatz
zeigen, die außerhalb des Fokus dieser Arbeit liegt.
Aufgrund der Einschränkungen der hier vorgestellten Optimierungen wurden diese nicht reali-
siert, da auch keine Verbesserung der Erkennungsleistung zu erwarten ist. Die Optimierungen
sollen aber mögliche Verbesserungen aufzeigen. Im Folgenden werden allerdings weitere Strate-
gien zur Ausrichtung von Job und Referenz zueinander untersucht. Diese haben potentiell eine
geringere Komplexität bezüglich des Rechenaufwandes. Auch dies motiviert, warum die hier
beschriebenen Optimierungsstrategien nicht umgesetzt wurden.
5.5.1.14 Umsetzung mit Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit matrix-basiertem Ausrichtungsverfahren
Dass die Ausrichtung von Job und Referenz anhand von markanten Punkten prinzipiell die Mög-
lichkeiten zur Wiedererkennung von Mustern der Referenz im Job erhöht, konnte bereits gezeigt
werden. Hier wird ein weiterer Algorithmus vorgestellt, der einen geringeren Rechenaufwand
verursacht. Auch dieses Verfahren beginnt mit der Ermittlung von Anstiegen und Abfällen der
Messwerte, also mit der Suche nach den markanten Punkten von Job und Referenz. Es werden
aber nicht alle Kombinationen der Ausrichtung durchprobiert, sondern es findet zunächst eine
Zerlegung von Job und Referenz statt.
Job und Referenz werden jeweils in Segmente unterteilt. Ein natives Segment wird immer um
einen markanten Punkt herum angeordnet. Das erste Segment beginnt mit dem Start des Jobs
und das letzte Segment endet mit dem Job. Die Grenzen zwischen den Segmenten werden auf
den Zeitstempel des Messwerts gesetzt, der möglichst gleichen zeitlichen Abstand zu den benach-
barten markanten Punkten aufweist. Das ist in Abbildung 5.34 dargestellt. An den Grenzen der
Segmente ist somit ein Messwert, was die programmiertechnische Abarbeitung vereinfacht, da
keine zusätzlichen Werte interpoliert werden müssen.
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Abbildung 5.34: Ermittlung der Grenzen zwischen zwei benachbarten nativen Segmenten eines Jobs anhand eines
Beispiels. Zunächst wird der Messwertabfall (erster bis zweiter Messwert) 𝑎1 und der Messwertanstieg (vierter
bis sechster Messwert) 𝑎2 ermittelt. Diese werden auf sogenannte markante Punkte 𝑡1 und 𝑡2 reduziert, welche
zeitlich in der Mitte des Anstiegs bzw. Abfalls liegen. Die Segmentgrenze soll möglichst nah zur zeitlichen Mitte
zwischen 𝑡1 und 𝑡2 positioniert sein, also möglichst nah an 𝑡𝑔1,2. Es wird aber ein Messpunkt als Grenze gewählt.
Daher wird der Zeitpunkt des nächstgelegenen Messwerts als Grenze zwischen den Segneten des Jobs gewählt.
Dieser Zeitpunkt ist mit 𝑡′𝑔1,2 bezeichnet.
Basierend auf den ermittelten nativen Segmenten können zusammengesetzte Segmente (im Fol-
genden als Segmente bezeichnet) erstellt werden, die aus einem oder mehreren zusammenhängen-
den nativen Segmenten bestehen. Diese können entsprechend mehrere markante Punkte beinhal-
ten. Mehrere Segmente können kombiniert werden, um alle nativen Segmente des Jobs oder der
Referenz abzudecken. Jede dieser Kombinationen von Segmenten für die Referenz muss berück-
sichtigt werden, wobei jede dieser Kombinationen zur Berechnung des Kreuzkorrelationskoeffi-
zienten mit jeder Kombination von derselben Anzahl von Segmenten des Jobs (die alle nativen
Segmente des Jobs enthält) überprüft werden muss. Wird dabei dasselben Segment der Referenz
bei verschiedenen Kombinationen mit demselben Segment des Jobs korreliert, muss der Kreuz-
korrelationskoeffizient über die Kombination beider Segmente nur einmal berechnet werden.
Für die kombinierten Segmente von Job und Referenz werden anschließend die Kreuzkorrelations-
koeffizienten über die Segmente berechnet. Bei der Berechnung der Kreuzkorrelationskoeffizienten
wird weiterhin die Messwertnormierung nach Kapitel 5.5.1.7 (Seite 93) und die Messwertverschie-
bung nach Kapitel 5.5.1.9 (Seite 98) eingesetzt. Für jede Kombination von Segmenten von Job
und Referenz müssen allerdings verschiedene Varianten geprüft werden. Die erste Variante ist,
dass keine markanten Punkte zueinander ausgerichtet werden. Weitere Varianten ergeben sich,
indem jeweils genau einem Anstieg oder Abfall des zusammengesetzten Segments der Referenz
genau ein Anstieg/Abfall des zusammengesetzten Segments des Jobs zugeordnet wird. Weiterhin
wird der Anfang der Segmente von Job und Referenz als zeitlicher Startwert verwendet und die
Laufzeit des Segments des Jobs der Laufzeit des Segments der Referenz mittels linearer, zeitli-
cher Skalierung angeglichen. Die Kombination mehrerer Anstiege und/oder Abfälle muss nicht
berücksichtigt werden, da diese durch Teilsegmente bereits berücksichtigt werden. Die Ergeb-
nisse (Kreuzkorrelationskoeffizient und der Index des verwendeten markanten Punktes) für die
jeweils beste Ausrichtung eines Paares von Segmenten werden in einer vierdimensionalen Matrix
𝑀𝑠_𝑘𝑘𝑓 [𝑆𝑟][𝐸𝑟][𝑆𝑗 ][𝐸𝑗 ] gespeichert. Die Dimensionen der Matrix sind dabei der Startzeitpunkt
𝑆𝑟 und Endzeitpunkt 𝐸𝑟 des zusammengesetzten Segmentes der Referenz und der Startzeitpunkt
𝑆𝑗 und Endzeitpunkt 𝐸𝑗 des Segmentes des Jobs. Start und Ende werden jeweils als Index des
nativen Segmentes gezählt.
Der Vorteil der Segmentierung von Referenz und Job gegenüber der direkten Nutzung der mar-
kanten Punkte, wie sie in Kapitel 5.5.1.11 (Seite 104) genutzt wurde, sind die feststehenden
Trennungen, die bei der Abarbeitung des gesamten Algorithmus nicht verschoben werden. Dies
ermöglicht wiederum die Optimierung eines Segmentes weitgehend unabhängig von anderen Seg-
menten. Die Kombination eines Segmentes der Referenz mit einem Segment des Jobs kann voll-
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ständig unabhängig von anderen Segmenten optimiert werden. Die entsprechend ermittelten
Kreuzkorrelationskoeffizienten können gespeichert und für verschiedene mögliche Ausrichtungen
von Referenz und Job, die sich partiell überschneiden, genutzt werden. Zur Speicherung der
Kreuzkorrelationskoeffizienten wird eine Matrix verwendet.
Kann die Referenz beispielsweise in drei Segmente unterteilt werden, so haben die ersten beiden
Dimensionen der Matrix jeweils drei Elemente. Wird weiterhin ein Job untersucht, der in zwei
Segmente unterteilt werden kann, so umfassen die weiteren zwei Dimensionen der Matrix je zwei
Elemente. Das Element [0][2][0][1] dieser Matrix enthält also den Kreuzkorrelationskoeffizien-
ten, wenn in einem Schritt vom Anfang bis zum Ende des Jobs gesprungen wird. Eine weitere
Kombination, um Job und Referenz vollständig abzudecken, ist die Kombination der Elemente
[0][0][0][0] und [1][2][1][1], also die Ausrichtung des ersten Segmentes der Referenz mit dem ersten
Segment des Jobs und der Ausrichtung des zweiten Segmentes des Jobs mit der Kombination
aus den letzten beiden Segmenten der Referenz.
Nachdem die Matrix erstellt ist, muss die Variante mit dem höchsten Kreuzkorrelationskoeffizi-
enten gefunden werden. Hierzu müssen prinzipiell alle Kombinationen von Elementen der Matrix
überprüft werden, die alle nativen Segmente von Job und Referenz in der korrekten Reihenfolge
enthalten. Da die Kreuzkorrelationskoeffizienten bereits berechnet sind, ist der Aufwand für die
einzelnen Vergleiche allerdings verhältnismäßig gering. Trotzdem ist die resultierende Laufzeit
aufgrund der hohen Komplexität enorm.
Im Vergleich mit dem vorhergehenden Verfahren (Kapitel 5.5.1.11, Seite 104) ist der Aufwand
deutlich verringert, da die einzelnen Elemente der Matrix mehrfach verwendet werden können.
Die Berechnung für einen Job kann aber immer noch Stunden dauern17.
Der Großteil der Rechenzeit wird dabei zur Suche der günstigsten Kombination von Elementen
der Matrix aufgewendet. Diese Suche weist weiterhin eine Komplexität von 𝑂(𝑛5) auf, während
die Komplexität zur Berechnung der Matrix auf 𝑂(𝑛4) reduziert ist.
Die Suche nach der günstigsten Kombination von Elementen der Matrix wurde daher weiter
nach dem Konzept von Kapitel 5.5.1.13 (Seite 111) optimiert. Hierzu wird eine Baumstruktur
aufgebaut. Diese wird aber nicht als Struktur gespeichert, sondern dynamisch generiert. Dabei
steht jeder Knoten für eine mögliche Kombination von Segmenten, welche zusammen alle nati-
ven Segmente (also alle Messwerte) der Referenz umfassen. Für die Wurzel wird die Referenz
mit einem Segment, welches alle nativen Segmente enthält, überspannt. Der entsprechende Wert
der Kreuzkorrelation kann für die Wurzel also direkt aus der Matrix gelesen werden. Im Folgen-
den müssen alle direkten Kindknoten der Wurzel, also die Knoten der ersten Ebene, untersucht
werden, ob diese einen höheren Kreuzkorrelationskoeffizienten ermöglichen. Diese Knoten be-
schreiben jeweils eine Kombination aus zwei Segmenten. Aus der Anzahl der maximal möglichen
Segmente (basierend auf der Anzahl der markanten Punkte) ergibt sich die Anzahl der Knoten
in dieser Ebene.
Die nächste Ebene an Kindknoten beinhaltet jeweils ein Segment mehr. Hierzu wird das letzte
Segment des Elternknotens weiter unterteilt. Dieses Prinzip ist beispielhaft in Abbildung 5.35(a)
dargestellt. Ist das letzte Segment ein natives Segment, so existieren für den Knoten keine wei-
teren Kindknoten.
Programmiertechnisch wird eine Liste mit Knoten geführt. Initial besteht diese Liste aus der
Wurzel. Zur Abarbeitung wird dieser Liste das erste Element (im ersten Schritt also die Wurzel)
entnommen. Für diesen Knoten wird der bestmögliche Kreuzkorrelationskoeffizient (siehe unten)
ermittelt. Außerdem wird der maximal mögliche Kreuzkorrelationskoeffizient der Kindknoten
ermittelt. Basierend auf diesen Werten wird überprüft, ob dieser Knoten den bisher höchsten er-
17Die Berechnung wurde auf Lenovo X200 Tablet mit Intel Core 2 Duo CPU (SL9400 ) und 8GB DDR3-RAM
ausgeführt.
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∅
0 1 2 3
01 02 03 12 13 23
012 013 023 123
0123
(a) Die Ziffern der Knoten beschreiben mit welchem na-
tiven Segment die zusammengesetzten Segmente der Re-
ferenz enden. Das erste Segment beginnt mit dem Beginn
der Referenz. Das letzte Segment endet mit dem Ende der
Referenz und muss nicht explizit aufgeführt werden. Die
Wurzel (∅) fasst alle nativen Segmente zusammen, Refe-
renz und Job sind also für die weiteren Untersuchungen
dieses Knotens nicht segmentiert. Der Knoten (2) fasst die
nativen Segmente 0, 1 und 2 zusammen, da die erste Ziffer
des Knotens 2 ist. Die übrigen nativen Segmente, also 3
und 4, werden ebenfalls zusammengefasst, werden aber als
letztes Segment nicht explizit benannt. Kindknoten wer-
den jeweils gebildet, indem das letzte zusammengesetzte
Segment weiter unterteilt wird. Der Bezeichnung des El-
ternknotens wird entsprechend eine weitere Ziffer am En-
de angefügt. Die Verwandtschaftsbeziehungen sind durch
Pfeile vom Eltern- zum Kindknoten dargestellt. Der Baum
zeigt nur die Segmente der Referenz, zur Untersuchung ei-
nes Knotens müssen jeweils alle möglichen Kombinationen
von Segmenten des Jobs mit derselben Anzahl von Seg-
menten wie die Referenz überprüft werden.
0123
123 023 013 012
23 13 12 03 02 01
3 2 1 0
∅
(b) Die Anordnung der Knoten entspricht der aus Ab-
bildung 5.35(a). Dieselben Knoten sind aber anders be-
nannt. Weiterhin wird ein anderer Knoten als Wurzel ge-
wählt. Die Benennung der Knoten erfolgt invers zu Abbil-
dung 5.35(a). Es werden also Segmente benannt, welche
kombiniert werden, nicht die Grenzen der Segmente. Der
inverse Knoten (02) entspricht also dem Knoten, der die
Ziffern 0 und 2 nicht enthält. Dies ist Knoten (13) in Abbil-
dung 5.35(a). Zur Bildung von Kindknoten werden im ers-
ten Segment jeweils weitere Segmente zusammengeführt.
Die Wurzel ist der Knoten (∅). Bei diesem Knoten ent-
sprechen die zusammengesetzten den nativen Segmenten.
Es ist daher nur eine Ausrichtung der Segmente von Re-
ferenz zu Job möglich. Das der Baum auf dem Kopf steht
(Wurzel ist ganz unten), ist der Tatsache geschuldet, dass
die Knoten genauso wie in Abbildung 5.35(a) angeordnet
sind.
∅
0 1 2 3
01 02 03 12 13 23
012 013 023 123
0123
(c) Die Suche mit dem normalen Baum (Abbil-
dung 5.35(a)) und dem inversen Baum (Abbil-
dung 5.35(b)) kann kombiniert werden. Die Suche wird
an zwei Knoten begonnen. So können Ausrichtungen mit
wenigen und vielen Segmenten schnell erreicht werden.
Da alle Knoten nur einmal erreicht werden sollen wird die
Suchtiefe für jede der beiden Wurzeln beschränkt.
∅
0 1 2 3
01 02 03 12 13 23
012 013 023 123
0123
(d) Mittels einer Heuristik kann die Anzahl der zu unter-
suchenden Knoten verringert werden. Für diese Abbildung
wurden die kombinierten Bäume von Abbildung 5.35(c)
auf die Suchtiefe 1, also die Wurzel und die erste Ebene,
reduziert.
Abbildung 5.35: Darstellung der Baumstrukturen, wie sie zur Suche nach einer möglichst guten Ausrichtung von
Job und Referenz genutzt wird, anhand eines Beispiels. Verwendet wird eine Referenz und ein Job, die jeweils in
fünf Segmente (0 bis 4) unterteilt werden können.
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mittelten Kreuzkorrelationskoeffizienten aufweist. Weiterhin wird bestimmt, ob die Kindknoten
möglicherweise den höchsten gefundenen Kreuzkorrelationskoeffizienten weiter erhöhen können.
Ist das der Fall, der maximal mögliche Kreuzkorrelationskoeffizient ist also höher als der bis-
her höchste ermittelte Kreuzkorrelationskoeffizient, werden alle direkten Kindknoten des aktuell
untersuchten Knotens der Liste von noch zu untersuchenden Knoten hinzugefügt. Diese Ent-
nahme und Überprüfung eines Knotens wird wiederholt bis die Liste leer ist. Weiterhin wird vor
der Bearbeitung eines Knotens dessen höchster möglicher Kreuzkorrelationskoeffizient überprüft.
Ist dieser Wert geringer als der bisher höchste ermittelte Kreuzkorrelationskoeffizient wird der
Knoten verworfen und der nächste Knoten aus der Liste entnommen. Dies ist nötig, da zwischen
Einfügen des Knotens in die Liste und dem Entnehmen des Knotens der bisher höchste ermittelte
Kreuzkorrelationskoeffizient angestiegen sein kann.
Bei der Ermittlung des maximalen Kreuzkorrelationskoeffizienten muss die segmentierte Refe-
renz mit dem Job verglichen werden. Hierzu muss der Job in die gleiche Anzahl von Segmenten
unterteilt werden. Sofern der Job mehr native Segmente aufweist als die Anzahl der Segmente in
die er aufgeteilt werden soll, ergeben sich mehrere Möglichkeiten die nativen Segmente zusam-
menzufassen, analog zu den Knoten der Referenz in einer Ebene, die alle dieselbe Anzahl von
Segmenten aufweisen. Alle Kombinationen werden mit der Referenz verglichen. Die Kreuzkorre-
lationskoeffizienten für die einzelnen Kombinationen von Segmenten der Referenz mit Segmenten
des Jobs entsprechen den Elementen der Matrix. Die entsprechenden Einträge aus der Matrix
können aufsummiert werden, um den Kreuzkorrelationskoeffizienten für die gewählte Ausrich-
tung von Referenz und Job zu ermitteln. Die bestmögliche Ausrichtung liefert entsprechend den
höchsten Kreuzkorrelationskoeffizienten des Knotens18. Alle anderen möglichen Ausrichtungen
werden verworfen.
Die Ermittlung des höchstmöglichen Kreuzkorrelationskoeffizienten der Kindknoten ist realisier-
bar, da für die Kindknoten nur das letzte (variable) Segment (in Abbildung 5.36 jeweils rot
dargestellt) der Referenz weiter unterteilt werden kann. Das ist eine besondere Eigenschaft des
verwendeten Baums. Die anderen Segmente (in Abbildung 5.36 jeweils grün dargestellt) werden
nicht weiter unterteilt. Bei der Berechnung des höchstmöglichen Kreuzkorrelationskoeffizienten
der Kindknoten wird daher angenommen, dass im letzten Segment ein idealer Kreuzkorrelati-
onskoeffizient erreicht werden kann, also der Autokorrelationskoeffizient der Referenz über das
entsprechende Segment. Dies bildet eine obere Schranke für die möglichen Kreuzkorrelationsko-
effizienten der Kindknoten. Wie für den Kreuzkorrelationskoeffizienten des Knotens müssen auch
für den höchstmöglichen Kreuzkorrelationskoeffizienten der Kindknoten alle passenden Ausrich-
tungen des Jobs überprüft werden. Für das letzte Segment wird aber der entsprechende Auto-
korrelationskoeffizient verwendet und nicht der Wert aus der Matrix gelesen. Für den Kreuzkor-
relationskoeffizienten des Knotens und den höchstmöglichen Kreuzkorrelationskoeffizienten der
Kindknoten können sich selbstverständlich verschiedene Ausrichtungen der Segmente des Jobs
zur Referenz ergeben.
Die globale Normierung (siehe Kapitel 5.5.1.7, Seite 93) der Kreuzkorrelationskoeffizienten findet
erst statt nachdem die Liste mit den zu bearbeitenden Knoten vollständig abgearbeitet wurde.
Einen starken Einfluss auf die Abarbeitung des Algorithmus hat die Art, wie Kindknoten in
die Liste der noch zu bearbeitenden Knoten eingefügt werden. Hierzu bieten sich verschiedene
Varianten an. Werden die Kindknoten ans Ende der Liste angefügt, so handelt es sich um ei-
ne Breitensuche. Es werden also erst alle Knoten einer Ebene abgearbeitet, bevor Knoten der
nächsten Ebene untersucht werden. Werden die Kindknoten hingegen an den Anfang der Liste
gestellt, werden die neu eingefügten Knoten der tieferen Ebene direkt wieder entnommen, folg-
lich handelt es sich um eine Tiefensuche. Die Elemente der Liste können aber auch nach einem
18Der Knoten beschreibt nur die Segmente der Referenz. Die gewählte Zerlegung des Jobs in dieselbe Anzahl von
Segmenten muss mittels Optimierung ermittelt werden.
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Abbildung 5.36: Veranschaulichung der Segmentierung nach Abbildung 5.35(a) anhand von drei Knoten. Die
Wurzel 𝑟𝑒𝑓 (∅)(𝑡) überspannt alle fünf nativen Segmente (𝑛𝑠0 bis 𝑛𝑠4), die je einen markanten Punkt zu den
Zeitpunkten 𝑡0 bis 𝑡4 enthalten, mit einem Segment. Dieses ist auch das letzte Segment (rot dargestellt) und wird
bei der Bildung der Kindknoten weiter unterteilt, daher ist dieses Segment variabel. Der Knoten (2) (𝑟𝑒𝑓 (2)(𝑡))
ist ein direktes Kind der Wurzel, er entsteht indem das letzte (variable) Segment der Wurzel unterteilt wird,
dies geschieht (aufgrund der Benennung des Knoten) nach 𝑛𝑠2. Das vordere grüne Segment wird bei der Bildung
weiterer Kindknoten nicht weiter unterteilt, sondern das rot dargestellte, letzte Segment. Da es nur aus zwei
nativen Segmenten besteht gibt es nur eine Möglichkeit es zu teilen und folglich nur einen möglichen Kindknoten.
Der Kindknoten ist Knoten (23) (𝑟𝑒𝑓 (23)(𝑡)), der vordere, in dunklerem grün dargestellte Bereich wurde direkt von
𝑟𝑒𝑓 (2)(𝑡) übernommen, der hellere grüne Bereich und der rote Bereich sind durch Teilung des variablen Bereiches
von 𝑟𝑒𝑓 (2)(𝑡) entstanden. Zur Bildung weiterer Kindknoten wird wieder der gesamte grüne Bereich übernommen
und der variable, rote Bereich weiter geteilt. Da dieser Bereich nur aus einem nativen Segment besteht und nicht
geteilt werden kann hat Knoten (23) keine weiteren Kindknoten.
Kriterium sortiert werden. Dieses Kriterium soll dabei das Potential der Kindknoten widerspie-
geln. Auf diese Weise werden zunächst Knoten mit hohem Potential untersucht, was prinzipiell
einen schnelleren Anstieg des höchsten, ermittelten Kreuzkorrelationskoeffizienten ermöglicht.
Dies führt wiederum zum Ausschluss von mehr Kindknoten und so zu einer möglichen, schnel-
leren Abarbeitung des Algorithmus. Als Kriterium für das Potential der Kindknoten eignet sich
beispielsweise der höchstmögliche Kreuzkorrelationskoeffizient oder der normierte Kreuzkorrela-
tionskoeffizient der Segmente der Referenz, der für die Kindknoten nicht weiter verändert wird,
also den normierten Kreuzkorrelationskoeffizienten aller Segmente, außer dem letzten Segment,
welches weiter unterteilt werden kann.
Das beschriebene baum-basierte Verfahren hat prinzipiell eine Ähnlichkeit zu den bereits vorge-
stellten Verfahren zum Sequenzvergleich [Bel10, NW70, Gus97] aus Kapitel 2.2.3.4 (Seite 16).
Anders als bei den Sequenzvergleichsverfahren ist aber nicht bekannt, wie die Zeichen oder Ele-
mente lauten. So können mehrere Segmente des Jobs einem einzelnen Segment der Referenz
zugeordnet werden. Eine Übertragung der Segmente zu Zeichen des Sequenzvergleichs ist also
nicht möglich. Das ist auch daran zu sehen, dass eine vierdimensionale Matrix aufgebaut werden
muss, während der Sequenzvergleich auf einer zweidimensionalen Matrix beruht. Daher kann
die Strategie zur Suche nach dem besten Alignment nicht aus diesem Verfahren übernommen
werden.
Der Sequenzvergleich kann nicht als Vorbild genutzt werden, es kommen andere Optimierungen
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zum Einsatz. Da im Normalfall nur ein Teil des Baumes untersucht werden muss, weil viele Äste
abgeschnitten werden können, werden auch nicht alle Elemente der Matrix benötigt. Folglich wird
die Matrix nicht vor der Suche aufgebaut, sondern die Elemente erst berechnet wenn sie benötigt
werden. Einmal berechnete Elemente werden gespeichert und stehen einer Wiederverwendung
zur Verfügung.
Eine weitere Strategie begründet sich auf der Tatsache, dass Knoten mit vielen Freiheitsgra-
den besonders viel Zeit zur Abarbeitung benötigen. Werden nur wenige Segmente verwendet,
ist die Anzahl der Kombinationen und damit der Freiheitsgrade gering. Die Wurzel des Baumes
verwendet beispielsweise ein Segment, bestehend aus allen nativen Segmenten, für Job und Refe-
renz. Es ergibt sich also nur genau eine Wahl, wie die nativen Segmente zu größeren Segmenten
kombiniert werden können. Ähnlich verhält es sich für die Knoten der tiefsten Ebenen des Bau-
mes. Wurden Job und Referenz in gleich viele native Segmente geteilt, wie in Abbildung 5.35(a)
dargestellt, so ergibt sich genau ein Blatt in der tiefsten Ebene. Für dieses Blatt existiert, wie
bei der Wurzel, nur eine Ausrichtung der Segmente von Job und Referenz zueinander, da je-
dem (nativen) Segment der Referenz genau ein (natives) Segment des Jobs zugeordnet wird. Bei
mittlerer Tiefe des Baumes bestehen die meisten Möglichkeiten, wie Segmente des Jobs und der
Referenz zusammengefasst werden können. Es gibt also viele Knoten, die jeweils eine Möglichkeit
beschreiben, wie die Segmente der Referenz zusammengefasst werden. Für jeden dieser Knoten
ergibt sich aber auch eine Vielzahl von Varianten, wie der Job in die entsprechende Anzahl von
Segmenten zerlegt werden kann. Diese Varianten müssen alle überprüft werden. Sind Job und
Referenz nur wenig zueinander verschoben ist davon auszugehen, dass mit wenigen Segmenten
eine gute Ausrichtung gefunden werden kann, es ist also sinnvoll von der Wurzel aus zu suchen.
Andererseits sollten Job und Referenz eine ähnliche Struktur und damit zueinander passende
markante Punkte und somit passende native Segmente aufweisen. Möglichst viele oder alle na-
tiven Segmente zueinander auszurichten ist daher ebenfalls ein guter Startpunkt für eine Suche.
Daher ist es sinnvoll nicht nur von der Wurzel sondern auch von der tiefsten Ebene aus zu suchen.
Um eine Suche zu erhalten, die bei sehr vielen Segmenten für die Referenz beginnt, wurde ein in-
verser Baum realisiert. Der Aufbau dieses inversen Baumes ist in Abbildung 5.35(b) dargestellt.
Die Wurzel dieses Baumes ist der Knoten, der die Referenz in die maximal mögliche Anzahl
von Segmenten, also die nativen Segmente, teilt. Diese Wurzel existiert allerdings nur, sofern
der Job mindestens in dieselbe Anzahl von Segmenten aufgeteilt werden kann wie die Referenz.
Ist die Wurzel nicht vorhanden, werden alle Kinder der ersten Ebene ermittelt, existieren diese
auch nicht werden die Kindknoten weiterer Ebenen ermittelt, bis eine Ebene mit existieren-
den Knoten erreicht ist. Die Knoten dieser Ebene werden als Startwerte für den Algorithmus
gewählt. Im Gegensatz zum normalen Baum wird zur Ermittlung der Kindknoten der Anfangs-
bereich der Referenz, welcher nur aus nativen Segmenten besteht, also der Bereich vor dem ersten
zusammengesetzten Segment, modifiziert. In diesem Bereich werden native Segmente zusammen-
gefasst. Wie in Abbildung 5.35(b) veranschaulicht, kann eine Benennung der Konten erfolgen,
die beschreibt wo Segmente zusammengefasst werden. Unter Nutzung der inversen Benennung
ergeben sich daher dieselben formalen Regeln zum Ermitteln der Kindknoten. Wie für den nor-
malen Baum kann auch für den inversen Baum der höchstmögliche Kreuzkorrelationskoeffizient
der Kindknoten ermittelt werden, da alle Segmente ab dem ersten zusammengesetzten Segment
für die Kindknoten erhalten bleiben und lediglich der Bereich vor diesen Segmenten verändert
wird.
Um die Suche, beginnend mit wenigen und sehr vielen Segmenten, gleichzeitig auszuführen, wird
sowohl der normale als auch der inverse Baum verwendet. Damit jeder Knoten nur über einen
dieser Bäume erreichbar ist, werden die Bäume auf ihre mittlere Tiefe begrenzt, die Suchtiefe
wird also reduziert obwohl noch Kindknoten ermittelt werden könnten. Diese Kombination der
beiden Bäume zur Suche ist in Abbildung 5.35(c) dargestellt. Programmiertechnisch wird für
jeden der beiden Bäume eine Liste der als nächstes zu untersuchenden Knoten geführt, wie es
5.5. ADAPTION UND IMPLEMENTIERUNG VON VERFAHREN ZUR ANALYSE VON
MONITORING-DATEN 119
bereits für den normalen Baum beschrieben ist. Mit jeder Iteration wird die Liste gewechselt, der
ein Knoten entnommen wird. Wird der entnommene Knoten verworfen, da der höchstmögliche
Kreuzkorrelationskoeffizient zu gering ist, wird ein weiterer Knoten aus derselben Liste entnom-
men. Der Algorithmus ist vollständig durchlaufen, sobald eine Liste leer ist und alle Kindknoten
dieser Liste ausgeschlossen werden konnten. Die Liste muss also abgearbeitet worden sein, ohne
das Knoten aufgrund der Einschränkung der Suchtiefe verworfen wurden. Andernfalls muss auch
die zweite Liste vollständig abgearbeitet werden.
Aufgrund der Suche mittels des normalen und des inversen Baumes sowie der Vermutung, dass
der Einsatz von sehr vielen oder sehr wenigen Segmenten zu einer ausreichend guten Ausrichtung
von Referenz und Job führen, kann auch eine Heuristik vorgeschlagen werden. Mittels der Heu-
ristik kann die Anzahl der Knoten, die bei der Suche berücksichtigt werden müssen, erheblich
reduziert werden. Insbesondere die Knoten mit sehr vielen Freiheitsgraden, deren Abarbeitung
besonders aufwendig ist, können so ausgeschlossen werden. Die verwendete Heuristik, die diese
Eigenschaften aufweist, ist die weitere Reduzierung der Suchtiefe für beide Bäume, wie sie in Ab-
bildung 5.35(d) dargestellt ist. Mit dieser Heuristik ergibt sich eine maximale Anzahl von Knoten
die betrachtet werden, wobei die konkrete Anzahl von der Menge der markanten Punkte von Job
und Referenz abhängt. Damit ergibt sich auch eine obere Schranke für den Rechenaufwand in
Abhängigkeit von der Anzahl der markanten Punkte.
5.5.1.15 Evaluation des Laufzeitverhaltens mit Messwertnormierung,
Messwertverschiebung und Einsatz wohl begründeter Vermutungen mit
matrix-basiertem Ausrichtungsverfahren
Zunächst wurden die verschiedenen Suchstrategien, also die Sortierung der Liste von noch zu
bearbeitenden Knoten, anhand des normalen Baums ohne Einsatz von Heuristiken getestet. Zu-
sammenfassend konnte dabei festgestellt werden, dass es vorteilhaft ist mit der Untersuchung von
möglichst wenigen Knoten einen möglichst hohen Kreuzkorrelationskoeffizienten zu finden, um
viele weitere zu untersuchende Knoten sofort auszuschließen und die Liste der zu bearbeitenden
Knoten möglichst klein zu halten, was zu einer schnelleren Beendigung des Algorithmus führt.
Die Breitensuche prüft alle Knoten einer Ebene bevor die nächste Ebene herangezogen wird. Bis
ein Knoten mit hohem Kreuzkorrelationskoeffizienten gefunden wird, dauert es daher bei den
untersuchten Jobs oft verhältnismäßig lange. Die Tiefensuche arbeitet meist erheblich schneller.
Am linken Rand des Baumes kann oft ein Knoten mit verhältnismäßig hohem Kreuzkorrelati-
onskoeffizienten gefunden werden, das war zu erwarten, da am linken Rand zunehmend mehr die
nativen Segmente von Job und Referenz zueinander ausgerichtet werden, was für die generierten
Jobs eine korrekte Ausrichtung ist. Damit können viele Knoten abgeschnitten werden, die bei
der Breitensuche berücksichtigt werden müssen. Befindet sich am linken Rand des Baumes kein
Knoten mit hohem Kreuzkorrelationskoeffizienten wird sehr tief gesucht, also viele aufwendig
zu analysierende Knoten durchlaufen, ohne das ein hoher Kreuzkorrelationskoeffizient gefunden
werden kann. In diesen Fällen kann die Abarbeitung erheblich länger dauern als die Breitensuche.
Kurz zusammengefasst ist die Tiefensuche bei den untersuchten Jobs meist schneller, manchmal
aber erheblich langsamer. Auf eine Konkretisierung dieser Aussage durch die Zeitnahme bei der
Untersuchung von realen Jobs kann vorerst verzichtet werden, diese Arbeiten sind erst für eine
weitere Optimierung des Verfahrens in weiterführenden Arbeiten notwendig.
Wird die Liste der noch zu bearbeitenden Knoten anhand des höchst möglichen Kreuzkorre-
lationskoeffizienten (der vor dem Einfügen der Knoten in die Liste, bei der Untersuchung des
Elternknotens berechnet wurde) sortiert und immer das erste Element (also das Element mit
dem höchsten Wert) entnommen, entsteht ein Laufzeitverhalten welches der Breitensuche recht
ähnlich ist. Dabei werden die Knoten mit geringer Tiefe oder links im Baum bevorzugt. Bei die-
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sen ist der für die Kindknoten fixierte Anteil, also der Anteil, der bei der Vererbung unverändert
bleibt (grüner Bereich in Abbildung 5.36), gering. Über einen weiten Bereich der Laufzeit der
Referenz muss daher der Autokorrelationskoeffizient als obere Schranke herangezogen werden.
Diese Knoten liefern in vielen Fällen (bei den untersuchten Jobs) aber keinen hohen Kreuzkor-
relationskoeffizienten, sodass nur wenige Knoten abgeschnitten werden können.
Die schnellste Abarbeitung für die untersuchten Fälle lieferte das Sortieren der Liste der noch zu
untersuchenden Knoten nach dem normierten Kreuzkorrelationskoeffizienten über den fixierten
Teil der Referenz, also des Teils, der durch die Kindknoten nicht verändert wird. Diese Methode
wird im Folgenden auch weiter verwendet. Dabei werden sehr schnell und zuverlässig Knoten mit
hohem Kreuzkorrelationskoeffizienten gefunden, da die Ausrichtungen die einen guten Kreuzkor-
relationskoeffizienten über die ersten fixierten Segmente besitzen oft auch insgesamt einen hohen
Kreuzkorrelationskoeffizienten aufweisen. Somit können fast alle weiteren zu analysierenden Kno-
ten verworfen werden und die Abarbeitung ist sehr schnell. Die Erfolgschance dieses Verfahrens
kann weiter erhöht werden, indem die Knoten auf den normalen und inversen Baum aufgeteilt
werden. So müssen die Knoten mit vielen Freiheitsgraden oft nicht analysiert werden. Damit
wird das Verfahren schneller. Sind die Pfade von der Wurzel zum gesuchten Knoten lang, so
müssen oft mehrere Pfade durchlaufen werden. Durch die Aufteilung der Knoten auf zwei Bäu-
me werden die Pfade kürzer und die Zuverlässigkeit dafür, dass schnell ein Knoten mit hohem
Kreuzkorrelationskoeffizient gefunden wird, steigt.
Einige Jobs stellen eine besondere Herausforderung dar. Ein Knoten mit hohem Kreuzkorrelati-
onskoeffizienten wird bei Verwendung des gewählten Suchverfahrens sehr schnell gefunden. Der
Kreuzkorrelationskoeffizient ist aber im Vergleich zum Autokorrelationskoeffizienten der Refe-
renz nicht hoch genug, um viele weitere Knoten auszuschließen, bei denen für den noch nicht
fixierten Teil des Jobs (roter Bereich in Abbildung 5.36) der Autokorrelationskoeffizient als obe-
re Schranke herangezogen wird. Es werden also viele tausende, weitere Knoten untersucht, ohne
dass der beste gefundene Kreuzkorrelationskoeffizient erhöht wird oder der gefundene Kreuzkor-
relationskoeffizient wird nur minimal19 erhöht. In diesen Fällen steigt der Aufwand von einigen
wenigen Sekunden auf mehrere Stunden für einen Job. Hier hilft der Einsatz der Heuristik weiter.
Bei einer Reduzierung der Suchtiefe auf 4 werden unter praktischen20 Gesichtspunkten gleich ho-
he Kreuzkorrelationskoeffizienten ermittelt wie ohne Verwendung von Heuristiken. Die Laufzeit
kann aber auf wenige Minuten für diese Jobs reduziert werden. Die meisten Jobs werden aber
weiterhin in wenigen Sekunden bewältigt. Das die Heuristik in allen Fällen derart exzellente
Ergebnisse liefert, kann allerdings nicht garantiert werden.
Die gewählte Suchreihenfolge hat sich für die untersuchten, generierten Jobs bewährt, eine weite-
re Optimierung muss mit einer größeren Menge an Jobs unter praxisnahen Bedingungen erfolgen.
Für diese Arbeit ist die Reihenfolge in der der Baum durchlaufen wird aber eine untergeordne-
te Fragestellung, die keinen Einfluss auf die Qualität des Ergebnisses hat. Deshalb wird diese
Fragestellung und die fundierte Untersuchung des genauen, praxisnahen Laufzeitverhaltens wei-
teren Arbeiten überlassen. Insgesamt kann aber festgehalten werden, dass die Problematik von
zu hohen Rechenzeiten zur Analyse der Jobs, wie sie in Kapitel 5.5.1.12 (Seite 108) vorgefunden
wurde, überwunden ist!
19Bei den untersuchten Jobs fanden sich Beispiele bei denen ein guter Knoten nach wenigen Sekunden erreicht
wurde, die Suche aber nicht abgebrochen werden kann. Anschließend wurden bessere Knoten gefunden. Diese
erhöhten den normierten, kombinierten Kreuzkorrelationskoeffizienten aber nur nach der zehnten Kommastelle.
Die Suche dauerte allerdings einige Stunden.
20Die Abweichung ist geringer als die Auflösung der in Kapitel 5.5.1.16 gezeigten Diagramme.
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5.5.1.16 Evaluation der Ergebnisse mit Messwertnormierung, Messwertverschiebung und
Einsatz wohl begründeter Vermutungen mit matrix-basiertem
Ausrichtungsverfahren
Zur Untersuchung der in Kapitel 5.5.1.14 vorgestellten Variante der Anwendung der Kreuzkor-
relation werden erneut Adaptionen des Basisjobs WCKMx16w05 genutzt. Dieser Basisjob wurde
vorgegebener und variabler, zeitlicher Skalierung unterzogen und analysiert. Die konkret verwen-
deten Jobs entsprechen dabei denen, die auch in Kapitel 5.5.1.12 (Seite 108) und Kapitel 5.5.1.10
(Seite 100) zur Anwendung kommen. Somit sind die folgenden Ergebnisse auch direkt zu verglei-
chen.
Zunächst ist festzustellen, dass ein eindeutiger Idealwert für den normierten, kombinierten Kreuz-
korrelationskoeffizienten angegeben werden kann. In Kapitel 5.5.1.12 (Seite 108), wo ebenfalls eine
Ausrichtung von Referenz und Job durchgeführt wird, konnte lediglich ein Idealbereich darge-
stellt werden. Die Möglichkeit zum Erkennen von Fehlern ist durch diesen Umstand also nicht
eingeschränkt.
Wird die Wartezeit zwischen Job und Referenz mittels vorgegebener, zeitlicher Skalierung nach
Kapitel 5.3.2.4 verschoben, so kann diese zeitliche Verschiebung nahezu ideal erkannt werden,
wie in Abbildung 5.37 zu sehen ist. Die Abweichung vom Ideal entspricht weniger als 2%. Für
das native Ausrichtungsverfahren waren die Abweichungen höher, wie Abbildung 5.30 (Seite 109)
zeigt. Ohne ein Ausrichtungsverfahren konnte die Ähnlichkeit nicht hinreichend erkannt werden
(siehe Abbildung 5.27, Seite 105).
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Abbildung 5.37: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit matrix-basiertem
Ausrichtungsverfahren) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (Verschiebung
der Wartezeit) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-
Basisjobs als Referenz.
Wird der Job in verschiedenen Bereichen unterschiedlich schnell ausgeführt, wie in Kapitel 5.3.2.4
(Seite 77) beschrieben, wird die Ähnlichkeit ebenfalls sehr gut erkannt. Die Abweichung beträgt
weniger als 3% zum Idealwert, wie Abbildung 5.38 zeigt. Bei Anwendung des nativen Ausrich-
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tungsverfahrens sind die Abweichungen größer (Abbildung 5.31, Seite 110) und ohne Ausrich-
tungsverfahren (Abbildung 5.28, Seite 105) kann die Ähnlichkeit nicht immer festgestellt werden.
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Abbildung 5.38: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit matrix-basiertem Aus-
richtungsverfahren) auf Varianten von WCKMx16w05 mit vorgegebener, zeitlicher Skalierung (langsamer/schnel-
ler/langsamer) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-
Basisjobs als Referenz.
Auch für die variable, zeitliche Skalierung nach Kapitel 5.3.2.3 konnte eine Verbesserung der
Ergebnisse erreicht werden. Dies zeigt Abbildung 5.39. Ohne Ausrichtungsverfahren war die
Erkennung der Ähnlichkeit nur für kleine Skalierungsfaktoren möglich (siehe Abbildung 5.26,
Seite 104). Im Vergleich zum naiven Ausrichtungsverfahren (Abbildung 5.32, Seite 110) konnte
eine Verbesserung erzielt werden. Ein direkter Vergleich zwischen den verschiedenen Verfahren
wird später in Kapitel 5.5.1.19 mit Abbildung 5.43 (Seite 129) vorgestellt. Bei starker Stauchung,
welche mit Verringerung der Datenqualität einhergeht, kann keine ideale Ausrichtung zwischen
Referenz und Job gefunden werden. Dies zeigt sich auch in den Ergebnissen, die eine verringerte
Ähnlichkeit zeigen. Der Job würde also potentiell fälschlicher Weise als Job mit Fehlern bei
der Ausführung kategorisiert werden. Mit einem Kreuzkorrelationskoeffizienten von 0,94 (bei
variabler zeitlicher Skalierung mit Faktor 0,5) können also Abweichungen bei der Ausführung
des Jobs erkannt werden die eine Abweichung des Kreuzkorrelationskoeffizienten von mehr als
0,06 verursachen. Eine Identifizierung von kleinen Fehlern ist mit diesem Verfahren also bereits
möglich.
Ob die Erkennungsleistung durch Verbesserung des Ausrichtungsverfahrens weiter erhöht werden
kann, wird in Kapitel 5.5.1.19 (Seite 128) überprüft.
5.5. ADAPTION UND IMPLEMENTIERUNG VON VERFAHREN ZUR ANALYSE VON
MONITORING-DATEN 123
0,500
0,800
0,900
0,950
0,980
0,990
0,995
1,000
1,005
1,010
1,020
1,050
1,100
1,200
1,500
2,000
5,000
0, 0
0, 2
0, 4
0, 6
0, 8
1, 0
0, 94
0, 97
0, 99
0, 99
0, 99
0, 99
0, 99
1, 00
1, 00
1, 00
0, 99
1, 00
1, 00
1, 00
0, 99
0, 99
0, 99
Variable zeitliche Dehnung
N
o
rm
ie
rte
r,
k
o
m
b
in
ie
rte
r
K
re
u
z
k
o
rre
la
tio
n
sk
o
e
ffi
z
ie
n
t
Kreuzkorrelation, educated guessing mit matrix-basiertem
Ausrichtungsverfahren, Suchtiefe 4, abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
Sampling Ideal
Abbildung 5.39: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit matrix-basiertem
Ausrichtungsverfahren) auf Varianten von WCKMx16w05 mit variabler, zeitlicher Skalierung unter Verwendung
der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
5.5.1.17 Ausblick auf Verbesserungen von Messwertnormierung, Messwertverschiebung
und Einsatz wohl begründeter Vermutungen mit matrix-basiertem
Ausrichtungsverfahren
Die Verwendung der vierdimensionalen Matrix zur Speicherung der Kreuzkorrelationskoeffizien-
ten der Segmente und die Berechnung der Elemente bei Bedarf hat sich bewährt. Die Ermittlung
einer Ausrichtung für Referenz und Job zueinander basierend auf den Matrixelementen kann
aber weiter optimiert werden. Die Verwendung von Bäumen nach Kapitel 5.5.1.14 (Seite 112)
zeigt bereits ein hohes Potential. Die prototypische Implementierung verwendet einen Baum bei
dem jeder Knoten (außer der Wurzel) genau einen Eltern-Knoten hat. Folglich kann ein Knoten
auch nur genau einmal der Abarbeitungsliste hinzugefügt werden. Bei der hier vorgeschlagenen
Optimierung muss allerdings auf diese Eigenschaft verzichtet werden.
Die Laufzeitverbesserung basiert primär auf dem Ausschluss von Kindknoten. Hat ein Knoten
mehrere Eltern-Knoten so kann er von jedem dieser Knoten ausgeschlossen werden. Es ist also ei-
ne Vernetzung aufzubauen in der möglichst viele Ausschlussmöglichkeiten abgebildet werden. Ist
ein Knoten aber einmal eliminiert, muss garantiert werden, dass dieser Knoten oder einer seiner
Kindknoten nicht von einem anderen Eltern-Knoten hinzugefügt wird. Der Aufwand der Um-
setzung ist also höher als für den Prototypen. Eine Übersicht über die Ausschlussmöglichkeiten
zeigt Abbildung 5.40.
In Abbildung 5.40 ist zu sehen, dass der Baum selbst bei diesem sehr kleinen Beispiel recht
komplex wird. Die Handhabung dieser Struktur, ohne diese vollständig aufzubauen, ist also
aufwendig. Die Struktur im Hauptspeicher abzulegen kommt schnell an die Grenzen bezüglich
des Speicherbedarfs, da der Baum mit quadratischer Komplexität in Bezug auf die markanten
Punkte wächst. Da die Laufzeitverbesserung aber keinen Einfluss auf die Erkennungsleistung
des Algorithmus hat, stehen diese Optimierungen nicht im Fokus dieser Arbeit, daher wird hier
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Abbildung 5.40: Darstellung der Ausschlussmöglichkeiten analog des Beispiels aus Abbildung 5.35 (Seite 115).
Die Anordnung der Knoten bleibt unverändert. Die Knoten sind zur besseren Wiedererkennung anhand der
verwendeten Segmente benannt. Die erste Ziffer nennt jeweils den Index des nativen Segmentes, mit dem das
zusammengesetzte Segment beginnt, die zweite Ziffer den Index des nativen Segmentes mit dem das zusammenge-
setzte Segment endet. Die zusammengesetzten Segmente sind jeweils mit Semikolon getrennt. Der Knoten 00; 14
besteht also aus zwei Segmenten, wobei das erste Segment dem ersten nativen Segment entspricht und das zwei-
te Segment die nativen Segmente eins (Zählung beginnt bei null) bis vier enthält. Grau sind Verbindungen aus
Abbildung 5.35(a), welche keine Ausschlussmöglichkeit darstellen. Schwarz gefärbt sind Ausschlussmöglichkeiten,
die auch in Abbildung 5.35(a) genutzt wurden. Farblich sind zusätzliche Ausschlussmöglichkeiten abgebildet, wird
dieselbe Farbe in mehreren Ebenen verwendet, handelt es sich auch um transitive Ausschlussmöglichkeiten. Ist
eine Ausschlussmöglichkeit, basierend auf mehreren Intervallen der Referenz vorhanden, sind diese mit Doppel-
linien wiedergegeben, potentiell redundante Ausschlussmöglichkeit (weil dieselbe Ausschlussmöglichkeit transitiv
ist und bereits durch einen anderen Knoten dargestellt ist) sind gepunktet gezeichnet.
5.5. ADAPTION UND IMPLEMENTIERUNG VON VERFAHREN ZUR ANALYSE VON
MONITORING-DATEN 125
lediglich ein Ausblick auf weitere mögliche Optimierungen gegeben.
Eine Alternative kann die Verwendung eines Graphen darstellen. Dabei muss der Graph von
Beginn (erstes natives Segment) bis zum Ende (letztes natives Segment) vollständig durchquert
werden und dabei ein möglichst hoher Kreuzkorrelationskoeffizient gefunden werden. Das Pro-
blem ist analog der Suche nach dem kürzesten Pfad.
Im Gegensatz zu dem baum-basierten Verfahren repräsentiert ein Knoten des Graphen keine
Ausrichtung zwischen Job und Referenz sondern lediglich eine partielle Ausrichtung. Eine Aus-
richtung ist immer ein Pfad durch den Graphen, der von Beginn bis zum Ende führt. Der Aufbau
eines Pfades beginnt mit dem Anfang von Job und Referenz. Anschließend wird gewählt wie viele
native Segmente der Referenz zusammengefasst werden. Wird als erstes Segment ein natives Seg-
ment verwendet, entspricht dies einem der Knoten mit der Bezeichnung (0 0) in Abbildung 5.41.
Der nächste Knoten muss mit dem nativen Segment 1 für die Referenz beginnen. Es kann aber
auch die gesamte Referenz mit einem Knoten überspannt werden. In Abbildung 5.41 ist dies
Knoten (0 4).
Neben der Referenz müssen auch alle nativen Segmente des Jobs einbezogen werden. In Abbil-
dung 5.41 ist das durch Gruppen von Knoten dargestellt. Die Gruppe der Knoten (0 0) umfasst
beispielsweise vier Knoten. Die Knoten enthalten das erste native Segment der Referenz, es muss
demnach auch das erste native Segment des Jobs für die partielle Ausrichtung einbezogen wer-
den. Nach diesen Knoten muss mindestens ein weiterer Knoten genutzt werden um den Pfad zu
beenden. Der Job muss also ebenfalls in mindestens zwei Segmente geteilt werden. Entsprechend
ergeben sich für das Beispiel aus Abbildung 5.41, indem Job und Referenz jeweils fünf native
Segmente aufweisen, vier Möglichkeiten, wie ein entsprechendes Segment strukturiert werden
kann.
Die Anzahl der Knoten im Graphen ist also höher als die Anzahl der Knoten im Baum, da
die Ausrichtung des Jobs mit einbezogen wird. Analog zu der Baumstruktur können bestimmte
Pfade eliminiert werden. Sind Teile eines Pfades bereits untersucht, so ist eine obere Grenze für
den Kreuzkorrelationskoeffizienten bekannt, analog des höchst möglichen Kreuzkorrelationskoef-
fizienten in Kapitel 5.5.1.14 (Seite 112). So können Pfade schnell von der weiteren Untersuchung
ausgeschlossen werden. Das Problem der selektiven Vererbung zwischen den Knoten tritt für den
Graphen nicht auf.
Ebenso wie bei der Suche mittels Baum muss eine Heuristik gefunden werden, um nicht alle
Pfade durch den Graphen prüfen zu müssen. Dabei sollen wieder Pfade mit sehr vielen oder sehr
wenigen Segmenten bevorzugt werden, da sie die Ausrichtungen anhand von sehr wenigen oder
fast allen markanten Punkten repräsentieren, die bei hoher Ähnlichkeit von Job und Referenz
voraussichtlich eine gute Ausrichtung bieten. Für die Umsetzung wird daher vorgeschlagen, zwei
konkrete Pfade zu wählen und diese weiter zu optimieren. Konkret soll der Pfad am linken und
rechten Rand des Graphen (siehe Abbildung 5.41) gewählt werden, also der Pfad, der möglichst
alle nativen Segmente von Referenz und Job nutzt (dies entspricht der Wurzel des inversen
Baumes in Abbildung 5.35(b) (Seite 115)) und der Pfad, der nur einen Knoten besitzt (die
Wurzel des Baumes in Abbildung 5.35(a) (Seite 115)).
Basierend auf den beiden gewählten Pfaden kann eine Optimierung durchgeführt werden. Hier-
zu werden die Kreuzkorrelationskoeffizienten für die einzelnen Segmente von Job und Referenz,
also für die einzelnen Knoten, mit dem Autokorrelationskoeffizienten der Segmente der Referenz
verglichen. So wird festgestellt, welche Bereiche des Graphen ein hohes Potential für die Opti-
mierung aufweisen. In diesen Bereichen kann der Pfad verändert werden, indem Segmente geteilt
oder benachbarte Segmente vereint werden. Werden die Knoten in Gruppen zusammengefasst,
wie in Abbildung 5.41 dargestellt, enthält der untersuchte Lösungsraum anschließend eine oder
zwei Gruppen von Knoten zusätzlich. Dies ermöglicht wiederum, dass mehr Knoten der einzelnen
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Abbildung 5.41: Darstellung eines Graphen zur Ausrichtung von Referenz und Job anhand eines Beispiels. Referenz
und Job bestehen jeweils aus 5 nativen Segmenten (0 bis 4). Ein Knoten definiert jeweils, welche Segmente der
Referenz kombiniert werden. Die Benennung der Knoten (in Schwarz) zeigt mit welchem nativen Segment der
Referenz der Knoten beginnt und endet. Alle Knoten einer Gruppe stehen für dieselbe Kombination von nativen
Segmenten der Referenz, aber verschiedenen nativen Segmenten des Jobs. In rot ist jeweils die Anzahl der Knoten
der Gruppe dargestellt, blau sind die möglichen Pfade durch den Graphen. Jeder Graph beginnt mit Beginn von
Referenz und Job (Beginn) und endet mit dem Ende von Referenz und Job (Ende) und beinhaltet alle nativen
Segmente von Referenz und Job in ihrer natürlichen Reihenfolge.
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Gruppen berücksichtigt werden müssen, da ein Pfad über mehrere Gruppen mehreren Pfaden
über die Knoten der Gruppen entspricht. Eine Ausnahme sind lediglich die anfangs gewählten
Pfade, da diese keine Freiheitsgrade aufweisen. Als Beispiel kann der Pfad am linken Rand des
Graphen in Abbildung 5.41 genutzt werden. Dieser führt über die Gruppen von Knoten (0 0),
(1 1), (2 2), (3 3) und (4 4), er besteht also aus fünf Segmenten, die den nativen Segmenten der
Referenz entsprechen. Der Job besteht ebenfalls aus fünf nativen Segmenten, da jedem Segment
der Referenz genau ein Segment des Jobs zugeordnet werden muss, kann in jeder Gruppe über
die der Pfad führt, jeweils nur ein Knoten gewählt werden und zwar der Knoten der für den Job
das native Segment mit derselben Benennung wie die Referenz wählt. Werden zur Optimierung
des Pfades beispielsweise die ersten beiden Gruppen von Knoten zusammengefasst entsteht der
Pfad (0 1), (2 2), (3 3), (4 4). Aus der neu hinzugefügten Gruppe (0 1) können zwei Knoten
gewählt werden, die erste Variante ist, dass die ersten beiden Segmente des Jobs zusammengefügt
werden (wie bei der Referenz), die zweite Variante ist, dass nur das erste native Segment des Jobs
verwendet wird. Für die erste Variante muss für die Gruppen (1 1), (2 2), (3 3) und (4 4) jeweils
derselbe Knoten wie bei dem vorhergehenden Pfad gewählt werden. Bei der zweiten Variante
müssen für eine dieser Gruppen zwei native Segmente des Jobs zusammengefasst werden, damit
die Anzahl von Segmenten für Job und Referenz identisch ist. Folglich ergeben sich insgesamt fünf
Pfade über dieselben Gruppen von Knoten. Zur Optimierung der Rechenzeit kann wiederum die
obere Schranke für den Kreuzkorrelationskoeffizienten (also der Autokorrelationskoeffizient der
Referenz, der für alle Knoten einer Gruppe identisch ist) einer Gruppe von Knoten herangezogen
werden, die dem höchsten Kreuzkorrelationskoeffizienten der Knoten ohne Berücksichtigung des
weiteren Pfades entspricht. So kann vor der Betrachtung der einzelnen Knoten bereits überprüft
werden, ob einer der Knoten der Gruppe zur Optimierung des Pfades beitragen könnte.
Durch die schrittweise Optimierung der Pfade muss der Graph nicht vollständig aufgebaut und im
Hauptspeicher abgelegt werden. Bei vielen markanten Punkten muss daher nicht damit gerech-
net werden, dass der Hauptspeicher nicht zur Analyse ausreicht. Weiterhin kann eine Heuristik
angewendet werden, die nach einer bestimmten Anzahl von Optimierungsschritten die Suche
beendet. Wie bei den baum-basierten Verfahren werden auch bei dieser Heuristik die besonders
interessanten Ausrichtungen berücksichtigt.
Der eigentliche Vorteil des graphen-basierten Verfahrens ist, dass alle Informationen von be-
reits berechneten Pfaden für die Wahl oder den Ausschluss weiterer zu untersuchender Pfade
berücksichtigt werden können. Es ist damit zu rechnen, dass ein Ergebnis für die Suche noch
schneller gefunden werden kann, dass die Erkennungsleistung sich signifikant verbessert ist nicht
zu erwarten, da die Ausrichtung von Segmenten von Job und Referenz unverändert bleibt. Die
Umsetzung dieser Laufzeitoptimierung steht aber nicht in Fokus dieser Arbeit und muss daher
in weiteren Arbeiten umgesetzt werden.
5.5.1.18 Umsetzung mit Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit matrix-basiertem Ausrichtungsverfahren und
lokaler Optimierung.
Bei der Suche nach den markanten Punkten kann nicht garantiert werden, dass der ermittelte
Messwert immer an einer definierten Position des Anstieges oder Abfalls liegt, wie beispielswei-
se am maximalen Anstieg oder zeitlich in der Mitte. Es muss also eine zeitliche Varianz beim
Ermitteln der markanten Punkte hingenommen werden. Das wird im Folgenden mit einer loka-
len Optimierung der markanten Punkte berücksichtigt. Diese Optimierung wird vorgenommen,
nachdem für ein Segment der Referenz die beste Ausrichtung des Jobs ermittelt wurde. Sie wird
also nicht für alle Kombinationen von Segmenten von Referenz und Job durchgeführt, sondern
lediglich für die vielversprechendsten Ausrichtungen.
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Für die zu optimierenden Kombinationen von Segmenten wird eine auf Hill Climbing [GQT66]
basierende Suche verwendet, hierzu wird ein Offset auf den markanten Punkt des Jobs eingeführt.
Zu Beginn der Optimierung ist der Offset 0,0. Dieser Offset wird mit jeder Iteration der loka-
len Optimierung um 0.25 𝑠 erhöht. Während der Iteration wird der Kreuzkorrelationskoeffizient
des Segments erneut berechnet. Konnte dieser erhöht werden, wird er gespeichert. Andernfalls
wird die Optimierung abgebrochen. In der konkreten programmiertechnischen Umsetzung ist es
nötig, die Optimierung auch fortzuführen, sofern der neu berechnete Kreuzkorrelationskoeffizi-
ent gleich dem besten ermittelten Kreuzkorrelationskoeffizienten ist, da aufgrund der begrenzten
numerischen Genauigkeit nicht zwischen einer geringen Veränderung und gleichen Werten unter-
schieden werden kann. Dies ist in der Darstellungsgenauigkeit der Variablen begründet. In diesen
Fällen kann noch nicht abgesehen werden, ob eine weitere Erhöhung des Offset zielführend ist.
Anschließend wird die Optimierung mit negativem Offset vorgenommen.
5.5.1.19 Evaluation mit Messwertnormierung, Messwertverschiebung und Einsatz wohl
begründeter Vermutungen mit matrix-basiertem Ausrichtungsverfahren und
lokaler Optimierung
Zur Evaluierung des Verfahrens wurden dieselben Monitoring-Daten wie in Kapitel 5.5.1.16 (Sei-
te 121) untersucht.
Die Verschiebung der Wartezeit mittels vorgegebener, zeitlicher Skalierung nach Kapitel 5.3.2.4
ist in Abbildung 5.42 dargestellt. Als Vergleich dient Abbildung 5.37 (Seite 121). Diese zeigt,
dass die bereits guten Ergebnisse mittels lokaler Optimierung weiter verbessert werden können.
Die Untersuchung für variable, zeitliche Skalierung nach Kapitel 5.3.2.3 (Seite 76) ist in Ab-
bildung B.27 (Seite 216) und Abbildung 5.43 zu sehen. Abbildung 5.39 (Seite 123) dient als
Vergleich. Die bereits guten Ergebnisse konnten in diesem Experiment ebenfalls verbessert wer-
den. Insbesondere starke Stauchung kann deutlich besser als akzeptable Abweichung bei der
Ausführung des Jobs erkannt werden. Das Verfahren hat sich folglich bewährt.
Bei der variablen, zeitlichen Skalierung mit dem Faktor 0,5 ist noch eine kleine Verringerung
von 0,03 des normierten Kreuzkorrelationskoeffizienten zum Idealwert (siehe Abbildung B.27) zu
erkennen. Daher wurden die Daten dieses Jobs weiter analysiert. Der Job wurde entsprechend
der gefundenen Ausrichtung skaliert und dargestellt. Bei dem Vergleich mit der Referenz, also
mit WCKMx16w05, zeigt sich, dass die Anstiege und Abfälle Unterschiede aufweisen. Das ist
für einen Abfall in Abbildung 5.44 abgebildet. Zunächst ist ersichtlich, dass die Anzahl der
Messpunkte für den Job, also J00001 in Abbildung 5.44, weniger Messpunkte umfasst als die
Referenz (J00000 ). Entsprechend ist auch der Abfall bei dem Job breiter, was an der geringeren
Datenqualität liegt. Somit ergibt sich ein Unterschied zwischen Referenz und Job, der auch zu
einer Verringerung des normierten Kreuzkorrelationskoeffizienten in Abbildung B.27 führt.
Ein Vergleich der verschiedenen Verfahren zur Berechnung der Kreuzkorrelation anhand der
variablen, zeitlichen Skalierung ist in Abbildung 5.43 dargestellt, der Vergleich zeigt die Verbes-
serung durch Weiterentwicklung der Verfahren.
5.5.1.20 Ausblick auf die Erkennung von Wiederholungen und Weglassungen
Bei den bisher untersuchten, auf der Kreuzkorrelation basierenden Verfahren wird die Reihen-
folge der Messwerte von Job und Referenz strikt eingehalten. Bei linearer Skalierung (siehe
Kapitel 5.5.1.3, Seite 87) ist es offensichtlich, dass die Reihenfolge der Messwerte nicht ver-
ändert wird. Bei dem naiven, schleifen-basierten Ausrichtungsverfahren (siehe Kapitel 5.5.1.11,
Seite 104) wird die Reihenfolge der Messwerte garantiert, indem die Reihenfolge der markanten
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Abbildung 5.42: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit matrix-basiertem
Ausrichtungsverfahren und lokaler Optimierung) auf Varianten von WCKMx16w05 mit vorgegebener zeitlicher
Skalierung (Verschiebung der Wartezeit) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflus-
sung) des WCKMx16w05-Basisjobs als Referenz.
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Abbildung 5.43: Vergleich der Ergebnisse bei der Anwendung der Kreuzkorrelation auf Varianten von
WCKMx16w05 mit variabler zeitlicher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere
Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
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(a) Farbkodierte Darstellung mittels der AMon-GUI, WCKMx16w05 bezeichnet als J00000, und
WCKMx16w05 mit variabler, zeitlicher Skalierung mit Faktor 0,5 und der Ausrichtung, wie sie
bei der Anwendung der Kreuzkorrelation ermittelt wurde, bezeichnet als J00001.
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Abbildung 5.44: Darstellung eines Abfalls von WCKMx16w05 (mit Sampling), und WCKMx16w05 (mit Samp-
ling) mit variabler, zeitlicher Skalierung mit Faktor 0,5 und der Ausrichtung, wie sie bei der Anwendung der
Kreuzkorrelation (mit matrix-basiertem Ausrichtungsverfahren und lokaler Optimierung) ermittelt wurde.
Punkte garantiert wird. Die baum- und graph-basierten Verfahren, welche weiterhin eine Matrix
zur Speicherung von Daten nutzen, erhalten die Reihenfolge der Messwerte indem die Reihenfol-
ge der nativen Segmente erhalten bleibt und indem alle nativen Segmente von Job und Referenz
für eine Ausrichtung genutzt werden müssen.
Mit der Einbeziehung aller Messwerte in ihrer natürlichen Reihenfolge kann nicht abgebildet wer-
den, dass sich Referenz und Job durchaus partiell unterscheiden können, ohne das dies zwingend
ein Fehler bei der Abarbeitung sein muss. Das ist beispielsweise zu erwarten, wenn der Job Wie-
derholungen, wie sie in Kapitel 5.3.2.7 (Seite 80) und Kapitel 5.3.1.2 (Seite 72) beschrieben sind,
aufweist und die Anzahl der Wiederholungen sich zwischen verschiedenen Jobs unterscheidet.
Werden solche Jobs für die Analyse herangezogen muss der Algorithmus erweitert werden. An-
dernfalls ist damit zu rechnen, dass für sehr viele Jobs ein Fehler bei der Ausführung angezeigt
wird, obwohl es sich nur um eine Varianz in der Anzahl der Iterationen handelt. Um dieses
Verhalten erkennen zu können, werden entsprechende Erweiterungen im Folgenden diskutiert.
Die Erweiterung wird zunächst anhand des baum-basierten Verfahrens erklärt. Die Verfahren sind
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prinzipiell in Kapitel 5.5.1.18 (Seite 127) beschrieben, die Baumstruktur ist in Kapitel 5.5.1.14
(Seite 112) zu finden.
Der Baum wird basierend auf den zusammengesetzten Segmenten der Referenz beschrieben.
Er muss um Knoten für die Wiederholung von Segmenten erweitert werden, um zusätzliche
Iterationen von Teilen der Referenz darzustellen. Außerdem müssen Knoten für das Überspringen
von Segmenten hinzugefügt werden, um zusätzliche Iterationen des Jobs abzubilden.
Die Wiedererkennung von Segmenten ist in Abbildung 5.45 abgebildet. Der Wurzel des Baumes
müssen weitere Knoten beigestellt werden. Jeder dieser zusätzlichen Knoten unterscheidet sich
von der Wurzel durch ein zusätzliches Segment, also eine Wiederholung. Prinzipiell sind auch
mehrere Wiederholungen möglich. Auf diese wird aber vorerst verzichtet. Die zusätzlichen Knoten
werden in der Ebene der Wurzel platziert, da sie nicht der Vererbung von Abbildung 5.35(a) (Sei-
te 115) entsprechen. Weiterhin muss berücksichtigt werden, dass sich für jeden dieser Knoten21
dieselben weiteren Vererbungen wie für die Wurzel ergeben. Aus Gründen der Übersichtlichkeit
sind diese in Abbildung 5.45 lediglich angedeutet.
04 04; 44 04; 34 04; 24 04; 14 04; 04
00; 14 01; 24 02; 34 03; 44
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44
Abbildung 5.45: Darstellung der Erweiterung der Baumstruktur aus Abbildung 5.35 (Benennung nach Abbil-
dung 5.40) um Knoten, die die einmalige Wiederholung von Segmenten darstellen. Die wiederholten Segmente
sind jeweils in rot gezeichnet. Teile des Baumes wurden zum Erhalt der Übersichtlichkeit abgeschnitten. Weitere
Knoten werden in diesem Fall mit Pfeilen angedeutet.
In der ersten Ebene der Knoten werden die Wiederholungen nach den fixierten Segmenten (siehe
Benennung in Abbildung 5.35(a) (Seite 115) und Kapitel 5.5.1.14 (Seite 112)) angefügt. Auch
für diese Knoten22 existieren weitere Vererbungen.
Diese Struktur setzt sich in den weiteren Ebenen fort, sodass die Anzahl der Knoten des Baumes
erheblich steigt. Soll mehr als eine zusätzliche Wiederholung je Knoten berücksichtigt werden,
wird das Verhalten noch dramatischer. Weglassung von Segmenten wurde noch nicht berücksich-
tigt und führt ebenfalls zur drastischen Erhöhung der Knoten. In einem derart großen Baum in
annehmbarer Zeit eine gute Ausrichtung zu finden, erscheint schwierig. Daher wird ein weiterer
Vorschlag für die Realisierung unterbreitet.
Für die Verbesserung des baum-basierten Verfahrens wurde bereits ein graph-basiertes Verfahren
in Kapitel 5.5.1.17 (Seite 123) vorgeschlagen. Dieses kann für Wiederholungen und Weglassungen
von Segmenten einfach erweitert werden. Als Vergleich dient der Graph aus Abbildung 5.41
(Seite 126). Er wurde entsprechend erweitert und ist in Abbildung 5.46 visualisiert.
Die bereits aus Abbildung 5.41 (Seite 126) bekannten Gruppen von Knoten bleiben erhalten
21Es handelt sich um die Knoten (04; 44) (Wiederholung des letzten nativen Segmentes), (04; 34) (Wiederholung
der letzten beiden nativen Segmente), (04; 24) (Wiederholung der letzten drei nativen Segmente), (04; 14)
(Wiederholung der letzten vier nativen Segmente) und (04; 04) (Wiederholung aller nativen Segmente)
22Hier sind es die Knoten (00; 00; 14), (01; 11; 24), (01; 01; 24, 02; 22; 34), (02; 12; 34, 02; 02; 34), (03; 33; 34),
(03; 23; 34), (03; 13; 34) und (03; 03; 34).
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(a) Erweiterung um die Verbindungen (in orange) zum Überspringen von Segmenten.
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(b) Erweiterung um die Verbindungen (in magenta) zum Wiederholen von Segmenten.
Abbildung 5.46: Darstellung der Erweiterung des Graphen zur Ausrichtung von Referenz und Job. Dargestellt sind
die zusammengesetzten Segmente als Knoten, jeweils bezeichnet mit den Indizes des ersten und letzten nativen
Segments der Referenz. Knoten mit gleicher Bezeichnung (selbes Segment der Referenz, aber anderes Segment für
den Job) sind zu Gruppen zusammengefasst. In blau sind die Verbindungen zwischen den Gruppen von Knoten oh-
ne Wiederholungen oder Auslassung von Segmenten dargestellt. Diese Verbindungen entsprechen Abbildung 5.41
(Seite 126). Beginn und Ende sind Anfang und Ende der Pfade durch den Graphen. Jeder vollständige Pfad
beschreibt eine Ausrichtung zwischen Referenz und Job. Verbindungen zwischen den Knoten, die zum Übersprin-
gen von Segmenten dienen, sind in orange dargestellt. In magenta sind die Verbindungen zum Wiederholen von
Segmenten gezeichnet. Zur Erhöhung der Übersicht sind beide Typen von Verbindungen getrennt dargestellt.
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und es entstehen keine zusätzlichen Gruppen. Durch das Überspringen von Segmenten entstehen
zusätzliche Verbindungen, wie Abbildung 5.46(a) zeigt. Diese überschaubare Anzahl von Ver-
bindungen erhöht den Aufwand zum Finden eines guten Pfades durch den Graphen, stellt aber
keine neue Herausforderung an das in Kapitel 5.5.1.17 (Seite 123) beschriebene Verfahren.
Die Realisierung von Wiederholungen führt ebenfalls zur Erhöhung der Verbindungen. Das zeigt
Abbildung 5.46(b). Die Gruppen von Knoten bleiben unverändert. Im Gegensatz zu dem Über-
springen von Segmenten entstehen jetzt Schleifen in den möglichen Pfaden. Die Anzahl der
maximal möglichen Pfade ist somit nicht begrenzt und es ist nicht möglich alle Lösungen für
die Suche nach einer idealen Ausrichtung von Referenz und Job zu berücksichtigen. In Kapi-
tel 5.5.1.17 (Seite 123) wurde vorgeschlagen, die Suche mittels der schrittweisen Verbesserung
von zwei Pfaden durch den Graphen zu verwirklichen. Das Ende der Suche wird anhand einer
Heuristik umgesetzt, daher stellen die Schleifen in den Pfaden kein Problem für die Realisierung
dar. Aufgrund des erweiterten Lösungsraumes ist aber erhöhter Rechenaufwand zu erwarten.
Eine weitere Frage bei der Erweiterung des Verfahrens ist, wie sich Auslassungen oder Wieder-
holungen auf den berechneten Kreuzkorrelationskoeffizienten auswirken sollen.
Beim Überspringen von Segmenten wird für die ausgelassenen Segmente kein Kreuzkorrelations-
koeffizient berechnet. Der zur Normierung herangezogene Autokorrelationskoeffizient wird aber
berücksichtigt. Für die übersprungenen Segmente muss also ein Wert zum Kreuzkorrelationsko-
effizienten hinzugefügt werden. Hierfür bietet sich ein Anteil des Autokorrelationskoeffizienten
über die entsprechenden Segmente an. Ist der Anteil 0,0 so entspricht die Verschlechterung des
Kreuzkorrelationskoeffizienten einer starken Störung über den Bereich der übersprungenen Seg-
mente. Es werden entsprechend selten Auslassungen detektiert. Ein Anteil von 1,0 entspräche
dem Ideal. Auslassungen würden also stark präferiert und es ist keine Erkennung von Fehlern
mehr möglich. Der genaue Faktor muss also zwischen 0,0 und 1,0 gewählt werden und hängt vom
konkreten Anwendungsfall ab und muss daher für jeden Typ von Jobs in der Praxis evaluiert
werden.
Für Wiederholungen (𝑙𝑜𝑜𝑝𝑠 in Gleichung 5.12) von Segmenten kann ein Kreuzkorrelationsko-
effizient (𝑘𝑘𝑙) berechnet werden. Dieser kann aber nicht zum Kreuzkorrelationskoeffizienten des
gesamten Jobs (wobei 𝑘𝑘𝑛𝑜_𝑙𝑜𝑜𝑝 der Kreuzkorrelationskoeffizient ohne Berücksichtigung der Wie-
derholungen ist und 𝑘𝑘 das Ergebnis unter geeigneter Einbeziehung der Wiederholungen) addiert
werden, da dies mit jeder zusätzlichen Wiederholung den Kreuzkorrelationskoeffizienten steigern
würde, eine zusätzliche Wiederholung erhöht aber nicht automatisch die Ähnlichkeit. Im Extrem
würden unendlich viele Wiederholungen einen unendlich hohen Kreuzkorrelationskoeffizienten
ergeben. Für die Wiederholung muss sich also eine Verringerung des Kreuzkorrelationskoeffizi-
enten des Jobs ergeben. Eine bessere Ausrichtung von Referenz und Job ergibt sich durch mehr
Freiheitsgrade bei der Ausrichtung der nicht wiederholten Segmente. Als Minimum sollte der
Kreuzkorrelationskoeffizient des Jobs um die Differenz zwischen dem Kreuzkorrelationskoeffizi-
enten über die Wiederholung (𝑘𝑘𝑙) und dem entsprechenden Autokorrelationskoeffizienten (𝑎𝑘𝑙)
verringert werden. Sollen Wiederholungen nicht als normales Verhalten des Jobs interpretiert
werden, so muss ein weiterer Malus (𝑟𝑚𝑢𝑙) aufgeschlagen werden. Dies ist aber vom konkreten
Anwendungsfall abhängig.
𝑘𝑘 = 𝑘𝑘𝑛𝑜_𝑙𝑜𝑜𝑝 −
(︃
𝑟𝑚𝑢𝑙 ·
𝑙𝑜𝑜𝑝𝑠∑︁
𝑙=1
𝑎𝑘𝑙 − 𝑘𝑘𝑙
)︃
(5.12)
Eine Optimierung des hier vorgeschlagenen Verfahrens kann durch die Reduzierung von mar-
kanten Punkten erreicht werden. Das verringert die Anzahl der Knoten im zu untersuchenden
Graphen, damit die Anzahl der Verbindungen der Knoten und schließlich die Anzahl der mögli-
chen Pfade. Dies kann erreicht werden indem die Referenz auf Wiederholungen untersucht wird.
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Weist die Referenz ähnliche sich wiederholende Segmente auf, so können diese aus der Referenz
entfernt werden. Beim Vergleich mit dem Job wird ein entferntes Segmente automatisch durch
die Wiederholung von Segmenten kompensiert.
5.5.1.21 Ausblick auf die Erhöhung der Erkennbarkeit von Fehlern mittels Transformation
der Messwerte
Das im Folgenden vorgeschlagene Verfahren transformiert die Messwerte des Jobs vor der Be-
rechnung des Kreuzkorrelationskoeffizienten. Auf diese Weise können sich bestimmte Arten einer
Abweichung zwischen Job und Referenz stärker oder schwächer auf den normierten Kreuzkorre-
lationskoeffizienten, also die ermittelte Ähnlichkeit, auswirken. Dabei können folgende Anwen-
dungsfälle beispielhaft identifiziert werden:
Erkennung geringer Abweichungen: Sind die Messwertunterschiede zwischen Job und Referenz
gering, führt dies zu geringer Veränderung des Kreuzkorrelationskoeffizienten. Werden diese
Änderungen verstärkt, können auch kleine Abweichungen identifiziert werden. Als Beispiel
kann Abbildung B.7 (Seite 196) herangezogen werden, in der Lücken mit geringer Abwei-
chung des Messwertes nicht erkannt werden.
Ausblenden von geringen Messfehlern: Im Gegensatz zum vorhergehenden Anwendungsfall
kann es auch sinnvoll sein geringe Messwertunterschiede weiter zu reduzieren. Treten diese
Abweichungen über lange Zeit auf, ist dies durch einen verringerten Kreuzkorrelationskoeffi-
zienten zu erkennen. Sind die Messwerte beispielsweise verrauscht, ist mit diesem Verhalten
zu rechnen. Es ist aber möglich das Rauschen herauszufiltern. Hierzu müssen alle Werte,
die sich von der Referenz nur gering unterscheiden, an den Wert der Referenz angeglichen
werden.
Erkennung kurzer aber starker Störungen: Ein weiterer Anwendungsfall ist die Verbesserung
der Erkennung von kurzen Störungen. Treten Störungen nur kurz auf, so ist auch die
Auswirkung auf den Kreuzkorrelationskoeffizienten nur gering. Je nach konkretem Anwen-
dungsfall kann die Erkennung dieser kurzen, starken Störungen gefordert werden. Hierzu
kann der Messwert im Bereich der Störung weiter erhöht oder verringert werden, wobei
sich eine Änderung auf den maximal oder minimal möglichen Wert des programmiertech-
nisch verwendeten Datenformats anbietet. Als Beispiel kann Abbildung B.5 (Seite 194)
herangezogen werden, in der Lücken mit geringem zeitlichem Anteil, nicht erkannt werden.
Spikes (kurze, starke Störungen) ausblenden: Entstehen Spikes, also kurze, hohe Abweichun-
gen, als Artefakte bei der Aufnahme der Monitoring-Daten (beispielsweise durch eine zu
geringe Abtastfrequenz), sollen diese, im Gegensatz zum vorherigen Anstrich, ausgeblen-
det werden, ein Verhalten welches invers zur Strategie des vorhergehenden Anstriches ist.
Diese Spikes wirken sich nur relevant auf den Kreuzkorrelationskoeffizienten aus, wenn der
Messwert sich extrem stark von der Referenz unterscheidet. Eine einfache Möglichkeit die
Spikes auszublenden ist die Begrenzung der Differenz zwischen Job und Referenz. Diese
Differenz kann durch Anpassung der Messwerte umgesetzt werden.
Ob es sich bei einer Abweichung zwischen Job und Referenz um einen Fehler bei der Ausfüh-
rung des Jobs oder um ungewollte Effekte durch die Messwertaufnahme handelt kann aus den
Daten selbst nicht abgeleitet werden. Welcher Anwendungsfall gewählt werden soll kann also nur
durch historische Erfahrungen aus der Praxis oder durch genaue Kenntnis der Messwerterfassung
ermittelt werden.
Alle genannten Anwendungsfälle können realisiert werden, indem die Messwerte des Jobs vor der
Berechnung des Kreuzkorrelationskoeffizienten angepasst werden. Hierfür kann der Messwert des
Jobs 𝑥𝐽𝑜𝑏 zerlegt werden:
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𝑥𝐽𝑜𝑏 = 𝑥𝑅𝑒𝑓 + 𝑥𝐷𝑖𝑓 (5.13)
𝑥𝑅𝑒𝑓 ist der Messwert der Referenz zum entsprechenden Zeitpunkt und 𝑥𝐷𝑖𝑓 entsprechend die
Differenz zwischen den Messwerten von Job und Referenz. Der angepasste Messwert kann jetzt
beispielsweise wie folgt transformiert werden:
𝑥′𝐽𝑜𝑏 = 𝑥𝐽𝑜𝑏 +
(︁ 𝑥𝐷𝑖𝑓
𝑛𝑜𝑖𝑠𝑒
)︁2
(5.14)
𝑛𝑜𝑖𝑠𝑒 ist der Wert des erwarteten Rauschens bei der Messwertaufnahme, so werden Abweichungen
im Bereich des Rauschens verringert und gleichzeitig starke aber potentiell kurze Differenzen
verstärkt. Es ist aber auch möglich geringe Abweichungen zu verstärken und Spikes zu verringern:
𝑥′𝐽𝑜𝑏 = 𝑥𝐽𝑜𝑏 + 𝑥𝐷𝑖𝑓 ·
(︂
𝑠𝑝𝑖𝑘𝑒
𝑥𝐷𝑖𝑓
)︂2
(5.15)
Abweichungen, die geringer sind als der Grenzwert für einen Spike (𝑠𝑝𝑖𝑘𝑒), werden so verstärkt
und größere Differenzen werden verringert.
Selbstverständlich sind weitere Transformationen des Messwertes möglich. Die beiden Beispiele
mit inversem Verhalten, sowie die vier unterschiedlichen Anwendungsfälle zeigen bereits, dass eine
Anpassung an ein konkretes Szenario nötig ist. Die Strategie ist daher nicht universell, bietet
aber ein hohes Potential, Probleme die durch die Messwertaufnahme entstehen zu überwinden.
5.5.1.22 Ausblick auf die Erhöhung der Erkennbarkeit von Fehlern mittels Wichtung der
partiellen Kreuzkorrelationskoeffizienten
Analog zu Kapitel 5.5.1.21 wird hier dargestellt, wie die Erkennbarkeit bestimmter Phänomene
erhöht oder verringert werden kann. Sie kann basierend auf der schrittweisen Berechnung der
Kreuzkorrelationskoeffizienten erfolgen, wie sie in Kapitel 5.5.1.1 (Kapitel 83) beschrieben ist.
Die einzelnen Kreuzkorrelationskoeffizienten werden berechnet und entsprechend ihres Lauf-
zeitanteils an der Gesamtlaufzeit berücksichtigt. In diese Gewichtung kann eingegriffen werden,
wie auch der Messwert adaptiert werden kann. So können geringe oder hohe Abweichungen ver-
stärkt oder verringert werden. Es handelt sich demnach um ein alternatives Verfahren mit dem
dieselben Anwendungsfälle realisiert werden können, also um Probleme die durch die Messwert-
aufnahme oder die Ausführung der Jobs entstehen zu verstärken oder abzumildern.
5.5.1.23 Weitere manuelle Analyse
Eine besondere Eigenschaft der auf der Kreuzkorrelation basierenden Verfahren ist, dass die
Unterschiede zwischen Job und Referenz direkt dargestellt werden können. Hierzu werden die
Kreuzkorrelationskoeffizienten der einzelnen Messintervalle angezeigt. Das zeigt Abbildung 5.47.
Der kombinierte, normierte Kreuzkorrelationskoeffizient ist als CC visualisiert. Eine Abweichung
vom Idealwert von 1,0 zeigt an, dass eine Abweichung zwischen Job und Referenz vorliegt. An
der entsprechenden Position ist deutlich eine Beeinflussung des Jobs zu erkennen.
5.5.1.24 Zusammenfassung und Ausblick der auf Kreuzkorrelation basierten Verfahren
Um die Kreuzkorrelation für den Vergleich und die Auswertung von jobzentrischen Monitoring-
Daten zu nutzen, sind Adaptionen notwendig:
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(a) Farbkodierte Darstellung mittels der AMon-GUI.
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Abbildung 5.47: Darstellung des kombinierten, normierten Kreuzkorrelationskoeffizienten zur weiteren Auswer-
tung. Ref und Job sind die Messwerte von Referenz und Job. Es handelt sich jeweils um WCKMx1w05 mit
Sampling. Der Job weist zusätzlich eine Beeinflussung nach 10 % der Laufzeit mit Erhöhung des Messwertes um
1,0 auf. CC ist der kombinierte, normierte Kreuzkorrelationskoeffizient des Jobs.
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1. Zum Vergleich der Kreuzkorrelationskoeffizienten verschiedener Jobs und um ein leichter zu
interpretierendes Ergebnis zu erhalten ist eine Normierung notwendig (siehe Kapitel 5.5.1.1,
Seite 83).
2. Weiterhin muss vermieden werden, dass sich Verringerungen und Erhöhungen des Kreuz-
korrelationskoeffizienten während der Ausführung eines Jobs nicht ausgleichen. Hierzu wird
eine Messwertnormierung (siehe Kapitel 5.5.1.7, Seite 93) eingesetzt. Diese garantiert auch,
dass der Kreuzkorrelationskoeffizient direkt als Maß für die Ähnlichkeit genutzt werden
kann. Der Wert kann einen Idealwert für maximale Ähnlichkeit annehmen oder geringer
sein. Somit kann der normierte Kreuzkorrelationskoeffizient von Nutzern direkt interpre-
tiert werden, ohne die Gefahr von Fehlinterpretation.
3. Der mögliche Kreuzkorrelationskoeffizient ist abhängig von der Höhe des Messwertes der
Referenz. Je höher der Wert in einem Intervall, um so stärker wirkt sich der ermittelte
Kreuzkorrelationskoeffizient auf das Ergebnis des Jobs aus. Ist der Messwert der Referenz
null, kann keine Detektion von Abweichungen vorgenommen werden. Das wird ausgegli-
chen, indem für jeden Job nicht nur der Kreuzkorrelationskoeffizient für die Daten berech-
net wird, sondern auch ein Kreuzkorrelationskoeffizient für verschobene Messwerte (siehe
Kapitel 5.5.1.9, Seite 98). Diese beiden Kreuzkorrelationskoeffizienten werden anschließend
zu einem aussagekräftigen, normierten, kombinierten Kreuzkorrelationskoeffizienten ver-
rechnet.
4. Weiterhin ist auch eine zeitliche Ausrichtung von Job und Referenz zwingend. Andernfalls
werden akzeptable Abweichungen bei der Ausführung von Jobs fälschlicherweise als Fehler
detektiert. Eine simple Methode ist die lineare, zeitliche Skalierung (siehe Kapitel 5.5.1.3,
Seite 87). Diese ist für sehr homogene Jobs und identische Hardware für die Ausführung der
Jobs sicher ausreichend. Für komplexere Szenarien muss der Kreuzkorrelationskoeffizient
mittels Ausrichtung von Job und Referenz zueinander optimiert werden. Die Grundlagen
beschreibt Kapitel 5.5.1.11 (Seite 104). Die Ausrichtung kann basierend auf einer Matrix
(siehe Kapitel 5.5.1.14, Seite 112) durchgeführt werden. Hierzu kann eine baumbasierte
Suche verwendet werden. Weitere Optimierungen sind mittels eines graph-basierten Ver-
fahrens (siehe Kapitel 5.5.1.17, Seite 123) möglich. Dieses könnte auchWiederholungen oder
Weglassungen von Segmenten eines Jobs (siehe Kapitel 5.5.1.20, Seite 128) berücksichtigen.
Es ist aber auch erwägenswert andere Optimierungsverfahren wie genetische Algorithmen
bei einer weiteren Verfeinerung der Algorithmen zu nutzen.
Auch die Adaptionen an mögliche Herausforderungen bei der Datenerfassung wurde mit Kapi-
tel 5.5.1.22 (Seite 135) und Kapitel 5.5.1.23 (Seite 135) berücksichtigt und ein Ausblick gegeben.
Weiterhin bieten sich Parameter, wie die Stärke der zeitlichen Anpassung bei der Ausrichtung
von Referenz und Job an, um zu beurteilen, ob Fehler bei der Ausführung des Jobs aufgetre-
ten sind. Diese wären bei einer Überführung der in dieser Arbeit dargelegten Grundlagen, zu
einem Produkt sicher ebenfalls mit einzubeziehen. Da diese aber von der konkret verwendeten
Messumgebung abhängt, wurde auf diese Erweiterungen vorerst verzichtet.
Ein besonderer Vorteil der auf der Kreuzkorrelation basierenden Verfahren betrifft die weitere
Auswertung. Da für jedes Intervall zwischen zwei Messwerten der Kreuzkorrelationskoeffizient
ermittelt wird, kann nicht nur die allgemeine Abweichung zwischen Job und Referenz angegeben
werden, sondern auch an welchen Positionen Differenzen auftreten. Das wurde in Kapitel 5.5.1.23
(Seite 135) dargestellt.
138
KAPITEL 5. METHODEN ZUR ANALYSE DER MONITORING-DATEN EINER
VIELZAHL VON JOBS
5.5.2 Statistische Analyse
Die statistische Analyse ist ein Verfahren, mit dem unter anderem Messwerte zusammengefasst
werden können um diese kompakter und übersichtlicher darzustellen, so können auch verschie-
dene Messreihen anhand eines statistischen Wertes verglichen werden. Die statistische Analyse
wird, wie bereits erwähnt, beim Profiling eingesetzt. Auch Tracing-Werkzeuge zeigen statistische
Informationen von Messreihen an. Auch Ressourcen-Monitoring und Accounting fassen Mess-
werte über einen Zeitabschnitt statistisch zusammen, um beispielsweise die Zuverlässigkeit oder
Auslastung eines Rechners über ein Kalenderjahr zu ermitteln. Neben den genannten Anwen-
dungsfällen gibt es zahlreiche weitere. Im Folgenden wird überprüft, ob statistische Analyse auch
für die Auswertung von jobzentrischen Monitoring-Daten geeignet ist.
Zur statistischen Analyse wird im Folgenden lediglich eine Messgröße der Jobs verwendet. Die
genutzte Messgröße ist LoadAvg15. Diese wurde auch für die Untersuchung der Kreuzkorrela-
tionsverfahren in Kapitel 5.5.1 (Seite 82) herangezogen. Ebenso wie für die Kreuzkorrelations-
verfahren spricht selbstverständlich nichts gegen die Kombination der Analysen für verschiedene
Messgrößen. Zunächst sollen Untersuchungen für eine einzelne Messgröße erfolgen.
5.5.2.1 Median
Der Median oder Halbwert basiert auf den einzelnen Messwerten. Die Intervalle, für die diese
Werte gelten, werden dabei nicht berücksichtigt. Definiert ist der Median als der Wert, für den
die Hälfte der Messwerte größer oder gleich und die andere Hälfte kleiner oder gleich als der
Median sind.
Ermittelt wird der Median indem die Messwerte nach ihrer Größe sortiert werden. Ist die Anzahl
der Messwerte ungerade so ist der Wert in der Mitte der Liste der Median. Bei gerader Anzahl
von Messwerten wird aus den beiden Werten in der Mitte der Liste der Durchschnitt gebildet.
Zieht man die abgetastete Variante von CKM (siehe Kapitel 5.3.1.1, Seite 72) als Basisjob heran,
wendet lineare, zeitliche Skalierung auf diesen an (nach Kapitel 5.3.2.2, Seite 75) und berechnet
den Median erhält man unabhängig von der linearen, zeitlichen Skalierung immer einen Median
von 1,00. Die lineare, zeitliche Skalierung hat also keinen Einfluss auf den Median. Wird der
Median der nicht abgetasteten Variante von CKM für verschiedene lineare, zeitliche Skalierungen
berechnet, ist das Ergebnis jeweils 0,95. Es ist also entscheidend, wann Messungen durchgeführt
werden, auch wenn der Vergleich zwischen abgetasteter und nicht abgetasteter Variante einen
Extremfall darstellt.
Zur näheren Untersuchung müssen die Daten der Jobs betrachtet werden. Für praxisnahe Be-
trachtungen muss primär die abgetastete Variante analysiert werden. Als Beispiel wurde CKM
mit halber Laufzeit des Basisjobs gewählt.
Wie sich in den Daten zeigt, die in Tabelle 5.2 dargestellt sind, ist die Mehrzahl der Werte 1,0.
Um den Median zu verändern ist es demnach nötig, sehr viele höhere oder geringere Werte hin-
zuzufügen. Dasselbe Verhalten zeigt sich auch bei den anderen untersuchten linearen, zeitlichen
Skalierungen. Daher eignet sich der Median bei Jobs wie CKM kaum für die praxisnahe Auswer-
tung von jobzentrischen Monitoring-Daten! Dies demonstriert auch die Untersuchungen anhand
des CKM-Basisjobs mit Lücken (siehe Kapitel 5.3.2.5, Seite 78) mit dem Faktor 1,0 über 10%
der Laufzeit. Eine Abweichung kann für keine der Lückenformen, bei keiner der untersuchten
Anzahlen von Lücken festgestellt werden, der Median bleibt in allen Fällen mit 1,0 unverändert.
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0,01 0,10 0,19 0,28 0,37 0,46 0,55 0,64 0,73 0,82 0,91 0,95 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1,00 1,00 1,00 1,00 1,00 1,00 1,00
Tabelle 5.2: Sortierte Daten eines CKM-basierten Jobs, welcher zeitlich linear auf 0,5 der Laufzeit des Basisjobs
skaliert wurde, mit Abtastung. Der separierte Wert in der Mitte der Tabelle ist der Median.
5.5.2.2 Minimum
Das Minimum der Messwerte für die bisher verwendeten Jobs, insbesondere in Kapitel 5.5.1
zur Untersuchung der Kreuzkorrelationsverfahren, ist immer im Bereich von null. Dieser Wert
tritt immer zu Beginn des Jobs auf, kann aber auch durch Lücken verursacht werden. Negative
Messwerte sind nicht zu erwarten. Der Wert von null für einen Messwert ist plausibel. Daher
eignet sich die native Ermittlung des Minimums nicht zur Analyse von jobzentrischen Monitoring-
Daten. Sind die Einlaufphase und der Endbereich eines Jobs bekannt, können diese Bereiche
natürlich von der Ermittlung des Minimums ausgeschlossen werden, so könnten für den CKM-
Basisjob Lücken mit Verringerung des Messwertes erkannt werden. WCKM weist hingegen den
Wert null auch außerhalb von Job-Beginn und -Ende auf und profitiert von diesem Verfahren
nicht. Generell sind Informationen über das Verhalten des Jobs notwendig, um den Bereich über
den das Minimum ermittelt werden soll, einzuschränken. Auf Jobs mit nicht bekanntem Verhalten
kann dieses Verfahren also nicht angewendet werden, weshalb es vorerst nicht weiter untersucht
wird.
5.5.2.3 Maximum
Im Gegensatz zum Minimum ist für das Maximum durchaus eine Varianz der Ergebnisse zu
sehen. Wird der Maximalwert durch Fehler bei der Ausführung weiter erhöht, ist dies direkt als
Abweichung zur Referenz sichtbar, wie Abbildung 5.48 für CKM mit Lücken zeigt. Verringert ein
Fehler bei der Ausführung Messwerte ist dies prinzipbedingt nicht zu erkennen, sofern nicht alle
Werte die das Maximum darstellen verringert werden. In Abbildung 5.48 ist das die Lückenform
(–). Bei Verwendung der Kreuzkorrelation sind diese Fehler hingegen sehr gut zu detektieren.
Auch die Erhöhung des Messwertes kann nicht immer erkannt werden. Wird der Messwert erhöht
und überschreitet trotz Erhöhung nicht das bisherige Maximum, bleibt das globale Maximum
unverändert. Dies kann am WCKMx1w05 (siehe Kapitel 5.3.2.6, Seite 79, Kapitel 5.5.1.10, Sei-
te 100 und Kapitel 5.5.1.8, Seite 93) evaluiert werden, bei dem eine Beeinflussung bei geringen
Messwerten stattfindet. Bei der Verwendung der Kreuzkorrelation sind diese Fehler mittels Mess-
wertverschiebung nach Kapitel 5.5.1.9 gut zu identifizieren.
Weiterhin ist festzustellen, dass sich die Dauer der Beeinflussung prinzipbedingt nicht auf das
Maximum auswirkt. Das zeigen die detaillierten Untersuchungen mit CKM. Bei Beeinflussung
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Abbildung 5.48: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Berechnung des Medians auf Varianten von CKM unter
Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
mit Lücken, die eine Erhöhung zur Folge haben, ist dies in Abbildung B.28 (Seite 217) und
Abbildung B.30 (Seite 219) zu sehen. Lediglich wenn die Lücken sehr kurz sind, können diese
durch die Abtastung verwischt werden (siehe Kapitel 5.4, Seite 81), sodass die Abweichung nicht
in den Messwerten vorhanden ist. Ebenfalls zu erkennen ist, dass wenn die Lücke direkt am
Anfang oder am Ende platziert ist, also während die Messwerte nicht das Maximum aufweisen,
die Erkennung von Fehlern eingeschränkt ist. Die Verringerung der Messwerte in Abbildung B.29
(Seite 218) kann wie bereits erläutert nicht erkannt werden.
5.5.2.4 Durchschnitt
Der Durchschnitt, auch empirischer Mittelwert oder Mean genannt, ist das arithmetische Mittel
der Messwerte. Bei äquidistanten Abständen der Messungen müssten die Messwerte lediglich auf-
summiert und das Ergebnis durch die Anzahl 𝑛 der Messungen 𝑥𝑖 (mit 𝑖 als Index der Messung)
geteilt werden:
?̄?𝑒𝑞𝑒 =
1
𝑛
𝑛∑︁
𝑖=1
𝑥𝑖 (5.16)
Da äquidistante Messungen nicht garantiert sind, muss zusätzlich die zeitliche Komponente be-
rücksichtigt werden, also eine Gewichtung vorgenommen werden. Hierzu wird für jeden Messwert
(𝑥𝑖) ein zeitlicher Einflussbereich definiert, der von den Zeitpunkten der Messung 𝑡𝑖 abhängt. Die-
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ser umfasst jeweils die Hälfte des Abstandes zu den benachbarten Messwerten:
?̄?𝑗𝑜𝑏 =
1
𝑡𝑛
·
(︃
𝑡1 · 𝑥1 + (𝑡𝑛 − 𝑡𝑛−1) · 𝑥𝑛 +
𝑛−1∑︁
𝑖=2
(𝑡𝑖+1 − 𝑡𝑖) · 𝑥𝑖
)︃
(5.17)
Dieses Verfahren ist effizienter zu implementieren als die Annahme der linearen Interpolation der
Zwischenwerte, liefert aber dieselben Ergebnisse.
Bei der Untersuchung von CKM mit Lücken, wie er bereits zur Untersuchung des Medians und
des Maximalwertes eingesetzt wurde, zeigt sich, dass sowohl Erhöhungen (Lückenform (+)) als
auch Verringerungen (Lückenform (–)) des Messwertes zu einer deutlichen Abweichung des Means
führen. Das ist in Abbildung 5.49 dargestellt. Dabei hängt der Ausschlag der Abweichung von
Länge und Stärke der Beeinflussung ab, wie die detaillierteren Abbildungen für die einzelnen
Lückenformen (Abbildung B.31, Seite 220 und Abbildung B.32, Seite 221) demonstrieren.
Wird sowohl eine Erhöhung als auch eine Verringerung des Messwertes durchgeführt (Lückenform
(+–) und (–+)) gleichen sich beide Abweichungen weitestgehend aus. Auch dies ist in Abbil-
dung 5.49 zu erkennen, bzw. in der detaillierten Abbildung B.33, (Seite 222). Bei der Anwendung
der Kreuzkorrelation können diese Fehler durch Messwertnormierung nach Kapitel 5.5.1.7 (Sei-
te 93) oder durch lokale Normierung nach Kapitel 5.5.1.5 (Seite 90) erkannt werden.
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Abbildung 5.49: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Berechnung des Means auf Varianten von CKM unter
Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Es kann weiterhin gezeigt werden, dass Veränderungen, die auf der normalen Ausführung der
Jobs beruhen, zu Abweichungen des Means zwischen Job und Referenz, führen. Hierzu wurde
WCKMx16w05 genutzt (siehe Kapitel 5.3.1.2, Seite 72). Dieser wurde einer variablen, zeitlichen
142
KAPITEL 5. METHODEN ZUR ANALYSE DER MONITORING-DATEN EINER
VIELZAHL VON JOBS
Skalierung nach Kapitel 5.3.2.3 (Seite 76) unterzogen. Das entspricht beispielsweise der Ausfüh-
rung des Jobs auf Systemen mit verschieden schnellen CPUs. Das Ergebnis ist in Abbildung 5.50
dargestellt. Wie sich zeigt, können die Jobs nicht als ähnlich erkannt werden. Bei Nutzung der
Kreuzkorrelation können dieselben Testdaten als ähnlich erkannt werden. Hierzu wird eine Aus-
richtung zwischen Job und Referenz durchgeführt, wie in Kapitel 5.5.1.11 (Seite 104) und im
Folgenden dargestellt ist.
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Abbildung 5.50: Ergebnisse bei der Berechnung des Means von Varianten von WCKMx16w05 mit variabler zeit-
licher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-
Basisjobs als Referenz.
5.5.2.5 Standardabweichung
Die Standardabweichung kann nicht aus einer Stichprobe von Messwerten ermittelt werden. Al-
lerdings kann die empirische Standardabweichung geschätzt werden. Sie liefert Informationen wie
stark die Messwerte der Monitoring-Daten eines Jobs variieren.
Die Standardabweichung 𝜎 ist definiert als:
𝜎𝑋 =
√︀
𝑉 𝑎𝑟(𝑋) (5.18)
Wobei 𝑋 die Zufallsvariable, also die Messreihe, ist und 𝑉 𝑎𝑟(𝑋) die Varianz der Messreihe. Die
Varianz ist definiert als:
𝑉 𝑎𝑟(𝑋) = 𝐸
(︁
(𝑋 − 𝐸 (𝑋))2
)︁
(5.19)
Dabei ist 𝐸(𝑋) der Erwartungswert, also der Mean, aus dem vorhergehenden Kapitel.
Die Berechnung der Standardabweichung kann entsprechend programmtechnisch umgesetzt wer-
den und somit für die Testdaten ermittelt werden. Zunächst wird CKM mit Lücken, wie er bereits
bei der Untersuchung des Means, Medians und des Maximalwertes genutzt wurde, analysiert. Das
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Ergebnis, welches in Abbildung 5.51 dargestellt ist, zeigt eine gegenüber der Referenz deutlich
erhöhte Standardabweichung. Dies entspricht dem stark veränderten Job.
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Abbildung 5.51: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Berechnung der Standardabweichung auf Varianten von CKM
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Im Gegensatz zur Ermittlung des Durchschnitts oder des Maximalwertes können mit der Stan-
dardabweichung alle untersuchten Lückenformen erkannt werden. Im Gegensatz zum Maximum
ist es auch möglich, die Länge bzw. Stärke der Störung anhand der Abweichung von der Re-
ferenz zu beurteilen. Das zeigt Abbildung B.34 (Seite 223), Abbildung B.35 (Seite 224) und
Abbildung B.36 (Seite 225), die die detaillierten Daten bei der Berechnung der Standardabwei-
chung für den mit Lücken beeinflussten CKM-Basisjobs, gruppiert nach Lückenform, zeigen.
Wie bei der Untersuchung des Means kann mit der Standardabweichung nicht zwischen ak-
zeptablen Abweichungen bei der Ausführung von Jobs und Fehlern unterschieden werden. Zur
Analyse wurde erneut WCKMx16w05 genutzt (siehe Kapitel 5.3.1.2, Seite 72), welcher einer va-
riablen, zeitlichen Skalierung nach Kapitel 5.3.2.3 (Seite 76) unterzogen wurde. Dies entspricht
beispielsweise der Ausführung des Jobs auf Systemen mit verschieden leistungsfähigen CPUs.
Das Ergebnis ist in Abbildung 5.52 dargestellt und zeigt eine deutliche Abweichung zur Refe-
renz, auch wenn die Differenz geringer ist als bei der Ermittlung des Means. Die akzeptable
Abweichung wurde also nicht erkannt wie bei Kreuzkorrelationsverfahren mit Ausrichtung von
Job und Referenz, siehe Kapitel 5.5.1.11 (Seite 104).
5.5.2.6 Zusammenfassung und Vergleich der Verfahren zur statistischen Analyse
Es bestehen erhebliche Unterschiede zwischen den untersuchten Verfahren zur statistischen Ana-
lyse von jobzentrischen Monitoring-Daten. Die Ermittlung des Minimalwertes und des Medians
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Abbildung 5.52: Ergebnisse bei der Berechnung der Standardabweichung von Varianten von WCKMx16w05 mit
variabler, zeitlicher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des
WCKMx16w05-Basisjobs als Referenz.
liefern keine aussagekräftigen Resultate. Der Maximalwert signalisiert nur spezielle Abweichun-
gen. Konkret werden nur Erhöhungen des Messwertes erkannt, wenn diese das globale Maximum
anheben. Des Weiteren kann kaum zwischen kurzen Störungen, die für den Nutzer potentiell
vernachlässigbar sind, und lang anhaltenden Fehlern bei der Ausführung der Jobs unterschieden
werden. Bei der Berechnung des Durchschnitts kann sich der Einfluss verschiedener Fehler bei
der Ausführung der Jobs auf das zu ermittelnde arithmetische Mittel ausgleichen. Dafür kann
zwischen kurzen, schwachen Störungen und lang anhaltenden, starken Störungen unterschieden
werden. Somit ist es auch möglich geringe Störungen zu ignorieren. Diese Möglichkeit bietet
auch die Berechnung der Standardabweichung. Bei der Verwendung der Standardabweichung als
Analysemethode können sich Fehler bei der Abarbeitung eines Jobs auch nicht gegenseitig aus-
gleichen wie bei der Ermittlung des Durchschnitts. Insgesamt zeigt sich die Standardabweichung
als das geeignetste Verfahren.
Allgemein ist den statistischen Analysemethoden, dass akzeptable Beeinflussungen nicht kom-
pensiert werden können. Dies wurde am Beispiel von verschieden schnellen CPUs aufgezeigt.
Insgesamt schnitt die bereits präferierte Ermittlung der Standardabweichung diesbezüglich am
besten ab. Mit den Kreuzkorrelationsverfahren (siehe Kapitel 5.5.1, Seite 82) kann eine akzepta-
ble Beeinflussung hingegen erkannt und kompensiert werden.
Wie die ermittelten statistischen Werte eines Jobs eingeordnet werden sollen, also ob davon
auszugehen ist, ob der Job Fehler bei der Abarbeitung aufweist, kann im Vergleich zu bereits
abgearbeiteten Jobs, also historischen Daten, erfolgen. Eine Methode hierzu wurde bereits für
die Klassifizierung von Ereignissen (siehe Kapitel 2.2.3.7, Seite 17) vorgeschlagen. Erläutert ist
diese und eine weitere Strategie, welche ebenso direkt auf statistische Werte übertragen werden
kann, in Kapitel 5.5.3.5 (Seite 154) anhand der Klassifikation von Ereignissen.
Eine weitere Gemeinsamkeit der statistischen Analyseverfahren ist, dass lediglich eine allgemeine
Abweichung zur Referenz angegeben werden kann. Wie oder an welcher zeitlichen Position sich
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Job und Referenz konkret unterscheiden, kann nicht dargestellt werden.
5.5.3 Klassifizierung von abgeleiteten Ereignissen
Das hier untersuchte Verfahren basiert auf der Klassifizierung von Ereignissen, wie es bereits
in Kapitel 2.2.3.7 (Seite 17) vorgestellt wurde. Es wird also beurteilt, ob die Anzahl oder die
Rate der Ereignisse normal ist. Nach Denning [Den87] kann der erwartete Wert für die Anzahl
oder Rate der Ereignisse aus historischen Daten ermittelt werden, ebenso wie die zu erwartende
Abweichung von diesem Wert.
Im Folgenden werden keine Reihenuntersuchungen vorgenommen. Dies ist auch nicht zielführend,
da die Testdaten basierend auf realen Jobs generiert wurden und daher das ideale Verhalten des
Jobs bekannt ist. Die erwarteten Werte können demnach nicht aus historischen Datensätzen er-
mittelt werden sondern können direkt, basierend auf dem idealen Job, der als Referenz genutzt
wird, ermittelt werden. Damit das Verfahren funktioniert, müssen Monitoring-Daten mit einem
Fehler bei der Ausführung einen deutlich anderen Wert für die Rate oder Anzahl der Ereignisse
aufweisen als die Referenz. Weiterhin darf eine zu erwartende, akzeptable Änderung (siehe Ka-
pitel 5.2, Seite 71) nicht zu Ergebnissen führen die einem Job mit Fehler entsprechen. Dies wird
im Folgenden untersucht.
Eine weitere Fragestellung bei der Umsetzung der Klassifizierung von Ereignissen ist die Wahl
der Ereignisse. Konkrete Ereignisse wie bei der Umsetzung von Intrusion Detection stehen in den
jobzentrischen Monitoring-Daten nicht zur Verfügung. Hierfür müsste beispielsweise das Logging
nach Kapitel 2.2.2.3 (Seite 9) realisiert werden und die Monitoring-Daten mit diesen Daten
erweitert werden.
Eine weitere Möglichkeit ist die Verwendung von abgeleiteten Ereignissen. Vorschläge für diese
abgeleiteten Ereignisse und deren Evaluierungen werden im Folgenden gegeben.
5.5.3.1 Hohe Last
Ein abgeleitetes Ereignis, wie es bereits in ähnlicher Form von Denning [Den87] angedeutet
wurde, ist eine hohe Last über einen bestimmten Zeitraum. Als Messgröße für die Untersuchung
wurde wieder LoadAvg15, wie sie beispielsweise auch bei den Kreuzkorrelationsverfahren (siehe
Kapitel 5.5.1, Seite 82) verwendet wurde, gewählt.
Die Zeitdauer über die ein hoher Messwert vorliegen muss, um ein Ereignis auszulösen, wurde
mit fünf Minuten gewählt. Dabei handelt es sich um einen Parameter der weitestgehend frei
festgelegt werden kann. Die Dauer sollte allerdings größer sein als die Messintervalle, sonst wird
jeder hohe Messwert als Ereignis erfasst.
Als Grenzwert für hohe Last23 wurde 0,7 gewählt. Auch dieser Wert kann weitgehend frei fest-
gelegt werden.
Ereignisse werden entsprechend ausgelöst sobald der Messwert für fünf Minuten lang größer oder
gleich dem Wert von 0,7 ist. Das nächste Ereignis wird fünf Minuten später hervorgerufen, sofern
der Messwert hoch bleibt. Es findet demnach eine Entkopplung zwischen den Zeitpunkten der
Aufnahme der Monitoring-Daten und den Ereignissen statt. Ist ein Messintervall beispielsweise
sehr lang kann es mehrere Ereignisse beinhalten.
Zur Auswertung der Ereignisse werden zwei Größen herangezogen. Zum einen die Anzahl der
ausgelösten Ereignisse über die gesamte Laufzeit des Jobs und zum anderen die durchschnittliche
23Die Last ist ein Verhältnis und hat daher keine Maßeinheit. Eine Last von 1,0 entspricht dabei der kontinuier-
lichen Auslastung eines CPU-Cores.
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Anzahl von Ereignissen je Stunde Laufzeit.
Zur Untersuchung des Verfahrens wird zunächst CKM (siehe Kapitel 5.3.1.1, Seite 72) mit Lücken
(siehe Kapitel 5.3.2.5, Seite 78) herangezogen.
Dass Lücken, welche ausschließlich eine Erhöhung des Messwertes vornehmen, kaum eine Verän-
derung zur Referenz zeigen, entspricht den Erwartungen, da der Job bereits überwiegend hohe
Messwerte aufweist und wird sowohl für die Anzahl (siehe Abbildung 5.53) als auch für die Rate
der Ereignisse (siehe Abbildung 5.54) für hohe Last mit den Messungen bestätigt, also für die
Lückenform (+). Lückenformen mit Verringerung der Messwerte, also die Lückenformen (–), (+–)
und (–+), weisen hingegen eine deutliche Abweichung zur Referenz auf. Bei der Betrachtung der
detaillierten Diagramme für die Lückenformen (–) und (+–), also Abbildung B.38 (Seite 227) und
Abbildung B.39 (Seite 228), zeigt sich weiterhin, dass die Abweichung von der Referenz abhängig
ist, ebenso wie von der Dauer und der Stärke der Störung. Das detaillierte Diagramm für die
Lückenform (+) ist Abbildung B.37 (Seite 226). Es zeigt, dass auch bei geringeren Störungen für
diese Lückenform keine signifikanten Abweichungen zur Referenz auszumachen sind. Der Fehler
bei der Abarbeitung des Jobs kann also nicht erkannt werden.
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Abbildung 5.53: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für hohe Last auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Bei linearer, zeitlicher Skalierung (siehe Kapitel 5.3.2.2, Seite 75) von CKM, also einer akzep-
tablen Veränderung, zeigen sich starke Unterschiede zwischen der Anzahl und der Rate der
Ereignisse. Die Anzahl verringert sich bei gestauchten Jobs und erhöht sich bei Streckung. Dies
zeigt Abbildung 5.55. Die Rate bleibt hingegen auf demselben Niveau wie in Abbildung 5.56,
sowohl für die abgetasteten als auch für die idealen Jobs. Die Rate kann in diesem einfachen
Beispiel also deutlich zwischen akzeptablen Veränderungen und Störungen unterscheiden.
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Abbildung 5.54: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für hohe Last auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz.
Um die Eignung der Rate mit hoher Last zur Erkennung von Fehlern mit Messwertverringerung
weiter zu untersuchen wird WCKMx16w05 (siehe Kapitel 5.3.1.2, Seite 72) herangezogen. Dieser
Basisjob wird variabler, zeitlicher Skalierung (siehe Kapitel 5.3.2.3, Seite 76), also einer akzepta-
blen Veränderung, unterworfen. Diese Kombination von Basisjob und aufgeprägter Abweichung
wurde bereits mehrfach zur Untersuchung von Verfahren zur Auswertung von jobzentrischen
Monitoring-Daten genutzt.
Das Ergebnis ist in Abbildung 5.57 dargestellt. Bei geringer Skalierung, also einer variablen zeit-
lichen Dehnung von 0,9 bis 1,2, ist eine Fluktuation zu erkennen. Dies ist in der schrittweisen
Steigerung und Verringerung der Anzahl von Ereignissen und der sich kontinuierlich ändern-
den Laufzeit begründet. Laufzeit und Anzahl werden wiederum zur Berechnung der Rate der
Ereignisse herangezogen.
Stärkere variable, zeitliche Skalierung kann mit der Rate der Ereignissen von hoher Last nicht
als akzeptabler Einfluss auf den Job erkannt werden, während dies bei der Analyse der Daten
mittels der Kreuzkorrelation (siehe Kapitel 5.5.1, Seite 82) und Ausrichtung von Job und Referenz
zueinander möglich ist.
5.5.3.2 Geringe Last
Die Ermittlung von Ereignissen mit geringer Last wurde analog zu den Ereignissen für hohe
Last, nach Kapitel 5.5.3.1 realisiert. Ein Ereignis wird ausgelöst sofern die Last über 5 Minuten
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Abbildung 5.55: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für hohe Last auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
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Abbildung 5.56: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für hohe Last auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz.
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Abbildung 5.57: Ergebnisse bei bei der Ermittlung der Rate von Ereignissen für hohe Last von Varianten von
WCKMx16w05 mit variabler zeitlicher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere
Beeinflussung) des WCKMx16w05-Basisjobs als Referenz.
geringer als 0,3 ist. Bei der Untersuchung mit CKM als Basisjob und Lücken ist die Erkennungs-
leistung noch geringer als für die Ereignisse mit hoher Last. Eine Erhöhung des Messwertes, also
Lückenform (+) (siehe Kapitel 5.3.2.5, Seite 78), führt nicht zu mehr Ereignissen von geringer
Last. Dies gilt sowohl für die Anzahl der Ereignisse, wie sie in Abbildung 5.58 dargestellt ist, als
auch für die Rate in Abbildung 5.59. Die Ursache hierfür liegt auch in der Art des Jobs. CKM
weist beinahe über die gesamte Laufzeit hohe Werte auf. Daher gibt es praktisch keine Ereig-
nisse von geringer Last, die durch die Erhöhung des Messwertes eliminiert werden. Auch wenn
andere Jobs eine bessere Erkennbarkeit aufweisen, zeigt das Ergebnis, dass die Identifizierung
von Fehlern nicht zuverlässig ist.
Wird ein hoher Messwert des CKM-Basisjobs durch Lücken verringert, so kann er nur zu zu-
sätzlichen Ereignissen von geringer Last führen, sofern die Stärke der Störung ausreicht um den
Messwert unter den gewählten Schwellwert von 0,3 zu senken. Daher ist auch die Erkennungs-
leistung für Lücken mit Verringerung des Messwertes, also für die Lückenformen (–), (+–) und
(–+), gering.
Wie bei den Ereignissen für hohe Last kann mit der Darstellung der Rate die lineare, zeitliche
Skalierung besser als akzeptable Veränderung des Jobs erkannt werden als mit der Darstellung
der Anzahl der Ereignisse. Dies zeigt der Vergleich von Abbildungen B.40 (Seite 229) für die
Anzahl der Ereignisse und Abbildung B.41 (Seite 229) für die Rate.
Dass eine variable, zeitliche Skalierung mit WCKMx16w05 als Basisjob wie bei Ereignissen für
hohe Last, nicht erkannt werden kann, zeigt Abbildung B.42 (Seite 230).
Für die Jobs ohne Sampling wurden in Abbildung B.40 und Abbildung B.41 keine Ereignisse von
geringer Last detektiert. Dies ist in der konkreten, programmtechnischen Umsetzung begründet.
Die Werte zwischen zwei Messpunkten werden nicht interpoliert. Der erste Messpunkt des Jobs
weist eine geringe Last auf, siehe auch Kapitel 5.3.1.1 (Seite 72). Der nächste Punkt erfüllt dieses
Kriterium aber bereits nicht mehr. Daher wird kein Ereignis generiert. Dies trifft nicht nur für den
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Abbildung 5.58: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für geringe Last auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Anstieg des Messwertes am Anfang des Jobs zu sondern auch für die Verringerung des Messwertes
am Ende des Jobs. Werden durch Sampling weitere Werte hinzugefügt, kann die geringe Last
erkannt werden. Daher wurde in Kapitel 5.5.3.1 (Seite 145) auch die Empfehlung ausgesprochen,
dass die Zeitdauer über die eine bestimmte Last auftreten muss um als Ereignis gewertet zu
werden, länger zu wählen ist als die Messintervalle. Ohne Sampling ist diese Bedingung allerdings
nicht erfüllt.
5.5.3.3 Überlast
Auch die Ereignisse für Überlast sind analog den Ereignissen für hohe Last, also nach Kapi-
tel 5.5.3.1, definiert. Ein Ereignis für Überlast wird immer ausgelöst, sobald über 5 Minuten ein
Messwert von mindestens 1,1 erreicht wird.
Im Gegensatz zu hoher oder geringer Last ist Überlast kein normaler Zustand in einem Basisjob,
also sowohl für CKM als auch die Varianten von WCKM. Mittels akzeptabler Veränderungen des
Jobs (siehe Kapitel 5.2, Seite 71) wird auch keine Überlast erreicht. Akzeptable Veränderungen
können also von Fehlern bei der Ausführung der Jobs unterschieden werden.
Ein weiterer Unterschied von zu hoher und geringer Last zeigt sich bei der Datenauswertung.
Es können Lücken mit Erhöhung des Messwertes, also Lückenform (+), erkannt werden. Für die
Rate der Ereignisse ist dies in Abbildung 5.60 dargestellt. Es trifft aber auch auf die Anzahl der
Ereignisse, wie sie in Abbildung B.44 (Seite 231) zu sehen ist, zu.
Je höher der zeitliche Anteil der Lücken ist und auf je weniger Lücken die Störung verteilt ist,
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Abbildung 5.59: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für geringe Last auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz.
um so stärker ist die Abweichung von der Referenz. Dies zeigt die detaillierte Darstellung für
die Lückenform (+) in Abbildung B.45. Bei den Lückenformen (+–) wird der Messwert nur
über die Hälfte der Lücke erhöht. Entsprechend geringer ist auch die Differenz zur Referenz, wie
Abbildung B.47 (Seite 234) detailliert zeigt.
Lücken mit Verringerung des Messwertes, also Lückenform (–), können nicht erkannt werden.
Dies zeigen sowohl die Übersicht über die verschiedenen Lückenformen in Abbildung 5.60 als
auch die detaillierte Darstellung in Abbildung B.46 (Seite 233).
Dass die Steigerung des Messwertes nicht erkannt werden kann, sofern der Messwert nicht über
den Schwellwert ansteigt, bestätigt sich bei der Untersuchung mit WCKMx1w05. Dieser wurde
mit Beeinflussungen nach Kapitel 5.3.2.6 versehen, sodass der Messwert während geringer Last
erhöht wird. Ereignisse für Überlast werden weder für den Job mit Beeinflussung noch für die
Referenz festgestellt. Der Fehler bei der Ausführung kann also nicht erkannt werden.
5.5.3.4 Änderung der Last
Eine weitere mögliche Strategie zum Erkennen von Ereignissen ist die Suche nach Änderungen
des Messwertes. Im Folgenden werden Änderungen von geringer zu hoher Last, also von einem
Wert bis 0,3 zu einem Wert ab 0,7, als Anstieg definiert. Sinkt ein Wert größer oder gleich 0,7 auf
0,3 oder weniger wird dies als Abfall definiert. Diese Anstiege und Abfälle werden als Ereignis
für die folgenden Untersuchungen verwendet. Neben der Anzahl von Ereignissen kann auch die
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Abbildung 5.60: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für Überlast auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz.
Rate der Ereignisse ermittelt werden.
Für die Untersuchungen wird der CKM-Basisjob herangezogen. Dieser wird mit Lücken versehen.
Der verwendete CKM-Basisjob weist sehr wenige Änderungen auf. Am Anfang des Jobs steigt
der Messwert an. Dies wird als Anstieg erkannt. Am Ende des Jobs sinkt der Messwert wieder.
Es wird aber kein Messwert mit geringem Wert aufgenommen bevor das Monitoring beendet
wird. Daher weist CKM kein Ereignis für einen Abfall auf.
Bei der Untersuchung der verschiedenen Lückenformen zeigt sich, dass die Erhöhung des Messwer-
tes (Lückenform (+)) nicht erkannt wird. Für die Anzahl der Ereignisse ist dies für die Anstiege
in Abbildung 5.61 und für die Abfälle in Abbildung 5.62 zu erkennen. Das gilt auch für die Rate
der Anstiege (Abbildung B.48) und die Rate der Abfälle (Abbildung B.49).
Das die Fehler bei der Ausführung mit der Lückenform (+) nicht erkannt werden können, ist
darin begründet, dass der Messwert außerhalb des Detektionsbereiches liegt. Der Messwert von
CKM ist bereits hoch und wird weiter erhöht. Somit bleibt der Wert über dem oberen Grenzwert
von 0,7 und sinkt nicht unter einen Wert von 0,3, was zur Erkennung der Änderung nötig wäre.
Wird der hohe Messwert von CKM unter den Schwellwert verringert, kann dies als zusätzlicher
Anstieg bzw. Abfall erkannt werden. Die Lückenformen mit Verringerung des Messwertes, also
(–), (+–) und (–+), können daher erkannt werden. Dies ist in Abbildung 5.61 für die Anstiege
und in Abbildung 5.62 für die Abfälle deutlich zu sehen.
Wird CKM linearer, zeitlicher Skalierung unterzogen, so bleibt die Anzahl der Anstiege mit 1
als auch die Anzahl der Abfälle mit 0 konstant. Bei der Betrachtung der Rate ist dies nicht
prinzipiell der Fall wie Abbildung B.50 (Seite 236) für die Anstiege zeigt. Die Anzahl der Abfälle
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Abbildung 5.61: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für Anstiege auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
ist 0, daher ist auch die Rate konstant 0.
Zur Untersuchung weiterer akzeptabler Abweichungen bei der Ausführung des Jobs wird
WCKMx16w05 als Basisjob genutzt. Dieser wird variabler, zeitlicher Skalierung unterworfen.
Die Referenz, also WCKMx16w05, weist sowohl 16 Anstiege als auch 16 Abfälle auf. Durch die
variable, zeitliche Skalierung wird dies nicht verändert.
Weiterhin wird WCKMx1w05 mit Beeinflussung untersucht. In Abbildung 5.63 ist die Anzahl
der Anstiege für die Referenz (linker Balken), ein Job mit Verringerung des Messwertes während
hoher Last (mittlerer Balken) und ein Job mit Erhöhung während geringer Last (rechter Balken)
dargestellt. Das die Verringerung erkannt werden kann, wurde bereits bei der Untersuchung von
CKM mit Lücken beschrieben und bestätigt sich. Auch die Erhöhung des Messwertes während
geringer Messwerte kann detektiert werden. Bei der Untersuchung von CKM konnten Erhöhungen
der Messwerte nicht erkannt werden, da die Erhöhung einen bereits hohen Messwert weiter
gesteigert hat. Die Untersuchung der Abfälle, in Abbildung B.51 (Seite 237), zeigt dasselbe
Verhalten.
Bei der Untersuchung von Ereignissen der Änderungen der Last zeigt sich positiv, dass bei den
untersuchten Jobs die Anzahl dieser Ereignisse durch akzeptable Veränderungen nicht verändert
wird. Abweichungen, die weitere Anstiege oder Abfälle zur Folge haben, können so als Fehler
bei der Ausführung des Jobs identifiziert werden. Andererseits werden nicht alle Fehler bei der
Ausführung erkannt und es ist nicht direkt möglich aus der Änderung der Anzahl von Ereignissen
auf den konkreten Fehler bei der Abarbeitung des Jobs zu schließen.
Sollten die Jobs allerdings eine variierende Anzahl von Anstiegen und Abfällen aufweisen, ohne
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30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand Referenz
Abbildung 5.62: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für Abfälle auf Varianten von CKM
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
das dies einen Fehler bei der Ausführung darstellt, ist das Erkennen von Fehlern selbstverständ-
lich eingeschränkt. Das ist beispielsweise möglich sofern der Job eine sich ändernde Anzahl von
Iterationen oder Segmenten, wie sie bei der Beschreibung von WCKM (siehe Kapitel 5.3.1.2,
Seite 72) dargestellt sind, durchläuft.
5.5.3.5 Zusammenfassung und Ausblick über die Klassifizierung von Ereignissen
Die Untersuchung von Monitoring-Daten mit der Erkennung von zuvor klassifizierten Ereignissen
benötigt wenig Rechenzeit und kann prinzipiell Fehler bei der Ausführung der Jobs erkennen. Als
besonders geeignet zeigen sich Ereignisse, die bei normaler Ausführung des Jobs nicht auftreten.
Dies sind beispielsweise die Ereignisse für Überlast oder deren Rate, wie sie in Kapitel 5.5.3.3
(Seite 150) untersucht wurden. Ereignisse, die eine feste Häufigkeit aufweisen und deren Häu-
figkeit sich bei fehlerfreier Ausführung des Jobs nicht ändert, eignen sich ebenfalls. Das können
Anstiege oder Abfälle des Messwertes sein, wie sie in Kapitel 5.5.3.4 (Seite 151) beschrieben sind.
Kann die Anzahl bzw. die Rate der Ereignisse sowohl bei normaler Ausführung des Jobs schwan-
ken als auch durch Fehler bei der Ausführung erhöht werden, so ist nicht zu unterscheiden ob eine
Rate einen Fehler anzeigt oder nicht. Dieses Verhalten wurde beispielsweise bei den Ereignissen
für hohe Last in Kapitel 5.5.3.1 (Seite 145) festgestellt.
Eine weitere Aufgabe bei der Verwendung der hier beschriebenen Ereignisse ist die Wahl der
Parameter, also beispielsweise bei welchen Wertebereichen man von hoher Last oder Überlast
ausgeht oder wie lange diese anhalten müssen, um ein Ereignis auszulösen. Da die Basisjobs
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Abbildung 5.63: Ereignisse für Anstiege von Varianten von WCKMx16w05 mit Abweichungen während hoher und
niedriger Messwerte (Erhöhung bzw. Verringerung des Messwertes um 1 sowie 10% Abstand zum Rand der Jobs
und einem Laufzeitanteil von 10%) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung)
des WCKMx1w05-Basisjobs als Referenz.
bekannt sind, konnten diese Parameter aufgrund des bekannten Einsatzgebietes entsprechend
gewählt werden. Sind die zu untersuchenden Jobs nicht vorher bekannt, müssen Parameter ge-
schätzt werden. Hierbei ist auch der Kontext der Ausführung der Jobs mit einzubeziehen. So
werden Jobs oft von Batch-Systemen beendet wenn sie Überlast verursachen. Ab welcher Last
die Jobs automatisch beendet werden, kann bei der Wahl der Parameter mit einbezogen werden.
Weiterhin ist es möglich, Ereignisse basierend auf verschiedenen Parametern zu generieren, bei-
spielsweise Überlast ab einem Messwert von 1,01, 1,1 und 2,0 und über eine Zeit von 1, 5 und
10 Minuten.
Welche Ereignisse sich für einen bestimmten Nutzer zur Erkennung von Fehlern bei der Aus-
führung von Jobs eignen, muss individuell ermittelt werden. Auch die Grenzwerte, ab welcher
Anzahl oder Rate von Ereignissen ein Fehler vorliegt, sind individuell zu wählen. Denning [Den87]
schlägt hierzu die Ermittlung des durchschnittlichen Wertes und dessen Standardabweichung vor.
Diese Daten können aus den bereits ausgeführten Jobs ermittelt werden. Sobald die Anzahl von
Ereignissen oder einer Rate von dem durchschnittlichen Wert um mehr als die Standardabwei-
chung multipliziert mit einem Faktor differiert, muss der Job als fehlerhaft bewertet werden. Die
Wahl dieses Faktors ist eine weitere Aufgabe. Wird er zu gering gewählt, werden zu viele Jobs als
fehlerhaft klassifiziert. Ist er zu groß können Fehler bei der Ausführung potentiell nicht erkannt
werden.
Eine weitere mögliche Strategie zur Klassifizierung von Ereignissen ist der Einsatz von Clustering,
wie es in Kapitel 2.2.3.1 (Seite 13) beschrieben ist. Hierzu werden die verschiedenen Anzahlen
von Ereignissen und Raten als n-dimensionaler Punkt zusammengefasst. Der Cluster-Algorithmus
kann somit direkt verwendet werden.
5.5.4 Kombination von Messgrößen und Verfahren
Bisher wurden verschiedene Verfahren zur Erkennung von Fehlern bei der Ausführung von Jobs
vorgestellt. Diese Verfahren wurden anhand einer Messgröße der Monitoring-Daten, in allen Fäl-
len LoadAvg15, untersucht. Für die praktische Nutzung der Verfahren sollen mehrere Messgrößen
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zur Analyse herangezogen werden.
Für die statistische Analyse, nach Kapitel 5.5.2 (Seite 138), ist es sehr einfach mehrere Mess-
werte zu analysieren. Ebenso simpel ist es verschiedene statistische Verfahren, wie die Berech-
nung des Means (siehe Kapitel 5.5.2.4, Seite 140) oder der Standardabweichung (siehe Kapi-
tel 5.5.2.5, Seite 142) zu kombinieren. Die verschiedenen statistischen Werte können unabhängig
voneinander berechnet werden und, wie in Kapitel 5.5.3.5 (Seite 154) beschrieben, einzeln mit
historischen Werten verglichen oder als n-dimensionaler Punkt interpretiert werden und mit
Clustering-Algorithmen ausgewertet werden. Weitere Messwerte erhöhen die Anzahl der ermit-
telten statistischen Werte. Es müssen also mehr Vergleiche basierend auf historischen Daten
vorgenommen werden oder der Clustering-Algorithmus mit Punkten mit entsprechend mehr Di-
mensionen durchgeführt werden. Bei dem Vergleich mit historischen Werten reicht es aus, dass
für einen Messwert eine Abweichung vorliegt, um einen Fehler bei der Ausführung des Jobs zu
erkennen.
Bei der Klassifizierung von Ereignissen entstehen ähnliche Werte wie bei der statistischen Analy-
se. Die Anzahl der Ereignisse oder deren Rate für verschiedene Ereignisse und Messwerte, kann
also ebenfalls einzeln mit historischen Daten anhand des historischen Means und der Standard-
abweichung, wie in Kapitel 5.5.3.5 (Seite 154) dargestellt, verglichen werden. Sobald die Anzahl
oder Rate für ein Ereignis stark von den historischen Daten abweicht, wurde ein Fehler bei der
Ausführung der Jobs detektiert. Die Anzahl und Raten der Ereignisse für verschiedene Mess-
werte können aber auch als n-dimensionaler Punkt interpretiert und mit Clustering-Algorithmen
ausgewertet werden.
Statistische Analyse und Klassifizierung von Ereignissen können ebenfalls kombiniert werden. Da
sie einzeln ausgeführt werden können, ist es möglich, verschiedenartige Fehler bei der Ausführung
von Jobs festzustellen. Wird ein Clustering-Algorithmus verwendet, so können die Werte aus
statistischer Analyse und Klassifizierung von Ereignissen direkt zu einem n-dimensionalen Punkt
kombiniert werden und gemeinsam ausgewertet werden.
Die verschiedenen Varianten zur Auswertung von Monitoring-Daten basierend auf der Kreuzkor-
relation werden nicht kombiniert. Bei diesen handelt es sich um verschiedene Versionen desselben
Verfahrens. Es sollte entsprechend die beste bereits implementierte Variante, also die Realisierung
nach Kapitel 5.5.1.18 (Seite 127), verwendet werden oder weitere Verbesserungen des Verfahrens,
siehe auch Kapitel 5.5.1.17 (Seite 123) und Kapitel 5.5.1.20 (Seite 128), realisiert werden.
Bei allen vorgestellten Verfahren, die auf der Kreuzkorrelation beruhen, wird ein normierter
Kreuzkorrelationskoeffizient berechnet. Die Kreuzkorrelationskoeffizienten für verschiedene Mess-
werte können aufgrund der Normierung problemlos aufsummiert und erneut normiert werden,
indem durch die Anzahl der verwendeten Messreihen dividiert wird. Bei den Verfahren mit Aus-
richtung zwischen Job und Referenz, also ab Kapitel 5.5.1.11 (Seite 104), zur Erkennung von ak-
zeptablen Abweichungen bei der Ausführung von Jobs (siehe auch Kapitel 5.2, Seite 71) wird der
Kreuzkorrelationskoeffizient maximiert. Bei diesen Algorithmen muss der, für die verschiedenen
Messreihen zusammengefasste, Kreuzkorrelationskoeffizient optimiert werden. Der Algorithmus
selbst bleibt unverändert.
Die statistische Analyse und die Klassifizierung von Ereignissen benötigen zur Auswertung der
Monitoring-Daten eines Jobs weniger Rechenzeit als die Kreuzkorrelation mit Ausrichtung von
Job und Referenz. Daher ist es denkbar, diese schnelleren Verfahren zur Vorauswahl zu nutzen
und nur Jobs, die als fehlerhaft erkannt wurden, nochmals mit der Kreuzkorrelation zu untersu-
chen. So kann die Rate von fälschlich erkannten Fehlern (false positives) reduziert werden. Somit
kann auch erkannt werden, an welcher Position des Jobs ein Fehler aufgetreten ist (siehe Kapi-
tel 5.5.1.23, Seite 135) und dieser Hinweis dem Nutzer direkt präsentiert werden. Das erleichtert
die weitere Analyse und Behebung des für den Fehler ursächlichen Problems. Der Nachteil dieser
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Kombination von statistischer Analyse und Klassifizierung von Ereignissen mit einem auf der
Kreuzkorrelation basierenden Verfahren ist offensichtlich. Fehler, die bei der Vorauswahl nicht
erkannt wurden, können nicht gefunden werden, auch wenn dies mithilfe der Kreuzkorrelation
möglich gewesen wäre.
5.5.5 Untersuchungen im Frequenzbereich
5.5.5.1 Generell
Die vorgestellten Untersuchungen basieren alle auf den Daten im Zeitbereich. Prinzipiell ist
natürlich auch eine Transformation in den Frequenzbereich möglich. Hierzu kann die Fourier-
Transformation oder eine ihrer Varianten, wie die FFT, eingesetzt werden. Dieser Ansatz zur
Erweiterung der in dieser Arbeit vorgestellten Verfahren war auf zahlreichen Konferenzen von
Interesse und wurde leidenschaftlich diskutiert, daher werden Untersuchungen im Frequenzbe-
reich im Folgenden betrachtet.
Die Transformation der Daten in den Frequenzbereich wurde für diese Arbeit bereits zu einem
frühen Zeitpunkt ausgeschlossen. Für diese Arbeit wurden zur Analyse der Monitoring-Daten drei
erfolgversprechende Verfahren gewählt. Diese wurden in Kapitel 2.2.3 (Seite 12) herausgearbeitet.
Die Transformation in den Frequenzbereich stellt kein eigenes Verfahren dar. Es handelt sich um
eine Adaption, die mit einer der vorgestellten oder untersuchten Analysemethoden kombiniert
werden kann. Dies ist unterblieben, da der Aufwand entsprechend hoch ist und die Erfolgsaussich-
ten gering sind. Das schließt die Transformation, für weitergehende Untersuchungen außerhalb
dieser Arbeit, natürlich nicht aus.
Ein generelles Argument gegen die Transformation in den Frequenzbereich ist die Abtastung der
Daten. Das wurde bereits in Kapitel 5.4 (Seite 81) angemerkt. Die aufgenommenen Daten sind
im Allgemeinen nicht Tiefpass gefiltert. Nach dem Abtasttheorem können Informationen, die sich
mit einer Frequenz oberhalb der halben Abtastfrequenz ändern, nicht korrekt abgebildet werden.
Die Anteile mit zu hohen Frequenzen werden fälschlicherweise mit einer geringeren Frequenz
dargestellt. Für die Untersuchungen im Frequenzbereich bedeutet dies, dass beliebige Frequenzen
auch Artefakte der Abtastung sein können.
Wie stark dieser Umstand zum Tragen kommt, kann nur in umfangreichen Untersuchungen in der
Praxis ermittelt werden. Die für diese Arbeit generierten Testdaten erlauben keinen Rückschluss
auf Eigenheiten der Messwertaufnahme, die auch nicht den Fokus dieser Arbeit darstellen. Die
Untersuchungen würden daher nicht nur den bereits hohen Umfang dieser Arbeit überschreiten,
sondern es stellen sich auch prinzipielle Fragen. Es muss eine Methode gefunden werden, um
zwischen realen Fehlern oder Abweichungen bei der Ausführung von Jobs gegenüber den Arte-
fakten zu unterscheiden. Diese Artefakte sind besonders im Frequenzbereich zu erwarten, da sie
nicht über die gesamte Laufzeit verteilt sind, sondern einer oder mehreren Frequenzen zugeord-
net werden. Die nicht abgetasteten (analogen) Daten stehen aber nicht zur Verfügung. Es muss
demnach ein indirektes Verfahren angewendet werden um die Artefakte und deren Auswirkung
auf die Erkennung von Fehlern zu bestimmen. So könnte überprüft werden, ob ein Verfahren oh-
ne Transformation in den Frequenzbereich die potentiellen Fehler bei der Ausführung validieren
kann. In diesem Fall muss aber bereits ein ausreichend valides Verfahren zur Verfügung stehen,
womit sich die Suche nach weiteren Verfahren als nachrangig darstellt. Die Transformation in den
Frequenzbereich könnte also im Vergleich mit den in dieser Arbeit implementierten Verfahren im
Zeitbereich evaluiert werden.
Daher sollen mögliche Adaptionen der bereits vorgestellten Verfahren im Folgenden erläutert
werden.
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5.5.5.2 Statistische Analyse
Die statistische Analyse nach Kapitel 5.5.2 (Seite 138) kann auch auf Daten im Frequenzbereich
angewendet werden. Hierbei ist zu erwarten, dass sich im Vergleich zur Abtastrate hohe Frequen-
zen ergeben, die auf schnelle Messwertänderungen beruhen. Die konkrete Frequenz ist aber stark
abhängig von der konkreten Abtastung, da sich die Messwerte praktisch mit jedem CPU-Takt
ändern können, also viel schneller als mit der Abtastung erfasst werden kann. Daher ist für diese
Änderungen ein weites Frequenzband zu erwarten, das nur eingeschränkt ausgewertet werden
kann.
Dass sich verschiedene Phasen eines Jobs, abhängig von der zur Ausführung eingesetzten Hardwa-
re unabhängig voneinander verändern können, wurde unter anderem in Kapitel 5.3.2.3 (Seite 76)
dargestellt. Im Zeitbereich bleiben die verschiedenen Bereiche erhalten. Für den Frequenzbereich
ist dies nicht garantiert. Hierzu ein einfaches Gedankenexperiment: Ein Job weist zwei Phasen
auf. Phase eins hat die Frequenz 𝑓𝑎1 und Phase zwei die doppelte Frequenz also 𝑓𝑎2 = 2·𝑓𝑎1, sofern
der Job auf einer bestimmten Hardware ausgeführt wird. Die Phasen sind im Frequenzbereich
also gut zu unterscheiden. Wird der Job anschließend auf einer anderen Hardware abgearbei-
tet, bei der Phase eins unverändert bleibt, da die CPUs vergleichbare Leistung aufweisen, aber
Phase zwei kann, beispielsweise aufgrund schlechterer Netzwerkanbindung, nur halb so schnell
ausgeführt werden, ändert sich das Verhalten:
𝑓𝑏1 = 𝑓𝑎1 =
1
2 · 2 · 𝑓𝑎1 = 𝑓𝑏2 (5.20)
Die Frequenzen beider Phasen sind also identisch und können im Frequenzbereich nicht unter-
schieden werden. Außerdem addieren sich die Intensitäten beider Phasen.
Neben diesem einfachen Beispiel sind weitere Effekte zu berücksichtigen. So kann sich beispiels-
weise auch die Reihenfolge der Phasen im Frequenzbereich verändern, was die Zuordnung von
prägnanten Frequenzen zu historischen Daten erschwert.
Die beispielhaft dargestellten Änderungen im Frequenzbereich werden bei der statistischen Ana-
lyse nicht kompensiert. Daher erscheint die Aussagekraft derartiger Analysen gering, sofern die
beschriebenen Effekte, wie sie durch verschiedene Hardware entstehen, nicht ausgeschlossen wer-
den können.
5.5.5.3 Klassifizierung von Ereignissen
Bei der Untersuchung mittels Klassifizierung von Ereignissen, nach Kapitel 5.5.3 (Seite 145),
bestehen verschiedene Möglichkeiten die Transformation in den Frequenzbereich zu nutzen. Es
können Ereignisse basierend auf Daten im Frequenzbereich definiert werden, also beispielsweise
die Änderung eines Messwertes mit hoher Frequenz. Aus dem Frequenzbereich ergibt sich aber
keine Anzahl für dieses Ereignis. Der entsprechende Frequenzbereich ist entweder prägnant oder
auch nicht. Um eine Anzahl zu emulieren kann aber die Stärke des Frequenzbereiches herangezo-
gen werden, also das Integral über den entsprechenden Frequenzbereich. Die maximale Intensität
eines Frequenzbereiches ist stark abhängig von der Verteilung der Frequenzen im entsprechenden
Bereich und daher weniger geeignet.
Um die Aussagekraft von bestimmten Frequenzbereichen zu bewerten ist allerdings eine gewisse
Kenntnis von Job und Hardware notwendig. So müssen beispielsweise die bereits beschriebenen
Änderungen von Frequenzbereichen berücksichtigt werden. Das Verfahren ist also nicht universell
anwendbar.
Eine weitere Möglichkeit ist es, die im Zeitbereich detektierten Ereignisse in den Frequenzbereich
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zu übertragen. So kann beispielsweise die minimale oder maximale Frequenz der Ereignisse als
zusätzliches Kriterium ausgewertet werden. Die durchschnittliche Frequenz wird bereits als Rate
in Kapitel 5.5.3 (Seite 145) herangezogen. Ob eine weitere Verbesserung des Verfahrens möglich
ist, können nur Untersuchungen in der Praxis aufzeigen.
5.5.5.4 Kreuzkorrelation
Bei der Kreuzkorrelation ist die Ausrichtung von Job und Referenz zum Ausgleich von akzep-
tablen Veränderungen eine der wichtigsten Maßnahmen, um die fälschliche Erkennung von Ab-
weichungen bei der Ausführung von Jobs zu vermeiden. Die akzeptablen Veränderung bei der
Ausführung von Jobs wurden anhand des Zeitbereiches beschrieben. Diese Beschreibung lässt
sich nicht direkt in den Frequenzbereich übertragen, wie auch das Gedankenexperiment in Ka-
pitel 5.5.2 zeigt. Für die Ausrichtung von Job und Referenz können die in den Frequenzbereich
transformierten Daten demnach nicht genutzt werden.
Nach der Ausrichtung von Job und Referenz kann der Kreuzkorrelationskoeffizient auch auf den
Daten im Frequenzbereich berechnet werden. Für die Vorbereitung der weiteren Analyse von
Fehlern (siehe Kapitel 5.5.1.23, Seite 135) wird dem Nutzer angezeigt an welchen Stellen sich
Job und Referenz unterscheiden. Für den Zeitbereich ist so direkt zu erkennen, zu welchem
Zeitpunkt eine Abweichung zur Referenz aufgetreten ist und wie sich diese darstellt. Bei der
Transformation in den Frequenzbereich kann nur die Frequenz präsentiert werden, bei der die
Abweichung besonders stark ist. Zur weiteren manuellen Auswertung fehlt somit der direkte
Bezug zum Job. Daher wird der Zeitbereich, wie er auch in Kapitel 5.5.1 (Seite 82) genutzt
wurde, für die Analyse bevorzugt.
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6 Zusammenfassung und Ausblick
Im Rahmen der Dissertation stand die Verwaltung und Auswertung von jobzentrischen
Monitoring-Daten im Fokus. Die Motivation für die Beobachtung von Programmen, die auf nicht
lokalen Ressourcen ausgeführt werden, wurde unter anderem mit der Erkennung von Fehlern bei
der Abarbeitung von Jobs und mit dem Erkennen von Potentialen für die Optimierung begrün-
det. Die Nutzer des jobzentrischen Monitorings können so das Verhalten ihrer Jobs beobachten
und auswerten, ähnlich wie bei der lokalen Ausführung.
Basierend auf den Möglichkeiten des jobzentrischen Monitorings wurden die prädestinierten Nut-
zergruppen herausgearbeitet. Dies sind zunächst die Nutzer der Ressourcen, die die Ausführung
ihrer eigenen Jobs transparent dargestellt bekommen und direkt auf Fehler reagieren können.
Weiterhin sind es die Entwickler und Betreiber von Applikationen und Diensten, die eine kon-
tinuierliche Überwachung wünschen, wobei insbesondere die effektive Nutzung der Ressourcen
und die Benachrichtigung bei Änderung des Verhaltens der Anwendungen im Vordergrund ste-
hen. Auch die Ressourcenbetreiber können vom jobzentrischen Monitoring profitieren, indem sie
detaillierte Informationen über die Nutzung der Ressourcen zur Optimierung heranziehen und
auf sich änderndes Nutzerverhalten sofort reagiert werden kann.
Bei der Anforderungsanalyse für das jobzentrische Monitoring und dem Vergleich mit an-
verwandten Arbeiten zeigte sich, dass keine Architektur zur Datenverwaltung bereitstand oder
einfach adaptiert werden konnte und dass es kein Analyseverfahren gab, dass eine universelle
Erkennung von Fehlern bei der Ausführung von Jobs bietet. Es musste daher eine Infrastruk-
tur zur Verwaltung der Monitoring-Daten konzipiert werden, ebenso wie die Auswertung der
Monitoring-Daten mittels der Anpassung oder Neuentwicklung von Analyseverfahren.
Zur Verwaltung von jobzentrischen Monitoring-Daten, beispielsweise für Grid-, Cloud- und HPC-
Umgebungen, in denen die Anzahl und Leistungsfähigkeit der Ressourcen ständig steigt, wird
eine Infrastruktur benötigt, die an die Anzahl und Leistungsfähigkeit der zu überwachenden Res-
sourcen angepasst werden kann. Skalierbarkeit ist also essentiell. Aufgrund des Personenbezugs
der Daten muss ebenfalls der Datenschutz realisiert werden.
Zur Umsetzung der Skalierbarkeit wurde eine verteilte Monitoring-Infrastruktur entworfen und
umgesetzt, die Daten während der Ausführung des Jobs temporär in einer STS-Schicht (Short-
Time-Storage) aufnimmt, die Daten anschließend persistent in der LTS-Schicht (Long-Time-
Storage) speichert und einen uniformen Zugriff zu allen Daten über die MDS-Schicht (Meta-
Data-Storage) bereitstellt. Alle Schichten können aus räumlich verteilten Komponenten bestehen
und ihre Leistungsfähigkeit kann mit zusätzlichen Servern erhöht werden. Für die Realisierung
des Prototyps SLAte wurde das D-Grid als Anwendungsfall und GT4 (Globus Toolkit 4) zur
Implementierung der Services gewählt. Konkret wurden die Web-Services mit ihren Methoden
zur Authentifikation und Autorisation von GT4 sowie die PKI von D-Grid genutzt.
Im Fokus dieser Arbeiten standen die skalierbaren Methoden zum Aufbau einer Monitoring-
Infrastruktur. Die Adaption des Prototypen an weitere Konzepte zur Realisierung von Authen-
tifikation und Autorisation wie für Cloud-Computing oder HPC und somit die Überführung zu
einem konkreten Produkt muss im Rahmen weiterer Arbeiten geleistet werden. Aufgrund der fle-
xiblen Datenstruktur ist der Prototyp bereits sehr gut für diesen Schritt vorbereitet. Außerdem
sind die entwickelten Konzepte technologieunabhängig gestaltet.
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DieMethoden zur Umsetzung der Monitoring-Infrastruktur wurden auf Skalierbarkeit geprüft.
Zunächst wurde das Konzept, wie Skalierbarkeit erreicht werden kann, exemplarisch dargestellt.
Es folgte eine detaillierte Analyse des Zusammenwirkens der einzelnen Komponenten und eine
mathematische Untersuchung. Dabei konnte festgestellt werden, dass die vorgeschlagene und
umgesetzte Infrastruktur weitestgehend skalierbar ist, die Übertragung der Metadaten zu den
MDS-Servern aber einen Engpass darstellt. Es wurde ebenfalls gezeigt, dass die Skalierbarkeit
aufgrund der Datenreduktion erhöht wird.
Bei den praktischen Untersuchungen zeigte sich, dass eine zentrale Infrastruktur zum Erfassen
der jobzentrischen Monitoring-Daten für das D-Grid nicht geeignet ist. Der Prototyp SLAte ist
hingegen ausreichend leistungsfähig.
Eine Steigerung der Leistungsfähigkeit des Prototypen kann mit aktuellerer Hardware oder durch
die Abkehr von GT4 realisiert werden, wie es für die Adaption an Cloud- oder HPC-Dienste
sinnvoll ist. Mittels der vorgestellten Strategien zur Reduzierung und Überwindung der Engpässe
beim Übertragen der Metadaten zu den MDS-Servern kann auch die Skalierbarkeit weiter erhöht
werden.
Ein weiterer Themenschwerpunkt der Dissertation war die automatisierte Auswertung von
jobzentrischen Monitoring-Daten. Hierfür wurde ein möglichst universeller Ansatz gewählt, der
nicht auf die Modellierung von Jobs oder von Fehlern bei der Ausführung von Jobs angewiesen ist.
Das reduziert nicht nur den Aufwand für die Nutzer des Monitorings, sondern vermeidet auch die
Einschränkung der detektierbaren Fehler, wie es beispielsweise bei Analysemethoden wie Pattern
Matching der Fall wäre. Zur Umsetzung werden Jobs mit historischen Daten verglichen, also mit
statistischen Informationen oder Referenz-Daten.
Umgesetzt und evaluiert wurden drei verschiedene Verfahren. Bei der statistischen Analyse und
der Klassifizierung von Ereignissen handelt es sich um die Adaption von bereits beschriebenen
Methoden, die erstmals für jobzentrische Monitoring-Daten adaptiert wurden. Bei dem auf der
Kreuzkorrelation basierenden Verfahren handelt es sich um eine Neuentwicklung.
Die drei Verfahren erforderten verschiedenen Aufwand für die Umsetzung. Die statistische Ana-
lyse konnte direkt auf jobzentrische Monitoring-Daten übertragen werden. Bei der Klassifizierung
von Ereignissen war die Ermittlung von abgeleiteten Ereignissen eine Herausforderung.
Für das auf der Kreuzkorrelation basierende Verfahren musste zunächst die Berechnung der
Kreuzkorrelationskoeffizienten umgesetzt werden. Anschließend musste eine Adaption entwickelt
werden, mit der der abstrakte Kreuzkorrelationskoeffizient als leicht zu interpretierendes Maß für
die Ähnlichkeit zwischen einem Job und einer Referenz genutzt werden kann, ohne das Abwei-
chungen aufgrund von speziellen Eigenschaften der Kreuzkorrelation unberücksichtigt bleiben.
Zusätzlich ist aber auch eine Ausrichtung von Job und Referenz zueinander notwendig, da der
Kreuzkorrelationskoeffizient nur aussagekräftig ist sofern akzeptable zeitliche Abweichungen bei
der Ausführung des Jobs zunächst ausgeglichen werden. Die komplexen Herausforderungen wur-
den bewältigt und das Verfahren implementiert, ebenso wurden mögliche Verbesserungen zur
produktreifen Weiterentwicklung vorgestellt.
Nicht nur der Aufwand für die Umsetzung der Verfahren unterscheidet sich, auch der benötigte
Rechenaufwand. Die statistische Analyse und die Klassifizierung von Ereignissen stellen hier kei-
ne besonderen Anforderungen. Bei der Nutzung der Kreuzkorrelation stellt sich die Ausrichtung
von Job und Referenz als rechenaufwendig heraus. Daher wurde die Laufzeit dieses Optimierungs-
problems mittels einer heuristischen, baumbasierten Suche von einigen Stunden auf Sekunden
bis wenige Minuten verkürzt. Somit existiert eine praxistaugliche Realisierung. Weitere Möglich-
keiten zur Verbesserung des Laufzeitverhaltens wurden vorgeschlagen.
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Es konnte gezeigt werden, dass die statistische Analyse und die Klassifizierung von Ereignissen
bereits viele Typen von Fehlern bei der Ausführung eines Jobs, wie Überlast (zu hohe CPU-
Nutzung) oder Unterbrechungen bei der Ausführung (keine CPU-Last), erkennen können. Diese
Verfahren weisen allerdings einige Parameter auf, die die Möglichkeit zur Erkennung von Fehlern
aber auch die fälschliche Erkennung von Fehlern stark beeinflussen. Für den praktischen Einsatz
dieser Verfahren ist also die Unterstützung durch Experten bei der Auswertung der Resultate
und Adaption der Parameter empfehlenswert.
Welche Messgröße für die Analyse herangezogen wird, ist für die prinzipielle Untersuchung der
Verfahren nicht vorrangig. Für den praktischen Einsatz muss dies allerdings weiter evaluiert
werden, insbesondere die bereits betrachtete CPU-Last und die Hauptspeichernutzung sind viel-
versprechend. Die Vorarbeiten zur Kombination von verschiedenen Messgrößen und Analyseme-
thoden wurden geleistet. Weitere Untersuchungen der Verfahren unter Praxisbedingungen sind
nötig. Hierzu sollten die Monitoring-Daten eines Rechenzentrums erhoben und über längere Zeit
ausgewertet werden. Das Wiederfinden konstruierter oder vordefinierter Probleme ist zur Eva-
luation nicht ausreichend, vielmehr muss die Nützlichkeit für die tägliche Arbeit gezeigt werden.
Die wissenschaftlichen Grundlagen für die Auswertung von Monitoring-Daten wurden allerdings
mit dieser Arbeit gelegt.
Das auf der Kreuzkorrelation basierende Verfahren kann Fehler besser erkennen, insbesondere
die Erhöhung und anschließende Verringerung eines Messwertes, die sich bei der statistischen
Analyse und der Klassifizierung von Ereignissen ausgleichen können. Für das implementierte
Verfahren ist die Anzahl von Parametern extrem gering. Primär muss festgelegt werden, ab
welcher Ähnlichkeit ein Job als fehlerfrei eingestuft wird. Das kann schrittweise vom Nutzer
adaptiert werden. Es ist aber auch möglich eine definierte Anzahl von Jobs, jene mit den größten
Abweichungen, zur weiteren manuellen Analyse auszuwählen.
Eine weitere Fragestellung war die Wahl der Referenzdaten für die Analyse. Statistische Analyse
und die Klassifizierung von Ereignissen greifen hierzu auf historische Erwartungswerte zurück.
Für die Nutzung der Kreuzkorrelation muss ein Referenzjob gewählt oder generiert werden. Im
einfachsten Fall wird der erste Job des Nutzers als Referenz gewählt. Wird ein weiterer Job als
stark abweichend von der Referenz identifiziert, kann dieser Job vom Nutzer als weitere Referenz
bestimmt werden. Ein Mitwirken des Nutzers ist also erforderlich, aber sehr einfach.
Bei der weiteren Auswertung der Analyseergebnisse liefert nur das auf der Kreuzkorrelation
basierende Verfahren eine Unterstützung des Nutzers. Dieses Verfahren kann direkt anzeigen
an welchen Positionen ein Job von der Referenz abweicht. Bei den anderen Verfahren muss der
Nutzer selbst analysieren, warum ein Job als fehlerhaft klassifiziert wird.
Mit den in dieser Arbeit beschriebenen wissenschaftlichen Grundlagen wurde das jobzentri-
sche Monitoring erheblich weiterentwickelt. Dies gilt für die Konzepte zur Konstruktion einer
Infrastruktur zur Verwaltung der Monitoring-Daten für eine Vielzahl von Jobs und somit bei-
spielsweise für den Einsatz in Grid- Cloud- und HPC-Umgebungen. Neben der Datenverwaltung
wurden aber auch die Grundlagen für die massenhafte, automatisierte Analyse der Monitoring-
Daten geschaffen. Sie ermöglichen es von Daten, die für eine manuelle Analyse viel zu umfangreich
sind, zu profitieren und Fehler und Veränderungen, die bei der Ausführung der Jobs auftreten,
automatisch aufzufinden. Die redundanten Daten, die immer wieder ähnliche Ausführungsmuster
zeigen, können so ausgeblendet werden. Mit dem auf der Kreuzkorrelation basierenden Verfah-
ren kann auch die konkrete Abweichung zwischen Job und Referenz für eine weitere Auswertung
dargestellt werden.
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A Anhang – Weitere Rechnungen und Formeln
A.1 Herleitung der Speicherkapazität zu Kapitel 4.1.4.2
𝑆𝑆𝑇𝑆 = 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
(A.1)
𝑆𝑆𝑇𝑆 = 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛
(︀
1 + 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
)︀)︀
(A.2)
𝑆𝑆𝑇𝑆 ≈ 𝑛𝑗𝑜𝑏𝑠 · 𝑘𝑆_𝑚𝑜𝑛 (A.3)
𝑆𝐿𝑇𝑆 = 𝑛𝑆𝑇𝑆 · 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(A.4)
𝑆𝐿𝑇𝑆 =
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 +
(︀
1 + 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
)︀)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(A.5)
𝑆𝐿𝑇𝑆 ≈
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑆𝑆𝑇𝑆 · 𝑘1 (A.6)
𝑆𝑀𝐷𝑆 = 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(A.7)
𝑆𝑀𝐷𝑆 = 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑛𝑗𝑜𝑏𝑠 ·
(︀
𝑘𝑆_𝑚𝑜𝑛 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
)︀
· 𝑡ℎ𝑜𝑙𝑑
𝑡𝑗𝑜𝑏
(A.8)
𝑆𝑀𝐷𝑆 ≈ 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑆𝑆𝑇𝑆 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 · 𝑘1 (A.9)
A.2 Herleitung der Netzwerkkapazität zu Kapitel 4.1.4.3
𝑁𝑆𝑇𝑆_𝑖𝑛 = 𝑘𝑁_𝑠𝑙𝑜𝑤 ·
𝑛𝑗𝑜𝑏𝑠
𝑡𝑗𝑜𝑏
·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
(A.10)
𝑁𝑆𝑇𝑆_𝑖𝑛 = 𝑘𝑁_𝑠𝑙𝑜𝑤 · 𝑘2 (A.11)
𝑁𝑆𝑇𝑆_𝑜𝑢𝑡 =
𝑛𝑗𝑜𝑏𝑠
𝑡𝑗𝑜𝑏
·
(︀
𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎
)︀
(A.12)
𝑁𝑆𝑇𝑆_𝑜𝑢𝑡 = 𝑘2 (A.13)
𝑁𝐿𝑇𝑆_𝑖𝑛 =
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
·𝑁𝑆𝑇𝑆_𝑜𝑢𝑡 (A.14)
𝑁𝐿𝑇𝑆_𝑖𝑛 =
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘2 (A.15)
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𝑁𝐿𝑇𝑆_𝑜𝑢𝑡 = 𝑛𝑎𝑙𝑙_𝑀𝐷𝑆 ·
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘2 ·
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
1− 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
(A.16)
𝑁𝐿𝑇𝑆_𝑜𝑢𝑡 ≈ 𝑛𝑎𝑙𝑙_𝑀𝐷𝑆 ·
𝑛𝑎𝑙𝑙_𝑆𝑇𝑆
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘2 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 (A.17)
𝑁𝑀𝐷𝑆_𝑖𝑛 = 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑘2 ·
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
1− 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
(A.18)
𝑁𝑀𝐷𝑆_𝑖𝑛 ≈ 𝑛𝑎𝑙𝑙_𝑆𝑇𝑆 · 𝑘2 · 𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 (A.19)
A.3 Herleitung der Netzwerkkapazität zu Kapitel 4.1.4.4
𝑁𝑀𝐷𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 =
𝑘𝑆_𝑠𝑒𝑎𝑟𝑐ℎ + 𝑛𝑓𝑜𝑢𝑛𝑑 · 𝑘𝑆_𝑚𝑒𝑡𝑎
𝑛𝑎𝑙𝑙_𝑀𝐷𝑆 · 𝑡𝑠𝑒𝑎𝑟𝑐ℎ
(A.20)
𝑁𝑀𝐷𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 ≈
𝑘𝑚𝑜𝑛_𝑚𝑒𝑡𝑎 · 𝑘𝑆_𝑚𝑜𝑛 · (𝑛𝑓𝑜𝑢𝑛𝑑 + 1)
𝑛𝑎𝑙𝑙_𝑀𝐷𝑆 · 𝑡𝑠𝑒𝑎𝑟𝑐ℎ
(A.21)
𝑁𝑀𝐷𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 ≈
𝑘𝑆_𝑚𝑜𝑛_𝑚𝑒𝑡𝑎
𝑛𝑎𝑙𝑙_𝑀𝐷𝑆
· 𝑘3 (A.22)
𝑘3 =
𝑘𝑆_𝑚𝑜𝑛 · (𝑛𝑓𝑜𝑢𝑛𝑑 + 1)
𝑡𝑠𝑒𝑎𝑟𝑐ℎ
(A.23)
𝑁𝐿𝑇𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 =
(𝑘𝑆_𝑚𝑜𝑛 + 𝑘𝑆_𝑚𝑒𝑡𝑎) · 𝑛𝑓𝑜𝑢𝑛𝑑
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆 · 𝑡𝑠𝑒𝑎𝑟𝑐ℎ
(A.24)
𝑁𝐿𝑇𝑆_𝑎𝑐𝑐𝑒𝑠𝑠 ≈
1
𝑛𝑎𝑙𝑙_𝐿𝑇𝑆
· 𝑘3 (A.25)
A.4 Schnittpunktberechnung zu Kapitel 5.5.1.5
𝑓1(𝑡) =𝑓2(𝑡) (A.26)
𝑡 (𝑝1,2 − 𝑝1,1)
𝑡2 − 𝑡1
+ 𝑝1,1 =
𝑡 (𝑝2,2 − 𝑝2,1)
𝑡2 − 𝑡1
+ 𝑝2,1 (A.27)
𝑝1,2 − 𝑝1,1
𝑡2 − 𝑡1
+
𝑝1,1 − 𝑝2,1
𝑡
=
𝑝2,2 − 𝑝2,1
𝑡2 − 𝑡1
(A.28)
𝑝1,1 − 𝑝2,1
𝑡
=
(𝑝2,2 − 𝑝2,1)− (𝑝1,2 − 𝑝1,1)
𝑡2 − 𝑡1
(A.29)
𝑡 =
(𝑝1,1 − 𝑝2,1)(𝑡2 − 𝑡1)
𝑝2,2 − 𝑝2,1 − 𝑝1,2 + 𝑝1,1
(A.30)
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fü
r
W
er
t
(S
ta
n
d
a
rd
a
b
w
.
1
0
)
S
a
m
p
li
n
g
,
O
ff
se
t
(n
u
r
Z
ei
t)
,
ex
tr
a
O
ff
se
t
fü
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B.2 Kreuzkorrelation mit linearer Skalierung
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
)
3
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
3
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(>
−
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(−
)
3
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
2
0
L
ü
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ü
ck
e
0
,1
%
,
(<
−
<
)
1
e
L
ü
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ü
ck
e
0
,1
%
,
(−
)
3
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
L
ü
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ü
ck
e
0
,1
%
,
(−
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
L
ü
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ü
ck
e
1
,0
%
,
(−
)
3
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
L
ü
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ü
ck
e
5
0
,0
%
,
(<
−
<
)
1
e
L
ü
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B.3 Kreuzkorrelation mit linearer Skalierung und lokaler
Normierung
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
1
0
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(<
+
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
3
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(>
+
<
)
1
e
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(>
+
>
)
2
L
ü
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tö
ru
n
g
Normierter Kreuzkorrelationskoeffizient
K
re
u
z
k
o
rr
e
la
ti
o
n
lo
k
a
l
n
o
rm
ie
rt
,
a
b
g
e
ta
st
e
te
R
e
fe
re
n
z
1
e
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(<
−
<
)
1
e
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(>
−
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(−
)
5
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(−
)
3
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
3
L
ü
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Kreuzkorrelation lokal normiert, abgetastete Referenz,
Wert multipliziert mit 1, Lücke 50%
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand 3 Lücken, kein Rand
5 Lücken, kein Rand 10 Lücken, kein Rand 20 Lücken, kein Rand
30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand Ideal
Abbildung B.11: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Fak-
tor 1.0, Laufzeitanteil 50%) aus den Ergebnissen bei der Anwendung der Kreuzkorrelation (Implementierung
mit lokaler Normierung) auf Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere
Beeinflussung) des CKM-Basisjobs als Referenz. Siehe Kapitel 5.5.1.6, Seite 91
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B.4 Kreuzkorrelation mit linearer Skalierung und
Messwertnormierung
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
2
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(+
)
5
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(>
−
>
)
2
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(>
+
−
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
−
)
3
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(<
+
−
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
−
)
Id
ea
l
A
b
b
il
d
u
n
g
B
.1
4:
Ü
b
er
si
ch
t
ü
b
er
d
ie
E
rg
eb
n
is
se
b
ei
d
er
A
nw
en
d
u
n
g
d
er
K
re
u
zk
or
re
la
ti
on
(I
m
p
le
m
en
ti
er
u
n
g
m
it
N
or
m
ie
ru
n
g
d
er
M
es
sw
er
te
)
au
f
V
ar
ia
nt
en
vo
n
C
K
M
(L
ü
ck
en
m
it
E
rh
öh
u
n
g
u
n
d
an
sc
h
li
eß
en
d
er
V
er
ri
n
ge
ru
n
g
d
er
M
es
sw
er
te
)
u
nt
er
V
er
w
en
d
u
n
g
d
er
ab
ge
ta
st
et
en
V
ar
ia
nt
e
d
es
C
K
M
-B
as
is
jo
b
s
al
s
R
ef
er
en
z.
S
ie
h
e
K
ap
it
el
5.
5.
1.
8,
S
ei
te
93
204 ANHANG B. ANHANG – WEITERE DIAGRAMME
(+
), (>
+
<
),
(<
+
<
), (>
+
>
)
(−
), (> −
<
),
(< −
<
), (> −
>
)
(+−
), (>
+−
<
),
(<
+−
<
), (>
+−
>
)
(−
+
), (> −
+
<
),
(< −
+
<
), (> −
+
>
)
0, 0
0, 2
0, 4
0, 6
0, 8
1, 0
1, 2
1, 4
Form der Lücke
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(<
+
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
5
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
)
2
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
3
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
1
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
2
0
L
ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
3
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(>
−
>
)
2
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
−
)
1
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(<
+
−
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
5
L
ü
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N
o
rm
ie
rte
r
K
re
u
z
k
o
rre
la
tio
n
sk
o
e
ffi
z
ie
n
t
Kreuzkorrelation Werte normiert, abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand
3 Lücken, kein Rand 5 Lücken, kein Rand
10 Lücken, kein Rand 20 Lücken, kein Rand
30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >)
2 Lücken, 0, 1 Rand 3 Lücken, 0, 1 Rand
5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand
Ideal
Abbildung B.20: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1.0, Laufzeitanteil 50%) aus den Ergebnissen bei der Anwendung der Kreuzkorrelation (Implementierung mit
Normierung der Messwerte) auf Varianten von WCKMx16w05 unter Verwendung der abgetasteten Variante (ohne
weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz. Siehe Kapitel 5.5.1.8, Seite 93
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B.5 Kreuzkorrelation mit linearer Skalierung,
Messwertnormierung und Messwertverschiebung
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fü
r
W
er
t
(S
ta
n
d
a
rd
a
b
w
.
3
0
)
Id
ea
l
A
b
b
il
d
u
n
g
B
.2
1:
Ü
b
er
si
ch
t
ü
b
er
d
ie
E
rg
eb
n
is
se
b
ei
d
er
A
nw
en
d
u
n
g
d
er
K
re
u
zk
or
re
la
ti
on
(I
m
p
le
m
en
ti
er
u
n
g
m
it
M
es
sw
er
tv
er
sc
h
ie
b
u
n
g)
au
f
V
ar
ia
nt
en
vo
n
W
C
K
M
x1
6w
05
u
nt
er
V
er
w
en
d
u
n
g
d
er
ab
ge
ta
st
et
en
V
ar
ia
nt
e
(o
h
n
e
w
ei
te
re
B
ee
in
fl
u
ss
u
n
g)
d
es
W
C
K
M
x1
6w
05
-B
as
is
jo
b
s
al
s
R
ef
er
en
z.
S
ie
h
e
K
ap
it
el
5.
5.
1.
10
,
S
ei
te
10
0
B.5. KREUZKORRELATION MIT LINEARER SKALIERUNG,
MESSWERTNORMIERUNG UND MESSWERTVERSCHIEBUNG 211
0,500
1,000
5,000
0, 0
0, 2
0, 4
0, 6
0, 8
1, 0
Zeitliche Dehnung
N
o
rm
ie
rte
r,
k
o
m
b
in
ie
rte
r
K
re
u
z
k
o
rre
la
tio
n
sk
o
e
ffi
z
ie
n
t
Kreuzkorrelation Messwertverschiebung,
abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
Keine Beeinflussung Sampling
Sampling, Offset (Zeit, Wert) (Standardabw. 1) Sampling, Offset (Zeit, Wert) (Standardabw. 10)
Sampling, Offset (Zeit, Wert) (Standardabw. 30)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 1)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 10)
Sampling, Offset (Zeit, Wert),
extra Offset für Wert (Standardabw. 30)
Sampling, Offset (nur Zeit) (Standardabw. 1) Sampling, Offset (nur Zeit) (Standardabw. 10)
Sampling, Offset (nur Zeit) (Standardabw. 30)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 1)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 10)
Sampling, Offset (nur Zeit),
extra Offset für Wert (Standardabw. 30)
Ideal
Abbildung B.22: Auszug (Reduktion auf drei verschiedene Dehnungen des Jobs) aus den Ergebnissen bei der An-
wendung der Kreuzkorrelation (Implementierung mit Messwertverschiebung) auf Varianten von WCKMx16w05
unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs als Re-
ferenz. Siehe Kapitel 5.5.1.10, Seite 100
212 ANHANG B. ANHANG – WEITERE DIAGRAMME
0,
00
1
0,
01
0
0,
05
0
0,
10
0
0,
50
0
0
,0
0
,1
0
,2
0
,3
0
,4
0
,5
0
,6
0
,7
0
,8
0
,9
1
,0
1
,1
1
,2
1
,3
1
,4
1
,5
Z
e
it
li
ch
e
r
A
n
te
il
d
e
r
S
tö
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
2
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(+
)
3
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
3
0
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(>
−
>
)
2
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
5
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(>
+
−
<
)
1
e
L
ü
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Kreuzkorrelation Messwertverschiebung,
abgetastete Referenz
(WCKM mit 16 Wiederholungen, 50% Warten)
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand 3 Lücken, kein Rand
5 Lücken, kein Rand 10 Lücken, kein Rand 20 Lücken, kein Rand
30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand Ideal
Abbildung B.26: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Anwendung der Kreuzkorrelation (Implementierung mit
Messwertverschiebung) auf Varianten von WCKMx16w05 unter Verwendung der abgetasteten Variante (ohne
weitere Beeinflussung) des WCKMx16w05-Basisjobs als Referenz. Siehe Kapitel 5.5.1.10, Seite 100
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B.6 Kreuzkorrelation mit mit Messwertnormierung,
Messwertverschiebung und Einsatz wohl begründeter
Vermutungen mit matrix-basiertem Ausrichtungsverfahren
und lokaler Optimierung
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Kreuzkorrelation, educated guessing mit matrix-basiertem
Ausrichtungsverfahren und lokaler Optimierung, Suchtiefe 4,
abgetastete Referenz (WCKM mit 16 Wiederholungen, 50% Warten)
Sampling Ideal
Abbildung B.27: Ergebnisse bei der Anwendung der Kreuzkorrelation (Implementierung mit matrix-basiertem
Ausrichtungsverfahren und lokaler Optimierung) auf Varianten von WCKMx16w05 mit variabler zeitlicher Ska-
lierung unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des WCKMx16w05-Basisjobs
als Referenz. Siehe Kapitel 5.5.1.19, Seite 128
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B.7 Statistische Analyse mittels des Maximums
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(>
+
>
)
2
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(<
+
<
)
1
e
L
ü
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tö
ru
n
g
Maximaler Messwert
M
a
x
im
a
,
a
b
g
e
ta
st
e
te
R
e
fe
re
n
z
(C
K
M
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
2
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
1
e
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(>
+
−
>
)
2
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(>
+
−
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(+
−
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
2
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(>
+
>
)
2
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
)
3
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(−
)
3
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(−
)
1
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
1
e
L
ü
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B.9 Statistische Analyse mittels der Standardabweichung
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(>
+
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
3
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(−
)
1
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(<
−
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(+
−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
)
3
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
)
3
0
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(<
−
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
1
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(−
)
5
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·1
,
(>
−
>
)
2
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(+
−
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
3
L
ü
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B.11 Klassifizierung von Ereignissen für geringe Last
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Abbildung B.40: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für geringe Last auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Siehe Kapitel 5.5.3.2, Seite 147
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Abbildung B.41: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für geringe Last auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz. Siehe Kapitel 5.5.3.2, Seite 147
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Sampling Referenz
Abbildung B.42: Ergebnisse bei bei der Ermittlung der Rate von Ereignissen für geringe Last von Varianten von
WCKMx16w05 mit variabler zeitlicher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere
Beeinflussung) des WCKMx16w05-Basisjobs als Referenz. Siehe Kapitel 5.5.3.2, Seite 147
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B.12 Klassifizierung von Ereignissen für Überlast
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Sampling Referenz
Abbildung B.43: Ergebnisse bei bei der Ermittlung der Ereignisse für Überlast von Varianten von WCKMx16w05
mit variabler zeitlicher Skalierung unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des
WCKMx16w05-Basisjobs als Referenz. Siehe Kapitel 5.5.3.3, Seite 150
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Abbildung B.44: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Ereignisse für Überlast auf Varianten von
CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als Referenz.
Siehe Kapitel 5.5.3.3, Seite 150
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Ü
b
e
rl
a
st
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,1
,
(+
)
1
e
L
ü
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ü
ck
e,
0
,1
R
a
n
d
,
W
er
t
·0
,1
,
(>
+
>
)
2
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(<
+
<
)
1
e
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(+
)
5
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(+
)
3
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·0
,2
,
(−
)
5
L
ü
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ü
ck
e,
k
ei
n
R
a
n
d
,
W
er
t
·0
,5
,
(<
−
<
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(−
)
2
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(−
)
1
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,2
,
(+
−
)
3
0
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·0
,5
,
(+
−
)
3
0
L
ü
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ü
ck
en
,
k
ei
n
R
a
n
d
,
W
er
t
·1
,
(+
−
)
1
e
L
ü
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ü
ck
en
,
0
,1
R
a
n
d
,
W
er
t
·1
,
(+
−
)
1
0
L
ü
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B.13 Klassifizierung von Ereignissen für die Änderung der Last
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Anstiege, Wert multipliziert mit 1, Lücke 50%
1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand 3 Lücken, kein Rand
5 Lücken, kein Rand 10 Lücken, kein Rand 20 Lücken, kein Rand
30 Lücken, kein Rand 1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, 0, 1 Rand
3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
20 Lücken, 0, 1 Rand 30 Lücken, 0, 1 Rand Referenz
Abbildung B.48: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für Anstiege auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz. Siehe Kapitel 5.5.3.3, Seite 150
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1e Lücke, (> ∗ <), (< ∗ <)und(> ∗ >) 2 Lücken, kein Rand 3 Lücken, kein Rand
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3 Lücken, 0, 1 Rand 5 Lücken, 0, 1 Rand 10 Lücken, 0, 1 Rand
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Abbildung B.49: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für Abfälle auf Varianten
von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs als
Referenz. Siehe Kapitel 5.5.3.3, Seite 150
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Abbildung B.50: Auszug (Reduktion auf Varianten mit hoher Beeinflussung durch Lücken, d.h. Lücke mit Faktor
1,0, Laufzeitanteil 50%) aus den Ergebnissen bei der Ermittlung der Rate von Ereignissen für Anstiege auf
Varianten von CKM unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung) des CKM-Basisjobs
als Referenz. Siehe Kapitel 5.5.3.3, Seite 150
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Abbildung B.51: Ereignisse für Abfälle von Varianten von WCKMx16w05 mit Abweichungen während hoher und
niedriger Messwerte (Erhöhung bzw. Verringerung des Messwertes um 1 sowie 10% Abstand zum Rand der Jobs
und einem Laufzeitanteil von 10%) unter Verwendung der abgetasteten Variante (ohne weitere Beeinflussung)
des WCKMx1w05-Basisjobs als Referenz. Siehe Kapitel 5.5.3.3, Seite 150
