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WSPÓŁCZYNNIK INFORMACJI WZAJEMNEJ 
JAKO MIARA ZALEŻNOŚCI NIELINIOWYCH  
W SZEREGACH CZASOWYCH 
Z a r y s  t r e ś c i.  W artykule scharakteryzowano konstrukcję, estymację oraz możliwości zasto-
sowania współczynnika informacji wzajemnej. Przedstawiono wyniki symulacji, prowadzących 
do weryfikacji jego przydatności w procesie identyfikacji zależności nieliniowych w szeregach 
czasowych. Ponadto zaprezentowano wyniki zastosowania tego współczynnika do analizy indek-
sów Giełdy Papierów Wartościowych w Warszawie. 
S ł o w a  k l u c z o w e: nieliniowość, współczynnik informacji wzajemnej, mutual information, 
identyfikacja zależności.  
1. WSTĘP 
Pomiar zależności pomiędzy zmiennymi jest niezwykle istotnym obszarem 
badań w ekonometrii. W tym celu najczęściej wykorzystuje się współczynnik 
korelacji Pearsona. Współczynnik ten nie jest jednak właściwym narzędziem 
pomiaru zależności nieliniowych. Do analizy nieliniowości należy zastosować 
inne miary, wśród których, jedną z najważniejszych jest współczynnik informa-
cji wzajemnej. Współczynnik ten wywodzi się z teorii informacji i w swej kon-
strukcji opiera się na pojęciu entropii. Można go wykorzystać do pomiaru za-
leżności pomiędzy dwoma szeregami czasowymi lub autozależności w poje-
dynczym szeregu. 
2. POMIAR ZALEŻNOŚCI NIELINIOWYCH  
W SZEREGACH CZASOWYCH 
 Istnieje szereg metod, które można zastosować do pomiaru zależności 
o charakterze nieliniowym (por. Granger, Terasvirta, 1993; Maasoumi, Racine, 
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2002; Bruzda, 2004). Jedną z najważniejszych z nich jest miara informacji wza-














gdzie ),( yxp  jest funkcją gęstości rozkładu łącznego, natomiast )(1 xp  oraz 
)(2 yp  są gęstościami brzegowymi. 
 Miara informacji wzajemnej identyfikując zależności dowolnego typu (za-
równo liniowe, jak i nieliniowe), informuje o możliwości wykorzystania zmien-
nej X  do prognozowania Y .  
 W celu unormowania, miarę tę można przekształcić do współczynnika in-
formacji wzajemnej – ),( YXR , według wzoru: 
),(21),( YXIeYXR −−= . (2) 
Współczynnik ),( YXR  posiada następujące własności (por. Granger, 
Terasvirta, 1993; Granger, Lin, 1994): 
1. 1),(0 ≤≤ YXR , 
2. 0),( =YXR ⇔ X i Y są niezależne, 
3. 1),( =YXR ⇔ )(XfY = , gdzie f  jest pewną odwracalną funkcją, 
4. jest niezmienniczy względem transformacji zmiennych, tzn. 
( ) ( ))(),(, 21 YhXhRYXR = , gdzie 1h  oraz 2h  są dowolnymi funkcjami 
różnowartościowymi, 
5. jeśli ( )YX ,  (lub ( ))(),( 21 YhXh , gdzie 1h  oraz 2h  są różnowartościo-
we) ma dwuwymiarowy rozkład normalny ze współczynnikiem korela-
cji ),( YXρ , to ),(),( YXYXR ρ= . 
W literaturze przedmiotu istnieją różne propozycje szacowania wartości 
miary informacji wzajemnej w oparciu o szeregi czasowe { }tx  oraz { }ty . Za-
sadniczo, sprowadzają się one do oszacowania funkcji gęstości ),( yxp , )(1 xp  
oraz )(2 yp  (por. wzór (1)). Istniejące metody można podzielić na trzy główne 
grupy (por. Dionisio, Menezes, Mendes, 2003): 
• odwołujące się do histogramu, 
• oparte na estymatorach jądrowych, 
• metody parametryczne. 
Jak wykazały przeprowadzone symulacje, estymatory z pierwszej grupy są 
mniej odporne na małą liczbę obserwacji niż metody oparte na estymatorach 
jądrowych. Jednak z drugiej strony, estymatory jądrowe są wrażliwe na warto-
ści parametrów, przez co mogą prowadzić do bardzo zróżnicowanych wyników. 
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Z kolei istotnym ograniczeniem możliwości wykorzystania trzeciej grupy me-
tod jest konieczność posiadania informacji o procesach generujących. 
Oczywiście miarę informacji wzajemnej można wykorzystać również do 
pomiaru autozależności w pojedynczym szeregu czasowym ( )tx . W tym celu 
za ( )ty  należy przyjąć szereg opóźnionych wartości ( )tx . Ponadto miarę tę 
można wykorzystać również do określenia opóźnień czasowych w nieliniowych 
metodach prognozowania a także do analizy niestacjonarności (por. Dionisio, 
Menezes, Mendes, 2003). 
3. ZASTOSOWANIE MIARY INFORMACJI WZAJEMNEJ DO  
IDENTYFIKACJI AUTOZALEŻNOŚCI W SZEREGACH CZASOWYCH 
3.1. DANE GENEROWANE 
W pierwszej kolejności badaniu poddano szeregi wygenerowane na potrze-
by dokonanej przez Barnetta i innych (1998) analizy porównawczej metod iden-
tyfikacji nieliniowości. Było to pięć szeregów złożonych z 2000 obserwacji 
(ozn. M1, M2, M3, M4, M5) oraz pięć szeregów skróconych, tzn. złożonych 
z pierwszych 380 obserwacji (ozn. M1s, M2s, M3s, M4s, M5s)1.  
Szeregi te zostały wygenerowane z następujących modeli2: 
 
I) M1 – odwzorowanie logistyczne: 
)1(57,3 11 −− −= ttt xxx , (3) 
II) M2 – proces GARCH(1,1): 
ttt uhx = , (4a) 
1
2
1 8,01,01 −− ++= ttt hxh , (4b) 
gdzie 10 =h  i 00 =x . 
 
III) M3 – proces nieliniowej średniej ruchomej (ang. nonlinear moving average 
process – NLMA): 
218,0 −−+= tttt uuux , (5) 
IV) M4 – proces ARCH(1): 
ttt uxx
2
15,01 −+= , (6) 
V) M5 – proces ARMA(2,1): 
121 3,015,08,0 −−− +++= ttttt uuxxx , (7) 
                                                 
1 Szeregi zostały pobrane ze strony http://econ.tepper.cmu.edu/barnett/Papers.html. 
2 W każdym z modeli, ut jest procesem białoszumowym o rozkładzie )1;0(N . 
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gdzie 10 =x  i 7,01 =x . 
W każdym przypadku wyznaczono miarę MI dla szeregu oryginalnego oraz 
szeregu reszt z modelu ARMA. Przefiltrowanie modelem ARMA daje możli-
wość stwierdzenia, czy ewentualnie wykryte zależności w analizowanym szere-
gu mają charakter nieliniowy. 
W pierwszej kolejności, przy pomocy testu ADF, zbadano zintegrowanie 
procesów. Test wykazał brak podstaw do odrzucenia hipotezy o istnieniu pier-
wiastka jednostkowego dla szeregu M5s. Z tego względu w kolejnych etapach 
badania przedmiotem analizy był szereg pierwszych różnic, ozn. M5s_rozn. 
W tabeli 1 przedstawiono modele ARMA dla analizowanych szeregów3. 
Tabela 1. Modele ARMA dla szeregów symulowanych 
Szereg model ARMA Szereg model ARMA 
M1 Biały szum (EX=0,648) M1s Biały szum (EX=0,649) 
M2 Biały szum (EX=0,034) M2s Biały szum (EX=0,067) 
M3 Biały szum (EX= 0,007) M3s Biały szum (EX= 0,033) 
M4 Biały szum (EX= 0,011) M4s Biały szum (EX= 0,018) 
M5 ARMA(1,1) M5s_rozn MA(1) 
Źródło: obliczenia własne.  
W oparciu o test Boxa-Ljunga stwierdzono, że oszacowane modele sku-
tecznie wyeliminowały autozależności liniowe z badanych szeregów. 
Do oszacowania miary informacji wzajemnej wykorzystano metodę zapro-
ponowaną przez Frasera, Swinneya (1986)4. Jest to metoda oparta na analizie 
dwuwymiarowego histogramu. Mówiąc w uproszczeniu, polega ona na podziale 
przestrzeni dwuwymiarowej zawierającej pary ( )tt yx ,  na prostokątne komórki 
(według określonej zasady) i obliczeniu, jaki odsetek naniesionych punktów 
znajduje się w każdej z komórek. Następnie stosowany jest wzór 1, przy czym 
obliczone odsetki są oszacowaniem funkcji gęstości, natomiast całkowanie od-
bywa się numerycznie. 
Niech ki  oznacza oszacowaną wartość miary informacji wzajemnej między 
zmiennymi tX  i ktX − . W tabelach 2–6 przedstawiono obliczone wartości ki  
( 10,...,2,1=k ) dla analizowanych szeregów. Ze względu na cel badania, jakim 
była identyfikacja autozależności, kluczową kwestią jest określenie istotności 
oszacowanych współczynników. W celu zweryfikowania hipotezy zerowej 
o nieistotności współczynnika (inaczej mówiąc: o braku autozależności) zasto-
sowano symulacje Monte Carlo ( 00010  replikacji – dla każdego z szeregów). 
Tak otrzymane prawdopodobieństwa empiryczne (p-values) umieszczono 
                                                 
3 Przy konstrukcji modelu kierowano się kryterium Schwarza oraz istotnością parametrów 
(α=0,05). 
4 Obliczenia wykonano w programie Matlab 6.5 w oparciu o procedurę napisaną przez  
A. Leontitsisa. 
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w tabelach pod każdą z wyznaczonych wartości ki . Wytłuszczonym drukiem 
zaznaczono te z nich, które są nie większe niż 0,005.5  
Tabela 2. Wartości ki dla szeregów M1s oraz M1 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 






































Źródło: obliczenia własne.  
Tabela 3. Wartości ki dla szeregów M2s oraz M2 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 






































Źródło: obliczenia własne.  
Tabela 4. Wartości ki dla szeregów M3s oraz M3 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 






































Źródło: obliczenia własne.  
Tabela 5. Wartości ki dla szeregów M4s oraz M4 
       k 
szereg 1 2 3 4 5 6 7 8 9 10 






































Źródło: obliczenia własne.  
 
                                                 
5 Zauważmy, że dla każdego z analizowanego szeregów, znalezienie się w obszarze krytycz-
nym choćby jednej z oszacowanych wartości ki  (k=1,2,...,10), oznacza odrzucenie hipotezy 
o braku autozależności dla tego szeregu. Z tego względu przyjęcie jako wartości krytycznej 0,005 
przy analizie pojedynczej wartości ki  (dla ustalonego k) implikuje, że prawdopodobieństwo 
popełnienia błędu pierwszego rodzaju wynosi w przybliżeniu 0,05.  
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Tabela 6. Wartości ki  dla szeregów M5s oraz M5 
       k 
szereg 1 2 3 4 5 6 7 8 9 10 































































































Źródło: obliczenia własne.  
 W tabelach 7–8 dokonano podsumowania wyników przeprowadzonej iden-
tyfikacji autozależności dla szeregów generowanych.  
Tabela 7. Wyniki identyfikacji autozależności dla szeregów długich 
Szereg Autozależności Nieliniowość 
M1 TAK TAK 
M2 TAK TAK 
M3 TAK TAK 
M4 TAK TAK 
M5 TAK NIE 
Źródło: opracowanie własne na podstawie tabel 2–6.  
Tabela 8. Wyniki identyfikacji autozależności dla szeregów krótkich 
Szereg Autozależności Nieliniowość 
M1s TAK TAK 
M2s TAK TAK 
M3s NIE NIE 
M4s NIE NIE 
M5s_rozn TAK NIE 
Źródło: opracowanie własne na podstawie tabel 2–6.  
Jak widać, miara informacji wzajemnej poprawnie zidentyfikowała każdy 
z analizowanych długich szeregów. W zastosowaniu do szeregów skróconych 
zastosowana metoda doprowadziła do błędnych wniosków w przypadku szere-
gów M3s oraz M4s. Otrzymany rezultat jest zgodny z badaniami innych auto-
rów, wskazującymi, że w przypadku małej liczby obserwacji estymatory MI 
oparte na analizie histogramu mogą być zawodne (np. Dionisio, Menezes, Men-
des, 2003). 
3.2. INDEKSY GIEŁDOWE 
Badaniu poddano indeksy Giełdy Papierów Wartościowych w Warszawie 
z okresu 2.01.2001–15.04.2009 (2078 obserwacji). Dla każdego z indeksów 
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testowaniu poddano trzy szeregi: logarytmicznych dziennych stóp zmian, 
otrzymanych dla nich reszt z modeli ARMA oraz ARMA-GARCH. Zbadanie 
reszt z modeli ARMA pozwala stwierdzić, czy ewentualnie wykryte zależności 
w szeregu stóp zmian mają charakter liniowy. W przypadku odpowiedzi nega-
tywnej, przebadanie standaryzowanych reszt z modelu ARMA-GARCH umoż-
liwia stwierdzenie, czy ta klasa modeli dobrze opisuje zidentyfikowaną nieli-
niowość6. 
Tabela 9. Wartości ki dla indeksu WIG 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 10. Wartości ki dla indeksu WIG20 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 11. Wartości ki dla indeksu mWIG40 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
                                                 
6 Jakość oszacowanych modeli w kontekście eliminacji wspomnianych zależności została po-
zytywnie zweryfikowana przy zastosowaniu testów Boxa-Ljunga oraz Engle’a. 
 
Tabela 12. Wartości ki dla indeksu sWIG80 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 13. Wartości ki dla indeksu WIG-Banki 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 14. Wartości ki dla indeksu WIG-Budow 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 15. Wartości ki dla indeksu WIG-Dewel 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
 
Tabela 16. Wartości ki dla indeksu WIG-Info 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 17. Wartości ki dla indeksu WIG-Media 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 18. Wartości ki dla indeksu WIG-Paliwa 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
 
Tabela 19. Wartości ki dla indeksu WIG-Spozy 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 




























































Źródło: obliczenia własne.  
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Tabela 20. Wartości ki  dla indeksu WIG-Telkom 
        k 
szereg 1 2 3 4 5 6 7 8 9 10 






































Źródło: obliczenia własne.  
Jak wynika z tabel 9–20 w analizowanych indeksach powszechnie występu-
ją autozależności7. Ponadto, zależności te mają charakter nieliniowy (za wyjąt-
kiem indeksu WIG-Media). W większości wypadków zidentyfikowaną zależ-
ność dobrze opisuje model typu ARMA-GARCH. Jedynie w przypadku indek-
sów WIG oraz mWIG40 istnieją przesłanki, aby sądzić, że zidentyfikowana 
nieliniowość nie jest wywołana efektem ARCH. 
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THE MUTUAL INFORMATION COEFFICIENT AS A MEASURE  
OF NONLINEAR SERIAL DEPENDENCIES 
A b s t r a c t.  The idea, estimation and applicability of the mutual information coefficient are 
presented. Simulations are provided to verify its usefulness to identify nonlinear serial dependen-
cies. Moreover, the mutual information coefficient is applied to analyze the indices from The 
Warsaw Stock Exchange. 
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7 Wyjątkiem jest indeks WIG-Paliwa. W tym przypadku otrzymano efekt dość nietypowy: 
przefiltrowanie danych modelem ARMA spowodowało pojawienie się istotności miary MI dla 
k=9.  
