Abstract. Constraint qualification (CQ) is an important concept in nonlinear programming. This paper investigates the motivation of introducing constraint qualifications in developing KKT conditions for solving nonlinear programs and provides a geometric meaning of constraint qualifications. A unified framework of designing constraint qualifications by imposing conditions to equate the so-called "locally constrained directions" to certain subsets of "tangent directions" is proposed. Based on the inclusion relations of the cones of tangent directions, attainable directions, feasible directions and interior constrained directions, constraint qualifications are categorized into four levels by their relative strengths. This paper reviews most, if not all, of the commonly seen constraint qualifications in the literature, identifies the categories they belong to, and summarizes the inter-relationship among them. The proposed framework also helps design new constraint qualifications of readers' specific interests.
1. Introduction. Consider the following general nonlinear programming problem: min f (x) s.t. g i (x) ≤ 0, i ∈ I, h j (x) = 0, j ∈ J, x ∈ R n ,
where I and J are index sets, f (x), g i (x), h j (x) are real valued functions on R n for each i ∈ I and j ∈ J. In this paper, we assume that f (x), g i (x) and h j (x) are all continuously differentiable in R n and there exists a finite optimal solution. We use F to denote the feasible region andx to denote an optimal solution, globally or locally. The cardinality of an index set A is denoted by |A|.
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Establishing optimality conditions of problem (1) is one of the fundamentals of nonlinear programming both in theory and computation. In general, an optimality condition is an explicit characterization of the fact that f (x) ≤ f (x), globally or locally. Since F is represented by the constraints g i (x) ≤ 0 and h j (x) = 0, optimality conditions are usually of the form that reveals the relations among f (x), g i (x) and h j (x), particularly atx. Although an optimality condition that is both necessary and sufficient is preferred, such kind of conditions can only be valid under some ideal assumptions of the problem, for example, convexity. Therefore, most research has focused on determining necessary optimality conditions of (1) . Related research started with the inequality constrained problems, i.e., J = ∅ in (1) . One of the earliest necessary optimality conditions was proposed by Fritz John [24] . It says that ifx is an optimal solution to (1) with J = ∅, then there exists a vector µ = (µ 0 , µ 1 , · · · , µ |I| ) ∈ R |I|+1 such that
µ 0 ∇f (x) + i∈I µ i ∇g i (x) = 0, µ i g i (x) = 0, i ∈ I, µ i ≥ 0, i ∈ I, µ = 0.
Fritz John conditions (2) require no additional conditions on {g i (x), i ∈ I} other than being smooth atx. Kuhn and Tucker [27] later introduced a condition called constraint qualification (CQ). When this constraint qualification is satisfied by the constraint functions {g i (x), i ∈ I}, µ 0 in (2) becomes nonzero. Then (2) turns into the best-known KKT optimality conditions: Ifx is an optimal solution of (1) with J = ∅, and the constraint qualification is satisfied, then there exists a vector µ = (µ 1 , · · · , µ |I| ) ∈ R |I| such that    ∇f (x) + i∈I µ i ∇g i (x) = 0, µ i g i (x) = 0, i ∈ I, µ i ≥ 0, i ∈ I.
A solution x is called a KKT solution if it satisfies (3) . From a practical point of view, the introduction of constraint qualification eliminates the possibility that Fritz John conditions hold trivially with µ 0 = 0 at some non-optimal solutions for certain representations {g i (x) ≤ 0} of F. The set of candidates for being optimal solutions is then narrowed [16] .
Since the original work of Kuhn and Tucker [27] , there have been numerous papers on designing other types of constraint qualifications and discussing the interrelations among them. (See for example Hurwicz [22] , Slater [44] , Karlin [26] , Arrow et al. [4] , Cottle [12] , Canon et al. [11] , Abadie [1] , Varaiya [47] , Guignard [19] , Zangwill [48] , Mangasarian [33] and Ritter [40] .) There are several review papers in this area. For example, Bazaraa et al. [5] classified constraint qualifications into two groups in terms of their relative strengths and highlighted the inter-relations among them. Peterson [38] reviewed most of the known constraint qualifications by 1973 and provided a guidance for generating new constraint qualifications. Both reviews focused on the inter-relations of constraint qualifications rather than the motivations of derivation and geometrical meanings. Besides, they only discussed the case with J = ∅ in (1) .
One approach of designing constraint qualifications for problem (1) with J = ∅ is to replace each equality constraint equivalently by two inequality constraints [16] . (See for example Mangasarian [33] , Bazaraa et al. [6] .) Certain additional assumptions, for example the linear independence of {∇h j (x), j ∈ J}, are added in some constraint qualifications to make them complete. There are other approaches. For example, Mangasarian and Fromovitz [34] derived a constraint qualification in a direct way by generalizing Fritz John conditions (2) for (1). Gould and Tolle [16] pointed out a weakest constraint qualification for (1) . This area still enjoys new development in recent years. Also, there are constraint qualifications designed in the sense of quasinormality ofx [21] . (See for example, Janin [23] , Qi and Wei [39] , Minchenko and Stakhovski [36] and Andreani et al. [2] .) They require certain properties of the constraint functions not only atx but also in a neighborhood of x. Solodov [45] provides a brief review on this type of constraint qualifications.
In this paper, we study the motivation of introducing constraint qualifications by investigating the development of KKT conditions for problem (1) with J = ∅ and provide a geometric meaning of constraint qualifications. We use the cone of tangent directions [1] as a geometric representation of the local approximation of F atx. A tangent direction is the limit direction of a sequence of feasible solutions that approachx. A general condition forx being optimal is that ∇f (x) lies in the dual cone of tangent directions. To derive KKT conditions from this condition, we need an analytic representation of the local approximation of F atx to replace the cone of tangent directions and to link ∇f (x) with {∇g i (x), i ∈ I}. The cone of locally constrained directions [4] is considered for this purpose. A locally constrained direction has a nonpositive projection on the gradients of active constraint functions. In general, the cone of tangent directions is contained in the cone of locally constrained directions. KKT conditions will hold atx when the dual cones of tangent directions and locally constrained directions become equal. A condition on the constraint functions that makes these two cones equal then forms a constraint qualification. Therefore, the essence of constraint qualifications is requiring the analytic and geometric representations of the local approximation of the feasible region F at the optimal solutionx to coincide with each other.
Based on the above mentioned, we propose a unified framework of designing constraint qualifications by imposing conditions such that the cone of locally constrained directions equals to certain subsets of the cone of tangent directions. These subsets include the cones of attainable directions [4] , feasible directions [48] and interior constrained directions [5] . The cone of attainable directions contains the limit directions of continuous paths along whichx can be approached by the solutions in F while the paths are restricted to straight lines for the cone of feasible directions. The cone of interior constrained directions is the interior of the cone of locally constrained directions and it is contained in the cone of feasible directions. Based on the inclusion relations of these cones, we categorize all constraint qualifications into four levels by their relative strengths. For example, as we will see, the cone of feasible directions is contained in the cone of attainable directions. Then a constraint qualification that makes the cone of locally constrained directions equal to the cone of feasible directions is stronger than a constraint qualification that makes the cone of locally constrained directions equal to the cone of attainable directions. Therefore, these two constraint qualifications will be categorized into two different levels. We use the proposed framework and the four-level categorization scheme to review most, if not all, of the commonly seen constraint qualifications in the literature. The inter-relationship among these constraint qualifications is then revealed.
To design constraint qualifications of problem (1) with J = ∅, we replace each equality constraint in (1) by two inequality constraints and reformulate (1) into a problem with only inequality constraints. For the reformulated problem to be further discussed in Section 5, however, the cone of interior constrained directions will always be an empty set. Therefore, we consider the relative interior of the cone of locally constrained directions instead and call it the cone of relative interior constrained directions. To replace the role of interior constrained directions with relative interior constrained directions in the inclusion relations of subsets of the cone of tangent directions, additional conditions are introduced. These additional conditions include that {h j (x), j ∈ J} are affine and that {∇h j (x), j ∈ J} are linearly independent. The constraint qualifications for problem (1) with J = ∅ are then generalized to problem (1) with J = ∅. We will review the constraint qualifications designed in the sense of quasinormality ofx [21] too. These constraint qualifications are not explicitly specified using the subsets of the cone of tangent directions, but they are closely related to the constraint qualifications that can be designed in the framework we proposed. We try to identify the appropriate levels of these constraint qualifications in the four-level categorization scheme.
In this paper, we focus on constraint qualifications in finite dimensional smooth optimization. For constraint qualifications in infinite dimensional spaces, see for example [18] , [10] , [41] , [19] , [20] , [22] , [32] . For constraint qualifications in nonsmooth optimization, see for example [35] , [46] , [29] , [25] , [28] .
The remaining of the paper is organized as follows. Section 2 provides definitions and preliminary results in convex analysis and nonlinear programming. The definitions and inter-relations of different cones of directions are particularly studied. Section 3 investigates the motivation of introducing a constraint qualification in developing KKT conditions for problem (1) with J = ∅ and its geometrical meaning. A unified framework of designing constraint qualifications is proposed. A four-level categorization scheme of constraint qualifications is also introduced in this section. Section 4 reviews most, if not all, of the commonly seen constraint qualifications, places them in appropriate categories and shows their inter-relations. Section 5 generalizes the constraint qualifications for problem (1) with J = ∅. Constraint qualifications designed in the sense of quasinormality are also reviewed in this section. Section 6 concludes the paper.
2. Preliminaries. In this section, we present some definitions and results that will be used later. For any set S ⊆ R n , we denote the closure of S by cl(S) and denote the set of interior points of S by int(S). Z + is used to denote the set of positive integer numbers. The index set of active inequality constraints atx is denoted by I ac (x), i.e., I ac (x) = {i ∈ I|g i (x) = 0}.
Convexity. Definition 2.1 (convex set). A set S ⊆ R
n is convex if λx + (1 − λ)x ∈ S holds for any x ∈ S,x ∈ S and λ ∈ [0, 1].
Definition 2.2 (convex hull). The convex hull of a set
Note that conv(S) is the smallest convex set that contains S.
T (x − x) < 0 for any x ∈ S andx ∈ S.
A function f is concave (pseudoconcave or quasiconcave) if −f is convex (pseudoconvex or quasiconvex). A convex (concave) function must be pseudoconvex (pseudoconcave), but not vice versa. A pseudoconvex (pseudoconcave) function must be quasiconvex (quasiconcave), but not vice versa.
Cone and dual cone. Definition 2.6 (cone). A set K ⊆ R
n is a cone if λx ∈ K holds for any x ∈ K and λ > 0.
Definition 2.7 (polyhedral cone). A cone K ⊆ R
n is a polyhedral cone if it can be represented as
for some m × n matrix M.
Definition 2.8 (conic hull). The conic hull of a set
Note that cone(S) is the smallest convex cone that contains S.
Definition 2.9 (dual cone). Let K ⊆ R n be a cone. The dual cone of K is
Geometrically, d ∈ K * means that d has a nonnegative projection on any x ∈ K. Basic properties of dual cones are summarized in the following lemma: Lemma 2.10 (See for example [13] , [14] ). Let K, K 1 , K 2 be cones in R n . The following properties hold:
2.3. Cones of directions atx. We review some cones of directions at the optimal solutionx ∈ F. They all can be viewed as a local approximation of the feasible region F atx.
Note that the set of feasible directions is a cone. We denote the cone of feasible directions atx by D(x).
Geometrically, if d is a feasible direction, then we can movex along a straight line d by a certain range of step tox + δd ∈ F such thatx + δd remains feasible. Note that D(x) is not necessarily closed [48] .
Definition 2.12 (attainable direction, [4]). A vector d ∈ R
n is an attainable direction atx if there exists δ 0 > 0 and a continuous path α :
Note that the set of attainable directions is a cone. We denote the cone of attainable directions atx by A(x).
Note that the set of tangent directions is a cone. We denote the cone of tangent directions atx by T (x).
The geometric meanings of attainable and tangent directions are that, besides a straight line,x can be approached by a continuous path and a sequence of feasible solutions in F, respectively. Other definitions of the tangent directions can be seen, for example, in [17] , [6] , [38] and [43] . A comparison of these definitions can be seen in [15] . Moreover, A(x) and T (x) are both closed cones [38] , [1] . If F is convex, then D(x), A(x) and T (x) are all convex [38] . In general, none of D(x), A(x) or T (x) is necessarily to be convex. An example that shows T (x) is not convex is given below.
In this example, F = {x ∈ R 2 |x 1 ≤ 0 and x 2 = 0, or x 1 = 0 and x 2 ≤ 0}. The optimal solution isx = (0, 0)
T . T (x) coincides with F and is not convex.
D(x), A(x) and T (x) can be viewed as local approximations of F atx. They are all defined by the geometric properties rather than any specific representations of F. We are interested in describing them by the constraint functions so that we can have analytic representations which are more convenient for use. The cone of locally constrained directions and interior constrained directions are introduced for this purpose. In this section, we review these two cones for inequality constrained problems. For problems with both inequality and equality constraints, the discussion is a little more complicated and is arranged in Section 5.
Definition 2.14 (locally constrained direction, [4] ). For problem (1) 
Note that the set of locally constrained directions is a cone. We denote the cone of locally constrained directions atx by G(x).
Definition 2.15 (interior constrained direction). For problem (1) with
Note that the set of interior constrained directions is a cone. We denote the cone of interior constrained directions atx by G 0 (x). G 0 (x) is also referred to as the strictly inward cone [5] .
Obviously, G(x) = ∅ because 0 ∈ G(x). Actually, G(x) is a polyhedral cone and thus closed and convex. It is easy to see that G 0 (x) = int(G(x)). Therefore, cl(G 0 (x)) = G(x) if and only if G 0 (x) = ∅. Geometrically, each vector d ∈ G 0 (x) has a negative projection on the gradients of active inequality constraint functions. This implies that moving fromx along d within a certain range of steps will not violate the constraints. Hence d is a feasible direction. G(x) and G 0 (x) provide analytic representations of the local approximation of F atx. The following theorem reveals the inclusion relations of the cones of directions atx defined above. 
Proof. First, we show that
, we need to show there exists δ 0 > 0 such thatx + δd ∈ F, ∀δ ∈ [0, δ 0 ]. Actually, when i / ∈ I ac (x), we know g i (x + δd) < 0 when δ is sufficiently small because g i (x) is continuous atx. When i ∈ I ac (x), consider the Taylor series expansion of g i (x + δd) atx:
Consequently, g i (x + δd) < g i (x) = 0 when δ is sufficiently small. Therefore,
From the definitions of D(x), A(x) and T (x), it is easy to check that D(x) ⊆ A(x) ⊆ T (x).
Finally, we prove T (x) ⊆ G(x). Suppose that d ∈ T (x) and there exists d ∈ T (x) and i ∈ I ac (x) such that
This contradicts to the feasibility of x k . Hence d ∈ G(x) and T (x) ⊆ G(x).
Theorem 2.16 indicates that G(x) can be slightly larger than (if not equal to) D(x), A(x) and T (x). This means the analytic and geometric representations of the local approximation of F atx are close to each other. By Lemma 2.10, the inclusion relations of the dual cones of the directions atx become G(x)
* . We finish this section by reviewing the cone of gradients, which is the cone generated by the negative gradients of active inequality constraint functions. Definition 2.17 (cone of gradients, [17] ). The cone of gradients atx is
It is easy to prove C(x) and G(x) are dual cones of each other, i.e., C(x) = G(x) * and G(x) = C(x) * . (See for example [16] , [17] .)
3. Motivation and design of constraint qualifications. In this section, we investigate the motivation of introducing a constraint qualification and its geometric meaning in developing KKT conditions for inequality constrained nonlinear programs. This leads to a unified framework of designing constraint qualifications and a four-level categorization scheme of the constraint qualifications. Constraint qualifications for problems with both inequality and equality constraints will be discussed in Section 5. Consider the problem (1) with J = ∅. Recall that we assume thatx ∈ R n is an optimal solution, globally or locally. Geometrically, being optimal means that we cannot decrease the objective function value by movingx to other solutions in F along any feasible directions. As 47] , [19] , [7] ). Ifx is an optimal solution to problem (1) with J = ∅, then the gradient of f (x) atx lies in the dual cone of tangent directions atx, i.e., ∇f (x) ∈ T (x) * .
Lemma 3.1 is generally difficult to check because T (x) and T (x) * are specified by the geometric structure of the feasible region F. Instead, analytically represented optimal conditions are preferred. Theorem 2.16 suggests that G(x) and its dual cone G(x) * can be used to replace T (x) and T (x) * , respectively. Recall that
* , then we have ∇f (x) ∈ C(x). Consequently, there exists µ i ≥ 0 for each i ∈ I ac (x) such that
This means that the steepest descent direction (i.e., negative gradient) of the objective function, −∇f (x), is a conic combination of the gradients of the active constraint functions. Geometrically, this means that in general the active constraints could be violated if we movex along a descent direction of f (x) atx. If we include the gradients of inactive constraints and set µ i = 0 for all i / ∈ I ac (x), then the equation (4) becomes equivalent to the KKT optimality conditions (3) .
In summary, we have obtained the KKT conditions under the condition of G(x) * = T (x) * . In other words, any condition on the constraint functions {g i (x), i ∈ I} such that G(x) * = T (x) * forms a constraint qualification. Geometrically, a constraint qualification requires that, for the local approximation of the feasible region F atx, the analytic representation (the set of locally constrained directions) and the geometric representation (the set of tangent directions) be equivalent.
We now provide a framework of designing constraint qualifications. To make G(x) * = T (x) * hold, we can impose conditions requiring that G(x) * be equal to the dual cone of certain subsets of T (x). Based on the cones of directions T (x), A(x), D(x) and G 0 (x) defined in Section 2, there can be four major types of constraint qualifications listed below.
1.
Furthermore, we can design more constraint qualifications by adding additional assumptions, such as convexity and closeness, on the cones of directions. For example, G(x) = A(x) can be a constraint qualification because it implies G(x) * = A(x) * , yet G(x) = A(x) requires the convexity of A(x). In Section 4, we will provide a detailed discussion about the constraint qualifications designed in this framework. Based on the inclusion relations of T (x), A(x), D(x) and G 0 (x), we categorize constraint qualifications into four levels in terms of their relative strengths. Each level corresponds to one of the four major types listed above. For example, Level 1 contains the constraint qualifications that impose conditions on G(x) and T (x) such that G(x) * = T (x) * holds. The condition of G(x) = conv(T (x)) then belongs to this level. Obviously, Level 1 (G(x) * = T (x) * ) is of the weakest strength and Level 4 (G(x) * = G 0 (x) * ) the strongest. In general, a weaker constraint qualification can be satisfied by more kinds of representations while a stronger constraint qualification may be easier to check. In Section 4, we will review most of the commonly seen constraint qualifications in the literature and identify the levels they belong to.
Note that, if G(x) * = T (x) * is not satisfied atx, we cannot make conclusion about whether KKT conditions hold atx or not. It may depend on the objective function f (x). We take the following two examples to show both cases: (See also [27] .)
The optimal solution isx = (1, 0) T . Atx, we have I ac (x) = {1, 3}, ∇f (x) = (−2, 2)
T , ∇g 1 (x) = (0, 1) T and ∇g 3 (x) = (0, −1) T . The KKT conditions fail to hold atx. Moreover, T (x) = {d ∈ R 2 |d 1 ≤ 0, d 2 = 0} and G(x) = {d ∈ R 2 |d 2 = 0}. Therefore, T (x) * = {d ∈ R 2 |d 1 ≤ 0} and G(x) * = {d ∈ R 2 |d 1 = 0}. The constraint qualification G(x) * = T (x) * is not satisfied.
The optimal solution isx = (1, 0)
is not satisfied atx. However, the KKT conditions hold atx because ∇f (x) + 0 · ∇g 1 (x) + 2 · ∇g 3 (x) = 0.
4. Commonly seen constraint qualifications. In this section, we continue the discussion in Section 3 about the constraint qualifications that can be designed in our framework. We review most, if not all, of the commonly seen constraint qualifications in the literatures, identify the categories they belong to and show the inter-relations among them.
4.1. Level 1: G(x) * = T (x) * . Constraint qualifications on the conditions of G(x) and T (x) such that G(x) * = T (x) * belong to this level. Examples are G(x) = cl(conv (T (x) )), G(x) = conv(cl (T (x) )), G(x) = conv(T (x), G(x) = cl(T (x)) and G(x) = T (x). It is known that cl(conv(T (x))) = conv(cl(T (x))) = conv(T (x)) [38] and easy to see cl(T (x)) = T (x). Therefore, G(x) = cl(conv(T (x))) and G(x) = T (x) are two different types of constraint qualifications in this level. They are referred to as Guignard's and Abadie's constraint qualifications, respectively, in the literature.
4.1.1. Guignard's constraint qualification. Guignard's constraint qualification [19] requires that G(x) = cl(conv(T (x))).
Gould and Tolle [16] proved that it is the necessary and sufficient condition that KKT conditions hold true for any objective function of whichx is an optimal solution in F = {x ∈ R n |g i (x) ≤ 0, ∀i ∈ I}. In this sense, Guignard's CQ is the weakest possible constraint qualification.
Abadie's CQ requires that T (x) be a convex cone. Hence this condition is stronger than Guignard's CQ. Abadie's CQ is equivalent to a specialization of Hestenes' constraint qualification [20] in a finite-dimensional space [38] .
Level 2: G(x)
* = A(x) * . Similar to Section 4.1, we can design constraint qualifications in this level. Note that cl(conv(A(x))) = conv(cl(A(x))) = conv(A(x)) [38] and cl(A(x)) = A(x). Then G(x) = cl(conv(A(x))) and G(x) = A(x) are two different types of constraint qualifications in this level. They are seen in the literature as AHU's constraint qualification and Kuhn-Tuker's constraint qualification, respectively. 4.2.1. AHU's constraint qualification. Arrow-Hurwicz-Uzawa's constraint qualification (AHU's CQ) [4] is G(x) = cl(conv(A(x))).
Kuhn-Tucker's constraint qualification. Kuhn-Tucker's constraint qualification [4] is G(x) = A(x).
Kuhn-Tucker's CQ is equivalent to Hurwicz's constraint qualification [22] specialized in a finite-dimensional space [4] . Note that the definition of A(x) in Kuhn and Tucker's original paper [27] was slightly different. In the definition of attainable directions in [27] , α(δ) was required to be differentiable everywhere in [0, 1] . This requirement was relaxed in [4] which is used here.
Level 3: G(x)
* = D(x) * . The constraint qualifications in this level can be designed in the same way as in Sections 4.1 and 4.2. Note that cl(conv(D(x))) = conv(cl(D(x))) [38] . Then, 
Level 4: G(x)
is a constraint qualification in this level. Besides, a constraint qualification that is a sufficient condition for cl(G 0 (x)) = G(x) can also be categorized in this level. Such constraint qualifications include Slater's constraint qualification and the linear independence constraint qualification. 4.4.1. Cottle's constraint qualification. Cottle's constraint qualification [12] requires that G(x) = cl(G 0 (x)). Note that Cottle's CQ is equivalent to G 0 (x) = ∅.
4.4.2.
Variants of G 0 (x) and corresponding constraint qualifications. We review two constraint qualifications that are closely related to Cottle's CQ. There exist other cones of directions in the literature that are between G 0 (x) and D(x). The active constraint functions are classified by linear/nonlinear or pseudoconcave/nonpseudoconcave ones in this approach. They can be viewed as slightly relaxed variants of G 0 (x). Define G 1 (x) and G 2 (x) as
The following lemma and corollary reveal the inter-relations among Abadie's second CQ, AHU's second CQ and other constraint qualifications:
Lemma 4.1. For problem (1) with J = ∅, letx be an optimal solution. Then
Proof. It's easy to see that 
4.4.3.
Slater's constraint qualification. Slater's constraint qualification [44] requires that g i (x) be pseudoconvex atx, ∀i ∈ I ac (x), and there existsx ∈ R n such that g i (x) < 0, ∀i ∈ I ac (x). Proof. Suppose that Slater's CQ is satisfied. For i ∈ I ac (x), we have In Figure 1 , we summarize the inter-relations among the constraint qualifications studied in this section using the proposed four-level categorization scheme.
5.
Problem with inequality and equality constraints. In this section, we review the constraint qualifications for problem (1) with both inequality and equality constraints, i.e., problem (1) with J = ∅. For this problem, the KKT conditions (3) become
The approach we adopt to design constraint qualifications for problem (1) with J = ∅is to replace each equality constraint h j (x) = 0 by two inequality constraints h j (x) ≤ 0 and −h j (x) ≤ 0. The reformulation of problem (1) becomes
Consider the cones of directions T (x), A(x), D(x), G(x) and G 0 (x) for problem (5) . Note that the forms of T (x), A(x) and D(x) remain the same as defined in Section 2 because they are determined only by the geometric structure of F. D(x) could be the set of zero vector {0} if h j (x) is nonlinear for some j ∈ J. It is easy to see G(x) is of the form
and its dual cone C(x) is of the form
The major difference between the cones of directions atx for problem (5) and problem (1) with J = ∅) is that G 0 (x) is always the empty set in (5) because G(x) has no interior points. Therefore, cl(G 0 (x)) = G(x) fails to hold. In this sense, we use the relative interior of G(x) to replace the role of G 0 (x). Note that the set of relative interior constrained directions atx is a cone. We denote the cone of relative interior constrained directions atx by H 0 (x). It is easy to check that H 0 (x) is the relative interior of G(x). Hence cl(H 0 (x)) = G(x) if and only if H 0 (x) = ∅. To replace the role of G 0 (x) by H 0 (x) in the inclusion relations of Theorem 2.16, we need additional conditions. For example, if the gradients of equality constraints {∇h j (x), j ∈ J} are linearly independent, then
Remark 5.1 (on the condition of {∇h j (x), j ∈ J} being linearly independent). Let
Denote the cones of tangent directions of F 1 and F 2 atx by T F1 (x) and T F2 (x), respectively, and denote the cones of locally constrained directions of F 1 and F 2 atx by G F1 (x) and G F2 (x), respectively. Moreover, denote the cones of interior constrained directions of F 1 and F 2 atx by G 0 F1 (x) and G 0 F2 (x), respectively. It is easy to verify that
. The necessary and sufficient condition of
. If the dimension of T F2 (x) is m and there exist n − m linearly independent vectors in {∇h j (x), j ∈ J}, then G F2 (x) = T F2 (x) (See for example [31] .). Note that n−m ≤ |J|. Therefore, the linear independence of {∇h j (x), j ∈ J} implies G F2 (x) = T F2 (x). Under this condition, we have H 0 (x) ⊆ T (x). Similar discussion can be applied for H 0 (x) ⊆ A(x).
Remark 5.2 (on the condition of {h j (x), j ∈ J} being affine). D(x) may contain no straight line segments if some of the equality constraint functions are nonlinear. In this case,
It is easy to verify that if {h j (x), j ∈ J} are affine and {∇h j (x), j ∈ J} are linearly independent, then H 0 (x) ⊆ D(x).
We summarize the discussion above in the following theorem:
Ifx is an optimal solution to problem (1) with J = ∅, then
, j ∈ J} are affine and {∇h j (x), j ∈ J} are linearly independent, then
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Next, we generalize the constraint qualifications in Sections 3 and 4 for problem (1) with J = ∅. The constraint qualifications designed in the sense of quasinormality ofx, including the quasinormality condition, the constant positive linear independence constraint qualification (CPLD) and the constant rank constraint qualification (CRCQ), are also reviewed. These constraint qualifications require properties of the constraints not only atx but also in a neighborhood ofx. Historically, they were not explicitly specified by the cones of directions atx. We compare these constraint qualifications with the constraint qualifications designed in our framework to categorize them into appropriate levels by their relative strengths.
In this level, Guignard's CQ of G(x) = cl(conv(T (x))) and Abadie's CQ of G(x) = T (x) can be generalized. The quasinormality condition is also categorized in this level because it is a relatively weak condition that implies Abadie's CQ. However, quasinormality does not admit an intuitive geometric interpretation [8] .
5.1.1. Quasinormality condition. The quasinormality condition [21] requires that there exist no nonzero vector (µ, ν) ∈ R |Iac(x)|+|J| and no sequence {x k } ⊆ R n such that (i) i∈Iac(x) µ i ∇g i (x) + j∈J ν j ∇h j (x) = 0; (ii) µ i ≥ 0, ∀i ∈ I ac (x); (iii) x k →x as k → ∞; (iv) µ i g i (x k ) > 0 for all k and all i with µ i = 0, and ν j h j (x k ) > 0 for all k and all j with ν j = 0.
The quasinormality condition implies Abadie's CQ [21] . Bertsekas and Ozdaglar [9] , [37] extended the quasinormality condition and proposed the pseudonormality condition that is stronger than the quasinormality condition.
Level 2: G(x)
* = A(x) * . Similar to Guignard's CQ and Abadie's CQ in Level 1, AHU's CQ of G(x) = cl(conv(A(x))) and Kuhn-Tucker's CQ of G(x) = A(x) can be directly generalized in this level.
Level 3: G(x)
* = D(x) * . In this level, the four constraint qualifications G(x) = cl(conv (D(x) )), G(x) = cl(D(x)), G(x) = conv(D(x)) and G(x) = D(x) can still be used for problem (1) with J = ∅. Zangwill's CQ is G(x) = cl(D(x)).
Level 4: G(x)
* = H 0 (x) * . When H 0 (x) ⊆ T (x), we can replace G(x) * = G 0 (x) * by G(x) * = H 0 (x) * in Level 4. Recall that the linear independence of {∇h j (x), j ∈ J} is a sufficient condition of H 0 (x) ⊆ T (x). Under this condition, Cottle's CQ (equivalent to Mangasarian-Fromovitz's CQ in Section 5.4.2), Slater's CQ and LICQ can be generalized for problem (1) . Note that Cottle's CQ implies Zangwill's CQ under the condition that {h j (x), j ∈ J} are affine. As will be seen, CPLD and CRCQ can be viewed as relaxations of MFCQ and LICQ. They are then categorized in this level. 6. Conclusions. We have investigated the motivation of introducing constraint qualifications in developing KKT conditions for nonlinear programs and provided a geometric meaning of constraint qualifications. A unified framework of designing constraint qualifications has been proposed. This framework leads to a four-level categorization scheme of constraint qualifications by their relative strengths. By applying the scheme, we have reviewed most, if not all, of the commonly seen constrain qualifications in the literature and demonstrated the inter-relationship among them. This paper reveals the essence of constraint qualifications and the important role of constraint qualifications in nonlinear programming. The proposed framework provides a systematic view of existing constraint qualifications in the literature and helps design new constraint qualifications of readers' specific interests. The four-level categorization scheme can be used to compare different constraint qualifications in terms of their relative strengths and mutual relations.
Constraint qualifications are essential in many aspects of nonlinear programming, such as duality theory, sensitivity analysis and convergence of computational methods. Studies on motivation and interpretation of constraint qualifications in these aspects are necessary and helpful. Extended research may include reviewing constraint qualifications for nonlinear programs in infinite-dimensional spaces and investigating abstract optimality conditions without constraint qualifications.
