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Abstract
Demands for fast execution of image processing are a driving force for today's comput
ing market. Many image processing applications require intense numeric calculations
to be done on large sets of data with minimal overhead time. To meet this chal
lenge, several approaches have been used. Custom-designed hardware devices are
very fast implementations used in many systems today. However, these devices are
very expensive and inflexible. General purpose computers with enhanced multimedia
instructions offer much greater flexibility but process data at a much slower rate than
the custom-hardware devices. Digital signal processors (DSP's) and media proces
sors, such as the MAP-CA created by Equator Technologies, Inc., may be an efficient
alternative that provides a low-cost combination of speed and flexibility.
Today, DSP's and media processors are commonly used in image and video encod
ing and decoding, including JPEG and MPEG processing techniques. Little work has
been done to determine how well these processors can perform other image process
ing techniques, specifically image rendering for printing. This project explores various
image rendering algorithms and the performance achieved by running them on a me
dia processor to determine if this type of processor is a viable competitor in the
image rendering domain. Performance measurements obtained when implementing
rendering algorithms on the MAP-CA show that a 4.1 speedup can be achieved with
neighborhood-type processes, while point-type processes achieve an average speedup
of 21.7 as compared to general purpose processor implementations .
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GLOSSARY
BINARY IMAGE: A raster image consisting of pixels that are either
"on"
or
"off"
;
binary image samples are single-bit values.
COLOR FORM DROPOUT: The process of converting color form documents to black
and white by removing the colors that are part of the blank form and maintain
ing only information entered in the form [41].
CONTINUOUS TONE IMAGE: A raster image consisting of n-bit samples which have
values between 0 and 2n-l.
CST: Color Space Transformation, The process of converting a pixel from one
colorspace to another; usually accomplished with a matrix multiplication.
DSP: Digital Signal Processor, A special type of microprocessor designed to pro
cess large amounts of digital data in real time; these processors are often used
in audio, video, and imaging equipment.
DIGITAL HALFTONING: A process by which electronic images are converted to a
binary representation that is suitable for printing or display on a high contrast
device, such as a printer [30] .
ERROR DIFFUSION: An adaptive halftoning algorithm that uses the threshold er
ror feedback to produce patterns with different spatial frequency content, de
pending on the input image values [25] .
HALFTONE CELL: An two-dimensional array of threshold values used to produce
a halftone image.
viii
HALFTONING: The process of transforming an image with greater amplitude reso
lution to one with lesser amplitude resolution [49] ; halftoning converts continuous-
tone images for display on devices which support few, typically two, tone levels.
INVERSE HALFTONING: A process that reconstructs a continuous-tone image from
a binary halftone version of the original [25]; also known as descreening.
MEDIA PROCESSOR: Processors similar to DSP's, with extra hardware compo
nents, including variable length encoders/decoders and video processing hard
ware, to process data such as pixels, colors, sounds, and motion [47].
ORDERED DITHER: Halftoning process which uses a fixed pattern of numbers to
indicate the order of turning pixels on within a halftone cell [25] ; also known as
screening.
PIXEL: The smallest visible segment of an image; a grayscale pixel consists of a
single sample, whereas color pixels are made up of multiple samples.
RISC: Reduced Instruction Set Computer, A family of computer processors that
focus on reducing the number and complexity of instructions available on the
machine.
SAMPLE: The smallest segment of an image; in grayscale images, one sample forms
a single pixel, whereas in color images, several samples, typically three, combine
to form a single pixel.
VLIW: Very Long Instruction Word, A fixed number of instructions are formatted
as one long instruction word or packet by the compiler.
ix
Chapter 1
INTRODUCTION
Demands for fast execution of image processing are a driving force for today's
computing market. Scientists and engineers are on a never-ending quest to find better
ways of processing data. 'Better', in regards to image processing implementations,
can be described with three factors: speed, cost, and flexibility.
Speed is probably the first factor that comes to mind when evaluating the ability
of a particular implementation. This factor describes how fast the job can be done. In
a technologically advanced world where 'time is money', this factor is very important.
The second factor is equally as important, especially in times of economic uncer
tainty. Everyone is trying to get as much as possible, without having to spend a lot
of money. If a method of image processing is available that is slightly slower than
another method, but at a fraction of the cost, cost-conscious developers are more
likely to select the slower, cheaper method.
Flexibility is another factor, which can loosely be tied to both speed and cost. In
order to improve the results of a particular algorithm, changes are constantly being
made and those changes need to be incorporated into the implementation. Without
flexibility, these enhancements are difficult to implement and test. Flexibility in an
implementation may also help to reduce cost. If one device can be used to perform
more than one job, the overall cost will be reduced; instead of having to buy several
different devices, only one is needed.
These three factors are important in all computing fields, but especially so in the
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image processing world. Many image processing applications require intense numeric
calculations to be done on large sets of data with minimal overhead. This requires
efficient implementations which can work on a large amount of data in very little
time. The cost of the implementations must be kept in check, as well, so that the
products which use the implementations can be made profitable for the company. In
addition, if one device will accomplish many different jobs, it is often more attractive
than a single-use system.
To meet this challenge of today's image processing markets, several approaches
have been used. Application Specific Integrated Circuits (ASIC's) are devices that
consist of hardware which is specially designed to perform the required task. Although
these devices can result in very fast implementations of a particular job, this solution
is very expensive in terms of development costs. Also, the purchase cost of a particular
ASIC is very high, unless thousands of units are purchased. This, of course, reduces
the amount of flexibility available in the chip - any changes to the algorithm require
redesign of the chip and replacement of all of the obsolete devices.
General purpose computers offer much greater flexibility and lower cost than the
custom-hardware devices. However, these processors process data at a much slower
rate. Even new general-purpose processors, with enhanced multimedia instructions,
are often much slower than the hardware solutions.
Digital signal processors (DSP's) and media, processors, such as the MAP-CA DSP
created by Equator Technologies, Inc., may provide an efficient alternative to current
image processing technologies. These processors provide an inexpensive combination
of speed and flexibility. Many new versions of these processors are programmed
using a high-level programming language, so changes in particular algorithms are
easy to implement. The architectures of the processors are designed for efficient
signal processing, including specialized hardware and various I/O interfaces, which
makes them able to process different kinds of data in various formats. In addition to
data format flexibility, the specialized hardware components provide these DSP's the
ability to handle large amounts of data very quickly and efficiently.
Currently, these types of processors are being used in image and video processing
applications. Popular applications include JPEG and MPEG encoders and decoders.
Currently, these processors are not being used in image rendering systems. Image
rendering is the portion of image processing that is concerned with converting a
continuous-tone image into a format that can be viewed on a screen or printed by a
printer. This thesis explores various image rendering algorithms and the performance
achieved by running them on a DSP, namely Equator Technologies' MAP-CA DSP,
to determine if this family of processors is a viable competitor in the image rendering
domain.
This document is organized as follows: the following chapter provides a brief in
troduction to general image rendering algorithms. Chapter 3 provides an overview of
digital signal and media processors, and provides details about the Equator MAP-CA
processor. General implementation techniques used in this analysis are provided in
Chapter 4. Chapters 5 through 8 address each algorithm implemented for this thesis
- details about the algorithm, techniques used to implement the algorithm on the
MAP-CA, and performance comparisons between the general purpose processor im
plementation and the DSP implementation are provided. Finally, Chapter 9 provides
a general discussion about the performance results.
Chapter 2
IMAGE RENDERING TECHNIQUES
2.1 Digital Halftoning
Halftoning is the process of producing a continuous-tone image on a device which
supports typically two tone levels, such as a printer. This process has been done for
over a hundred years in the printing industry. In 1852, William Henry Fox Talbot
placed a piece of cloth gauze between a photographic negative and the photoengraving
plate during the exposure process [43] . This produced an image made up of variable
sized dots. The dots gave the illusion of continuous-tone color - larger dots created
the appearance of darker color, while smaller dots achieved lighter regions. For years,
this technique was used to incorporate images into printed media.
More recently, much research has been put into extending these optical halftone
techniques to the digital world. Digital halftoning is the process of converting contin
uous tone, electronic images into binary images for display on such devices as printers.
Continuous-tone image pixels can take on many different values (an 8-bit pixel can
have values between 0 and 255), whereas printed pixels can only take on two values
(ink or no ink). Many different halftoning techniques have been introduced and are
being used in the image rendering world today.
2.1.1 Ordered Dither Halftoning
Early electronic halftoning began with noise encoding and quantization of images
for display. One early method [39] reduced the visibility of contours by adding a
small amount of random noise (a process known as dithering) to the image before
quantization. Other methods showed that by adding deterministic (ordered) functions
to the signal, more visually pleasing images result [33]. This process became known
as ordered dithering.
Classical methods of halftoning produce black dots whose size or width is deter
mined by the gray level of the original image. In digital halftoning, this is achieved
using an additive process. In this process, a periodic screen is added to the image,
and the sum is thresholded at the halfway point. This can also be achieved by doing
a point-by-point comparison between the image and the halftone screen.
In the standard digital halftoning process, a two-dimensional array of ordered
threshold values1 is created. This array is made large enough to contain one halftone
cell. As the image is halftoned, this array is replicated over the entire image to form
a screen over the image. The screen is made large enough so that a threshold value
aligns with each pixel in the image. The output is then obtained by comparing the
image pixel to the corresponding threshold value. If the image pixel is brighter, the
output pixel is turned on; otherwise, the output is turned off.
Figure 2.1 shows a small example of how a halftone screen can be used to create
various gray levels. In most cases, a real halftone screen would be much larger than
the one shown here, but the idea is still the same. The resulting image segments that
are shown can be achieved by assuming the original image fragment is a constant
block of pixel values, increasing in value for each segment shown. As the pixel values
increase, more pixels in the output block will be turned to black, thus making the
region appear darker. The blackened pixels will progress in the manner dictated by
the screen.
^his two-dimensional array of threshold values is commonly referred to as a halftone screen or
dithering mask.
Halftone CeU
O^*
**
Output for Increasingly Darkened Input Segments
Figure 2.1: Halftone Dot Progression.
Two main types of halftone screens are used - clustered dot and dispersed dot.
Figure 2.1 shows a clustered dot screen. Clustered dot screens are set up so that as the
image color gets darker, the darkened output pixels are touching one another. This
helps to deal with the spread of ink as it is being put onto paper by a printer, making
clustered dot halftoning attractive for printing purposes. With dispersed dot screens,
the darkened pixels are spread out across the screen. Halftoning with dispersed dot
screens achieves better image quality, but it is not desirable for printing [37].
By choosing the screen values appropriately, various visual affects can be achieved.
Many halftone screens, for example, are designed to form a screen angle relative to
the image scan direction2. This is especially true for the halftoning of color images.
Often when halftoning color images, different screen angles are used for each color
separation. This helps to avoid interference between the color planes [2] . The design
2Image scan direction is left to right, top to bottom.
of halftone screens is a large research body in and of itself, and it is beyond the scope
of this thesis. The purpose here is to take an existing screen and use it to halftone
an image.
Reference [22] describes a method of treating irregularly shaped halftone cells of
various angles as rectangular arrays. Halftone masks that specify a screen angle are
irregularly shaped, e.g. parallelograms. These are very awkward to use in a dithering
implementation, whether it is a hardware or a software implementation. Rectangular
arrays are much easier to store and use. In [22], rectangular halftone cells are used
with a shift parameter. This shift parameter tells how much each vertical replication
of the halftone cell must be shifted to the right so as to achieve the desired screen
angle. This removes the need to process irregularly shaped halftone cells.
In [4], a dispersed dot dithering implementation is presented in which the entire
halftone cell need not be stored in memory at all. Only several parameters of the cell
are stored, such as size of the cell and two of the threshold values. The other cell
values are computed during the halftone processing as they are needed. This method
requires less memory, since not all halftone cell values must be stored in memory.
2.1.2 Error Diffusion
Error diffusion, a one-pass sequential halftoning algorithm with feedback, has been
used, analyzed, modified, and extended for over 25 years. This method of halftoning
was developed as an alternative to halftone dithering. In 1975, Robert Floyd and
Louis Steinberg proposed the first error diffusion algorithm at the annual meeting of
the Society of Information Display [19]. This new halftoning technique began a flurry
of research in the area. This invention led to many important developments, most
notably the concept of blue noise patterns used for ordered dither screens [48] .
Error diffusion produces halftones of higher image quality than classical dither
ing methods, with the tradeoff of increased computational complexity and memory
requirements [13]. In dithering methods, each pixel is thresholded independently,
whereas error diffusion requires a neighborhood process in addition to the threshold
step. "Qualitatively speaking, error diffusion accurately reproduces the gray level in
a local region by driving the average error to zero through the use of
feedback." [28]
This feedback helps to keep the average intensity level of a local area in the resulting
image similar to the intensity level of that area in the original.
Error diffusion, in general, is a relatively straightforward algorithm. The block
diagram is shown in Figure 2.2 (a) [49]. Each pixel of the image is compared to
some threshold value3. If the image pixel is greater than this threshold, the output
pixel is turned on; otherwise, the output pixel is turned off. The error between the
input pixel and the output pixel is then calculated and distributed, or diffused, to
the neighboring pixels. This diffusion is achieved by multiplying the error term by
some weight factors, and adding the results to the future pixels. The weight factors,
as described by Floyd and Steinberg, are shown in Figure 2.2 (b) [49].
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Figure 2.2: (a) Error diffusion block diagram, (b) Error filter identified by Floyd and
Steinberg.
3The threshold is typically a mid-level value, such as 128 for 8-bit pixels.
Since the original algorithm was developed, many different modifications have been
explored. For example, several modifications to the error filter shown in Figure 2.2 (b)
are described in [42] . Reference [29] discusses the results obtained when modifying the
scan direction of the error diffusion process. These and several of other modifications
to error diffusion are discussed in [31]. The original algorithm, however, is still very
popular today.
Color Error Diffusion
Many different approaches have been tried to apply error diffusion to color images.
The first attempts at color error diffusion treated each color plane as a separate image,
and processed them all independently. This process is commonly referred to as scalar
or separable error diffusion of color images [32].
When processing color images with scalar error diffusion, however, the human
visual system is not taken into account [18] . This means that there is no way to reduce
the amount of perceptual noise in the resulting image. For example, the halftoned
output of a uniform gray input will have half the pixels
'on'
and half the pixels 'off' for
each color plane. The appearance of the output image is determined by the relative
locations of the 'on' and 'off' pixels. In scalar error diffusion, there are four possible
alternations: black/white, blue/yellow, green/magenta, and red/cyan. Among them,
the black/white and blue/yellow alternations are visually more noisy. However, there
is no way to select the less noisy alternations using scalar error diffusion.
Several methods have been introduced to incorporate the different color separa
tions during the error diffusion process so that the less noisy alternations can be
selected. Reference [8] , for example, proposes a method of treating the values of the
different color channels as a single vector, and performing the error diffusion using
that vector. This requires the processing of 3-dimensional vectors. Although this
method produces superior images, it requires significantly greater computation than
the scalar error diffusion.
As an alternative, [18] proposes a semi-vector error diffusion method. The ob
servation used in this method is that the Y component of a CMY image is almost
orthogonal to the C and M components. This means that the Y component could
be processed independently of the C and M components, without degrading image
quality. The 3-dimensional color vector can then be reduced to two dimensions. The
C and M components are used in the vector error diffusion, and the Y component
can be processed using scalar error diffusion. This method produces images that
are similar to those produced with vector error diffusion, but with significantly less
computational cost.
Multilevel Error Diffusion
Today, many printers have the ability to print more than one shade of a color. With
these printers, multilevel output images are possible. Instead of having only two
output levels, several different levels can be used. In most cases, however, there are
still fewer output levels available on a printer than are used in a continuous-tone
image. Therefore, halftoning is used for producing images on these printers, as well.
Error diffusion can easily be extended to produce multilevel output images. This
can be accomplished using look-up tables (LUT's) for output and error values [26].
Before the processing begins, a table is generated which maps all possible input values
to the appropriate output values, based on the number of output levels desired. A
table of associated error values is also computed. This error diffusion algorithm is
the same as shown by Figure 2.2 (a), with a modification to the thresholding step.
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The thresholding step is replaced by a quantization, i.e. a table look-up. The error-
adjusted pixel value is used to index into these tables to obtain both the output
value and the corresponding error. The error is then diffused to the future pixels, as
described by Figure 2.2 (b).
Parallel Error Diffusion
Although error diffusion is a sequential algorithm, many attempts have been made to
implement it in a parallel environment. Reference [7] shows an FPGA implementation
of error diffusion in which several processing cores are used to process the scanlines
of an image in parallel. Reference [46] discusses a circuit designed to process images
with error diffusion in a parallel manner. Finally, a software-based approach to paral
lelizing error diffusion is discussed in [1]. This approach uses the sub-word parallelism
available in the MMX extensions to the Intel processor instruction set.
2.1.3 Inverse Halftoning
Inverse halftoning, also know as descreening, is the process of constructing a mul
tilevel image from a binary halftone version of the original [25]. This process has
become important since the 1970's as higher expectations for image quality are being
demanded, as well as advancements in image display and printing. After an image
has been halftoned, it is very difficult to perform any subsequent processing on it,
such as scaling or enhancement. In order to perform more processing on such images,
they must be converted to a multilevel format. An example of when this processing
would happen is after scanning an image print. When the image is sent to a printer,
it is halftoned. This halftone image is then scanned back into a computer using a
scanner. In order to return the image to an approximation of the original, inverse
11
halftoning is performed4.
Several methods of inverse halftoning exist. Low pass filtering is the most common
method of performing inverse halftoning [25]. The problem with low pass filtering
is that the inherent smoothing capability of a low pass filter. This smoothing will
remove all edge information and cause the final inverse image to be blurry. Some other
methods require prior knowledge of the halftone cell used to produce the halftoned
image [35]. This limits the ability of the inverse halftoning process to only those
halftoned images for which the halftone cell is known. Several other methods, such
as successive approximation [3] and logic filtering [17], require an estimation of the
halftone cell. The image is used to try to determine the shape of the halftone cell
used to create it, and that information is then used to inverse the halftoning process.
Fan applied the process of sigma filtering to inverse halftoning [16]. Generally,
sigma filtering is used to remove noise from grayscale or color images. Sigma filtering
works by averaging those pixels in the neighborhood which lie within a certain inten
sity range of the center pixel. In areas where the pixels have similar values, sigma
filtering acts like an averaging filter. In areas of high contrast, the pixels included in
the average are only those pixels near the same value as the center. This helps to
preserves edges within the image.
This sigma filering process can be applied in a progressive manner to convert
a halftoned image to continuous-tone. The first step uses an intensity range of -
1 < g < 1, where g is the center pixel in the neighborhood. Because the input
pixels will be either 0 or 1, using this intensity range will act as an averaging filter.
Subsequent iterations of the process reduce the intensity range of the averaged pixels.
4It is important to note that the descreened image will be an approximation to the original. The
process of halftoning removes detailed tone information from the original image, which cannot be
completely retrieved through an inverse process.
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One modification to the original sigma filtering algorithm is a preselected value for
each iteration, K. The parameter K is used to help get rid of sharp spot noises (salt-
and-pepper noise) caused by a few pixels in a neighborhood. If the number of pixels
in a neighborhood within the specified intensity range is less than this value, a regular
average is used; otherwise, the average takes into account only those pixels within the
intensity range specified by the center pixel.
2.2 Color Form Dropout
Color dropout refers to the process of converting digitized color forms to black and
white documents. This process is typically achieved by automatically removing all
of the background information from the form, except that which is entered when the
form is filled out. One important reason for this process is to remove any noise and
extraneous information from the form so that it could be processed using some kind
of optical character recognition process [51].
Many different algorithms exist for performing color dropout. Some existing meth
ods for color dropout require a blank form to be stored in memory. In [36], the newly
scanned form is compared to the blank form in memory, and the areas that match,
i.e., the form lines and labels, are removed. This approach suffers from many dis
advantages, including increased memory requirements and inflexibility - this kind of
dropout will only work with forms that are stored in memory. Other methods re
quire high computational complexity, e.g. [34] uses the distance transformation and
gradient flow to remove form lines.
An automatic method of color form dropout was proposed in [40]. This method
sets various parameters for non-dropout colors, namely non-dropout centers and tol
erances, and uses those parameters to determine which pixels will be set to black and
13
which will be set to white. This approach is attractive for several reasons. First, the
algorithm is flexible. The non-dropout colors are chosen without prior knowledge of
the input form. This allows the algorithm to be used with any input document. Also,
the method has low memory requirements and allows for a high level of parallelism.
Since each pixel is processed independently of all others, this approach is ideal for
parallel implementations. Reference [41] describes a parallel FPGA implementation
of this algorithm.
Sometimes, it would be desirable to keep additional information from the scanned
form. For example, in a large form, it might be useful to keep the form lines and
labels in the final document. This would be useful in case a human needs to process
the document after the color dropout is done. Without this additional information, it
would be nearly impossible to determine what data corresponds to which areas of the
form. One way of keeping this additional information would be to perform multilevel
color form dropout. This type of processing would result in an output document
which would contain black areas (the important data), gray areas (other information
that would be useful), and white areas (the background).
This, of course, leads to the question of which areas should be set to gray. Three
different approaches were developed and used for this purpose. The first two methods
are semi-automatic. The non-dropout color regions are pre-defined, independent of
the input document. The last method is fully automatic - the color regions are
determined based on the input document.
The first method is a simple extension of the bi-level dropout algorithm. In this
case, similar color centers are used, but the tolerances are modified. For the black
output, a smaller tolerance is used. The gray output uses the same color centers, but
with a larger tolerance. This method was designed so that any incoming pixels which
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contain blue will be set to either black or gray output.
The second method of determining the non-dropout color regions uses the different
color axes. In this case, the darkest colors (black and dark blue) are set to black output
and other dark colors are set to gray output. In RGB space, these colors correspond
to the red, green, and blue axes. By using the axes as guidelines, all dark colors will
be turned to either black (if the original colors are black or dark blue) or gray (if any
of the three colors in the pixel is dark). This method accounts for the fact that many
forms contain not only blue lines, but red and green lines, as well.
The final method for determining non-dropout color regions is a fully automatic
approach. In this method, the different color regions would be determined by per
forming a pre-processing step on each input document before the dropout is done.
This pre-processing step would group the pixels of the input image into various clus
ters. These clusters are then used to determine which areas should be set to black,
gray, and white.
To perform this clustering, a common algorithm known as K-Means clustering
can be used. This is a popular algorithm which groups input points of r-dimensional
space into k clusters. The pseudo-code for this algorithm is shown below [9].
Initialize k cluster centers
Do
For each pixel in image
Calculate distance to each cluster center
Assign pixel to cluster with minimum distance
Re-compute cluster centers based on pixels assigned to that cluster
While cluster centers don't change
Another consideration in performing this color dropout is the non-uniformity of the
RGB colorspace. A more uniform space to use for this technique is the Luminance-
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Chrominance space, YC(,Cr [40]. For this approach, the incoming RGB pixels, as
well as the non-dropout color centers, would have to be transformed into the YCftCr
space using a colorspace transform step [24]. This is slightly more computational
effort. However, it is easily justified by the superior results achieved by using the
Luminance/Chrominance colorspace.
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Chapter 3
DIGITAL SIGNAL AND MEDIA PROCESSORS
3.1 Introduction to DSP's and Media Processors
A digital signal processor is a special type of microprocessor designed for "the mathe
matical manipulation of digitally-representedsignals"[6] . One of the main advantages
of these processors is the ability to process data in real time. This allows them to
perform functions that cannot tolerate any kind of significant delay time. As a re
sult, DSP's are commonly used in audio, video, and imaging equipment, where large
amounts of data must be processed with minimal overhead time.
Although many different kinds of DSP's exist, most are designed with the same
basic characteristics [6]. To efficiently process incoming digital signals, the architec
ture of a DSP is designed to perform specialized high-speed arithmetic. This includes
specialized instructions, as well as dedicated hardware components used to perform
those special operations. Secondly, DSP's are required to communicate with the out
side world. To assist with this communication, these processors have various input
and output interfaces, including analog-to-digital converters, serial and parallel com
munications ports, and direct memory access (DMA) controllers. Finally, the memory
architectures of these processors are designed to accommodate multiple memory ac
cesses as quickly as possible. To accomplish this, many of these architectures include
multiple memory banks, as well as multiple read and write ports, which offer more
than one method of accessing each memory bank. In addition, these processors are
usually equipped with a large number of registers to efficiently handle data that has
been read from the memory banks.
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The most popular DSP's in the market are the TMS320 family of processors, of
fered by Texas Instruments (TI). From the first generation TMS320C10, created in
1983, TI has been on the leading edge of DSP technology, developing new enhance
ments to their DSP technology. Figure 3.1 shows this family of processors [45]. Other
popular vendors of DSP's include Analog Devices, Lucent Technologies, Motorola,
and Equator Technologies.
Processor
Platform
Year To
Market
Architecture
Clock
Rate
Special Instructions/Capabilities
Peripherals/Co
processors
TMS320C1X 1983
16-bit fixed
point
20MHz
Combines flexibility of a high-speed
controller with ability of an array
processor
N/A
TMS320C2X 1985
32-bit fixed
point
20-
150MHz
C/C++ efficient
8K-128K Flash, 10-/12-
bit ADC
TMS320C3X 1988
32-bit floating
point
75MHz
Variable-width EMIF, relocatable
IVT, edge-/level- triqqered interrupts
2-channel DMA with
configurable priorities
TMS320C4X 1989
32-bit floating
point
60MHz
Optimized for parallel processing;
simple interface between chips
N/A
TMS320C5X 1991
32-bit fixed
point
50-
200MHz
Variable-Length Instructions (8-48
bit), Low Power Requirements
6-channel DMA, Video
Hardware Extensions
TMS320C6X 1997
32-bit fixed
point, VLIW
150-
720MHz
Multichannel Voice, Data, and
Imaging
33MHz PCI, 64-
channel DMA, Viterbi,
Turbo
TMS320C67 1997
32-bit floating
point, VLIW
100-
225MHz
IEEE single- and double-precision
floating point
4-/16-channel DMA
TMS320C8X 1996 32-bit, MIMD 50MHz
Consists of RISC master processor
with four parallel processing DSPs
N/A
Figure 3.1: Family of Processors Offered by Texas Instruments.
Many different DSP architecture technologies are available today [15]. Conven
tional DSP's are low-cost, low-performance processors that can issue and execute
one instruction per cycle. These processors typically include a single multiply or
multiply-accumulate unit in addition to an ALU, but few other execution units. The
first several TMS320 processor platforms fit into this category, up to the TMS320C3X.
Enhanced-conventional DSP's achieve better performance by employing faster clock
speeds and additional hardware. This additional hardware includes parallel execution
units. The enhanced instruction set of these processors allows more than one opera
tion to be encoded in a single instruction and executed in parallel. The TMS320C4X
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and C5X are examples of this type of processor. Multi-issue DSP's achieve much bet
ter performance over the conventional DSP's by using very simple instructions. These
processors achieve a high level of parallelism by issuing and executing instructions in
groups rather than one at a time. Using simpler instructions simplifies the decoding
and execution process, so that the clock rate of these processors can be much higher
than that of conventional DSP's. TI's TMS320C62X, introduced in 1996, was the
first processor to use this approach.
An increasingly popular architectural technique that is being used in combina
tion with these processor technologies is the single instruction, multiple data (SIMD)
paradigm. With this approach, the processor can execute multiple instances of the
same operation using different data sets at the same time [38]. This technique can
greatly increase the performance of some vector operations that are common in mul
timedia and signal processing applications.
Media processors are an extension of these common DSP architectures. Media
processors are a special class of embedded processors designed for processing pixels,
colors, sounds and motion [47]. They include many of the features that make up
DSP processors, but also incorporate several additional features. For example, media
processors tend to include such features as variable-length encoders and decoders
and video processing hardware. These architectural enhancements allow the media
processor to be used in applications such as image and video processing for high-
definition television. The Equator MAP-CA media processor is an example of this
type of processor, and was used in this DSP performance analysis.
3.2 Equator MAP-CA Digital Signal Processor
The MAP-CA DSP is a highly-integrated processor developed to increase the effi
ciency ofmany broadband products, including video editing equipment, video confer
encing systems, medical imaging devices, and office automatic imaging products [21].
These products require very efficient processing of large data sets, including images
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and video streams. Consequently, many features are available on the chip to achieve
good performance with a wide range of image and video processing algorithms. The
MAP-CA DSP platform is programmed using a high-level programming language.
Because the control is developed in software, modifications to the system are easily
integrated. The software developed for the system is aggressively optimized during
compilation and code assembling, for which toolkits are available.
3.2.1 Architecture
The MAP-CA DSP combines a general-purpose reduced instruction set computer
(RISC) architecture with a very long instruction word (VLIW) core processor to in
corporate high-performance enhancements required for video and image processing.
The architecture of the MAP-CA DSP is shown in Figure 3.2 [5]. The main compo
nents of the chip include the VLIW core, I/O interfaces, on-chip memories, and the
various programmable co-processors.
The VLIW core, which will be explained in more detail in the following section, is
the main processor on the MAP-CA DSP. Various coprocessors are used to accelerate
serial-type processes, which can be run independent of, and parallel to, the core
processing unit. The I/O interfaces allow parallel access to external data in various
formats. These units can also be programmed to work independently of the core
processor. Refer to [12] for more detailed information about the MAP-CA DSP co
processors and I/O interface modules that are not described in this document.
The VLIW Core
Most of the MAP-CA DSP's processing power comes from the VLIW core processing
unit. The VLIW core is a combination of general-purpose and DSP paradigms. In
most general-purpose processors, the load/store architecture is used - all data must
be loaded into registers for processing, and then stored back to memory from the
registers after use. Like most modern DSP's, the processor also supports a wide
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Figure 3.2: MAP-CA DSP Block Diagram.
variety of partitioned, application-specific instructions which are very useful in image
and signal processing.
The VLIW core is made up of two processing clusters, shown in Figure 3.3 [5]. Each
cluster contains one integer arithmetic and logic unit (l-ALU), an integer/graphics
arithmetic and logic unit (IG-ALU), a register file containing 64 general-purpose 32-
bit registers, and a set of special registers. The two clusters can operate concurrently
and independently. They are controlled by separate opcode fields and share the same
program counter and register file. These clusters and multiple ALU's provide the
capability for the MAP-CA DSP to act as a superscalar processor, achieving parallel
processing at the instruction level [11]. The processor can be executing one instruction
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on each of its four ALU's at the same time. If proper scheduling is achieved on an
ideal process, this alone would allow the MAP-CA DSP to achieve a 4x speedup over
a traditional sequential processor.
ZZT
Register File
,1
l-ALU IG-A_U
1 PLC 1
1 PLV
1
Figure 3.3: MAP-CA DSP Register File Architecture.
The I-ALU is mainly used for memory accesses, program control flow, and address
calculations. It can perform load and store operations, 32-bit integer arithmetic
operations, and branch operations. The IG-ALU has a 64-bit shifter and adder which
can be partitioned into 8-. 16-, 32-, or 64-bit operands. This ALU performs the
more complex integer and logic operations, including the partitioned data instructions
common in the SIMD paradigm.
The VLIW core has a total of 128 32-bit general registers. These registers can
be treated as 64 64-bit registers by using even-odd pairs of the register file. By
referring to Figure 3.3, it seems as each cluster has access to only half of the register
file. However, although each cluster can only read from the registers contained in its
functional unit, it can write to any of the 64 registers. Each cluster also has access
to four 128-bit special registers. These registers are used by the IG-ALU's for 128-bit
mean absolute difference (MAD) and vector sum operations.
The VLIW core has on-board cache, as well as access to the SDRAM and external
memory via the PCI bus. The SDRAM can be accessed through a glueless, high-
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speed 133MHz interface. It can support up to 128MB. The VLIW core is equipped
with 64KB of cache, broken into 32KB for instruction and 32KB for data. The
instruction cache is 2-way set-associative, while the data cache is configured as 4-way
set-associative and uses the least recently used replacement method. The chip also
supports full virtual memory, with multiple translations look-aside buffers.
Programmable DataStreamer
In order to efficiently handle the transfer of data between functional units and mem
ories, the MAP-CA DSP is equipped with a DataStreamer DMA Controller. The
DataStreamer is a complex DMA controller with 8KB of on-chip buffer memory.
There are 64 channels available in the DataStreamer, all of which can be running si
multaneously. The DMA controller uses priority settings to determine the scheduling
of each channel.
The DataStreamer can be used for many different data transfer types. These
include memory-to-memory, memory-to-I/O device, I/O-to-memory, and memory-
to-cache. Each transfer (except for those that involve an I/O device) requires two
channels - a source and a destination. This allows 32 different data transfers to be
running at one time.
To initiate a DataStreamer transfer, a transfer path is allocated. A transfer path
is made up of a source channel, a destination channel, and a buffer allocated in the
DataStreamer dedicated cache. If either the source or destination is an I/O module,
a channel is not required for that portion of the transfer.
Each channel of the memory transfer is controlled using a programmable descrip
tor. Each descriptor is a 16-byte structure, which holds information about the mem
ory transfer
- where the data is coming from, where it is going to, whether the data
should be put into cache, etc. Several descriptors can be linked together to create
a descriptor chain, which can be used to program very complex memory transfers.
This is especially useful in the gather and scatter techniques, which are often used in
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image processing algorithms.
After the path is allocated and the descriptors are set up, the memory transfer
can be occurring while other processing is being done on the core processor. This
is very useful in double-buffering techniques. In this technique, the DataStreamer
can read data into one local cache buffer. The VLIW core can begin processing that
data while the DataStreamer brings the next block of data into cache. This type of
memory transfer is very common, and it is very easy to set up and control using the
MAP-CA DataStreamer.
3.2.2 Software Development
The code written to program the MAP-CA core processor is written in C. The com
piler performs aggressive optimizations and global scheduling on the code. This re
moves the need for the programmer to concentration on register allocation, assembly
scheduling, etc. For efficiency, the compiler uses such tools as loop unrolling and trace
scheduling.
The Equator iMMediaC software development toolkit is used for programming
the MAP-CA DSP. This toolkit includes [12]:
C-language optimizing, parallelizing compiler
FIRtree Media Intrinsic C-language extensions1
Assembler
Linker
Debugger
Several simulators
1The FIRtree Media Intrinsic C-language extensions are the instructions that allow various par
titioned operations to be performed.
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These tools allow software development and debugging to be done on an environ
ment without the MAP-CA processor. When debugging is completed, the software
can then be run on the MAP-CA system. MAP-CA processors support Microsoft
NT, as well as Linux host environments [10].
In addition to the instructions supported by most C language compilers, the MAP-
CA provides many instructions that will operate on 64-bit registers, either as 64-,
32-, 16-, or 8-bit values. These special instructions, called intrinsic instructions, are
very useful in performing the SIMD-style operations typical of image processing. For
example, the comparison of eight 8-bit pixel values to eight 8-bit threshold values can
be performed with a single intrinsic instruction. These partitioned instructions allow
the MAP-CA to achieve parallel processing at the data level [11].
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Chapter 4
GENERAL IMPLEMENTATION DETAILS
4.1 Implementation Techniques
The algorithms described in Chapter 2 were chosen based on their popularity in the
field of image rendering, as well as their ability to be optimized on the Equator MAP-
CA DSP platform. Although the MAP-CA DSP is not a multiprocessor, it has the
ability act as a multiprocessor. With the available partitioned instructions, it can
process several pieces of data at one time. Also, with the multiple ALU's available
on the chip, it can process up to four instructions at one time. The algorithms
implemented for this thesis exhibit those qualities that make them favorable to such
processing paradigms.
In order to evaluate the ability of the MAP-CA DSP to increase the performance of
these algorithms, they were first developed on a Sun workstation, using sequential C
language programming. Then, the code was re-written and optimized for the Equator
MAP-CA. Timing measurements from the two implementations show the performance
boost achieved by the MAP-CA DSP. The Sun Workstation used for this thesis was
a Sun Ultra60, which has a clock speed of 300MHz. The MAP-CA DSP, also with
clock speed of 300MHz, was installed in a Gateway computer, running Linux 6.1.
Several methods were employed during the transition between the Solaris C-
language code and the Equator-optimized version. The first method involved the
actual data movement. In the DSP code, the image data that is about to be worked
on is read from SDRAM into cache. During this data movement, any interleaving
and data manipulation requirements are taken care of by the DataStreamer.
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Another modification to the algorithms during the transition was the removal of
all floating-point calculations. Unlike earlier versions of the MAP family of processors,
the MAP-CA does not have any specialized floating point hardware. Floating point
operations are achieved through simulated software libraries, which are much slower
than their hardware counterparts. However, the MAP-CA does provide many instruc
tions to aid in fixed-point operations. Consequently, all floating point operations in
the C-language code were replaced with the fixed-point alternatives.
These methods, as well as other methods required for each individual algorithm,
were used to make the C-language, sequential algorithms more amenable to the Equa
tor MAP-CA paradigm. The next few chapters will explore each algorithm in its basic
implementation, as well as the changes used to implement it on the Equator MAP-CA.
4.2 Image Database
Most of the images used for testing the halftoning and inverse halftoning algorithms
are popular images used in the image processing field. These images are commonly
used in halftoning tools, such as the toolbox created for use with MATLAB [14]. The
images were obtained from the University of Southern California Signal and Image
Processing Institute's Image Database [50] .
The images used for the color form dropout algorithms were created using common
post office forms. These forms were scanned using a flatbed scanner, with a 300dpi
resolution. All of the images used for this thesis are listed in Table 4.1 and shown in
Appendices A and B.
4.3 Performance Measurements
To determine the performance of each implementation, timing measurements were
taken. The timing measurements used for the Solaris implementations employed
the high resolution timer functions offered by many C compilers [27]. These timer
27
Image Width (pixels) Height (pixels) Colorspace
Halftone Image s
boat 512 512 gray
cameraman 256 256 gray
clock 256 256 gray
girl 256 256 CMY
house 256 256 CMY
lena 512 512 gray & CMY
peppers 512 512 gray t CMY
sailboat 512 512 CMY
testpattern 1024 1024 gray
trees 256 256 CMY
Dropout Images
Certified-filled 808 472 RGB
Insured-filled 784 528 RGB
Express-filled 1200 856 RGB
Return 560 432 RGB
ClassEval 976 176 RGB
CoopEval 984 416 RGB
Table 4.1: Test Image Database.
functions allow the user to measure the time at various points in a program, and find
the elapsed time by subtracting the time measurements taken.
A similar technique is used to measure the time for the MAP-CA implementations.
In this case, however, the cycles are measured instead of the actual time. The cycle
count is read at various times during the execution of a program, and the elapsed
time is calculated by subtracting the cycle counts, and dividing by the clock rate of
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the processor.
It is important to note that the execution time measurements taken for all algo
rithms measure only the time it takes to perform the actual processing on the data.
This does not include the time needed for reading from or writing to files, nor the
time needed to process command line arguments. The measurements do, however,
include any time required to convert the data to some internal format. For example,
in error diffusion, the pixel data is processed by the MAP-CA as 16-bit fixed-point
values. The image pixels read from the input file are 8-bit integers. The processing
time for error diffusion will include the time it takes to convert the 8-bit data into the
16-bit fixed-point values. This execution time will also include time that is required to
allocate and initialize any internal buffers, other than source and destination buffers,
that are used by the process.
It is also important to note that the performance measurements shown in the
following chapters are actually average performance measurements. These measure
ments are taken by averaging the performance of an algorithm over all images in the
image database to which the particular algorithm applied.
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Chapter 5
ORDERED DITHER HALFTONING
IMPLEMENTATIONS
5.1 Basic Algorithm Details
As described in section 2.1.1, various different methods exist for producing the thresh
old array used for halftone dithering. No matter which method is used to create the
array, the dithering algorithm itself is quite simple. The process for this algorithm is
given below.
1. Let g(i,j) be the input pixel, t(i,j) be the threshold value, and g/(i,j) be the
output pixel at position (i,j).
2. Calculate the output pixel value.
g'(i,j) = 0 if g(i,j) <t{i,j)
g'(i,j) = 255 ifg(i,j)>t(i,j)
The threshold value is the value in the threshold mask that corresponds to the
current pixel being processed. Depending on the type of threshold array used, this
will either have to be calculated (which would be necessary in the Anderson dot
generation described in section 2.1.1) or found by indexing into the halftone cell by
the proper amount.
For the Solaris and Equator implementations, identical interfaces are used. This
interface allows the user to specify the halftone cell to use, as well as the input and
output filenames. The program takes an input filename, the image dimensions, and
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an output filename as arguments. The default halftone mask is an 18-element, 3-row
clustered dot screen, with a shift value of 2. The user can also specify various types
of halftone cells on the command line. The following options are supported for this
purpose:
-d <filename> user specifies a filename containing the cell
values; the cell file must have the form:
<num_values> <num_rows> <shift_amount>
<cell values >
where the values specify the shape of the cell
(these values are scaled to a 256-level scale by
the program)
-a <num_values> <num_rows> <shift_amount>
user specifies that an Anderson dot is to be
calculated using the parameters given
This algorithm is set up to process monochrome and scanline-interleaved color
images. When working with color images, the halftone cell for each color separation
can be the same, or different cells can be used. Image colorspaces are specified on the
command line, by providing the number of color separations in the image.
The most difficult part of the algorithm is calculating the location or the value
of the threshold to use for a particular pixel. This becomes especially difficult when
a shift amount is specified. In this case, not only does the horizontal location of
the current pixel need to be accounted for, but also the vertical location. To aid in
this part of the process, the program extends the given halftone cell so that it fills a
buffer that is the entire width of the image. This simplifies the processing needed to
determine the threshold location slightly.
The sequential C language implementation of this dithering algorithm is very
straightforward. Before the actual dithering begins, some preprocessing is done on
the incoming halftone cell parameters. If an entire cell is supplied by the user, the
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values are scaled to a 256-level scale. The halftone cell values are then copied into
a full-image-width buffer. The image is then processed on a per-scanline basis. A
pointer is used to keep track of the current row in the halftone cell buffer that will
be used for the current image scanline. This allows the program to iterate across
the scanline of pixels and threshold values easily. To produce the one-bit-per-pixel
output, each output bit is shifted into a byte buffer. After a full byte is created, it is
written to the output buffer.
Figure 5.1 shows the image results obtained from this halftoning process. Notice
how the pixels in the clustered dot result images are clustered into tiny areas. This
clustering of output pixels is what makes the clustered dot screens more amenable
to printing. By clustering the output pixels together, the spread of ink that happens
during the printing process is less noticeable. The dispersed dot screen, however,
produces an image which retains more of the image detail from the original.
Table 5.1 shows the timing measurements for this implementation of halftone
dithering. Execution time and throughput was taken for both monochrome and 3-
color images. The average throughput is just under 2 MB/sec1.
Screen Used Colorspace
Average Execution
Time (s)
Average Data
Rate (MB/s)
Clustered Dot gray 0.162 1.92
Dispersed Dot gray 0.160 1.94
Clustered Dot CMY 0.244 1.92
Dispersed Dot CMY 0.241 1.92
Table 5.1: Dithering - Sparc Timings.
1Note that for each color pixel, there are actually three bytes of data to be processed
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Figure 5.1: Halftone Dithering Results: (a) Original Images, (b) Images Halftoned
with 3x6 Clustered Dot. (c) Images Halftoned with 9x13 Dispersed Dot.
5.2 MAP-CA Implementation
Because each pixel in the image is processed with no regard to any other pixel, this
algorithm can very easily be implemented in a parallel processing environment. In
addition, because each pixel is processed in exactly the same way, it is very attractive
to the SIMD paradigm of parallel processing. With the MAP-CA processor, eight
grayscale pixels can be processed at one time2. This makes the threshold value lo
cation problem even more noticeable. In this case, eight threshold values must be
determined for each instruction.
2Each input pixel is 8 bits. The MAP-CA partitioned instructions can process eight of these
pixels using a 64-bit register, partitioned into 8-bit data segments.
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To help relieve this problem, the DataStreamer is used. Before an image scanline
is processed, the threshold values for that scanline are streamed into cache. The
DataStreamer is programmed to pull an entire scanline's worth of threshold values
from the full-width halftone cell buffer into cache. The starting point for this memory
transfer is calculated for each image scanline, based on the vertical location of the
scanline and the shift amount. With this modification, the shift amount does not
have to be accounted for during the scanline processing; it is only accounted for in
the pre-scanline processing.
To make this data transfer even more efficient, the threshold values and the scan
line pixels are double-buffered into the cache - while the core processor is working on
the current scanline, the next scanline's worth of threshold values and image data are
being transferred into the other internal buffer and into cache by the DataStreamer.
To get the most efficient use of the cache, the number of pixels per image scanline is
limited. Four different buffers are required for this type of processing - two buffers
for the image scanlines and two buffers for the threshold values. There is 32KB of
data cache available in the processor; each buffer is then limited to 8KB each. This
means that a scanline must be less than 8192 pixels wide.3
Because the underlying process of this implementation is identical to the sequential
version, the image results are exactly the same as those achieved with the Solaris
version and shown in Figure 5.1. Table 5.2 shows the timing measurements taken for
the Equator implementation of halftone dithering. The average throughput for this
implementation is about 43.8 MB/s.
3Common paper sizes are 8.5" x 11" or 11" x 17". Most printer and scanner resolutions are at
most 600 pixels per inch. As long as the images are processed in a short-feed manner, the worst
case scanlength would be 6600 pixels, which is within this limit.
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Screen Used Colorspace
Average Execution
Time (s)
Average Data
Rate (MP/s)
Clustered Dot gray 0.006 44.68
Dispersed Dot gray 0.007 39.58
Clustered Dot CMY 0.009 50.22
Dispersed Dot CMY 0.011 40.80
Table 5.2: Dithering - MAP-CA Timings.
5.3 Implementation Comparison
Tables 5.1 and 5.2 showed the timings for the different processor implementations.
The throughput measurements for each implementation are shown in Table 5.3. This
table also shows the speedup achieved when implementing the algorithm on the MAP-
CA. Because it is processing eight grayscale pixels at a time, the speedup achieved
with the MAP-CA is expected to be at least 8. The speedup achieved with this
processor is actually significantly more than that, as shown in Table 5.3. This ex
tra performance increase is due to the compiler optimizations and scheduling of the
instructions between the multiple ALU's.
Screen Used Colorspace
Sparc
(MB/s)
MAP-CA
(MB/s) Speedup
Clustered Dot gray 1.92 44.68 23.21
Dispersed Dot gray 1.94 39.58 20.41
Clustered Dot CMY 1.92 50.22 26.17
Dispersed Dot CMY 1.92 40.80 21.11
Average Speedup 22.76
Table 5.3: Dithering - Performance Comparison.
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Halftone dithering, which is a relatively simple thresholding operation, performs
much better on the MAP-CA DSP than on the general purpose processor implemen
tation. This is mainly attributed to the level of parallelism that can be achieved in
the process. The MAP-CA can process up to eight pixels at a time, whereas the gen
eral purpose processor must process each pixel sequentially. Also, the ability of the
compiler to schedule instructions so that more than one can be executed each cycle
helps to increase the performance achieved with the MAP-CA. Finally, the ability of
the MAP-CA to pre-load the required threshold and pixel values into cache before
they are actually needed saves some overhead with memory accesses, as well.
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Chapter 6
ERROR DIFFUSION IMPLEMENTATIONS
6.1 Basic Algorithm Details
The procedure followed when implementing the error diffusion algorithm is shown
below. This procedure was used to implement the basic error diffusion algorithm on
the general purpose processor. The weights used for the program can be supplied via
a command-line argument. The default weights, which were used for the testing and
timing data gathered for this thesis, are the original Floyd and Steinberg weights.
1. Let g(i,j) be the input pixel, E(i,j) be the accumulated error term, and g/(i,j)
be the output pixel at position (i,j).
2. Add the accumulated errors to the input pixel value.
G(i,j) = g(i,j) + E(i,j)
3. Calculate the output pixel value.
g'(i,j) = 0 if G(i, j)< 128
g'(i,j) = 255 if G(i.j)> 128
4. Calculate the error term.
e = G(i,j) -g'(i,j)
37
5. Distribute the error to the surrounding unprocessed pixels.
E(i + l,j) = E(i + l,j) + e*w1
E(i + 1, j + 1) = E(i + 1, j) + e * w2
E{i,j + 1) = E(i + l,j)+e*w3
E(i - 1, j + 1) = _.(? + 1, j) + e * w4
where
toi = 7/16 w2 = 1/16 u.3 = 5/16 u/4 = 3/16
tf.i.i Multilevel Error Diffusion
For the multilevel error diffusion, two LUT's are created before the image is processed
- one for the output level and one for the error term. The error-adjusted input pixel
value is used to index into the LUT's. The output pixel result is obtained from one
LUT, while the second LUT provides the associated error value. The error term is
then distributed to the surrounding pixels, as described in the original bi-level error
diffusion method described previously.
The size of each LUT depends on the number of possible input values. For 8-bit
pixel values, this corresponds to 256-entry LUT's. These input pixel values are then
mapped to the appropriate output values, based on the number of different output
levels desired. The error table is determined by calculating the difference between the
input and output for each entry in the output table. Figure 6.1 shows the relationship
between the error-adjusted input values and corresponding output values for a 4- level
quantization; Figure 6.2 shows the relationship of the error term to the error-adjusted
input value for the same scale [26] .
After the LUT's are created, the multilevel error diffusion is similar to the bi-level
error diffusion algorithm. The difference in this case is that the output pixel and error
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Figure 6.1: Structure of Four-Level Output LUT.
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Figure 6.2: Relationship Between Error and Adjusted Pixel Value for Four-Level
Output Scale.
term are obtained through the tables. Step 3 from the procedure described previously
is replaced by the following equation.
g'(i:j) = outputLUT[G(i,j)}
Similarly, the error calculation, from step 4, can now be done with a table lookup.
e = errorLUT[ G(i,j) }
This error is then diffused to the surrounding pixels exactly as described previously.
Figure 6.3 shows image results from both the bi-level error diffusion, as well as
the multilevel error diffusion algorithms. In the bi-level error diffusion results, the
images look quite grainy. This is typical of images produced with error diffusion. As
the number of output levels increases, this graininess becomes less and less noticeable.
The images created using eight output levels looks much more like the original than
the bi-level results.
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Figure 6.3: Error Diffusion Results: (a) Original Image, (b) Bi-level Error Diffusion
Images, (c) Multilevel Error Diffusion Images with Eight Output Levels.
6.1.2 Color Error Diffusion
The separable or scalar error diffusion for color images is almost identical to the
original error diffusion procedure described previously. The only difference is that
there are more bytes to process for each pixel. For example, for each g(i,j) in the
procedure above, there will be three components: gc(i.j). gA/(i.j). and gy(i,j). In
addition, there will be three components to each of the other variables used in the
equations - E(i,j), g/(i,j) and G(i,j). This also requires careful diffusion of the error
to the surrounding pixels, so that the error gets diffused to pixels of the appropriate
color channel.
The semi-vector error diffusion algorithm does not process each byte of a color
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pixel independently. Instead, the C and M components of the color are processed as
a vector, and the Y component is processed separately. The difference between this
algorithm and the one described for normal, bi-level error diffusion is that step 3 is
replaced with the following calculations for the C and M components.
a. Calculate the sum of the C and M components.
sum = Gc(i,j) + GAI{i,j)
b. Calculate the C and M output values.
d'cihi) = 9m (hj) = 255 if sum > 382
g'cihl) = 9Ai(hj) = 0 if sum < 127
9'cihJ) = 255 andg'M{i,j) = 0 if Gc(i,j) > GM(i,j)
g'cihj) = 0 and g'M(i,j) = 255 otherwise
The Y component is processed using the scalar error diffusion. The error terms
are then calculated for each color component and diffused to the appropriate future
pixels. This step is done exactly as shown in step 5 above.
Figure 6.4 shows the resulting images for the error diffusion methods. The im
age resulting from the separable error diffusion method is slightly grainier than that
achieved with the semi-vector error diffusion. This can mainly be seen in the gray
region just above the girl's head in the picture. Also, the color of the semi-vector
error diffusion image looks more like that of the original image. In the separable error
diffusion method, the bright color of the shirt looks slightly duller than the other
images.
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Figure 6.4: Color Error Diffusion Results: (a) Original Image, (b) Separable Error
Diffusion Image, (c) Semi-Vector Error Diffusion Image.
6.1.3 Performance Measurements
Table 6.1 shows the measured execution times and data rates for the various error
diffusion methods described. The average data rates achieved with these methods of
halftoning on a Sparc processor is about 1.3 MB/s. When compared with the timings
achieved with the halftone dithering algorithm, shown in Table 5.1, this throughput
is not very impressive. This is typical in error diffusion - it is very difficult to achieve
good performance with this algorithm.
ED Method Colorspace
Average Execution
Time (s)
Average Data
Rate (MB/s)
Bi-level gray 0.23 1.35
Bi-level CMY 0.34 1.38
Multilevel gray 0.25 1.24
Multilevel CMY 0.37 1.26
Semi-Vector CMY 0.31 1.50
Table 6.1: Error Diffusion - Sparc Timings.
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6.2 MAP-CA Implementation
As described in 4.1, the MAP-CA processing must be done with fixed-point calcu
lations. This was the first modification to the error diffusion algorithms in order to
implement them on the MAP-CA. The errors are treated as 16-bit fixed-point values,
with 4-bit binary places. This allows the MAP-CA to work on four grayscale pixels
at once.
Implementing this algorithm in a parallel environment is very difficult because
there exists a data dependency between neighboring pixels, which removes the ability
for any parallel processing along a scanline. However, as discussed in [7], although
there are dependencies between pixels in a scanline, there is some parallelism that can
be exploited between different scanlines. This can been seen by referring to Figure
6.5, which shows two partial scanlines of an image. As the pixel marked
'3' is being
processed, the errors produced will be diffused to pixels marked '4', '6', and '7'. The
processing of pixel
'3' has no effect on pixel '5'; the errors needed by pixel '5' have
already been calculated. Therefore, pixels
'3'
and
'5'
can be processed simultaneously.
1 vtr
5 6 7 8
Figure 6.5: Dependencies of Adjacent Pixels in Error Diffusion.
By extending this idea, Figure 6.6 shows the parallelism that can be accomplished
by working on four scanlines at a time. This approach is similar to the error diffusion
circuit described in [46]. To start this processing, the first few pixels of each row,
shown in white, must be processed in a serial manner. After those twelve pixels
are processed serially, the majority of the remaining pixels in the four scanlines can
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be processed in parallel. The first pixels that can be processed in this manner are
shaded gray. At the end of the scanline, the last few pixels in each scanline will
have to be processed serially. This type of processing was used for all the MAP-CA
implementations of error diffusion.
1 ,1 1 ,2 1 ,3 1 ,4 1 ,5 1 ,6 1 ,7
2,1 2,2 2,3
,
2,4 2,5
3,1 3,2 3.3
4.1
Figure 6.6: Independent Pixels for Error Diffusion.
The multilevel algorithm is a simple extension of this parallel processing. The
LUT's are created the same way they are done in the sequential error diffusion im
plementation. The pixels are then processed in the same manner as shown by Figure
6.6, using the LUT's to determine the output and error values.
The semi-vector error diffusion algorithm was implemented using the same paral
lelizing scheme. In this case, four full pixels are processed at one time. The C, M,
and Y components of the pixels are read into three registers, one for each component.
The C and M components are then processed as vectors, and the Y component is
processed using scalar error diffusion.
Due to the fixed-point calculations used for the MAP-CA implementations of these
algorithms, the results will differ slightly from those achieved with the sequential im
plementations. However, the differences are so small that the output images appear
identical to those created with the sequential algorithms. Table 6.2 shows the perfor
mance achieved with this implementation of error diffusion. The average throughput
for the MAP-CA implementations of error diffusion is about 2.9 MB/s.
One thing to note about the MAP-CA error diffusion algorithms is the speed be-
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ED Method Colorspace
Average Execution
Time (s)
Average Data
Rate (MB/s)
Bi-level gray 0.09 3.56
Bi-level CMY 0.13 3.51
Multilevel gray 0.16 1.90
Multilevel CMY 0.25 1.86
Semi-Vector CMY 0.14 3.42
Table 6.2: Error Diffusion - MAP-CA Timings.
tween the bi-level and multilevel implementations. The performance achieved with
the multilevel implementation is not as good as that achieved with the bi-level case.
This discrepancy in execution time can be attributed to the table lookup. The MAP-
CA is better designed for execution of complex calculations than for table look-ups.
Indexing into the LUT's cannot be done using partitioned instructions, and thus can
not exploit the SIMD paradigm of processing that is achieved in the bi-level method.
In addition, these table look-up instructions are not scheduled very well by the com
piler. This scheduling doesn't allow for much parallelism among the different ALU's.
Finally, the LUT's themselves take up some room in the data cache. This could cause
a bit of cache thrashing, especially with large input images.
6.3 Implementation Comparison
Even with the awkwardness of implementing error diffusion on the MAP-CA, the
performance is still better than that achieved on the general purpose machine. Table
6.3 shows the comparison between the two implementations. The overall average
speedup achieved with the MAP-CA is about 2.1. For the methods that do not use
the table lookup, the MAP-CA performs about 2.5 times better.
As discussed in section 6.2, the MAP-CA is set up to process four single-color
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ED Method Colorspace
Sparc
(MB/s)
MAP-CA
(MB/s) Speedup
Bi-level gray 1.35 3.56 2.64
Bi-level CMY 1.38 3.51 2.56
Multilevel gray 1.24 1.90 1.53
Multilevel CMY 1.26 1.86 1.49
Semi-Vector CMY 1.50 3.42 2.30
Average Speedup 2.10
Table 6.3: Error Diffusion - Performance Comparison.
pixels at a time. The hope is that would achieve at least a 4x speedup over the
sequential implementation. Unfortunately, this is not the case. The attempts at
parallelizing the error diffusion algorithm were not enough to achieve such a speedup
with the MAP-CA.
Several problems exist with the MAP-CA implementation of error diffusion. First,
although the implementation is parallel, several serial processes exist within the im
plementation. One such process has been discussed in the previous section - the table
look-ups must be done serially. Another serial process occurs at the beginning and end
of the four scanlines being processed. Several pixels must be processed sequentially
before the parallel portion can begin. This serial process obviously slows down the
implementation. Also, because the pixels that are being processed are not contiguous
in memory, they must be loaded into memory one at a time. This is also the case
with the errors - the diffused errors must be added to the surrounding pixels serially.
These serial processes slow down the performance of the MAP-CA implementation
so that the optimal performance increase of 4x cannot be realized.
Although the parallel error diffusion algorithms do not achieve the optimal per
formance increase, the performance is better by at least 2x. This speedup might
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be enough to warrant the use of MAP-CA processors for error diffusion algorithms,
especially if flexibility in the algorithms is desired.
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Chapter 7
INVERSE HALFTONING IMPLEMENTATIONS
7.1 Basic Algorithm Details
As described in section 2.1.3, sigma filtering has been applied in a progressive man
ner for inverse halftoning. The procedure for the progressive sigma filtering on
monochrome images is shown below [25].
1. Let g(i,j) be the input tone level of pixel at position (i,j) and g/(i,j) be the output
pixel.
2. Establish an intensity range __=A.
3. Sum all pixels that lie within the intensity range in an NxN window.
4. Compute the delta average by dividing the sum by the number of pixels in the
sum.
9,(i.3) = Y,6(k,l)9(k,l)/M,
where
5(k, 0 = 1 if \g(i,j) - A] < g(k, I) < [g(i,j) + A],
5(k,l) = 0 otherwise,
and
A/ = <5(fc,.)-
5. Set
g'(i,j) = delta average if M > A',
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g'(i,j) = normal average if AI < K
This procedure is repeated for several iterations with varying the values of A, K
and N (window size). Usually three or four iterations are enough to achieve quality
reconstruction. Recommended settings are shown in Table 7.1.
iteration 1 2 3 4
A 255 64 32 10
window size 2x2 2x2 3x3 4x4
K 0 0 0 2
Table 7.1: Typical Settings for Progressive Sigma Filter.
As is the case with nearly all image filtering processes, the edges of the image
present a problem. When working on the pixels at the end of a scanline, for example,
there are no pixels to the right of the current pixel. In order to create a "neighbor
hood" for these edge pixels, the area surrounding the image is assumed to be white.
This is accomplished by storing the image data in an oversized buffer, which is ini
tialized to white. This oversized buffer is made large enough to allow a border around
the image so that every pixel has a proper neighborhood, based on the maximum
window size.
As the image pixels are copied into this oversized buffer from the source buffer, the
pixels themselves may be modified slightly. The program converts the pixels to eight
bits per pixel, if necessary. This allows the sigma filtering to use integer calculations.
After this copying and preprocessing is done, the filtering is done on each pixel in the
image as described above.
7.1.1 Image Quality Measurements
The images used for testing this inverse halftoning method were taken from the results
of the dithering and error diffusion algorithms described in the previous two chapters.
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Only the grayscale images were used for testing. Figure 7.1 shows the results of this
inverse halftoning process. The image in the top row was halftoned using a 3x6, shift
2 clustered dot halftone, the image in the second row was halftoned using a 9x13
dispersed dot halftone, and the bottom image was halftoned using error diffusion.
Figure 7.1: Inverse Halftoning Results: (a) Halftoned Images, (b) Inverse Halftoned
Images, (c) Error Images.
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The error images were created by finding the difference between the inverse halftone
and a low-pass filtered version of the original image1 and then biasing that difference
by 128. The gray pixels show areas where the error is the least. Lighter and darker
areas show greater error in the pixels values.
From these error images, it is clear to see that this inverse halftoning process works
much better for error diffused halftones than for images halftoned with clustered and
dispersed dot screens. A large portion of the error in the inverse halftoned images is
near the edges and detail of the original image. This is common in inverse halftoning
processes. During the halftoning process, much of the image detail is lost. This loss
of information is nearly impossible to recover during the inverse halftoning process.
Three different image quality metrics can be used to determine the image quality
of the inverse images: the Root Mean Squared Error (RMSE), the Peak Signal-to-
Noise Ratio (PSNR), and the maximum pixel difference2 [20] . Equations for the first
two metrics are given below. (Note that pUJ is the pixel from the original image and
gj,j is the pixel from the inverse halftoned image.)
ErrorSum = J2(PiJ ~ 9ij)2
RMSE = JErrorSum/
'
ImageSize
PSNR = 20logw(255/RAISE)
These metrics provide a method of quantifying the image quality of an approxi
mated image when it is compared to an original. Because the approximated image in
this case is a filtering process, the original image is actually passed through a low-pass
filter before the comparisons are made. This removes some of the harsh edges that
will not be replicated in the approximated image.
1Refer to Figure 6.3 to see the original image.
2Note that RMSE, PSNR, and maximum pixel difference provide an objective measurement of
image quality. In order to accurately compare the results of one method to another, subjective
image quality measurements, which would take into account the human visual system, would need
to be measured, as well.
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Good image quality in relationship to these metrics is a low value for RAISE, a high
value for PSNR, and a low pixel difference value. Table 7.2 shows the average image
quality achieved with this inverse halftoning process when using the three different
halftoning methods described in previous chapters. The inverse process appears to
work quite well for reversing the error diffusion and dispersed dot halftoning processes;
however, the inverse of the clustered dot halftoned images were not quite as nice. The
RMSE of 43.25 and PSNR of 15.47 show that the clustered dot images do not achieve
as good image quality with this inverse halftoning process. However, the dispersed dot
and error diffusion images achieve good quality reconstruction in terms of objective
metrics.
Halftone
Method Used RMSE PSNR
Maximum pixel
difference
Clustered Dot 43.25 15.47 208
Dispersed Dot 14.33 25.17 114
Error Diffusion 13.05 26.07 105
Table 7.2: Inverse Halftoning - Image Quality Measurements.
7.1.2 Performance Measurements
Table 7.3 shows the inverse halftoning performance achieved on the Solaris machine.
Note that the data rate measurements are given in KB/s, unlike timing measurement
tables in previous chapters, which were in terms of MB/s. Because this is an iterative
process, the expected data rate was not as high as other one-pass algorithms described
previously. The average throughput is about 92.6 KB/s.
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Halftone
Method Used
Average Execution
Time (s)
Average Data
Rate (KB/s)
Clustered Dot 3.433 93.28
Dispersed Dot 3.474 92.19
Error Diffusion 3.467 92.42
Table 7.3: Inverse Halftoning - Sparc Timings.
7.2 MAP-CA Implementation
Although the results of one iteration of this inverse halftoning algorithm depend on
the results of the previous iteration, the pixels are processed independently of each
other within each iteration. This allows them to be processed in parallel. However, in
order to be able to process the pixels in parallel, the program actually has to process
the neighborhoods of the pixels in parallel. This requires a lot of data to be shifted
around before processing can begin on each set of pixels.
The MAP-CA implementation accomplishes this parallel processing by reading
the pixels into registers, and then shifting the data in the registers around. Figure
7.2 shows a portion of an image to be processed. The pixels marked p are the current
pixels being processed. Though the pixels are 8-bit integer values, they are processed
as 16-bit integer values to avoid any saturation during the calculations.
p1 p2 p3 p4 n1
n2 n3 n4 n5 n6
Figure 7.2: Portion of Image to be Processed with Sigma Filtering.
53
Pixels pl,p2,p3,p4 are read into a 64-bit register, rpixels. The intensity range
specified by each of these pixels is then calculated.
rlow = rpixels rdelta rhigh = rpixels + rdelta
where rdelta is a register containing four copies of A for the current iteration. Then,
the neighborhood pixels are read into registers. For a 2x2 neighborhood, for exam
ple, this is done as follows: pixels p2,p3,p4,nl are read into register nbhdOl, pixels
n2,n3,n4,n5 are read into register nbhdlO, and pixels n3,n4,n5,n6 are read into register
nbhdll. Notice that all the pixels in the neighborhood of pixel pi are in the highest
16-bit short of these registers, all pixels in the neighborhood of p2 are in the next
highest short of these registers, etc.
After the pixels and their neighborhoods have been read into registers, the pro
cessing continues as described previously. The pixels that lie within the specified
intensity ranges are counted, and their values are summed together. Then, for each
of the four pixels being processed, the number of pixels in the intensity range is com
pared to the K value for the current iteration. The output value is set to be either
the sigma average or the normal average, depending on the value of K.
Recall that the incoming pixels are converted to eight bit values before the process
ing begins. This allows the process to work on the pixels using integer calculations.
Because of these integer calculations, the results from the MAP-CA implementation
are exactly the same as those produced by the sequential implementation, shown in
Figure 7.1.
The number of registers required for this implementation is obviously dependent
on the window size for each iteration. As the window size increases, the number
of registers needed to store the pixels in each neighborhood (the nbhd registers de
scribed above) also increases, as well as the various extra registers needed for the
additional processing. However, even with the largest recommended window size, the
MAP-CA compiler is able to schedule the instructions to achieve efficient use of the
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registers. This can be seen in the performance measurements in Table 7.4. The aver
age throughput achieved with this implementation of inverse halftoning is about 560
KB/s.
Halftone
Method Used
Average Execution
Time (s)
Average Data
Rate (KB/s)
Clustered Dot 0.549 575.12
Dispersed Dot- 0.576 550.84
Error Diffusion 0.574 552.92
Table 7.4: Inverse Halftoning - MAP-CA Timings.
7.3 Implementation Comparison
The MAP-CA implementation of this inverse halftoning method achieves much better
performance than the Solaris version. Table 7.5 shows the comparison between the
two methods. The MAP-CA achieves a performance speedup of about 6x over the
sequential version.
Halftone
Method Used
Sparc
(KB/s)
MAP-CA
(KB/s) Speedup
Clustered Dot 93.28 575.12 6.17
Dispersed Dot 92.19 550.84 5.97
Error Diffusion 92.42 552.92 5.98
Average Speedup 6.04
Table 7.5: Inverse Halftoning - Performance Comparison.
As discussed in the previous section, the MAP-CA implementation requires many
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registers for processing the halftoned image with this algorithm. As the window size
increases, the number of registers required is greatly increased. For a 2x2 window,
four registers are required to hold the pixels and their neighborhoods; for the 3x3
window, nine registers are required; for a 4x4 window, sixteen registers are required.
Even with the large number of registers required, however, the MAP-CA performs
very well on this algorithm. In fact, the larger window sizes allow the MAP-CA
to achieve a better speedup over the sequential implementation than the smaller
window size. Table 7.6 shows the timing breakdown of the inverse halftoning for each
iteration of the process. This table was generated by comparing the time required
for each iteration of the process on the Sparc processor to that of the MAP-CA
implementation. The average speedup was calculated by averaging the speedup for
each iteration for all images used in testing.
Halftone
Method Used
A'
iteration 1
jerage Speedi
iteration 2
ip per Iterati
iteration 3
on
iteration 4
Clustered Dot 4.16 4.04 6.19 9.34
Dispersed Dot 3.90 3.84 5.16 7.92
Error Diffusion 3.88 3.84 5.86 9.44
Averages 3.98 3.91 5.74 8.90
Table 7.6: Inverse Halftoning - Timing Data Per Iteration.
The third and fourth iterations have window sizes of 3 and 4. respectively (refer
to Table 7.1 for settings used for each iteration). As the window size increases, so
does the average speedup achieved with the MAP-CA. Even though many registers
are required for these iterations, the compiler does a good job of scheduling the
instructions and allocating the registers so as to achieve good performance.
These performance measurements show that that MAP-CA can efficiently process
this inverse halftoning algorithm. Due to the iterative nature of the algorithm itself,
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the overall throughput is much less than what one can expect from non-iterative
algorithms, such as halftone dithering and error diffusion. However, the MAP-CA
implementation achieves much better throughput than the sequential implementation,
thereby making it a viable alternative to a general purpose processor implementation.
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Chapter 8
COLOR FORM DROPOUT IMPLEMENTATIONS
8.1 Basic Algorithm Details
Section 2.2 describes the process of color form dropout and the extension to multilevel
output. In each method discussed, distances between pixel values must be calculated.
Determining Euclidian distances in 3-dimensional space is non-trivial to implement.
Because of this, Manhattan distances are used instead [9] . In the case of Manhattan
distances, the distance of each dimension is calculated separately, and each of those
distances is compared to the appropriate threshold value.
First, the basic bi-level color dropout, described by [41], was implemented. For this
method, the non-dropout centers are black (RGB=50,50,50) and dark blue (RGB=50,50,205)
and the tolerance is 50. Note that the non-dropout color centers are not set to values
of 0 or 255. As these colors are often not found in scanned images, the color centers
are moved away from the edges of the color scale by an amount equal to the tolerance
being used. Figure 8.1 shows a visual representation of this algorithm using the RGB
axes and the output that results for each pixel value. The procedure to implement
this algorithm is given below.
1. Set ndblacku, ndblacko, ndblacks as the RGB levels of the non-dropout center
black, and ndblue^, ndbluec, ndblues as the RGB levels of the non-dropout
center dark blue. Also, set the tolerance parameter.
ndblacku = 50 ndbluen = 50
ndblacko = 50 ndbluec = 50
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ndblackB = 50 ndblues = 205
tol = 50
2. Let gr(i,j), g9(i,j), and gfc(i,j) be the R, G, and B tone levels of G(i,j) and g'(i,j)
be the output pixel.
3. Determine the distances of each color component of G(i,j) from each of the
non-dropout centers.
distn = \gr(i,j) - ndblackR\ distr2 = \gr(i,j) - ndblueR\
distgi = \gg(ij) - ndblackG\ distg2 = \gg{i, ]) - ndblueG\
distbi = \gb(i,j) ndblackB\ distb2 ~ \gb(i,j) ndblueB\
4. Is the pixel inside the non-dropout regions?
insideuk = AND{distr\ < tol,distr\ < tol,distr\ < tol)
insideuu AND{distr2 < tol,distr2 < tol,distr2 < tol)
5. Set the output pixel to black if all three components are within the tolerance of
one of the non-dropout areas.
g'ihj) = black if insideuk or insideuu
g'ihj) = white otherwise
This algorithm was also implemented using the YC;,Cr space. The YCfeCr imple
mentation is similar to the procedure described above, with the addition of a CST
step. Figure 8.2 shows the transformation that achieves this conversion [14]. The
incoming pixels, as well as the non-dropout color centers, must be transformed for
this algorithm1.
xNote that since the output pixels are grayscale, they will not need to be transformed.
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Figure 8.1: Regions of Dark Output for Bi-level Color Dropout.
"0.257 0.504 0.098 R 16
Cb = -0.148 -0.291 0.439 G + 128
Cr 0.439 0.368 0.071 B 128
Figure 8.2: RGB to YC(,Cr Colorspace Transformation.
8.1.1 Multilevel Color Dropout Implementations
The first multilevel dropout algorithm is a simple extension of the bi-level case. For
the multilevel output, the dark tolerance is set to 25. This results in a smaller range of
input pixels that are set to black. Because of this smaller tolerance, the two black color
centers are set to RGB=25,25,25 and RGB=25,25,230. The gray output was set up to
encompass the rest of the blue axes of input pixels. To accomplish this, the tolerance
was set to 75 and the centers were set to RGB=75,75,75 and RGB=75,75,180. Figure
8.3 shows the black and gray output regions for this algorithm, based on the incoming
RGB pixel values. This algorithm was also implemented in YC(,Cr space. This method
is referred to as the Simple Multilevel implementation.
The second multilevel dropout algorithm uses the three axes of the RGB color
space to define the non-dropout gray regions. In this method, the non-dropout centers
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Figure 8.3: Regions of Dark and Gray Output for Simple Multilevel Dropout.
used by [41] are used for the black boundaries. In addition, any incoming pixels
that are near any of the three color axes are set to gray output.
'Near' in this
implementation means that the color component is within 200 of the axis. This
means that the output of any dark red, dark green, or
blue2 input pixels are set to
gray. In order to be near an axis, note that two of the color components must be
within the specified distance. For instance, in order for a pixel to be near the red axis,
the red component can have any value, but the green and blue components must be
within the specified value. Figure 8.4 shows the visual representation of these non-
dropout regions for this algorithm. This method is referred to as the Axes to Gray
Multilevel algorithm.
The last algorithm implemented was a multilevel dropout algorithm in which the
non-dropout centers are dynamically determined based on the input image. In this
method, the image is read into the processor, and preprocessed using a K-Means
clustering algorithm, like that described in section 2.2. The clustering algorithm is
performed until either a) the change in each cluster center is less than 50 or b) it
2Blue pixels that are not inside the black non-dropout region are set to gray. If they fall inside
the black non-dropout region, they are set to black.
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Blue 0 0
Figure 8.4: Regions of Dark and Gray Output for Axes to Gray Multilevel Dropout.
has been performed 10 times. With this preprocessing, the input pixels are clustered
into different areas that correspond to white, black, and gray output levels. After the
clustering is finished, the black and gray cluster centers are used to perform the color
dropout, just like the algorithms described above.3 In this implementation, six differ
ent clusters are used. The initial values are set to white (RGB=255,255,255), black
(RGB=0,0,0), gray (RGB=128,128,128), red (RGB=255,0,0), green (RGB=0, 128,0),
and blue (RGB=0,0,255). This algorithm is also easily extended to the YCf,Cr space.
This method is called the Automatic Multilevel dropout.
8.1.2 Image Results
Figures 8.6 and 8.7 show image results for the various color dropout methods de
scribed. These representative results show that all images created with the multilevel
color dropout are more readable than those created using the bi-level color dropout
3Note that the white cluster center is not used in the dropout portion. This is due to the fact that
during the dropout, any pixels that do not fall into the black or gray areas will be automatically
set to white. The white cluster is needed in the clustering phase, however, in order to ensure that
the white pixels are not included in the black and gray clusters.
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methods. Figure 8.7 shows that the Simple Multilevel algorithm is not able to keep
the red form lines in the final image as gray areas. This is due to the fact that only
the input pixels with a fair amount of blue are turned to either black or gray using
this method. However, the other algorithms, which are designed to work with all the
colors, are able to handle the red form lines adequately.
Figure 8.7 also shows the difficulty of this processing when the form lines are dark
blue. In most methods, the dark blue form lines are turned to black in the resulting
image. This occurs because the dark blue was chosen as a non-dropout region. This
could potentially cause problems when advanced processing is done on the result
images. In this case, the dark form lines are difficult to distinguish from the data
that has been filled into the form. In an ideal environment, where one knows that
the form lines will be dark blue, one could alter the non-dropout regions so that the
blue form lines would be turned to gray instead of black. This, however, will limit
the color of ink that could be used to fill in the form.
Overall, the images produced with the various multilevel color dropout methods
were good. The resulting images were much more readable than the bi-level dropout
results. The form lines and labels were kept in the final image in a manner which
would not prohibit further processing on the important information, as well. The
multilevel dropout methods were also able to remove most of the noise from the
scanned images, much like the bi-level dropout methods.
One of the drawbacks of multilevel rendering is that it reduces the compression
rates that can be achieved for the processed documents. In general, black and white
documents can be compressed better than documents which contain black, gray, and
white [44]. To show this difference in compression rates achievable with the various
documents, GZIP compression was used to compress the resulting documents.
GZIP is a lossless compression method available on most Solaris machines. GZIP
uses Lempel-Ziv-Welch (LZW) encoding, which assigns fixed-length codewords to
variable length sequences of source symbols [20] . This method does not require prior
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knowledge of the probabilities of occurrence of the source symbols. The compression
rates achieved by compressing the resulting documents from each of the color dropout
methods with this GZIP encoding are shown in Table 8.1.
Color Dropout Method GZIP Compression Rate
Bi-level 74.84
Simple Multilevel 45.48
Axes to Gray Multilevel 17.99
Automatic Multilevel 19.65
Table 8.1: Color Dropout - Average Compression Rates.
Clearly, the compression rates achievable with the bi-level color dropout method
are better than those achieved when compressing the multilevel dropout documents.
This drawback results in increased storage requirements. However, with the falling
cost of computer memory, this drawback is easily forgiven when increased readability
of the archived documents is desired.
8.1.3 Performance Measurements
Table 8.2 shows the timing measurements achieved on a general purpose processor for
the various color dropout implementations described. The YC^C,. colorspace imple
mentations are much slower than the those implementations using RGB space. This
can be attributed to the CST step that must be performed for each pixel in the input
image. The iterative nature of the clustering algorithm, which is part of the automatic
dropout method, greatly reduces the throughput of that algorithm, as well.
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Color Dropout Method Colorspace
Average Execution
Time (s)
Average Data
Rate (MB/s)
Bi-level RGB 0.392 1.47
Simple Multilevel RGB 0.668 0.86
Axes to Gray Multilevel RGB 0.584 0.99
Automatic Multilevel RGB 5.756 0.11
Bi-level YCfcC,. 0.843 0.69
Simple Multilevel YCbCr 1.079 0.54
Automatic Multilevel YC(,Cr 4.951 0.12
Table 8.2: Color Dropout - Sparc Timings.
8.2 MAP-CA Implementation
The independent nature of this algorithm makes the MAP-CA implementation rather
straightforward. One change to the algorithm was in the colorspace transform step.
As discussed in section 4.1, the MAP-CA processor is more efficient at fixed-point
calculations than floating-point. Because of this, the CST was modified to use fixed-
point approximations. In order to get as close an approximation as possible while
still allowing some parallel calculations to take place, 16-bit values are used, with
8-bit binary places. Figure 8.5 is the same as the transform described above, with the
16-bit fixed-point approximations that are used for on the MAP-CA implementation.
0.2578 0.5031 0.0977 R 16
Cb = -0.1484 -0.2930 0.4375
* G + 128
Cr 0.4375 0.3672 0.0703 B 128
Figure 8.5: RGB to YC6Cr CST with Fixed-Point Approximations.
This modification to the CST portion of the algorithm causes the output of
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the MAP-CA implementations of the Luminance/Chrominance algorithms to differ
slightly from those obtained with the sequential algorithms. However, this difference
is so small that it is barely noticeable in the output image. Because there is no
fixed-point/floating point calculations in the RGB algorithms, the output of the two
different implementations are identical.
Table 8.3 shows the timing measurements taken for the MAP-CA implementations
of these algorithms. The MAP-CA achieves very high data rates for these algorithms.
The RGB algorithms achieve a rate of about 31.7 MB/s and the YCbCr algorithms
have a rate of 25.27 MB/s.
Color Dropout Method Colorspace
Average Execution
Time (s)
Average Data
Rate (MB/s)
Bi-level RGB 0.017 34.93
Simple Multilevel RGB 0.017 34.50
Axes to Gray Multilevel RGB 0.016 37.80
Automatic Multilevel RGB 0.401 1.69
Bi-level YC(,Cr 0.045 12.98
Simple Multilevel YC6Cr 0.049 11.87
Automatic Multilevel YC6Cr 0.408 1.42
Table 8.3: Color Dropout - MAP-CA Timings.
The RGB space implementations perform much better on the MAP-CA than
those done in YCf,Cr space. This is caused by two factors. First, the CST step
of the Luminance/Chrominance algorithms adds an extra bit of processing. More
importantly, however, is the level of data parallelism available in the two different
algorithms. In the RGB space, eight pixels can be processed at a time on the MAP-
CA. In the YCbCr space, only four pixels can be processed at once. This would
lead one to expect the RGB algorithms to perform about twice as fast as the YC;,Cr
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implementations .
8.3 Implementation Comparison
As can be seen in table 8.3, the execution time for the various algorithms on the
MAP-CA is quite fast. Table 8.4 shows a comparison of the data rates between the
different processors. The MAP-CA performs about 23 times better than the Sparc
machine.
Color Dropout Method Colorspace
Sparc
(MB/s)
MAP-CA
(MB/s) Speedup
Bi-level RGB 1.47 34.93 23.68
Simple Multilevel RGB 0.86 34.50 40.02
Axes to Gray Multilevel RGB 0.99 37.80 38.03
Automatic Multilevel RGB 0.11 1.69 14.96
Bi-level YC6Cr 0.69 12.98 18.91
Simple Multilevel YCt,Cr 0.54 11.87 22.14
Automatic Multilevel YCftCr 0.12 1.42 12.12
Average Speedup 23.45
Table 8.4: Color Dropout - Performance Comparison.
For the automatic algorithms, the MAP-CA only achieves a speedup of about
13.5, while the other implementations average a speedup of about 28.5. This can be
attributed to the clustering step that is required for the automatic algorithms. A
majority of the clustering instructions must be done serially. This heavy demand for
serial processing, as well as the iterative nature of this step, causes the MAP-CA to run
slightly slower than the regular dropout methods. Even with this extra step, however,
the MAP-CA still performs much better than the sequential implementations.
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These performance measurements show that the MAP-CA processor can perform
this type of color form dropout much better than a general purpose processor. The
DSP implementation also allows further development and modifications to be per
formed on the existing algorithms easily. These algorithm adjustments would not
be possible for a custom-hardware based implementation. This speed and flexibility
offered by a DSP makes it a viable alternative to general-purpose-based and custom-
hardware-based color dropout systems.
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Figure 8.6: Color Dropout Results (Green Form): (a) Original Image, (b) Bi-
level Dropout (RGB), (c) Bi-level Dropout (YC6Cr). (d) Simple Multilevel Dropout
(RGB), (e) Simple Multilevel Dropout (YCbCr). (f) Axes To Gray Multilevel
Dropout (RGB), (g) Automatic Multilevel Dropout (YCbCr). (h) Automatic Multi
level Dropout (RGB).
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Figure 8.7: Color Dropout Results (Red/Blue Form): (a) Original Image, (b) Bi-
level Dropout (RGB), (c) Bi-level Dropout (YCfeCr). (d) Simple Multilevel Dropout
(RGB), (e) Simple Multilevel Dropout (YCfcCr). (f) Axes To Gray Multilevel
Dropout (RGB), (g) Automatic Multilevel Dropout (YCbCr). (h) Automatic Multi
level Dropout (RGB).
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Chapter 9
OVERALL RESULTS AND DISCUSSION
9.1 Overall Performance Evaluation
For all the algorithms implemented in this thesis, the Equator MAP-CA processor
achieved data rates that were at least 2x higher than those achieved with the Solaris
sequential implementations. Table 9.1 shows the average speedup achieved with the
MAP-CA for each algorithm that was implemented. 'Point' processes refer to those
algorithms which work the the image pixels on a point-by-point basis: the processing
of one pixel is not affected by the surrounding pixels. The 'neighborhood' processes
are those processes during which the processing of the current pixel either depends
on or affects the surrounding pixels.
Algorithm Process Type Average Speedup
Dithering Point 22.76
Error Diffusion Neighborhood 2.10
Inverse Halftoning Neighborhood 6.04
Color Dropout Point 23.45
Table 9.1: Average Speedups for All Algorithms.
As can be seen in Table 9.1, the MAP-CA outperforms the sequential implemen
tations much more for the point processes. This is because of the level of inherent
parallelism available in the algorithms. In the neighborhood processes, the algorithms
must be modified slightly in order to achieve some level of parallelism. In the case
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of error diffusion, for example, several different serial processes were added to the
algorithm to make it more amenable to a parallel environment. These serial processes
added a lot of overhead to the algorithm. In point processes, there is no need to
modify the algorithm to make it amenable to a parallel environment.
The throughput of this DSP is much better than that achieved with the general
purpose processor. However, this is probably not the level of throughput that is
available with custom hardware devices. These devices are designed in such a way
as to achieve the best possible performance for a particular algorithm. However, this
single-function design removes flexibility from those implementations. Any modifica
tion to the algorithm requires redesign of the hardware chip. This is a factor that
makes DSP's and media processors attractive. These processors allow the flexibility
that is available with general purpose processors, with speed that is closer to what is
achievable with custom-hardware implementations.
Several important features make the Equator MAP-CA an attractive alternative
to other implementations. Because the processor is programmed completely in C,
software development time for this implementation is relatively short. Changes to
an existing algorithm are also very easy to implement. Developers with any kind of
C-language programming background will need little time to become acquainted with
developing software on the MAP-CA. Also, the compiler included with the software
development toolkit is very well designed. The DSP code developed for the algorithms
described in this thesis required no hand-optimizations to the compiled assembly files.
Although there are some cases where manual optimizations of the compiled results
may make a slight improvement, the performance achieved with the automatically
compiled files show that the compiler can perform this duty adequately.
Several general purpose processors, e.g. Intel's Pentium 4 processor, include mul
timedia extensions to the instruction set architecture. These extensions allow the
processor to perform some operations that have traditionally been used only in the
DSP domain. These features include multimedia and partitioned instructions, both
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of which are common in the SIMD environment. Intel's SSE2 extensions, which sup
port these new instruction, are available on the Pentium 4 processor. In addition,
the clock rate of the Pentium 4 is much higher than many DSP's. However, one
feature of the MAP-CA that makes it more attractive to image processing systems
than the Pentium 4 is the power rating. The Pentium 4 processor dissipates power at
a rate of at least 50W [23] , whereas the power consumption of the MAP-CA is only
about 6W [12]. This feature makes it much more attractive to systems where power
consumption is an important factor.
9.2 Architectural Enhancements
Several different types of architectural changes could make Equator Technologies
MAP-CA processor more amenable to these image rendering algorithms. The first
changes, which are ongoing goals of processor designers, would be to increase the per
formance of the components of the chips. This includes such things as faster processor
speeds and faster memory buses. This could also include such changes as adding more
cache to the architecture, as well as a larger register file.
The overall architecture of this processor is designed quite well. The biggest
problem with the processor is the clock rate. With general purpose processors reaching
clock rates in excess of 1GHz, the 300MHz clock speed of the MAP-CA seems dismal.
Newer versions of the MAP processors are expected to reach clock rates of about
500MHz. However, this speed is still far behind the general purpose equivalents.
One addition to the architecture that would help the halftoning algorithms, as well
as in other algorithms, is better table look-up capabilities. One method of accom
plishing this would be to add an additional co-processor to the MAP-CA architecture.
This co-processor would contain cache space to store the table or tables to be used,
and be accessed by the VLIW core through a simple interface. The interface must
provide methods for loading the desired look-up table(s) in the co-processor cache, as
well as means of retrieving information from the table based on given indices.
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One final modification to the architecture that would increase performance of at
least point processes is the use of multiple MAP-CA chips. A host processor could
be programmed to distribute the work to all processors available in the system. This
host processor would assign each processor a chunk of the image to process, and then
collect and reorder the results as appropriate. The data could be passed between the
host and slave processors via the PCI bus. This approach could theoretically reduce
the execution time by the number of processors available in the system. Unfortu
nately, this approach is not likely to help increase performance of the data-dependent
algorithms, such as error diffusion. Implementing this algorithm on multiple proces
sors would require a large amount of communication between the processors. This
communication overhead would likely reduce the increase in performance achieved by
processing the data on more than one processor.
Overall, these performance measurements show that DSP and media processors are
viable alternatives to inflexible hardware devices and slower general purpose processor
implementations of image rendering algorithms. With several modifications to the
architecture, the Equator MAP-CA media processor could be made to achieve even
better performance for these algorithms. This better performance might allow the
MAP-CA processor to achieve throughput that is even closer to that achieved with
ASIC's, and still offer a high degree of flexibility.
74
Appendix A
HALFTONING IMAGES
MI
Figure A.l: Original 256x256 Halftoning Images: Cameraman, Clock, Girl, House,
Trees.
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Figure A.2: Original 512x512 Halftoning Images: Boat, Lena, Peppers, Sailboat.
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Figure A.3: Original 1024x1024 Halftoning Image: TestPattern.
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Appendix B
COLOR DROPOUT IMAGES
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Figure B.l: Original Color Dropout Images: Certified-filled, Insured-filled. Express-
filled.
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Appendix C
SUPPORTING MATERIALS
This chapter lists all materials that can be found on the CD accompanying this
document.
C.l Thesis Manuscript
This thesis manuscript was developed with LaTEX, using WinEdt 5.3. The files used
to create this document are included in the Document directory of the accompanying
CD.
C.2 Image Results
Image results are provided on the CD. All image results, including the results of each
algorithm for each of the appropriate images in the image database, are included.
C.3 Publication Paper
The paper drafted for publication release focuses on the Color Form Dropout Al
gorithms. This paper has been submitted to the Journal of Electronic Imaging for
review.
C.4 Research Papers
The following is a list of papers that were used throughout this thesis work. Most of
the papers have been referenced in this document.
SO
Color Form Dropout
- Prototype Extraction and Adaptive OCR, Yihong Xu and George Nagy
- Document Processing forAutomatic Color Form Dropout, Andreas E. Savakis
and Chris R. Brown
DSP's and Media Processors
Choosing a DSP Processor, Berkeley Design Technology, Inc.
Evolution of DSP Processors, Jennifer Eyre and Jeff Bier
- AIAP-CA DSP Datasheet, Equator Technologies, Inc.
The Equator MAP-CA DSP: An End-To-End Broadband Signal Processor
VLIW, Chris Basoglu, et, al.
Halftoning
Dithering with Blue Noise, Robert A. Ulichney
- Multimedia Processor Based Implementation of an Error Diffusion Halfton
ing Algorithm Exploiting Subword Parallelism, Jae-Woo Ahn and Wonyong
Sung
- Optimized Error Diffusion for High-Quality Image Display, B. W. Kol-
patzik
- Multi-Dimensional Error Diffusion Technique, Thanh D. Truong and Vinod
Kadakia
- Quality Issues m Blue Noise Halftoning, Qing Yu and Kevin J. Parker
- A Review of Halftoning Techniques, Robert Ulichney
- Semi-vector Error Diffusion for Color Images, Zhigang Fan and Steve Har
rington
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Inverse Halftoning
- Hybrid Inverse Halftoning Using Adaptive Filtering, Oscar C. Au, et, al.
- A Fast, High-Quality Inverse Halftoning Algorithm for Error Diffused Halftones,
Thomas D. Kite, et, al.
- Look-up Table Method for Inverse Halftoning, Murat Mese and P. P. Vaidyanathan
New Results on Construction of Continuous-Tone from Halftone, Mostafa
Analoui and Jan Allebach
C.5 Source Code
All source code files, including the general purpose implementations as well as the
DSP implementations, are included on the CD. The source code files are arranged in
directories according to the algorithms being implemented. Each algorithm's directory
contains two subdirectories - one containing the source code for the general purpose
processor implementation, and one containing the DSP implementation code. For
testing, the general purpose processor files were compiled using the ace compiler
available on most Solaris machines. The MAP-CA code was compiled using the 5.4.2
software tool set.
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