Causal discovery from data is emerging as a new topic of interest in the data mining community. In two consecutive years of 2016 and 2017, the Causal Discovery Workshops held in conjunction with the KDD conference (ACM SIGKDD International Conference on Knowledge Discovery and Data Mining) have attracted great attention from KDD participants and have provided researchers in the data mining and machine learning fields opportunities to present and exchange their ideas and achievements in causal discovery. Complementary to the KDD Causal Discovery Workshops, the JDSA Special Issues on Causal Discovery (2016 and 2017) have served as a platform specialized in causal discovery, for publishing selected research work presented at the workshops, as well as papers directly submitted to the special issues.
In recent decades, research in causal discovery has gained notable progress. However, there are many challenges for discovering causal relationships from real-world data. For example, the data may not be complete or clean and often contain different types of variables. The papers included in this special issue address such practical problems.
Datasets with mixed types of variables are common in many real-world applications. The paper "Scoring Bayesian University of Illinois at Urbana-Champaign, Urbana, IL, USA Networks of Mixed Variables", by Andrews, Ramsey and Cooper, tackles the problem of causal structure learning with mixed data when using a score-based approach. The paper is focused on the scalability of the learning in the presence of both continuous and discrete variables, by proposing two novel and scalable scoring functions. A structure prior is also introduced to improve the efficiency of learning large networks. Additionally, authors of the paper show how the scoring functions may be readily adapted as conditional independence tests for constraint-based Bayesian network learning algorithms.
In their paper, "Constraint-based Causal Discovery with Mixed Data", Tsagris, Borboudakis, Lagani and Tsamardinos also study mixed data types, but in the context of constraint-based approach to causal structure discovery. The conditional independence tests derived in the paper can be directly applied in existing constraint-based structure learning algorithms to mixed data types, including those for learning the structure of a Bayesian network (such as PC) and those for learning a maximal ancestral graphs (such as FCI), respectively.
The paper "Comparison of Strategies for Scalable Causal Discovery of Latent Variable Models from Mixed Data", by Raghu, Ramsey, Morris, Manatakis, Spirtes, Chrysanthis, Glymour and Benos, continues to investigate constraintbased causal discovery methods with mixed data, by comparing the accuracy and efficiency of different strategies in large, mixed datasets with latent confounders. The experiments show that two extensions of the FCI algorithm: a maximum probability search procedure for more accurate identification of causal orientations and a strategy for quick elimination of unlikely adjacencies in order to achieve scalability to high dimensional data, significantly outperform the state of the art in the field by achieving both accurate edge orientations and tractable running time in simulation experiments on datasets with up to 500 variables. The efficacy of the best performing approach is also demonstrated with a real-world biomedical dataset of HIV-infected individuals.
Missing values are another frequently encountered practical issue for causal discovery. In the case where a dataset contains variables with values missing not at random, a commonly used approach is to remove the samples with any missing values completely. However, such a list-wise deletion may not efficiently utilize the information in the dataset as samples with only a small number of missing values are discarded. Motivated by this fact, in the paper, "Fast Causal Inference with Non-Random Missingness by TestWise Deletion", Strobl, Visweswaran and Spirtes propose to apply test-wise deletion to save samples for constraint-based structure learning methods, by deleting samples only among the variables required for each conditional independence test used in the searches. The paper shows that test-wise deletion is sound under the justifiable assumption that the missingness mechanisms do not causally affect each other in the underlying causal structure, and the causal discovery methods perform better when paired with the test-wise deletion, compared to the list-wise deletion and missing value imputation.
We hope the selected papers published in this special issue form a small but focused collection of the current research in tackling some of the essential practical issues in causal discovery from data, which in turn can stimulate readers to develop more reliable methods to solve more real life problems.
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