We explore a Bayesian approach to fixed and random effects selection for longitudinal binary outcomes that are subject to missing data caused by dropouts. We show via analytic results for a simple example that non-ignorable missing data lead to biased parameter estimates and thus result in selection of the wrong effects asymptotically and confirmed these results via simulation for more complex settings. By jointly modeling the longitudinal binary data with the dropout process, one is able to correct the bias in estimation and selection of fixed and random effects if the missing data are non-ignorable. We illustrate the approach using a clinical trial for acute ischemic stroke.
Introduction
It is often of interest to select important predictors for the longitudinal outcome from a large pool of candidates and the variable selection procedure often needs to involve selecting both fixed and random effects. One potential problem in applying the criterion-based strategies such as Akaike's information criterion or Bayesian information criterion is that the number of possible sub-models grows exponentially with the number of effects, which results in extensive computation when there are many candidate predictors. Model selection for fixed effects has been studied using both penalized likelihood (Fu, 2003; Fan and Li, 2004) and Bayesian methods (George and McCulloch, 1993 However, missing data due to dropout or death during follow-up in longitudinal studies can compromise the validity of the above variable selection procedures when data are missing not at random (MNAR) or non-ignorable; we will use MNAR and non-ignorable interchangeably here though we recognize the scenario of non-ignorable MAR sometimes considered in mixture models. Non-ignorable missing data arise when the probability of missingness is related to the unobserved, missing components (Little and Rubin, 2002) , and may lead to biased estimates in longitudinal analysis if the missing data mechanism is ignored. There has been a growing literature on joint analysis of longitudinal measurements and the missing data mechanism; by correctly modeling the association between the two, the bias caused by the missing data at the longitudinal endpoint can be removed. For joint analysis on normally-distributed longitudinal outcomes, see Diggle and Kenward (1994) , Little (1994) , Wulfsohn and Tsiatis (1997), Henderson et al. (2000) , Hogan and Daniels (2002) , and Elashoff et al., (2007) . Follmann and Wu (1995) , Ibrahim et al. (2001) , and Roy and Daniels (2008) extended joint models to the setting of generalized linear mixed models for the exponential family distributions.
Although there is a need for research on variable selection in the presence of missing observations, literature in this area has been very limited. Mitra and Dunson (2010) developed a stochastic search variable selection approach for generalized linear models with missing predictors. This method is not directly applicable for longitudinal data and could not be adapted to the situation of non-ignorable values in longitudinal observations. Paddock (2007) proposed a pattern-mixture model to characterize the effects of informative censoring on the trajectory of the longitudinal outcome. A stochastic search variable selection procedure was used to select the form of the trajectory as a function of the censoring time. However, this approach does not focus on estimation and selection bias for fixed and random effects at the longitudinal endpoint.
This work was motivated by a clinical trial to evaluate the effectiveness of intravenous recombinant tissue plasminogen activator (rt-PA) in patients with acute ischemic stroke. Information on whether the patient was disabled was recorded at baseline, 7-10 days, 3 months, 6 months, and 12 months post stroke onset. Without prior knowledge of what baseline factors may predict post stroke disability, it is of interest to select from a pool of candidate covariates including history of diabetes, hypertension, angina at baseline, as well as demographic characteristics and life style variables. Due to dropouts and deaths in these patients, there were around 30% missing data in disability measurements at 12 months. The question of whether the missing data undermine the available methods to variable selection cannot be answered using existing methods that assume ignorable missingness.
This article is an important first step to explore the impact of missing data on variable selection in longitudinal studies. A joint model of the missingness mechanism in conjunction with the longitudinal outcome is studied. We consider a Bayesian approach to variable selection for longitudinal binary outcomes with monotone missing data patterns due to dropout (or death). We pay particular attention to the influence of non-ignorable missing data on estimation and selection of fixed and random effects. The estimation bias and asymptotic behavior of posterior selection probabilities are examined via analytical results in a simplified setting. We show that the variable selection procedure that ignores missing data mechanisms asymptotically picks the wrong effects when the missing data are non-ignorable. These problems motivate a joint analysis framework by which we seek to correct the bias in estimation and selection of effects of interest in longitudinal studies. In the joint analysis, the dropout hazard is modeled by logistic regression in which the current and prior responses of the longitudinal outcome are treated as covariates. Following the idea of Kinney and Dunson (2007) , selection of fixed and random effects in logistic mixed model for the longitudinal binary outcome is implemented by imposing mixture priors with a point mass at zero for the fixed effects coefficients and the variance parameters of the random effects in a Cholesky decomposition of the covariance structure. Similar mixture priors are also applied to the parameters in the logistic model for dropout hazard to facilitate selection of missing data mechanisms. Conditional linearity of the parameters in the logistic models is achieved by a data augmentation strategy and approximation of the logistic density by the t-distribution (Albert and Chib, 1993; Kinney and Dunson, 2007) .
The rest of the article is organized as follows. In Section 2 we present analytical results for the bias in the posterior selection probability caused by non-ignorable missing data. A specific framework for implementing variable selection for nonignorable missing data using a selection model factorization is given in Section 3. Within this framework, Section 4 contains simulation results for more complex settings than those examined analytically in Section 2. Section 5 illustrates the approach using data from the rt-PA clinical trial for acute ischemic stroke. Some discussions and concluding remarks are included in Section 6.
Analytical results to investigate the bias in posterior selection probabilities
In this section we show via a simple example that non-ignorable missing data lead to biased estimates and further prove that the variable selection procedure that ignores missing data mechanism selects the wrong effects asymptotically. 
where R 2i is an indicator variable and its value is set to 1 if Y 2i is observed and set to 0 if Y 2i is missing. This mechanism indicates that the probability of observing Y 2i is a function of Y 1i and Y 2i . When η 2 ̸ = 0, the missing data are MNAR. The distribution of Y can be parameterized as follows: 
for t = 1, 2 and Y 0 = 0. The parameters β 0 , β 1 and β 2 are functions of p 00 , p 10 and p 01 . Denote
as the mean of the asymptotic distribution of the maximum likelihood estimator of β derived from the observed data likelihood. It is easy to show that β * ̸ =β if η 2 ̸ = 0, whereβ is the true value of β which can be expressed in terms ofθ (see Appendix A).
For simplicity, we assume thatβ 0 andβ 1 are known (i.e.,p 00 ,p 01 are known). The estimator of p 10 converges almost surely to p * 10 and p *
p10+p11 . When the sample size is large, the likelihood for β 2 conditional on Y obs can be approximated by a normal density with mean β * 2 and variance σ
where we use N (·, ·) to represent a normal density function. We assume the prior for β 2 is a zero-inflated normal ZI-N (π 0 ; 0, σ 2 0 ) (refer to Section 3.3 for more details on this prior). It can be shown that the posterior probability that β 2 = 0 is
where
The posterior probability π * is a function ofβ 2 , ∆ and σ 2 β *
2
. The asymptotic behavior of π * is given in the following theorem.
Therefore, asymptotically the procedure selects the right effects if the missing data are ignorable (η 2 = 0; scenarios (a) and (b)), but picks the wrong ones if η 2 ̸ = 0 and the missing data mechanism is ignored. For scenario (d), π * tends to be larger than the true posterior exclusion probability in finite samples if |β * 2 | < |β 2 |. In the following section, we propose a Bayesian joint modeling approach for variable selection in the presence of nonignorable missing data.
3 Variable selection framework and models
Kinney and Dunson model/approach for full data response model
Let Y ij denote the longitudinal binary outcome on subject i at time t j , i = 1, . . . , n and j = 1, . . . , n i . We assume that all the subjects follow the same schedule of visits and some may drop out of the study early (or die) so that n i ≤ m, where m is the maximum number of follow up visits. Let X (1) ij and Z ij denote two covariate vectors that are associated with Y ij . The logistic mixed model can be expressed as
where β is a p × 1 vector of unknown parameters to represent the fixed effects of X (1) ij and u i = (u i1 , . . . , u iq ) are random effects to characterize inter-subject heterogeneity. We assume that u i ∼ N q (0, Σ).
In the variable selection context, the vectors X (1) ij and Z ij usually consist of all the candidate predictors and a stochastic search variable selection approach can be applied by choosing mixture priors that permit dropping predictors through setting their coefficients at zeros. To facilitate random effects selection in the stochastic search variable selection framework, Dunson and colleagues (Chen and It can be shown that λ l is proportional to the standard deviation of the l th random effect, so λ l = 0 is equivalent to dropping the random effect from the model. Under this decomposition, model (3) can be rewritten in the following form:
where b i ∼ N q (0, I). We now augment this model with a missing data mechanism to correct for bias and propose similar variable selection for this component of the model. The dropout process is modeled through a logistic regression model for the hazard. We denote the response indicator R ij = I{Y ij is observed} for subject i at time t j . Set R i0 = 1 for all i. Given that the binary outcome is observed at time t j−1 , the probability that it is observed at time t j is
where An advantage of using a selection model factorization is that there is a direct correspondence between the functional form of h(Ȳ ij ; η) and the missing data mechanisms as defined in Little and Rubin (2002): (1) when
, which indicates that the dropout probability is related to the current (possibly missing) response, the data are missing not at random (MNAR); (2) 
, the data are missing at random (MAR) because the dropout probability is a function of observed values, not the missing components. This model can be further generalized as follows to a setting in which a 1 × κ vector of baseline covariates X (2) i may affect the dropout probability:
where α = (α 1 , . . . , α κ ) are unknown parameters associated with X (2) i . Please refer to equation (7) in Section 4 for an example of formulations under this framework.
Next we describe a variable selection procedure which involves zero-inflated mixture priors with a point mass at zero to select fixed and random effects in (4) as well as the parameters η and α in the logistic model (5) for dropout hazard. To facilitate the posterior variable selection via Gibbs sampler, conditional linearity of the parameters in the logistic models is achieved by the decomposition of Σ and approximation of the logistic density using the t-distribution.
Priors
Define Ω = (β, λ, γ, η, α) to be the parameters in (4) and (5) . An advantage of the decomposition in (4) is the conditional linearity of the parameter λ given γ and b i in the logit scale of p ij , and similarly the conditional linearity of γ given λ and b i . We adopt mixture priors for β and λ as proposed by Cai and Dunson (2006) to allow a subset of fixed and random effects predictors to drop out of the model. To be specific, the prior for β is
) is the normal density function with mean µ β 0l and variance σ β2 0l . The prior probability that the l th predictor is not selected into the model is therefore π
) is chosen as the prior for λ l . That is,
where Φ is the normal cumulative density function. The prior for λ is thus
is the prior probability that the l th random effect is excluded. The variance-covariance parameters have the joint prior p(λ, γ) = p(γ|λ)p(λ), and we choose 
Posterior computation
The joint posterior distribution for Ω = (β, λ, γ, η, α) takes a complex form, in particular due to the nonlinearity of the parameters in the logistic function. We approximate the logistic density by a t-density and use a data augmentation approach to obtain conditional linearity of Ω and establish conditional conjugacy to simplify the Gibbs sampler. Similar approaches have been proposed by Albert and Chib (1993) and Kinney and Dunson (2007). The full conditional posterior distributions of the parameters and latent variables are given in Appendix B.
The posterior probability of selecting each of the fixed (β) and random effects (λ) as well as η and α can be estimated by calculating the proportion of non-zero posterior samples. The probability of visiting a particular model (with a specific set of fixed and random effects) can be computed in a similar way.
Simulation studies
Via simulations, we examine variable selection in the presence of nonignorable missing data using the modeling framework in Section 3 for more complex settings than those examined analytically in Section 2. We mimic a placebo controlled study where the research interest is to evaluate the between-group difference over time in the response variable. The longitudinal binary data Y ij were generated from the following random intercept and slope model:
where x 0i = 1 is the intercept, x 1ij = 0, 0.2, 0.4, . . ., up to 2.0 is the visit time, x 2i ∼ Bernoulli(0.5) is the indicator for the treatment group, x 3ij = x 1ij × x 2i is the interaction between group and time, x 4i to x 10i are baseline covariates with a zero-mean multivariate normal distribution and AR(1) covariance structure (correlation ρ = 0.5), and β = (β 0 , . . . , β 10 )
The dropout time was simulated using the logistic model
for j ≥ 2; that is, all Y ij 's are observed in the first two visits (j = 0, 1) for all i.
T . Different missing data mechanisms were generated in the following two scenarios: (a) (η 1 , . . . , η 4 ) = (0, 0, -1.5, 0.1), i.e., the missing data are non-ignorable. For subjects who respond (Y ij = 1), the dropout rate increases with time, and the placebo group has a higher increase in the dropout rate than the treated group. On average there are about 23% and 55% missing c ⃝ 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com data in the treated group and the placebo group, respectively; (b) (η 1 , . . . , η 4 ) = (-0.4, 0, 0, 0), that is, the missing data are ignorable. The treated and placebo groups have around 19% and 50% missing data, respectively. We simulated 100 data sets in each scenario. Kinney and Dunson (2007) suggested that a relatively small prior variance of γ facilitate stable estimation while containing the flexibility of allowing posterior adjustment by the data. Therefore, the hyperparameters in the prior for γ were set to be γ 0 = 0, C 0 = 1 (it is a scalar in the simulations), with the constraint of γ possibly being degenerate at zero due to λ. We chose a vague prior for η 0 , N (0, 1000). To explore the impact of choices of hyperparameters for the effects to be selected, we studied a range of priors in the form ZI-N (π Each simulated data set was analyzed using either the joint model (6) and (7), or model (6) alone; the latter is referred to as the "ignorable analysis". We implemented the Gibbs sampling algorithm described in Appendix B. For each of the data sets, we first ran a burn-in of 5000 iterations, which was determined by the potential scale reduction factor (Gelman and Rubin, 1992) using three parallel chains with overdispersed starting values to ensure convergence of the Gibbs sampler. We generated 15,000 iterations after the burn-in, which were then thinned by a factor of 6, for computation of posterior means, standard deviations, and selection probabilities. We compare posterior means, standard deviations, and selection probabilities (SP) of the fixed and random effects from the joint analysis to those from the ignorable analysis. In the presence of non-ignorable missing data, the ignorable analysis gives biased estimates for β 1 (the time trend in the control group) and β 3 (the between group difference in the time trend). Because patients who respond (Y = 1, indicating worse disease conditions) at the occasion j are more likely to drop out of the study at that occasion, the time trend is biased downward in the ignorable analysis. In addition, since the treated group has lower dropout rates than the control group, the between group difference in the time trend is underestimated if the missing data mechanism is ignored. We observe a larger bias in β 1 and β 3 estimates as we increase π 0 to 0.8, and the posterior selection probabilities for β 1 and β 3 decrease along with the increase of π 0 . The missing data also lead to a biased estimate for the random effect λ 1 and its posterior selection probability drops to 0.39 when π 0 = 0.8. In contrast, the joint analysis produces sound estimates for these parameters, although there is some extent of shrinkage in β 1 and β 3 as π 0 gets large. Nevertheless, the bias in these parameters is mostly corrected as compared to the ignorable analysis. Also note that the most prominent parameter, η 3 , in the dropout out submodel, was correctly identified with the posterior selection probability greater than 0.95.
The analyses were repeated at a much larger sample size n = 1000 (results not shown). In the ignorable analysis, the bias in the estimates for β 1 , β 3 and λ 1 still exists. Because it is systematic bias introduced by non-ignorable missing data, it cannot be corrected by increasing the sample size. Despite the estimation bias, the posterior selection probabilities of these parameters are uniformly higher than those in Tables 1A  and 1B . This is consistent with our discussion about the behavior of π * as n → ∞ in Section 2. In addition, for both the joint and ignorable analyses, we observe reduced impact of the prior exclusion probability π 0 compared to the results for n = 300. We also notice that the magnitude of estimation bias is related to the strength of the association between the response and missingness probability. Smaller bias is observed if the association is weaker, i.e., η 2 , . . . , η 4 are smaller in absolute values.
We also examined the bias in estimation and selection due to non-ignorable missing data when the actual time trends in both groups were zero, i.e., β 1 = β 3 = 0, (Tables 2A and 2B ). Again there is a large bias in estimated β 1 and β 3 in the ignorable analysis, which results in a relatively high probability of selecting the two effects even though the true values are zero. This pattern is consistent with our discussion about the c ⃝ 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com asymptotic behavior of π * . The joint analysis leads to almost unbiased estimates for these parameters and the posterior selection probabilities reduce to below 0.05 when π 0 = 0.8.
When the missing data are ignorable (results not shown), we observe comparable results using the two methods, since under this assumption the ignorable analysis is valid. The impact of π 0 is not as strong as in scenario (a), which implies that under MAR we may need smaller samples to overcome the influence of priors. Moreover, under both scenarios (a) and (b), the missing data mechanism does not affect the point estimates or posterior selection probabilities of the fixed effects β 2 , β 4 , . . . , β 7 and α's.
The results to examine the impact of hyperparameters are reported in Table 3 . To reduce redundancy we only show the results for three fixed effects in β (β 1 , β 2 , and β 3 ), the two random effects (λ 1 and λ 2 ), the parameters in η that are associated with Y ij , and one effect in α, since from the discussion above, these parameters are representative and of particular interest. Under a given prior exclusion probability π 0 (0.5 or 0.8), we do not observe significant impact of the prior variance on the posterior inference, although the posterior inclusion probabilities tend to decrease with increasing prior variance. Since zero-inflated priors are spike and slab-type priors with a spike at zero, this is in line with results for spike and slab priors in Mitchell and Beauchamp (1988) and Dey et al. (2008) . Consistent with Tables 1 and 2 , there is shrinkage in β 1 , β 3 and λ for a higher π 0 , associated with a small inflation in the posterior variability and a decrease in the posterior selection probability. In all cases, the method is able to identify the right component in η that contributes most to the missing data mechanism.
Example
We illustrate the variable selection procedure using data from a double-blinded, randomized clinical trial of intravenous recombinant tissue plasminogen activator (rt-PA) in patients with acute ischemic stroke (National Institute of Neurological Disorders and Stroke rt-PA Stroke Study Group, 1995). A total of 624 patients were enrolled and randomized to receive either intravenous recombinant t-PA or placebo, resulting in 312 patients in each treatment arm. Repeated measurements of the modified Rankin scale, which is a simplified overall assessment of function, were recorded at baseline, 7-10 days, 3 months, 6 months, and 12 months post stroke onset. The measure is an ordinal scale coded as: 0 = no symptoms; 1 = no significant disability despite symptoms; 2 = slight disability; 3 = moderate disability; 4 = moderately severe disability, 5 = severe disability. In this analysis the outcome measure was dichotomized so that the patient was "disabled" if there was moderately severe or severe disability. Out of the 624 patients, 25 dropped out before 12 months (14 in rt-PA group and 11 in the placebo) and 168 died (78 in rt-PA group and 90 in the placebo group, including those died after 12 months). The average number of measurements (including the baseline) per patient is 4, and 30% data are missing at 12 months. Table 4 summarizes the frequency of disabled patients (i.e., the modified Rankin scale ≥ 4) for each of the follow-up times. The placebo group had a slightly higher rate of missing data during follow-up, and the observed data suggest that the rt-PA group tended to have fewer disabled patients than the placebo group.
We analyzed the data using both the joint model as outlined in Section 3 and the ignorable analysis in which we ignored the missing data mechanism. The prior variance was set to 10 for all the fixed and random effects and π 0 = 0.8. The results were summarized using 60,000 iterations thinned by a factor of 10 after 40,000 burn-in iterations. The 40,000 burn-in iterations was determined by the potential scale reduction factor (Gelman and Rubin, 1992) after we ran three parallel chains with over-dispersed starting values.
The results from the joint and the ignorable analyses are given in Table 5 . We adopted an unstructured time trend; three binary variables time3, time6, and time12 were generated to indicate whether the measurement was taken at 3 months, 6 months or 12 months post stroke onset. We considered a random intercept and fit three models, in each of which, a second random effect was assumed for one of the three time indicator variables. All three models suggest that the time effects show minimal between-subject variations. For illustration purpose, the model that assumes random effect of time3 is shown. The following c ⃝ 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com baseline covariates (mostly are binary) were considered: treatment group, prestroke modified Rankin scale, age, gender (1 = male), smoking status (1 = yes), drinking (1 = yes), abnormal baseline CT, and history of diabetes, hypertension, and angina at baseline. The dropout process model with baseline covariates (correspond to α) was initially fitted, but none of the baseline variables showed significant relationship with dropout. Therefore, we omitted these variables and only included the terms associated with η 0 , η 1 , and η 2 .
The results from the joint analysis show that, conditional on the random effects, the probability of moderately severe or severe disability decreases over time in the placebo group, resulting in odds ratios of 0.04 (the 95% CI is (0.02, 0.08)), 0.02 (0.007, 0.03), and 0.01 (0.004, 0.02), comparing the measurements at 3, 6, and 12 months post stroke onset with those at 7-10 days, respectively. There are no differences between the two groups compared at these time points. Among the baseline covariates, prestroke modified Rankin scale, gender, smoking, alcohol drinking, and history of hypertension and angina show higher than 50% chance of being selected. There is strong evidence for a large variation in the intercept, with a 100% chance of being selected into the model, but the random effect of time3 is almost zero, with a selection probability of 0.11. In the dropout sub-model, the posterior selection probability for η 1 is 1.00, but is only 0.27 for η 2 . Assuming we have modeled the dropout process and response process correctly, it suggests that the missing data mechanism is unlikely to be MNAR. This is also consistent with the observation that the results from the ignorable analysis are very similar to the joint analysis. The estimate of η 1 is negative, indicating that patients with moderately severe or severe disability had a higher probability of missing the next visit either due to dropout or death.
Finally, we would like to point out that it is useful to perform the joint model analysis and compare it with the ignorable analysis. If the results from the two approaches are similar, then the joint model analysis confirms the ignorable analysis. On the other hand, if the two analyses give very distinct results, then one should question the validity of the ignorable analysis and the joint analysis would be more appropriate, assuming that the functional form of the dropout process is correctly modeled.
Discussion
We have examined variable selection in the presence of nonignorable missing data. Our approach fills in a gap in the existing literature, attempting to elucidate the bias in variable selection associated with nonignorable missing data via analytical results and simulations, and resolving this issue by jointly modeling the missing data mechanism. We have implemented a Bayesian approach for fixed and random effects selection as well as selection of missing data mechanism for longitudinal binary measurements with missing data caused by dropout or other reasons. To facilitate the posterior variable selection, a zero-inflated mixture prior proposed by Dunson and colleagues (Chen and Dunson, 2003; Cai and Dunson, 2006; Kinney and Dunson, 2007 ) is employed and we obtain conditional linearity of the parameters in the logistic models by approximation of the logistic density by the t-distribution. We emphasize the importance of the joint analysis whenever the MAR assumption is questionable. Our joint model formulation includes the MAR missingness as a special case, and thus can be used as a tool to investigate the true underlying missingness mechanism assuming its functional form and the full data response model are correctly specified.
The variable selection procedure in conjunction with joint analysis developed in this article can be extended to continuous longitudinal outcomes and the results here are not specific to the joint model given in Section 3. The whole procedure can be thought of as Bayesian model averaging and as such, accurately reflects uncertainty about the variable selection. An alternative approach to our fixed prior selection probabilities would be to make these quantities random (Ley and Steel, 2009 ). Our method assumes monotonic missing data patterns and regular observation times for the longitudinal outcome. One future direction is to study variable selection for longitudinal data with irregular observation times (Henderson et al., 2000) and/or intermittent missing values. We expect similar results for joint models in these settings as well.
Joint models are generally classified as selection models and pattern-mixture models; our model is a parametric selection model. The hazard of dropout is modeled by a logistic regression under a non-future c ⃝ 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com dependent mechanism. This approach has the advantages that it allows identification of all parameters in the model, and that the interpretation of the coefficients in the missing data mechanism has a direct correspondence with the missing data mechanism classifications proposed by Little and Rubin (2002) . However, we need to point out that, in the presence of non-ignorable missing data, the inference on longitudinal measurements is dependent on the posited functional form of the missing data mechanism as well as the parametric form for the full data response. In addition, parametric selection models do not allow sensitivity analysis to investigate the impact of the modeling assumptions for the missing data. An alternative formulation to the selection model proposed here would be a mixture model; such a formulation would more easily accommodate sensitivity analysis. We would expect similar biases in selection probabilities and coefficients in this formulation. For a comprehensive discussion of sensitivity analysis, see Daniels and Hogan (2008) .
The fixed and random effects selection avoids the need to compute model selection criteria such as DIC (Spiegelhalter et al., 2002) . This is convenient for selection models as the observed data likelihood is typically difficult to compute (Daniels and Hogan, 2008) .
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Appendix A
The likelihood for θ based on the observed data, which ignores the missing data mechanism, is defined as
where n 00 is the number of individuals with (Y 1i = 0, Y 2i = 0), and n 10 is the number of individuals with (Y 1i = 1, Y 2i = 0); n 01 and n 11 are defined similarly. We use n 0m (n 1m ) to denote the number of individuals with Y 2i missing and Y 1i = 0 (Y 1i = 1). The maximum likelihood estimator of θ derived from (8) isp 00 = n 00 + n 01 + n 0m n × n 00 n 00 + n 01 , p 10 = n 10 + n 11 + n 1m n × n 10 n 10 + n 11 , p 01 = n 00 + n 01 + n 0m n × n 01 n 00 + n 01 .
We show that these are biased estimates of θ. It is easy to see that 
if η 2 ̸ = 0. Therefore,p 00 is not a consistent estimator of p 00 if η 2 ̸ = 0, i.e., if the missing data are MNAR. Similarly, when η 2 ̸ = 0, it can be shown thatp 01 andp 10 are not consistent estimators for p 01 and p 10 , respectively, because 
and
Appendix B
We outline the steps in the Gibbs sampler to draw samples from the posterior distribution of Ω, assuming the dropout process model takes the form of (7). By introducing a latent variable W ij , the logistic mixed model (4) can be rewritten as follows: 
The outcome Y ij = 1 if W ij > 0 and Y ij = 0 otherwise. We approximate the distribution of ϵ ij by a zero mean t random variable, t ν (0,σ 2 ), where the degrees of freedom ν = 7.3 and the scale parameter σ 2 = π 2 (ν − 2)/3ν. The distribution is equivalent to a mixture of normals such that conditional on the Kinney and Dunson (2007) showed that approximation of the logistic distribution by t ν (0,σ 2 ) was nearly exact using importance weighting. Similarly, for the dropout process model, we define
where τ i is the group indicator, ε
Let Y obs denote the observed components in Y and Y mis the missing values. Assume each subject has at least r − 1 observations, r ≥ 2. Conditional on the augmented data (W, d, Q, a) and the unobserved data (Y mis , b), the joint posterior density of Ω is
We assume that X (1) ij and Z ij are observable even if subject i drops out at occasion j, i.e., R ij = 0. Posterior computation relies on a Gibbs sampler which iteratively samples from the full conditional distributions of the parameters β, λ, γ, η and α, the latent variables b, W , d, Q, and a, and the missing data Y mis . The full conditional distributions are given as follows.
• The full conditional posterior for
where x ijl is the l-th element of the vector X
ij with the l-th element omitted, and β (−l) is defined similarly.
• Let b
, and Φ(·) is the cumulative distribution function of the standard normal distribution, t ij(−l) is the vector t T ij = (t ij1 , . . . , t ijq ) with the l-th element omitted, and λ (−l) is λ with the l-th element omitted.
• Let g •
).
• The full conditional posterior for 
il is the l-th element of the vector X
with the l-th element omitted, and α (−l) is α without the l-th element.
2 /a ij ) truncated at the left by zero if R ij = 1 and at the right by zero if R ij = 0.
• a ij ∼ Gamma(
and u
• If n i < m, the missing observation Y i(ni+1) for subject i is Bernoulli(
), where
[ Table 3 . Posterior estimate under different priors (scenario (a), n = 300; posterior standard deviation and selection probability in the parenthesis). 
