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€r = im5wLaAkHVaXlO-^ (20) 
Arnold replaces the theoretically required 
interpole flux shape by a trapezoid, for which 
he then derives certain constants of shape 
(Fig. 3). 
BiPf^y — 2.54AkHv lines per inch^ 
5 ' = 2 . 5 4 ^ ? ^ - ^ [ ( W + X r T , ) 4 -10 ηΖ 
( • — I X X . i o t + X r r j ) ) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
To calculate the shape constant η, the 
effective brush width b' is required 
B'^=^2MA~(p^l)Xg 
B'"==2MA~v\e 
10 
BiPms.x==B'-\-B"-\-B"' 
Βΐρ..^ηΒ'+Β"-^Β"' 
Dc 
( & - i ) + ( l - ^ ) r , (27) 
Now, the proper condition must be chosen. 
a. |w5|=0 t>b' 
b. | « δ | - 0 Kb' 
(28) 
(29) 
C. \ub\9^0 t>{b'-\-U) η^- (30) 
ζ 
{b'-{-U)>t>{b'-l 2tb' 
(31) 
b' 
{b'-U)>t 7 ? = ^ (32) 
Required interpole MMF 
MMF,p=MMFa+^"''"^'^"-''"^+ 
MMFip"-MMFc (33) 
with MMFip an estimated addendum for 
ampere turns required within the normally 
unsaturated interpole circuit excluding the 
interpole air gap. 
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N o Di s c u s s i o n 
Optimization oi Nonlinear Control 
Systems by Means oi Nonlinear 
Feedbacks 
R. S . N E I S W A N D E R 
A S S O C I A T E M E M B E R A I E E 
Synopsis: The first portion of this paper 
is devoted to the logical selection of a cate­
gory of nonlinear systems—systems having: 
1. controllers with any number of time lags 
or leads, and usually operating in their 
saturated region (velocity saturation, force 
saturation, etc.), and 2. loads consisting of 
combinations of nonlinear masses, non­
linear dampers, and nonlinear springs. 
(Nonlinearities which involve explicit func­
tions of time, such as mass and inertia of a 
controlled rocket motor missile, introduce 
special considerations not included here.) 
In the second part of the paper, character­
istics of an intentionally nonlinear element 
added to the feedback are considered. In 
the final part, the nonlinear element is 
shaped to provide optimum response in the 
saturated region of operation. 
TH E U S E of intentionally nonlinear e lements t o improve au tomat ic con­
trol performance is not a new idea in 
servomechanism his tory; i t has been 
recognized for a number of years t h a t the 
overshooting tendency of sa tura ted con­
trol systems could be reduced b y increas­
ing damping a t sa tura ted velocities. 
However, the problem of shaping the 
R. H . M A C N E A L 
N O N M E M B E R A I E E 
nonlinear element for best over-all per­
formance has been considered only re­
cently, and in m a n y respects this can be 
regarded as a completely new branch of 
the servomechanism field. T h e work 
of Tustin^'2 and others in England has 
led Porter^ to predict t h a t servo system 
analysis of the future m a y be directed 
principally toward introducing nonlinear 
elements as means of optimizing control 
systems, in contras t to the present em­
phasis upon linearization by mechanical 
and electrical design. 
The growing interest bo th here and 
abroad in nonlinear control systems is 
probably most ly the result of necessity. 
McDonald^ in his survey of the s ta te of 
the art , points out t ha t the improvement 
of linear systems by engineering design, 
reducing t ime delays and energy storages, 
and improving acceleration characteris­
t ics of servo motors is rapidly reaching a 
point of diminishing re turn . As a next 
step, nonlinear techniques come into 
being. 
There are a t present a t least three 
methods of t reat ing nonlinear servo-
mechanisms and, as is common to all non­
linear techniques, each method is applica­
ble to a certain restricted category of 
control systems. Each of these methods 
is an outgrowth of an on-off servomecha­
nism analysis technique, although the 
original techniques did not include the 
concept of performance optimization. 
Hazen^ in his classic (1934) paper proposed 
analyzing, by operational techniques, on-
off controls which were essentially linear 
except for discontinuities a t switching 
instants . MacColl^ in 1945, and Weiss'' 
in 1946 proposed the use of phase-plane 
analysis to determine responses of cer­
tain second-order on-off servomechanisms. 
More recently, Kochenburger^ in 1950 
introduced a frequency response method 
appHcable to pseudo-linear on-off con­
trols, t h a t is, al though actually non­
linear, several linearizing assumptions 
m a y be made regarding certain control 
systems. 
By the introduction of an intentionally 
nonlinear element into the control sys­
tem, each of the on-off servo techniques 
has been extended to provide a means of 
improving control system performance. 
The sectionally linear technique has been 
adapted by Schwartz^ to improve a Hnear 
Paper 53-252, recommended by the AIEE Feed­
back Control Systems Committee and approved by 
the AIEE Committee on Technical Operations for 
presentation at the AIEE Summer General Meet­
ing, Atlantic City. N. J., June 15-19, 1953. Manu­
script submitted February 24, 1953; made available 
for printing April 20, 1953. 
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servomechanism b y means of a superim­
posed discontinuous control. Sherrard^*^ 
has suggested a means, based upon the 
more general frequency analysis tech­
nique, of determining a nonlinear filter 
which improves the response of a sa tu­
ra ted linear servomechanism. The phase-
plane technique has been used by Hopkin^^ 
for the optimization of certain second-
order control systems in which the force 
applied to the load is assumed to be sat­
ura ted . In Hopkin ' s method the resul t­
a n t error signal includes an intentionally 
nonlinear function of the s tat ic error and 
a linear function of the ou tpu t velocity. 
The intent of the present paper is to 
outline a method, in m a n y respects an 
extension of Hopkin 's proposal, which can 
be applied to complex control systems. 
The method accounts for various kinds 
of saturat ions (velocity, force-rate, force, 
etc.) occtuing in control systems having 
nonlinear loads, and a number of t ime lags 
and leads. Al though optimization is 
accomplished by nonlinearizing ra te feed­
back, it should be noted t h a t mos t of the 
features of the method are applicable to 
optimization by nonlinearizing s tat ic 
error signal. For other than simplified 
control systems, au tomat i c computers 
are subst i tuted for graphical phase-
plane constructions. 
The method to be developed is ap­
plicable to the sa tura ted region of opera­
tion and is therefore not directly con­
cerned with operation near the control sys­
t em null. Excluding on-off systems, a 
large number of control systems are 
reasonably Hnear in their null regions and 
can be designed for op t imum null region 
performance by means of well-known 
linear techniques. If the resulting pa­
rameters (loop gain, and correction net­
works) are assumed to be invariable and 
necessary elements of the basic control, 
t he present method can be apphed to the 
resul tant system. In other words, the 
goal of null t ightness does not conflict 
wi th the goal of op t imum sa tura ted per­
formance; bo th can be a t ta ined in the 
same system. 
In considering the class of control 
systems termed nonlinear, one should 
Iceep in mind tha t they can only be de­
fined negatively: all which are no t 
linear. They consti tute an infinitely 
large and diverse class which defies 
generalization or general analysis. Con­
sequently, any method of t reat ing non­
linear systems must necessarily be re­
str icted. The restrictions of the method to 
be presented are not precisely known, for 
this would require the nearly impossible 
task of investigating a great number of 
nonlinear control systems; therefore the 
.dx /dt dxAlt 
^(dx/dtV 
max 
(D) ADCELERffnON AND A C C E L -
ERATION-RATE SATURATION 
(C) A:)CELERATION SATURATION 
Fig. 1. Optimum saturated responses 
l imitations noted throughout this paper 
should not be considered to be exact. 
The Optimum System 
Contemporary control system analysis 
evolved from feedback amplifier design 
and electrical circuit theory, and it deviates 
wi th reluctance from the original concept 
of the completely linear system. In fact, 
linear control systems with their neat , 
analyt ic solutions are so easily t reated 
t h a t there is a tencency to regard the 
linear system as the opt imum system. 
Nonlinearities are considered undesirable 
and are neglected, eradicated, or occasion­
ally admit ted by approximate extrapola­
tion from linear theory. 
On the other hand, there is an interest­
ing and quite different interpretat ion of 
system optimization, which perhaps m a y 
best be described by a series of examples. 
Le t i t be assumed tha t the objective of a 
control system is to move its output , 
from an initial point, λ;ι , to a final point 
Xi±8, δ being the tolerated error, in the 
shortest possible t ime. I t will be advan­
tageous to present the response of such 
a system b y means of a displacement-
velocity plot, such as those illustrated in 
Fig. 1. For a second-order control sys­
tem, this plot is the phase-plane represen­
tat ion, and for a higher order system this 
is a phase-plane cross-section of the cor­
responding multidimensional phase space. 
However, in ei ther case, the position-
velocity plot presents sufficient informa­
tion, and will be subsequently referred to 
here as the phase plane. 
If the system has almost unlimited 
available force and perfect control intelli­
gence, its quickest route to the final 
point is by means of a nearly infinite 
acceleration to some midpoint and then a 
nearly infinite deceleration to the final 
point. The corresponding response tra­
jectory. Fig. 1(A), rises vertically from 
the initial point, Xi, to an almost infinite 
velocity, and then descends vertically 
down to Xi. The relation between the 
phase-plane trajectory and the response 
t ime is apparent 
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Fig. 2. The central system 
Response t ime = 7 {dx/dt) 
Thus, the response time is the area under 
1/(dx/dt), the reciprocal of the phase-
plane trajectory. For the ideal response 
of Fig. 1(A), the travel time is prac­
tically zero. 
Using this phase-plane representation, 
the effects of physical l imitations upon 
the system's responses can readily be 
seen. Velocity saturat ion i)revents the 
trajectories from rising above a velocity 
limit, {dx/dt),n,,^. Thus , a control having 
no limitations except this velocity limit 
best performs the task of moving from .Vi 
to Xi by means of an infinite acceleration 
up to the bounding velocity, and then a 
constant velocity up to the end point 
where an infinite deceleration stops the 
motion. The resul tant trajectory, Fig. 
1(B), now has a finite response time. 
In all practical systems the ou tpu t ac­
celeration must be finite, limited by the 
inertia of the load and the available force. 
For example, a system having a pure 
inertia load and limited available force 
but no other restrictions has, as its best 
response, maximum acceleration (maxi­
mum available force) to the midpoint , 
and maximum deceleration to the end 
point. This produces the trajectory 
of Fig. 1(C). 
Furthermore, if the control force is not 
able instantaneously to reverse itself, 
the slope of the trajectory cannot ab­
ruptly change, and the resultant trajectory 
has a rounded apex, Fig. 1 (D) . 
Each of these four examples utilizes 
its absolute maximum physical capabili­
ties in |)erfonning the required operation. 
WMth these assumed capabilities, no 
means exist for improving the responses. 
An absolute limit to a given system's 
perfonnance has been established, provid­
ing an evaluation criterion for the sys­
tem's actual performance. 
Implicit in all of the examples dis­
cussed is the assumption of unlimited 
control intelligence, which provides the 
perfect saturated approach to the final 
point. In actual fact, real systems here 
WΊll be allowed to become unsatura ted 
and possibly linearly controlled in the 
null region. This provision results in a 
less than perfect response. 
As a basis for the optimization pro­
cedure, the foregoing can be summarized: 
An absolute op t imum control system is 
one which has physical limitations only, 
having sufficient control intelligence to 
perform all requested operations a t 
sa turated levels. 
For all of the foregoing examples, the 
performance requirement to move from 
position . r i to position Xj^b within the 
shortest possible time, was employed, 
and will continue to be used throughout 
the remainder of this paper. Other per­
formance demands, such as following a 
sinusoidal input , A sin ω/ within tolerated 
error δ, maximizing ω; following a con­
s tan t velocity input ν within tolerated 
error δ, maximizing the velocity; or 
minimizing ou tpu t error for large varia­
tions of the load, will in general require 
different optimizing techniques. Since 
superposition of solutions is not permissi­
ble in nonlinear analysis, correlation be­
tween optimization for any two require­
ments , such as the first two mentioned,, 
is difficult. 
The Method 
The task is to devise an intentional 
feedback which sponsors the opt imum 
response defined in the j^revious section. 
Fig. 2 represents the typical control 
system to be optimized. The controller, 
which m a y have various linear and non­
linear elements, imposes a force F on the 
load, which may be a combination of 
nonlinear masses, nonlinear dampers, and 
nonlinear springs (excluding explicit 
functions of t ime). vSaturated system 
optimization assumes complete satura­
tion of the controller and thus does not, in 
general, provide useful information for the 
final portions of the response trajectories. 
A technique for determining the limit, 
the boundary of the unsaturated region 
surrounding the end point, will be pre­
sented later. Within the completely 
saturated region, the error signal must be 
large, and has no influence on the ou tpu t 
except to initiate reversal when the error 
reverses polarity. 
To discover just what intelligence is 
required of the opt imum feedback ele­
ment , it is worth while to re-examine the 
opt imum resj^onse trajectories of the 
system. Consider, for exam])le, a sys­
tem which lias a mass plus damping load 
and a controller which is force-saturated 
bu t which can instantaneously reverse 
the direction of the force. The perfect 
responses of this system are shown in 
Fig. 3 (A) , for final position .v, and 
various initial values X\, X2- . . . (A con­
venient rule to remember is that all tra­
jectories in the upper half-plane must 
progress to the right since .r is positive; 
and all in the lower half-plane to the left.) 
I t is convenient to shift the χ co-ordinates 
so tha t the final position, .v,, always lies 
a t the origin, tha t is, x' = x — Xi. Along 
the early portions of the trajectories, 
from to si, x^ to ^2, etc., the system is 
saturated, accelerating positively. At 
5 i , 52. . .the control intelligence reverses 
the signal, and the force is reversed to 
become oppositely saturated. Near the 
origin (the null) the method is not valid 
and trajectories mus t be detennined by 
linear analysis or other means. There­
fore, for opt imum saturated response the 
only du ty of the control intelligence is to 
select the initiation of reversal, the opti­
m u m switching line s^s^iSz.... Any sat­
ura ted trajectory which is switched, upon 
crossing this line, is properly directed 
towards the origin. 
The load mass and damping elements 
264 Neiswander, MacNeal—Optimization of Nonlinear Control Systems SEPTEMBER 1 9 5 3 
of this example may be nonlinear with­
out changing the character of the per­
fect response trajectories. If either of 
these elements is a function of or if a 
spring is added to the load, perfect re­
sponses such as those of Fig. 3(A) will 
be different for different final positions, 
and a series of phase planes is required, 
each representing a specific final position 
and a complete range of initial positions. 
If the load is not an expHcit function of 
X , t ha t is, only a function of t ime deriva­
tives of .\', the various phase-plane plots 
for different final points will be identical. 
The opt imum switching line can either 
be considered as a function of x', which 
is in reali ty the static error signal, or as a 
function of ou tpu t velocity. Using static 
error signal as the independent variable, 
Hopkin^^ devised a phase-plane method of 
optimizing second-order control systems 
b y intentionally nonlinearizing the stat ic 
error. The method presented here ut i­
lizes ou tpu t velocity as the independent 
variable, with consequent optimization 
b y nonlinearizing the ra te feedback. 
These two viewpoints are very closely 
related, and m a n y of the features of the 
nonlinear ra te optimization described 
here are applicable to nonhnear static 
error optimization. 
I t would appear t ha t this op t imum 
sa tura ted control is in m a n y respects 
similar to t h a t of an on-off servo; and, 
indeed, in some respects the relay appears 
t o be the ideal controller. However, as 
mentioned previously in discussing re­
quired intelligence, is it assumed tha t the 
null accuracy of response is improved if 
the system is approximately hnear. 
Admit t ing a maximum ra te of change 
of controller force dF/dUn^ the family 
of opt imum responses becomes those of 
Fig. 3(B). Note t h a t the op t imum 
switching fine S1S2S3. . .has been advanced 
to allow for reversal time, the intervals 
S\ti,s<>t2- ' .being the portions of the trajec­
tories during reversal. Again, when any 
sa tura ted trajectory has its signal switched, 
upon crossing the opt imum switch­
ing line, reversal is init iated in such a 
way tha t the trajectory is properly de­
flected towards the origin. 
If, in addition, the system has an abso­
lu te velocity barrier, the op t imum switch­
ing fine m a v take the odd form shown in 
Fig. 3(C). 
In brief, the op t imum switching fine 
can be expressed as a function of dx/dt 
for certain systems (loads independent of 
x), and in general as a function of dx/dt 
and the input , or null, value, Xi. In 
other words: The sufficient control in­
telligence for the op t imum control system 
(always sa turated) is an opt imum switch-
— ^ dx/dt=x'=x 
/ / / / \ 
( i l l ^ 
xi χ· 
χ| xij 
(A) ACCELERATION SATURATION \ / 
» 5 \ 
x| %i Xi x4 1 
(B) ACCELERATION AND ACCELERATION- \ / RATE SATURATION 
(C) VELOCITY BARRIER 
Fig. 3. Switchins lines for optimum responses 
ing line S\dxldt, Xi\ determined by the 
perfect response trajectories of the system. 
Throughout this paper, the brackets j } 
will mean a function of. . . . 
Since the opt imum switching line is the 
entire intelligence required b y an opt imum 
control, it mus t be provided by the feed­
back. Bu t just wha t is the na ture of 
influence of the feedback? First, the 
feedback mus t transfer — x to the linear 
summing element, for i t is implicitly as­
sumed tha t the ou tpu t should follow the 
input . Second, it mus t have some sort 
of optimizing function A{\ to provide 
the opt imum switching line. The re­
sul tant feedback signal to the summing 
element is therefore x / = — x — ^ 1 }, and 
the corresponding error signal is y\ = Xi — 
x — A \ }. Shifting the χ axis to maintain 
the end point a t the origin {x' — x — xi) 
(1) 
As is usual with nonlinear phenomena, 
simple examples perhaps best demon­
stra te the impor tan t features of equation 
1. Consider first a hypothetical system 
having a static controller characteristic as 
shown in Fig. 4(A). The controller can 
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FORCE 
^MAX, 
Fis. 4 (kit) . 
Perfect relay 
controller 
'^ MAXs 
FORCE 
''MAX I 
Μ MAX 
(A) STTATCCONTROLLER CHARACTERISTIC 
PmAX2 
(A) STATIC CONTROLLER CHARACTERISTIC 
(Β) NONUNEAR RATE FEEDBACK 
be thought of either as an ampHfier with 
infinite gain a t null, or as a zero t ime-
delay relay. I t is reasonable to suppose 
t h a t the intent ional feedback A { } sup­
plying the intelHgence for switching is a 
function of the same variables as t he 
op t imum switching line, S{x, Xf} and 
therefore, for a given end point can be 
represented on the phase plane as a 
line A\x\ 
x i = const* Fig. 4(B) shows a 
sa tura ted accelerating trajectory ap­
proaching the line [:c]. A t poin t a, 
ac = Xa\ bc= —A[x]a, and ab = Xa^+ 
A [x]a or 
ba== —Xa —A [x]a=^ (2) 
For the assumed controller, the force is 
switched when the error signal 17 = 0. In 
other w o r d s — ^ {x} is the signaled switch­
ing line. When the signaled switching 
line is coincident with the op t imum switch­
ing line, the feedback sponsors perfect 
control, and the system optimizat ion has 
been accomplished. I n the selected exam­
ple, this is extremely simple 
5 { i ' } x i = c o n s t = — A \x]xi = const 
S{i, Xi\=^-A\x, Xi] 
Now consider the more practical con­
troller stat ic characterist ic shown in 
Fig. δ (A), which has force l imits of Fmaxi 
and Fmax2 b u t which is unsa tura ted and 
nearly linear between these limits. F rom 
equation 2, the length ba of Fig. 5(B) is 
Fig. 5 (right). 
Proportional con­
troller 
the signal η. Upon entering the b a n d 
between — ^ { i } displaced 77maxi t o t he 
left and displaced r/max! to the right, all 
trajectories become statically unsa tu­
ra ted. Upon leaving the band, the trajec­
tories have opposite s tat ic sa tura t ion 
( ^ m a x i ) . Reversal is ini t iated a t the 
ins tan t the accelerating trajectory enters 
the band, and therefore the signaled 
switching line is — ^  { χ } ίΡ ί = cons t " " ^max i -
Within the band of Fig. 5(B), the con­
troller is not statically sa tura ted and 
^optimum r e v e r s a l z o n e 
Ί ν 
(Β) NONUNEAR RATE FEEDBACK 
consequently unsa tura ted control of the 
system will result unless other saturations 
occm*. Accordingly, this zone is labeled 
the s tat ic control band . I t presents an 
impor t an t problem in connection with the 
method of optimization being described. 
If no other satiwations occur, the system 
does no t perform satiu-ated reversals, and 
the present method is not strictly applica­
ble. T h e satiu-ated reversal and the 
unsa tura ted reversal must be treated 
differently. 
STATIC CONTROL 
2 6 6 
Fig. 6. Optimum saturated reversal 
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1. Saturated reversal. Nonsta t ic satu­
rat ions produce op t imum trajectories 
such as those of Figs. 3(B) and 3 (C) ; 
as an example, t h e force-rate sa tu ra ted 
trajectories of 3(B) are reproduced in 
Fig. 6. When a controller is force-rate 
satiu-ated, i ts o u t p u t force is changing a t 
t h e maximum ra t e permi t ted by the 
physical l imitat ions of the controller. 
T h e region between ^152^3. . .and tMs. . . , 
where satiu"ated reversal is effected, is 
termed here the op t imum reversal zone. 
Trajectories reversed within this zone 
have max imum curvature , for i t is 
physically impossible to reverse any 
trajector\ ' more quickly t h a n its force-
ra t e sa turat ion permits . 
Reversal within a s tat ic control band 
narrower t han the op t imum reversal 
zone would imply a greater than possible 
curva t iu^ of the reversing trajectories, 
therefore in this case sa tu ra ted reversal 
is assm*ed. T h e controlled trajectories 
will thus be identical with the op t imum 
trajectories, and the signaled switching 
line will be identical with the op t imum 
switching line 
Six, Xi]==-A [X, Xi\-Vm^Xi (3) 
Graphically, this amounts to matching 
the leading edges of the s ta t ic control 
band and the op t imum reversal band . 
2. Unsaturated reversal. By similar 
reasoning, one would expect tha t , when 
the stat ic control b a n d is wider t h a n the 
op t imum reversal zone, the trajectories 
would be unsa tura ted , a t least for t h e 
la t te r port ion of the reversal. This pro­
hibits unrestr icted use of the present 
method. If, as in the case of m a n y simple 
systems, once captured, the trajectories 
forever remain within the s ta t ic control 
band, optimization is accomphshed by 
match ing the exit boundaries of the two 
zones, Fig. 7 
T{X, Xi]==-A{x, Xi}+Vma^, (4) 
However, one m u s t be very careful in 
applying the method to this region, for i t 
m a y no t produce accurate response in­
formation. Effects such as secondary 
oscillations, which might not only be un­
desirable b u t might swing the trajectory 
outside the stat ic control band, are not 
revealed except by special techniques, 
such as linear per turbat ion analysis. 
I n all of these examples, t ime lags and 
leads in the nonlinear feedback and, for 
t h a t mat te r , in the port ion of the con­
troller ahead of the point where s tat ic 
satiu-ation occurs, were not included. 
Now consider the more general problem 
of control systems with several t ime lags 
or leads. Necessarily, here, the operat­
ing region optimized will be confined to 
t h a t of to ta l saturation—satiu-ated ac­
celerating trajectories, sa tura ted rever­
sals, and sa tura ted decelerations to the 
null region. An opt imum switching line 
still exists, and the feedback, as before, 
sponsors a signaled switching line. WTien 
the arbi t rary feedback is shaped to make 
the two switching lines coincident, per­
fect sa tura ted control is a t ta ined. 
Optimization Procedure for Complex 
Control Systems 
1. T h e control system is linearly opti­
mized in its null region by means of linear 
- . 5 
feedback elements and error networks in 
the controller. T h e resul tant system 
may have bo th intentional and unavoid­
able t ime lags and leads in the feedback 
and in the controller and, as mentioned 
before, m a y have a load consisting of a 
combinat ion of nonlinear masses, damp­
ers, and springs (not explicit functions 
of t ime) . 
2. T h e op t imum satura ted responses 
of the system are computed. These are 
initial condition problems concerned only 
with the controller and the load, which 
permit straightforward solutions by ana­
logue or digital computers . All t ime 
lags and leads occurring in the controller 
prior to the points where saturat ions occur 
should be excluded from this analysis. 
T h e complexity of the load (number of 
degrees of freedom, backlash couplings, 
etc.) is l imited only by the computing 
facilities available. 
As a procedural example, assume tha t 
the given system is a t initial point, Xi. 
I t is usually permissible to allow the sat­
ura ted accelerating force to be applied 
immediately a t the initiation of the input 
signal, neglecting the initial hook in 
the trajectory resulting from force build­
up t ime or other nonstat ic saturations, 
for once stat ic force saturat ion is at-
iO 
L (FT. LBS.) 
. 5 (RADIANS) 
- 1 0 
(A) STATIC CONTROLLER CHARACTERISTIC 
FEEDBACK 
CONTROL 
(B) BLOCK DIAGRAM 
Fig. 7. Optimum unsaturated reversal Fig. 8. Simplified control system 
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tained, the problem is unconcerned with 
initial conditions. During the accelera­
tion phase, the solution is t h a t of a known 
force acting upon a known load. At an 
arbi t rary t ime, r i , reversal is ini t ia ted by 
reversing the signal, and a new initial 
value problem is created with known 
initial conditions, forces, and load. This 
solution is continued unt i l t he ou tpu t 
velocity is zero, producing final posi-
٨οπχΐι. Using various switch init iation 
times and various initial points Xi, x^, etc. 
the complete set of sa tura ted responses 
can be obtained. As an accuracy refine­
ment , the final portions of the trajec­
tories, where, in the actual system, linear 
operation occurs, can be computed by 
linear analysis. For tunate ly , all final 
trajectories for any one final position are 
identical. 
F rom the op t imum responses, the opti­
m u m switching line, S[x, Xi] is immedi­
ately obtained. 
3 . Assuming no t ime lags (or leads) 
in the feedback or in the controller prior 
to stat ic saturat ion point, t he first 
approximation of the feedback function is 
simply 
Ao{x, Xi] = -S\x, X z l - f - r y m a x , 
The value of rjmaxi results directly from 
the controller s tat ic force l imit and the 
null slope determined in step 1. 
4 . In general, the nonlinear feedback 
function A{x, X i \ mus t be modified to 
account for mult iple t ime lags and leads 
and other feedback and controller charac­
teristics neglected in the foregoing analy­
sis. The basic procedure proposed is th is : 
The desired responses, χ versus t ime are 
known from step 2 . If the control sys­
tem loop is broken just prior to the feed­
back and the perfect responses (along with 
proper control system inputs) applied as 
forcing functions, then the actual ou tpu t 
responses of the system should coincide 
with the applied perfect responses. If 
ou tputs do not correspond, the nonlinear 
feedback A { ] mus t be adjusted to pro­
duce proper responses. 
A suggested procedure for accomplish­
ing this is as follows: The first est imate 
of the nonlinear feedback has already 
been found. This function can be tried 
in the form of {x, Xin} some specific 
perfect response applied as a forcing 
function to the feedback, and the factor k 
adjusted unti l proper switching is ob­
tained. This provides a point on the im­
proved A {x, Xin \ curve. Repeat ing with 
the balance of the perfect responses, the 
second approximation A [x, Xt} results. 
5 . I t is clear t h a t this method is ap­
plicable, strictly only to the operating 
region which is continuously saturated, 
and it is therefore very impor tan t to 
determine the limits of this region. For­
tunately , the unsa tura ted boundaries are 
the immediate results of step 4 . A limit­
ing op t imum response exists which when 
applied as a forcing function produces a 
very slightly unsa tura ted reversal of the 
load; t ha t is, the resul tant trajectory 
deviates slightly from the op t imum trajec­
tory (by displaying less curvature) . In 
an exact sense, this trajectory is the Hmit 
of usefulness of the method. 
6. T h e final step in the design of the 
control system is the reconciliation of the 
linear and sa tura ted results. The con­
trol system has been optimized for its 
linear null region operation and for its 
sa tura ted operation. Furthermore, the 
limits of the sa tura ted operation are 
known. An unsa tura ted bu t very non­
linear zone of operation may exist be­
tween the two solved regions. When this 
gap is relatively small and the system's 
nonlinear functions are well-behaved, 
interpolation of A {x, Xi ] across the zone 
is fairly simple. If the nonlinear, un­
sa tura ted zone is large compared to the 
other two operating regions, optimiza­
tion can in many instances be accom­
plished (see previous discussion of unsat­
ura ted reversal) bu t requires considera­
ble caution. In complex systems the 
innocent-appearing static control band 
of the position-velocity plot is in reality 
an w-dimensional space tube with the 
associated freedoms for instabilities. 
A SIMPLE EXAMPLE 
Optimization of a simpHfied control 
system will be carried out, first to demon­
stra te the problems of reconciliation in 
dual optimization, and second to show 
by comparison of dual with linear optimi­
zation alone, the marked improvement in 
system response. T h e control system 
chosen has the following inherent features: 
0( RAD/SEC) 
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1. Controller, linear up to the static torque 
saturation, which occurs when \L\ = 1 0 foot­
pounds. Rate of reversal of torque cannot 
exceed 5 0 foot-pounds per second. 
2. Load, constant inertia, 7 = 1 slug-foot^. 
1. Linear optimization. T h e imposed 
means of l inear optimization is a linear 
rate generator driven by the system 
output, t h a t is, the feedback —θ — αιθ. 
By means of a linear analysis which in­
cludes a consideration of system t ime 
lags of the order of 0 . 0 2 second, the opti­
mum controller gain is selected as G = 2 0 
foot pounds per rad ian ; and for a Httle 
less than critical damping, the r a t e feed­
back coefficient, a i , becomes 0 . 4 . There­
fore, the stat ic controller characterist ic 
is tha t of Fig. 8 (A) , and the basic control 
system, (neglecting the small t ime lags) 
is tha t of Fig. 8 ( B ) . 
2 . Optimum response trajectories. The 
saturated torque, Lmax, acting upon a 
constant inertia, produces the parabolic 
acceleration and deceleration trajec­
tories of Fig. 9 . Dur ing sa tura ted re­
versal 
f l 6 
θ (RAD/SEC) 
\ i f / / m a x 
.df.de 
5 0 = -{θ)=θ-
dt de de 
.dH ./dey 
v i l e ) 
Hence 
^{dd/dey 
θ 
(5) 
At an arbi t rary point on the decelera­
tion trajectory, θ and de/de are known, 
which allows equat ion δ to be solved for 
d'^e/de^y the r a t e of change of trajectory 
slope. By stepwise construction, the 
trajectory diu'ing reversal can be deter­
mined backwards . As an al ternat ive pro­
cedure, the trajectories can be found by 
standard phase-plane geometric tech­
niques. T h e resul tant op t imum re­
sponse set is shown in Fig. 9 . 
3 . Zero time-lag optimization. The 
width of the stat ic control band is 1 . 0 
radians. Fig. 8 (A) , and is much narrower 
than the op t imum reversal zone, except 
near the null. Therefore, sa tura ted re­
versal is assured except near the null, and 
the op t imum and signaled switching lines 
should be made coincident, as ment ioned 
earlier. Since the load does not va ry 
with Θ, the complete op t imum feedback is 
^o{^} , which can be read directly from 
Fig. 9 . 
4 . Optimizing with time lags. Assume 
the various feedback and controller t ime 
lags can be lumped as a single t ime lag of 
0 . 0 2 second. This lag delays the actual 
Fig. 10. Response trajectories 
error signal by some small increment 
which can be es t imated as follows: 
Pr ior to switching (initial condit ions a t 
/ = 0 , 00 = 0 , ^ = 0 ) 
^ = i/max/ = 1 0 / 
0 = 0 0 - f 1 /20max/2 = 0O + 5/^ 
Note t h a t 0o is always negative for left 
half-plane trajectories. F rom Fig. 9 , an 
approximate expression for ^ {} is 
Α^[θ\ = 0.0602-f-O.30 = 6 /2 - f -3 / 
And the zero t ime lag error signal is 
Insert ing the single t ime lag network, the 
incremental change in the signal is (where 
s = d/dt, r = 0 . 0 2 second) 
Therefore 
\ 
5+50 ' 5 (^-f -50) ' 52(5-1-50) 
(By Laplace convention, s = 
dt 
And noting / a t switching point is of the 
order of uni ty 
Δ ΐ 7 ( / ) - Ό . 0 6 - | - 0 . 4 4 / 
At switch point , Su for example, / is 
about 1 second, and the increment Αη'^Ο.ο 
radians . As a first-order approximation, 
Αο{θ} should be advanced to init iate 
switching 0 . 5 radian earlier. Obviously, 
for trajectories nearer the origin the cor­
rection is smaller, and for trajectories 
more remote the correction becomes quite 
impor tan t . 
5 . Unsaturated region. In this exam­
ple, since no unsa tura ted nonhnear gap 
exists, t he limits of the unsa tura ted region 
do not have to be precisely determined. 
Therefore, the control band is assumed to 
be unsa tura ted when the stat ic control 
band is wider than the opt imum reversal 
zone, which is indicated in Fig. 9 by the 
discontinuation of both zones near the 
null. 
6 . Reconciliation of the linear and the 
saturated optimizations. The nonhnear 
r a te feedback ^ {^}had been determined, 
and the null region ra te feedback αι'θ has 
been selected. Both of these are plotted 
in Fig. 9 . F rom these two, a composite 
feedback m u s t be formed. For the pur­
poses of this report , i t is chosen as linear, 
αιθ, up to point Ρ and thence nonlinear, A 
[6]. F r o m the phase-plane plots alone, 
one mig'ht be tempted to follow ^ { ^ } 
closer to the origin, b u t this would allow 
less damping than linear analysis recom­
mends. Near the origin, i t is generally 
wise to let linear analysis t ake prece­
dence. 
T h e resul tant nonlinear feedback is 
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plot ted in Fig. 10, along with the feed­
back, αιθ, which would have resul ted 
from linear optimization alone. T h e 
comparison of trajectories for the dually 
and singly optimized systems is shown in 
Fig. 10, bo th for large and small requested 
jumps. Converted to t ime displays, t he 
responses are again compared in Fig. 11. 
If the tolerated error is t aken to be 0.1 
radian, the response t ime of the linearly 
optimized system to a 14-radian step is 
over 8 seconds, while the response t ime 
of the dually optimized system is about 
2.3 seconds. 
Discussion 
The engineering problem of producing 
the desired nonlinear function is one 
which cannot be completely answered a t 
present. I t should be noted t h a t the 
Fig. 11 . Time responses 
identical problem, t h a t of arbi t rary func­
t ion generation, has been facing t he de­
signers of analogue computers for several 
years ; and a var ie ty of devices is now 
available: 1. photoformers,^^ slaving a 
cathode r ay to a shaped screen mask ; 
2. diode switching arrays, forming 
functions b y linear segments; and 3. 
simple elements which product specific 
functions such as square-law, three-
halves power, logarithmic, etc. I n gen­
eral, these devices produce ou tpu t s which 
are functions of a single variable. 
If a function of two independent varia­
bles, A{x, Xi},is desired, the product ap­
proximations ^i{^}-.42i^:i} or Αι[χ·Α2 
{xi}] should be considered, noting t h a t 
mult ipl icat ion by means of the r a t e sensor 
excitation is often possible. 
If, as in some servomechanisms, o u t p u t 
ra te is not conveniently nonHnearized, 
the optimization method may be con­
sidered from the viewpoint of nonlineariz­
ing the error signal ra ther than the rate 
feedback. 
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Di i scuss ion 
D. M. Collier (Oak Ridge National Labo­
ratory, Oak Ridge, Tenn.) : As an adden­
dum to the authors' section entitled "Dis­
cussion," it should be noted that the non­
linear feedback originally proposed by J. B. 
Lewis ^  is one practical example of the type 
of nonlinear rate feedback under discussion. 
This feedback is rather easily achieved in 
practice and can be modified to produce the 
desired nonlinear function A\x,X\] cer­
tainly for the specific case of a second-order 
system with a linear load and possibly for 
other systems. As Caldwell and Rideout^ 
point out, the Lewis feedback network, 
when applied to a torque-hmited system, 
gives performances which approach opti­
mum. The system has a phase-plane plot 
similar to that shown in Fig. 1(D). 
Lewis approached the problem somewhat 
differently, starting from the well-known 
second-order linear system with error and 
derivative feedback. Then by extrapola­
tion from the performance of the linear 
system with a constant damping coefficient, 
he devised a modification which makes the 
damping coefficient a linearly decreasing 
function of the error. For step inputs his 
system gives a marked improvement in per­
formance over that obtainable with a linear 
system. 
Briefly, Lewis' feedback network is as 
follows. A second-order linear system is 
adjusted so that the tachometer feedback 
gives approximately critical damping for 
I n p u t -MS?). 
the linear system. Then another ta­
chometer feedback has the system error ap­
plied to its excitation field, and its shaft 
connected to the system output. This non­
linear tachometer thus feeds back the 
product of output derivative times the 
position error, and this voltage is added to 
the motor input in the manner shown in 
Fig. 12. As will be noted, the system has a 
differential equation of the general form 
Fig. 12. Lewis feedback network 
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x+lA- B{xi -x)]x-j-cx = cxi 
It is apparent that this is a decided im­
provement over the linear system in re­
sponse to positive-step inputs; but this 
system is even slower than the linear one 
for negative-step inputs, as may be seen 
from considering the equation. For this 
reason, Lewis added another nonlinearity 
which takes the absolute value of the error 
voltage before applying the error to the 
field of the nonlinear tachometer, with the 
result that the second term in the foregoing 
equation becomes 
[A-B\x,-x\]x 
In truth, this allows the system to follow 
both positive and negative input steps, but 
the system has overshoot for large input 
steps and is unstable for input steps larger 
than a certain level determined by the 
relative values of A and B. 
Even in the above form, this nonlinear 
feedback gives performance approaching 
optimum for some inputs to a torque-
Umited motor. It is this writer's opinion 
that, using the methods outlined in the 
above papers, the Lewis feedback can be 
adjusted to give optimum nonhnear per­
formance with a torque-Umited motor (the 
usual case in practice) by removing the 
absolute value nonUnearity and substi­
tuting a polar relay type of device which 
changes the derivative term in certain com­
binations at the boundaries of the various 
phase-plane quadrants. The performance 
of such an arrangement should be much like 
that of Hopkin's (see ref. 11 of the paper) 
"anticipator" system optimized for both 
step and constant-velocity inputs. The 
system would be rather like the one de­
scribed in the authors ' section entitled, 
"A Simple Example." A network of this 
general type is being investigated by the 
writer with the objective of obtaining a 
simple practical feedback network for 
appUcation in systems which have hereto­
fore largely been investigated only with 
computers. 
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Arthur M. Hopkin (Northwestern Univer­
sity, Evanston, 111.): The authors are to be 
congratulated on their efforts to extend the 
concept of control of nonlinear systems by 
means of controlled reversals of a saturating 
forcing function. They have extended the 
concept to permit the use of phase-plane 
techniques for the design of nonlinear ele­
ments to be used in optimizing the response 
of feedback control systems in which a 
second-order system is preceded by a 
switch or relay, which in turn may be pre­
ceded by a complicated system involving 
t me constants and delays. This technique 
extends the use of certain phase-plane 
methods so tha t certain types of higher 
order saturating feedback systems can be 
optimized by use of phase-plane methods. 
However, attention should be called to 
the fact that the type of feedback control 
system which involves a relay-type element 
followed by a system whose behavior may 
be described by a third- or higher order 
differential equation can not be optimized 
by the phase-plane approach at the present 
state of the art. Let us consider a simple 
Ward-Leonard positioning system with a 
relay contolling the application of voltage 
to the field of the generator for the purpose 
of gaining an insight into the problems 
involved. Fig. 13 shows a schematic dia­
gram of such a system. 
If the reference input r is a sudden step 
in the forward direction, it is logical to 
have the controller suddenly close the 
switch Si in the forward direction, and 
thereby set up a flux in the generator 
which results in an armature voltage, which 
drives the motor to reduce the error and 
hence to make c approach r. If the con­
troller will control the time of reversal of 
the switch Si in such a A v a y that the motor 
velocity bezomes zero at the same instant 
that the error becomes zero, and if the 
controller will then open the switch 5 i , it 
might at first seem that there would be an 
ideal controller for step inputs. However, 
when e = 0 and the speed ω = 0, and Si is 
open there is still a flux in the generator 
Fis 13 (left). A 
Ward - Leonard 
positioning sys­
tem controlled 
by a field-revers­
ing relay 
RATE 
.OENERATOR 
Fig. 14. Performance of the Ward-Leonard 
system with a single reversal of the control 
relay 
field in such a direction as to produce a 
negative Va. This flux would decay at a 
rate set by the resistance and inductance 
of the field-winding and the eddy-current 
paths. Even if the damping resistance Ri> 
were made infinite, and the switch could be 
made arc free, there would still be a flux-
decay time constant because of the pa­
rameters of the eddy current circuit. There­
fore, the motor would reach zero error at 
zero velocity, but it would then back up to 
give a negative error as a result of negative 
voltage still produced by the decaying 
field. The controller might go through 
another control cycle to counteract the 
remaining error, but it could not be con­
sidered an optimum controller. The per­
formance described is deHneated graphically 
in Fig. 14. 
This performance could be made to ap­
proach an optimum by introducing a second 
Fig. 15 (right). 
Performance of 
the Ward-Leon­
ard system with 
two reversals of 
the control relay 
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reversal into the cycle just before the zero 
error position was reached. The purpose 
of this rev^ersal would be to bring the field 
fiux quickly to zero. By proper choice of 
the first and second reversal times, the field 
flux could be brought to zero at the same 
instant that the speed and the error were 
brought to zero. Opening of the field 
sW ' i tch at this point would leave the system 
in equilibrium with no stored energy. 
Fig. 15 shows this type of performance. 
The problem in setting up this type of 
controller is to find a device which will 
choose correctly both the first and second 
reversal times for all boundary conditions 
and for all ampUtudes of stop-reference 
input change. 
Since the effects of armature circuit 
inductance have been neglected in this dis­
cussion, the system following the relay 
could be approximated by a third-order 
equation with two energy storage points. 
One might be tempted to say that a control 
relay element followed by an nth order 
system would be required to make (n — l) 
reversals give optimum response to a step 
input, based on the discussion involving 
second- and third-order systems. However, 
a much more careful study of higher order 
systems would be required before such a 
statement could be made. I t is evident 
that , as the system controlled by the relay 
element becomes of higher order, more 
reversals would be required for optimum 
response to a step input. 
The authors have helped advance the 
frontiers of knowledge in this field by their 
contributions. However, where the prob­
lem is that of optimizing the step response 
of a feedback system which involves a relay 
device followed by a higher order system, 
there are still many unsolved problems. 
R. S. Neiswander and R. H. MacNeal; 
The authors would like to express their 
gratitude to Prof. Hopkin and Dr. Collier 
for their generous comments and contribu­
tions concerning the paper. 
With the growing enthusiasm in nonlinear 
control and consequent large number of 
excellent papers, the engineer is sometimes a 
little overwhelmed at the apparent diver­
sity of techniques. A general criticism of 
the paper is that it does not make its in­
tentions sufficiently clear. Therefore a 
highly simplified classification of tech­
niques is given now to show more precisely 
the application of the proposed method; the 
system's region of operation has been used 
as a basis for classification. 
Null Region Methods. The null region is 
the region of small motions Linear methods 
are often satisfactory, and several methods 
are available for considering nonlinear null 
region effects such as backlash and coulomb 
friction. 
Unsaturated Region Methods. Excepting 
on-ofT controllers, there is a dynamic operat­
ing region away from the null which is un­
saturated. The most common approach 
has been to keep this region as linear as 
possible, allowing linear analysis. Tech­
niques by McDonald (ref. 4 of the paper) 
and Lewis (ref. 1 of Mr. Collier's discussion) 
have been proposed recently to improve 
response of systems otherwise linear in this 
region by intentionally nonlinearizing ele­
ments. A frequent result of such methods is 
decreasing the rate feedback ovei that 
specified by linear criteria. When promi­
nent unintentional nonlinearities exist in the 
system, no general methods are available. 
Saturated Region Methods. A quite com­
mon design practice is to designate the 
point at which saturations occur as the 
boundary of the system's usefulness. Ex­
cepting special situations such as that intro­
duced by severe noise limiting, the reason 
for imposing the boundary is simply that 
linear analysis breaks down. Actually, 
control systems are capable of much wider 
dynamic regions of operation. The present 
method is intended to handle a specific per­
formance requirements in this region, and 
at the same time be compatible with meth­
ods used in the null region. A frequent re­
sult of this method is to increase rate feed­
back over that dictated by linear null cri­
teria. 
In general, methods which apply to one 
region do not necessarily apply to another 
region. A system required to operate over a 
wide dynamic range might well be designed 
by a combination of two or three applicable 
methods. 
Prof. Hopkin's discussion is concerned 
primarily with οη-οίϊ control systems in 
which there is no region of linear or un­
saturated response. In the type of system 
envisaged in our paper there is a small re­
gion of linear response near the null within 
which the system transients are allowed to 
decay naturally. Hence there will be no 
steady-state position error regardless of the 
order of the equation describing the system. 
The response time of such a system to a 
step input will be somewhat longer than that 
obtainable with an ideal on-off control, 
but it has compensating advantages in 
stability and simplicity. The method de­
scribed in our paper is not essentially a 
phase-plane technique and the phase-plane 
cross sections should be considered as help­
ful response "pictures" not actually vital to 
the method. 
Dr. Collier has pointed out a family of 
useful, nonlinear optimizing elements which 
were completely overlooked by the authors. 
As he has suggested, the feedback arrange­
ment utilized by Lewis can be simply ex­
tended to supply a large assortment of 
functions. For example, the feedback func­
tion of Fig. 9 was in the paper assumed to 
be ^ i^ j . It would be just as appropriate 
to consider the feedback as α \θ] θ (linear 
rate feedback with a variable coefficient); 
or b{e\ θ (linear static error with a variable 
coeflScient); or any of a multitude of com-
bhiations of functions of θ and Θ. The real 
advantage of these rephrasings appears 
when attempting to physically create 
nonlinear elements. 
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