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Abstract
Widely spread cruel misconceptions and mistakes in the calculation of multi-loop
superstring amplitudes are exposed. Correct calculations are given. It is shown that
the cardinal mistake in the gauge fixing procedure presents ab ovo in the Verlinde
papers. The mistake was reproduced in following proposals including the recent pa-
pers. The modular symmetry of the multi-loop superstring amplitudes is clarified, an
incorrectness of previous conjectures being shown. It is shown that the Berezin-type
integral versus boson and fermion moduli is doubt under non-split transformations
mixing fermion integration variables to the boson integration ones. In particular,
due to singularities in moduli of the given spin structure, the integral can be finite
or divergent dependently on the integration variables employed. Hence, unlike naive
expectations, the multi-loop superstring amplitude is ambiguous. Nevertheless, the
ambiguity is totally resolved by the requirement to preserve local symmetries of the
superstring amplitude. In the Verlinde world-sheet description it includes, among
other thing, the requirement that the amplitude is independent of the gravitino field
locations. In action the resolution of the ambiguity in the Verlinde scheme is achieved
by going to the supercovariant gauge. As it has been argued earlier, the resulted
arbitrary-loop amplitudes are finite.
∗E-mail address: danilov@thd.pnpi.spb.ru
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1 Introduction
The calculation of the multi-loop superstring amplitudes is mainly complicated by the pres-
ence of Grassmann moduli. In this case the amplitude is given by a Berezin-type integral,
which is doubt under non-split transformations mixing fermion variables to the boson ones.
On the other side, non-split transformations of integration variables are needed to provide
the supersymmetry. The doubt of the above integral under non-split transformations just
is the main difficulty for the multi-loop superstring calculations.
In particular, Ramond-Neveu-Schwarz multi-loop amplitudes each are represented by
the integral versus boson and Grassmann moduli [1, 2] as well as versus the interaction
vertex coordinates on a supermanifold. The integrand is the local amplitude given by a
sum over spin structures. The local amplitude is calculated for the reference zweibein
and gravitino fields, but owing to the world-sheet local symmetries, the whole amplitude
is bound to be independent of the reference fields above. Moreover, the local symmetry
group of the (super)string is large enough to calculate the local (super)string amplitude
(apart from a constant factor in every spin structure) directly from the requirement that
the whole amplitude is independent with respect to local variations of the reference fields
[3]. In this way the local amplitudes were obtained [4, 5] for all spin structures given by
super-Schottky groups [6, 7] on the (1|1) complex supermanifold [1]. The constant factors
where determined from a factorization when the handles are moved away from each other
(really it is the factorization in the poles due to one-particle intermediate states). The
calculation of the integral in the discussed supercovariant description [1, 6, 7] has been
considered, too [8]. In doing so the integral over the fundamental region has been added
by boundary terms, which are necessary to provide the world-sheet local supersymmetry.
It is of crucial importance that due to singularities in moduli for the particular spin
structure, the above integral can be divergent or finite depending on the employed integra-
tion variables when they are related to each other by a non-split transformation. Berezin
integrals of the discussed type are avoided by mathematicians for a study. Indeed, they
consider solely the case when the integrand is finite with all its derivatives (in addition,
they assume it to be nullified on the boundary of the integration region that also is not
the case discussed). Moreover, except the multi-loop superstring calculations, the non-split
changes of the integration variables for the singular integral have not been apparently meet
in the physics. Hence it is a new object in the physics and in the mathematics, as well.
So, contrary to the common believer, the higher loop superstring amplitude is ambigu-
ous. The ambiguity is, however, totally resolved by the requirement to preserve the local
symmetries of the amplitude. In the supercovariant description one obtains the finite and
reasonable amplitude integrating step-by step versus the super Schottky group variables
assigned to every handle [8].
Now we discuss the very popular scheme where the string world-sheet is mapped on
the Riemann surface endowing with a spin structure, Grassmann moduli being carried by
the gravitino field. The previous calculations ab ovo [9, 10] are based on unreasonable
conjectures blowing by the superficial analogy with the boson string. This analogy has
created the totally mistakable concepts on the quantum superstring, which are widely
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speared by now. Therefore we explain the mistakes and give correct calculations.
In the considered non-supercovariant description [9] the supersymmetry is hidden, and
at first sight the world sheet resembles the world sheet of the boson string. Unexpect-
edly, in this case the amplitude has been obtained [9, 10, 11] depending on the gravitino
field locations. An extension of [9] to the Green-Schwarz superstring [12] has been too
unsuccessful, in particular, because of non-physical singularities arising in the integration
measure. In fact we shall see that all the above calculations are incorrect because of a
fundamental mistake made from the outset [9] in those gauge fixing terms, which are due
to ghost zero modes (they treat the above terms as ”super Beltrami differentials”). Nev-
ertheless, it is true that in this world-sheet description the interaction local amplitude is
divergent and dependent on the gravitino field locations. It is a manifestation of the ambi-
guity of the Berezin integral versus moduli that was not perceived in the discussed scheme.
The calculation of the integral needs a subtraction procedure that in action reduce the
integral to the one arising in the supercovariant scheme. With the module slice in [13] the
local vacuum amplitude really has the vanishing GSO projection, but in [13] the amplitude
is incorrect because there, like earlier papers, the mistakable super Beltrami differentials
were employed. In any case the interaction amplitude can not be represented by an integral
versus boson moduli and interaction vertex coordinates on the Riemann surface where the
integrand is covariant under modular transformations. Their concept of the construction
of the multi-loop amplitudes is an fantasy originated by incorrect assumptions.
In particular, the mistake in super Beltrami differentials is the result of an incorrect
assumption that any expression having a non-degenerated projection into zero modes, is
acceptable for super Beltrami differentials, as it is true for Beltrami differentials in the
boson string theory. We show that in fact super Beltrami differentials satisfy additional
restrictions, if the gravitino field presents.
For doing so we, as it is usual for gauge theories, calculate the jacobian of the trans-
formation from the integration versus the zweibein and gravitino fields to the integration
versus local gauge functions and moduli1. The jacobian includes derivatives versus moduli
that originates the desired super Beltrami differentials. The above jacobian was not cal-
culated in [9], nor in following proposals on the matter including the recent stream of the
works [13]. Instead of that they are guided by hazy reminiscences. Their ”super Beltrami
differentials” do not satisfy necessary restrictions, the amplitude being incorrect.
Really within many years the discussed calculations were out of a criticism of researchers
experienced in gauge theories. Perhaps, the researches do not realize that, in particular,
multi-loop calculations are essentially able to correct popular nowadays conjectures based
on the tree and 1-loop calculations2.
1It is very like to the gauge fixing in QCD with the only exception that now the global variables (moduli)
present along with gauge functions.
2The importance of the multi-loop calculations in string theories can be demonstrated for the non-
critical boson string, as an example. In this case the introduction of the 2D gravity makes the theory to be
self-consistent up to the 1-loop approximation. In particular, the 2D gravity restores the modular symmetry
of the 1-loop integration measure. The calculation [14] shows, however, that the modular symmetry is
remained to be loosed for the higher-loop amplitude. So, unlike a wide opinion, the introduction of the 2D
gravity does not rescue the situation beyond the 1-loop approximation, the theory being self-discrepant.
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An illusion of a credibility of [13] is created by the choice of the boson moduli taken
to be the elements of the period matrix on the supermanifold in the presence of the grav-
itino field. As usually, the gravitino field was given by the sum of terms, each being
proportional to the Grassmann module. So far as this module slice is invariant under
particular supersymmetry transformations containing no external Grassmann parameters
besides the Grassmann moduli, the local vacuum amplitude is independent of the gravitino
field locations. In this case the discussed local amplitude is necessary factorized when the
handles are moved away from each other. In addition, it is a modular form because the
modular group is evidently split for the module slice considered. The last two conditions
are sufficient to provide vanishing GSO projection for the vacuum amplitude in spite of
the incorrect gauge fixing procedure and other incongruous constructions of [13]. At the
same time, since Grassmann numbers are incomparable to each other, the independence
of locations of the particular class gravitino field does not yet ensure the independence of
the general form reference fields containing, in addition to Grassmann moduli, an infinite
number of external Grassmann parameters (being no moduli, these external parameters are
not integrated). The true result is provided only with correct super Beltrami differentials
given in the present paper. Moreover, the incorrect gauge fixing procedure being used [13],
the 4-point amplitude has no reasons to be reasonable, but they do not calculated it (with
an exception of its trivial piece).
Using the same module slice, we derive the correct 2-loop vacuum amplitude and the
2-loop interaction amplitude, as well. The vacuum amplitude is different from that claimed
in [13], but it again is the modular form with the vanishing GSO projection. And it is
independent of the gravitino field locations. The dependence on the gravitino field locations
for the interaction amplitude disappears only once the integration versus the interaction
vertex coordinates has been performed.
The discussed module slice exists only on the genus-2 and genus-3 surfaces where the
period matrix is one-to-one with boson moduli. In the general case the amplitude can not
be represented by the integral versus boson moduli of the modular covariant expression,
which, presumably, is independent of the gravitino field location. The idea of such a
representation lives only due to the confused concepts [10]. Really they [10, 13] have no
idea of the modular transformations of the multi-loop superstring amplitude.
Our consideration based on the Ward relations for the local amplitude, which are de-
rived from the requirement that the whole amplitude is independent of local variations of
the reference fields. Like [4], the local amplitude can be calculated directly by the Ward re-
lations discussed. The module independent multiplier in every spin structure is determined
at zero Grassmann moduli from the condition that in this case the discussed local ampli-
tude is modular covariant. In this way it is established the correspondence between the
supercovariant gauge [6, 4, 8] and the non-supercovariant parameterization [9, 13] where
Grassmann moduli are carried by the gravitino field. Until now the desired correspondence
was absent due to the mistake for ”super Beltrami differentials” in [9, 13].
The true super Beltrami differentials being used, the correlator for integer-spin ghost
fields differs from the correlator in [9]. Unlike the correlator in [9], it does not depends on
locations of Beltrami differentials, and, so, it has no non-physical poles. Instead of that
3
it has discontinuities in the coordinate of the (−1)-ghost field. The discussed correlator
is easy given in terms of Schottky parameters [15]. It is related with the correlator [9] in
a non-local way including integrals along non-contractible cycles. The reverse relation is
the local one. The correlator of the half-integer spin ghost fields is the same as in [9]. It
can be locally expressed in terms of another correlator, which being independent of the
gravitino field locations, has no non-physical poles. Instead of that it has discontinuities
in the coordinate of the (−1/2)-ghost field. Like the kindred correlator for the integer
spin fields, it is easy given in terms of Schottky parameters [15]. The construction of the
correlators through Schottky parameters does not use any bosonization procedure. The
fundamental domain over the Schottky moduli is discussed in the present paper. So the
local amplitude is naturally obtained through Schottky variables.
Moreover, for the actual calculation of the interaction amplitude the 1-differentials
and period matrix need to be related with the transition group parameters as far as they
determine the integration region for the interaction vertex coordinates. In the general
case the desired expressions can be obtained [6, 4] only through Schottky group variables.
This point was passed over in silence in [9] and in all following to [9] proposals. So it
is not quite clear the manner in which they have intended to calculate the more than
2-loop amplitudes. In practice, solely a Schottky-like parameterization is useful for the
calculation of the multi-loop interaction amplitude. Nevertheless, to be compared with the
above papers, we establish a correspondence between the result in this parameterization
and the the result in terms of the theta-like functions [9], which they employed. For the
actual calculation the 1-differentials and the period matrix must both be expressed [6, 4]
through Schottky variables.
Hence the theta-function representation is awkward in a practical calculation of the
amplitudes. The complex variable theory is convenient instead of that. We used it in
the supercovariant calculations [4, 8, 15], and we use it in the present paper, as well.
Already over many years the complex variable theory is usual for the calculations in the
particle physics, but, perhaps, it has passed by the superstring people operating solely by
expressions from theta-function handbooks.
In fact the simplicity of the discussed non-covariant description is imagined. Really
in this case the integrand (at least for more than 3 loops) obtained having divergences in
moduli, and, in addition, it depends on the gravitino field locations. The actual way to
remove both these troubles is the going to the supercovariant gauge [6, 7] by the change of
the integration variables. Then the relevant integration procedure [8] is used3.
Important properties of local amplitude in the non-covariant description are clarified
when it is represented through the corresponding expressions in the supercovariant gauge,
as it is performed in the present paper. Generally, the present paper does not requires to
3Conceptually, in the non-supercovariant word-sheet description [9] the divergences could be removed
by the subtraction procedure preserving local symmetries of the amplitude. Then the dependence on the
gravitino field location disappears, too. It is rather reminiscent QED and QCD where the gauge boson
mass fixed to be zero by the gauge symmetry. But the local symmetry group of the superstring is large
enough to fix all the subtraction constants. In addition, the divergences can be avoided by a choice of the
integration variables, but in practice it is a too hard way for the more than 3-loop amplitude.
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use totally explicit formulas in the above supercovariant gauge, but we would like to stress
that these expressions were obtained in [4, 8, 15]. Especially, we recommend Appendices
in [8, 15] where the integration measure and vacuum correlators were collected.
In Sec.2 the correct fixing of the gauge of the zweibein and gravitino fields is given.
By above, we take in mind a Schottky-like parameterization for the Riemann surface.
Nevertheless, to discuss different module slices we consider moduli to be holomorphic non-
split functions of Schottky moduli and of Grassmann ones, as well.
In Sec. 3 the restriction for the super Beltrami differentials is obtained.
In Sec. 4 the equation for the local amplitude is derived, and the relation between two
discussed scheme is established. In doing so we solve the task of restoring of a holomorphic
function on the non-trivial surface from its discontinuities. In more details tasks of this
sort are discussed in the Appendix D of [4] and in the paper [15].
In Sec. 5 the local amplitude is given using the expressions in [4, 8, 15] and in [9]. We
give detailed references on the above expressions where it is necessary.
In Sec. 6 the integration region and the boundary terms for the module integral are
obtained, and the modular transformations for the superstring amplitude are discussed.
In Sec. 7, there is discussed the calculation of the 2-loop amplitude for the moduli
slice used in [13] and for other module slices kindred to it where the local amplitude is the
modular covariant. In particular, we give the correct expression for the vacuum amplitude
instead of the mistakable one in [13].
In Sec. 8 the ambiguity of the integral is demonstrated, and the resolving of the
ambiguity is discussed.
Details are given in Appendices. In particular, Appendix C includes correct expression
for the 2-loop vacuum amplitude in the non-covariant description [9].
2 Fixing of the gauge
We start with the amplitude given by the integral [16] versus both zweibein and the world-
sheet gravitino field, and versus the string fields, as well. There are no additional inte-
grations versus module parameters since the zweibein and the world-sheet gravitino field
both are locally arbitrary. In doing so we map [3, 4] the Riemann surface onto the complex
plane w choosing the transition group w → K(w) to be the same for all surfaces of the
given genus-n. For simplicity we can take the transition group to be split. The integral is
divided by the volume of the local symmetry group G. The group consists of world-sheet re-
parameterizations, world-sheet local SUSY transformations, local Lorentz transformations
in the tangent space, theWeyl transformations and γmι-shifts of the gravitino field where γm
is the world-sheet Dirac matrix and ι is world-sheet spinor. The zweibein4 being e˜am(w,w),
and the gravitino field φ˜m(w,w) are both represented through the given reference fields
and the {Φ} set of gauge functions. Then we go from the integration versus both e˜am(w,w)
and φ˜m(w,w) to the integration over the gauge functions and over moduli. At this step we
4Through the paper the overline denotes the complex conjugation.
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employ globally defined G-transformations. In this case the transition group on the Rie-
mann surface is not changed, and, therefore, is remained to be the same for all the surfaces
of the given genus n. Then the reference fields {eam(w,w; {qP , qP}), φm(w,w; {qP , qP})}
depend on (3n − 3|2n − 2) complex moduli qP (defined up to modular transformations).
Otherwise they are arbitrary that will be valuable for the deriving of the Ward relations,
which will be used for the calculation the local amplitude.
The jacobian J of the transformation is given by the superdeterminant
J = sdet
(
δe˜am/δΦ, ∂e˜
a
m/∂qP , ∂e˜
a
m/∂qP
δφ˜m/δΦ, ∂φ˜m/∂qP , ∂φ˜m/∂qP
)
(1)
containing the derivatives versus the local gauge functions and the derivatives versus the
moduli, as well. The jacobian is represented by the integral over ghost fields and global
variables (ΛP ,ΛP ) dual to (qP , qP ). It is useful [3, 17] to combine the zweibein and the
gravitino field into a superbein EAM(f, f) ≡ EAM({fN}) where f = (w|τˆ) and fN = (f, f).
Here M (and N) labels world-sheet components while A labels the tangent space vector
and spinor ones. So M = (m,µj) and A = (a, αj) where the Greece letters are assigned
to the spinor components. Denoting the former fN as fN1 , one obtains the change of
the superbein under the G-group transformation given by the {Φ} set of the local gauge
functions, as it follows
EAM({fN1 }) =
∑
N1,B
∂fN1
∂fM1
EBN1({fN})UAB ({fN}, {Φ}) (2)
where UAB ({fN}, {Φ}) is a local matrix, and fN1 ≡ fN1 ({fN}, {Φ}). The derivatives with
respect to Grassmann co-ordinates are the ”left” ones. We use the superbein from [3] rather
than that given in [17]. Being covariant under the whole symmetry group, the superbein
[3] is more convenient for the calculation than that in [17]. Unlike [17], the superbein
[3] contains no an additional scalar field [3]. Final results are the same for both [17] and
[3]. Although a fully covariant superconnection does not exist, one can construct two fully
covariant differential operators D˜ andDab , which only are needed for the superstring theory.
The first operator acts on a superscalar, and the second operator determines a change of
the superbein under an infinitesimal transformation from G. In more details5
D˜ =
∑
M
EM
∂
∂fM
, Dab = ρbρ
a
(
D˜−2
s
∑
M
∂M (sE
M)
)
and s = sdet(EAM), ∂M =
∂
∂fM
(3)
where EM ≡ EM({fN}) is a spinor tangent space component of the inverse superbein EMA
and derivatives are the ”left” ones. Once the integration over {Φ} being performed, the
amplitude is given by the following integral of the sum over spin structures L and L′ of
5Like [3], we use matrices ρ0 = −iσ2, ρ1 = σ1, ρ± = (ρ1 ± ρ0)/
√
2 and σ3. In this case (σ1, σ2, σ3) are
the Pauli matrices. For any Majorana spinor η we define (ηˆ)α = ηβ(ρ
0)α.
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right movers and of the left ones as6
An =
∫
(d2qP )
∑
L,L′
F ′L,L′({qP , qP}; {eam, φm}) ,
F ′L,L′({qP , qP}; {eam, φm}) =
∫
(DΩ)(d2ΛP )V exp S˜ (4)
S˜ =
∫
s
[
(D˜ρ0XN )D˜XN + Bˆa
(
DabC
b + ρaC˜
)
+Bˆaρbρ
aEM({fN}; {qP , qP})
∂EbM ({fN}; {qP , qP})
∂qRℓ
ΛRℓ
]
d2w d2θˆ (5)
where ℓ = ±, qR+ = qR, ΛR+ = ΛR, qR− = qR and ΛR− = ΛR. In this case (DΩ) is
the product of the string and ghost field differentials multiplied by the field volume form.
In addition, the integration is performed over (ΛM ,ΛM) global parameters each to be
associated with the corresponding module. Ghosts Bˆa and C
a are (3/2)- and, respectively,
(−1)-superfields while EMA ({fN}; {qP , qP}) = (EMa ({fN}; {qP , qP}), EM({fN}; {qP , qP )) is
the inverse superbein. Moreover, V is the interaction vertex product integrated over the
supermanifold, andXN is the scalar superfield where N runs from 0 till 9. Other definitions
are in (3) and in footnote 5. The derivative in respect to Grassmann moduli is the ”right”
one. The integration over C˜ gives Bˆaρ
a = 0. The last term inside the square brackets in
(5) resembles super-Beltrami differentials, but the zweibein in (5) has not the conformal
plan form, and the transition group transformations fM → Ks({fN}) each assigned to
the corresponding non-contractable cycle s, are independent of qP . Hence qP appears only
through the references fields. The going to the conformal flat zweibein is achieved by a
suitable fM → tM transformation where fM depends on qm and may depend on Grassmann
moduli, as well. The local anomaly no to be, only the last term in the square brackets in
(5) is changed due to derivatives with respect to the moduli. Then (4) is turned out to be
An =
∫
(d2qP )
∑
L,L′
FL,L′({qP , qP}; {φm}) ,
FL,L′({qP , qP}; {φm}) =
∫
(DΩ)(d2ΛP )V exp S˜ , (6)
S˜ =
∫
s
[
(D˜ρ0XN )D˜XN + Bˆa
[
DabC
b −DabvbP ℓ({tN}; {qR, qR})ΛPℓ + ρaC˜
]
+Bˆaρbρ
aEM({fN}; {qR, qR})
∂EbM ({fN}; {qR, qR})
∂qPℓ
ΛPℓ
]
d2w d2θˆ , (7)
vbP ℓ({tN}; {qR, qR}) = vMPℓ({tN}; {qR, qR})EbM({tN}) ,
Ebm = e
b
m + θˆρ
bφm , E
b
α = −(ρbθ)α , ebm = eδbm (8)
6Through the paper the sum over twice repeated indices is usually implied but over twice repeated (L,L′)
and over labels in function arguments. The otherwise is either noted, or surely evident. Furthermore, {hY }
denotes the set of certain hY quantities where Y runs the values in question.
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where [3] EbM ≡ EbM ({tN}), Dab is the same as in (3), and
vMPℓ({tN}; {qR, qR}) =
∑
J
ǫ˜(PJ)
∂fJ({tN}; {qR, qR})
∂qPℓ
∂tM
∂fJ
(9)
where ǫ˜(RP ) = 1, if R and P both label a boson (fermion). Otherwise ǫ˜(RP ) = −1. In
the calculation one uses that
∑
M,N
[
ǫ˜(M(N +R))EMvNRℓ∂ME
a
N − ǫ˜(MR)EMvNRℓ∂NEaM
]
−∑
M
2
s
(∂MsE
M)vaRℓ = 0 (10)
where vNRℓ ≡ vNPℓ({tM}; {qP , qP}) and ǫ˜(RP ) is the same as in (10). It is sufficient to check
(10) for eam = δ
a
m and φm = 0 since its right side is covariant under local transformations
of the G group (if the superbein [3] is used). The term with vbRℓ({tM}; {qP , qP}) in (7) is
originated by the above discussed addition to the last term in (5). Once the integration over
C˜ has been performed, the Bˆaρ
a = 0 restriction arises. Furthermore, if tM → t˜M({tN})
and qRℓ → q˜Rℓ({qR, qR}) then vMPℓ({tN}; {qR, qR})→ v˜MPℓ({t˜N}; {q˜R, q˜R}) where, from (9),
vMPℓ({tN}; {qQ, qQ}) =
[
ǫ˜(M(R + P ))v˜NRℓ′({tJ}; {q˜Q, q˜Q})
∂tM
∂t˜N
− ǫ˜(MP ) ∂t
M
∂q˜Rℓ′
]
∂q˜Rℓ′
∂qPℓ
(11)
Unlike the transition group transformations fM → KMs ({fN}) on the f supermanifold, the
transition group ones tM → ΓMs ({tN}) depend on the moduli. Thus vb has discontinuities
on the t-supermanifold. Indeed, from (11) it follows that
vMPℓ({ΓNs }; {qR, qR}) = vJPℓ({tN}; {qR, qR})
∂ΓMs
∂tJ
− ǫ˜(MP )∂Γ
M
s
∂qPℓ
(12)
where ΓNs ≡ ΓMs ({tN}). In this case one uses that fM({ΓNs )}) = KMs ({fN({tN})}). The
last term on the right side of (12) is just the discontinuity of vMPℓ({tN}; {qR, qR}). The
desired discontinuity is given solely by the transition group but it is independent of the
particular choice of vbRℓ. As it is usually (see also the next Section), only zero modes of B
contribute to the ∼ vbRℓ term in (7). Thus S˜ depends only on the discontinuities of vbRℓ,
and, therefore, it is independent of the particular choice of vbRℓ.
In the supercovariant gauge [6, 7] the gravitino field vanishes (modulo γmι). In this case
the transition group transformations depend, in addition, on Grassmann moduli. Usually
spin structures are defined in terms of super-Schottky groups acting on the complex (1|1)
supermanifold [1]. Generally, a super-Schottky transformation depends on 3 boson and 2
Grassmann complex parameters. For non-zero Grassmann parameters fermions are mixed
to bosons providing a holomorphic world-sheet supersymmetry.
As we already discussed in the Introduction, now we mainly consider the non-covariant
scheme [9, 13] where Grassmann moduli are carried by the gravitino field φm. The grav-
itino field can be reduced to the given gravitino one φˆ(0)m by the local symmetry group
changes remaining the conformal flat zweibein, and the transition group to be independent
of Grassmann moduli. Then, generally, the boson moduli each receive a φm-dependent
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addition, and vbRℓ is changed, as well. As far as S˜ does not depend on the particular choice
of vbRℓ, the gravitino field φm is removed from (6) by a relevant non-split change of the
moduli provided that the boundary integral is added, and the integration of singularities
is performed correctly. Then both descriptions are on equal terms.
We take the transverse gravitino field that is ρmφ(0)m = 0 where ρ
m is defined in the
footnote 5. So φ(0)m is given by its components φ±. Global parameters and the ghosts being
relevantly re-defined, the amplitude (6) in the gauge discussed (that is Grassmann moduli
are carried by the gravitino field) is given by
An =
∫
(d2q′P )
∑
L,L′
F̂L,L′({q′R, q′R}; {φ}) ,
F̂L,L′({q′R, q′R}; {φ}) =
∫
(DΩ)(d2ΛP )V expSφ , (13)
where q′R are complex moduli, and other definitions are given in (6). Furthermore
7
Sφ =
∫
d2t
[
B(t, t¯)Υ
(+)
Pℓ (t, t¯; {qR, qR})− B(t, t¯)Υ(−)Pℓ (t, t¯; {qR, qR})
]
ΛPℓ
+
∫
d2t
[
BD̂
(φ)
+ C − BD̂(φ)− C
]
+
∫
d2tD
(φ)
+ XND
(φ)
− X
N (14)
where B and C are the ghost fields form (3/2)-superfield and, respectively, (−1)-one. As
in (6), we use the notations qPℓ and ΛPℓ for (qP ,ΛP ) and their complex conjugated. So
called super Beltrami differentials Υ
(±)
Pℓ (t, t¯; {qR, qR}) are calculated from the corresponding
terms in (7). They are discussed in the next Section. Moreover,
D
(φ)
− = D +
1
2
φ+
[
ϑ
∂
∂ϑ
+ ϑϑ
∂
∂z
]
, D
(φ)
+ = D(t) +
1
2
φ−
[
ϑ
∂
∂ϑ
− ϑϑ ∂
∂z
]
,
D̂
(φ)
− = D
(φ)
− − (∂zφ+)ϑϑ , D̂(φ)+ = D(φ)+ + (∂zφ−)ϑϑ ; D(t) = ϑ∂z + ∂ϑ . (15)
As usually, we take
φ± =
2n−2∑
s=1
λ(±)s φs± , φs− = πδ
2(z − z(s)) , φs+ = πδ2(z − z′(s)) , λ(−)s ≡ λs, λ(+)s ≡ λs
(16)
where {λ(m)s } is the set of Grassmann moduli. The (z(s), z′(s)) locations all are different from
each other. Generally, they depend on boson moduli. The δ-functions may be ”spread”, if
it is necessary to remove an uncertainty due to the δ-function localization.
To the round of the given non-contractable cycle s, the transition group transformation
t→ Γs(t) is assigned to be
t→ Γs(t) : z → gs(z; {qr}) , ϑ→ ±
√
∂zgs(z; {qr})ϑ. (17)
For the sake of simplicity we consider gs(z; {qr}) depending on complex moduli {qr} but
not on the complex conjugated ones. Generally, qR and q
′
R can related to each other by a
superholomorphic transformation as qP = qP ({q′R}).
7With the re-scaling 21/4iθ+ → ϑ, 21/4θ− → ϑ, 21/4iφ− → φ−, 21/4φ+ → φ+.
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3 Restrictions for super Beltrami differentials
Generally, F̂L,L′({q′R, q′R}; {φ}) in (13) can depend on φm, but the amplitude An is expected
to be φm-independent. In particular, it is provided by the super Beltrami differentials
Υ
(±)
Pℓ (t, t¯; {qR, qR}). in (14). Thus the super Beltrami differentials for two sets of moduli
{qP} and {q′P} with q′P = q′P ({qPℓ}) are related to each other by
Υ
(±)
Pℓ (t, t¯; {q′R, q′R}) = Υ(±)Qℓ′(t, t¯; {qR, qR})
∂qQℓ′
∂q′Pℓ
. (18)
Furthermore, one can see that the super Beltrami differentials are represented as
Υ
(+)
Pℓ (t, t¯; {qR, qR}) = ϑϑ
∂φ−
∂qPℓ
− r(+)Pℓ (t, t¯; {qR, qR}) ,
Υ
(−)
Pℓ (t, t¯; {qR, qR}) = ϑϑ
∂φ+
∂q′Pℓ
− r(−)Pℓ (t, t¯; {qR, qR}) (19)
where {qR} = {qr, λi}. Furthermore, r(±)Pℓ (t, t¯; {qR, qR}) admits the representation
r
(+)
Pℓ (t, t¯; {qR, qR}) = D̂(φ)+ v(+)Pℓ (t, t¯; {qR, qR}) , r(−)Pℓ (t, t¯; {qR, qR}) = D̂(φ)− v(−)Pℓ (t, t¯; {qR, qR}) .
(20)
In this case v
(±)
Rℓ (t, t¯; {qR, qR}) is the same as vbRℓ({tN}; {qR, qR}). The change under (17)
of v±Rℓ({tN}; {qR, qR}) is obtained from (12). If, for the sake of simplicity, we take z to
be out of the gravitino field location, then v
(±)
αℓ (t, t¯; {qR, qR}) has no discontinuities while
v
(±)
pℓ (t, t¯; {qR, qR}) has the discontinuity under transformation (17). In particular,
v
(+)
pℓ (Γs(t),Γs(t); {qR, qR}) = v(+)pℓ (t, t; {qR, qR})
∂gs(z; {qr})
∂z
− ∂gs(z; {qr})
∂qpℓ
(21)
where the last term on the right side is the discontinuity of v
(+)
pℓ (t, t; {qR, qR}). In this
case v
(+)
p− (t, t; {qR, qR}) has no the discontinuity. The discontinuity of v(−)pℓ is given by the
complex conjugated expression. In particular, from (20),∫
d2tχ̂
(φ+)
Q (t)r
(+)
P+(t, t¯; {qR, qR}) =
∫
s
dt χ̂
(φ+)
Q (t)[v
(+)
P+(t, t; {qR, qR})]s (22)
where dt = dzdϑ while [v
(+)
P+(t, t; {qR, qR})]s is the discontinuity of v(+)P+(t, t; {qR, qR}) around
s-cycle, and χ̂
(φ+)
P (t) is the zero mode of [D̂
(φ)
+ ]
T . The right side integrals versus dz each
are calculated along the relevant non-contractable cycle on z-plane, and the summation
over s is implied. We imply that gravitino field locations are out of the non-contractable
cycles above. The kindred relations for r
(−)
P−(t, t¯; {qR, qR}) contain zero mode of [D̂(φ)− ]T .
Eqs. (22) can not be satisfied solely by a choice of the moduli as far as the (QP )
matrix being formed by the integrals, is degenerated due to (20) along with the above
mentioned conditions for [v
(+)
P+(t, t; {qR, qR})]s. In this case r(+)P−(t, t¯; {qR, qR}) must be partly
10
orthogonal to relevant ghost zero modes χ̂
(φ+)
Q (t). We defined the above zero modes through
discontinuities of the ghost superfield Green function Ĝ
(+)
(φ) (t, t
′) having no additional poles
in the fundamental region on (z, z′)-complex planes except the usual pole at z = z′. So
D̂
(φ)
+ Ĝ
(+)
(φ) (t, t
′) = −Ĝ(+)(φ) (t, t′)[D̂(φ)+ ]T = δ2(z − z′)δ2(ϑ− ϑ′) . (23)
In this case D̂
(φ)
+ acts on (t¯, t) and [D̂
(φ)
+ ]
T acts on (t¯′, t′). At φ− ≡ 0 the Ĝ(+)(φ) (t, t′) Green
function is reduced to Ĝ(t, t′), and χ̂
(φ+)
P (t) is reduced to χ̂P (t). Furthermore,
Ĝ(t, t′) = G˜b(z, z
′)ϑ′ + ϑG˜f (z, z
′) , χ̂r(t
′) = −ϑ′χ˜r(z′) , χ̂α(t′) = χ˜α(z′) (24)
where G˜b(z, z
′) is a conformal 2-tensor in z′, G˜f (z, z
′) is the conformal (3/2)-one, χ˜r(z
′) is
2-tensor zero mode and χ˜α(z
′) is (3/2)-tensor zero one. The above Green functions and
zero modes (24) have been discussed in [15], where they are given8 through the Schottky
parameters (see eqs.(33) in [15]. They can also be expressed through ghost vacuum corre-
lators [9] depending on the locations points see Appendix A in the present paper). Both
they have discontinuities in z as follows
G˜b(gs(z), z
′) =
∂gs(z)
∂z
(
G˜b(z, z
′) +
∑
m
P sr (z)(z)χ˜r(z
′)
)
(25)
G˜f(gs(z), z
′) =
√
∂gs(z)
∂z
G˜f(z, z′) +∑
j
P (s)αj (z)χ˜αj (z
′)
 . (26)
Here P (s)αj (z) is a first order polynomial (see eqs. (23)–(26) in [15]). Moreover,
Ĝ
(+)
(φ) (t, t
′) = Ĝ(t, t′)−
∫
d2t˜Ĝ(t, t˜)[D̂
(φ)
+ −D]G(+)(φ) (t˜, t′) (27)
where D̂
(φ)
− andD ≡ D(t˜) are defined by (15). The kernel being ∼ φ−, the equation is solved
by the iteration procedure. Due to zero modes, G˜b(z, z
′) and G˜f (z, z
′) have discontinuities
on z-plane that gives rise to the discontinuities of Ĝ
(+)
(φ) (t1, t). Correspondingly,
χ̂
(φ+)
R (t) =
∫
d2t1χ̂R(t1)D(t1)Ĝ
(+)
(φ) (t1, t) (28)
where the integral versus z1 is taken over the fundamental region. The desired restrictions
can be given as follows∫
d2tχ̂(φ+)α (t)r
(+)
n+ (t, t¯; {qR, qR}) = 0 ,
∫
d2tχ̂
(φ+)
P (t)r
(+)
αℓ (t, t¯; {qR, qR}) = 0 , d2t = d2zd2ϑ
(29)
8The discussed Green functions each being multiplied by pi, are equal to −G(b)gh (z, z′) and, respectively,
G
(f)
gh (z, z
′) in [15] while piχ˜r(z) and piχ˜α(z) with α = αs are the same as χ˜
(0)
Rr
(z) and χ˜
(0)
Fs
(z)) in [15].
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Indeed, calculating v
(+)
P+(t, t; {qR, qR}) by (20) through the Green function, one can see that
the first of (29) is the condition that the discontinuity of v
(+)
P+(t, t; {qR, qR}) contains no the
∼ ϑ term. The second of (29) is due to r(+)αℓ (t, t¯; {qR, qR}) has no discontinuities. Since
r
(+)
αℓ (t, t¯; {qR, qR}) has no discontinuities, it can be vanishing as in [9], but in [9] the first of
(29) is not satisfied. In [13] both relations (29) are not satisfied in the required basis (28).
As usually, a shift of C removes that part of r+Pℓ(t1, t1), which is orthogonal to zero
modes of B. The remained r
(+)
Pℓ (t1, t1)-dependent terms in (14) being integrated by parts,
are reduced to the integral along (A,B)-cycles, which contains only of [v
(+)
Pℓ (t, t¯; {qR, qR})]s.
So F̂L,L′({qR, qR}; {φ}) is independent of the particular v(±)Rℓ (t, t¯; {qR, qR}), and explicit
v
(±)
Rℓ (t, t¯; {qR, qR}) are not necessary for the calculation of the amplitude.
If one derives (13) from the integral over both the zweibein and the gravitino field
bypassing (4)–(5), then derivatives with respect to qMℓ in the jacobian arise due to the
fM1 → tM transformation depends on {qMℓ}, the final result being the same.
4 Equations for the local amplitude
Really the integral (13) over the fields requires a regularization, which provides the inde-
pendence of the superstring amplitude of the local alterations of the reference fields. The
desired integral can be also calculated from the Ward relations derived just from the re-
quirement δ⊥An = 0. Here δ⊥An is the alteration of the amplitude (4) under infinitesimal
transverse local variations δ⊥e
a
m and δ⊥φm of e
a
m and, respectively, of φm. In this case
ema δ⊥e
a
m = e
m
a εabδ⊥e
b
m = 0, γ
mφm = 0, ε−+ = −ε+− = 1. A kindred relation can be derived
for other superstring models including the superbrane models, as well. In the supercovari-
ant scheme it was obtained early in [3, 4]. The field volume form in (4), generally, depends
on (eam, φm), but it is not changed under the considered variations. So the variation δ⊥An
of the amplitude (4) is due to only by the alteration of (5). Going to the conformal flat
zweibein, we obtain the desired relations for B̂L,L′({qM , qM}; {φ}) in (13). Since δ⊥eam and
δ⊥φm are arbitrary, the relations are local in t = (z|ϑ). Furthermore,
F̂L,L′({qM , qM}; {φ}) = ẐL,L′({qM , qM}; {φ}) < V >φ (30)
where < V >φ is the vacuum expectation of V in (13) and ẐL,L′({qM , qM}; {φ}) is the
vacuum function. For simplicity, we choose q′m = qm, see (13) and (17). As above, {qα} =
{λi}. It will be sufficient to set δ⊥eam and δ⊥φm in the points different from the locations
of the gravitino field (16). The deriving of the equations is very similar to the that given
in [3] where one can see for details. The desired equations are found to be
χ̂
(φ+)
R (t)
∂
∂qR
ln ẐL,L′({φ}) =< T >φ − ∂
∂qR
χ̂
(φ+)
R (t) ,
χ̂
(φ+)
R (t)
∂
∂qR
< V >φ=< TV >φ − < T >φ< V >φ ; (31)
T = −(DXN )∂zXN + 3
2
B∂zF + (∂zB)F − 1
2
(DB)(DF ) , (32)
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χ̂
(φ+)
R (t) = − < B(t, t)ΛR >φ , F (t, t¯) = C(t, t¯)− v(+)Pℓ (t, t¯; {qR, qR})ΛPℓ (33)
along with the kindred relations due to the left movers. Here χ̂
(φ+)
R (t) are given by (28),
ẐL,L′({φ}) ≡ ẐL,L′({qR, qR}; {φ}) in (30), and F (t, t) has discontinuities calculated by
(21). The derivatives versus {qα} each are to be the right-side ones. The string superfield
correlator < XX >φ, the superghost correlator < CB >φ and zero modes < BΛRℓ >φ in
the given gravitino field are calculated in the known manner by adding to (14) of the source
term [XX˜ + BC˜ + B˜C + LRℓΛRℓ + c.c]. Here (B˜, C˜,LRℓ) are sources. Terms linear either
in C, or in non-zero modes of B are removed by shifts of (B,C) using G
(φ+)
⊥ (t; t1), which
is the orthogonal to χ̂
(φ+)
R (t1) part of G
(φ+)(t; t1). The source dependence are extracted as
the exponential of [−X˜ < XX >φ X˜ − B˜ < CB >φ C˜ − LRℓ < ΛRℓB >φ C˜]. The scalar
superfield correlator is given by the Green function of D
(φ)
− D
(φ)
+ , see (15). In doing so the
holomorphic Green functions, superscalar functions and their periods are constructed for
the D
(φ)
+ operator, see Appendix B for more details. Using < CB >φ and < BΛRℓ >φ,
one calculates < FB >φ in (33). Unlike < CB >φ, both < FB >φ and < BΛR > are
independent of the particular v
(±)
Rℓ (t, t¯; {qR, qR}). To evaluate an indetermination arising
due to the poles at the gravitino field locations, the integrals over the Riemann surface are
previously calculated for a ”spread” gravitino field. At {λi = 0},
− < F (t)B(t′) >φ=0≡ G(t, t′) = −G˜b(z, z′)ϑ′ + ϑG3/2(z′, z; {z(i)}) (34)
where G˜b(z, z
′) is discussed in the previous Section and G3/2(z
′, z; {z(i)}) is the (3/2, 1/2)-
field correlator [9] depending on the {z(i)} locations of φ−, see Appendix A for more details.
As it is usually, calculating T in (32), one omits the singularity at the same points. Due to
the F -superfield, T has a discontinuity under the transition group transformation. The dis-
continuity is, however, canceled by the discontinuity of −∂qRχˆ(φ+)R (t), details being omitted
here. As the result, the right side of the first equation among (31) has no discontinuities
on z-plane.
Eqs. (31) occur as in [3, 4], but in [3, 4] the vacuum correlators and zero modes are cal-
culated on the non-split supermanifold [1] given by super-Schottky group transformations
t˜ → Γ˜s(t˜). We map the above supermanifold by t˜ = (z˜|ϑ˜). The (L, L′) spin structures
are defined for the super-Schottky groups. To every handle one assigns multiplier k˜s along
with two group limiting points (u˜s|µs) and (v˜s|νs) on the supermanifold. In this case
(3|2) of (u˜s, v˜s|µs, νs) and of the interaction vertex coordinates on the t˜ supermanifold are
fixed due to SL(2) symmetry. Below for simplicity we fix (3|2) of (u˜s, v˜s|µs, νs), the set of
(3n− 3|2n− 2) complex moduli being {q˜M}. The amplitude is given like (13) as
An =
∫
(d2qP )
∑
L,L′
F˜L,L′({qR, qR}) ,
F˜L,L′({qR, qR}) = Z˜L,L′({q˜R, q˜R}) < V > , Z˜L,L′({q˜R, q˜R}) =
= det−5[ω({q˜R};L) + ω({q˜R};L′)]ZL({q˜R})ZL′({q˜R}) (35)
where < V > is the vacuum expectation of the interaction vertex product integrated over
the supermanifold, and Z˜L,L′({q˜R, q˜R}) is the vacuum function, ZL({q˜R}) being holomor-
phic in qR. For all the even spin structures the vacuum functions and vacuum correlators
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calculating < V >, both are given in [4, 8, 15]. In this case ω({q˜R};L)/(2πi) is the
period matrix on the supermanifold. Due to fermion-boson mixing, ω({q˜R};L) depends
on Grassmann moduli and on L. So the holomorphic structure of the vacuum function
is straightforward only until the integration versus Grassmann moduli to be performed.
The local amplitude admits the representation by the integral with respect to loop 10-
momenta, the integrated expression being the product of a holomorphic function of the
boson and Grassmann moduli and of the interaction vertex coordinates on the superman-
ifold times by the anti-holomorphic function of the variables considered. Transition to the
t-supermanifold is achieved by the t˜ → t local symmetry group transformation remaining
the zweibein to be conformal flat. In doing so q˜R → qR. As far as the resulted transition
group transformations t → Γs(t) are independent of Grassmann moduli, a gravitino field
arises. Since the zweibein is conformal flat, t˜→ t is a super-conformal transformation out
of the gravitino field locations. As an example of the t˜ → t transformation, we take t˜(t)
to be holomorphic in t except poles at z = z(i) giving rise to the gravitino field in (16). In
this case [1, 15],
z˜ = z + f(z) + [1 + f ′(z)]ϑξ(z) , ϑ˜ =
√
1 + f ′(z)
[
(1 +
1
2
ξ(z)ξ′(z))ϑ+ ξ(z)
]
,
∂f(z)
∂z
+ [1 + f ′(z)]ξ(z)
∂ξ(z)
∂z
= 0 (36)
where f ′(z) = ∂zf(z), ξ
′(z) = ∂zξ(z). Due to the last relation, the resulted zweibein is
conformal flat that follows from (2) along with the explicit superbein [3] or [17]. In this case
every p-supertensor receives the usual factor [D(t)ϑ˜]−p. Ghost zero modes are transformed,
in addition, by the ∂qP /∂q˜R matrix acting from the left. Furthermore, < FB >→< FB >φ
plus an additional term [15] due to (21). In turn, it originates the addition to T , which is,
however, canceled (the deriving is omitted here) by the addition to ∂qN χ̂
(φ+)
N (t). The last
addition emerges since the transition functions (36) depend on moduli. As the result, (31)
arises where (30) and (35) are related as
ẐL,L′({qP , qP}; {φ}) = JLJL′Z˜L,L′({q˜P , q˜P}) , < V >φ=< V > (37)
where JL is the jacobian of the q˜R → qR transformation for the right movers, and JL′ is
the jacobian for the transformation of the left ones. For simplicity we imply that the above
transformations are superholomorphic ones. Generally, for L 6= L′ the transformations
are distinguished from each other since the discussed transformation depends on the spin
structure. The local vacuum expectation of the interaction vertex product in < V > and
in < V >φ differ from each other by the multiplier to be the product of the jacobians, every
jacobian being calculated for the (t˜j , t˜j) → (tj , tj) transformation of the given interaction
vertex coordinate tj. Evidently, relations (37) are just the correct change of the integrand
for the module integral under the change of the moduli. They, however, do not acheived
for the amplitude [9, 10, 13] due to the discussed mistake in [9, 10, 13]. Being incorrect,
the amplitude [9, 10] and [13] also do not related to each other by the jacobian of the
corresponding transformation of the moduli.
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Both t˜(t) and q˜M({qN}) are calculated by the method developed in [15] for the modular
transformations. In this case one starts with obvious relations
f(z) = −
∮
z
G˜b(z, z
′)f(z′)
dz′
2i
, ξ(z) = −
∮
z
G˜f(z, z
′)ξ(z′)
dz′
2i
(38)
where the integration contour surrounds z. The above contour is going to the infinity, the
integrals of discontinuities of (f, ξ) emerge, as well as the terms due to the poles at z = z(i).
The above discontinuities are calculated [15] by the set of equations Γ˜s(t˜(t)) = t˜(Γs(t)).
In doing so for the calculation of (f(z), ξ(z)) the set of the integration equations emerge.
Simultaneously q˜M ({qN}) are calculated from the condition that extra-discontinuities due
to those (25) and (26) of the Green functions to be canceled. The kernels of the equations
are proportional to Grassmann moduli. Although the equations can be solved by the
iteration procedure for any number n of the loops, the completeness of the expressions
rapidly increases when n grows. This is the reason why the local amplitude in the hidden
supersymmetry description is tremendous for n > 2 although in the supercovariant scheme
a rather compact expression can be given for an arbitrary n.
The genus-2 case being considered, we fix (u˜1, v˜1, µ1, ν1, u˜2) as u˜1 = u1, µ1 = 0, v˜1 = v1,
ν1 = 0 and u˜2 = u2. Furthermore, we define q˜m = qm − δqm. The above mentioned
equations Γ˜s(t˜(t)) = t˜(Γs(t)) are reduced to the following ones
δg1(z) + [∂zg1(z)]f(z) = f(g1(z)) ,
√
∂zg2(z)ξ(z) +
√
∂zg2(z)ǫ2(z) = ξ(g2(z))
δg2(z) + [∂zg2(z)][f(z) + ξ(z)ǫ2(z)−
√
∂zg2(z)
µ2ν2(z − g2(z))
u2 − v2 = f(g2(z)) , (39)
where δgs(z) = g˜s(z)−gs(z) and (g˜s(z)|ǫs(z)) are the transition functions for super Schottky
group transformation [15]. As it has been noted, one transforms (38) to the integrals
over non-contractable cycles. Using (39), one obtains that the desired f(z) and ξ(z) are
represented by the expressions
f(z) =
λ1λ2
4
[
G˜b(z, z1)G˜f(z(1), z(2))− G˜b(z, z2)G˜f(z(2), z(1))−
−
∮
2
G˜b(z, z
′)[P1(z)G˜f (z, z(2))− P2(z)G˜f (z, z(1))]dz
′
2i
,
ξ(z) = λ1G˜f(z, z1) + λ2G˜f(z, z2) , (40)
Pi(z) = 2
z − v2
u2 − v2 χ˜µ2(z(i))− 2
z − u2
u2 − v2 χ˜ν2(z(i)) (41)
provided that q˜m = qm − δqm are given by
δqm =
λ1λ2
4
[
G˜f(z(1), z(2))χ˜m(z(1))− G˜f(z(2), z(1))χ˜m(z(2))−
−
∮
2
dzχ˜m(z)[P1(z)G˜f (z, z(2))− P2(z)G˜f (z, z(1))]
]
,
µ2 = λ1χ˜µ2(z(1)) + λ2χ˜µ2(z(2)) , ν2 = λ1χ˜ν2(z(1)) + λ2χ˜ν2(z(2)) (42)
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where G˜b(z, z
′), G˜f(z, z
′), χ˜m(z) and χ˜α(z) with α = (µ2, ν2) are the same as in (24) and
(A.1). The integral is performed along the contour surrounding to the positive direction
both Schottky cycles of the handle 2 and, for the Ramond type handle, the cut between
u2 and v2, which exists [4, 15] in this case. Furthermore, G˜f(z, z(2)) has no discontinu-
ities around (A1, B1)-ones as far as (µ1, ν1) being fixed, are not moduli. So δqm has no
discontinuities on (z1, z2)-planes. In addition, G˜f (z(s), z(i)) − Pi(z) has no discontinuities
on z(s)-plane around (A2, B2)-cycles. Indeed, the discontinuity around (A2, B2)-cycles on
z(i)-plane of the integral being due to pole of G˜f(z, z(i)) at z = z(i) coincides with the
discontinuity of −Ps(z(i)) (the integrals of this kind are considered in [15]). If the Schottky
moduli are used, then δqm are to be (δv2, δk1, δk2). If, as the moduli, one uses the ω
(0)
rs /(2πi)
period matrix on the Riemann surface, then qm → qij and χ˜m(z) → χ˜ij(z) = Ji(z)Jj(z).
In this case i ≤ j and where Jr(z) is the scalar function having periods ω(0)rs . As above, we
identify q′m in (13) with qm.
5 Calculation of the local amplitude
The vacuum function in (30) can be calculated from the first of (31). The second of (31)
is satisfied, if the known interaction vertex [2] is used. The desired vacuum function is
represented as
ẐL,L′({qM , qM}; {φ}) =
ΞL({qm}; {z(i)})ΞL′({qm}; {z′(i)})
det5[2Reω(0)({qm})]
Z˘L,L′({qM , qM}; {z(i), z′(i)}) (43)
where ω(0)({qm})/2πi is the ordinary period matrix, and Z˘L,L′({qM , qM}; {z(i), z′(i)}) = 1
when {λi = 0}. Both Z˘L,L′({qM , qM}; {z(i), z′(i)}) and < V >φ are calculated expanding
in powers of φm the exponential exp[S
(φ)
m (X) + S
(φ)
gh (B,F ;B,F )]. One can also calculate
< V >φ using the scalar superfield vacuum correlator in the gravitino field, the result
being expanded in powers of φm. By above, the ghost supercurrent is calculated in terms
of (B,F ) rather than through (B,C). In doing so eq.(34) is used. An uncertainty of
G3/2(z(j), z(s); {z(i)}) at the (z(j), z(s)) is removed calculating the correlator for the ”spread”
gravitino field. The same result can be obtained by the transformation (42) of the ampli-
tude (35) having no the uncertainty discussed. To choose the given ∂ ln ẐL,L′({φ})/∂qN in
(31), one multiplies both parts of the equation by a relevant polynomial in t, the result
being integrated along non-contractable cycles. This calculation (omitted here) is very
similar to that in [4, 15]. Really (31) is used only to find ΞL({qm}; {z(i)}) in (43). For
doing so both part of (31) at zero Grassmann moduli are multiplied by P sm(z) in (A.1) and
the relation (A.3) of Appendix A is used. Hence ΞL({qm}; {z(i)}) satisfies to the set of the
equations, which are differential with respect to qm where the derivatives versus moduli is
calculated with the conformal flat metric. In this case
ΞL({qm}; {z(i)}) = Z
′
L({qm})
det[χ˜α(z(i))]
, ΞL({qm}; {z(i)}) = Ξ′L({qm}; {pn}; {z(i)})/ det[χ˜m(pn)]
(44)
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where Z ′L({qm}) is given in [4, 15] through the Schottky parameters (see eqs. (B5)-(B7)
in [15] where Z ′L({qm}) is denoted as Z0(m)Z0(gh)H({qNs}) and H({qNs}) is taken at zero
Grassmann parameters). It is independent of locations of Beltrami differentials. Zero
modes χ˜m(z) and χ˜α(z) were discussed above in Sec.2, see eq.(A.1) and the next equations.
Furthermore, it can be shown (the proof is omitted) that Ξ′L({qm}; {pn}; {z(i)}) satisfies to
equations [9] for chiral determinants. Hence, up to a constant factor, Ξ′L({qm}; {pn}; {z(i)})
is none other than the product of the corresponding chiral determinants in [9] with location
points {pn} and {z(i)} given in [9] through the theta-like functions (see eqs. (7.5)-(7.7) in
Nucl.Phys [9]). Hence the local amplitude (30) can be given as in terms of the theta-like
functions like [9], so, like [4, 15], directly through Schottky parameters. The amplitude
differs from [9] in the ghost contribution, see Appendix C as an example. In particular the
correlator G˜b(z, z
′) replaces G2(z
′, z; {p}) in [9] (see for definition Sec. 2 and Appendix A).
In addition, unlike [9], the module integral contains the boundary terms discussed in the
next section.
6 Integration region and boundary terms
The superstring amplitude (35) in the supercovariant scheme contains no the gravitino field.
On the other side, from the previous Section, the integrand (30) of the module integral (35)
depends on the gravitino field locations (z(i), z
′
(i)). In reality the (z(i), z
′
(i))-dependent terms
are total derivatives in the module space, which being integrated by parts, are canceled
by relevant boundary terms (provided of a certain prescription to be for the integration of
singularities, see Sec. 9).
The boundary terms arise because (35) is co-variant [15] under modular group trans-
formations on the non-split supermanifold [1]. Generally, the transformation in question
presents a globally defined, holomorphic superconformal non-split change of t˜ accompa-
nied by a holomorphic non-split change of {q˜R} and by the change of the spin structure,
as well. The resulted modular parameters and supercoordinates depend, however, on the
spin structure by terms proportional to Grassmann moduli. So they are distinguished
for different spin structures, if the former ones are taken to be the same for all the spin
structures discussed. As the result, the sum over spin structures is non-covariant under
modular group on the supermanifold, if the super Schottky group moduli are chosen to be
the same for all the superspin structures. To restore the former integral, a re-definition of
the integration variables must be performed separately for every given spin structure. This
is a subtle procedure since the integral of a single spin structure is divergent (see [8] for de-
tails). In any case the integration with respect to {q˜M} is performed over the fundamental
region of the supermodular group above. The boundary of the region is formed by moduli
related to each other by supermodular transformations, mixing boson and fermion mod-
uli. Like usual modular transformation [18], the supermodular transformation determines
a new basis of non-contractable cycles. In this case ω({q˜M};L)/(2πi) in (35) is changed
in the same way as the ordinary period matrix is changed [18] under the corresponding
modular transformation of the Riemann surface. So the boundary of the fundamental re-
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gion is determined by a set of conditions Ĝi(ω({q˜M};L), ω({q˜M};L′)) = 0 obtained by a
relevant superconformal extension [8] of the fundamental region boundary [18]. Hence we
present the amplitude by the integral of the expression, which is the local amplitude (35)
multiplied by the O({Ĝi}) cut-off factor,
O({Ĝi}) =
∏
i
̺(Gˆi) , Ĝi ≡ Gˆi(ω({q˜M};L), ω({q˜M};L′)) ,
̺(x) = 1 at x > 0 and ̺(x) = 0 at x < 0 . (45)
The ̺(x) step function is understood to be expanded over the Grassmann parameters con-
taining in x that gives rise to desired boundary terms in the integral. Up to the boundary
terms, the integration is performed over the fundamental region [18] of the ordinary mod-
ular group. ”Soul” shifts of the integration variables change the boundary terms, too.
As the result, the integral is independent of the choice of the integration variables. By
supermodular transformations, the given integral can be reduced to the integral over the
fixed fundamental region. So, just as it is required, the integral is independent of the fun-
damental region, which is performed over (provided that the integration over singularities
is performed correctly, see Sec. 8).
Going to qM , one obtains the integral (13) over q
′
m = qm. By above, in this case
ω({q˜M};L)/2πi in (45) is calculated as the ωˆ(+)rs ({qM}, {z(i)};L)/2πi periods of the super-
scalar functions for the D
(φ)
+ operator, see Appendix B. As an example, the genus-2 period
matrix is found to be
ωˆ(+)rs ({qM}; {z(i)};L) = ω(0)rs ({qm})−
λ1λ2
2
[∂z(1)Jr(z(1))]Rf(z(1), z(2);L)[∂z(2)Js(z(2))] (46)
where, as above, ω(0)rs ({qm})/2πi is the period matrix on the Riemann surface, Jr(z) is the
scalar function having periods ω(0)rs ({qm}), and Rf (z, z′;L) is the (1/2,1/2) Green function,
Rf (z, z
′;L)→ (z − z′)−1 at z → z′.
Evidently, the period matrix ωˆ(+)rs ({qM}, {z(i)};L)/2πi is untouched under the G˜n group
of isomorphic replacements of the set of forming Schottky group transformations {Γs} by
the {GsΓsG−1s } set. Here {Gs} is a relevant set of the transformations of the given Schottky
group (not every {Gs} set originates the isomorphism). It can be shown [8]) that the space
of the period matrices is covered by that region O′ of the Schottky parameters where
no group limiting points are inside the common interior of any pair of Schottky circles
assigned to the forming group transformations. So, the Schottky variables being used, the
integration region Om is, in addition, restricted by O′. Instead of O′ one can use the O˜′
restriction, which is an extension [8] of O′ to the super Schottky group description in the
supercovariant gauge. In this case O˜′ differs from O′ solely by boundary terms, which are
canceled each by other. Then the integration region Om over the module space (including
the boundary terms) can be given on equal foots though the step function product as
Om = O({Gˆi})O′ or Om = O˜m = O({Gˆi})O˜′ (47)
where O˜m restricts the integration region in the supercovariant description [8]. As it is
usually, one can replace any part of the fundamental region (47) by a congruent part and
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still have a fundamental region. The integral is required be independent of the fundamental
region, which it is calculated over.
Only for the 2-loop and 3-loop amplitudes the boundary terms can be removed by
the relevant qr → q′r replacement of the moduli. The above replacement annihilates the
dependence on Grassmann moduli of ωˆ(+)({qM}, {z(i);L)/2πi, which is period matrix on the
supermanifold. Hence ωˆ(+)({qM}, {z(i);L) = ω(0)({q′m}), where, as above, ω(0)({q′m})/2πi
is the ordinary period matrix. Simultaneously, the integrand becoming covariant under
modular transformations on the Riemann surface, ceases to depend on the gravitino field
locations. We consider the 2-loop case as an example. From (46),
qr = q
′
r + λ1λ2δq
′
r ,
∑
r
δq′r
∂ω(0)mn({q′s})
∂q′r
=
1
2
[∂z(1)Jm(z(1))]Rf (z(1), z(2);L)[∂z(2)Jn(z(2))]
(48)
where q′m are treated having no soul parts. In particular, {qm} can be identified with the
elements of the ω(0) matrix. Then, from (46) and (48), it follows that q′m are identified
with the elements of the period matrix on the supermanifold. The transition group trans-
formations (17) are, however, non-split in q′M moduli that must be taken into account in
the calculation of the interaction amplitude, see Sec. 7 for more details.
The kindred consideration can be given for the genus-3 surface where the period matrix
is again isomorphic to the boson moduli. For the genus-n > 3 one can not remove Grass-
mann moduli from ωˆ(+)({qM}, {z(i);L) ever so the module slice is used. Simultaneously,
the above terms depend on the gravitino field locations. One can check the above state-
ments, for instance, for n = 4. For doing so one calculates ωˆ(+)rs ({qM}, {z(i)};L)/2πi by the
substitution q˜P = (˜{qR}) into ω({q˜M};L)/2πi. The ω({q˜M};L)/2πi period matrix is given
in [4, 8]. In turn, q˜P ({qR}) is calculated for the transformation (36) as it has been discussed
in Section 3. Hence for n > 3 boundary terms are necessary present. In addition, they
are dependent on the gravitino field locations and on the spin structure, as well. The inte-
grand depends on the gravitino field locations by terms, which are total derivative of a local
function of the boson moduli once the integration versus Grassmann moduli has been per-
formed. Naively, the discussed terms are canceled by corresponding pieces of the boundary
terms (really the integration is ill defined due to singularities, see Sect. 8). Nevertheless,
for n > 3 the boundary terms are necessary remained although they are independent of the
gravitino field locations. It is the evidence that the rest integrand receives an additional
term under the modular transformation. Just the bad modular property of the integrand
does not allow to obtain the vacuum amplitude vanishing locally in the module space for
the number of loops to be n > 3 (and for the 2- and 3-loop case with the usual choice [9] of
the module slice). Modular transformation discussed can be obtained from (37) using the
co-variance of Z˜L,L′({q˜P , q˜P}) under the modular transformations on the t˜ supermanifold
(see Appendix C the two-loop amplitude, as an example).
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7 Two-loop amplitude
Now we consider the calculation of the 2-loop amplitude for the moduli slice where the
boundary integral is absent. In particular, we give the correct expression for the vacuum
amplitude instead of the mistakable one in [13]. In this section we denote the integrand
F̂L,L′({qM , qM}; {φ}) in (13) as B̂(r)L,L′. Only the ∼ λ1λ2λ1λ2 term λ1λ2λ1λ2B̂(r11)L,L′ of B̂(r)L,L′
contributes to the integral. To see that B̂
(r11)
L,L′ is independent of {z(i), z¯′(i)}, it is convenient
to obtain it through the supercovariant gauge amplitude. For doing so one turns in (C.5)
of Appendix C from the moduli qm to q
′
m related with qm by (48). So
B̂
(r11)
L,L′ =
[
B˜(11)L,L′ +
∂
∂q′m
∂
∂q′n
[
Km(L)Kn(L′)B˜(00)L,L′
]
− ∂
∂q′m
[
Km(L)B˜(01)L,L′
]
− ∂
∂q′n
[
KnB˜(10)L,L′
]]
,
Km = δqm − λ1λ2δq
′
m
det[χ˜α(z(i))]
(49)
where definitions are the same as in (35), (42), (44), (48) and (C.5). In (49) a dependence
on (z(1), z(2)) might be only due Km. One can, however, see that the residue at z(1) →
z(2) on the right side of (48) is [∂z(2)Jm(z(2))][∂z(2)Jn(z(2))] that is [∂q′rω
(0)
mn({q′s})]χ˜r(z(2)).
To verify it, one can take the moduli to be ω(0)mn. Then the ghost zero modes just are
[∂z(2)Jm(z(2))][∂z(2)Jn(z(2))], see the text next to (42). So [δq
′
m − δqˆm] is finite at z(1) = z(2).
Moreover, [δqm − δqˆm] is anti-symmetrical in its arguments and is 3/2-tensor in each one
of them, it depends on (z(1), z(2)) only by the det[χ˜α(z(i))] factor that is the denominator
of Km. Hence Km does not depend on (z(1), z(2)), and, therefore, B̂(r11)L,L′ is independent
of (z(1), z(2)), too. As far as the supermanifold period matrix in the q
′
p moduli does not
depends on the Grassmann ones, the vacuum function is the product of the factorized
expression times the usual non-holomorphic factor. So
B̂
(r)
L,L′ =
ZL({q′M}; {z(i)})ZL′({q′M}; {z′(i)})
det5[2Reω(0)({q′m}]
< V >r (50)
where < V >r is the vacuum expectation < V >φ of V in (30) where the qr moduli are
expressed by (48). The vacuum function differs from that in (30) only in terms proportional
to Grassmann moduli. So
ZL({q′M}; {z(i)}) = ΞL({q′m}; {z(i)})[1− λ1λ2Z(r)L ({q′m}; {z(i)})] , (51)
where ΞL(; {zi}) is the same as in (43). In the considered case the fermion moduli do
not agitated to the boson ones under the supermodular transformations. Hence (50) is
covariant under the modular group on the Riemann surface. In particular, the zero point
function
Z =
∑
L
ΞL({qm}; {zi})Z(r)L ({qm}; ; {z(i)})/ det[∂ω(j)/∂qm] (52)
is invariant under the modular transformations. Here ω(1) = ω11({qr}), ω(2) = ω22({qr})
and ω(3) = ω12({qr}). In addition, by above, (52) is independent of {z(i)}. Thus one can
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prove that Z = 0. Indeed, using relation (49) for the vacuum function and the explicit
expressions [4, 8, 15] of the vacuum function one can derive that Z has no a singularity
in the (k1, k2) Schottky multipliers when either k1 → 0, or k2 → 0. In this case due to
the modular symmetry, Z has no singularity in each of ks on the complex ks-plan. Thus
Z independent of ks. Being modular invariant, Z is independent of v2, too. Otherwise
it ought to receive a dependence on the Schottky multipliers under the relevant modular
transformation since v2, generally, depends on the resulted Schottky multipliers. On the
other hand, at v2 → u2 it is the product of the torus vacuum function by the torus
vacuum one, each being nullified. So Z ≡ 0 identically. At the same time, as wee shall
see, Z
(r1)
L ({q′m}) is different from the corresponding expression in [13]. It is convenient to
calculate it from (30) by using the transformation (48). Using eq.(C.2) from Appendix C,
one obtains that
Z
(r1)
L ({q′m}) =
∂δq′m
∂q′m
+ δq′m
∂
∂q′m
ln ΞL({q′m}; {zi}) + 5Rf(z1, z2)∂z1∂z2Rb(z1, z2) +
+W˜L(z1, z2)− W˜L(z2, z1) ,
W˜L(zˆ1, zˆ2) = G˜b(zˆ2, zˆ1)
[
∂zG3/2(z, z1)
]
z=zˆ2
−1
2
[
∂zχzˆ1(z)
]
z=zˆ2
∂zˆ1G˜b(zˆ2, zˆ1) (53)
where ΞL({q′m}; {zi}) is defined in (43)), Rb(z, z′) is the scalar Green function having
discontinuities, and other definitions are in (24)-(A.4), (46) and (48). The terms in (C.2)
with the derivatives versus locations are canceled with the corresponding terms from the
jacobian of the considered transformation (it can be verify by checking that the considered
expression has no singularity, the proving being omitted here). So in (53) all derivatives
versus moduli are calculated with fixed (z1, z2). As above, in doing so the metric is kept to
be conformal flat (generally, it is not the same as the discussed in [9] derivatives due to the
change of the metric. In this case ∂q′mΞL({q′m}; {zi}) is expressed in terms of the right side
of the first of (31), and ∂q′mδq
′
m is calculated from its discontinuities in (z(1), z(2)) by the
method [4]. For the brevity the explicit expressions of the derivatives are omitted here. If
the moduli are chosen to be ω(0)mn, then the ghost zero modes χ˜m(pn) in ΞL({q′m}; {zi}), see
(44), are [∂z(2)Jm(z(2))][∂z(2)Jn(z(2))], see the text next to (42). On can easy check that the
(53) has no the pole at z(1) = z(2), it is anti-symmetrical in its arguments and is 3/2-tensor
in each one of them. To see that (53) depends on (z(1), z(2)) by the det[χ˜α(z(i))] factor, it
is yet necessary to verify for no to be the pole at the point where det[χ˜α(z(i))] = 0 and
z(1) 6= z(2). It is a difficult task hampering the check discussed. As in [13], the expression
(53) is simplified, if the locations satisfy to the condition Rf (z(1), z(2);L) = 0, and, therefore,
δq′m = 0. Nevertheless, it is different from [13]. In particular, (53) is expressed through
G˜b(z(1), z(2)) instead of G2(z(2), z(1))).
The interaction local amplitude (50) contains, in addition, the < V >r factor. The
desired B̂
(r11)
L,L′ function (49) is the integral versus the interaction vertex coordinates on
the supermanifold, the integrand being dependent on the gravitino field locations due
the difference (36) between (z˜|ϑ˜) and (z|ϑ). The above dependence disappears once the
integration versus the vertex coordinates has been performed. Using [4] one can check
that the local vacuum amplitude in the leading approximation is factorized at v2 → u2 by
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the product of the genus-1 functions. So it is plausible that the 1-, 2- and 3-point B̂
(r11)
L,L′
function is nullified and, therefore, the interaction amplitudes are finite. In fact, however,
before to conclude for this, the leading corrections need to be examined, too.
Calculating B̂
(r11)
L,L′ directly from the field integral in (13) one needs to remember that
all the correlators and zero modes have usual form, if they are given through the qr mod-
uli, but the q′r ones. Any correlator K(z, z
′; {q′r}) is K(z, z′; {q′r}) = K0(z, z′; {q′r}) +
λ1λ2δq
′
r∂q′rK0(z, z
′; {q′r}) where K0(z, z′; {q′r}) is its usual expression. The above is true for
zero modes, as well. So, the calculation of the local interaction amplitude is tremendous.
Only the vacuum function can be calculated in a rather simple way.
8 Berezin integral
The results of the previous Section show that the local amplitude can be finite or divergent
depending on the module slice. For instance, the 2-loop vacuum function for Verlinde-like
moduli is non-integrable (see eq.(C.2) from Appendix C) while it is zero, if the module slice
(36) is used. It is a particular manifestation of the fact that the same integral with respect
to both the local variables and Grassmann ones can be found to be finite or divergent, as
this is seen for an easy integral
I(ex) =
∫ dxdydαdβdα¯dβ¯
|z − αβ|p ̺(1− |z|
2) (54)
where z = x + iy, (α, β) are Grassmann variables, p characterizes the strength of the
singularity and ̺ is the step function, see (45). Singular integrals of this kind really arise
in (13). Indeed, Schottky variables being employed, the integration measure contains [4, 15]
the singularity as in (54) at p = 2. For the sake of simplicity we bound the integration
region taking |z|2 ≤ 1. Moreover, it is usually to re-write down (54) as
I(ex) =
∫
dxdy
|z|p ̺(1− |z|
2) dα dβ dα¯ dβ¯ + p2
∫
dxdy
4|z|p+2̺(1 − |z|
2)αβα¯β¯ dα dβ dα¯ dβ¯ , (55)
where the first integral on the right side is naively treated to be zero since it does not
explicitly contain Grassmann variables. The second integral is divergent at z = 0, if
Re p > 0. On the other side, in (54) one can introduce z˜ = z − αβ instead of z. Then the
Grassmann variables will be only in the step function ̺(|z˜ + αβ|2). Once the Grassmann
integrations to be performed, the integral is reduced to the integral along the circle |z|2 = 1.
Thus for any p the result is finite as follows
I(ex) = −
∫
dx˜dy˜dαdβdα¯dβ¯
|z˜|p αβα¯β¯
[
δ(|z˜|2 − 1) + |z˜|2dδ(|z˜|
2 − 1)
d|z˜|2
]
= −πp
2
. (56)
So (54) depends on the integration variables, at least for Re p > 0, see [8] for more details.
The reason is that the integrand is expanded in a series over the Grassmann variables
even though it is singular. It is commonly the integral of a singular expression to define
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with a cut-off, which excludes a small domain containing the singular point. Thus (55) is
calculated with the cut-off ̺(|z|2−o) while (56) is calculated with ̺(|z˜|2−o) both at o→ 0.
In the last case the first integral on the right side of (55) is not zero since it contains the
Grassmann variables due to the ̺(|z˜|2− o) cut-off. Moreover, it is divergent while the sum
over two integral on the right side (55) is finite. This just occurs with the calculation of the
2-loop superstring amplitude in the previous Section when one starts with its expression
given (see Appendix C) through Verlinde-like moduli. In this case naively only B̂(11)L,L′ in
(C.3) contributes to the integral, the integral being divergent. Once the replacement (48)
has been performed, B̂(11)L,L′ is added by pieces arising in the rest terms of (C.3), the integral
of the resulting expression (50) being finite.
In the general n > 3 case one can remove divergences by a change of the moduli, but, as
it has been discussed in Sec. 6, the boundary terms always present, and the local amplitude
is not covariant under the modular transformations on the Riemann surface. Thus the
desired moduli are not unique and the result may depend on the moduli employed. A
relevant choice of the moduli is that, which ensures the local symmetries of the amplitude.
In particular, the result is required to be the same for the fundamental region, which the
local amplitude is integrated over, boundary terms being included. As far as the boundary
terms depend on the gravitino field locations {z(i), z¯(i)}, the above requirement leads, among
other things, to the condition that the whole amplitude is independent of {z(i), z¯(i)}. For
n > 3 the above program seems, however, to be inconvenient for the actual calculation of
the amplitude.
Another way has deal directly with a divergent integral. In this case one can try to
extract the gravitino field dependence of the local amplitude in the form of the derivatives
versus the moduli and interaction vertex coordinates of the relevant local functions once
the Grassmann integrations has been performed. The above functions have non-integrable
singularities. So an additional prescription for the integration of the singularities is neces-
sary in line with the above requirement that the integral is the same for any fundamental
region chosen to be the integration one. An actual method to extract the discussed terms
is to use the relation (37) between the Verlinde-like amplitude and the amplitude given
in the supercovariant gauge. As an example, the 2-loop Verlinde-like vacuum amplitude
(C.2) from Appendix C being considered, one hardly can disply the discussed terms. They
are, however, evident from (C.3) along with (C.5) and (C.6). Once the integration versus
Grassmann moduli has been performed, only (C.5) contributes to the integral. The correect
prescription is to remove the total derivative terms, the integral of B˜(11)L,L′ being remained.
The remaining integral is none other than the integral arising in the supercovariant gauge
once the integration versus Grassmann moduli has been performed. Thus it is much more
easy to perform the calculation [8] directly in the supercovariant gauge.
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Appendix A Relations for ghost Green functions
For instance, G˜b(z, z
′) and the correlator G2(z
′, z; {p}) depending on (3n − 3) location
points {pm} ≡ {p}, are related by
G˜b(z, z
′) = G2(z
′, z; {p})−
∫
s
G2(z˜, z; {p})dz˜
2i
P sm(z˜)χ˜m(z
′) ,
G2(z
′, z; {p}) = G˜b(z, z′)− G˜b(z, pj)χj(z′; {p}) ,
χj(z; {p}) =
∫
s
χ
(j)
2 (z˜; {p})
dz˜
2i
P sm(z˜)χ˜m(z) ,
χ˜m(z) = A˜mjχj(z; {p}) , A˜−1jmA˜ml = δml , A˜jm = χ˜m(pj) (A.1)
G2(p, z; {p}) = 0 , (z′ − pj)G2(z, z′; {p}) = χj(z; {p}) at z → pj ∈ {p};
χj(pl; {p}) = δjl , pl ∈ {p} . (A.2)
Here gs(z) ≡ gs(z; {qn}) and P sm(z) = [∂qmgs(z)]/[∂zgs(z)]. In this case πG2(z′, z; {p}) →
(z − z′)−1 at z′ → z. To derive the first of (A.1) one represents G˜b(z, z′) by the contour
integral around z˜ = z of −G2(z˜, z; {p})G˜b(z˜, z′). By moving the contour, the integral is
reduced to the integrals along the cycles. The discontinuity G˜b(z, z
′) is due to gs(z) lies
outside the fundamental region on z-plan, if z is inside the region above. The relation
between zero modes provides the cancellation of the poles at z = p ∈ {p} for G˜(z, z′). It is
useful to note that ∫
s
d z
2i
χ˜m(z)P
s
n(z) = δmn (A.3)
where the integral is along the Schottky circle assigned to the handle s. The boundary of
the second circle is obtained by the z → gs(z; {qn}) transformation of the boundary of the
first one. In the kindred way, G˜f(z, z
′) and the correlator G3/2(z
′, z; {p′α}) depending on
(2n− 2) location points {p′α} are related by
G3/2(z
′, z; {p′α}) = G˜f (z, z′)‘− G˜f(z, p′β)χβ(z′) , χβ(z′) = Aˆ−1ββ′χ˜β′(z′) ,
Aˆ−1ββ′Aˆβ′α = δβα , Aˆαβ = χ˜α(p
′
β) (A.4)
where {p′α} are (2n−2) location points for the corresponding G3/2(z′, z; {pα}) correlator [9].
In this case πG3/2(z
′, z; {pα})→ (z − z′)−1. One can see from (A.1) and (A.4) that ”non-
physical” poles [9] in {pm} and in {p′α} of the correlators coincides with ”non-physical”
zeros of det A˜ in (A.1) and, respectively, of det Aˆ in (A.1) when the corresponding locations
all are different from each other. Like (A.2),
G3/2(p, z; {pα}) = 0 , (z′ − pαj )G3/2(z, z′; {pα}) = χαj (z; {pα})
at z → pαj ∈ {pα}; χαj (pαl; {pα}) = δjl , (A.5)
G˜f(z, z
′) = G3/2(z
′, z; {pα})−
∫
s
G3/2(z
′, z; {pα})dz˜
2i
P sαj (z˜)χ˜αj (z
′). (A.6)
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Appendix B Scalar superfield correlator
We define R
(+)
φ (t, t
′;L)/π and R
(−)
φ (t¯, t¯
′;L′)/π to be holomorphic and, respectively, anti-
holomorphic Green functions for D
(φ)
+ D
(φ)
− . In doing so
R
(+)
φ (Γs(t), t
′;L) = R
(+)
φ (t, t
′;L) + J (+)m (t
′; {φ−};L) (B.1)
where J (+)m (t; {φ−};L) is the scalar function having the periods ω(+)sm ({qM}; {φ−};L), as
follows
J (+)m (Γs(t); {φ−};L) = J (+)m (t; {φ−};L) + 2πiω(+)sm ({qM}; {φ−};L) (B.2)
The Green function R
(+)
φ (t, t
′) is calculated by
R
(+)
φ (t, t
′) = R(t, t′;L)−
∫ d2t1
π
D(t1)R(t, t1)[D
(φ)
+ − D¯]R(+)(φ) (t˜, t′) (B.3)
where the operators are defined by (15), and
R(t, t′;L) = Rb(z, z
′)− ϑϑ′Rf(z, z′;L) (B.4)
is R
(+)
φ (t, t
′) at φ = 0. Furthermore, Rb(z, z
′) → ln(z − z′) and Rf(z, z′;L) → (z −
z′)−1 at z → z′. Scalar superfunctions J (±)m (t) are calculated by (B.1) once R(±)φ (t, t′)
are known. Then one calculates the period matrix. The kindred relations take place for
the anti-holomorphic functions, as well. The desired scalar superfield vacuum correlator
Xφ(t, t¯; t
′, t¯′) is given by
−4Xφ(t, t¯; t′, t¯′) = R(+)φ (t, t′;L) +R(−)φ (t¯, t¯′;L′)
−[J (+)m (t) + J (−)m (t¯)][ω(+) + ω(−)]−1mn[J (+)n (t′; ) + J (−)n (t¯′)] (B.5)
where J (±)m (t) ≡ J (±)m (t; {φ−};L), and ω(±) is the period matrix for the D(φ)± operator. In
the Schottky representation Rb(z, z
′) and Rf (z, z
′;L) are in [4]. In [9] both they are given
in terms of theta-functions. The scalar Green function in [9] is different from Rb(z, z
′), but
the difference does not contributes to the amplitude.
Appendix C Two-loop Verlinde-type amplitude
In particular, it has been found that
Z˘L,L′({qM , qM}; {zi, z′i})π10
det5[2Reω({qm})]
=
∫
d10h1d
10h2 exp[2Reωil(hihl)]
[
1− λ1λ2
2
WL(h)
]
×
[
1− λ1λ2
2
WL′(h)
]
, (C.1)
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WL(h) = 5Rf (z1, z2)∂z1∂z2 [Rb(z1, z2)− (hihl)Ji(z1)Jl(z2)]
+ŴL(z1, z2)− ŴL(z2, z1) ,
ŴL(z1, z2) = W˜L(z1, z2) + χ˜m(z1)
[
∂zG3/2(z1, z)
]
z=z2
∂z2
∂qm
−1
2
[
∂zχz1(z)
]
z=z2
∂z1χ˜m(z1)
∂z2
∂qm
,
W˜L(z1, z2) = G˜b(z2, z1)
[
∂zG3/2(z1, z)
]
z=z2
−1
2
[
∂zχz1(z)
]
z=z2
∂z1G˜b(z2, z1) (C.2)
where hs = {hMs } is 10-momentum, (hihl) is 10-scalar product, and other definitions are in
(24) and in the accompanying it text. The first term ofWL(z1, z2) is due to the string fields,
and ŴL(z1, z2) − ŴL(z2, z1) is due to the ghost fields. The contribution to the partition
function from the first term of WL(z1, z2) multiplied by ΞL({qm}; {zi}) det[χ˜m(pm)] is the
same as in [9] (this is just the first term inside the square brackets in eq.(38) of [9]) because,
by above, ΞL({qm}; {zi}) det[χ˜m(pm)] is the same as the of the chiral determinants in [9]
calculated with the fixing points to be {pm} and {pα} = {zi}. At the same time, the ghost
part of WL(z1, z2) is quite different from [9] even though the locations are independent of
the moduli.
To see properties of the 2-loop amplitude in question, it is useful to represent it through
the local amplitude in the supercovariant gauge [4, 8, 15] by the transformation (40)–(42).
We consider the amplitude (35) multiplied by the cut-off factor (47). In this case
F̂L,L′({qM , qM}; {φ})Om = B̂(00)L,L′ + λ1λ2B̂(10)L,L′ + λ1λ2B̂(01)L,L′ + λ1λ2λ1λ2B̂(11)L,L′ (C.3)
where B̂(jl)L,L′ is independent of (λj, λj). In the kindred way, for the amplitude (35) multiplied
by O˜m in (47), one has
F˜L,L′({qM , qM}; {φ})O˜m = B˜(00)L,L′ + µ2ν2B˜(10)L,L′ + µ2ν2B˜(01)L,L′ + µ2ν2µ2ν2B̂(11)L,L′ (C.4)
The desired relations are found to be
B̂11L,L′ = B˜(11)L,L′ +
∂
∂qm
∂
∂qn
(
δq′mδq
′
n
B˜(00)L,L′
MLML′
)
− ∂
∂qm
(
δq′m
B˜(01)L,L′
ML
)
− ∂
∂qm
(
δq′m
B˜(10)L,L′
ML′
)
, (C.5)
B̂10L,L′ML′ = B˜(10)L,L′ −
∂
∂qm
(
δq′m
B˜(00)L,L′
ML
)
, B̂01L,L′ML = B˜(01)L,L′ −
∂
∂qm
(
δq′m
B˜(00)L,L′
ML′
)
,
B̂00L,L′MLML′ = B˜(00)L,L′ , (C.6)
ML = χ˜µ2(z1)χ˜ν2(z2)− χ˜µ2(z2)χ˜ν2(z1) , (C.7)
where δqm = λ1λ2δq
′
m, and δqm is given by (42). Other definitions are the same as in
(35), (C.3) and in (C.4). Since in (C.5) the derivatives act on the cut-off as well, the
integral of the terms with derivatives naively vanishes. Then the right side of (C.5) is
reduced to B˜(11)L,L′ that is independent of the gravitino field locations. Nevertheless, it is
not covariant under modular transformations. Indeed, (C.4) is covariant [15] under the
modular transformations on the supermanifold [1] mixing fermion moduli to the boson
ones that originates an addition to B˜(11)L,L′ .
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