Existing image classification datasets used in computer vision tend to have an even number of images for each object category. In contrast, the natural world is heavily imbalanced, as some species are more abundant and easier to photograph than others. To encourage further progress in challenging real world conditions we present the iNaturalist Challenge 2017 dataset -an image classification benchmark consisting of 675,000 images with over 5,000 different species of plants and animals. It features many visually similar species, captured in a wide variety of situations, from all over the world. Images were collected with different camera types, have varying image quality, have been verified by multiple citizen scientists, and feature a large class imbalance.
Introduction
Performance on existing image classification benchmarks such as [31] has probably been saturated by the current generation of classification algorithms [10, 35, 34, 44] . However, the number of training images is crucial. If one reduces the number of training images per category, typically performance suffers. It may be tempting to try and acquire more training data for the classes with few images but this is often impractical, or even possible, in many application domains. We argue that class imbalance is a property of the real world and computer vision models should be able to deal with it. Motivated by this problem, we introduce the iNaturalist Challenge 2017 dataset (iNat2017). Just like the real world, it features a large class imbalance, as some species are much more likely to be observed than others.
It is estimated that the natural world contains several million species where around 1.2 million of these have already Figure 1 . Two visually similar species from the iNat2017 dataset. Through close inspection, we can see that the ladybug on the left has two spots while the one on the right has seven. been formally described [25] . However, many of these species can be extremely difficult to accurately identify in the wild. This can be due to the sheer number of similar categories that an expert would be required to remember along with the challenging inter-class similarity, see Fig. 1 . As a result, there is a critical need for robust and accurate automated tools to scale up biodiversity monitoring on a global scale [3] . The iNat2017 dataset is made up of images from the citizen science website iNaturalist. The site allows naturalists to map and share photographic observations of biodiversity across the globe. Each observation consists of a date, location, images, and labels containing the name of the species present in the image. To date, iNaturalist has collected over 5.3 million observations from 117,000 species. From this, there are close to 14,000 species that have been observed at least twenty times and have had their species ID confirmed by multiple annotators.
The goal of iNat2017 is to push the state-of-the-art in image classification for 'in the wild' data featuring large numbers of imbalanced, fine-grained categories. iNat2017 contains over 5,000 species, with a combined training and validation set of 675,000 images that has been collected and then verified by multiple citizen scientists. It features many visually similar species, captured in a wide variety of situations, from all over the world. We outline how the dataset was collected and report baseline performance, illustrating that iNat2017 is challenging for state-of-the-art current deep classification models.
Related Datasets
In this section we review existing image classification datasets commonly used in computer vision. As opposed to datasets that feature common everyday objects e.g. [5, 4, 31, 19] , here our focus is on large-scale fine-grained object categories. For fine-grained classification problems there tends to be only a small number of domain experts that are capable of correctly classifying the objects present in the images. Face identification can be viewed as a special case of fine-grained classification and many existing benchmark datasets with long tail distributions exist e.g. [11, 27, 8] . However, due to the underlying geometric similarity between faces, current state-of-the-art approaches for face identification tend to perform a large amount of face specific pre-processing steps [36, 32, 27] .
The vision community has released many fine-grained datasets covering several domains such as birds [42, 40, 2, 38, 16] , dogs [14, 28, 22] , airplanes [23, 39] , flowers [26] , leaves [18] , trees [41] and cars [17, 20, 46, 6] . In Table 1 we summarize the statistics of some of the most common datasets. With the exception of a small number e.g. [16, 6] , many of these datasets were typically constructed to have a close to uniform distribution of images across the different categories. In addition, many of these datasets were created by searching the internet with automated web crawlers and as a result can contain a large proportion of incorrect images e.g. [16] . Even manually vetted datasets such as ImageNet [31] have been reported to contain up to four percent error for some fine-grained categories [38] . While current deep models are robust to label noise at training time, it is still very important to have clean validation and test sets to be able to quantify performance [38, 30] .
Unlike web scraped datasets [16, 15, 43] , the annotations in iNat2017 have all been collected from the consensus of informed enthusiasts. Images of natural species tend to be challenging as individuals from the same species can differ in appearance due to sex and age, and may also appear in different environments. In contrast, mass-produced, manmade object categories are typically identical and only differ in terms of pose, lighting, color, but not necessarily in their underlying object shape or appearance [47, 6, 48 ].
Dataset Overview
Here, we describe how the iNat2017 dataset was collected, annotated, and split into training and testing sets.
Dataset Name
# Train Ims # Classes Imbalance Flowers 102 [26] 1,020 102 1.00 Aircraft [23] 3,334 100 1.03 Oxford Pets [28] 3,680 37 1.08 DogSnap [22] 4,776 8,144 196 2.83 Stanford Dogs [14] 12,000 120 1.00 Urban Trees [41] 14,572 18 7.51 NABirds [38] 23,929 555 15.00 LeafSnap * [18] 30,866 185 8.00 Census Cars [6] 512,765 2,675 90.00 ILSVRC2012 [31] 1,281,167 1,000 1.78 iNat2017 579,184 5,089 435.44 Table 1 . Summary of popular computer vision classification datasets. 'Imbalance' represents the number of images in the largest class divided by the number of images in the smallest. * As no standard train/test split exists we display information for the entire dataset.
Dataset Collection
iNat2017 was collected in collaboration with iNaturalist 1 , a citizen science effort that allows naturalists to map and share observations of biodiversity across the globe through a custom made web portal. iNaturalist makes an archive of observation data available to the environmental science community via the Global Biodiversity Information Facility (GBIF) [37] . Only observations made at genus, species or lower are included in this archive. The iNat2017 dataset was created from this archive.
2017 Challenge Dataset
We selected a subset of taxa from the GBIF export to include in the dataset. Each selected taxa has at least 20 observations, submitted from at least 20 unique observers (i.e. 1 observation from each of 20 unique observers), resulting in 5,089 taxa coming from 13 super-classes, see Table 2 . Enforcing this criteria allows us to place observers (and all of their observations) in either the train-val or test split for each taxa (following a 60%-40% split, respectively). By placing all of the observations from an observer into one of the splits, we ensure that the behavior of a particular user (camera equipment, background, etc.) is contained within a single split, and not available as a useful source of information for classification on the test set. To construct the validation split from the train-val collection, we choose observers (and all of their observations) until we have either 30 total images or 33% of the available images for that taxa, whichever occurs first. The remaining observers and their images for that taxa are marked as training images. Rather than utilizing all of the images from the test split, we released a random subset from this split. The final dataset has a 67.5%-11.2%-21.3% distribution of images in the train, validation and test splits respectively. Fig. 3 illustrates the distribution of training images sorted by class.
Each observation on iNaturalist is made up of one or more images that provide evidence that the species was present. As a result, a small percentage of images may not contain the species of interest but instead can include footprints, feces, and habitat shots. We crowd-sourced the verification of three representative super-classes, Mammalia, Aves, and Reptilia images, and concluded that the percentage of these non-species images is less than 1.1% for Aves and Reptilia and higher for Mammalia due to the prevalence of footprint and feces images. Sample images from the dataset can be viewed in Fig. 7 along with pairs of visually similar categories in Fig. 2 . In total, the training and validation set amounts to 186GB of data. Links to the raw images and annotations for iNat2017 are available from our project website 2 .
Experiments
In this section we compare the performance of baseline computer vision models on iNat2017. We also report the results of an image classification competition that was run using the dataset.
Baseline Results
To measure the difficulty of iNat2017, we ran experiments with two baseline deep networks: Inception V3 [35] and Inception ResNet V2 [34] . We expanded the training set with random crops, horizontal flips, and color augmentation. Training batches of size 32 were created by uniformly sampling from all available training images as opposed to sampling uniformly from the classes. We used a learning rate of 0.0045, decayed exponentially by 0.94 every 4 epochs, and RMSProp optimization with a momentum of 0.9 and a decay of 0.9. The Inception V3 model was trained for 28 epochs, and the Inception ResNet V2 model was trained for 22 epochs. Training and testing were performed with an image size of 299 × 299. Test results are reported using a single centered crop for both the validation and pubic test sets. This results in a top one and top five validation set accuracy of 62.61% and 84.71% for [35] and 64.2% and 86.5% for [34] .
At the bottom of Table 4 we see that, as expected, the more powerful Inception ResNet V2 [34] outperforms the Inception V3 network [35] . A more detailed super-class level breakdown is visible in Table 3 . As a point of comparison, the Inception ResNet V2 model achieves a single crop top one and top five accuracy of 80.1% and 95.1% respectively on the ILSVRC 2012 [31] validation set [34] , highlighting the comparative difficulty of the iNat2017 dataset. In Fig. 4 we plot the top one public test set accuracy against the number of training images for each class for [34] . We see that as the number of training images per class increases, so does the test accuracy. However, we still observe a large difference in accuracy for classes with a similar amount of training data.
We performed an experiment to understand if there was any relationship between animal size and prediction accuracy. Using existing records for bird [21] and mammal [13] body sizes we assigned a mass to each of the classes in iNat2017 that overlapped with these datasets. For a given species, male and female average mass can be different and in these cases we simply averaged the values. This resulted in data for 795 species, from the small Allen's hummingbird (Selasphorus sasin) to the large Humpback whale Megaptera novaeangliae. In Fig. 5 we can see that median accuracy decreases as the mass of the species increases. These results are preliminary, but reinforce the observation that it is perhaps challenging for humans to take good photographs of larger mammals. More analysis of these failure cases may allow us to produce better, species-specific, instructions for the photographers on iNaturalist.
The IUCN Red List of Vulnerable Species monitors and evaluates the extinction risk of thousands of species and subspecies [1] . In Fig. 6 we plot the Red List status of 1,568 species from the iNat2017 dataset that we were able to find a listing for. We see that the vast majority of the species are in the 'Least Concern' category and that test accuracy decreases as the threatened status increases.
iNat2017 Competition Results
From April 5 th to July 7 th 2017, we ran a public challenge on the machine learning competition platform Kaggle 3 Here we see four pairs of species that are are difficult to discriminate between. In the case of A) there is a subtle difference in the wing markings. For B) the two species look very similar but in practice tend to be found on different continents thus requiring GPS information in the observation to aid discrimination. In C) we see an example of a species along with a visually similar subspecies that are considered as two different classes. Finally, D) shows two plants that look similar but can be differentiated based on what part of the plant the flower they are found on. tion tasks in [31] , we used the top five accuracy metric. We used the top five accuracy evaluation metric to evaluate performance as some species can only be disambiguated with additional data provided by the observer, such as location or date. Additionally, in a small number of cases multiple species may appear in the same image (e.g. a bee on a flower). Overall, there were 32 submissions and we display the final results for the top five teams along with two baselines in Table 4 .
GMV's entry consisted of a ensemble of Inception V4 and Inception ResNet V2 [34] . Each model was first initialized on the ImageNet-1K dataset and then finetuned with the iNat2017 training set along with 90% of the validation set, utilizing data augmentation at training time. The remaining 10% of the validation set was used for evaluation.
To compensate for the imbalanced training data, the models were further fine-tuned on the 90% subset of the validation data that has a more balanced distribution. To address small object size in the dataset, inference was performed on 560 × 560 resolution images using twelve crops per image at test time. Figure 6 . Top one public test set accuracy for [34] for a subset of 1,568 species binned according to their IUCN Red List of Threatened Species status [1] . The number of classes is written to the bottom right of each box.
Conclusion and Future Work
We present the iNat2017 dataset, in contrast to many existing computer vision datasets it is 1) unbiased, in that it was collected by non-computer vision people for a well defined purpose, 2) more representative of real-world challenges than previous datasets, 3) represents a long-tail classification problem, and 4) is useful in conservation and field biology. While our baseline and competition results are encouraging, from our experiments we see that state-of-the-art computer vision models struggle to deal with large imbalanced datasets.
The introduction of iNat2017 enables us to study two important questions in a real world setting: 1) do long-tailed datasets present intrinsic challenges? and 2) do our computer vision systems exhibit transfer learning from the wellrepresented categories to the least represented ones? In the future we intend to investigate including additional annotations such as bounding boxes and fine-grained attributes such as gender, location information, alternative error measures that incorporate taxonomic rank [24, 45] , and explore real world use cases such as including classes in the test set that are not present at training time. As the number of images submitted to iNaturalist is constantly growing newer releases of the dataset will take advantage of this increase in training and test data. Finally, we intend to explore the application of iNat2017 to low-shot learning [9] , generative models [7, 29] , and the teaching of fine-grained visual categories to humans [33, 12] . 
