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ABSTRACT 
The importance of freight activity in urban areas has increased substantially and is predicted to 
continue to rise. However, freight data is difficult to secure, and even more difficult to use in 
policy, forecasting and analysis. This is a direct consequence of the focus of traditional transport 
modelling - and thus data collection - on private travel. Significantly less research and modelling 
effort has been directed towards urban freight transport, which is in many ways more complex. 
Modelling of urban freight movement improves our understanding of its key drivers, leading to the 
development of more responsive infrastructure, policy and pricing solutions. Even gaining a good 
picture of what is going on right now is not straightforward to achieve, and this task of ‘predicting 
the present’ meets a number of the more urgent needs for fright movement assessment. 
This paper outlines work undertaken on behalf of Queensland Transport to address this need. Its 
aim was to combine existing traffic counts, roadside interview data and truck trip tables for 
Metropolitan Brisbane, to provide Queensland Transport with a current freight matrix and some 
measure of the confidence that may be placed in the results. The process itself prioritised and 
weighted the various input data in terms of its currency, quality and level of detail, so that the 
resulting matrices reflected a balanced combination of new and old, and high and low quality 
inputs. This approach ensured that the greatest possible use was made of a limited amount of 
freight data, and proved capable of estimating more than a single matrix by handling freight 
vehicles of different types. 
1 Introduction 
It is estimated that non-bulk freight transport grows 1.25 times faster than the general economy 
(Gargett 2004). With the Australian economy tipped to grow at 2.7% pa (Treasury 2002), the 
implications for the expected increase in urban freight transport are significant. At these rates, the 
quantum of urban freight transport will double over the next 20 years. 
However, freight data has traditionally been very difficult to secure, and even more difficult to use 
in transport policy, demand forecasting and analysis. The situation in metropolitan Brisbane is no 
better, with only a handful of sporadic, project specific, freight transport data collection programs 
undertaken over the past 10 years. Until recently, the most up-to-date estimate of urban truck travel 
within metropolitan Brisbane was based on data that was almost 10 years old! 
To address this obvious deficiency, Queensland Transport commissioned a consultancy project to 
develop the best possible matrix of present-day vehicle movements for the region, which could be 
achieved using available data. The study involved four distinct stages, namely: 
· A detailed assessment of the available data sources, leading to the identification of the more 
relevant sources. 
· A limited amount of new data collection specifically targeted at the more significant gaps in 
the existing dataset. 
· A traditional matrix estimation process that combined the available data and weighted it 
according to its currency and accuracy. 
· A comparison of matrix performance at the screenline, trip length and study area wide vehicle 
kilometres of travel (VKT) level using independent estimates from other sources. 
2 Challenges 
Traditionally, urban congestion resulting from the movement of private motor vehicles has 
dominated the transport debate. More recently, the potential for an efficient freight movement 
network to stimulate economic development and job creation has become more prominent. 
Similarly, the contribution of urban freight transport to motor vehicle emissions has increased in 
significance. It is surprising that much less research has been undertaken on freight transport in 
favour of private travel demand (Ortuzar and Willumsen 1994). 
This view is echoed in a recent review of freight modelling undertaken for the UK Department for 
Transport, which suggests “the treatment of freight within scheme modelling is relatively poor at 
present and needs significant improvement.” (University of Westminster 2002) A paper presented 
at last year’s annual conference for the Transportation Association of Canada noted “commercial 
vehicle movements are complex and heterogeneous. Data describing these movements is similarly 
complex and heterogeneous.” (Hunt et al 2004) 
The paucity of available data on urban freight movements in Australia was recognised at a recent 
AUSTROADS / ARRB / BTRE workshop in Sydney. While this workshop highlighted a need for 
new freight data collection initiatives, it will be some time before any of these bear fruit. In the 
meantime, impending project and policy issues necessitate a more immediate solution. An 
enhanced freight modelling capability would also provide the basis for more general and longer 
term planning and policy evaluation. Until then, Queensland Transport needed an updated truck 
matrix to meet the region’s short and medium term needs for improved information on freight and 
truck movements. 
Only a single ‘truck’ matrix is usually estimated, as this generally meets planning requirements. 
However, the levels of large and small truck flows differ in inner, outer and regional movements. 
There are often at least some points where classified data are available, and in this project we 
aimed to produce separate matrices for three truck classes.  
3 Data Sources 
The primary data source for this project, and in fact most matrix estimation projects, was traffic 
counts. The 53 screenlines used in this project are shown in Figure 3.1. Overall, they included 240 
crossing points for which count data were required. These data were obtained from: 
· seven day classified automatic counts  22% 
· 12-hour manual classified counts  3% 
· 6-hour manual classified counts  19% 
· seven day partially classified automatic counts  2% 
· un-classified counts  32% 
· un-counted (eg minor roads carrying few trucks)  22% 
The matrix estimation process within EMME/2 allows weights to be assigned to each traffic count, 
to control the degree to which the process attempts to match the observed volume. This is 
analogous to a confidence level, whereby a count weight of 1.0 implies 100% confidence, while a 
count weight of 0.0 implies 0% confidence in the observed/target value. The weight applied to each 
count was the product of the following three components: 
· Source Weight – ranging from 0.25 for an uncounted / guess up to 1.00 for a seven day 
classified automatic count. 
· Year Weight – ranging from 0.65 for 1996 up to 1.00 for 2003 (the adopted base year). 
· Volume Weight – 0.90 for lower volume roads (<580vpd) and 0.95 for higher volume roads 
(eg>580vpd). 
The source weights reflected the higher confidence placed in the automatic count data, relative to 
the manual classified or unclassified counts. The year weights reflect the relevance of the data to 
the 2003 design year. Finally, the volume weights are less for lower volume roads, for which the 
variability in daily truck volumes was observed to be somewhat greater (in percentage terms) than 
on higher volume roads. These weights were determined based on an engineering judgement. 
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Figure 3.1 – Screenlines on the modelled road network 
Over 20 other potential sources of information on truck and freight movements to, from and within 
the study area were assessed in terms: 
· currency. 
· geographical scope. 
· level of detail. 
· vehicle type scope. 
· representativeness. 
· statistical validity. 
· repeatability. 
This lead to an overall assessment of each data source’s function and relevance to the current study. 
It was concluded that the more relevant data sources were: 
· ABS Survey of Motor Vehicle Use – to check study area wide VKT. 
· ABS Journey to Work – from which matrix expansion factors were derived. 
· Weigh-in-Motion Data – from which average loads were derived. 
· 1993 Metropolitan Freight Survey – roadside interview data. 
· 1995 South East Queensland (SEQ) Freight Study – roadside interview data. 
· 1999 Redland Sub-Arterial Freight Study – roadside interview data. 
· 2002 Brisbane Urban Corridor Study – roadside interview data. 
· Brisbane Strategic Transport Model (BSTM) HCV Matrix – from which the prior matrices 
were derived. 
The more common reasons for rejecting potential data sources included: 
· geographically too coarse (eg National Input-Output Tables, ABS Freight Survey). 
· incompatible unit of measure (eg commodities rather than trucks). 
· inconsistent definitions of truck types. 
· inherent sampling bias (eg Vehicle Inspection Data). 
· lack of currency (eg some items were more than 10 years old). 
In addition to the above, daily activity reports for a sample of 18 vehicles were obtained from three 
local freight operators. This information provided an up-to-date estimate of the local trip length 
frequency distribution, against which the output from the matrix estimation process was compared. 
4 Methodology 
The BSTM’s existing truck matrix was also derived from a matrix estimation process. It was 
originally developed as a single “all-truck” matrix, estimated from 132 counts across 15 screenlines 
for the 1996 design year (Sinclair Knight Merz 2001). All of these screenlines were either within, 
or on the boundary of, Brisbane City. A trip generation and trip distribution model was estimated, 
based on the output of the matrix estimation process. These were used, together with demographic 
forecasts of the study area, to estimate a truck matrix for the 2000 and 2011 design years. A 
corresponding 2003 matrix was estimated by linearly interpolating between these two extremes. 
The resulting matrix was the starting point for this project and was characterised by: 
· Total Trips:  148,000 
· Intrazonals (at 250 zone level – see below):  15,400 (10%) 
· Average Trip Length:  24.2 km 
The BSTM includes 1 504 zones. However, the paucity of available traffic count data precludes the 
use of such a fine zone system for matrix estimation purposes. Given the broader focus of the 
project, an aggregated zone system was produced, with a significant proportion of zones in the 
other local government areas surrounding Brisbane (46%). 
Data from a series of roadside interview surveys undertaken around SEQ over the last 10 years 
were extracted and re-coded to this study’s vehicle class and zone systems. The 2003 BSTM 
starting matrix was split into three separate seed matrices. This was done by applying a uniform 
factor to all cells within the matrix, for each of the following vehicle classes: 
· Small Rigid (two axles, >3.5t GVM, AUSTROADS Class 3):  56.7% 
· Large Rigid (three or more axles, >12.0t GVM, AUSTROADS Class 4-5):  15.6% 
· Articulated (AUSTROADS Class 6-12):  27.7% 
Cell values in each seed matrix were replaced with data from the corresponding roadside interview 
matrices if the number of trips in the latter were more. This approach acknowledged that (a) the 
roadside interview matrices are “partial” matrices and hence are likely to under-report travel 
between particular origin-destination pairs and (b) the existing BSTM truck matrix is likely to be a 
reasonable estimate of current truck travel patterns, and hence should not be discounted out of hand 
in favour of older (and in some cases very old) roadside interview data. The characteristics of the 
resulting seed matrices are summarised in Table 4.1. 
Table 4.1 – Characteristics of seed matrices 
PARAMETER SMALL RIGID LARGE RIGID ARTICULATED 
Total Trips 100 000 28 300 53 000 
Percent Intrazonal Trips 8.9% 8.6% 8.2% 
Average Trip Length (km) 25.6 26.1 27.7 
The three different seed matrices (one for each vehicle class) were then updated using a matrix 
estimation process, with the relevant data available for each vehicle class. This allowed the 
individual matrices to respond to the different input data (eg trip lengths and screenlines counts) 
pertinent to each matrix. The key characteristics of the output matrices are summarised in Table 4.2 
and are discussed further below. 
Table 4.2 – Characteristics of output matrices 
PARAMETER SMALL RIGID LARGE RIGID ARTICULATED 
Total Trips 93 200 29 200 48 700 
Percent Intrazonal Trips 16.9% 13.1% 9.4% 
Average Trip Length (km) 16.7 17.4 21.9 
4.1 Total trips 
The total number of trips across the three class matrices is significantly more than the number of 
trips in the starting BSTM matrix. This indicates that the matrix estimation process has resulted in 
significant changes to the starting matrix. Despite the significant change in the number of total 
truck trips, the proportion of trips within each of the three class matrices is generally consistent 
(±10%) with that obtained from the automatic count data. This suggests that the matrix estimation 
process was able to preserve the area wide trends inherent in the observed traffic count data. 
4.2 Intrazonal trips 
At the 250 zone level, the proportion of intrazonals in the various roadside interview matrices used 
to update the seed matrix ranged from 0.2% to 3.5%. However, roadside interview surveys tend to 
under sample shorter distance trips, and so the “true” proportion of intrazonal travel would be 
expected to be somewhat more. By comparison, 10% of the trips in the existing BSTM matrix were 
intrazonal. As intrazonal trips are not assigned to the modelled road network, they are ignored by 
the matrix estimation process. Thus, they were adjusted manually to reproduce the observed trip 
length frequency distributions (see below). The resulting values are well within the range expected 
from the observed data and demonstrate a consistent trend towards a smaller percentage of 
intrazonals with increasing vehicle size. 
4.3 Trip length 
The average trip lengths are well within the range expected from the observed data and demonstrate 
a consistent trend towards longer trip lengths with increasing vehicle size. By comparison, the 
average trip length within the existing BSTM truck matrix is 24.2km. This is significantly longer 
than the average trip lengths forecast by this project. The trip length frequency distribution for each 
of the three estimated matrices is compared against those derived from the roadside interview data, 
the sample of local transport operators and the existing BSTM matrix in Figures 4.1, 4.2 and 4.3. 
The 15% and 85% confidence intervals from the observed distribution are also plotted. In all cases, 
the trip length frequency distributions of the estimated matrices are within these limits. This further 
reinforces the degree to which the estimated matrices reproduce local truck travel patterns. 
4.4 Cell changes 
The degree to which the matrix estimation process modified each of the respective seed matrices is 
summarised by vehicle class in Table 4.3. This quantifies the proportion of cells in each matrix that 
are within 0-10%, 10-25%, 25-100% or >100% of the original starting value. The figures 
summarised in Table 4.3 confirm that the DEMADJ22 macro implemented within the EMME/2 
modelling suite results in significant changes to the respective seed matrices. 
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Figure 4.1 – Trip length frequency distribution for small rigid vehicles 
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Figure 4.2 – Trip length frequency distribution for large rigid vehicles 
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Figure 4.3 – Trip length frequency distribution for articulated vehicles 
Table 4.3 – Changes to seed matrices (% of cells) 
RANGE OF CHANGE SMALL RIGID LARGE RIGID ARTICULATED 
Small (<±10%) 6% 26% 4% 
Moderate (±10-25%) 5% 4% 3% 
Large (±25-100%) 80% 60% 86% 
Vary Large (>±100%) 9% 10% 7% 
4.5 Screenlines 
The degree to which each of the component class matrices reproduces observed screenline volumes 
is summarised in Table 4.4. Overall, the three matrices output by this project reproduce observed 
truck volumes across all screenlines to within ±1%. This level of error is very low, given the scope 
of the available input data and the complexity of the problem being solved. 
Table 4.4 – Screenline performance 
CLASS OBSERVED MODELLED DIFFERENCE MAD RATIO1 
Small Rigid 204 000 201 000 -1% 5% 
Large Rigid 65 700 65 700 0% 9% 
Articulated 128 000 129 000 1% 20% 
All Trucks 398 000 396 000 -1% 10% 
BSTM Matrix 398 000 476 000 19% 39% 
 1 Mean Absolute Difference (MAD) ratio 
The weighted average screenline level error ranges from ±5% for small rigid trucks, up to ±20% for 
articulated vehicles. The stated aim of this project at the tendering stage was to achieve an average 
screenline error of less than ±10%. Table 4.5 confirms that this target was met for the vast majority 
of screenlines (ie 70-75% of screenlines for each vehicle class).  
Table 4.5 – Distribution of screenline errors 
ERROR SMALL RIGID LARGE RIGID ARTICULATED BSTM 
<10% 74% 77% 70% 13% 
10-20% 15% 4% 11% 15% 
20-30% 4% 6% 6% 21% 
>30% 8% 13% 13% 51% 
4.6 Vehicle Kilometres Travelled 
An estimate of the study area wide VKT was prepared by applying weekday and weekend 
expansion factors derived from the automatic traffic count data to the three class matrices. This 
produced a study area wide figure of 895 M.VKT per annum. Corresponding estimates prepared by 
the ABS (2001) and Apelbaum Consulting Group (2004) range from 749 to 965 M.VKT, with an 
average of 889 M.VKT. While there are some differences at the individual vehicle class level, the 
figure produced by this project is within ±1% of the average of the independent estimates. This 
confirms the ability of the estimated matrices to reproduce local truck travel patterns. 
5 Value added 
The most recent three years worth of data from seven Weigh-in-Motion (WIM) sites from across 
the study area were analysed to estimate the average load size for the three vehicle classes used in 
this project. The average load sizes thus derived were then applied to the corresponding class 
matrices to estimate tonnes and tonne.kilometres, by vehicle class. 
Figure 5.1 plots the mean and 15th and 85th percentile confidence intervals of load size from the 
available WIM data, by vehicle class. It highlights a very small variation in average load size for 
Small Rigid vehicles, which averaged 1.0 tonnes / vehicle. Slightly greater variation was observed 
for Large Rigid vehicles, which on average carried 3.54 tonnes / vehicle. The variation was greatest 
for Articulated vehicles, which carried an average of 9.95 tonnes each. 
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Figure 5.1 – Average load by vehicle class 
Table 5.2 summarises the estimated local road freight task for 2003 in terms of tonnes moved and 
tonne.kilometres by vehicle class. Overall, it is estimated that about 0.681M tonnes of freight were 
moved by road across Metropolitan Brisbane during an average weekday in 2003. This equates to 
an annual figure of 193M tonnes. In terms of tonne.kilometres, the corresponding estimates are 
14M and 3 960M per weekday and per annum respectively. 
Table 5.2 – Tonnes and tonne.kilometres 
PARAMETER SMALL RIGID LARGE RIGID ARTICULATED TOTAL 
M.tonnes/day 0.093 0.103 0.484 0.681 
M.tonnes/year 26.9 29.5 137 193 
M.tonne.km/day 1.56 1.80 10.6 14.0 
M.tonne.km/year 449 514 3 000 3 960 
In addition to the study-area wide estimates of truck trips, tonnes and tonne.kilomters by vehicle 
class, the project produced a wealth of other useful information on truck travel in metropolitan 
Brisbane. Examples of which include; 
· major origins and destinations. 
· major movements. 
· hourly variation. 
· daily variation. 
· monthly variation. 
· yearly variation. 
Consequentially, this project has added significant value to the previous BSTM truck matrix. The 
major advances delivered by this project are summarised in Table 5.3. 
Table 5.3 – Value added 
PARAMETER BSTM MATRIX CURRENT PROJECT 
Base year 1996 2003 
Number of vehicle classes 1 3 
Zones in aggregated matrix 325 250 
Total trips in 2003 matrix 148 000 171 000 
Screenlines 15 53 
Count locations 137 279 
Total screenline difference 19% 1% 
Average screenline error ±39% ±10% 
Screenline within ±10% 13% 70-75% 
Checked against observed TLFD No Yes 
Checked against study area wide VKT No Yes 
Estimated tonnes and tonne.km No Yes 
6 Further work 
The matrices output by this project could be readily updated and refined, given the availability of 
additional classified traffic count data. The higher priority areas have been identified and the 
databases and macros exist to facilitate the production of new/updated matrices with minimal 
additional effort. In particular, priority should be given to collecting classified traffic count data at 
the 83 screenline crossing points for which only unclassified count data were available. The results 
from this project confirm that six-hour classified counts are an acceptable means of collecting these 
data. The second priority should be to update the oldest count data with more recent survey data. 
Looking ahead a bit further, many partial sources of information have been carefully transformed 
and combined to create the three matrices in this project. Although this has been successful, it has 
involved significant effort. Several questions arise: 
· Is there a better way of combining seemingly disparate data into identical categories? 
· Are there ways to use other forms of information about the levels of trucks flows and 
movements? 
· Are there better ways to bring these together, ideally ironing out any biases from the use of 
different types and qualities of data? 
Such an approach would be extremely useful and would improve both the quality of the resulting 
matrices and the confidence that could be placed upon them, as well as possibly easing the process 
of estimation itself. 
OPUS: a European Union project in which one of the authors is involved is currently addressing 
these very questions using Bayesian statistical methods initially drawn from epidemiology. In 
addition to several other trial applications, it is about to apply such methods to trip matrix 
estimation in Zurich (www.opus-project.org). If this is successful, then all sorts of information 
could be used to keep trip matrices up to date at a far lower cost and with less effort than at present. 
7 Conclusion 
A silk purse from a sow’s ear? Well not quite and for two separate reasons. Firstly, the data 
available for modelling urban freight travel was found to be significantly better than “sows ear” 
quality, at least in the local context. Secondly, the empirical basis of the resulting truck matrices 
and their focus on the present day limits their usefulness for demand forecasting and policy 
development. Although falling short of the “silk purse” level, this study nevertheless proved that: 
· There are numerous data items available for better understanding / modelling urban freight 
movements – if one is prepared to look beyond the immediately obvious. 
· Not all data are created equal and the challenge is to focus on the better quality items 
accordingly. 
· There is significant value to be gained, in the short term, from the judicious collation and 
careful analysis of the available data on urban freight. 
· Through such incremental improvements, the “state of the art” in the field of urban freight 
modelling can be steadily advanced. 
· New methods are emerging to make this process more effective. 
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