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Abstract—This paper introduces an analytical technique to es-
tablish a general mapping between the complex spatial frequency
(propagation constant) γ = α + jβ and the temporal frequency
Ω = ωr + jωi for periodic structures. The technique analytically
finds the driven mode γ solutions from the eigenmode Ω solutions.
The approach is based on the analyticity of the physical function
Ω(γ). Therefore, it is not only valid for canonical problems for
which an analytical solution exists but for any periodic structure.
We apply this general technique to different practical problems
including an unbounded lossy medium, a rectangular waveguide,
a periodically loaded transmission line, a one-dimensional peri-
odic crystal and a series fed patch (SFP) leaky-wave antenna and
validate the mapped solutions with those based on either closed-
form analytical solutions or numerical finite-element method
(FEM) solutions.
I. INTRODUCTION
WAVES evolve in both space and time and are thereforecharacterized by both spatial and temporal frequen-
cies [1], [2]. The spatial frequency k (or inverse space) and
the temporal frequency Ω (or inverse time) are the counterparts
of the space r (or direct space) and time t (or direct time) in
the spectral domain, respectively where the terms direct and
inverse refer to the usual Fourier transform-pair independent
variables [3], [4]. The spatial and temporal spectra are funda-
mental properties to describe a wave [5], [6].
Although these spatial k = β − jα = −jγ and temporal
Ω = ωr+jωi = 2pi(fr+jfi) frequencies are generally complex,
they are not usually complex, simultaneously. Depending on
the excitation either we have real Ω and complex k or
complex Ω and real k. In the traveling-wave (TW) regime
(e.g. in unbounded medium or waveguide) there is purely real
temporal frequency Ω = ωr and complex spatial frequency
k = β − jα while in the standing-wave (SW) regime (e.g. a
bounded medium, scatterer, finite waveguide or cavity) there
is purely real spatial frequency k = β and complex temporal
frequency Ω = ωr + jωi.
Since a given structure has generally four frequencies (real
and imaginary spatial and temporal), a fundamental question
is: Can one determine from (ωr, β, α) in the TW-regime the
corresponding (β, ωr, ωi) in the SW-regime, and vice versa?
Surprisingly, this problem has not been generally solved in the
literature despite its fundamental and useful nature.
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A practical example is the leaky-wave antenna (LWA) [7].
The LWA is typically operated in the TW-regime, but more
conveniently analyzed in the SW-regime, or periodic regime,
because the structure reduces to a single unit cell. In the
periodic regime, imaginary temporal frequency ωi is equivalent
to the radiation loss, but we practically have more interest for
leaky-wave factor which is the imaginary spatial frequency α.
The driven-mode analysis and eigenmode analysis study
a periodic structure like LWA in the TW-regime and SW-
regime, respectively. The driven-mode analysis studies a finite-
size structure consisting of sufficiently large number of unit
cells, defines two terminals or ports and then excites one of
them at some specified (real) frequency points fr. The results
are the scattering parameters (S-parameters) of the structure
as functions of (real) frequency fr. On the other hand, the
eigenmode analysis considers a single unit cell of the structure
and uses periodic boundary conditions (PBCs) with some
specified phase difference between the boundaries and assumes
no excitation. The solutions are proper field distributions or
space harmonics that fully satisfy the PBCs. The eigenmode
provides the complex temporal frequencies Ω = ωr + jωi
in terms of the phase differences or the propagation phase
constant β1. The question is how to find complex γ for a
real Ω = ωr or more generally, what is the relation between
complex γ and complex Ω using the eigenmode analysis data
Ω(β)?
The derivation of mapping between the complex propaga-
tion constants γ and the complex frequencies Ω has been
studied for specific examples. The mapping for the wave
propagation along a transmission line was explored in [8].
The mapping was investigated for a plane-wave propagation
inside an unbounded lossy medium in [9]. Recently, the
mapping for a canonical case of a dispersive waveguide
(WG) was addressed in [10]. In all these cases, the mappings
between γ and Ω (or the dispersion relations) is based on
the wave equations with relatively simple boundary conditions
where analytical solutions exist. They are limited to specific
problems with analytical solutions and can not be applied
1The driven-mode analysis provides a practical parameter of the LWA,
complex propagation constant/complex spatial frequency γ = α+jβ directly
from the S-parameters in terms of real frequency fr. The driven-mode analysis
deals with a large computational domain (multiple unit cells) and thus is an
extremely time-consuming task. On the other hand, the eigenmode analysis
has remarkably smaller computational domain (one unit cell) and thus more
efficient than the driven-mode analysis. However, the eigenmode analysis
affords the dispersion diagram: Ω = ωr + jωi in terms of β.
ar
X
iv
:2
00
4.
07
35
0v
2 
 [p
hy
sic
s.a
pp
-p
h]
  2
7 M
ay
 20
20
2on general problems such as LWAs that are analyzed only
numerically.
In this paper, we propose a technique that allows for
analyzing general problems, using evaluated Ω(β) data points
of the eigenmode analysis. The general mapping is based
on analytical continuity Ω(β), and general method for any
structure, also without analytical solution, based of curve-fitted
polynomial function. The technique is generally applicable to
periodic and non-periodic structures.
The organization of the paper is as follows. Section II
explains the concept of complex frequencies and propagation
constants and poses the problem. Section III gives specific
examples for which wave equation has analytical solutions.
Then, in Sec. IV, we propose the general mapping technique
based on the analytical continuation theorem and polynomial
curve-fitting. Section V provides numerical validation and
illustrations for various examples. Finally, Sec. VI provides
discussion and conclusion.
II. STATEMENT OF THE PROBLEM
This section first explains the complex spatial frequency
γ and the complex temporal frequency Ω then it states the
general complex plane mapping problem.
A. Complex Spatial and Temporal Frequencies
Let us choose a periodic problem because it may be
considered as a generalization of any non-periodic problem. A
continuous unit cell results in a medium or waveguide while
a discontinuous unit cell leads to a scatterer.
We assume a general periodic structure, composed of
arbitrarily-shaped particles (e.g., spheres), with periodicity L
along a direction (e.g., x axis) as shown in Fig. 1.
z
y x
L
PBCs
Fig. 1. Problem of electromagnetic wave scattering from a 1-D periodic
structure composed of arbitrary unit cells (e.g., spheres) with periodicity L.
The driven-mode analysis simulates the entire structure while the eigenmode
analysis simulates only one unit cell with the periodic boundary conditions.
The driven-mode analysis excites the periodic structure at
a given real frequency ωr and a monochromatic wave propa-
gates along x. The wave loses its energy due to conduction
and/or radiation losses as it propagates. The fields phasors as
functions of x follow an exponentially damping space signal
ψ(x), given by
ψ(x) = e−γx (1)
where γ = α+jβ is the complex propagation constant and (α,
β) are the attenuation and phase constants2. Due to the periodic
nature of the problem, the fields are generally superposition
of Floquet propagating and evanescent modes3. However, one
can often make a practical assumption that only one dominant
mode propagates along the periodic structure4.
On the other hand, the eigenmode analysis by specifying
a phase difference φ between the periodic boundaries (see
Fig. 1) of a unit cell (e.g., |x| < L/2) finds a specific mode
about the real frequency ωr that satisfies the given periodic
boundary conditions (PBCs). At each point within the unit
cell, the mode field follows an exponentially damping cosine
time signal f(t), given by
f(t) = e−bt cos(at), (2)
where a and b are real numbers5. The field loses energy as
time passes due to conduction and/or radiation losses. We can
express f(t) in the following form
f(t) = <{e−bte±jat} = <{ej(±a+jb)t}, (3)
which reveals the complex frequency of f(t) as Ω = ±a+jb 6.
B. Complex Plane Mapping
The driven mode analysis gives the complex propagation
constant γ = α+jβ in terms of the purely real frequency Ω =
ωr. In contrast, the eigenmode analysis finds the dispersion
diagram; complex frequency Ω = ωr + jωi = 2pi(fr + jfi)
in terms of the PBC phase, i.e., φ or equivalently the purely
imaginary propagation constant γ = jβ where β = −φ/L.
We are looking for a general map Ω = g(γ) from the
complex γ-plane to the complex Ω-plane and reciprocally
γ = g−1(Ω) from the Ω-plane to γ-plane by using the data
of the eigenmode analysis Ω = g(β). This can be done
generally by the analytical continuation. The approach should
not depend on the structure and should be applied to any
periodic structure. Having Ω = g(γ), we find γ(ωr) by simply
setting Ω to be purely real, Ω = ωr and verify the γ(ωr) results
by those of the driven-mode analysis.
2In general, the attenuation constant α positive (negative) shows an
attenuating (growing) wave in a lossy (active) medium while the phase
constant β positive (negative) shows that the wave is propagating in the
forward (backward) direction along xˆ. For example for the forward prop-
agating wave, Eq. (1) gives the field as a function of space and time by
ψ(x, t) = <{ψ(x)ejωrt} = e−αx cos (ωrt− βx) .
3The phase and the attenuation constants are generally different for different
Floquet mode numbers n. For example, given the mode number n, the phase
constant of each Floquet mode n is βn = β0 + 2pi n/L where β0 is the
phase constant of the zeroth-order mode.
4The modes amplitudes and phases not only depend on the frequency of
operation but on the structure geometry and the excitation configuration. For
example, to effectively excite the TE10 mode inside a metallic rectangular
WG 1) the width a = 2b is set twice the height b and 2) a small coaxial
probe is inserted in the middle of the WG and about a quarter of a guided
wavelength λz from the short circuited end of the WG. Here, we make the
assumption that only one dominant mode propagates inside the 1-D periodic
structure and effects of higher or lower modes are negligible.
5In general, the f(t) is an oscillating function whose amplitude approaches
zero if b > 0 or infinity if b < 0 as time increases. Therefore, the positiveness
(negativeness) of the imaginary part of the complex frequency Ω shows the
decay (growing) constant of the signal f(t).
6Equivalently, we may take the Laplace transform of f(t), given by F (s) =
(s+ b)/[(s+ b)2 +a2]. Next we find the F (s) poles given by s = −b± ja
and finally calculate the complex frequency as Ω = −js = ±a+ jb.
3A
B
A′
B′
(a) (b)
Ω = g(γ)
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Fig. 2. Statement of the general mapping problem which consists of a complex
function Ω = g(γ) that maps complex points in the γ-plane to complex points
in the Ω-plane and reciprocally a complex function γ = g−1(Ω) that maps
complex points in the Ω-plane to complex points in the γ-plane. The complex
function Ω = g(γ) maps points (A, B) and the path C between them in the
γ-plane to the points (A′, B′) and the associated path C′ in the Ω-plane.
The complex function γ = g−1(Ω) do the reverse map.
III. EXAMPLES WITH ANALYTICAL SOLUTIONS
A. Lossy Medium
Let us first assume the relatively simple case of a lossy
medium [9]. The wave function, ψ = Ez(x, t), satisfies the
Helmholtz wave equation, given by
∂2ψ
∂t2
− 1
µ
∂2ψ
∂x2
+
σ

∂ψ
∂t
= 0, (4)
where , µ and σ are respectively the permittivity, permeability
and conductivity of the medium. A solution to (4) is
Ez(x, t) = e−αx cos(ωrt− βx)
= <{e−γxejωrt}, (5)
where γ = α + jβ is the complex propagation constant.
Substituting (5) in (4) results into
γ(ωr) = ±j ωr
ν
√
1− j σ
ωr
, (6)
where ν = 1/
√
µ is the speed of the wave in the medium.
Equation (6) gives the complex propagation constant γ, given
the real frequency ωr and the medium parameters , µ and σ.
Fixing the magnitude of the wave in space α = 0 and letting
only the phase to vary β 6= 0, yields a solution that has a
complex frequency Ω = ωr + jωi given by
Ez(x, t) = <{e−jβxejΩt}
= e−ωit cos(ωrt− βx), (7)
and satisfies the wave equation (4). Substituting (7) in (4)
results in
β = ±Ω
ν
√
1− j σ
Ω
, (8)
which is exactly Eq. (6) except that γ and ωr are replaced by
jβ and Ω, respectively. Solving Eq. (8) for Ω yields
Ω(β) = ±
√
ν2β2 − σ
2
42
+ j
σ
2
. (9)
Equation (9) gives the complex frequency Ω, given the phase
constant β and the medium parameters , µ and σ.
Figure 3(a) shows γ = jβ in the γ-plane while Fig. 3(b)
shows its map in the Ω-plane given by the Eq. (9). Reversely,
(a) (b)
Fig. 3. Mapping for an unbounded lossy medium with relative permittivity
r = 2.2 and conductivity σ = 0.01 (S/m). (a) γ-plane, with Ω = ωr mapping
using Eq. (6). (b) Ω-plane, with γ = jβ mapping using Eq. (9).
Fig. 3(b) shows the Ω = ωr in the Ω-plane while Fig. 3(a)
shows its map in the γ-plane given by the Eq. (6).
A couple of important observations are in order.
1) According to Eq. (9), the real part of the complex
frequency ωr = ±
√
ν2β2 − σ2/42 is approximately
ωr ≈ ±νβ7 for a low loss medium where σ/2  νβ
and the imaginary part of Ω is a positive constant
ωi = σ/2
8.
2) According to Eq. (6) and choosing the positive sign for
the forward propagating waves, the real part of γ is
approximately constant α ≈ σ/2ν and the imaginary
part of γ is approximately β ≈ ωr/ν for a low loss
medium where σ/ωr 1.
The equations (5) and (7) are both solutions of the
Helmholtz wave equation (4) but with different boundary
conditions. Equation (5) is the solution of the driven mode
analysis whereas Eq. (7) is the solution of the eigenmode
analysis. If the eigenmode analysis could have accepted the
magnitude differences at the boundaries in addition to the
phase differences, then the general representation for the wave,
ψ(x, t) = <{e−γxejΩt}, (10)
would be the solution of the wave equation (4) in which both
γ and Ω are complex.
Inserting Eq. (10) into (4) results in the complex dispersion
relation
Ω2 +
1
µ
γ2 − j σ

Ω = 0, (11)
which reduces to Eq. (6) if Ω = ωr and to Eq. (9) if γ = jβ.
Equation (11) provides the mapping function g from the γ-
plane into the Ω-plane, given by
Ω = g(γ)
= j
(
σ
2
±
√
ν2γ2 +
σ2
42
)
, (12a)
7We usually choose the positive sign for the real frequency ωr =√
ν2β2 − σ2/42 ≈ νβ.
8According to Eq. (5), the fields damps as it propagates along the x axis.
Likewise, according to Eq. (7), the wave damps as time t passes.
4and inversely the mapping function g−1 from the Ω-plane into
the γ-plane, given by
γ = g−1(Ω)
= ±jΩ
ν
√
1− j σ
Ω
. (12b)
B. Dielectric-filled Metallic Waveguide
Second, we consider the rectangular metallic waveguide
filled with a lossy dielectric material [10]. The wave function
ψ = Hx(x, t) or ψ = Ex(x, t) satisfies the Helmholtz wave
equation,
µ
∂2ψ
∂t2
− ∂
2ψ
∂x2
+ κ2m,nψ + µσ
∂ψ
∂t
= 0, (13)
where κm,n =
√
(mpi/a)
2
+ (npi/b)
2 and (m,n) indicates the
mode number.
Inserting Eq. (5) in (13) yields
γ(ωr) = ±j ωr
ν
√
1−
(
νκm,n
ωr
)2
− j σ
ωr
, (14)
while inserting Eq. (7) in (13) yields
Ω(β) = ±
√
ν2
(
β2 + κ2m,n
)− σ2
42
+ j
σ
2
. (15)
Figure 4(a) shows γ = jβ in the γ-plane while Fig. 4(b)
shows its map in the Ω-plane given by the Eq. (15) and
reversely, Fig. 4(b) shows the Ω = ωr in the Ω-plane and
Fig. 4(a) shows its map in the γ-plane given by the Eq. (14) for
the TE10 mode where m = 1 and n = 0 (i.e., κm,n = pi/a).
(a) (b)
Fig. 4. Mapping for a rectangular metallic waveguide filled with a lossy
dielectric material with r = 2.2 and σ = 0.01 (S/m) of width a = λg/2
where λg = λ0/
√
r is the wavelength in the dielectric medium and λ0 =
30 cm associated with the cut-off frequency 1 GHz of the TE10 mode. (a) γ-
plane, with Ω = ωr mapping using Eq. (14). (b) Ω-plane, with γ = jβ
mapping using Eq. (15).
A couple of important observations are in order.
1) According to Eq. (15), first the real part of the com-
plex frequency ωr = ±
√
ν2β˜2 − σ2/42 (where β˜2 =
β2 + κ2m,n) is approximately ωr ≈ ±νβ˜ for low loss
media where σ/2  νβ˜ and second, the imaginary
part of Ω is a positive constant ωi = σ/2.
2) According to Eq. (14) and choosing the positive sign
for the forward propagating waves, the real part of
γ is approximately α ≈ (ωr/ω˜r)σ/2ν (where ω˜r =
√
ω2r − ν2κ2m,n) and the imaginary part of γ is ap-
proximately β ≈ ω˜r/ν for a low loss medium where
ωrσ/ω˜r
2 1.
Equations (14) and (15) are solutions of the wave equa-
tion (13). Inserting the general wave representation (10)
in (13), we obtain the following general dispersion equation
Ω2 +
1
µ
(γ2 − κ2m,n)− j
σ

Ω = 0, (16)
which reduces to Eq. (14) if Ω = ωr and to Eq. (15) if γ = jβ.
Equation (16) results in the mapping function g from the γ-
plane into the Ω-plane, given by
Ω = g(γ)
= j
(
σ
2
±
√
ν2(γ2 − κ2m,n) +
σ2
42
)
, (17a)
and inversely the mapping function g−1 from the Ω-plane into
the γ-plane, given by
γ = g−1(Ω)
= ±jΩ
ν
√
1−
(νκm,n
Ω
)2
− j σ
Ω
. (17b)
C. Periodically-loaded Transmission Line
Third, let us consider a loaded transverse electromagnetic
(TEM) transmission line (TL) that is periodically loaded by
shunt lossy capacitive loads with periodicity L [5].
The voltage or current functions ψ = V(x, t) or ψ = I(x, t)
of such a TL satisfy the wave equation,
LC
∂2ψ
∂t2
− ∂
2ψ
∂x2
+RGψ + (LG+RC)
∂ψ
∂t
= 0, (18)
where R (Ω/m), G (S/m), L (H/m) and C (F/m) are the
per-unit-length series resistance, shunt conductance, series
inductance and shunt capacitance, respectively. On the other
hand, the voltage V (t) and current I(t) for a shunt lossy
capacitive load satisfy the equation,
C˜
dV
dt
+ G˜V = I, (19)
where C˜ (F) and G˜ (S) are capacitance and conductance of
the lumped load, respectively. Both Eqs. (18) and (19) admit
solutions of the form (5), (7) and (10).
The relation between the voltages and currents at either side
of the nth unit cell is given by [5](
Vn
In
)
=
(
A B
C D
)(
Vn+1
In+1
)
, (20)
where A, B, C and D are the transmission matrix parameters
of a cascaded load-free L/2-length TL, a shunt admittance Y
and another L/2-length unloaded TL. Equating the ABCD
matrix to that of a section of an equivalent TL with length L
and complex propagation constant γ leads to (see [5], Sec. 8,
page 383)
γ(ωr) =
1
L
cosh−1
[
cos
(ωr
ν
L
)
− b
2
sin
(ωr
ν
L
)]
, (21)
5where b = −jY Z0 and Z0 is the characteristic impedance
of the unloaded TL. The function γ(ωr) is periodic with
periodicity νpi/L according to Eq. (21).
On the other hand, if we replace ωr by the complex Ω and
the complex γ by purely imaginary jβ in Eq. (21), we find
the complex Ω given by
Ω(β) =
ν
L
(
cos−1 [cos(βL) cosφ]− φ) , (22a)
where
φ = tan−1
(
b
2
)
. (22b)
The function Ω(β) is periodic with periodicity pi/L according
to Eq. (22). Letting both Ω and γ be complex in Eq. (21), we
(a) (b)
Fig. 5. Mapping for a TL periodically loaded by lossy capacitive loads
with normalized admittance Y Z0 = 0.1 + j and periodicity L = 30
cm. (a) γ-plane, with Ω = ωr mapping using Eq. (21). (b) Ω-plane,
with γ = jβ mapping using Eq. (22). γ is periodic with periodicity
jpi/L ≈ j10.5 (Rad/m) and Ω/2pi is periodic with periodicity ν/2L ≈ 0.5
GHz.
obtain the general dispersion equation
cosh γL = cos
(
Ω
ν
L
)
− b
2
sin
(
Ω
ν
L
)
, (23)
which reduces to Eq. (21) if Ω = ωr and to Eq. (22) if γ = jβ.
Equation (23) provides the mapping function g from the γ-
plane into the Ω-plane,
Ω = g(γ)
=
ν
L
(
cos−1 [cosh(γL) cosφ]− φ) . (24a)
and inversely the mapping function g−1 from the Ω-plane into
the γ-plane,
γ = g−1(Ω)
=
1
L
cosh−1
[
cos
(
Ω
ν
L
)
− b
2
sin
(
Ω
ν
L
)]
. (24b)
IV. GENERAL MAPPING USING ANALYTICAL
CONTINUATION
A. Motivation
Section. III presented some examples of structures with
analytical solutions, an unbounded lossy medium, a dielectric-
filled rectangular WG and a periodically-loaded TL. Table I
summarizes the γ(ωr), Ω(β), Ω = g(γ) and γ = g−1(Ω)
solutions for the examples. The analytical solutions exist be-
cause the wave equations (4), (13)9and (18) in such canonical
problems with relatively simple boundary conditions have
analytical solutions.
However, most practical problems for instance that of a
well designed leaky-wave antenna [11] do not admit analytical
solutions and therefore requires another approach to deal with
the corresponding complex spatial and temporal frequencies
such as the driven-mode analysis and the eigenmode analysis
that provide numerical data for γ = g−1(Ω) only along the
line Ω = ωr and Ω = g(γ) only along the line γ = jβ,
respectively.
B. General Problem
The eigenmode analysis provides Ω as a function of γ =
jβ. The question is what is the relation between complex Ω
and complex γ or what is complex function g where Ω =
g(γ) for the structure considered? If the mapping function g
were available, we could find the map of Ω = ωr in the γ-
plane and validate the sought after mapped γ(ωr) results10.
The procedure is divided into the following three steps.
1) Run the eigen-space/mode analysis11 to provide the
input data (complex frequency Ω in terms of β)12.
2) Find the complex function Ω = g(γ) for the complex
γ = α+ jβ points.
3) Find the map of Ω = ωr on the complex γ-plane which
are the roots of equation ωr − g(γ) = 0.
C. Analytical Continuation Theorem
The Ω(γ) is unknown but we have the data of this complex
Ω function along the segment γ = jβ. For example, Fig. 6
illustrates a mapping form the z = (x, y)-plane to the w =
(u, v)-plane where only map of w = f(z) along the line z =
(0, y) or z = jy, shown in Fig. 6(a) is available. The map of
z = jy, a curved line in Fig. 6(b) on the w-plane given by the
function w0(y) = f(0, y) is known.
We also know that the function Ω(γ) describes a physi-
cal phenomenon and is therefore an analytic function. For
example, the analyticity domain D of the analytic function
w = f(z) is the shaded circular region in Fig. 6(a) and the line
z = jy is within D. The analytical continuation theorem [12]
will find the complex function Ω = g(γ) (similarly w = f(z))
for any complex γ (similarly complex z) points within the
analyticity domain of the function, as shown next.
The theorem of analytical continuation states [12] (Sec.
27, page 84),
“A function that is analytic in a domain D is uniquely
determined over D by its values in [the particular] domain
9For the waveguide problem, we also need to have an extra information
about the wave mode number (m,n) a priori to find Ω = g(γ).
10We may verify the mapping result with that of the driven-mode analysis
or a closed-form solution if available.
11For example the Eigenmode solution type in the Ansys HFSS provides
the eigenmode analysis.
12Employing the periodic boundary conditions (PBCs) on front and back
sides of the unit cell with a given phase progression φ, the eigen-space analysis
provides Ω in terms of φ where φ = −βL and L is periodicity.
6TABLE I
THE γ(ωR), Ω(β), Ω = g(γ) AND γ = g−1(Ω) SOLUTIONS FOR THE 3 EXAMPLES PRESENTED IN SEC. III.
Examples lossy medium rectangular WG periodically-loaded TL
γ(ωr) ±j ωrν
√
1− j σωr ±j ωrν
√
1−
(
νκm,n
ωr
)2
− j σωr 1L cosh
−1 [cos (ωrν L)− b2 sin (ωrν L)]
Eq. (6) Eq. (14) Eq. (21)
Ω(β) ±
√
ν2β2 − σ242 + j σ2 ±
√
ν2
(
β2 + κ2m,n
)− σ242 + j σ2 νL (cos−1 [cos(βL) cosφ]− φ)
Eq. (9) Eq. (15) Eq. (22)
g(γ) j
(
σ
2 ±
√
ν2γ2 + σ
2
42
)
j
(
σ
2 ±
√
ν2(γ2 − κ2m,n) + σ242
)
ν
L
(
cos−1 [cosh(γL) cosφ]− φ)
Eq. (12a) Eq. (17a) Eq. (24a)
g−1(Ω) ±j Ων
√
1− j σΩ ±j Ων
√
1− (νκm,nΩ )2 − j σΩ 1L cosh−1 [cos (Ων L)− b2 sin (Ων L)]
Eq. (12b) Eq. (17b) Eq. (24b)
x
x
y
y
u
u
v
v
z − Plane
z − Plane
w − Plane
w − Plane
(a) (b)
(c) (d)
P
z = jy
Q
D
D
P′
map of z = jy
Q′
A
C B
A′
C ′
B′
z = x+ jy w = u+ jv
w0 = f(0, y)
f : unique
w = f(z)
∀(x, y) ∈ D
Fig. 6. Illustration of the analytical continuation theorem. (a) Line z = jy
in the z-plane within the analyticity domain D. (b) Map of z = jy in the
w-plane. (c) An arbitrary curve C within the domain D in the z-plane and
(d) its map in the w-plane.
D, or along [any] line segment, contained in [the] domain D.”
The procedure to find f(z) or f(x, y) from w0 is then
straightforward. We know that, for the case z = jy, the sought
after function f(z) is equal to a known function w0 = f(0, y).
To find f(z) or f(x, y), we replace y by −jz = −jx + y in
the function w0. The solution f(x, y) reduces to w0 if we set
x = 0. Since an analytic function is unique [12], the solution
f(z) is the (unique) solution that satisfies f(0, y) = w0.
As an example, let us assume that w0 = f(0, y) is given by
f(0, y) = (1− y2) + jy. (25)
According to the theorem, we can uniquely determine the
function w = f(z). Let us replace y by −jz in Eq. (25)
and obtain
f(z) = f(x, y)
= 1− (−jz)2 + z
= z2 + z + 1
= (x2 − y2 + x+ 1) + j(2xy + y)
= u(x, y) + jv(x, y), (26)
which reduces to Eq. (25) if z = (0, y). Because an analytic
function is unique, Eq. (26) is the only analytic function that
satisfies Eq. (25). Thus, we have been able to find w = f(z)
for any complex value z. For example, we can find the map
of any given curve C in the z-plane shown by a curved line
inside D in Fig. 6(c) on the w-plane shown by another curved
line in Fig. 6(d).
D. General Mapping using Polynomial Expansion
The proposed technique to find the relation between γ and
Ω, Ω = g(γ) from the complex frequency Ω data points for
different phase propagation constant β values is as follows.
1) Write the complex angular frequency Ω as ωr(β) +
jωi(β).
2) Fit13 power series function of β to the ωr(β) and ωi(β)
data,
Ω = ωr(β)+jωi(β) =
M∑
m=0
Amβ
m+j
N∑
n=0
Bnβ
n, (27)
13The MATLAB function polyfit(x,y,n) returns the coefficients for a poly-
nomial of variable x and degree n that is a best fit (in a least-squares sense)
for the data in y.
7where (M ,Am) and (N ,Bn) are the best fitted-
polynomial degrees and coefficients for the ωr and ωi,
respectively.
3) Replace the argument β by −jγ as in the example in
Sec. IV-C [Eqs. (25) and (26)] in the Taylor expansions
of the ωr(β) and ωi(β), which transforms (27) to the
complex dispersion relation
Ω =
M∑
m=0
Am(−jγ)m + j
N∑
n=0
Bn(−jγ)n, (28)
which relates Ω and γ similarly to Eqs. (11) or (16). In
fact, the function g(γ) is
Ω = g(γ) =
M∑
m=0
Am(−jγ)m+ j
N∑
n=0
Bn(−jγ)n. (29)
4) Look for the γ roots of the polynomial (29) for Ω =
2pifr, i.e., replace Ω by 2pifr in Eq. (29),
M∑
m=0
Am(−jγ)m + j
N∑
n=0
Bn(−jγ)n − 2pifr = 0, (30)
which is a Max(M ,N ) degree polynomial of γ and has
Max(M ,N ) roots. We look for a proper complex root γ
that its imaginary part is close to β14.
An accurate estimation of the polynomial Ω(β) given by
the Eq. (27) requires a sufficient number of data points of Ω
for different β values. For instance, finding the correct curve
between P′ and Q′ in the w-plane in Fig. 6(b) (similarly in
the Ω-plane) requires an enough number of points between the
two points P and Q in the z-plane in Fig. 6(a) (similarly in
the Ω-plane).
Note that the proposed technique is not limited to 1-D
periodic structures; it can be readily generalized to 2-D and 3-
D structures. For example, for a 2-D periodic structure having
lattice dimensions along the a1 and a2, L1 and L2, we need to
find the two primitive reciprocal lattice vectors b1 and b2 [13]
and run the eigenmode analysis 3 times to sweep k-space in
the first Brillouin zone, 1) Γ→ K, 2) K →M and 3) M → Γ.
This way, we obtain complex frequencies Ωp for the 3 different
kp where p=1,2 and 3. Then the algorithm to find Ωp = g(γp)
is the same as that just explained for the 1-D periodic structure
except Ω, β and γ are respectively replaced by Ωp, kp and γp.
V. VALIDATION AND ILLUSTRATIONS
We shall now illustrate the general mapping technique
established in Sec. IV for 4 practical examples and validate
its results by either closed-form analytical solutions or results
of the full-wave driven-mode analysis.
A. Lossy Medium
First, we consider the lossy medium, analytically treated in
Sec. III-A. Given the complex frequency Ω(β) data by Eq. (9),
we will see if the proposed mapping technique is consistent
with the analytical solution, given by (6).
14For example, the function cxroot(FUN,z0) in MATLAB finds a complex
root of function FUN near an initial guess z0.
Figures 7(a) and (b) show the ωr and ωi data using Eq. (9)
and their fitted curves/polynomials using Eq. (27) as functions
of β, respectively. Figures 7(c) and (d) respectively show the
α and β estimated by the mapping technique Eq.(30) and the
analytical formulation (6), and a close agreement between the
two is observed.
(a) (b)
(c) (d)
Fig. 7. General mapping for an unbounded lossy dielectric medium with
relative permittivity r = 2.2 and conductivity σ = 0.01 (S/m). (a) ωr(β).
(b) ωi(β). (c) α(fr). (d) β(fr). The fitting polynomials of ωr(β) and ωi(β)
have degrees 4 and 0, respectively.
B. Dielectric-filled Metallic Waveguide
Second, we consider the rectangular waveguide in Sec.III-B
that is filled with a lossy dielectric. Given the complex
frequency Ω(β) data by Eq. (15), we will see if the proposed
mapping technique is in agreement with the analytical solution,
given by Eq. (14).
Figures 8(a) and (b) respectively show the ωr and ωi data
using Eq. (15) and their fitted polynomials as functions of β.
Figures 7(c) and (d) respectively show the α and β estimated
by the mapping technique and the analytical formulation (14)
where perfect agreements between the two are observed.
C. 1-D Photonic Crystal
Figure 9 shows a 1-D periodic photonic crystal [13] whose
dispersion relation is given by (Appendix A)
det

e−jk` ejk` −e−jk0` −ejk0`
e−jk` −ejk` −ζe−jk0` ζejk0`
e−γL e−γL −e−jk0L −ejk0L
e−γL −e−γL −ζe−jk0L ζejk0L
 = 0, (31)
where k = k0
√
rc, rc = r − jσ/Ω0, k0 = Ω/c, c is the
speed of light in vacuum and ζ = 1/
√
rc.
Equation (31) provides a mapping function from the Ω-
plane into γ-plane and vise versa. By setting γ = jβ in
Eq. (31) and finding complex roots Ω for which the deter-
minant is zero, we obtain the real and imaginary frequencies
8(a) (b)
(c) (d)
Fig. 8. General mapping for the metallic rectangular waveguide filled with a
lossy dielectric with r = 2.2 and σ = 0.01 (S/m) and width a = λ0/2
√
r
where λ0 = 30 cm. (a) ωr(β). (b) ωi(β). (c) α(fr). (d) β(fr). The fitting
polynomials of ωr(β) and ωi(β) have degrees 4 and 0, respectively.
z
y x
L
ℓ
∞
∞
∞
∞
Fig. 9. Photonic crystal consisting of lossy dielectric slabs with r = 4 and
σ = 0.01 (S/m), the periodicity L = 3 cm and thickness ` = L/2.
as functions of β. Figures 10(a) and (b) respectively show the
ωr and ωi data and their fitted polynomials as functions of β
for the first 3 space harmonics.
Next, we apply the proposed mapping technique and com-
pare the results with the analytical ones. The analytical results
are again calculated by Eq. (31) in which we set the Ω to be
purely real ωr and look for the complex roots γ for which
the determinant is zero. Figures 10(c) and (d) respectively
show the α and β estimated by the mapping technique and
the analytical formulation based on (31) where again perfect
agreements between the two are observed.
D. Leaky-Wave Antenna
Let us now consider the problem of a series fed patch
(SFP) leaky-wave antenna (LWA), shown in Fig. 11 for which
no analytical solution exist and thus we use the full-wave
numerical analysis [11]. Figures 11(a) and 11(b) show a
unit cell design in the eigenmode analysis and the entire
LWA 19-cell structure with the microstrip transmission line
(a) (b)
(c) (d)
Fig. 10. General mapping for the 1-D photonic crystal in Fig. 9 solutions for
the first 3 space harmonics. (a) ωr(β). (b) ωi(β). (c) α(fr). (d) β(fr). Both
polynomials of ωr(β) and ωi(β) have degrees 5.
ports in the driven-mode analysis, respectively. As shown in
Fig. 11(a), we place the unit cell inside a polygonal cylinder
with assigned PBCs to the front and back faces and assigned
surface impedance of 120pi to the peripheral faces and a large
enough15 radius to simulate radiation in to the free-space.
Figures 12(a) and (b) show the real and imaginary fre-
quencies, ωr and ωi given by the eigenmode analysis16 and
their corresponding fitted polynomials as functions of β. We
then apply the proposed mapping technique and compare the
results with solutions of the driven-mode analysis of the Ansys
HFSS17. Figures 12(c) and (d) respectively show the α and
β estimated by the mapping technique and the Ansys HFSS
driven-mode analysis where great agreements between the two
are observed.
VI. GENERAL CONCLUSION
We introduced a new general mapping methodology to map
the complex frequencies to the complex propagation constants
for an arbitrary structure with and without analytical solution.
The method is based on the analyticity of the physical function
Ω in terms of the phase constant β and the Taylor power
series expansion of Ω(β). This is a fundamental method to
characterize wave dispersion relation in periodic structures.
15The radius R  λ0 is large enough so that the field at the cylinder
boundary can be approximated by a plane-wave. Here, λ0 ≈ 5.2 cm at
fc = 5.8 GHz.
16The Ansys HFSS eigen-space solver provides Ω in terms of phase
difference φ between the front and back faces of the polygonal cylinder shown
in Fig. 11(a). The phase constant is then given by β = −φ/L.
17 Ansys HFSS gives the scattering (S)-parameters of the two-terminal
LWA. After deembedding the S-parameters of the periodic patches from the
response of the entire structure, patches and the microstrip transmission lines,
we calculate the ABCD matrix parameters of the periodic patches and then
calculate γ, given by γ = cosh−1 A [5].
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Fig. 11. Problem of the leaky-wave antenna. The antenna center frequency
is set f0 = 5.8 GHZ and the unit cell dimensions are L = 33.64 mm,
ll = L/2, wl = 20 mm and wh = 2 mm [11]. The loss-less substrate has a
relative permittivity r = 2.2 and a height h = 1.5 mm. The Ansys HFSS (a)
eigenmode and (b) driven-mode analysis setups. In the eigenmode analysis
the unit cell is placed inside a 16-segment polygonal cylinder with the radius
R = 6 cm and assigned PBCs to the front and back faces and assigned
surface impedance of 120pi to the peripheral faces.
APPENDIX A
DERIVATION OF EQUATION (31)
Let us assume that a z-polarized plane wave is propagating
along the x direction. The electromagnetic fields in the slab
(Ez , Hy) and inside the free-space (Ez0, Hy0) media are given
in terms of forward and backward propagating waves with
respectively (A,B) and (C,D) unknown coefficients, given by
(
Ez
Hy
)
= A
(
1
−1/η
)
e−jkx +B
(
1
1/η
)
ejkx, (A.1a)
(
Ez0
Hy0
)
= C
(
1
−1/η0
)
e−jk0x +D
(
1
1/η0
)
ejk0x, (A.1b)
where η = η0/
√
rc, rc = r − jσ/Ω0, η0 =
√
µ0/0, k =
k0
√
rc, k0 = Ω/c and c is the speed of light in vacuum.
(a) (b)
(c) (d)
Fig. 12. General mapping for the leaky-wave antenna in Fig. 11. (a) ωr(β).
(b) ωi(β). (c) α(fr). (d) β(fr). The polynomials of ωr(β) and ωi(β) have
degrees 1 and 5, respectively.
Applying the continuity boundary conditions (Ez =
Ez0)|x=` and (Hy = Hy0)|x=`,
A
(
1
−1/η
)
e−jk` +B
(
1
1/η
)
ejk` =
C
(
1
−1/η0
)
e−jk0` +D
(
1
1/η0
)
ejk0` (A.2a)
and next the periodic boundary conditions e−γLEz|x=0 =
Ez0|x=L and e−γLHy|x=0 = Hy0|x=L, given by
e−γL
[
A
(
1
−1/η
)
+B
(
1
1/η
)]
=
C
(
1
−1/η0
)
e−jk0L +D
(
1
1/η0
)
ejk0L, (A.2b)
results in the following matrix equation
e−jk` ejk` −e−jk0` −ejk0`
e−jk` −ejk` −ζe−jk0` ζejk0`
e−γL e−γL −e−jk0L −ejk0L
e−γL −e−γL −ζe−jk0L ζejk0L


A
B
C
D
 =

0
0
0
0
 ,
(A.3)
where ζ = η/η0 = 1/
√
rc. For a non-trivial solution, the
coefficient matrix must have a zero determinant, which results
into Eq. (31).
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