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Banyaknya berita yang terdapat pada media internet telah menyebabkan munculnya berbagai permasalahan, 
dalam hal teknologi penyimpanan, sistem temu balik, dan pengelompokkan berita itu sendiri. Pada umumnya, 
pembaca berita cenderung ingin dapat memperoleh inti sari dari berbagai macam berita yang disediakan oleh 
suatu porta berital. Meskipun web portal berita memiliki fasilitas RSS untuk mempermudah pembaca 
memperbaharui isinya, namun pada kenyataannya pembaca masih tetap memiliki kecenderungan untuk 
memperoleh berita yang sama dari setiap portal. Oleh karena itu perlu adanya web portal sindikasi berita yang 
mampu mengklasifikasi kemiripan berita sehingga tidak ada penggandaan berita dalam satu waktu. Untuk 
pengklasifikasian berita digunakan metode Single Pass Clustering sebagai algoritma untuk klasifikasi event. 
Klasifikasi dilakukan pada dokumen berita yang berdekatan untuk dicari kemiripannya. Klasifikasi ini 
ditekankan untuk dokumen berita berbahasa Indonesia. Kemiripan (similarity) antar berita dapat diukur dari 
judul dan deskripsi berita. Jika ditemukan dokumen yang memiliki kemiripan maka ia akan menjadi 
rekomendasi dari berita utamanya. Web portal sindikasi berita ini dapat menjadi referensi berita berbahasa 
Indonesia yang merupakan kumpulan berita dari beberapa portal berita. 
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1. PENDAHULUAN 
Jumlah dokumen berita yang beredar melalui 
media internet semakin hari semakin bertambah 
hingga mencapai milyaran dokumen. Ledakan 
jumlah informasi elektronik menyebabkan 
timbulnya permasalahan dalam teknologi 
penyimpanan dan teknologi temu balik (Arifin, 
2009). 
Web portal sebagai sarana penyedia layanan 
informasi berita adalah situs web yang menyediakan 
kemampuan tertentu bagi para pengunjungnya. 
Setiap web portal berita pada umumnya telah diberi 
fasilitas RSS untuk memperoleh berita terbaru 
dengan tujuan untuk mempermudah pembaca 
mencari dan memilah berita. 
Oleh karena itu pengelompokan dokumen 
sangat dibutuhkan untuk mempermudah pencarian 
informasi suatu kejadian atau topik berita tertentu. 
Berita yang disajikan 
dalam berbagai portal berita umumnya memiliki 
kesamaan topik satu dengan lainnya sehingga 
menyebabkan pembaca memiliki kecenderungan 
untuk membaca berita yang kemungkinan sama pada 
masing-masing portal berita. Jika hal ini terjadi, 
maka hilanglah salah satu dasar dari sebuah berita 
sebagai
Oleh karena itu, sebuah web portal sindikasi 
berita dibutuhkan untuk menjawab permasalahan 
yang muncul akibat banyaknya informasi berita 
yang ada saat ini. Web portal ini akan menjadi 
referensi berita bagi pembaca dengan sumber portal 
berita yang sudah terpercaya tanpa menghilangkan 
kaidah berita itu sendiri. 
 sesuatu yang baru yang diketengahkan bagi 
khalayak pembaca (Roy, 2007). Padahal kebutuhan 
pembaca yang hanya ingin membaca inti sari dari 
setiap kejadian seharusnya dipenuhi oleh web portal 
yang ada. 
 
2. STEMMING DENGAN ALGORITMA 
NAZIEF DAN ANDRIANI 
Stemming merupakan bagian yang tidak 
terpisahkan dalam Information Retrieval (IR). 
Algoritma Nazief dan Adriani merupakan algoritma 
stemming untuk teks berbahasa Indonesia yang 
memiliki prosentase keakuratan lebih baik dari 
algoritma lainnya (Agusta, 2009). Algoritma ini 
memiliki tahap-tahap berikut: 
1. Cari kata yang akan di-stemming dalam kamus 
kata dasar. Jika ditemukan maka kata  
diasumsikan sebagai kata dasar dan algoritma 
berhenti. 
2. Jika kata mengandung Inflection Suffixes (“-lah”, 
“-kah”, “-ku”, “-mu”, atau “-nya”), maka 
lakukan penghapusan. Kemudian lakukan 
penghapusan juga jika terdapat particles (“-lah”, 
“-kah”, “-tah” atau “-pun”) dan Possesive 
Pronouns (“-ku”, “-mu”, atau “-nya”). 
3. Hapus Derivation Suffixes (“-i”, “-an” atau “-
kan”). Jika kata ditemukan, maka algoritma 
berhenti. Jika tidak maka ke langkah 3a. 
a. Jika “-an” telah dihapus dan huruf terakhir 
dari kata tersebut adalah “-k”, maka “-k” juga 
ikut dihapus. Jika kata tersebut ditemukan 
dalam kamus maka algoritma berhenti. Jika 
tidak ditemukan maka lakukan langkah 3b. 
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b. Akhiran yang dihapus (“-i”, “-an” atau “-
kan”) dikembalikan, lanjut ke langkah 4. 
4. Hapus Derivation Prefix. Jika pada langkah 3 
ada sufiks yang dihapus maka pergi ke langkah 
4a, jika tidak pergi ke langkah 4b. 
a. Periksa tabel kombinasi awalan-akhiran yang 
tidak diijinkan. Jika ditemukan maka 
algoritma berhenti, jika tidak pergi ke 
langkah 4b. 
b. For i ← 1 to 3, tentukan tipe awalan 
kemudian hapus awalan. Jika kata dasar 
belum juga ditemukan lakukan langkah 5, 
jika sudah maka algoritma berhenti. Catatan: 
jika awalan kedua sama dengan awalan 
pertama maka algoritma berhenti. 
5. Melakukan Recoding. 
6. Jika semua langkah telah selesai tetapi tidak juga 
berhasil, maka kata awal diasumsikan sebagai 
kata dasar dan proses selesai. 
Untuk mengatasi keterbatasan pada algoritma 
tersebut, maka ditambahkan aturan-aturan berikut: 
1.   Aturan untuk reduplikasi. 
a. Jika kedua kata yang dihubungkan oleh kata 
penghubung adalah kata yang sama maka 
kata dasar adalah bentuk tunggalnya, contoh : 
“buku-buku” maka kata dasarnya adalah 
“buku”. 
b. Kata lain, misalnya “bolak-balik”, “berbalas-
balasan, dan ”seolah-olah”. Untuk 
mendapatkan kata dasarnya, kedua kata 
diartikan secara terpisah. 
2. Tambahan bentuk awalan dan akhiran serta 
aturannya. 
a. Untuk tipe awalan “mem-“, kata yang diawali 
dengan awalan “memp-” memiliki tipe 
awalan “mem-”. 
b. Tipe awalan “meng-“, kata yang diawali 
dengan awalan “mengk-” memiliki tipe 
awalan “meng-”. 
 
3. KLASIFIKASI KEMIRIPAN BERITA 
DENGAN SINGLE PASS CLUSTERING 
Proses klasifikasi dimulai dengan ektraksi 
untuk mendapatkan kumpulan term dari tiap 
dokumen. Setiap term dicari bentuk kata dasarnya 
dan dilakukan penyaringan terhadap kata-kata yang 
tidak layak untuk dijadikan pembeda (stoplist) dan 
kemudian dilakukan pencarian representasi nilai dari 
tiap-tiap dokumen menggunakan TF/IDF. TF/IDF 
adalah metode pembobotan yang merupakan 
integrasi antar term frequency (tf), dan inverse 
document frequency (idf) (Arifin dan Setiono, 2002). 
Penggunaan metode TF/IDF dijelaskan dalam 
Gambar 1 sedangkan bentuk persamaannya 
dirumuskan dalam Persamaan (1). Selanjutnya 
dibentuk suatu vektor antara dokumen dengan kata 
(documents with terms) yang kemudian untuk 
kesamaan antar dokumen dengan cluster akan 
ditentukan oleh Single Pass Clustering. 
 
Gambar 1. Penerapan TF/IDF (Hayatin, 2007) 
 
)/log(*),(),( ntNdttfdtw =                   (1) 
Keterangan:  
w(t,d) = bobot dari term (t) dalam dokumen (d ). 
tf(t,d) = frekuensi term dalam dokumen (tf). 
N    = banyaknya dokumen yang akan di-training 
untuk penghitungan TF/IDF.  
nt    = jumlah term dari semua dokumen yang di-
training. 
Algoritma Single Pass Clustering dapat 
dilakukan dengan langkah berikut: 
1. Masukkan (dokumen pertama) D1 representasi 
(cluster pertama) C1
2. Untuk (dokumen ke-i) dihitung kesamaan 
(similarity) dengan setiap wakil dari masing-
masing cluster menggunakan standard cosine 
























3. Jika (Maximum Similarity) Smax lebih besar dari 
batas nilai (threshold value) ST, tambahkan item 
kepada cluster yang bersesuaian dan hitung 
kembali representasi cluster, sebaliknya gunakan 
Di
4. Jika masih ada sebuah item D
 untuk inisialisasi cluster baru. 
i
Single Pass clustering cukup handal digunakan 
sebagai algoritma klasifikasi event. Nilai threshold 
yang paling bagus (0.0175) akan menghasilkan nilai 
recall-precision 79 %, dengan nilai recall rata-rata 
76 % dan precision rata-rata 87%.  
 yang belum 
dikelompokkan, kembali ke langkah ke-2. 
4. PENCARIAN DENGAN VECTOR SPACE 
MODEL 
Vector Space Model (Gambar 2) digunakan 
untuk mengukur kemiripan antara dokumen dengan 
query (Harjono, 2005). Query dan dokumen 
dianggap sebagai vektor-vektor pada ruang n-
dimensi, dimana t adalah jumlah dari seluruh term 
yang ada dalam leksikon. Leksikon adalah daftar 
semua term yang ada dalam indeks. Selanjutnya 
dihitung nilai cosinus sudut dari dua vektor, yaitu w 
dari tiap dokumen dan w dari kata kunci. 
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Gambar 2. Vector Space Model (Christanty, 2007) 
 
5. PERANCANGAN SISTEM 
Sistem yang dirancang pada penelitian ini adalah 
web portal sindikasi berita Indonesia yang akan 
mengklasifikasi kemiripan antar berita dengan 
menggunakan Algoritma Single Pass Clustering. 
Aplikasi ini membaca sepuluh web berita terpopuler 
di Indonesia yang dijadikan sebagai sumber berita. 
Proses klasifikasi kemiripan dokumen dilakukan di 
belakang sistem utama sehingga tidak tampak dan 
dijalankan secara otomatis menggunakan crontab. 
Klasifikasi kemiripan berita dilakukan pada berita 
yang berdekatan sehingga menghasilkan sebuah 
rekomendasi berita bagi pembaca.  
Proses indeksing berita juga dilakukan di 
belakang sistem dengan menggunakan crontab yang 
telah dikonfigurasi waktunya dengan tujuan untuk 
mempercepat proses pencarian berita dengan vector 
space model. Indeksing dilakukan setelah berita 
selesai  di-stemming dan pengurangan stoplist, untuk 
memperoleh term yang menjadi kata kunci berita. 
Kata tersebut dihitung nilai frekuensi 
kemunculannya dalam dokumen untuk dilakukan 
proses vector space model nanti pada saat pencarian. 
Rancangan aplikasi web portal sindikasi berita 
Indonesia ini diperlihatkan pada Gambar 3. Proses-
proses yang terjadi di dalamnya adalah: 
1. User adalah pembaca yang akan melihat 
referensi berita. 
2. Admin merupakan pihak yang berhak melakukan 
update dan kontrol pada database. 
3. Database, sebagai tempat penyimpanan URL 
web portal berita dan data penting lainnya, 
seperti konfigurasi web portal, eleman dari berita 
yang ada, dan kumpulan kata yang digunakan 
untuk proses stemming. 
4. Analizing, proses menampilkan berita dari yang 
ada database ke user.   
5. Crawler, proses membaca berita dari web portal 
melalui URL yang telah tersimpan pada 
database. Pembacaan berita menggunakan RSS 
yang ada pada web portal, untuk kemudian 
disindikasi title, deskripsi , tanggal update,  dan 
link halaman berita.  
6. Tokenizing, proses pemenggalan kata pada 
dokumen berdasarkan spasi dan tanda 
penghubung (-). 
7. Filtering, proses penghilangan kata-kata 
(stoplist) sebagai kata yang jarang dicari atau 
jarang digunakan sebagai keywords pada proses 
pencarian (Wibisono, 2008). Proses ini dilakukan 
untuk mengurangi waktu yang dibutuhkan pada 
saat penghitungan frekuensi tiap kata pada 
dokumen. 
8. Stemming, proses mengubah kata menjadi bentuk 
kata dasarnya berdasarkan kamus kata dasar 
(Lanin dan Hardiyanto, 2009). 
9. Similarity merupakan proses mencocokkan 
keterkaitan antar berita yang satu dengan berita 
lainnya dengan melihat kemiripan antar 
dokumen. Paramater yang digunakan dalam 
penentuan kemiripan tersebut adalah judul dan 
deskripsi dari berita itu sendiri. 
10. Key, proses ini menyimpan term title, dan 
deskripsi berita, sebagai kata kunci dokumen 
untuk disimpan pada database. 
 
 
Gambar 3. Proses Pada Web Portal 
 
6. HASIL DAN PEMBAHASAN 
6.1 Klasifikasi Kemiripan Dokumen Berita 
Web portal akan melakukan klasifikasi kemiripan 
antara dua dokumen yang berdekatan. Klasifikasi 
menggunakan Algoritma Single Pass Clustering 
dengan threshold sebesar 0.0175 untuk melihat 
kemiripan berita (Arifin, 2009). Jika dokumen berita 
tersebut memiliki kesamaan, maka berita pertama 
akan menjadi berita utama dan berita kedua menjadi 
sebuah rekomendasi berita utamanya. Klasifikasi 
kemiripan melihat dari judul dan diskripsi berita. 
Perhatikan contoh Dokumen 1 dan 2 berikut: 
Dokumen 1 (D1): “Polres Kudus Tangkap Penjual 
DVD Mesum Ariel-Luna Aparat Polres Kudus, 
Jawa Tengah, menangkap penjual cakram dijital 
(DVD) mesum yang diperankan oleh artis mirip 
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): “Alat Kelamin Ariel Juga 
Diukur Polisi Pemeriksaan fisik terhadap para 
pelaku yang diduga menjadi pemain dalam video 
porno yang melibatkan Ariel, Luna Maya dan Cut 
Tari telah selesai dilakukan. Tidak ada satu bagian 
pun dari tubuh vokalis Peterpan itu yang luput dari 
pemeriksaan polisi.” 
1 dan D2
Tabel 1. Pembobotan Kata dengan TF/IDF pada D
 akan melalui proses token 
untuk menghilangkan tanda baca, angka, dan 
lainnya. Kemudian dilakukan pembuangan kata-kata 
yang termasuk stoplist dan proses stemming untuk 
mencari kata dasarnya. Masing-masing kata akan 





TF(D1 TF(D) 2 IDF ) w(D1 w(D) 2) 
polres 2 0 0 0 0 
Kudus 2 0 0 0 0 
tangkap 2 0 0 0 0 
jual 2 0 0 0 0 
dvd 2 0 0 0 0 
mesum 2 0 0 0 0 
ariel 2 2 -1 -2 -2 
luna 2 1 -0.5849 -1.1698 -0.5849 
aparat 1 0 1 1 0 
jawa 1 0 1 1 0 
cakram 1 0 1 1 0 
dijital 1 0 1 1 0 
peran 1 0 1 1 0 
artis 1 0 1 1 0 
mirip 1 0 1 1 0 
maya 1 1 0 0 0 
alat 0 1 1 0 1 
kelamin 0 1 1 0 1 
ukur 0 1 1 0 1 
polisi 0 2 0 0 0 
pemeriksaan 0 2 0 0 0 
fisik 0 1 1 0 1 
pela 0 1 1 0 1 
main 0 1 1 0 1 
video 0 1 1 0 1 
porno 0 1 1 0 1 
libat 0 1 1 0 1 
cut 0 1 1 0 1 
tari 0 1 1 0 1 
selesai 0 1 1 0 1 
tubuh 0 1 1 0 1 
vokalis 0 1 1 0 1 
peterpan 0 1 1 0 1 
luput 0 1 1 0 1 
 
Berdasarkan Persamaan (1), nilai TF didapatkan 
dari frekuensi term dalam satu dokumen dan nilai 
IDF merupakan log  dari hasil bagi DF terhadap D. 
Nilai D itu sendiri merupakan banyaknya dokumen 
sedangkan nilai DF didapatkan dari jumlah term 
seluruh dokumen. Bobot (w) diperoleh dari hasil 
perkalian TF dan IDF.  
Setelah diketahui nilai TF/IDF suatu berita, 
maka seluruh token akan disimpan di dalam tabel 
khusus untuk indeksing agar nantinya dapat 
digunakan untuk mempercepat proses pencarian 
berita. Hasil pembobotan kata untuk D1 dan D2 
Similarity antara D
diperlihatkan pada Tabel 1. 
1 dengan D2 dihitung dengan 
menggunakan Persamaan (2). Maka diperoleh 
Sim(D1,D2)=0.2953. Oleh karena Sim(D1,D2) 
melebihi threshold (0.0175) maka kedua dokumen 
dinyatakan memiliki kemiripan dan D2 akan 
menjadi rekomendasi berita terhadap D1
 
. Gambar 4 
memperlihatkan contoh dokumen berita yang 
memiliki kemiripan dengan berita utamanya dan 
kemudian menjadi sebuah rekomendasi. 
 
 
Gambar 4. Contoh Implementasi Klasifikasi 
Kemiripan Berita (D1 dan D2
 
). 
Sebagai contoh lainnya adalah Dokumen 3 dan 4 
yang memperlihatkan ketidakmiripan berita: 
Dokumen 3 (D3
Dokumen 4 (D
) : “Cici Tegal Dipanggil KPK 
KPK akan memeriksa pelawak Cici Tegal dan 
pesinetron Meidiana Hutomo terkait dugaan 
korupsi pengadaan alat rontgen portable di 
Kementerian Kesehatan pada 2007.” 
4
Pembobotan kata untuk D
) : “Aktivis ICW Dianiaya Aktivis 
ICW, Tama Satya Langkun, dianiaya oleh 
segerombolan orang yang tak dikenal di kawasan 




menggunakan TF/IDF diperlihatkan pada Tabel 2. 
3 dengan D4 diperoleh 
Sim(D3,D4)=0. Oleh karena Sim(D3,D4) kurang dari 
threshold yang sudah ditetapkan, kedua dokumen 
dinyatakan tidak memiliki kemiripan. Jadi, D3 dan 
D4
 
 akan menjadi sebuah berita utama. Gambar 5 
memperlihatkan contoh dokumen berita utama 
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TF(D3 TF(D) 4 IDF ) w(D3 w(D) 4) 
cici 2 0 0 0 0 
tegal 2 0 0 0 0 
panggil 1 0 1 1 0 
kpk 2 0 0 0 0 
memeriksa 1 0 1 1 0 
lawak 1 0 1 1 0 
sinetron 1 0 1 1 0 
meidiana 1 0 1 1 0 
hutomo 1 0 1 1 0 
duga 1 0 1 1 0 
korupsi 1 0 1 1 0 
ada 1 0 1 1 0 
alat 1 0 1 1 0 
rontgen 1 0 1 1 0 
portable 1 0 1 1 0 
menteri 1 0 1 1 0 
sehat 1 0 1 1 0 
aktivis 0 2 0 0 0 
icw 0 2 0 0 0 
aniaya 0 2 0 0 0 
tama 0 1 1 0 1 
satya 0 1 1 0 1 
langkun 0 1 1 0 1 
gerombol 0 1 1 0 1 
kenal 0 1 1 0 1 
kawasan 0 1 1 0 1 
duren 0 1 1 0 1 
jakarta 0 1 1 0 1 
dini 0 1 1 0 1 
 
Gambar 5. Contoh Implementasi Ketidakmiripan 
Berita (D3 dan D4
 
). 
6.2 Pencarian Dokumen Berita 
Vector space model (VSM) digunakan sebagai 
metode pencarian berita. Metode ini akan mencari 
bobot kata pada masing-masing dokumen dan 
mengurutkan berdasarkan nilai tertinggi. Pencarian 
dimulai pada saat user memasukkan keyword. 
Pertama kali yang dilakukan adalah melakukan 
pengecekan pada tabel cache yang merupakan 
tempat penyimpanan kumpulan keyword yang 
pernah dimasukkan oleh user. Jika keyword tidak 
terdapat di dalam tabel, maka proses VSM dimulai 
dengan melakukan tokenizing, filtering, dan 
stemming terhadap keyword. Tabel token akan 
mencocokkan keyword yang dicari dengan term 
yang ada pada berita. Nilai VSM dihitung dengan 
melihat banyaknya kemunculan term pada dokumen 
dikalikan dengan keyword yang dicari. Kemiripan 
berita akan diperoleh dari perbandingan bobot query 
dengan bobot kata pada dokumen. Selanjutnya, 
berita yang mengandung keyword pencarian akan 
ditampilkan dan keyword disimpan dalam tabel 
cache. Perhatikan contoh pencarian dengan keyword 
“kpk dan icw” berikut: 
Dokumen 5 (D5
Dokumen 6 (D
): “aktivis icw dianiaya aktivis 
icw, tama satya langkun, dianiaya oleh 
segerombolan orang yang tak dikenal di kawasan 
duren tiga, jakarta selatan, kamis dini hari.” 
6
Tabel 3. Kemunculan Kata pada Dokumen 
Pencarian D
) : “cici tegal dipanggil kpk kpk 
akan memeriksa pelawak cici tegal dan pesinetron 
meidiana hutomo terkait dugaan korupsi 
pengadaan alat rontgen portable di kementerian 




Keyword(kk) D D5 6 
icw 1 2 0 
kpk 1 0 2 
aktivis 0 2 0 
aniaya 0 2 0 
tama 0 1 0 
satya 0 1 0 
langkun 0 1 0 
gerombol 0 1 0 
kenal 0 1 0 
kawasan 0 1 0 
duren 0 1 0 
jakarta 0 1 0 
dini 0 1 0 
cici 0 0 2 
tegal 0 0 2 
panggil 0 0 1 
memeriksa 0 0 1 
lawak 0 0 1 
sinetron 0 0 1 
meidiana 0 0 1 
hutomo 0 0 1 
duga 0 0 1 
korupsi 0 0 1 
ada 0 0 1 
alat 0 0 1 
rontgen 0 0 1 
portable 0 0 1 
menteri 0 0 1 
sehat 0 0 1 
|q| dan |d| 1.4142 4.58 5.09 
q * d 4 2 
|q| * |d| 6.4806 7.211 
q * d/|q| * |d| 0.6172 0.2774 
θ 51.888 73.8949 
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Keterangan: 
q = jumlah term keyword pencarian 
d = jumlah term pada dokumen 
|q| = akar dari jumlah term keyword pencarian 
|d| = akar dari jumlah term pada dokumen 
θ  = sudut tetha 
Setelah proses token D5 dan D6
Berdasarkan perhitungan VSM, cosine D
, diperoleh daftar 
kemunculan kata yang diperlihatkan dalam Tabel 3. 
Contoh hasil pencarian diperlihatkan oleh Gambar 6. 
5 adalah 
0.6172 sedangkan cosine D6 adalah 0.2774. Dari 
hasil akhir cosine tersebut dapat diketahui bahwa D5 
memiliki tingkat similarity lebih tinggi dibandingkan 
D6. Sehingga apabila diurut berdasarkan 
kemunculannya maka yang pertama muncul adalah 
D5 dan kemudian disusul oleh D6
 
. 
Gambar 6. Contoh Implementasi Pencarian 




Berdasarkan hasil dan pembahasan dapat ditarik 
kesimpulan sebagai berikut: 
1. Web portal ini mampu mengklasifikasi dokumen 
yang berdekatan untuk dicari kemiripannya. 
Dengan menggunakan Algoritma Nazief dan 
Adriani untuk stemming kata, dan Algoritma 
Single Pass Clustering untuk mencari kemiripan 
berita (dengan batas threshold 0.0175) 
2. Dokumen berita D1 dan D2 memperlihatkan 
contoh kemiripan berita dengan hasil similarity 
yang melebihi threshold yaitu Sim(D1,D2) = 
0.2953. Dengan demikian dapat D2 menjadi 
rekomendasi berita bagi D1
3. Dokumen berita D
. 
3 dan D4 memperlihatkan 
contoh ketidakkemiripan berita dengan hasil 
similarity yang kurang dari threshold yaitu 
Sim(D3,D4) = 0. Dengan demikian, baik D3 
maupun D4
4. Dengan proses indeksing dan pembuatan cache, 
pencarian dengan Vector Space Model (VSM) 
dapat berjalan lebih cepat dan efisien. VSM 
menjawab permasalahan yang dihadapi 
pencarian menggunakan TF/IDF karena dalam 
VSM tidak ada bobot yang sama pada dokumen. 
 menjadi suatu berita utama. 
5. Pencarian berita dengan menggunakan keyword 
“kpk dan icw” merujuk ke dokumen berita D5
dan D
 
6. D5 dimunculkan di posisi atas karena 
memiliki similarity yang lebih tinggi daripada 
D6
 
, yaitu 0.6172 terhadap 0.2774.  
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