In this paper we propose a technique to recursively estimate structure and motion from a sequence of images acquired by an hand held camera. The algorithm is based on estimation of instantaneous optical flow for each frame of the sequence and on the use of the differential epipolar constraint to compute motion and structure. An alternative procedure to manage scale ambiguity across frames is also proposed. Neither user interaction nor any kind of scene knowledge is required and the algorithm, given its low complexity, is adaptable to real time applications.
Introduction
The different approaches to the Structure from Motion problem can be roughly classified into discrete and differential schemes. In the first case snapshots are taken from different point of views and, in general, no motion smoothness is involved. Epipolar geometry is used to constrain the matching of features and recover the shape of the scene. In the second case the camera moves while it captures a continuous stream of images. Consecutive images are very close and the displacement of features does approximate pretty well optical flow: the differential version of the epipolar constraint, can be used to compute camera velocity and depths. The algorithm we propose in this paper belongs to the second category: we use sequences acquired at 30 ¢ ¡ by a hand held moving camera. We track sparse features over the sequence and then use the optical flow to recover scene shape. The procedure has a layered structure: for each frame, first egomotion is estimated, then the structure is computed. The structures relative to each frame of the sequence are recursively integrated to provide an optimal estimate. In this framework we propose an alternative approach to handle scale ambiguity across the sequence and compare it to the more classic approach of fixing one feature. We tested our algorithm both on simulated data and real sequences and show the results we obtained. The algorithm is completely automatic and, since it is mostly built on linear optimization, it can successfully be used for real time applications. The literature available is vast, so we report here the papers that most inspired our work. A description of the qualitative properties of the optical flow can be found in [1] while a comparison of different techniques to compute it has been reported by Fleet and Barron [2] . For sparse flow estimation we refer to the Tomasi and Kanade classical tracker [3] . Tomasi and Heeger [4] compared a number of the best known linear and non linear techniques for egomotion estimation from sparse flow fields. MacLean [5] proposed a whitening method to reduce the bias that applies in the case of the Jepson-Heeger Linear Subspace [6] method. Another recent and interesting closed form method for egomotion was presented by Ma, Sastry and Kosecka [7] .
For reconstruction algorithms based on optical flow we remind the work of Szeliski [8] who presented a non linear least square technique to reconstruct simultaneously structure and motion from an image sequence and Barron Jepson and Tsotsos [9] propose a Kalman filter based approach to reconstruct structure from lateral displacements. Soatto and Perona worked extensively on Kalman filter formulations of this problem [10, 11] . Pentland [12] first proposed to handle the scale problem fixing a feature and to estimate focal length simultaneously with structure and motion. Comparison between differential and discrete approaches can be found in [13] ; A very comprehensive review of multiview point stereo can be found in the book by Zisserman and Hartley [14] and in the D. Nister Ph.D thesis [15] . Good references for a general overview of the problem are [16, 17] .
represents the rotational and linear velocity of the camera. The velocity of a point £ seen from a moving camera is given en by:
We call velocity field
the velocities of the projected points on the focal plane at time`.
Algorithm
The process of reconstruction is divided into three different stages: first sparse features are extracted and tracked over time using the
Then egomotion is computed for each frame using the linear subspace method [6] and refined by non linear optimization. For the reconstruction of the frame by frame 3D position of scene points we propose a linear least squares routine that estimates not only the depths but also their first time derivative. This is the basis for a procedure to automatically rescale all the views to the same scale, result that traditionally is achieved using some kind of knowledge of the scene or motion. Finally the information retrieved for each single view is time integrated into a 3D model. Results on both synthetic and real sequences are shown to demonstrate the performance of this method.
Simulation Benchmarks
We extensively tested the algorithm using synthetically generated flow fields. For homogeneity and simplicity we used the same experimental conditions and benchmarks as in [4] . The focal length of the simulated camera is set to 1 and the focal plane dimensions to 512 512 pixels. The field of view is 90 degrees. Random cloud of 100 points are generated in a depth range of 2-8 focal lengths. The motion is a combination of rotations and translations. The rotational speed magnitude was constant and chosen to be 0.23 degrees per frame. The magnitude of the linear velocity was chosen to fixate the point at the center of the random cloud. Zero-mean gaussian noise was added to the components of the velocity and the standard deviation of such noise chosen to be constant. Sensitivity in the depth is measured as the standard deviation of the distribution of the relative distance of the reconstructed depths from their their real values. In formula:
Where the ' ' generally indicates measured quantities and the generated depth. The index runs over the features. The sensitivity on translation is measured as:
where p 8
is the average of the reconstructed velocities which was chosen to minimize 
Egomotion Estimation
Egomotion estimation is a 2 step process. We first estimate linear velocity with the subspace method corrected for bias reduction [5] . This algorithm, even if not among the most precise (see [4] ), has a closed form solution which is advantageous for automatic reconstruction. A non-linear refinement of the solution is done in the same fashion as in [18] . By applying different algebraic manipulation the differential epipolar constraint can be written as follows:
From the constraint a least square estimate of the rotational velocity can be obtained as a function of
8
. Substituting this rotation back a non-linear constraint on 8 is obtained. Non-linear optimization is then used to obtain the linear velocity. If no convergence is reached within a certain number of steps the estimate for the linear velocity we got from linear subspaces is used. The performance of this 2 steps technique has been extensively tested. For different motions we found convergence rate of the non-linear refinement to be approximately 100% and that usually, with exception of a few cases, the convergence is to the global minima. Local minima can be easily detected since they lie approximately at 90 degrees respect to the real value of the linear velocity [4] .
3.3
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Structure from Motion
From eq. (1) we get:
Given feature points we can rewrite the equation (8) in matrix form where the scale quantities are the unknown q ¤ ¦ 6 k F k 2 F # X e : q ¤ (9) where the structure matrix is:
and find the depths solving the p p
This is known to be the eigenvector of e e corresponding to the smallest eigenvalue. We did extensive tests of the performance of the p p estimate of feature depths. In figure (1) (b) we report the sensitivity on as a function of the error on the optical flow. It can be noticed that, even if going quickly over 100%, the error is small for limited amounts of noise. Usually, as shown in figure (3) , using just two frames, good reconstructions can already be achieved. A major point is that time integration reduces drastically the initial error. This argument is discussed in the final simulations presented later. 
Automatic Rescaling
The p p algorithm returns depth of features with respect to the the current camera position up to a scale factor:
where the time dependence expresses the fact that depths are measured with respect to different coordinate systems at each time`. Time integration requires the to be identical at all the times. Such rescaling usually requires some kind of scene or motion knowledge: for example the modulus of the linear velocity, the distance of some point to the camera or the relative distance of two points can be used for this purpose. In the framework of the p p algorithm rescaling can be achieved without the use of any external information.
We observe that the ratio for the rescaled depths (notice that
Approximating the integral by a discrete sum we can write the integral equation (14) as:
This is the basic equation to recursively rescale all the views to the same scaling constant: at each time t the ratio
can be estimated and using eq. (14) the up-to-ascale depth Ö ¦ © X can be updated. Note that the global scale is still unknown and that such indeterminancy can be resolved just by scene or motion knowledge.
Partial tracks can be easily managed in this framework. Suppose that new feature, indicated by ç R '
, is tracked at timeè¤ 
At timexñ z rescaling can be done also for this track using equation (15) . Note that the integration of the differential equation produces a further error of the order
sequences this error is pretty small compared to the measurement errors and can be trascurated. A more classical autorescaling procedure consists of fixing one of the points in the initial frame and using it to rescale all the other points [12] . The position of the fixed point in the following frames can be estimated by transforming according to the estimated inter-frame motion. The main drawback common to both these techniques is error accumulation. A big advantage of the autorescaling we propose is the fact that features are rescaled independently of each other. Fixing a particularly noisy feature can drastically reduce the effectiveness of the algorithm. Moreover the rescaling feature can be lost during then motion due to tracking inefficiencies or occlusions.
Time Integration
The easiest way is to integrate the different structure observations is to transform them in the initial frame of reference, like: 
3 and 0 are defined by compounding the partial motions:
The overall performance of the algorithm was tested on simulated data as shown in figures (1) (b) and (c). Figure (1) (b) reports the sensitivity for reconstruction from a single frame and shows that for enough precise measurements of the optical flow the error on depth estimation can be kept small. In figure ( 3) we show that reasonable reconstructions can be obtained using a single flow field. Figure ( 1) (c) shows how time integration improves the estimates. The slope of the curve is small due to the correlation between measurements at different times produced by rescaling. Anyway, due to the high acquisition rate, hundreds of frames can be integrated reaching very high precisions. In figure (3) we show the improvement we get time integrating 10 consecutive frames of the sequence.
Instantaneous Approximation
Figure 3: Reconstructed model of the calibration grid using 2 frames (left) and 10 frames (right).
The model is based on 237 features and the average disparity between frames is about 1 pixel
Optical flow is approximated with the displacement of features between two consecutive frames. It is interesting to see how such approximation is good for human motion and when otherwise it does lead to serious errors. The displacement field is generated by the discrete motion equation : 
Conclusions and Future Work
In this paper a recursive algorithm to estimate the structure of a scene from a calibrated video sequence was presented. The algorithm is based on the extraction of optical flow for each frame and the sequential computation of motion and structure. Moreover an alternative new way to automatically rescale the 3D information from different views is presented and tested. The two stages of egomotion and structure computation are approached with linear procedures : this makes our algorithm fast enough to be run in real time. Results on simulated data and real images are presented to validate the effectiveness of the approach. A major weakness of the algorithm is the time integration that at the moment is performed with very rough procedure. For the near future we intend to embed the one-view structure algorithm in a Kalman filtering framework. Constraints over non consecutive views are another issue to be explored to reduce drift and get a better overall consistence of the reconstruction.
