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Abstract
People convey information extremely effectively through
spoken interaction using multiple channels of information trans-
mission: the lexical channel of what is said, and the non-lexical
channel of how it is said. We propose studying human percep-
tion of spoken communication as a means to better understand
how information is encoded across these channels, focusing on
the question What characteristics of communicative context af-
fect listener’s expectations of speech?. To investigate this, we
present a novel behavioural task testing whether listeners can
discriminate between the true utterance in a dialogue and utter-
ances sampled from other contexts with the same lexical con-
tent. We characterize how perception – and subsequent discrim-
inative capability–is affected by different degrees of additional
contextual information across both the lexical and non-lexical
channel of speech. Results demonstrate that people can effec-
tively discriminate between different prosodic realisations, that
non-lexical context is informative, and that this channel pro-
vides more salient information than the lexical channel, high-
lighting the importance of the non-lexical channel in spoken in-
teraction.
Index Terms: spoken dialogue, speech perception, prosody,
discourse structure, non-lexical features.
1. Introduction
In any given communicative context, people make use of all
available channels to transmit information as efficiently as pos-
sible. Although there is little agreement on how information
is encoded across sets of channels, there is no shortage of evi-
dence that communication changes based on the channels pro-
vided by the underlying communicative setting [1, 2, 3, 4, 5, 6].
Speech, perhaps the most intrinsic modality of human infor-
mation transmission, can be modelled as a multi-channel com-
munication system, transmiting information across both lexical
(what is said) and non-lexical channels (how it is said).
Non-lexical aspects speech are often characterized in terms
of prosody, i.e. suprasegmental characteristics of speech such
as pitch, loudness, and rhythm, which are usually captured via
their acoustic correlates (i.e., fundamental frequency, intensity,
duration). Prosody encodes a host of implicit information, from
the physical properties of a speaker’s vocal tract to their emo-
tional state. However prosodic variation is used explicitly to
mark novel information, direct interlocutor attention, and dis-
ambiguate lexical information [7, 8, 3, 9]. Non-lexical language
features also have been proposed as tools for acquiring syntactic
structure [10], as well as mediating the distribution of informa-
tion transmitted during communication [11].
The value of the non-lexical channel of speech is further
exemplified in conversations, which make up the majority of
human language use. During interaction, communicative part-
ners engage in an intricate, extremely fast-paced dance of turn
management [12]. Though the underlying timing mechanisms
are highly debated, non-lexical features of speech are widely-
accepted as crucial components [13, 14]. This use of the non-
lexical channel is exploited by infants before language is even
learned, and the basic properties are relatively fixed across lan-
guages [15].
Although its importance is widely accepted in psycholin-
guistics, automatic speech representation learning has made lit-
tle use of the non-lexical channel. Much of the recent work in
developing such representations is geared towards downstream
tasks such as Automatic Speech Recognition which focus heav-
ily on the lexical content of speech [16, 17]. These representa-
tions are designed explicitly to remove information on supraseg-
mental levels such as emphasis and stress. While non-lexical
features are an important component of spoken language under-
standing, tasks like automatic emotion recognition or dialogue
act detection rely on expensive human annotation which con-
dense the rich speech signal into small sets of labels and re-
sulting representations may not generalize well across domains
[18].
We argue that better understanding of how people produce
and perceive (i.e., encode and decode) information across the
transmission channels of speech will enable more effective en-
coding of contextual information in automatic speech repre-
sentations. To this end, we present an exploratory study into
which characteristics of communicative context, across lexical
and non-lexical channels, affect human expectations of spoken
communication. We propose a behavioural task, inspired by re-
cent work in self-supervised contrastive learning, to measure the
participant’s use of lexical and non-lexical channels as a func-
tion of their ability to discriminate between utterances with the
same lexical content in different contexts. This discriminative
task allows us to investigate how listeners use lexical and non-
lexical context to form expectations about dialogue.
2. Related work
To the best of our knowledge, the task presented in this work
is the first of its kind to quantify the effect of the non-lexical
channel on human perception using discriminative performance
and is motivated by findings in numerous related studies. We
present some of the most related areas of work below.
Much of the previous work on non-lexical features and dis-
course context revolves around learning spoken discourse struc-
ture. For example, prosodic features can help identify paragraph
structure [19], rhetorical relations [20], turn-taking behaviour
[21, 22], and dialogue acts [23, 24]. These works demonstrate
that modelling longer-term non-lexical trends can enhance au-
tomatic speech understanding. However, studies also indicate
that lexical and non-lexical content interact in complex ways to
signal subtle attitudinal/pragmatic functions [25, 26]. Sparsity






















information that can be captured with these supervised learning
approaches is limited.
Those discourse/prosody studies draw on the idea of dis-
course coherence. Coherence characterizes how logical and
consistent the internal structure of multi-utterance segment is
[9]. This complex concept is difficult to operationalize, par-
tially because it attempts capture discourse characteristics as
perceived by people. Though the concept has primarily been
used to assess the quality of texts, it has recently been used in
both evaluation and objective functions for generative models
of written and spoken dialogue. Modelling of coherence in spo-
ken dialogue has almost exclusively focused on text, however
recent studies provide evidence that additional features such as
dialogue acts, some of which may capture prosodic information,
outperform purely lexical models [27, 28].
Another characteristic of communication that motivates the
task we present here is entrainment, i.e., the tendency of con-
versational partners to become more similar to each other This
phenomenon has been studied on both lexical and non-lexical
dimensions, and has been found to have significant cognitive
and social effects, facilitating comprehension and prediction of
upcoming speech, as well as perception of rapport, naturalness,
and communicative success [29, 30, 31]. These findings provide
evidence that the non-lexical channel carries valuable informa-
tion about the semantic/social context. Most research in this
area has examined behavioural similarity over entire conversa-
tions, however studies have shown that alignment changes can
produced perceptual effects by conditioning on very localised
information: [30] finds significant effects on human perception
of synthetic dialogue when conditioning on previous speaker
turns. Previous turn features have also been found to be predic-
tive of acoustic properties of upcoming turns [32]. We extend
this direction by measuring the effect and utility of varying de-
grees and types of information on human perception.
Even though local information affects perception, any num-
ber of prosodic realisations can still be likely when the con-
text is underspecified [33]. To design a task that captures this
complexity of the relationship between communicative chan-
nels in speech, we draw inspiration from discriminative train-
ing schemes in self-supervised machine learning. Generally,
such schemes involve training a model to discriminate between
target and distractor samples. These methods have been ex-
tremely successful primarily because they leverage contextual
information as a training signal rather than requiring explicit
labels [34]. For our purposes, a discriminative, rather than pre-
dictive, task enables us to capture information about the fac-
tors that drive expectations of prosody, and to avoid reliance on
human-generated labels.
3. Experiment Design
In the following, we investigate whether, in a given context, lis-
teners can discriminate between turns from that context versus
other lexically-equivalent turns sampled from other contexts.
3.1. The Discriminative Task
The core of this task involves a dialogue context (T0) and a po-
tential response (T1). The task involves presenting participants
with the true (T0, T1) sample along with 3 lexically-equivalent
samples taken taken from elsewhere in the corpus (Section 3.2).
Participants were explicitly instructed that one of the samples
was the correct one and then asked to rate each how likely each
sample was to be the true one, giving a score from 1 (‘Very
Unlikely’) to 4 (‘Very Likely’).
Along with the transcriptions of T0 and T1, audio stimuli
were presented to participants in 2 formats: T1 prosody (text-
only context), or T0+T1 prosody (audio+text context). In the T1
format, participants listened to just the responses; in the T0+T1
format, participants were presented with the audio of joined
T0+T1 pairs. Though pauses can be seen as a joint construction
between conversational partners, we modelled pauses as a fea-
ture of utterance design as it carries important communicative
information [3, 35, 36, 37, 38]. Each response was extracted
along with its preceding pause before concatenation (after peak
normalization). Pauses could be both positive and negative (i.e.,
overlapping).
To understand how much context is useful for this task,
stimuli in both formats were accompanied by a variable amount
of transcript based contextual information for the conversation.
Conditions included 0 additional turns (0,0), 3 preceding turns
(3,0), 6 preceding turns (6,0), and 3 preceding and 3 proceeding
turns (3,3).1
3.2. Data: The Switchboard Corpus
Experiments were carried out on the Switchboard Telephone
Corpus [39] which consists of over 2,400 conversations be-
tween 542 participants, and includes manual transcriptions and
turn segmentations. Casual telephone conversations are an ideal
data source for this task as speech is spontaneous and trans-
mission is constrained to the speech modality. Compared to
other dialogue domains such as interviews, conversational turns
are relatively short, providing a large set of lexically-equivalent
turns from which to sample. Potential effects of entrainment
based on previous interactions is controlled for by the fact that
Switchboard participants don’t know each other a priori [40].
To generate the sets of (T0, T1) pairs, the manually-
segmented speaker turns were first filtered for some basic in-
clusion criteria: a response must have a preceding turn con-
taining between 4 and 25 word tokens, and the absolute length
of its preceding pause is must be <2 seconds. Acceptable re-
sponse turns were grouped by lexical content, discarding utter-
ances with less than 4 occurrences. The longest utterance with
at least 4 occurrences was 5 tokens.
50 sets of (T0, T1) pairs were sampled to obtain a uniform
distribution of response token lengths (1 to 5 tokens). The ex-
perimental set-up thus consisted of 50 sets of context-target (T0,
T1) pairs across the 8 conditions described in Section 3.1, re-
sulting in 400 questions in total.
3.3. The Online Experiment and Participants
67 participants were recruited using Prolific Academic, all were
native English speakers and based in North America. Partic-
ipants completed a 20 question Qualtrics survey, taking ∼25
minutes to complete. Each participant was presented with one
context condition for each sample and participants weren’t al-
lowed to complete multiple surveys, ensuring independent re-
sponses from different participants for each question.
Each question involved a (T0, T1) discrimination task
(Section 3.1). Additional check questions were interspersed
throughout each survey as a basic attention check: select the
gender of a speaker in the previous question. Results of partic-
ipants who obtained less than 70% overall accuracy on check-
questions were rejected.
1Example audio samples and survey info: https://data.
cstr.ed.ac.uk/sarenne/INTERSPEECH2021/
Figure 1: Average cross entropy similarity across context con-
ditions
Table 1: Mean participant performance (accuracy). Statistical
significance denoted by *, ?, •.
Prosody format Context Condition(0,0) (3,0) (6,0) (3,3)
T1 0.346 0.329* 0.349? 0.358
T0+T1 0.400 0.444* 0.468?• 0.378•
Random 0.250 0.250 0.250 0.250
3.4. Evaluation Metrics
We use accuracy and cross entropy-based metrics to measure
the participant performance. The accuracy measure the fre-
quency that the true sample was rated highest, normalised by
the number of samples sharing the highest score. Cross entropy
measures the deviation between probability distributions P and
Q. To apply cross entropy to our task, participant ratings were
compared to the the ideal scoring–where the correct sample re-
ceived the maximum score (4) and all other samples, the mini-
mum score (1). This maintained information regarding partic-
ipants’ certainty in the evaluation metric. The 2 score vectors
were then converted to probability distributions P and Q.
4. Results
We report participant performance across stimulus formats and
context conditions, along with follow-up analysis on acoustic
features and participant certainty. To assess whether perfor-
mance is greater than chance, we use two baselines: (i) Ac-
curacy with respect to uniform probability of selecting the true
sample (ii) Cross entropy with respect to shuffling each set of
human ratings 50 times, i.e., maintaining the distribution of rat-
ing scores between human and random conditions. Significance
is computed with respect to 95% confidence intervals around
estimated means.
4.1. Participant Performance
Participant performance is shown in Table 1 (Accuracy) and
Figure 1 (Cross-Entropy). Performance in both the acous-
tic+text (T0+T1) and text-only (T1) conditions were signifi-
cantly better than random across all context conditions. That is,
participants were able to discriminate true turns from sampled
turns better than chance, and they effectively leveraged non-
lexical information for this task.
With access to response audio (T1) but only text context,
Figure 2: Expected feature deviation in ”likely” score sets
(across prosody formats)
participants achieve a mean accuracy of 0.345 across all con-
text conditions, significantly better than if they only had the
response text (i.e., all variations equally likely). The signifi-
cant difference is also reflected in cross-entropy performance.
This result provides important evidence for the value of non-
lexical information: even with only the transcript of a preced-
ing speaker turn, people can effectively discriminate between
different prosodic realisations of the response. Interestingly,
mean participant performance across context conditions was
relatively consistent, showing no significant differences. The
fact that additional lexical context didn’t affect participant per-
formance provides insight into the value of information con-
tained in the lexical channel (cf. Section 5).
Similar to the T1 format, when participants have access to
the audio of the immediately preceding turn (T0+T1), accuracy
and cross entropy performance is significantly better than the
random baselines in the first 3 context conditions, with a mean
accuracy of 0.422. This provides further evidence for the impor-
tance of the non-lexical channel. Performance improves slightly
as additional text context is provided (except for the ’future’
context condition (3,3)) however, as in the T1 prosody condi-
tion, this trend isn’t significant.
Results from both evaluation metrics generally show bet-
ter performance for T1+T0 compared to T1. That is, access
to audio context helps guide dialogue expectations beyond just
having the lexical context. The differences in performance are
significant when participants can condition their scores on tran-
scripts of previous speaker turns ((3,0, and (6,0)). However,
the difference is not significant for context conditions (0,0) and
(3,3). This suggests that beyond a certain point, additional lexi-
cal context isn’t being leveraged for this task.
The non-significance in the (0,0) condition could be due to
the lack of context available in that condition. However, the fact
that participants do significantly worse in condition (3,3) is sur-
prising. This result isn’t easily explained by differing effects of
past and future contexts. However, cross entropy performance
of participants in condition (3,3) is significantly worse than both
(3,0), (6,0). It’s possible that this was due to interference: peo-
ple may struggle to process or integrate such varied information.
We leave further investigation for future work.
4.2. Acoustic Analysis
The results above indicate that participants make use of acoustic
features when deciding which responses are likely or not. To get
a better idea of how listeners utilize this information, we analyse
Table 2: Distribution of scores across formats and conditions











some acoustic features commonly used to characterise prosodic
in dialogue [9, 32]. Specifically, we would like to know how re-
lated similar-scoring samples were in acoustic feature space. To
measure this, for each stimuli set, we compute the mean devia-
tion between the acoustic representation of each response, i.e.,
the deviation we would expect if participants scored samples at
random. We then measure the mean deviation between likely
samples (i.e., rated as either [3, 4]), and we compute the differ-
ence between the random mean and likely mean, scaled by the
random mean to compare relative differences between features.
Under this metric, a difference of 0 implies that deviations be-
tween likely samples is not different to randomly rated samples.
Differences > 0 or < 0 indicate that that likely samples are
more or less acoustically similar than expected (resp.).
Figure 2 shows that, on the whole, samples rated as likely
tend to be similar in acoustic feature space. However, we don’t
see significant effects on ratings based on the amounts of acous-
tic information available (T1 vs T0+T1). Rather, these re-
sults highlight that the relationship between score similarity and
these prosodic features can’t be easily mapped. Similar com-
plexities have been previously reported: [32] finds that acous-
tic features of speaker turns differ in how much conversational
context affected their prediction. Overall, the results indicate
that we need to allow for variation in what constitutes ‘likely’
prosody in a specific context, and more flexible ways of describ-
ing what that context includes.
4.3. Certainty Analysis
Though we saw some increases in performance when adding
text context to the audio context (T0+T1), the differences were
not significant. To probe if participants did make use of the extra
context, we examined the distribution of scores with respect to
certainty across context conditions. The results in Table 2 shows
slight differences in how certain participants were across condi-
tions and formats. We see that participants became more certain
of their scores as additional context was provided in both T1
and T0+T1 conditions, with the trend being more pronounced
in the latter. This indicates that participants were making use
of additional context, even if the performance across conditions
was not significantly different. Interestingly, participants were
slightly more certain with text-only future context (T1, (3,3)),
even though they performed closer to the random baseline in
that condition.
5. Discussion
Overall, the results show that non-lexical context helped partic-
ipants discriminate actual responses from sampled ones. How-
ever, the results of this exploratory study were not entirely con-
clusive, indicating future avenues for research into the how ex-
pectations arise in dialogue.
The context conditions were designed to investigate
whether people make use of additional context information, and
whether this type of information is helpful for this discrimi-
native task. Results in both the text-only and audio+text con-
text conditions remained relatively consistent regardless of how
much additional textual context was provided. One explanation
is that only local the contextual information is needed in this
task very local so additional context isn’t made use of. However,
the certainty analysis (Section 4.3) suggests that participants did
take extended text contexts in account when making decisions,
though it often seemed to lead to incorrect conclusions. This
gap between channel-based expectations about a dialogue and
what actually happened needs further investigation, but we can
note that the discriminative paradigm used here is useful for this
as it allows us to collect a richer, more variable view of listener
expectations than other prediction based tasks.
The differences in mean accuracy between the context for-
mats increased as context was added, which could indicate that
salient information in the lexical context can only be leveraged
when there is enough non-lexical information. More careful
control over the information density of the preceding context
may also help untangle the contributions from different chan-
nels. Similarly, we would want to extend the types of lexical
response we consider. To obtain lexically-equivalent responses,
we needed to identify relatively frequent utterances. This meant
many of our samples are very short backchannel-style turns (e.g.
’yeah’, ’really’) which are known to admit wide prosodic varia-
tion depending on context [25, 26].
The fact that we could only include one audio context turn
is a limitation of the current study, and participants may have
had difficulty integrating information longer contexts were part
text, part audio. This may also account for the dip in perfor-
mance for the future condition (3,3), so further work should
consider adding audio turns after the target response to inves-
tigate the utility of future context. Since Switchboard is made
up of short conversations from many speakers, we couldn’t se-
lect negative samples from only the target speaker (hence give
the full matching audio context). Further work using a differ-
ent speaker data or synthesized speech may help identify long
term channel contributions more precisely. It would also be use-
ful to analyze this data in the light of listener perceptions of
rapport/entrainment, to understand how higher level contextual
factors affect dialogue expectations.
6. Conclusions
In this work, we investigated how human expectations of com-
munication are affected by different degrees of contextual in-
formation across both the lexical and non-lexical channels of
speech. To do so, we presented a novel behavioural task to mea-
sure the isolated effects of lexical and non-lexical context on
people’s ability to discriminate between different prosodic re-
alisations of lexically-equivalent speaker turns in conversation.
The relationships between the channels of speech are complex
and disentangling their effects on perception requires further in-
vestigation. However, these results demonstrate the value of
the non-lexical speech channel: conditioning on the non-lexical
channel of speech increases people’s discriminative ability. In-
terestingly, people were able to leverage extremely local infor-
mation to discriminate between prosodic realisations, achiev-
ing significant performance gains by conditioning on only the
transcript of the preceding turn. This provides evidence for the
feasibility of capturing such information in automatic speech
representations, e.g. self-supervised learning methods which
leverage relatively local context as a training signal.
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