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Abstract
Streaming applications are often implemented as task
graphs, in which data is communicated from task to task
over buffers. Currently, techniques exist to compute buffer
capacities that guarantee satisfaction of the throughput
constraint if the amount of data produced and consumed
by the tasks is known at design-time. However, applications
such as audio and video decoders have tasks that produce
and consume an amount of data that depends on the de-
coded stream. This paper introduces a dataow model that
allows for data-dependent communication, together with an
algorithm that computes buffer capacities that guarantee
satisfaction of a throughput constraint. The applicability
of this algorithm is demonstrated by computing buffer ca-
pacities for an H.263 video decoder.
1. Introduction
Applications that process streams of data are often
mapped on multi-processor systems for performance and
power reasons. These applications include, for instance, au-
dio/video decoding and post-processing. These streaming
applications often have firm real-time requirements, such
as throughput and latency constraints, of which throughput
constraints dominate.
Typically, these applications are implemented as task
graphs, in which data is processed by tasks and communi-
cated over buffers. In our system, tasks only start their ex-
ecution when there is sufficient data in all input buffers and
sufficient space in all output buffers. This execution condi-
tion provides a robust mechanism against buffer overflow,
but leads to a situation in which buffer capacities influence
the throughput of the task graph.
For task graphs in which each task has a fixed ex-
ecution condition that is known before execution of the
graph, techniques exist to compute buffer capacities that are
sufficient to guarantee satisfaction of the throughput con-
straint [14, 16, 19]. However, if tasks have an execution
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Figure 1. H.263 task graph.
condition that can change in every execution depending on
the processed data, then, currently, no techniques exist to
compute buffer capacities that guarantee satisfaction of the
throughput constraint.
The task graph of an H.263 video decoder, as shown in
Figure 1, has data-dependent production and consumption
quanta. In this task graph, we have a block reader (BR), a
variable-length decoder (VLD), a dequantiser (DQ), an in-
verse discrete cosine transform (IDCT), a motion compen-
sator (MC) and a digital-to-analog converter (DAC) task.
The BR task reads blocks from a compact-disc. The num-
ber of bytes consumed, m, by the VLD task and the num-
ber of blocks produced, n, by the VLD task are both data-
dependent. In order to enable the MC task to assemble a
picture, the VLD communicates the number of blocks, 1[n],
to the MC task. The DAC task is required to execute strictly
periodically such that once every period a picture is dis-
played.
The contribution of this paper is a dataflow model
that allows for data-dependent production and consump-
tion quanta together with an algorithm that computes buffer
capacities that are sufficient to guarantee satisfaction of a
throughput constraint.
Our approach to compute buffer capacities for these
dataflow graphs is as follows. First, we check whether the
given graph is a valid input for our buffer capacity algo-
rithm. Then we compute the maximum execution rate of
each task as required to let the task on which the applica-
tion places a throughput requirement execute strictly peri-
odically. These execution rates can be computed, because a
finite interval of values is associated with every parameter,
which allows us to select parameter values that
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Figure 2. Task graph example, where m can
attain a value from the set {2, 3}.
the execution rates. The maximum execution rate together
with the selected parameter value result in a maximum data
transfer rate on each buffer. This maximum transfer rate is
taken as the rate of a linear bound on token transfer times on
that buffer. Using these linear bounds, we compute for each
buffer a minimum difference between the start times of the
tasks such that on this buffer data is produced before it is
consumed. These differences form the constraints in a min-
cost max-flow formulation that results in start times that sat-
isfy these constraints on all buffers and minimise the differ-
ences in start times, which minimises the required buffer ca-
pacities. We will be able to show that these buffer capacities
are also sufficient to guarantee satisfaction of the through-
put constraint for all other possible data transfer rates.
The task graph that is shown in Figure 2 illustrates that
computing buffer capacities in case of data-dependent inter-
task communication has its peculiarities. In this task graph,
task A produces three data items in every execution and
task B consumes either two or three data items in every
execution. In case the consumption quantum equals three
in every task execution, the minimum buffer capacity for
deadlock-free execution is three. However, if the consump-
tion quantum equals two in every task execution, then the
minimum buffer capacity for deadlock-free execution is
four. This example shows that maximising the consumption
quantum does not lead to buffer capacities that are sufficient
for other consumption quanta.
The outline of this paper is as follows. Section 2 dis-
cusses related work. Subsequently, we present our applica-
tion model in Section 3, our analysis model in Section 4,
and the rules to construct an analysis model from an ap-
plication model in Section 5. In Section 6, we discuss in
which cases we allow tasks to communicate the values of
parameters. The algorithm to compute buffer capacities is
presented in Section 7, while this algorithm is applied to an
H.263 video decoder in Section 8. Finally, we conclude in
Section 9.
2. Related Work
Related work can be split up in work that applies quasi
static-order scheduling and work that applies run-time arbi-
tration.
Approaches that construct quasi static-order sched-
ules [2, 3, 5, 12] require the existence of a bounded length
schedule for the (sub)graph. This requires that changes
in production and consumption quanta only occur every
(sub)graph iteration. However, for instance, a variable
length decoder can change its consumption quantum in ev-
ery execution. Furthermore, these approaches do not al-
low for pipelining production or consumption parameter
changes, i.e. they do not allow that part of the (sub)graph
already has a different value for a production or consump-
tion parameter. The approach presented in [15], requires to
change the implementation to a task graph that has constant
production and consumption quanta, i.e. a constant num-
ber of produced or consumed data structures, but a variable
size of the communicated data structure. In Section 8, we
will show that their approach leads to larger buffer capacity
requirements than our approach.
Current approaches that apply run-time arbitration char-
acterise traffic [6, 7, 11] and require that there is a bounded
difference between the upper and lower bounds on traffic,
which implies that production and consumption quanta can
change in every execution, but there has to be a fixed num-
ber of executions over which the amount of productions and
consumptions is constant.
Our approach also applies run-time arbitration in order to
allow tasks to change their productions and consumptions in
every execution, but our approach does not require knowl-
edge about the maximum difference between the upper and
lower bound on transfers.
Cyclo-dynamic dataflow [17] and bounded dynamic
dataflow [13] also apply run-time arbitration to allow for
data-dependent execution rates, but do not provide an ap-
proach to calculate buffer capacities that guarantee satisfac-
tion of a throughput constraint.
Another aspect that is different from related work is the
following. We allow parameters to attain the value zero,
which models conditional execution of tasks. Existing work
that allows conditional execution of tasks, however, has
its drawbacks. For boolean dataflow [3] graphs, we know
that a consistent graph can still require unbounded mem-
ory. For well-behaved dataflow [4], we know that any
graph constructed using the presented rules only requires
bounded memory. However, no procedure is given that de-
cides whether any given – boolean – dataflow graph is a
well-behaved dataflow graph.
In contrast to existing work, we present a simple decision
procedure to check whether any given task graph is a valid
input for the algorithm that computes buffer capacities that
satisfy a throughput constraint.
3. Task Graph
We first define a task graph and analysis model (dataflow
graph) that only allow parameters that are local to tasks and
do not support communication of parameter values between
tasks. This is because, in order to define the constraints we
place on parameter value communication in a precise yet
intuitive way, we require concepts from both task graphs
and dataflow.
We assume that an application is implemented as a task
graph. A task graph is a weakly connected directed graph
T = (W,B, S, ζ, η, κ, χ, ξ, λ). A weakly connected di-
rected graph is a graph for which the underlying undirected
graph is connected. We require that the throughput require-
ment of the application is placed on a task that either does
not have any input buffers or does not have any output
buffers. In such a task graph we have that tasks wa and wb,
with wa, wb ∈ W , can communicate over a cyclic buffer
bab ∈ B. Let bab denote a buffer over which task wa sends
data to task wb. We say that tasks consume and produce
containers on these cyclic buffers, where a container is a
place-holder for data and all containers in a buffer have a
fixed size. Tasks only start an execution when the previous
execution has finished and there are sufficient full contain-
ers on their input buffers and sufficient empty containers on
their output buffers such that the execution can finish with-
out further waiting on container arrivals. The number of
full containers that a task wb requires on buffer bab ∈ B is
parameterised and given by λ(bab). The set of parameters
is given by S. We define λ : B → S, which is the func-
tion that returns the parameterised container consumption
quantum on a particular buffer. Similarly, the number of
full containers that a task wa produces on buffer bab ∈ B,
which equals the number of empty containers that are re-
quired on this buffer, is given by ξ(bab), with ξ : B → S.
With each parameter s ∈ S a finite set of integer values
is associated by χ(s), where we define χ : S → Pf (N).
We let N denote the set of non-negative integer values, and
we let Pf (N) denote the set of all finite subsets of N ex-
cluding the empty subset and the set only consisting of the
value zero. Every execution, a task can change the number
of containers that it consumes and produces. The worst-
case response time is defined as the maximum difference
between the time at which sufficient containers are present
to enable an execution of task wa and the time at which this
execution finishes. The worst-case response time of task wa
is denoted by κ(wa), with κ : W → R+. As in [20], we
allow tasks to be scheduled at run-time by arbiters that can
guarantee a worst-case response time given the worst-case
execution times and the scheduler settings, i.e. the guaran-
tee is independent of the rate with which tasks start their
execution. This class of schedulers, for instance, includes
time-division multiplex and round-robin. The capacity of a
cyclic buffer b is given by ζ(b), with ζ : B → N, while the
number of initially filled containers is given by η(b), with
η : B → N.
4. Analysis Model
Our analysis model is Variable-Rate Dataflow (VRDF).
A VRDF graph G = (V,E, P, δ, ρ, φ, pi, γ) is a directed
graph that consists of a finite set of actors V and a finite
set of edges E. A firing of an actor is enabled when on all
input edges of the actor sufficient tokens are present. The
number of tokens that are required on an edge e ∈ E in a
particular firing is parameterised, and given by γ(e). The
set of parameters is given by P . We define γ : E → P ,
which gives the parameterised number of tokens consumed
in any firing, i.e. the parameterised token consumption
quantum, on a particular edge. Similarly, the parameterised
number of tokens produced in any firing, i.e. the parame-
terised token production quantum, is given by pi(e), where
we define pi : E → P . With each parameter p ∈ P a finite
set of integer values is associated by φ(p), where we de-
fine φ : P → Pf (N). Here we define Pf (N) as the set of
all finite subsets of the non-negative integers excluding the
empty set and the set containing only the value zero. The
number of initial tokens on edge e is given by δ(e), with
δ : E → N, while the response time of an actor v ∈ V is
given by ρ(v), with ρ : V → R+. An actor v consumes its
tokens in an atomic action at the start of a firing and pro-
duces its tokens in an atomic action ρ(v) later at the finish
of the firing. An actor does not start a firing before every
previous firing has finished.
We define the following convenience functions. For an
actor vi, the function E(vi) provides the set of edges adja-
cent to vi, while for a parameter p the function E(p) pro-
vides the set of edges with token transfer quanta that are
equal to p. Furthermore, for an actor vi, the function P (vi)
provides the union of the set of parameters that are token
production quanta on edges from vi and the set of parame-
ters that are token consumption quanta on edges to vi.
consistency On each edge of a VRDF graph the parame-
terised production and consumption quanta specify a rela-
tion between the execution rates of the two adjacent actors.
If there are two directed paths that connect a given pair of
actors and that specify inconsistent relations between the
execution rates of this pair of actors, then either for any fi-
nite number of initial tokens this sub-graph will deadlock or
there is an unbounded accumulation of tokens. Therefore,
in order to verify whether there exists a bounded number
of initial tokens that is sufficient to satisfy the throughput
constraint, we need to check whether the relation between
the execution rates of each pair of actors is strongly con-
sistent [1, 8] over all paths between these two actors. We
define strong consistency as the requirement that the con-
straints on execution rates are consistent for every valuation
of the token transfer parameters.
On an edge e from actor va to actor vb, we have the re-
quirement that qa · pi(e) = qb · γ(e) should hold, where ac-
tor va fires proportionally qa times and actor vb fires propor-
tionally qb times. Similarly to [8], we collect all these re-
quirements in matrix notation, i.e. we require a non-trivial
(symbolic) solution to exist for Ψq = 0, to verify whether
a VRDF graph is strongly consistent. The matrix Ψ is a
|E| × |V | matrix, where
Ψij =


pi(ei) if ei = (vj , vk)
−γ(ei) if ei = (vk, vj)
pi(ei)− γ(ei) if ei = (vj , vj)
0 otherwise
In the matrix Ψ, each parameter p that can only attain a
single value, i.e. |φ(p)| = 1, is substituted by this value.
Definition 1 (Monotonic execution in the start times)
A dataow graph executes monotonically in the start times
if no decrease ∆ in the start time of any ring can lead to
an increase in the start time of any other ring.
A VRDF graph executes monotonically in the start
times. This is because the firing rules and token produc-
tion rules of a firing are independent of the start time of the
firing. Therefore, if a firing starts earlier, then tokens will
only be produced earlier, which only leads to an earlier en-
abling and start of other actors.
Definition 2 (Linear execution in the start times)
A dataow graph has linear temporal behaviour if a delay
∆ in the start times cannot lead to delay larger than ∆ for
any start time of any ring.
A VRDF graph has linear temporal behaviour, because a
start time that is delayed by ∆ can only lead to token pro-
ductions that are delayed by maximally ∆. These tokens
can delay another start time by maximally ∆, and so on.
The functional behaviour of VRDF graphs is determinis-
tic in the sense that it is schedule independent, because the
firing rule is sequential [10], i.e. production and consump-
tion quanta are selected independently of the token arrival
times.
5. Construction of Analysis Model
We construct a VRDF graph G = (V,E, P, δ, ρ, φ, pi, γ)
from a task graph T = (W,B, S, ζ, η, κ, χ, ξ, λ) as follows.
Every task w ∈ W is modelled by an actor v ∈ V , where
the response time of the actor equals the worst-case re-
sponse time of the task, i.e. ρ(v) = κ(w). A buffer bab ∈ B
from task wa to task wb is modelled by two edges in op-
posite direction between the actors that model the tasks,
i.e. edges eab, eba ∈ E are added if va models wa and vb
models wb. The number of initial tokens on edge eab cor-
responds with the number of initially filled containers on
buffer bab, i.e. δ(eab) = η(bab). The number of tokens on
edge eba corresponds with the remaining initial containers
on bab, i.e. δ(eba) = ζ(bab)− η(bab).
Every parameter s ∈ S is modelled by a parameter
p ∈ P that has the same set of values associated with
it, i.e. φ(p) = χ(s). Given that eab and eba together
model buffer bab. If the number of containers produced on
buffer bab equals s, then the number of tokens produced
on edge eab in the VRDF graph equals p, where p mod-
els s. In every firing, the number of tokens consumed from
edge eba equals the number of tokens produced on edge eab,
i.e. γ(eba) = pi(eab). The number of tokens consumed per
firing from edge eba models the number of empty containers
that are required for taskwa to start. Further, we have that if
the number of containers consumed from buffer bab equals
s′, then the number of tokens consumed from edge eab
equals p′, where p′ models s′. In every firing, the number
of tokens produced on edge eba equals the number of tokens
consumed from edge eab, i.e. pi(eba) = γ(eab). Throughout
this paper, actor vτ models the task of which the application
requires a strictly periodic execution with period τ .
6. Parameter distribution
In principle, it is required that every parameter is only
associated with a single task. The only exception is that
we do allow for every parameter s ∈ S one buffer bab over
which the values of parameter s are communicated to an-
other task. In Figure 3 buffer bab communicates the value
of parameter s. Of this buffer bab, we require that the con-
tainer production and consumption quanta are constant and
equal to one, i.e. ξ(bab) = λ(bab) = 1, and that there are
no initially filled containers on this buffer, i.e. η(bab) = 0.
Furthermore we require that this buffer is from a task wa
that does not have any container consumption quantum that
is parameterised in s to a task wb that does not have any
container production quantum that is parameterised in s.
This construct allows both tasks to have container trans-
fer quanta that are parameterised in parameter s, as for ex-
ample shown in task graph Ts of Figure 3 on the edges to
and from the sub-graph T ′s. For this purpose we introduce
the function ψ, which returns the parameter value that is
communicated over a buffer. The function ψ is defined as
ψ : B → S ∪{ε}, where ε is an undefined parameter value.
Similarly, we introduce the function ϕ, which returns the
parameter value that is communicated over an edge. The
function ϕ is defined as ϕ : E → P ∪ {}, where  is an
undefined parameter value. Given a buffer bab from wa to
wb with ψ(b) = n and given actor va that models wa, actor
vb that models wb, edges eab and eba that model buffer bab,
and parameter p that corresponds with parameter s. Then
ϕ(eab) = p and ϕ(eba) = . In the task graph of Fig-
ure 3, the annotation at the end points of an edge denote
the paremeterised container transfer quantum. In case that
the value of a parameter is transferred, then this is denoted
by a parameter between square brackets after the container
transfer quantum, which is required to be one. Communi-
cation of undefined values is not depicted in the task graphs
or dataflow graphs.
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Figure 3. Task graph Ts and sub graph T ′s,
with, for instance, χ(s) = {0, 1}.
We know that a strongly consistent Boolean Dataflow
graph does not always execute in bounded memory [3].
By placing the following restriction we only allow VRDF
graphs for which strong consistency implies execution in
bounded memory. Informally stated, the restriction is that
the repetition vector of the VRDF graphGp that models task
graph Ts of Figure 3 has repetition rates for actors va and vb
that are both equal to one, i.e. qa = qb = 1. This enforces
a clear relation between the parameter values on edge eab
and the tokens on paths from va to vb through VRDF sub-
graph G′p, which models T
′
s, since every firing of va pro-
duces one token on eab enabling one execution of vb and
also produces just enough tokens on the paths through G′p
to enable one execution of vb. After vb has fired we have
that on all edges tokens have returned to the edges on which
they were initially placed. The tokens on eab that contain
parameter values thus each relate to an iteration of Gp. A
situation that is not allowed for the graph shown in Figure 3
is the situation in which T ′n consists of a task wx that pro-
duces and consumes two containers in every firing, resulting
in qa = qb = 2 and qx = n in the VRDF graph Gp. This
is because s could first be equal to one and could subse-
quently be zero for an unbounded number of executions of
wa, leading to an unbounded accumulation of containers on
buffer bab.
More formally stated, the restriction for every parameter
s that is a container production quantum of task wa and a
container consumption quantum of wb is as follows. Let
va model wa, let vb model wb and let p model s. Then we
define sub-graph Gp as the graph that includes all simple
directed paths from va to vb and from vb to va of which
each such simple directed path includes edges from E(p).
It is required that the repetition rate of va and vb in the graph
Gp equals one.
In a strongly consistent and strongly connected VRDF
graph, we can construct Gp as follows. First we check that
for every parameter p there is not more than one edge in the
VRDF graph that communicates the values of parameter p.
Given such an edge e from va to vb, we know that va sends
the values of parameter p to vb. Now, we need to find the
sub-graph G′p formed by the set of actors V
′
p and edges E
′
p
that are on a simple directed path from va to vb or vice versa,
where these paths start with an edge that has a token produc-
tion quantum parameterised in p and end with an edge that
has a token consumption quantum that is parameterised in
p. Since all actors in V ′p have a simple directed path to va
and vb that contains a token transfer quantum that is param-
eterised in p, consistency tells us that the actors in V ′p do not
have a simple directed path to va or vb that does not have
a token transfer quantum that is parameterised in p. This
means that removal of all edges that have a token transfer
quantum that is parameterised in p leads to disconnection
of the actors V ′p from va and vb. Since the sub-graph G
′
p is
still strongly connected, a breadth-first search from one of
the actors in V ′p will find all actors in V
′
p .
7. Buffer Capacities
In this section, we will first present an algorithm, which
selects parameter values that maximise the execution rate of
each actor relative to vτ . From the relation between execu-
tion rates and the required period of vτ , we derive for each
actor the minimal time between subsequent starts. Subse-
quently, the selected parameter values and derived mini-
mum time between subsequent starts result in a token trans-
fer rate. This token transfer rate will be the slope of linear
bounds on token production and consumption times. Given
such a bound, we will define a schedule for that actor, which
is thus specific for that actor on the edge under considera-
tion. Given these linear bounds on each edge we can de-
rive a minimum difference between the start times of the
actors adjacent to this edge. For this difference holds that
tokens are produced before they are consumed if this edge
and its adjacent actors are considered in isolation. These
differences form the constraints in a min-cost max-flow for-
mulation that results in start times that satisfy these con-
straints and minimise the differences in start times, which
minimises the required number of initial tokens. Subse-
quently, in Section 7.4, we will first show that for the se-
lected parameter values, these schedules per edge are in fact
all the same for each actor. Then we will show that for pa-
rameter values different from the selected parameter values
the computed number of initial tokens is still sufficient to
let vτ execute strictly periodically.
7.1. Maximum Execution Rates
In this section we derive the token transfer quanta that
lead to the maximum execution rate of each actor relative to
the execution rate of actor vτ .
Algorithm 1 results in a graph in which each actor needs
to execute with the highest rate in order to let vτ execute
strictly periodically, while still only requiring a bounded
number of initial tokens on every edge.
On any edge eab, we have the balance equation
qa · pi(eab) = qb · γ(eab). If, for every edge, the execution
rates satisfy this equation then a bounded number of initial
tokens is required. It is clear from the balance equation that
qa/qb is maximised if γ(eab)/pi(eab) is maximised, which im-
plies maximising γ(eab) and minimising pi(eab). On edge
Algorithm 1 Determine quanta that result in maximum ex-
ecution rate of each actor relative to vτ .
1. compute the minimum distance in number of edges
from each actor vi to vτ , i.e. d(vi), with a breadth-first
search from vτ
2. visit the actors in a breadth-first fashion from vτ and
for each vi ∈ V and for each p ∈ P if A(vi, p) ∧
B(vi, p) holds then p¯ = pˇ, otherwise p¯ = pˆ
A(vx, u) =∃e ∈ E • ((e = exy ∧ pi(exy) = u)∨
(e = eyx ∧ γ(eyx) = u)) ∧ d(vy) < d(vx)
B(vx, u) =@vy ∈ V • d(vy) < d(vx) ∧ u ∈ P (vy)
eba, we have that qa/qb is maximised if γ(eba) is minimised
and pi(eba) is maximised. This provides the rationale behind
Algorithm 1, which takes the minimum value for a parame-
ter local to vi if it is used as a token transfer quantum on an
edge ei to or from an actor that is closer to vτ than vi, and
takes the maximum value otherwise.
By solving the balance equations for the resulting valu-
ation of the parameters, we can derive ω(vi), which is the
minimum time between subsequent starts of actor vi. This
is because we know that vτ is required to fire with period τ
and that any actor vi maximally fires qi/qτ times as often as
vτ , while still executing in bounded memory. This means
that ω(vi) = qτ/qi · τ .
From now on, for any parameter p, let p¯ denote the se-
lected value for parameter p in the just described procedure
that derives the maximum execution rates.
7.2. Minimum Start Time Differences
Given two actors va and vb, and an edge eab. On
edge eab, pi(eab) = m, γ(eab) = n, with m,n ∈ P , and
δ(eab) = d. We define αˆp(x, eab, σ(va, eab)) as the linear
upper bound on the production time of token x on eab under
schedule σ(va, eab), while αˇc(x, eab, σ(vb, eab)) is the lin-
ear lower bound on the consumption time of token x on eab
under schedule σ(vb, eab). With qa · m¯ = qb · n¯, we have,
by construction, that ω(va)/m¯ = ω(vb)/n¯, which we take as
the rate of both linear bounds.
Let Π(f, eab) be the cumulative number of tokens pro-
duced on edge eab in firings one up to and including firing f ,
with f ∈ N∗ and Π(0, eab) = δ(eab), where N∗ is the set
of positive integers. We define the start time of firing f in
schedule σ(va, eab) for va on edge eab by
s(va, f, σ(va, eab)) = s(va, 1, σ(va, eab))+
ω(va)
m¯
(Π(f − 1, eab)− δ(eab)) (1)
We require that all schedules defined for an actor have an
equal start time for the first firing of this actor.
tim
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Figure 4. Token production and consumption
schedules on one buffer, with parameter n
and φ(n) = {2, 3}.
This schedule implies that token Π(f − 1, eab) + 1
up to and including token Π(f, eab) are produced at
s(va, f, σ(va, eab)) + ρ(va). A linear upper bound on the
production time of token x, with x ∈ N∗, on edge eab with
schedule σ(va, eab) is therefore
αˆp(x, eab, σ(va, eab)) = s(va, 1, σ(va, eab))+
ρ(va) +
ω(va)
m¯
(x− δ(eab)− 1) (2)
As illustrated in Figure 4, this bound is exact for the pro-
duction time of token Π(f − 1, eab) + 1 given schedule
σ(va, eab).
Let Γ(f, eab) be the cumulative number of tokens con-
sumed from edge eab in firings one up to and including fir-
ing f , with f ∈ N∗ and Γ(0, eab) = 0. We define the start
time of firing f in schedule σ(vb, eab) for vb on edge eab by
s(vb, f, σ(vb, eab)) = s(vb, 1, σ(vb, eab))+
ω(vb)
n¯
Γ(f − 1, eab) (3)
This means that token Γ(f−1, eab)+1 up to and includ-
ing token Γ(f, eab) are consumed at s(va, f, σ(va, eab)).
An upper bound on Γ(f, eab) is given by Γ(f − 1, eab) +
γˆ(eab). A linear lower bound on the consumption time
of token x, with x ∈ N∗, from edge eab with schedule
σ(vb, eab) is therefore
αˇc(x, eab, σ(vb, eab)) = s(vb, 1, σ(vb, eab))+
ω(vb)
n¯
(x− γˆ(eab)) (4)
As illustrated in Figure 4, the bound is exact in case
Γ(f, eab) = Γ(f − 1, eab) + γˆ(eab) given schedule
σ(vb, eab).
Since, on any edge, tokens can only be consumed
after they have been produced, we have that for ev-
ery token x, αˇc(x, eab, σ(vb, eab)) ≥ αˆp(x, eab, σ(va, eab))
should hold. After substitution of Equations (2) and (4) to-
gether with the knowledge that ω(va)/m¯ = ω(vb)/n¯, this im-
plies that
s(vb, 1, σ(vb, eab))− s(va, 1, σ(va, eab)) ≥
ω(va)
m¯
(γˆ(eab)− δ(eab)− 1) + ρ(va) (5)
7.3. Network Flow Problem
Similar as in [19], we interpret the predefined number of
initial tokens on an edge as a constraint, which influences
the constraint stated in Equation (5) on the minimal differ-
ence in start times of the adjacent actors. These differences
form the constraints in the network flow problem in Algo-
rithm 2 that minimises the start times of all actors relative to
the start time of a dummy-actor v0. This implies minimising
the differences in start times. If there is a solution that satis-
fies the constraints then a sufficient number of initial tokens
can be computed with the resulting start times together with
the bounds on token production and consumption times.
This is done by rewriting Equation (5) to Equation (6). We
take as number of initial tokens the smallest integer value
that satisfies the constraint in Equation (6). Note that the
predefined number of initial tokens were a constraint on the
start times, and that given the start times computed in the
network flow problem we now derive a, possibly smaller,
number of tokens that is sufficient given these start times.
δ(eab) ≥ γˆ(eab)− 1 +
m¯
ω(va)
(
ρ(va)+
s(va, 1, σ(va, eab))− s(vb, 1, σ(vb, eab))
)
(6)
The start times of the first firings of each actor are com-
puted as follows. We construct a graph G0 from a VRDF
graphG as follows. We extend the VRDF graph with an ad-
ditional actor v0, V0 = V ∪{v0}, and extend the set E with
edges from v0 to every actor in V . We define the valuation
function β : E → R, where for edge eab ∈ E we define
β(eab) =
ω(va)
m¯
(γˆ(eab)− δ(eab)− 1) + ρ(va) (7)
while for every edge e adjacent to v0 we have β(e) = 0.
Subsequently, we solve the network flow problem in Algo-
rithm 2.
7.4. Sufficiency of Buffer Capacities
In this section, Theorem 1 will provide us with a ref-
erence result that says that if all parameters p have value
p¯, then vτ can execute strictly periodically. Subsequently,
Lemmas 1, 2, 3, 4, and 5 will help in establishing Theo-
rem 2, which states that vτ can execute strictly periodically
if there are no parameters shared by two actors. This section
is concluded by Lemmas 6 and 7 that support the proof of
Algorithm 2 Start time computation
min
∑
vi∈V
s(vi)
subject to
s(vj)− s(vi) ≥ β(eij) ∀eij ∈ E0
s(v0) = 0
Theorem 3, which states that vτ can execute strictly periodi-
cally, even if parameters are shared by two actors, given the
number of initial tokens as computed in the previous sec-
tion. The discussion in this section assumes that each actor
vi has a constant response time. However, since a VRDF
graph is monotonic in the start times and smaller response
times can only lead to earlier token production times and
earlier actor enabling times, the results of this section are
also valid if ρ(vi) is an upper bound of the response time of
actor vi.
Theorem 1 If each parameter p ∈ P has value p¯, then the
number of initial tokens computed with Equation (6) is suf-
cient to let vτ execute strictly periodically with period τ .
Proof. With constant parameter values a VRDF graph
is a multi-rate dataflow graph [9]. The reasoning now fol-
lows [18]. With constant parameter values, the difference
between subsequent start times in the constructed schedules
is constant and equals ω(vi). For each actor vi, ω(vi) is de-
rived using the execution rates to translate the period of vτ .
Given for each actor a schedule in which the difference be-
tween subsequent starts is ω(vi) and given parameter value
p¯, the linear bounds are conservative for the resulting to-
ken production and consumption times. Since Algorithm 2
computes start times given these bounds and Equation (6)
gives a number of tokens based on these linear bounds, the
resulting number of tokens is sufficient to enable for each
actor vi the schedule in which the difference between sub-
sequent start times is ω(vi). 
Lemma 1 states that in any schedule constructed for an
actor on an edge, we have that the difference between sub-
sequent starts is proportional to the token transfer quantum
by that actor on that edge.
Lemma 1 Given an actor vi and a parameter p ∈ P (vi)
that has value pf in ring f of vi. Then on all edges
e ∈ E(p) the difference between the starts of rings f + 1
and f , with f ∈ N∗, of vi under schedule σ(vi, e) is
ω(vi)
p¯
· pf (8)
Proof. In case vi produces on e, with pi(e) = p and
a production quantum of pf in firing f , then according to
Equation (1), we have that
s(v, f + 1, σ(vi, e))− s(v, f, σ(vi, e)) =
ω(vi)
p¯
(Π(f, ei)−Π(f − 1, e)) =
ω(vi)
p¯
· pf (9)
In case vi consumes from e, with γ(e) = p and a con-
sumption quantum of pf in firing f , then according to Equa-
tion (3), we have that
s(v, f + 1, σ(vi, e))− s(v, f, σ(vi, e)) =
ω(vi)
p¯
(Γ(f, e)− Γ(f − 1, e)) =
ω(vi)
p¯
· pf (10)

Definition 3 For two schedules σ1 and σ2 that determine
start times of vi, we have σ1 ≤ σ2 iff the start time of every
ring f in σ1 is not later than the start time of f in σ2, i.e.
σ1 ≤ σ2 ⇔ ∀f ∈ N
∗ • s(vi, f, σ1) ≤ s(vi, f, σ2) (11)
Definition 4 For every actor vi and edge e ∈ E(vi), sched-
ule σ(vi, e) is the constructed schedule of actor vi on edge
e, which can be linearly bounded and of which the start time
of the rst ring is computed in Algorithm 2.
Definition 5 For every actor vi and edge e ∈ E(vi), sched-
ule σ¯(vi, e) is the schedule σ(vi, e) of actor vi on edge e for
parameter value p¯, with p equal to the token transfer quan-
tum of vi on e.
Definition 6 For actor vj and edge eij , schedule σ(vj , eij)
is valid, denoted valid(σ(vj , eij)), iff for every token x ∈ N∗
the production time of token x on eij is earlier than or equal
to the consumption time of token x on eij .
Definition 7 For every actor vi, schedule σ(vi) is a con-
structed schedule of actor vi given by
σ(vi) = max({σ(vi, e)|e ∈ E(vi)}) (12)
The schedule that is defined by Equation (12) is a sched-
ule that is constructed independently of token arrival times.
Definition 8 defines when this constructed schedule is valid
with respect to token arrival times.
Definition 8 For actor vj , schedule σ(vj) is valid, denoted
valid(σ(vj)), iff for every token x ∈ N∗ and every edge
eij ∈ E(vj), the production time of token x on eij is earlier
than or equal to the consumption time of token x on eij .
In Definition 6, a constructed schedule on an input edge
is defined valid if token consumption times are not ear-
lier than token production times. Definition 9, defines the
schedule on an output edge of an actor to be valid if (1) the
constructed schedule of the actor equals the schedule on this
output edge and (2) on all input edges of this actor tokens
arrive in time to enable the constructed schedule of this ac-
tor.
Definition 9 For actor vi and edge eij , schedule σ(vi, eij)
is valid, denoted valid(σ(vi, eij)), iff σ(vi) is valid and
σ(vi) = σ(vi, eij).
Assumption 1 Any parameter p that is shared by two ac-
tors has a constant value p¯.
∀p ∈ P ∃vi, vj ∈ V • vi 6= vj =⇒ p = p¯ (13)
Under Assumption 1, we only have parameters that
are local to an actor and parameters that are constants.
Lemma 2 states that under this assumption, we have for
any actor that if tokens arrive in time for all schedules con-
structed per edge, then tokens also arrive in time for the
schedule constructed for the actor. This is a non-trivial re-
sult, because the schedule of the actor has later start times
than the schedules constructed per edge, which implies that
it produces tokens later.
Lemma 2 Given Assumption 1. Then the following holds
∀vj ∈ V •
(
∀eij ∈ E(vj) • valid(σ(vj , eij))
)
=⇒
valid(σ(vj)) (14)
Proof. Equation (12) states that ∀e ∈ E(vj) • σ(vj) ≥
σ(vj , e), i.e. σ(vj) has token production times that are later
than or equal to σ(vj , e).
Consistency tells us that there is no simple cycle that has
only a single occurrence of a token transfer quantum that
is parameterised in a non-constant parameter p. Given As-
sumption 1, this means that every directed path from vj to
vj that starts with an edge e1 ∈ E(p) ends with an edge
e2 ∈ E(p). Since all schedules constructed for an actor
have an equal start time for the first firing of this actor,
Lemma 1 tells us that σ(vj , e1) = σ(vj , e2).
Similarly, by consistency, any directed path from vj to vj
that starts with an edge e1 on which vj has a constant token
production quantum ends with an edge e2 on which vj has
a constant token consumption quantum. Since all schedules
constructed for an actor have an equal start time for the first
firing of this actor and the considered quanta are constant,
Lemma 1 tells us that σ(vj , e1) = σ(vj , e2).
Since a VRDF graph has linear temporal behaviour, a
delay ∆ = s(vj , f, σ(vj)) − s(vj , f, σ(vj , e1)) in token
production times of firing f of vj on an edge e1 leads to
token arrival times on any corresponding edge e2 that are
maximally delayed by ∆. According to Definition 6, if
valid(σ(vj , e2)), then tokens arrive before the token con-
sumption times that follow from schedule σ(vj , e2). In
this case, since both token production times following from
σ(vj , e1) and token consumption times following from
σ(vj , e2) are delayed by ∆ in the same firing, tokens ar-
rive in time to enable schedule σ(vj). Since this holds for
all pairs e1 and e2 this implies that Equation (14) is true. 
Lemma 3 determines on which edge of an actor the to-
ken transfer parameter gets selected the minimum value in
Algorithm 1. This result is used in Lemma 4 to establish
which of the schedules constructed per edge determines the
schedule constructed for the actor.
Lemma 3 Given Assumption 1, an actor vi and a parame-
ter p ∈ P (vi). Then Algorithm 1 selects p¯ = pˇ iff there is
a simple directed path from vi to vτ that includes an edge
from E(p).
Proof. ⇒ We have that for parameter p, Algorithm 1
selects p¯ = pˇ, if (1) there is an edge eij with pi(eij) = p and
d(vi) > d(vj) or (2) there is an edge ehi with γ(ehi) = p
and d(vi) > d(vh). By construction of VRDF graphs, we
have that the existence of an edge ehi, with γ(ehi) = p and
d(vi) > d(vh), implies the existence of an edge eih, with
pi(eih) = p and d(vi) > d(vh). This means we can restrict
our focus to case (1). We have that d(vi) > d(vj) implies
that there is a simple directed path from vj to vτ that does
not include vi. Appending this simple directed path to eij
creates the required simple directed path.
⇐ If there is a simple directed path from vi to vτ that
includes an edge from E(p), then, by consistency, every
simple directed path from vi to vτ includes an edge from
E(p). This implies the existence of an edge eij ∈ E(p) to
actor vj with d(vj) < d(vi), where vj is allowed to equal
vτ . If there is such an edge, then Algorithm 1 selects p¯ = pˇ.

Lemma 4 Given Assumption 1. Then the following holds
∀vi ∈ V \ {vτ} ∃eij ∈ E(vi) • vi 6= vj ∧
d(vj) ≤ d(vi) ∧ σ(vi) = σ(vi, eij) (15)
Proof. For any parameter p of actor vi, we can have (1)
p¯ = pˆ, or (2) p¯ = pˇ, or (3) p¯ = pˆ = pˇ, i.e. the parameter is
a constant.
If the token transfer parameter of vi on edge e1 falls
into case (1), then σ(vi, e1) ≤ σ¯(vi, e1). Else if the to-
ken transfer parameter of vi on edge e2 falls into case (2),
then σ(vi, e2) ≥ σ¯(vi, e2). Otherwise if the token trans-
fer parameter of vi on edge e3 falls into case (3), then
σ(vi, e3) = σ¯(vi, e3).
If there is an edge eij with vi 6= vj ∧ d(vj) ≤ d(vi),
then this edge is on a simple directed path from vi to vτ .
Given Assumption 1, Lemma 3 now tells us that parame-
ter p = pi(eij) has p¯ = pˇ. This implies that eij falls into
case (2) or (3). By consistency, we have that all parame-
ters q ∈ P (vi) \ {p} are not on a simple directed path to
vτ . Which, by Lemma 3, means that q¯ = qˆ, which implies
that parameters local to vi and different from p fall into case
(1) or (3).
This means that if there is an edge eij with vi 6= vj ∧
d(vj) ≤ d(vi), where pi(eij) = p, then σ(vi, eij) ≥
σ¯(vi, eij) and for all edges e ∈ E(vi) \ E(p), σ(vi, e) ≤
σ¯(vi, e).
By Theorem 1, we have that ∀e, e′ ∈ E(vj) • σ¯(vj , e) =
σ¯(vj , e
′). Since σ(vi) = max({σ(vi, e)|e ∈ E(vi)}), we
have that if there is such an edge eij , with vi 6= vj∧d(vj) ≤
d(vi), then σ(vi) is determined by σ(vi, eij). Since vi 6= vτ
there is always such an edge eij . 
Lemma 5 states that if, under the constructed schedule
for an actor, the schedule on an output edge remains within
its bounds, then on this edge tokens arrive in time to enable
the schedule of the token consuming actor constructed for
this edge.
Lemma 5 The following holds.
∀eij ∈ E • valid(σ(vi, eij)) =⇒ valid(σ(vj , eij)) (16)
Proof. According to Definition 9, we have that
valid(σ(vi, eij)) is true iff valid(σ(vi)) and σ(vi, eij) =
σ(vi). This means that valid(σ(vi, eij)) is true if on all
input edges of vi tokens arrive before they are consumed,
and that the constructed schedule of actor vi is the con-
structed schedule of vi on edge eij that can be linearly
bounded. This implies that token production times on eij
are conservatively bounded by the linear upper bound on
production times. Furthermore token consumption times in
schedule σ(vj , eij) are conservatively bounded by the linear
lower bound on consumption times. Since these bounds are
taken into account when computing start times for sched-
ules σ(vi, eij) and σ(vj , eij) in Algorithm 2, Equation (16)
holds. 
In Theorem 2, the graph is traversed from actors that are
furthest away from vτ to actors that are closer to vτ . For
any actor we will show that if on all edges from actors that
are closer to vτ tokens arrive on time, i.e. Assumption 2
holds, and on all edges from actors further away from vτ
tokens arrive on time, then this actor produces its tokens
on all edges to actors closer to vτ on time. As we traverse
the graph, Assumption 2 applies to ever fewer actors until it
only applies to vτ . The proof is concluded by showing that
in fact this assumption holds for vτ .
Assumption 2 For actor vj holds that on all edges eij with
d(vi) ≤ d(vj) holds that valid(σ(vj , eij)).
Theorem 2 Given Assumption 1, then the number of initial
tokens as computed by Equation (6) is sufcient to let vτ
execute strictly periodically with period τ .
Proof. The proof is by structural induction over the
breadth-first tree as constructed in Algorithm 1.
Base step. Let actor vi be a leaf of this tree, then given
Assumption 2 it holds that σ(vi) is valid. This implies that,
on any output edge e of actor vi, we have valid(σ(vi, e)).
This is because Lemma 4 states σ(vi) = σ(vi, e).
Induction step. For any actor vj , if on all edges
ekj from actors vk, with d(vk) > d(vj), it holds that
valid(σ(vj , ekj)), and on all edges ehj from actors vh, with
d(vh) ≤ d(vj), it holds that valid(σ(vh, ehj)), i.e. Assump-
tion 2 holds, then valid(σ(vj)) holds. With valid(σ(vj))
true, we have, by Lemma 4, that on all edges ejl, with
d(vl) ≤ d(vj), valid(σ(vj , ejl)).
Together with Lemma 5, this means that starting from
the leaves of the breadth-first tree, we can traverse the tree
in a breadth-first manner back to vτ to reach the conclusion
that valid(σ(vτ )) given Assumption 2.
However, for actor vτ Assumption 2 holds per construc-
tion. This is because there are no actors with a smaller than
or equal distance, which implies that we only need to check
edges from vτ to itself. For each p ∈ P (vτ ), we have p¯ = pˆ.
By Lemma 1, this implies that ∀e ∈ E(vτ ) • σ(vτ , e) ≤
σ¯(vτ , e) = σ(vτ ). Any edge eττ from vτ to itself needs,
by consistency, to have the same token production and con-
sumption quantum. This implies that the schedule of the to-
ken producer, i.e. σ(vτ , eττ ) and the schedule of the token
consumer, i.e. σ(vτ , eττ ), are delayed by the same delay ∆,
which implies that tokens arrive in time. 
The next part of this section shows that Theorem 2 also
holds if Assumption 1 is removed, i.e. if we allow parame-
ters that are shared by two actors. We first show Lemma 6,
which states that the schedule constructed per actor never
has earlier start times than the schedules constructed for
the parameter values p¯. Together with the fact that for any
shared parameter p, we have p¯ = pˆ, this will imply that the
schedules constructed for the edges with token transfer pa-
rameter p will never determine the constructed schedule of
the actor. In other words, there is always another edge for
which the constructed schedule has later start times than the
edge with the shared parameter.
Lemma 6 The following holds
∀vi ∈ V ∀e ∈ E(vi) • σ¯(vi, e) ≤ σ(vi) (17)
Proof. For actor vτ , we have by construction that for all
edges e ∈ E(vτ ) that σ¯(vτ , e) = σ(vτ ).
Every actor vi 6= vτ has an edge eˇ that is on a simple
directed path to vτ . Let the token transfer quantum of vi on
eˇ equal parameter p. There are three cases for p: (1) p¯ = pˆ,
or (2) p¯ = pˇ, or (3) p¯ = pˆ = pˇ, i.e. p is constant.
By construction of VRDF graphs, we have that if p falls
into case (1), then there has to be an edge eij ∈ E(vi)\E(p)
that is on a simple directed path to vτ that transfers the value
of p to another actor, and has constant token transfer quanta,
i.e. the token production parameter of eij falls into case (3).
Therefore, every actor different from vτ always has a token
production parameter that falls into case (2) or (3).
If p falls into case (2) or (3), then it follows from
Lemma 1 that for all values of p, σ¯(vi, eˇ) ≤ σ(vi, eˇ). It fol-
lows from Equation (12) that ∀e ∈ E(vi)•σ(vi, e) ≤ σ(vi),
which implies that σ¯(vi, eˇ) ≤ σ(vi, eˇ) ≤ σ(vi).
Since Theorem 1 states that ∀e, e′ ∈ E(vi) • σ¯(vi, e) =
σ¯(vi, e
′), it follows that ∀e ∈ E(vi) • σ¯(vi, e) ≤ σ(vi). 
Lemma 7 shows that if an actor uses a shared parameter
p and tokens arrive on time for the constructed schedule of
this actor for parameter value p¯, then tokens also arrive on
time for the constructed schedule of this actor for any other
value of p.
Lemma 7 Given two actors va, vb ∈ V , with va 6= vb
and p ∈ P (va) ∩ P (vb) 6= ∅. Then if valid(σ(va)) and
valid(σ(vb)) for value p¯, then valid(σ(va)) and valid(σ(vb))
for every value of p.
Proof. Let edge eab be the edge that transfers the values
of parameter p, i.e. with ϕ(eab) = p. By construction of
VRDF graphs there are no initial parameter values on this
edge, i.e. δ(eab) = 0. Furthermore, pi(eab) = γ(eab) = 1,
which implies that qa = qb and ω(va) = ω(vb). Since
there are no initial tokens on eab, the value of p used in
firing f ∈ N∗ of va equals the value of p used in firing f
of vb. Let there be edges eax and eyb, with pi(eax) = p and
γ(eyb) = p. It follows from Lemma 1 that the difference
between the start times of firings f + 1 and f in σ(va, eax)
equals the difference between the start times of firings f+1
and f in σ(vb, eyb).
By construction of VRDF graphs, we have that for every
p ∈ P (va) ∩ P (vb) 6= ∅ we have that p¯ = pˆ. By Lemma 1,
this implies that σ(va, eax) ≤ σ¯(va, eax) and σ(vb, eyb) ≤
σ¯(vb, eyb).
Since, by Lemma 6, σ¯(va, eax) ≤ σ(va), a value of p
smaller than p¯ = pˆ leads to a difference between the actual
start time of va and the start time according to σ(va, eax)
that is increased by ∆ ≥ 0. Similarly, since we have by
Lemma 6 that σ¯(vb, eyb) ≤ σ(vb), a value of p that is
smaller than p¯ leads to a difference between the actual start
time of vb and the start time according to σ(vb, eyb) that is
also increased by ∆. Since a VRDF graph has linear tem-
poral behaviour a delay ∆ in token production times on eax
does not lead to a delay ∆′ > ∆ in token arrival times on
eyb. Therefore, on edge eyb, if tokens are consumed after
they arrived for value p¯, then for any value of p tokens are
consumed after they arrived. 
The fact that the number of initial tokens as computed
with Equation (6) is sufficient to let vτ execute strictly peri-
odically for any VRDF graph is shown by Theorem 3.
Theorem 3 The number of initial tokens as computed by
Equation (6) is sufcient to let vτ execute strictly periodi-
cally with period τ .
Proof. Theorem 2 states that this theorem is true given
Assumption 1. Let va and vb share a parameter p, i.e. p ∈
P (va) ∩ P (vb) 6= ∅. Then (1) there is a simple directed
path from va to vτ that does not include vb, or (2) there is
a simple directed path from vb to vτ that does not include
va, or (3) va = vτ or (4) vb = vτ . If (1) or (2) is true
then this implies that on that path there is no token transfer
quantum that is parameterised in p. By Lemma 7, removal
of Assumption 1 for p does not affect the validity of σ(va)
or σ(vb). This means that there is no schedule σ(vi) of an
actor vi on these paths that is affected by a change in value
of p. Furthermore in case of (3) or (4), Lemma 7 tells us
that for every value of p the schedule σ(vτ ) remains valid.
Since va and vb are an arbitrary pair of actors that share a
parameter p, we can remove Assumption 1. 
8. Experimental Results
In this section we apply the presented algorithm to com-
pute buffer capacities to the H.263 video decoder of which
the task graph is shown in Figure 1. Furthermore, we use
this application to compare our approach with the approach
presented in [15].
In this task graph, we have a block reader (BR), a
variable-length decoder (VLD), a dequantiser (DQ), an in-
verse discrete cosine transformation (IDCT), a motion com-
pensator (MC), and a digital-to-analog converter (DAC)
task. The BR task reads blocks of 2048 bytes from a
compact-disc. The number of bytes, m, consumed per pic-
ture by the VLD is data-dependent. Further, also the num-
ber of blocks produced per picture, n, by the VLD task is
data-dependent. In order to enable the MC task to construct
a picture, the VLD communicates the number of blocks to-
gether with any motion vectors, 1[n], to the MC task. In this
application, we require that the DAC task executes strictly
periodically such that once every 33 ms a picture is dis-
played.
Let us assume that all input sequences have a resolu-
tion of 352x288, i.e. CIF format. Let us assume that
the maximum number of bytes per picture is mˆ = 6536.
For this resolution, a picture is divided into 396 macro
blocks. Each macro-block consists of 6 blocks. This im-
plies that the maximum number of blocks per picture is
nˆ = 6 ∗ 396 = 2376.
Worst-case response times of κ(wBR) = 10ms,
κ(wV LD) = 33ms, κ(wDQ) = 14µs, κ(wIDCT ) = 14µs,
DACMCBR VLD IDCTDQ
2048 m 1n 1 1 1 n 1 1
d1
m n 1 1 1 1 n 1 1
d2 d3 d4 d5
d611[n] 1 1[n]
2048
Figure 5. H.263 VRDF graph.
DACMCBR VLD IDCTDQ
m 11 1 1 1 1
d1
m 1 1 1 1 1 1
d2 d3 d4 d5
1
1
1
1
2048
2048
Figure 6. Alternative H.263 VRDF graph.
and κ(wMC) = 33ms enable satisfaction of the throughput
constraint given sufficiently large buffers.
Figure 5 shows the VRDF graph that models the task
graph from Figure 1. The presented algorithm results in a
number of initial tokens of d1 = 17099, d2 = 4734, d3 = 2,
d4 = 4772, d5 = 2, and d6 = 4. With our dataflow simula-
tor, we have verified that these buffer capacities are indeed
sufficient to let the DAC task execute strictly periodically
with the required period. This was done by executing the
dataflow graph and selecting subsequent parameter values
in a uniform way from the specified intervals. The graph
was executed for 106 executions of the DAC actor.
As presented in [15], an alternative approach to deal with
a data-dependent number of tokens produced or consumed
is to change the implementation from (1) a task graph that
has variation in the number of containers that are transferred
per execution and fixed sized containers to (2) a task graph
that has no variation in the number of containers that are
transferred per execution and a variable container size. In
this alternative approach every container is extended with
a value denoting the size of that container. However, this
approach cannot be applied on the buffer between the BR
and VLD tasks, because the BR task does not know what
container size the VLD expects. This approach can be ap-
plied for the buffers between the VLD and the DQ task,
between the DQ and the IDCT task, and between the IDCT
and the MC task. Figure 6 shows the resulting VRDF graph.
In these buffers, the container size that is used to compute
buffer capacities is, in this alternative approach, the maxi-
mum container size and equals 2376 blocks.
For the VRDF graph of Figure 6, we have that a re-
sponse time of 33ms for the VLD, DQ, IDCT, and MC
tasks allows for satisfaction of the throughput constraint.
Except for the buffer between the BR and VLD task, the
graph that is shown in Figure 6 is a single-rate dataflow
graph. If we only consider this single-rate dataflow sub-
graph, then a sufficient number of initial tokens can be
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Figure 7. Required buffer capacity for buffer
between VLD and DQ tasks.
determined using so-called maximum cycle mean analy-
sis [14]. Application of maximum cycle mean analysis re-
sults in d2 = d3 = d4 = d5 = 2, while the number of
initial tokens d1 cannot be computed. For the buffers be-
tween VLD and DQ, between DQ and IDCT, and between
IDCT and MC the container size in this alternative approach
is 2376 blocks. This results in an increase from a buffer ca-
pacity of 2 blocks to a buffer capacity of 4752 blocks for
the buffer between the DQ and IDCT tasks.
Another difference between the two approaches is the
following. In Figure 7, the required number of initial tokens
d2 is plotted for various response times of the VLD task.
What is clear from these results is that the smaller container
size allows to reduce the buffer capacity in a more gradual
manner.
Furthermore, the number of blocks in a picture can attain
the value zero. In the approach with variable sized contain-
ers, the DQ and IDCT will, in this case, still execute and
read the container size, while in our approach these tasks
will not be enabled by blocks of this picture. Using the ap-
proach from [15] on the part of the task graph on which it
can be applied, therefore does not have any advantages over
the presented approach.
9. Conclusion
Applications such as audio and video decoders include
tasks that produce and consume a data-dependent amount
of data. We have presented a dataflow model that allows
us to model this data-dependent communication behaviour,
together with an algorithm that computes buffer capaci-
ties that guarantee satisfaction of a throughput constraint.
The presented dataflow model allows for a straightforward
check to determine whether any given graph is a valid input
for our algorithm.
Important differences with current approaches are that
current approaches either do not allow the communication
behaviour to change in every execution or do not have a
check that guarantees that bounded buffer capacities exist.
We expect that the presented dataflow model can be
extended to allow actors to have a cyclic sequence of
phases. This extension would allow us to model the
variable-length decoding and motion compensation tasks of
the H.263 video decoder in more detail, potentially result-
ing in smaller buffer capacities. The results of this paper
provide a basis for a mapping flow that computes sched-
uler settings and buffer capacities such that end-to-end real-
time requirements are satisfied for applications with data-
dependent inter-task communication.
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