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EFROYMSON’S APPROXIMATION THEOREM FOR GLOBALLY
SUBANALYTIC FUNCTIONS
ANNA VALETTE AND GUILLAUME VALETTE
Abstract. Efroymson’s Approximation Theorem asserts that if f is a C0 semialgebraic
mapping on a C∞ semialgebraic submanifold M of Rn and if ε : M → R is a positive
continuous semialgebraic function then there is a C∞ semialgebraic function g : M → R
such that |f − g| < ε. We prove a generalization of this result to the globally subanalytic
category. Our theorem actually holds in a larger framework since it applies to every
function which is definable in a polynomially bounded o-minimal structure (expanding
the real field) that admits C∞ cell decomposition. We also establish approximation
theorems for Lipschitz and C1 definable functions.
0. Introduction
In [E], G. Efroymson proved an approximation theorem for continuous semialgebraic
functions (see also [BCR, S1, S2]). This result can be stated as follows:
Theorem 0.1. Let M be a Nash submanifold of Rn and let ε : M → R be a positive
continuous semialgebraic function. Given a continuous semialgebraic function f on M
there is a Nash function g on M such that |f(x)− g(x)| < ε(x), for all x ∈M .
Let us recall that a Nash function is a C∞ semialgebraic function. The rigidity of this
class of functions makes this result very attractive. Shiota, who gave an independent proof
of this result [S1, S2], also achieved a stronger theorem ensuring that, when f is Cm, it is
possible to approximate the m first derivatives as well.
The aim of the present article is to generalize Efroymson’s theorem to the globally sub-
analytic category (Theorem 1.1 below). Our framework is however much bigger than this
category since our approximation theorems hold every polynomially bounded o-minimal
structure expanding the real field that admits C∞ cell decomposition. In particular, it
applies to quasi-analytic Denjoy-Carleman classes [RSW]. These assumptions can be con-
sidered as weak since, although there exist examples of o-minimal structures that do not
admit C∞ cell decomposition [GR], such examples are rather difficult to construct and all
the basic examples of o-minimal structures do possess this property.
We assume that the structure is polynomially bounded rather for convenience since
it is known that Efroymson’s theorem holds in the non polynomially bounded case [F1].
Indeed, in that case, the exponential function is necessarily in the structure [M1] and one
can construct C∞ definable partitions of unity.
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The difficulty to prove Efroymson’s theorem in polynomially bounded structures is
that the rings of C∞ definable functions are quasi-analytic, in the sense that the Taylor
series of such a function-germ cannot vanish, unless this function-germ is identically zero.
Basic techniques of approximation theory, such as partitions of unity, therefore have to
be excluded. On the other hand, the known proofs of Theorem 0.1 heavily rely on the
algebraicity of the semialgebraic functions. This is the reason why we adopted a different
approach, proving an approximation theorem for definable manifolds (Proposition 4.5).
We should nevertheless emphasize that our argument does not provide a new proof of
Theorem 0.1 for we make use of this result. We will also provide a approximation theorem
for C1 functions (Theorem 4.6) that can be seen as a generalized version of Shiota’s result
(see [S1, S2]) and an approximation theorem for Lipschitz functions (Theorem 3.2) with
some uniform bounds for the Lipschitz constant of the approximations. This improves
the results that were obtained in [Es, F2]. We wish to stress the fact that, if Theorems
3.2 and 4.6 are of their own interest, they are also definitely needed even if one is only
interested in constructing C0 approximations. The reason is that we shall need to prove
an approximation theorem for manifolds, and this kind of result is less difficult to achieve
in the C1 category (see section 4.2).
The aim of this article being the generalization of Efroymson’s approximation theorem,
we only focused on approximations of C0 and C1 functions. A systematic generalization of
the method (to the order m) would however provide a theorem for Cm functions with the
approximation of the m first derivatives, which would then be the subanalytic counterpart
of Shiota’s theorem [S1, S2]. The cases m = 0 and m = 1 are nevertheless satisfying
for most of the applications of Efroymson’s theorem. In particular, a byproduct of the
main theorem of this article is that Mostowski’s separation theorem [Mo, BCR] holds in
the subanalytic category. Embedding theorems for C∞ manifolds or applications to C∞
triviality of mappings could also be derived.
1. Framework and basic facts
Throughout this article, n and k stand for two integers. Given two functions f and g,
we write f < g if f(x) < g(x) everywhere both functions are defined. Given a subset A of
R
n on which both f and g are defined, we write “f < g on A”, if this inequality holds for
all x ∈ A.
Given a function ξ : A→ R, with A ⊂ Rn, Γξ will stand for the graph of ξ. If ξ
′ : A→ R
is another function, we set
[ξ, ξ′] := {(x, y) ∈ A× R : ξ(x) ≤ y ≤ ξ′(x)}.
The sets (−ξ, ξ′] as well as [−ξ, ξ′) and (−ξ, ξ′) are defined analogously. We also set
[ξ,+∞) := {(x, y) ∈ A× R : ξ(x) ≤ y}
and define (−∞, ξ] as well as (−∞, ξ) and (ξ,+∞) analogously.
Given x ∈ Rn, we denote by |x| the Euclidean norm of x and by d(x,A) the (Euclidean)
distance of x from the subset A. If δ ∈ D+(A), we can then define a neighborhood of A
by setting:
Vδ(A) := {x ∈ R
n : d(x,A) < δ(x)}.
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Unless otherwise specified, by “manifold” we will mean “manifold without boundary”.
Manifolds (without boundary) can however also be considered as manifolds with boundary
(which is then empty).
1.1. O-minimal structures. A structure (expanding (R,+, .)) is a family D = (Dn)n∈N
such that for each n the following properties hold
(1) Dn is a Boolean algebra of subsets of R
n.
(2) If A ∈ Dn and B ∈ Dk then A×B belongs to Dn+k.
(3) Dn contains {x ∈ R
n : P (x) = 0}, where P ∈ R[X1, . . . ,Xn].
(4) If A ∈ Dn then pi(A) belongs to Dn−1, where pi : R
n → Rn−1 is the standard
projection onto the first (n− 1) coordinates.
Such a family D is said to be o-minimal if in addition:
(5) Any set A ∈ D1 is a finite union of intervals and points.
A set belonging to the structure D is called a definable set and a map whose graph is in
the structure D is called a definable map.
A structure D is said to be polynomially bounded if for each D-function f : R → R,
there exists a positive number a and p ∈ N such that |f(x)| < xp for all x > a.
Examples of polynomially bounded o-minimal structures are the semi-algebraic sets,
the globally subanalytic sets [DD, LR] but also the so called xλ-sets [M2, LR] as well as
the structures defined by the quasi-analytic Denjoy-Carleman classes of functions [RSW].
We refer to [C, D] for basic facts about o-minimal structures.
We say that an o-minimal structure admits C∞ cell decomposition if for each definable
function f : U → R, U open subset of Rn, there is a definable open dense subset of V of
U on which f is C∞.
All the just above mentioned examples of polynomially bounded o-minimal structures
admit C∞ cell decomposition. Our theorems will therefore apply to these structures.
Throughout this article, D = (Dn)n∈N will stand for a fixed polynomially o-minimal
structure (expanding (R,+, .)) admitting C∞ cell decomposition. The term definable will
refer to this structure. Since all the sets and mappings will be definable, we will often omit
to mention it in the proofs. For the sake of completeness of statements, we however have
chosen to emphasize it in the definitions, propositions, and theorems.
Given A ∈ Dn and B ∈ Dk, we denote by D(A,B) the set of definable mappings
ξ : A → B and by D(A) the set of definable functions ξ : A → R, whereas D+(A) will
stand for the set of positive definable continuous functions on the set A.
Given m ∈ N ∪ {∞}, we write Dm(A) (resp. Dm(A,B)) for the elements of D(A,B)
(resp. D(A)) that are Cm (a function will be said to be Cm on A if it extends to a Cm
function on an open neighborhood of A in Rn).
1.2. Efroymson’s topology. Given a mapping ξ : A → B, with A ∈ Dn, B ∈ Dk, and
ε ∈ D+(A) we set:
U0ε (ξ) = {ζ ∈ D
0(A,B) : |ξ − ζ| < ε}.
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The C0 Efroymson topology on D0(M,N) is the topology for which a basis of neighborhoods
of f is given by the family (U0ε (f))ε∈D+(A). Efroymson’s theorem (Theorem 0.1) yields
that D∞(A) is dense in D0(A) in the semialgebraic category (for each definable set A).
Let now M ⊂ Rn be a C1 definable submanifold (possibly with boundary) and let
f ∈ D1(M,N), where N is a C1 definable submanifold of Rk (possibly with boundary).
We will write |dxf | for the norm of dxf (as a linear mapping) derived from the Euclidean
norm |.|. We will write |df | for the function defined by x 7→ |dxf |. We then set
|f |1 := |f |+ |df |,
and, given ε ∈ D+(A),
U1ε (f) = {g ∈ D
1(M,N) : |f − g|1 < ε}.
The C1 Efroymson topology on D1(M,N) is the topology for which a basis of neighborhoods
of f is given by the family (U1ε (f))ε∈D+(M). It was proved by M. Shiota that D
∞(M,N) is
dense in D1(M,N) in the semialgebraic category [S1, S2] whereas Escribano showed that
Dm(M,N) is dense in Dl(M,N) for 0 ≤ l ≤ m <∞ [Es].
Let for j ∈ N positive and x ∈ Rn
(1.1) δj(x) :=
1
(1 + j2)(1 + |x|2j)
.
Since the δj are Nash functions, they all belong to D
∞(Rn).
Remark also that, since the structure is assumed to be polynomially bounded, by
 Lojasiewicz inequality, the sequences δj and |dδj | converge to zero (in D
0(Rn)). In par-
ticular, for every η ∈ D+(Rn) there is j such that η ≥ δj . As a matter of fact, a function
f : M → N lies in the closure of a set Z ⊂ D1(M,N) if and only if there is a sequence
gj ∈ Z such that |f − gj |1 < δj , for all j. Of course, the analogous fact can be observed
for the C0 Efroymson topology.
We now state our approximation theorem:
Theorem 1.1. For every C∞ definable submanifold M of Rn, D∞(M) is dense in D0(M)
for the C0 Efroymson topology.
In other words, given any f ∈ D0(M) and ε ∈ D+(M), there is g ∈ D∞(M) such that
|f − g| < ε. As D1(M) is dense in D0(M), this theorem follows from Theorem 4.6, which
asserts that D∞(M) is dense in D1(M) (for the C1 Efroymson topology).
1.3. Lipschitz functions. A function ξ : A→ R is Lipschitz if it is Lipschitz with respect
to the metric induced by Rn, i.e., if there is a constant L such that |ξ(x)−ξ(x′)| ≤ L|x−x′|.
The smallest such constant is then called the Lipschitz constant of ξ and is denoted Lξ.
Every Lipschitz function ξ ∈ D(A), A ⊂ Rn, may be extended to an Lξ-Lipschitz function
ξ ∈ D(Rn) defined as
ξ(x) := inf{ξ(y) + Lξ|x− y| : y ∈ A}.
A straightforward computation yields the following fact that we will use all along this
article: if ξ is Lipschitz we have for x = (x˜, xn) ∈ R
n−1 × R
(1.2) |xn − ξ(x˜)| ≤ (Lξ + 1)d(x,Γξ).
The following related fact will be of service.
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Lemma 1.2. Given a positive constant L, there are constants 0 < c < κ < 1 such that
for all L-Lipschitz functions δ ∈ D+(Rn) and ξ ∈ D(Rn) we have:
Vcδ(Γξ) ⊂ [ξ − κσ, ξ + κσ] ⊂ Vδ(Γξ),
where for x ∈ Rn−1 we have set σ(x) := δ(x, ξ(x)).
Proof. We first check that the second inclusion holds for κ small enough and then we
will check that the first one holds for c small enough (with κ fixed). Observe that if
x = (x˜, xn) ∈ R
n−1 × R satisfies |ξ(x˜) − xn| ≤ κσ(x˜) then δ(x˜, ξ(x˜)) − δ(x) ≤ Lκσ(x˜)
which implies for κ ≤ 12L that σ(x˜) ≤ 2δ(x) so that for κ <
1
2
d(x,Γξ) ≤ |ξ(x˜)− xn| ≤ κσ(x˜) ≤ 2κδ(x) < δ(x),
yielding the right-hand-side inclusion. Let us now fix a κ sufficiently small and show the
left-hand-side inclusion. If x = (x˜, xn) ∈ R
n satisfies d(x,Γξ) < c · δ(x) for some c then,
by (1.2)
(1.3) |xn − ξ(x˜)| ≤ (Lξ + 1)c · δ(x)
so that for c small enough
|δ(x) − δ(x˜, ξ(x˜))| ≤ |xn − ξ(x˜)| ≤ (Lξ + 1)c · δ(x) <
1
2
δ(x),
which implies that δ(x) ≤ 2σ(x˜) for such x = (x˜, xn), which, by (1.3), entails in turn that
for c small enough |xn − ξ(x˜)| < κσ(x˜). 
Definition 1.3. We are going to define the Lipschitz cells of Rn, which requires to first
define the cells of Rn inductively on n. Every subset of R0 = {0} is a cell. A definable
subset C is a cell of Rn if there is a cell D of Rn−1 such that one of the following conditions
holds:
(1) C = Γξ with ξ ∈ D
∞(D).
(2) C = (ξ, ξ′), where ξ is either equal to −∞ or a C∞ function on D, and ξ′ is either
equal +∞ or a C∞ function on D satisfying ξ < ξ′.
We then call D the basis of C. Now, a cell C is a Lipschitz cell if its basis D is a Lipschitz
cell and if in addition the functions appearing in its description (in (1) or (2) above) are
Lipschitz. A Lipschitz open cell of Rn is a Lipschitz cell of Rn of dimension n.
If C is a Lipschitz open cell of Rn and η ∈ D+(Rn), we set:
(1.4) Wη(C) := C \ Vη(R
n \ C).
The following result is a well-known fact about definable sets which relies on the assump-
tion of existence of C∞ cell decompositions. The stratification provided by this proposition
will be useful in the proof of Theorem 3.2 and Proposition 4.2. Let us recall that a strati-
fication of a set is a finite partition of this set into C∞ manifolds, called strata, such that
the closure of one stratum is the union of some strata.
Proposition 1.4. Given f ∈ D(Rn), there is a stratification of Rn such that f is C∞ on
every stratum and such that each stratum is a Lipschitz cell after a possible orthonormal
change of coordinates.
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1.4. Pullback and pushforward. Given two mappings h : Rp → Rn and u : U → Rk,
with U ⊂ Rn, we denote by h∗u : h−1(U) → Rk the mapping induced by pull-back, i.e.,
the mapping defined by h∗u(x) := u(h(x)).
In the case where h is a homeomorphism (onto its image) and v : V → Rk is a mapping
with V ⊂ Rp we denote by h∗v the push-forward of v, which is merely the pull-back of v
under h−1.
2. Some preliminary lemmas
The lemmas listed in this section provide tools to construct definable C∞ functions.
They rely on Efroymson’s approximation theorem and elementary facts. We recall that a
C∞ semialgebraic function is called a Nash function.
Lemma 2.1. There is a Nash function ψ : (0, 1)2 × R→ [0, 3) satisfying
(1) ψ(µ, δ, y) > 1 whenever (µ, δ, y) ∈ (0, 1)2 × (−∞, 0].
(2) ψ(µ, δ, y) < µ and |dψ(µ, δ, y)| < µ whenever y ∈ [δ,+∞).
(3) There is a constant A such that for all (y, δ, µ) we have
(2.5) |dψ(µ, δ, y)| ≤ A if y ≤ 0 and |dψ(µ, δ, y)| ≤
A
δ
if y ≥ 0.
Proof. Let θ : R→ [0, 2] be a C1 piecewise polynomial function satisfying θ(x) = 2 if x ≤ 0
and θ(x) = 0 if x ≥ 1. For (µ, δ, y) ∈ (0, 1)2 ×R set
u(µ.δ, y) := θ(
y
δ
) +
µ2
4
.
We first check that |du(µ, δ, y)| ≤ A
δ
, for some constant A independent of (µ, δ, y). Indeed,
a simple computation of partial derivative yields such an estimate for ∂u
∂µ
and ∂u
∂y
. Moreover,
if y /∈ [0, δ] then θ′(y
δ
) = 0 which implies that ∂u
∂δ
(µ, δ, y) = 0 (for all µ). We thus can
assume y ∈ [0, δ], which entails y
δ2
≤ 1
δ
, and we can conclude that there is a constant A
such that
|
∂u
∂δ
| =
|y|
δ2
· |θ′(
y
δ
)| ≤
A
δ
.
By Efroymson’s Theorem, we can find a Nash function ψ on (0, 1)2 × R such that
|u(µ, δ, y) − ψ(µ, δ, y)|1 <
µ
2 . This function has all the required properties. 
Lemma 2.2. There is a Lipschitz Nash function Φ : (0, 1) × R→ R such that
(1) For all δ ∈ R we have Φ(δ, y) ∈ (0, 2δ), for all y ∈ (−∞, δ].
(2) On the set {(δ, y) ∈ (0, 1) × R : y ∈ [δ,+∞)}, we have
(2.6) |(Φ− Λ)(δ, y)| < δ and |d(Φ − Λ)(δ, y)| < δ
where Λ : (0, 1) × R→ R is the function defined by Λ(δ, y) = y.
Proof. Let θ : R→ [0, 1] be a piecewise polynomial C1 function satisfying θ(y) = 1 if y < 0,
θ(y) = 0 if y ≥ 1. Define first a C1 one-variable function on (0, 1) × R by
φ(δ, y) = θ(
y
δ
) ·
δ
1 + y2
+ (1− θ(
y
δ
))y.
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The desired function will be provided by an approximation of φ. We first check that φ is
a Lipschitz function. It suffices to show that |dφ| is bounded. Rewriting φ as
φ(δ, y) = θ(
y
δ
) · (
δ
1 + y2
− y) + y,
we see that it is enough to prove that the function θ(y
δ
) ·( δ1+y2 −y) has bounded derivative.
If y < 0 or if y > δ then θ′(y
δ
) vanishes and it is easy to find a bound for the derivative
(it is clear that ( δ
1+y2
− y) is a Lipschitz function). We thus will focus on the couples
(δ, y) ∈ (0, 1) × R satisfying y ∈ [0, δ]. For such (δ, y), a straightforward computation
yields that the norm of the derivative of the function θ(y
δ
) is not greater than A
δ
, for some
constant A, and since | δ
1+y2
− y| ≤ 2δ, we see that the desired bound is easy to find.
We now claim that φ(δ, y) ∈ [0, δ], for all (δ, y) such that y ≤ δ. Indeed, if y < 0 then
θ(y
δ
) = 1, so that φ(δ, y) = δ
1+y2
, which clearly belongs to the interval [0, δ]. If y ∈ [0, δ]
then, because both y and δ
1+y2
belong to this interval, it is clear from the definition of φ
that φ(δ, y) sits in this interval too, as claimed.
By Efroymson’s Theorem, we know that there is a C∞ function φ′ : (0, 1)×R→ R such
that |φ′ − φ|1 < ε, on (0, 1) × R, where ε(δ, y) :=
δ2
4 . Set then
Φ(δ, y) := φ′(δ, y) +
δ2
4
.
Since φ coincides with Λ on the set {(δ, y) ∈ (0, 1) × R : y ∈ [δ,+∞)}, we see that
(2) clearly holds. Moreover, if y ∈ (−∞, δ] then, because φ(δ, y) ∈ [0, δ], we must have
φ′(δ, y) ∈ [− δ
2
4 , δ +
δ2
4 ], which entails that Φ(δ, y) ∈ (0, 2δ), yielding (1). 
Lemma 2.3. There is a Lipschitz Nash function Ψ : (0, 1) × R → (0, 1) such that on the
set {(δ, y) ∈ (0, 1) × R : y ∈ (δ, 1 − δ)}, we have
(2.7) |(Ψ− Λ)(δ, y)| < δ and |d(Ψ − Λ)(δ, y)| < δ
where Λ : (0, 1) × R→ R is the function defined by Λ(δ, y) = y.
Proof. Let Φ : (0, 1) × R → R be the Lipschitz C∞ mapping provided by Lemma 2.2 and
set Φ˜(δ, y) := Φ(δ, y) + δ2. Fix a positive constant L and, for (δ, y) ∈ (0, 1) × R, set
Ψ(δ, y) := 1− Φ(
δ2
2L2
, 1− Φ˜(
δ
L
, y)),
and let us check that if L is chosen large enough then this mapping has the required
properties.
Observe that (1) and (2) of Lemma 2.2 imply that
(2.8) Φ(δ, y) < max(y, 0) + 2δ.
Furthermore, since Φ(δ, y) is positive for all (δ, y), we have:
(2.9) u := Φ˜(
δ
L
, y) = Φ(
δ
L
, y) +
δ2
L2
≥
δ2
L2
We deduce that:
Ψ(δ, y) = 1− Φ(
δ2
2L2
, 1− u)
(2.8)
> min(u, 1) −
δ2
L2
(2.9)
≥ 0,
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for L ≥ 1. Moreover, since Φ(δ, y) is positive for all (δ, y), we clearly have
Ψ(δ, y) = 1− Φ(
δ2
2L2
, 1− u) < 1,
yielding that Ψ(δ, y) ∈ (0, 1). A straightforward computation of derivative then yields
that if L is chosen sufficiently large then (2) of Lemma 2.2 implies (2.7). 
We shall also need the following elementary fact.
Lemma 2.4. Let ξ ∈ D0(U), where U ∈ Dn is a open set, and let ε ∈ D
+(U). There is
δ ∈ D+(U) such that for all x and x′ in U , |x− x′| < δ(x) entails |ξ(x) − ξ(x′)| < ε(x).
Proof. For x ∈ U , let ν(x) := sup{ν ∈ (0,∞) : ∀x′ ∈ U, |x− x′| < ν =⇒ |ξ(x)− ξ(x′)| <
ε(x)}. This function is definable and bounded below away from zero on compact subsets
of U . Hence, there must be δ ∈ D+(U) such that δ(x) < ν(x). 
3. Approximations of Lipschitz functions
In this section we establish that the definable Lipschitz C∞ functions are dense in the
set of definable Lipschitz functions. We start with the following technical lemma.
Lemma 3.1. Let C be a Lipschitz open cell of Rn and let f ∈ D∞(C). For each ε and η
in D+(Rn), there is g ∈ D∞(Rn), such that |f − g|1 < ε on Wη(C).
Proof. Fix two functions ε and η inD+(Rn). LetDi be the image of C under the orthogonal
projection onto Ri (so that Dn = C).
We are going to construct for each i ≤ n (by downward induction on i) a C∞ function
gi : Di×R
n−i → R which satisfies |gi+1− gi| <
ε
n
on Wη(Di+1×R
n−i−1) for all 0 ≤ i < n
(starting with gn := f). The function g0 will then be the desired approximation.
Let us fix i < n and assume that gi+1 has been constructed. The cell Di+1 can be
written (ξi, ξ
′
i) where ξi is either −∞ or a C
∞ Lipschitz function on Di and ξ
′
i is either
+∞ or a C∞ Lipschitz function on Di satisfying ξi < ξ
′
i.
We start with the case where ξ′i and ξi are both finite. We first check that we can
assume, without loss of generality, that Di+1 = Di× (0, 1), i.e., that ξi ≡ 0 and ξ
′
i ≡ 1. In
fact, if θ : Di ×R
n−i → Di ×R
n−i denotes the C∞ diffeomorphism defined by θ(x˜, y, t) :=
(x˜, y−ξi(x˜)
ξ′i(x˜)−ξi(x˜)
, t), for (x˜, y, t) ∈ Di × R × R
n−i−1, it suffices to prove the result for θ∗gi+1,
assuming ξi ≡ 0 and ξ
′
i ≡ 1.
Fix an integer j ≥ 1, and set for x = (x˜, y, t) ∈ Di × R×R
n−i−1:
gi(x) = gi+1(x˜,Ψ(δj(x), y), t),
where Ψ is provided by Lemma 2.3. For every x = (x˜, y, t) ∈ Di × R × R
n−i−1, we have
Ψ(δj(x), y) ∈ (0, 1), which means that (x˜,Ψ(δj(x), y), t) ∈ Di+1 × R
n−i−1. Hence, gi is a
(well-defined) smooth function on Di × R
n−i.
We claim that if j is chosen large enough |gi+1 − gi|1 <
ε
n
on Wη(Di+1 × R
n−i−1). For
simplicity, let for x = (x˜, y, t) ∈ Di × R× R
n−i−1 and set
F (x˜, y, t) := (x˜,Ψ(δj(x), y), t),
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so that we have gi = F
∗gi+1 on Di × R
n−i. We deduce that it suffices to show that we
can make |F − IdRn |1 smaller than any given positive continuous function on Wη(Di+1 ×
R
n−i−1) by choosing j large enough. But, in view of (2.7), this fact is clear. This proves
the result in the case where ξi and ξ
′
i are finite.
We now address the case where one of the two functions, say ξ′i, is infinite (if both are
infinite then Di+1 = Di × R and there is nothing to prove). In this case, composing with
the diffeomorphism (x˜, y, t) 7→ (x˜, y+ ξi(x˜), t) if necessary, we see that we can assume that
ξi ≡ 0. We then define gi in the same way, just replacing the mapping Ψ provided by
Lemma 2.3 with the mapping Φ provided by Lemma 2.2, i.e., we set for x = (x˜, y, t) ∈
Di × R× R
n−i−1:
gi(x) := gi+1(x˜,Φ(δj(x), y), t).
The same argument (simply replacing Lemma 2.3 with Lemma 2.2) then yields that if j
is chosen large enough then gi is a sufficiently close approximation of gi+1 on Wη(Di+1 ×
R
n−i−1). 
Theorem 3.2. Let f : A → R be a Lipschitz definable function, A ⊂ Rn. For every
ε ∈ D+(Rn) there exists a Lipschitz function g ∈ D∞(Rn) such that |g − f | < ε on A.
Moreover, the Lipschitz constant of g can be bounded independently of the chosen function
ε.
To prove this theorem, we shall need the following two propositions which will also be
used in the proof of Proposition 4.2.
Proposition 3.3. Given L ∈ R, there are positive constants N and b such that for every
L-Lipschitz functions δ ∈ D(Rn, (0, 1)) and ξ ∈ D(Rn−1) and every µ ∈ D+(Rn) there is
λ ∈ D∞(Rn, [0, 3)) which satisfies:
(1) λ > 1 on Vbδ(Γξ) and |λ|1 < µ on R
n \ Vδ(Γξ).
(2) |dλ| < N on Vbδ(Γξ) and |dλ| <
N
δ
on Rn.
Proposition 3.4. Let C be a Lipschitz cell of Rn of dimension n. Given L ∈ R, there
are positive constants N and c such that for every L-Lipschitz function δ ∈ D(Rn, (0, 1))
and each µ ∈ D+(Rn), we can find λ ∈ D∞(Rn, [0, 3)) which satisfies:
(1) λ > 1 on Wδ(C) and |λ|1 < µ on R
n \ Wcδ(C).
(2) |dλ| < N on Wδ(C) and |dλ| <
N
δ
on Rn.
We wish to make two remarks about the statements of these two propositions which
will be useful in the proofs.
Remark 3.5. We assume that λ(x) ∈ [0, 3) for convenience. What actually matters is
that λ is bounded independently of δ and µ. This is the reason why we will not really care
when the constructed function has values greater than 3. In particular, the constructed
function will be the product of such functions although it takes higher values. Indeed, one
can always compose the resulting function with a C∞ function h : R → R that maps the
image into [0, 3).
Remark 3.6. In Proposition 3.3 (resp. Proposition 3.4), we require |dλ| < N
δ
on Rn. In
the proof we will sometimes just check it on Vδ(Γξ)\Vbδ(Γξ) (resp. Wcδ(C)\Wδ(C)) since
on the complement of this set the estimates of the derivative |λ|1 < µ and |dλ| < N will
be better.
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We are going to prove simultaneously Theorem 3.2 and Propositions 3.3 and 3.4, in-
ductively on n. We do this because, given n ∈ N, on the one hand we can show that the
statement of Theorem 3.2 for (n − 1) variable functions implies Propositions 3.3 and 3.4
in Rn (see steps 4 and 5 below) and we need, on the other hand, these two statements in
R
n to establish Theorem 3.2 for n-variable functions (see step 6).
To start our induction, we thus just have to check Theorem 3.2 in R0 = {0}, which is
obvious. We therefore fix n ≥ 1 and assume that Theorem 3.2 holds for (n − 1)-variable
functions.
Remark 3.7. Given a Lipschitz function ξ ∈ D(Rn−1) and ε ∈ D+(Rn−1), by our induc-
tion assumption, we know that there is ζ ∈ D∞(Rn−1) satisfying |ζ − ξ| < ε. We can
actually require in addition that ζ < ξ. Indeed, since we know that for every j we can
construct a function ζj satisfying |ζj − ξ| < δj (see (1.1) for δj), it suffices to choose j
sufficiently big to have δj <
ε
2 and then ζ := ζj − δj satisfies |ζ − ξ| < ε and ζ < ξ.
Step 1. Given definable Lipschitz functions ξ and f on Rn, we show that there is a constant
L such that for each δ ∈ D0(Rn, (0, 1)) there is an L-Lipschitz function g ∈ D0(Rn) such
that |f − g| < L · δ on Vδ(Γξ).
For x ∈ Rn−1, let θ(x) := f(x, ξ(x)). This defines a (1 + Lξ) · Lf -Lipschitz function.
Let also
δ′(x) := inf{δ(x, y) : y ∈ [ξ(x)− Lξ − 1, ξ(x) + Lξ + 1]}.
Thanks to our induction hypothesis, we know that for every δ ∈ D0(Rn, (0, 1)), we can find
a C∞ function g such that |g−θ| < δ′. Moreover, again thanks to the induction hypothesis,
this function may be required to be L-Lipschitz, for some constant L (independent of δ).
We may regard the function g as an n-variable function, constant with respect to the
last variable. If x = (x˜, xn) ∈ Vδ(Γξ), by (1.2), we see that |xn − ξ(x˜)| ≤ (Lξ + 1)δ(x),
which, by definition of δ′, entails δ′(x˜) ≤ δ(x) (since δ ≤ 1). As a matter of fact, for all
x = (x˜, xn) ∈ R
n−1 × R we have
|g(x) − f(x)| ≤ |g(x) − f(x˜, ξ(x˜))|+ |f(x˜, ξ(x˜))− f(x˜, xn)| < δ(x˜) + Lf |xn − ξ(x˜)|
which, by (1.2), is smaller than (1 +Lf (Lξ +1))δ(x) if x ∈ Vδ(Γξ). This shows that g has
the required properties.
Step 2. Given L ∈ R, we show that there is a constant N such that for every L-Lipschitz
functions α ∈ D(Rn−1, (0, 1)) and ξ ∈ D(Rn−1), and every µ ∈ D+(Rn) there is λ ∈
D∞(Rn, [0, 3)) which satisfies:
(i) λ > 1 on (−∞, ξ] and |λ|1 < µ on [ξ + α,+∞).
(ii) |dλ| < N on (−∞, ξ] and |dλ| < N
α
on [ξ,+∞).
Fix L ∈ R as well as some L-Lipschitz functions α : Rn−1 → (0, 1) and ξ : Rn−1 → R.
By induction on n, we know that we can find ζ ∈ D∞(Rn−1) such that on Rn−1:
(3.10) |ζ − ξ| <
α
2
.
Moreover, our induction hypothesis also ensures that the Lipschitz constant of ζ may be
assumed to be bounded independently of α. We can also assume ξ ≤ ζ (see Remark 3.7).
For the same reason, there is a Lipschitz function α′ ∈ D∞(Rn−1) such that |α− α′| < α2 ,
and again, by Remark 3.7, we can assume α′ ≤ α.
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Let also µ′ ∈ D+(Rn) be a C∞-function such that |µ′|1 < µ. Define then a C
∞ function
λ by setting for every x = (x˜, xn) ∈ R
n
λ(x) = ψ(µ′(x),
α′(x˜)
2
, xn − ζ(x˜)),
where ψ is provided by Lemma 2.1, and let us check that the function λ has the required
properties (i) and (ii).
If x = (x˜, xn) ∈ R
n satisfies xn ≤ ξ(x˜) then xn ≤ ζ(x˜), so that the first inequality of (i)
follows from (1) of Lemma 2.1.
To check the second inequality, take x = (x˜, xn) ∈ R
n which satisfies (xn− ξ(x˜)) ≥ α(x˜)
and notice that then
(xn − ζ(x˜)) ≥ (xn − ξ(x˜))− |ξ(x˜)− ζ(x˜)| ≥ α(x˜)−
α(x˜)
2
=
α(x˜)
2
≥
α′(x˜)
2
,
which, thanks to (2) of Lemma 2.1, yields the claimed inequality.
It thus only remains to establish (ii). Notice for this purpose that if we set
H(x) := (µ′(x),
α′(x˜)
2
, xn − ζ(x˜)),
then H is a Lipschitz mapping and we have λ = H∗ψ. If xn ≤ ξ(x˜) then xn − ζ(x˜) ≤ 0
so that, by (2.5), |dH(x)| ≤ A which, since ψ is Lipschitz, yields the first estimate of (ii).
Furthermore, notice that there is a positive constant A such that:
(3.11) |d(ψ ◦H)| ≤ |dH| · |dψ| ◦H
(2.5)
< LH ·
2A
α′
≤ LH ·
4A
α
,
which yields the second estimate of (ii).
Step 3. We establish the statement of Proposition 3.3 for n.
Fix a positive constant L and denote by κ the corresponding constant provided by
Lemma 1.2.
By step 2, there is a positive constant N such that for each L-Lipschitz functions
ξ : Rn−1 → R and δ : Rn → (0, 1) and each µ ∈ D+(Rn), we can find a C∞ function
λ1 : R
n → [0, 3) satisfying λ1 > 1 and |dλ1| < N on (−∞, ξ + α] and |λ1|1 < µ on
[ξ + 2α,+∞), and satisfying for all x = (x˜, xn) ∈ R
n−1 × R:
(3.12) |dxλ1| <
N
α(x˜)
,
where we have set for x˜ ∈ Rn−1, α(x˜) := κ2 δ(x˜, ξ(x˜)).
Step 2 also entails that if N is large enough, we can find, for every L-Lipschitz functions
ξ and α on Rn−1 and each µ ∈ D+(Rn), a C∞ function λ2 : R
n → [0, 3) such that λ2 > 1
and |dλ2| < N on [ξ − α,+∞) and |λ2|1 < µ on (−∞, ξ − 2α], and for which estimate
(3.12) also holds (since we can apply step 2 to the function (−ξ + α) to get a function λ
and set λ2(x˜, xn) := λ(x˜,−xn)).
But then the function λ : Rn → [0, 9] defined as λ := λ1 · λ2 is a function satisfying:
(1) λ > 1 on [ξ − α, ξ + α] and |λ|1 < (6 +N)µ on R
n \ [ξ − 2α, ξ + 2α].
(2) |dλ| < 6N on [ξ − α, ξ + α] and |dλ| < 6N
α
on Rn \ [ξ − α, ξ + α].
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We claim that this function has the required properties (see Remark 3.5). Indeed, thanks
to Lemma 1.2, we see that (1) above implies (i) of the proposition (it is enough to establish
the desired statement for arbitrarily small functions µ). Note also that, thanks to Lemma
1.2, the first estimate in (2) implies the first estimate of (ii).
Moreover, if µ is chosen small enough then (1) yields the second estimate that appears
in (ii) on the set Rn \ [ξ − 2α, ξ + 2α]. We thus only have to prove this inequality on
[ξ − 2α, ξ + 2α]. By Lipschitzness of δ, for all x = (x˜, xn) in this set we have |δ(x) −
δ(x˜, ξ(x˜))| ≤ 2Lα(x˜), which implies that for such x
δ(x) ≤ δ(x˜, ξ(x˜)) + 2Lα(x˜) = (
2
κ
+ 2L) · α(x˜),
which by the second inequality of (2) just above, establishes the second estimate of (ii).
Step 4. We establish the statement of Proposition 3.4 in the case where the cell C is of
type (ξ0, ξ1), where either ξ1 is either +∞ or a C
∞ Lipschitz function on Rn−1 and ξ0 is
−∞ or a C∞ Lipschitz function on Rn−1 satisfying ξ0 < ξ1.
We first assume that both ξ1 and ξ0 are finite. We shall use the same strategy as in the
preceding step. The only difference is that we are now working with two functions ξ1 and
ξ0 instead of one single function ξ. Fix a positive constant L ≥ max(Lξ0 , Lξ1) as well as
an L-Lipschitz function δ : Rn → (0, 1) and µ ∈ D+(Rn). Define then two (n− 1)-variable
functions by setting for x˜ ∈ Rn−1,
α1(x˜) :=
κ
2
δ(x˜, ξ1(x˜)) and α0(x˜) :=
κ
2
δ(x˜, ξ0(x˜)),
where κ is provided by Lemma 1.2.
By step 2, we know that we can find a C∞ function λ1 : R
n → [0, 3) satisfying λ1 > 1
on the set (−∞, ξ1 − 2α1] and |λ1|1 < µ on the set [ξ1 − α1,+∞), and such that
(3.13) |dλ1| < N on (−∞, ξ1 − 2α1] and |dλ1| <
N
α1
on [ξ1 − 2α1,+∞).
Step 2 also entails that if N is chosen large enough, we can find a C∞ function λ0 : R
n →
[0, 3) such that λ0 > 1 on [ξ0+2α0,+∞) and |λ0|1 < µ on R
n \ [ξ0+α0,+∞) (since we can
apply step 2 to the function (−ξ0−2α0) to get a function λ and set λ0(x˜, xn) := λ(x˜,−xn)),
and such that
(3.14) |dλ0| < N on [ξ0 + 2α0,+∞) and |dλ0| <
N
α0
on (−∞, ξ0 + 2α0].
We claim that the function λ := λ1 · λ0 has the desired properties (see Remark 3.5).
Indeed, since |λ|1 < (6 +
N
δ
)µ on the set (−∞, ξ0 + α0] and on [ξ1 − α1,+∞), it follows
from Lemma 1.2 that |λ|1 < (6 +
N
δ
)µ on Rn \ Wcδ(C), for c small enough (it is enough
show that this inequality can be obtained for arbitrarily small functions µ). As in addition
we have λ > 1 on [ξ0 + 2α0, ξ1 − 2α1] which, by Lemma 1.2 (and choices of α0 and α1),
contains Wδ(C), we can see that (1) holds.
By (3.13) and (3.14), we see that |dλ| < 6N on [ξ0 + 2α0, ξ1 − 2α1], which, thanks to
Lemma 1.2, already yields the first part of (2).
It suffices to prove the second inequality of (2) on (ξ0, ξ1) (see Remark 3.6). Since it is
enough to establish it for both λ1 and λ0, we will focus on λ1, the corresponding argument
for λ0 being completely analogous.
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By Lipschitzness of δ, for all x = (x˜, xn) in (ξ1 − 2α1, ξ1) we have |δ(x)− δ(x˜, ξ1(x˜))| ≤
2Lα1(x˜), which implies that for such x
δ(x) ≤ δ(x˜, ξ1(x˜)) + 2Lα1(x˜) = (
2
κ
+ 2L)α1(x˜),
which by (3.13) entails that |dλ1| <
N( 2
κ
+2L)
δ
on (ξ1 − 2α1, ξ1). On (−∞, ξ1 − 2α1), this
follows from the first inequality of (3.13).
To complete the proof of step 4, note that in the case where ξ1 (resp. ξ0) is infinite, the
function λ1 (resp. λ0) has all the required properties.
Step 5. We establish the statement of Proposition 3.4 for n.
Let Di := pii(C), 0 ≤ i ≤ n, where pii : R
n → Ri is the canonical projection. For every
i ≥ 1, we can write Di as (ξi, ξ
′
i) where ξi is either −∞ or a C
∞ Lipschitz function on Di−1
and ξ′i is either +∞ or a C
∞ Lipschitz function on Di−1 satisfying ξi < ξ
′
i.
We can extend ξi and ξ
′
i to Lipschitz functions ξi and ξ
′
i on R
i−1 satisfying ξi ≤ ξ
′
i, and
then, regarding these extensions as constant with respect to the (n − i) last variables, to
Lipschitz functions on Rn−1. Set then
Ci := {(x1, . . . , xn) ∈ R
n : ξi(x1, . . . , xˆi, . . . , xn−1) < xi < ξ
′
i(x1, . . . , xˆi, . . . , xn−1)},
where xˆi means that the coordinate xi is omitted.
It now follows from Step 4 that for each i, each L-Lipschitz function δ and each µ ∈
D+(Rn), there is a C∞ function λi on R
n satisfying λi > 1 on the setWδ(Ci) and |λi|1 < µ
on the set Rn \ Wcδ(Ci), and satisfying |dλi| ≤ N on Wδ(Ci) as well as |dλi| <
N
δ
(for
some constants c and N independent of µ and δ). Indeed, Step 4 ensures that this fact
holds for Cn, and, since we can interchange the i
th and the nth coordinates, we see that
this is true as well for all the Ci.
But since C = ∩ni=1Ci, this implies that the function λ := λ1 · · ·λn has all the required
properties (see Remark 3.5).
Step 6. We prove the statement of Theorem 3.2 for n, completing the induction step.
Fix a Lipschitz function f : A → R, A ⊂ Rn. The function f can be extended to an
Lf -Lipschitz function on R
n (still denoted f). For j ∈ N large enough, we shall construct
a Lipschitz C∞ function gj : R
n → R satisfying |gj − f | < a · δj, with a ∈ R independent of
j. As the Lipschitz constant of gj will be bounded independently of j, this will be enough
for our purpose.
Let Σ be a stratification of Rn as provided by Proposition 1.4. We denote by Σ′ the
collection of all the strata of Σ that are maximal, in the sense that they do not lie in the
closure of another stratum. We denote by Σ0 the set constituted by all the strata of Σ
′ of
dimension n and by Σ1 the set of the strata of Σ
′ that are of positive codimension. Hence,
Σ′ = Σ0 ∪ Σ1.
Let S ∈ Σ1. Up to an orthonormal change of coordinates, S is the graph of some
Lipschitz function ξS : D → R, where D is a Lipschitz cell of R
n−1. As no confusion
may arise, we will identify S with the graph of ξS. We can extend ξS to an LξS -Lipschitz
function ξS defined on R
n−1.
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By step 1, there is a constant LS such that for every S ∈ Σ1 and every j, there is a C
∞
function gS,j which satisfies on Vδj (ΓξS
)
(3.15) |gS,j − f | < LS · δj .
Let L be a constant bigger than all the LξT , T ∈ Σ1, and let b be the constant obtained
by applying Proposition 3.3 to this L. Moreover, applying Proposition 3.4 to all the strata
of Σ0 (which are open Lipschitz cells after a possible orthonormal change of coordinates),
we get a positive constant c.
Fix now a stratum S ∈ Σ0. By Lemma 3.1, for every j ∈ N, there is a C
∞ function gS,j
on Rn which satisfies on Wbcδj(S)
(3.16) |gS,j − f |1 < δj .
Now, for j sufficiently big we can set:
(3.17) µj := min
S∈Σ′
δj
1 + |f |+ |gS,j|1
.
We then are going to use the bump functions provided by Propositions 3.3 and 3.4 to
construct the desired approximation by means of the gS,j.
Let for this purpose S be an element of Σ1. As above, we will identify S with the graph
of ξS . By Proposition 3.3, there exists a constant NS ≥ 1 such that for every j there is a
C∞ function λS,j : R
n → [0, 3) such that |λS,j |1 < µj on the set R
n \ Vδj (ΓξS
), λS,j > 1 on
the set Vbδj (ΓξS
), and on Rn
(3.18) |dλS,j | <
NS
δj
.
Let now S denote a stratum of Σ0. By Proposition 3.4, there is a constant NS such that
for every j ∈ N there is a C∞ function which satisfies |λS,j|1 < µj on the set R
n \Wbcδj (S),
λS,j > 1 on the set Wbδj (S), and which satisfies (3.18) for some constant NS .
Set now
(3.19) gj :=
∑
S∈Σ′
θS,j · gS,j where θS,j :=
λS,j∑
T∈Σ′ λT,j
.
Let us check that gj is the desired approximation. Observe first that the sets Vbδj (ΓξT
),
T ∈ Σ1, together with the sets Wbδj (T ), T ∈ Σ0, cover R
n. Therefore, for every x ∈ Rn,
there is a stratum T ∈ Σ′ such that λT,j(x) > 1. This shows that
∑
T∈Σ′ λT,j > 1, which
proves that θS,j ≤ λS,j, for each S ∈ Σ
′. By (3.17), this implies that for every S ∈ Σ1 we
have on Rn \ Vδj(ΓξS
)
θS,j|gS,j − f | < δj .
By (3.15), we deduce that on Rn we have for such a stratum:
(3.20) θS,j|gS,j − f | < L
′
S · δj ,
with L′S := max(LS , 1). Moreover, the same argument (replacing (3.15) with (3.16)) yields
the same estimate for the strata of Σ0. As a matter of fact, we can write:
|gj − f | = |
∑
S∈Σ′
θS,j · (gS,j − f)|
(3.20)
< a · δj ,
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for some constant a (independent of j). It thus remains to establish the Lipschitz character
of gj . We shall provide a bound for its derivative.
Observe for this purpose that by definition of gj we have for x in an open dense subset
of Rn:
(3.21) d(gj − f) = d
∑
S∈Σ′
θS,j(gS,j − f) =
∑
S∈Σ′
θS,j · d(gS,j − f) + (gS,j − f) · dθS,j.
We first check that θS,j|d(gS,j − f)| is bounded independently of j. This is clear if S is a
stratum of Σ1 since both θS,j and |d(gS,j − f)| are bounded. In the case where S ∈ Σ0, by
(3.16), we see that θS,j|d(gS,j − f)| is bounded on Wbcδj(S). On the complement of this
set, because |θS,j| < µj , by (3.17), we see that the result is also clear. It thus suffices to
check that |(gS,j − f) · dθS,j| is bounded as well.
We first deal with the case where S belongs to Σ1. Remark that, thanks to (3.18), a
straightforward computation of derivative shows that there is a constant N ′S (independent
of j) such that we have:
(3.22) |dθS,j| ≤
N ′S
δj
.
By (3.15), we see that this inequality already shows that (gS,j − f) · |dθS,j| is bounded on
Vδj(ΓξS
).
On the complement of this set, because we have |λS,j|1 < µj , a direct computation of
derivative shows that there is a constant N ′′S such that we have
(3.23) |dθS,j| < µj ·
N ′′S
δj
(3.17)
≤
N ′′S
1 + |gS,j |+ |f |
,
which clearly entails that |(gS,j − f) · dθS,j| is bounded on R
n \ Vδj (ΓξS
).
We now address the case of a stratum S of Σ0. On Wbcδj(S), we have |gS,j − f | < δj ,
an since (3.22) holds for the strata of Σ0 as well, we see that (gS,j − f) · dθS,j is bounded
on this set. Moreover, on the complement of this set, because we have |λS,j|1 < µj we see
that (3.23) holds for S, which entails that |(gS,j − f) · dθS,j| is a bounded function.
4. C∞-approximations of C1 functions
We prove in this section that D∞(M) is dense in D1(M), forM C∞ submanifold of Rn.
We will first prove it in the case where the considered manifold is Rn (Proposition 4.2) in
order to derive it for an arbitrary definable submanifold of Rn (Theorem 4.6).
4.1. The case M = Rn. The strategy is somehow similar to the one used in the proof
of Theorem 3.2. We shall however need approximations with sharp estimates on the
derivative. This motivates the following definition.
Definition 4.1. Let f ∈ D1(Rn) and take ε and δ in D+(Rn). Given A ⊂ Rn, we say that
a C∞ function g : Rn → R induces a (δ, ε)-approximation of f on A if we have |f−g| < δ ·ε
and |df − dg| < ε on A.
Proposition 4.2. D∞(Rn) is dense in D1(Rn) for the C1 Efroymson topology.
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Proof. We prove the result by induction on n, starting at n = 0, for which the statement
is vacuous. Let f ∈ D1(Rn) and ε ∈ D+(Rn). We split the induction step into two steps.
Step 1. Given a Lipschitz function ξ ∈ D(Rn−1) and ε ∈ D+(Rn), we show that there
exists η ∈ D+(Rn) such that for each δ ∈ D1(Rn, (0, 1)) satisfying |δ|1 ≤ η, there is
g ∈ D∞(Rn) which induces a (δ, ε)-approximation of f on [ξ − δ′, ξ + δ′], where δ′(x˜) :=
δ(x˜, ξ(x˜)).
We first reduce it to the case ξ ≡ 0, i.e., we establish the claimed statement in general
assuming it to be true in the particular case where ξ is identically zero. By Theorem 3.2,
there is a C∞ Lipschitz function ξ′ on Rn satisfying |ξ − ξ′| < δ′ on Rn−1, where
(4.24) ε′(x˜) := inf{ε(x˜, xn) : xn ∈ [ξ(x˜)− 1, ξ(x˜) + 1]}.
Moreover, we can assume ξ′ to be Lipschitz with a Lipschitz constant bounded indepen-
dently of δ and ε.
Let us define a C∞ diffeomorphism θ : Rn → Rn by θ(x˜, xn) = (x˜, xn − ξ
′(x˜)) and set
u := θ∗f . Apply the case ξ ≡ 0 to the function u to get a function v ∈ D
∞(Rn) which
induces a (2θ∗δ,
θ∗ε
2 )-approximation of u on [−2δ
′, 2δ′] (for each δ with |δ|1 sufficiently
small). Let then g := θ∗v and observe that since |v − u| < θ∗ε · θ∗δ on [−2δ
′, 2δ′], we
already see that |g − f | = |θ∗(v − u)| < ε · δ on [ξ′ − 2δ′, ξ′ + 2δ′]. Since |ξ − ξ′| < δ′, we
also see that [ξ′ − 2δ′, ξ′ + 2δ′] contains [ξ − δ′, ξ + δ′]. Moreover,
|d(g − f)| = |d(θ∗(v − u))| ≤ |dθ| · |d(v − u)| ◦ θ < Lθ · ε.
As Lθ is bounded independently of δ and ε, this completes our reduction.
We now shall prove the result in the case where ξ ≡ 0. Fix ε ∈ D+(Rn) and let
δ ∈ D+(Rn) be a C1 function satisfying |δ|1 <
1
2 . Such a function being
1
2 -Lipschitz, it is
easily checked that on [−δ′, δ′] we have:
(4.25) δ′(x˜) ≤ 2δ(x).
By Lemma 2.4, if ν ∈ D+(Rn) is a small enough function then for all x and x′ in Rn
satisfying |x− x′| < ν(x) we have:
(4.26) |f(x)− f(x′)| < ε(x) and |dxf − dx′f | ≤ ε(x).
For x˜ ∈ Rn−1, let
λ0(x˜) := f(x˜, 0) and λ1(x˜) :=
f(x˜, δ′(x˜))− f(x˜, 0)
δ′(x˜)
.
By induction on n, there are µ0 and µ1 in D
∞(Rn−1) such that we have:
(4.27) |µ0 − λ0|1 < ε
′ · δ′ and |µ1 − λ1|1 < ε
′ · δ′,
where ε′ is as in (4.24) (with ξ ≡ 0). Define then g ∈ D∞(Rn) by setting
g(x˜, xn) := µ0(x˜) + xn · µ1(x˜).
We shall show that if |δ|1 is sufficiently small then the function g has the desired properties,
i.e., we shall check that for δ small enough we have on (−δ′, δ′):
(4.28) |f − g| < δ · ε and |df − dg| < ε.
EFROYMSON’S APPROXIMATION THEOREM FOR GLOBALLY SUBANALYTIC FUNCTIONS 17
Observe first that it follows from (4.26) that for δ small enough we have for all x =
(x˜, xn) ∈ (−δ
′, δ′):
(4.29) |λ1(x˜)−
∂f
∂xn
(x˜, xn)| < ε(x).
Applying Taylor’s formula to f , we see that there is a function c on Rn−1 with |c(x˜)| ≤
δ′(x˜) such that for all x = (x˜, xn) ∈ (−δ
′, δ′):
(4.30) f(x˜, xn) = λ0(x˜) + xn ·
∂f
∂xn
(x˜, c(x˜)).
For |xn| < δ
′(x˜), thanks to the definition of g, we can deduce
|f(x)− g(x)| ≤ |λ0(x˜)− µ0(x˜)|+ xn|
∂f
∂xn
(x˜, c(x˜))− µ1(x˜)|,
By (4.27), the first term of the sum which appears in the right-hand-side of this inequality
is smaller than ε′(x˜) · δ′(x˜), and by (4.29), the second one is smaller than ε(x) · δ′(x˜), for
all x = (x˜, xn) ∈ (−δ
′, δ′). Since δ′(x˜) < 2δ(x) (by (4.25)) and ε′(x˜) ≤ ε(x) (by (4.24)) on
(−δ′, δ′), this shows that |f(x)− g(x)| < 2ε(x) · δ(x) on this set.
It thus only remains to prove the corresponding estimate for the derivative, i.e., that
|dxf − dxg| < ε(x) on (−δ
′, δ′) for |δ|1 small enough. We first check that, for |δ|1 small
enough, we have for each i < n:
(4.31) |
∂µ1
∂xi
| <
ε
δ
.
To see this, observe that a computation of derivative yields that for each i < n:
δ′(x˜)
∂λ1
∂xi
(x˜) = u(x˜)−
∂δ′
∂xi
(x˜)
(
λ1(x˜)−
∂f
∂xn
(x˜, δ′(x˜))
)
,
where, we have set for simplicity u(x˜) := ∂f
∂xi
(x˜, δ′(x˜)) − ∂f
∂xi
(x˜, 0). Since f is C1, the
function u tends to zero (in D0(Rn−1)) as |δ|1 tends to 0 and the sequence function(
λ1(x˜)−
∂f
∂xi
(x˜, δ′(x˜))
)
is bounded (in D0(Rn−1)). Consequently, δ′(x˜)∂λ1
∂xi
tends to zero
in D0(Rn−1) as |δ|1 goes to zero. For |δ|1 small enough, this function is thus smaller than
ε, which, via the second inequality of (4.27), establishes (4.31).
Observe then that by definition of g we have for each i < n:
(4.32)
∂g
∂xi
(x˜, xn) =
∂µ0
∂xi
(x˜) + xn ·
∂µ1
∂xi
(x˜),
and therefore
|
∂g
∂xi
(x)−
∂f
∂xi
(x)| ≤ |
∂µ0
∂xi
(x˜)−
∂λ0
∂xi
(x˜)|+ |xn ·
∂µ1
∂xi
(x˜)|+ |
∂λ0
∂xi
−
∂f
∂xi
(x)|,
which, due to (4.27), (4.31), and (4.26), must be smaller than 3ε for all (x˜, xn) satisfying
|xn| < δ(x) and each i < n. Finally, note that
|
∂g
∂xn
(x)−
∂f
∂xn
(x)| = |µ1(x˜)−
∂f
∂xn
(x)| < |µ1(x˜)− λ1(x˜)|+ |λ1(x˜)−
∂f
∂xn
(x)|,
which, thanks to (4.27) and (4.29), must be smaller than 2ε for all x ∈ (−δ′, δ′). This
yields the result in the case where ξ ≡ 0, completing step 1.
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Step 2. We perform the induction step of the proof.
We shall make use of the same method as in the last step of the proof of Theorem
3.2. Let Σ be a stratification of Rn as provided by Proposition 1.4. We denote by Σ′ the
collection of all the strata of Σ that are maximal, in the sense that they do not lie in the
closure of another stratum of positive codimension. We denote by Σ0 the set constituted
by all the strata of Σ′ of codimension 0 and by Σ1 the set of the strata of Σ
′ that are of
positive codimension. Hence, Σ′ = Σ1 ∪ Σ0.
Let S ∈ Σ1. Up to an orthonormal change of coordinates, S is the graph of some
Lipschitz function ξS : D → R, where D is a Lipschitz cell of R
n−1. As no confusion may
arise, we will identify S with the graph of ξS . We can extend ξS to a Lipschitz function
ξS defined on R
n−1. Given j, set δ′S,j(x˜) := δj(x˜, ξS(x˜)) (where δj is as in (1.1)).
By step 1, for every j large enough there is a C∞ function gS,j which satisfies on
(ξS − δ
′
S,j, ξ + δ
′
S,j):
(4.33) |gS,j − f | < ε · δj and |dgS,j − df | < ε.
By Lemma 1.2, there is a positive real number r < 1 such that Vrδj(ΓξS
) ⊂ (ξS − δ
′
S,j , ξ +
δ′S,j) (since the stratification Σ1 is finite, we may choose the same r for all the strata).
Fix now a stratum S ∈ Σ0. Let L be a constant bigger than all the LξT , T ∈ Σ1, and
let b be the constant obtained by applying Proposition 3.3 to this L. Moreover, applying
Proposition 3.4 to each stratum of Σ0 (which are open Lipschitz cells after a possible
orthonormal change of coordinates), we get a positive constant c.
By Lemma 3.1, for every j, there is a C∞ function gS,j on R
n which satisfies onWscδj(S),
s := br,
(4.34) |gS,j − f |1 < ε · δj .
Now, for j sufficiently big we can set:
(4.35) µj := min
S∈Σ′
δj · ε
1 + |f |1 + |gS,j |1
.
Let now again S be an element of Σ1. As above, we will identify S with the graph of
ξS. By Proposition 3.3, there exists a constant NS ≥ 1 such that for every j there is a C
∞
function λS,j : R
n → [0, 3) such that |λS,j|1 < µj on the set R
n \ Vrδj(ΓξS
), λS,j > 1 on
the set Vsδj(ΓξS
), and which satisfies (3.18) on Rn.
Let now S denote a stratum of Σ0. By Proposition 3.4, there is a constant NS such that
for every j ∈ N there is λS,j ∈ D
∞(Rn) which satisfies |λS,j|1 < µj on the set R
n\Wscδj(S),
λS,j > 1 on the set Wsδj(S), and which satisfies (3.18) for some constant NS.
We now define the functions gj , gS,j, and θS,j as in (3.19) (for some j large enough).
Let us check that gj is the desired approximation.
Observe first that the sets Vsδj(ΓξT
), T ∈ Σ1, together with the sets Wsδj(T ), T ∈ Σ0,
cover Rn. Therefore, for every x ∈ Rn, there is a stratum T ∈ Σ′ such that λT,j(x) > 1.
This shows that
∑
T∈Σ′ λT,j(x) > 1, which proves that θS,j ≤ λS,j, for each S ∈ Σ
′. We
deduce that for every S ∈ Σ1 we have on R
n \ Vrδj (ΓξS
)
θS,j|gS,j − f |
(4.35)
< δj · ε < ε.
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By (4.33), we deduce that we have for such S (on the whole of Rn):
(4.36) θS,j|gS,j − f | < ε.
Moreover, the same argument (replacing (4.33) with (4.34), yields the analogous estimate
holds for the strata of Σ0. As a matter of fact, we can write:
|gj − f | = |
∑
S∈Σ′
θS,j · (gS,j − f)|
(4.36)
< a · ε,
for some constant a (independent of ε). This already yields the desired estimate for |gj−f |.
It remains to prove the analogous estimate for |dgj − df |.
In view of (3.21), it is clear that it suffices to show that for all S ∈ Σ′ we have for
(4.37) |dθS,j| · |gS,j − f | < N · ε
and
(4.38) θS,j · |dgS,j − df | < N · ε,
for some constant N independent of ε.
We first focus on (4.37), starting with the case where the stratum S belongs to Σ1.
Remark that, because (3.18) holds for S, inequality (3.22), which comes down from this
estimate, must hold as well. By (4.33), we see that this inequality already shows that
estimate (4.37) holds on Vrδj (ΓξS
).
On the complement of this set, because we have |λS,j|1 < µj , a direct computation of
derivative shows that there is a constant N ′′S such that we have
(4.39) |dθS,j| < µj ·
N ′′S
δj
(4.35)
≤
N ′′S · ε
1 + |gS,j |+ |f |
.
This shows (4.37) for the strata of Σ1.
We now prove (4.37) in the case of a stratum S of Σ0. On Wscδj(S), because by (4.34)
we have |gS,j − f | < ε · δj , and since (3.22) holds (again this inequality follows from (3.18)
which holds for S), we see that
|dθS,j | · |gS,j − f | < N
′
S · ε,
yielding (4.37) on this set. Moreover, on the complement of this set, because we have
|dλS,j| < µj , writing the same computation as in (4.39), we get (4.37).
It remains to prove (4.38). We start with the case where the stratum S belongs to Σ1.
By (4.33) we see that the desired estimate holds on Vrδj (ΓξS
) (since θS,j ≤ 1). On the
complement of this set, since θS,j < µj, we can write:
(4.40) θS,j · |dgS,j − df | ≤ µj · |gS,j − f |1
(4.35)
< ε,
yielding (4.38) for the strata of Σ1.
We now address the case where S belongs to Σ0. For such a stratum, inequality (4.34)
shows that the desired estimate holds onWscδj(S). On the complement of this set, because
θS,j < µj , we see that computation which is carried out in (4.40) yields the desired
estimate. 
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4.2. Approximations on submanifolds of Rn. The idea is to first establish the desired
theorem for a closed definable manifold with boundary of Rn (Proposition 4.3). We then
make use of this result to show that every C∞ definable manifold has a closed embedding
(Proposition 4.5).
Given a definable Cm submanifold M of Rn, m ≥ 2, there is a definable neighborhood
U of M in Rn and a definable retraction r : U → M such that for all x ∈ U , r(x) is the
point that realizes the distance from x to M . The vector (x − r(x)) is then orthogonal
to the tangent space to M at r(x) and we say that (r, U) is a tubular neighborhood of M .
The mapping r is at least Cm−1 and, if M is C∞, then so is r.
We also recall that a definable function f on a set A ∈ Dn is said to be C
m on A,
m ∈ N ∪ {∞}, if it extends to a Cm function on an open neighborhood of A in Rn.
Proposition 4.3. Let f ∈ D1(M,N), where M is a closed C1 submanifold with boundary
of Rn and N a C∞ submanifold of Rk. Given ε ∈ D+(M), there is g ∈ D∞(M,N)
satisfying |f − g|1 < ε on M .
Proof. Since M is closed, the mapping f extends to a C1 mapping f : Rn → Rk. By
Proposition 4.2, for every δ ∈ D+(Rn) there is a C∞ mapping θ : Rn → Rk such that
|f − θ|1 < δ on R
n. Let (r, U) be a tubular neighborhood of N and let V be a closed
neighborhood of M in f
−1
(U). If δ is chosen sufficiently small then θ(x) ∈ U , for all
x ∈ V , and we can set for such x, g(x) := r(θ(x)). Given ε ∈ D+(M), if we choose δ
sufficiently small then |g − f |1 will be smaller than ε on M . 
The idea to show Proposition 4.5 is to first construct a C2 embedding that we will
approximate by a C∞ embedding. We thus shall need the following approximation result
for manifolds, which is inspired from the techniques developed to study Nash compact
manifolds [BCR].
Proposition 4.4. Given a C2 closed definable submanifoldM of Rn, there is a C1 definable
diffeomorphism h :M → Mˆ , with Mˆ definable closed C∞ submanifold of Rn. This embed-
ding can be chosen arbitrarily close to the identity in the sense that, given ε ∈ D+(M),
we can require that for all x ∈M and all unit vector u ∈ TxM :
(4.41) |x− h(x)| < ε(x) and |u− dxh(u)| < ε(x).
Proof. Let Gn,l be the Grassmannian of l-dimensional vector subspaces of R
n, where l :=
dimM , and
En,l := {(v, P ) ∈ R
n ×Gn,l : v ⊥ P}.
Denote by γn,l : En,l → Gn,l the vector bundle defined by (v, P ) 7→ P . We will regard
En,l as a submanifold of R
k, for some k. Let (r, U) be a tubular neighborhood of M and
w : M → Gn,l the C
1 mapping that assigns to every element x ∈ M the vector space
TxM . Define then a C
1 mapping f : U → En,l by f(x) := (x − r(x), w(r(x))). Taking
U smaller if necessary, we can assume that it is a closed manifold with boundary. By
Proposition 4.3, for every ε ∈ D+(U), there is a C∞ mapping g : U → Rk satisfying
|f − g|1 < ε. The mapping f is transverse to the zero section of the vector bundle γn,l and
we have f−1({0Rn} × Gn,l) = M . Consequently, if the approximation g is good enough,
this mapping is also transverse to the zero section of the vector bundle γn,l and the set
Mˆ := g−1({0Rn} ×Gn,l)
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is a closed C∞ submanifold of Rn. Moreover, if the approximation is good enough the
mapping r induces a C1 diffeomorphism from Mˆ onto M isotopic to the identity map. 
Proposition 4.5. Every C∞ definable submanifold of Rn is C∞ definably diffeomorphic
to a closed C∞ definable submanifold of Rn+1.
Proof. Let Ω be a C∞ submanifold of Rn and let ρ : Ω → R be the positive continuous
function defined by ρ(x) = d(x,Rn \ Ω). As D2(Ω) is dense in D0(Ω), we can take a C2
function ρ′ : Ω → R such that |ρ − ρ′| < ρ2 . The function ρ
′ is positive and tends to zero
as x tends to the frontier of Ω. Let us denote by M the graph of the function 1
ρ′
and
note that this subset is a closed C2 submanifold of Rn+1. By Proposition 4.4, for every
ε ∈ D+(M), there is a C∞ submanifold Mˆ of Rn+1 and a C1 diffeomorphism h : M → Mˆ
for which (4.41) holds.
Notice that the canonical projection Π : Rn × R → Rn induces (by restriction) a C2
diffeomorphism pi :M → Ω. For ε sufficiently small, the mapping Π therefore also induces
(by restriction again) a C∞ diffeomorphism h : Mˆ → Ω. 
Theorem 4.6. If M is a C∞ definable submanifold of Rn then D∞(M) is dense in D1(M)
for the C1 Efroymson topology.
Proof. By Proposition 4.5, we can assume that M is closed. The result then follows from
Proposition 4.3. 
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