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1. Introduction
The one-dimensional nonlinear equation of vibration of beams which is given by
∂2 y
∂t2
+ α ∂
4 y
∂x4
−
(
β + γ
L∫
0
(
∂ y
∂x
)2
dx
)
∂2 y
∂x2
= 0, (1.1)
has been proposed by Woinowsky and Krieger [23]. Here, L is the length of the beam while α, β , and γ are positive physical
constants. The nonlinear part of (1.1), which takes into account Kirchhoff’s correction, stands for the extension effect for an
elastic beam whose ends are held at a ﬁxed distance apart in its transverse vibrations. For more details of physical meaning
of the nonlinear part of (1.1), we can refer to Kirchhoff [12] (cf. [8]).
From a purely mathematical point of view, the Cauchy problem for Eq. (1.1) was studied ﬁrst by Ball [3,4], Dickey [7],
and then many other researchers.
As a general form of (1.1), we consider the following equation with appropriate boundary and initial conditions:
∂2 y
∂t2
+ α2 y −m
(∫
Ω
|∇ y|2 dx
)
y + g
(
∂ y
∂t
)
= 0, (1.2)
where α > 0, Ω ⊂ Rn , and m is a function satisfying some conditions. Much research has been devoted to the study of
Eq. (1.2) (see Brito [5], Medeiros [17], Oliveria and Lima [19] etc.).
Related problems for extensive elastic strings, originated from Kirchhoff [12], were studied by Arosio [2], Spagnolo [22],
Pohozaev [20], Lions [15], Nishihara and Yamada [18], as well as other extensive research.
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their decays.
By the way, in our previous paper [11], we studied the quadratic cost optimal control problems for Eq. (1.2) in which
α = 1, m(s) = 1+s and g(·) = 0. In the paper, we proved the existence of optimal controls and obtained necessary conditions
for some costs of distributed and terminal value observations.
Our goal in this paper is to study the identiﬁcation problems for an extensive beam equation with clamped boundary
conditions:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2 y(q)
∂t2
+ α2 y(q) −
(
β + γ
∫
Ω
∣∣∇ y(q)∣∣2 dx)y(q) = f in (0, T ) × Ω,
y(q) = ∂ y(q)
∂ν
= 0 on (0, T ) × ∂Ω,
y(q;0, x) = y0(x), ∂ y
∂t
(q;0, x) = y1(x) in Ω,
(1.3)
where α, β and γ are positive physical constants, f is a forcing function, and y(q) denotes the state for a given q =
(α,β,γ ) ∈ P , where P is a set of parameters.
We set up our identiﬁcation problems by assuming that the parameters α, β and γ are unknown but true or desired
state can be observed by distributive measurements. Based on the assumptions, we try to identify the best parameter q
within an admissible parameter set Pad ⊂ P by employing the framework of Lions [14]. For our purpose, we introduce an
objective cost functional that is to be minimized within Pad:
J (q) = ∥∥C y(q) − Yd∥∥2M for q ∈ Pad, (1.4)
where C is an observation operator that is deﬁned on the space of solutions of Eq. (1.3), M is a Hilbert space of observa-
tion variables, and Yd ∈ M is a desired or true observation value. The parameter q∗ ∈ Pad , which minimizes the quadratic
cost (1.4), is called an optimal parameter and y(q∗) is called the optimal state. The identiﬁcation problem for Eq. (1.3)
subject to the cost (1.4) is the existence problem of an optimal parameter and characterization of them by establishing the
necessary conditions of optimality for various observation cases. Previously, this method was used by Ahmed [1] in which he
obtained various abstract results of the identiﬁcation problems for abstract evolution systems. However, we can ﬁnd a few
articles which extend the identiﬁcation problems to practical nonlinear PDEs. Quite recently, Hwang and Nakagiri [9] studied
the identiﬁcation problems for the equation of vibration of an elastic membrane represented by a quasilinear parabolic PDE.
In this paper, we extend the identiﬁcation problem to the quasilinear beam equation (1.3).
In our discussions, the main diﬃculties are summarized as follows: Since we rely on the variational approach of Li-
ons [14] in showing the optimality conditions for optimal parameters, we need to show the Gâteaux differentiability of
the solution mapping q → y(q) by taking variations on an admissible parameter set. Especially, in taking variation of α in
Eq. (1.3), we have equations having forcing terms related with 2 y. Since we are considering nonlinear PDE of hyperbolic
type, it is not easy to deal with the equation in the same function spaces as we did in [11]. To avoid this diﬃculty, we em-
ployed the method of transposition due to Lions and Magenes [16] (cf. [14]) to analyze the equation. Moreover, even though
we are considering such a weak solution via the transposition method, we proved the strong Gâteaux differentiability of the
solution mapping by making use of the shifted energy method in Lions and Magenes [16], which allow us to observe veloc-
ity’s distribution. Accordingly, in this paper, we obtained the necessary conditions for both state’s and velocity’s distributive
observation cases.
Let us explain brieﬂy the contents of this paper. In Section 2, we explain several notations of this paper and state
a theorem about the well-posedness of (1.3). In Section 3, we state the identiﬁcation problems of parameter in (1.3) via
the optimal control theory, and solve the problem by proving the existence of optimal parameters and deducing necessary
conditions of optimality.
2. Preliminaries
Let Ω be an open, bounded, and connected set of Rn with a smooth boundary Γ . The scalar products and norms
on L2(Ω) and Hk0(Ω), k = 1,2, are denoted by (·,·)2, | · |2 and ((·,·))k , ‖ · ‖k , k = 1,2, respectively. The scalar product and
norm on [L2(Ω)]n are also denoted by (·,·)2 and | · |2, respectively. Then, by virtue of Poincaré inequality and Komornik [13],
we can replace these scalar products and norms in the following manners,
((φ,ψ))1 = (∇φ,∇ψ)2, ‖φ‖1 = |∇φ|2, (2.1)
((φ,ψ))2 = (φ,ψ)2, ‖φ‖2 = |φ|2, (2.2)
respectively. We also denote by D(2) the domain of 2:
D
(
2
)= {φ ∈ H2(Ω) ∣∣2φ ∈ L2(Ω)}.0
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between Hk0(Ω) and H
−k(Ω) by 〈φ,ψ〉k,−k , k = 1,2. Since  : L2(Ω) → H−2(Ω) is an isomorphism, we may deﬁne a norm
with H−2(Ω) by ‖ψ‖H−2(Ω) = |−1ψ |2. Finally, it becomes apparent that each natural topological imbedding
D
(
2
)
↪→ H20(Ω) ↪→ L2(Ω) ↪→ H−2(Ω) ↪→ D
(
2
)′
is compact and continuous.
For the sake of simplicity, we set Q = (0, T )×Ω , Σ = (0, T )×Γ for T > 0, and we omit the integral variables and space
variables throughout this paper.
We consider the following equation of vibration of an extensible beam with clamped boundary:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 y
∂t2
+ α2 y − (β + γ |∇ y|22)y = f in Q ,
y = ∂ y
∂ν
= 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω,
(2.3)
where α, β and γ are positive physical constants, f is a forcing function, y0 and y1 are the initial data, and ν is an outward
unit normal vector tailing on Γ .
Deﬁnition 2.1. A function y is said to be a strong solution of (2.3) if y ∈ S(0, T ) and y satisﬁes{
y′′(·) + α2 y(·) − (β + γ ∣∣∇ y(·)∣∣22)y(·) = f (·), a.e. in [0, T ],
y(0) = y0, y′(0) = y1,
(2.4)
where S(0, T ) is a Hilbert space given by
S(0, T ) ≡ {g ∣∣ g ∈ L2(0, T ; D(2)), g′ ∈ L2(0, T ; H20(Ω)), g′′ ∈ L2(0, T ; L2(Ω))}
equipped with the norm
‖g‖S(0,T ) =
(‖g‖2L2(0,T ;D(2)) + ‖g′‖2L2(0,T ;H20(Ω)) + ‖g′′‖2L2(0,T ;L2(Ω))
) 1
2 .
The following variational formulation is used to deﬁne the weak solution of (2.3).
Deﬁnition 2.2. A function y is said to be a weak solution of (2.3) if y ∈ W(0, T ) and y satisﬁes⎧⎪⎨
⎪⎩
〈
y′′(·),φ〉−2,2 + α(y(·),φ)2 − (β + γ ∣∣∇ y(·)∣∣22)(y(·),φ)2 = ( f (·),φ)2
for all φ ∈ H20(Ω) in the sense of D′(0, T ),
y(0) = y0, y′(0) = y1,
(2.5)
where W(0, T ) is a Hilbert space given by
W(0, T ) ≡ {g ∣∣ g ∈ L2(0, T ; H20(Ω)), g′ ∈ L2(0, T ; L2(Ω)), g′′ ∈ L2(0, T ; H−2(Ω))}
equipped with the norm
‖g‖W(0,T ) =
(‖g‖2
L2(0,T ;H20(Ω))
+ ‖g′‖2L2(0,T ;L2(Ω)) + ‖g′′‖2L2(0,T ;H−2(Ω))
) 1
2 .
By referring to the article by Ball [4] and Hwang [11], we can state the following theorem on existence, uniqueness and
regularity of the weak solution of (2.3).
Theorem 2.1. Assume that
y0 ∈ H20(Ω), y1 ∈ L2(Ω), and f ∈ L2
(
0, T ; L2(Ω)). (2.6)
Then the problem (2.3) has a unique weak solution y satisfying
y ∈ WC(0, T ) ≡ W(0, T ) ∩ C
([0, T ]; H20(Ω))∩ C1([0, T ]; L2(Ω)). (2.7)
Furthermore if
y0 ∈ D
(
2
)
, y1 ∈ H20(Ω), and f ∈ C1
([0, T ]; L2(Ω)) or f ∈ L2(0, T ; H20(Ω)), (2.8)
then the problem (2.3) admits a unique strong solution y satisfying
y ∈ S(0, T ) ∩ C([0, T ]; D(2))∩ C1([0, T ]; H20(Ω)). (2.9)
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solution class of (2.3) is weak solution satisfying with the regularity given in (2.7).
Remark 2.1. As stated in Hwang [11, Theorem 2.2], the regularity of the weak solution y of (2.3) which is given in (2.7)
can be obtained by employing the method of Lions and Magenes [16, Theorem 8.2] via the following energy equality of the
weak solution y of (2.3):
∣∣y′(t)∣∣22 + α∣∣y(t)∣∣22 + β∣∣∇ y(t)∣∣22 + γ2
∣∣∇ y(t)∣∣42 = |y1|22 + α|y0|22 + β|∇ y0|22 + γ2 |∇ y0|42 + 2
t∫
0
( f , y′)2 ds.
(2.10)
By making use of (2.10), we can also give the result on the continuous dependence of weak solutions of (2.3) on initial
values y0, y1 and forcing terms f . Let D be a product space deﬁned by
D = H20(Ω) × L2(Ω) × L2
(
0, T ; L2(Ω)). (2.11)
For each d = (y0, y1, f ) ∈ D we have a unique weak solution y = y(d) ∈ WC(0, T ) of (2.3) by Theorem 2.1. Hence we can
deﬁne the continuous mapping d = (y0, y1, f ) → y(d) of D into WC(0, T ).
Finally, we can state the following theorem.
Theorem 2.2. The mapping d → y(d) of D into WC(0, T ) is strongly continuous. Further, for each d1 = (y10, y11, f 1) ∈ D and
d2 = (y20, y21, f 2) ∈ D we have the inequality∣∣y′(d1; t) − y′(d2; t)∣∣2 + ∣∣y(d1; t) − y(d2; t)∣∣2  C(∣∣y10 − y20∣∣2 + ∣∣y11 − y21∣∣2 + ∥∥ f 1 − f 2∥∥L2(0,T ;L2(Ω))),
(2.12)
where C is a positive constant depending on parameter q = (α,β,γ ) and data d1 = (y10, y11, f 1) and d2 = (y20, y21, f 2).
3. Parameter identiﬁcation problems
In this section we study the identiﬁcation problem for an extensible beam equation. For our purpose we slightly mod-
ify (2.3) as follows:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 y
∂t2
+ (α0 + α)2 y −
(
β + γ |∇ y|22
)
y = f in Q ,
y = ∂ y
∂ν
= 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω,
(3.1)
where α0 > 0 is ﬁxed.
Let P = R3+ ∪ {0} = {(x1, x2, x3) | xi  0, i = 1,2,3} be the set of parameters q = (α,β,γ ) with the Euclidean norm
which is denoted by | · |. Then, by the above replacement, the coeﬃcient of ﬂexural rigidity α0 +α of (3.1) is always greater
than α0.
Since for each q ∈ P there exists a unique weak solution y(q) ∈ WC(0, T ) of (3.1), we can deﬁne the solution mapping
q → y(q) of P into WC(0, T ).
As discussed in Ahmed [1], we set up our identiﬁcation problems by assuming that the parameters α, β and γ are
unknown, but true or desired state can be observed by some measurements. Here we assume that the observation of the
state is given by
z(q) = C y(q), C ∈ L(W(0, T ),M), (3.2)
where C is an operator called the observer, and M is a Hilbert space of observation variables.
Based on the above assumptions, we introduce the following objective cost functional which is to be minimized within
an admissible parameter set Pad ⊂ P :
J (q) = ∥∥C y(q) − Yd∥∥2M for q ∈ Pad, (3.3)
where y(q) is the weak solution of (3.1) and Yd ∈ M is a desired or true observation value.
As indicated in the Introduction of this paper we employ the framework of the quadratic cost optimal control theory due
to Lions [14] to study parameter identiﬁcation problems. For our purpose, we assume ﬁrst that an admissible parameter set
Pad ⊂ P is convex and closed. On the analogy of the optimal control theory, the identiﬁcation problems for (3.1) subject to
the cost (3.3) is divided into the existence and characterization problems as follows:
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• Give the characterizations of such a q∗ .
Here we call q∗ the optimal parameter and y(q∗) the optimal state. It is well known that there are no general methods of
verifying the existence of an optimal parameter q∗ ∈ Pad , and we need stronger conditions. In this paper, we assume Pad
is a compact to prove the existence of an optimal parameter q∗ ∈ Pad . Under the condition, the existence of an optimal
parameter q∗ for the cost (3.3) will be followed by the following result.
Theorem 3.1. The mapping q → y(q) :P → WC(0, T ) is continuous.
To prove Theorem 3.1, we state the following compactness lemma.
Lemma 3.1. Let X , Y and Z be Banach spaces such that the imbeddings X ⊂ Y ⊂ Z are continuous and the imbedding X ⊂ Y is
compact. Then a bounded set of W 1,∞(0, T ; X, Z) = {g | g ∈ L∞(0, T ; X), g′ ∈ L∞(0, T ; Z)} is relatively compact in C([0, T ]; Y ).
Proof. See Simon [21]. 
Proof of Theorem 3.1. Let q = (α,β,γ ) be arbitrarily ﬁxed in P . We suppose that there exists a sequence {qn} ⊂ P which
satisfy that qn = (αn, βn, γn) → q = (α,β,γ ) in P . Let yn ≡ y(qn) be the solutions of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 yn
∂t2
+ (α0 + αn)2 yn −
(
βn + γn|∇ yn|22
)
yn = f in Q ,
yn = ∂ yn
∂ν
= 0 on Σ,
yn(0, x) = y0(x), ∂ yn
∂t
(0, x) = y1(x) in Ω.
(3.4)
By Theorem 2.2, the weak solution yn of (3.4) satisfy the following inequality∣∣y′n(t)∣∣2 + ∣∣yn(t)∣∣2  Cn(|y0|2 + |y1|2 + ‖ f ‖L2(0,T ;L2(Ω))), ∀t ∈ [0, T ], (3.5)
where Cn > 0 is a constant depending on qn and the data. Since the converging sequence {qn} is bounded in P , we deduce
from (3.4) and (3.5) that
{yn} is bounded in W(0, T ) ∩ L∞
(
0, T ; H20(Ω)
)∩ W 1,∞(0, T ; L2(Ω)). (3.6)
Therefore, by using Rellich’s extraction theorem, we can ﬁnd a subsequence of {yn}, say again {yn}, and ﬁnd y ∈ W(0, T )
such that
yn → y weakly in W(0, T ) as n → ∞, (3.7)
yn → y weakly∗ in L∞
(
0, T ; H20(Ω)
)
as n → ∞, (3.8)
y′n → y′ weakly∗ in L∞
(
0, T ; L2(Ω)) as n → ∞. (3.9)
Since H20(Ω) ↪→ H10(Ω) is compact, we can apply Lemma 3.1 to (3.6) with X = H20(Ω), Y = H10(Ω), and Z = L2(Ω) to verify
that {yn} is pre-compact in C([0, T ]; H10(Ω)). Hence, we can ﬁnd a subsequence {ynk } ⊂ {yn}, if necessary, such that
ynk (t) → y(t) in H10(Ω) ∀t ∈ [0, T ] as k → ∞. (3.10)
Therefore (3.7) and (3.10) imply
|∇ ynk |22ynk → |∇ y|22y weakly in L2
(
0, T ; L2(Ω)) as k → ∞. (3.11)
We replace yn by ynk and take k → ∞ in (3.4). Then, by the standard argument in Dautray and Lions [6, pp. 561–565], we
conclude that limit y is a weak solution of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 y
∂t2
+ (α0 + α)2 y −
(
β + γ |∇ y|22
)
y = f in Q ,
y = ∂ y
∂ν
= 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω.
(3.12)
Moreover the uniqueness of weak solutions in Theorem 2.1 enable us to conclude that y = y(q) in W(0, T ), which implies
that y(qn) → y(q) weakly in W(0, T ).
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in linear problems (cf. [10]). From Remark 2.1, we can show the following energy equality of Eq. (3.4):
∣∣y′n(t)∣∣22 + (α0 + αn)∣∣yn(t)∣∣22 + βn∣∣∇ yn(t)∣∣22 + γn2
∣∣∇ yn(t)∣∣42 = C(qn; y0, y1) + 2
t∫
0
(
f , y′n
)
2 ds, (3.13)
where
C(qn; y0, y1) = |y1|22 + (α0 + αn)|y0|22 + βn|∇ y0|22 +
γn
2
|∇ y0|42.
Similarly, we also have the following energy equality of Eq. (3.12):
∣∣y′(t)∣∣22 + (α0 + α)∣∣y(t)∣∣22 + β∣∣∇ y(t)∣∣22 + γ2
∣∣∇ y(t)∣∣42 = C(q; y0, y1) + 2
t∫
0
( f , y′)2 ds. (3.14)
Adding (3.13) to (3.14), we have∣∣y′n(t)∣∣22 + ∣∣y′(t)∣∣22 + (α0 + α)(∣∣yn(t)∣∣22 + ∣∣y(t)∣∣22)= ξ0n + ξ1n + ξ2n , (3.15)
where
ξ0n = (α − αn)
∣∣yn(t)∣∣22, (3.16)
ξ1n = −
(
βn
∣∣∇ yn(t)∣∣22 + γn2
∣∣∇ yn(t)∣∣42 + β∣∣∇ y(t)∣∣22 + γ2
∣∣∇ y(t)∣∣42
)
, (3.17)
ξ2n = C(qn; y0, y1) + C(q; y0, y1) + 2
t∫
0
(
f , y′n + y′
)
2 ds. (3.18)
By using the simple equality that
|a − b|22 + 2(a,b)2 = |a|22 + |b|22 for all a,b ∈ L2(Ω), (3.19)
(3.15) can be rewritten by∣∣y′n(t) − y′(t)∣∣22 + (α0 + α)∣∣yn(t) − y(t)∣∣22 = ξ0n + ξ1n + ξ2n + ξ3n , (3.20)
where
ξ3n = −2(α0 + α)
(
yn(t),y(t)
)
2 − 2
(
y′n(t), y′(t)
)
2. (3.21)
By (3.20), we can deduce the inequality:
∣∣y′n(t) − y′(t)∣∣22 + ∣∣yn(t) − y(t)∣∣22  1min{1,α0}
(∣∣ξ0n ∣∣+ ∣∣ξ1n + ξ2n + ξ3n ∣∣). (3.22)
Thanks to (3.7)–(3.10), we can infer that there exists a subsequence {yn} (corresponding to {qn}), still denoted by itself, such
that
ξ1n → −2β
∣∣∇ y(t)∣∣22 − γ ∣∣∇ y(t)∣∣42 as n → ∞, (3.23)
ξ2n → 2C(q; y0, y1) + 4
t∫
0
( f , y′)2 ds as n → ∞, (3.24)
ξ3n → −2(α0 + α)
∣∣y(t)∣∣22 − 2∣∣y′(t)∣∣22 as n → ∞. (3.25)
Therefore, by virtue of (3.14) and (3.23)–(3.25), we can deduce
ξn ≡
3∑
i=1
ξ in → 0 as n → ∞. (3.26)
Clearly, we have
ξ0n → 0 as n → ∞. (3.27)
688 J. Hwang / J. Math. Anal. Appl. 359 (2009) 682–695Combining (3.22) and (3.26)–(3.27), we obtain
yn → y in C
([0, T ]; H20(Ω)) as n → ∞, (3.28)
y′n → y′ in C
([0, T ]; L2(Ω)) as n → ∞, (3.29)
and also we have via (3.4) that
yn → y strongly in W(0, T ) as n → ∞. (3.30)
This completes the proof. 
The existence theorem of an optimal parameter q∗ is followed by Theorem 3.1.
Theorem 3.2. If Pad is compact subset of P , then there exists at least one optimal parameter q∗ ∈ Pad for the cost (3.3).
In the next step, we seek the necessary conditions of optimality for the optimal parameter q∗ = (α∗, β∗, γ ∗) ∈ Pad under
the condition that Pad is a compact subset of P . As discussed in Ahmed [1] and Lions [14], we shall make use of the Gâteaux
differential of the cost (3.3). For this, it is necessary in advance that the solution mapping q → y(q) of Pad → W(0, T ) is
Gâteaux differentiable.
Let the mapping q → y(q) be Gâteaux differentiable. Then, in order that the cost (3.3) may attain its minimum at
q∗ ∈ Pad (whose existence is clear from Theorem 3.2), it is necessary that
J ′(q∗)(q − q∗) = lim
λ→0
J (qλ) − J (q∗)
λ
 0 for all q ∈ Pad, (3.31)
where qλ = q∗ + λ(q − q∗) and λ ∈ [0,1] and we shall analyze (3.31) in view of the proper adjoint state system.
Remark 3.1. As stated in the Introduction, we have diﬃculties in proving the Gâteaux differentiability of the solution map-
ping q → y(q). That is, we cannot estimate the quotient zλ = 1λ (y(qλ) − y(q∗)) in W(0, T ) as we did in [11]. Especially,
when we take the variation of α ∈ q, we have a forcing term related with the term 2 y which belongs to L2(0, T ; H−2(Ω)).
Therefore, Theorem 2.1 does not apply to show the Gâteaux differentiability of the mapping q → y(q). To overcome this
diﬃculty, we will restrict the space in which the quotient zλ will be estimated to L2(0, T ; L2(Ω)) by utilizing another exis-
tence theorem, namely, the transposition method due to Lions and Magenes [16]. This method allows us to obtain a more
general solution under less regular data conditions.
Here we explain the transposition method. Let us consider ﬁrst the following terminal value problem:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2v
∂t2
+ (α0 + α∗)2v − G(q∗, y∗, v) = f in Q ,
v = ∂v
∂ν
= 0 on Σ,
v(T ) = 0, ∂v
∂t
(T ) = 0 in Ω,
(3.32)
where f ∈ L2(0, T ; L2(Ω)) and
G(q∗, y∗, v) = (β∗ + γ ∗|∇ y∗|22)v + 2γ ∗(∇ y∗,∇v)2y∗. (3.33)
Then, for each ﬁxed q∗ ∈ Pad and y∗ ∈ W(0, T ) we can observe the properties of G(q∗, y∗, ·) such as:
G(q∗, y∗, ·) ∈ L(H20(Ω), L2(Ω)); (3.34)(G(q∗, y∗,ψ),φ)2 = (ψ,G(q∗, y∗, φ))2 for all φ,ψ ∈ H20(Ω). (3.35)
Then, by reversing the ﬂow of time t → T − t, it follows from the linear theory of Dautray and Lions [6, pp. 570–589] that
the terminal value problem (3.32) admits a unique weak solution v ∈ WC(0, T ). Moreover, Theorem 2.2 implies that the
weak solution v of (3.32) satisﬁes the inequality:∣∣v ′(t)∣∣2 + ∣∣v(t)∣∣2  C‖ f ‖L2(0,T ;L2(Ω)) for all t ∈ [0, T ], (3.36)
where C is a positive constant depending on parameters and the data of y∗ .
We deﬁne the space
X ≡ {v ∣∣ v is the solution of (3.32) as f ranges over L2(0, T ; L2(Ω))}. (3.37)
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X ⊂ WC(0, T ). (3.38)
Endowed with the norm ‖v‖X = ‖ f ‖L2(0,T ;L2(Ω)) , X is a Hilbert space, and the map L given by
L(v) = v ′′ + (α0 + α∗)2v − G(q∗, y∗, v) (3.39)
is an isomorphism of X onto L2(0, T ; L2(Ω)).
Therefore, for any continuous linear functional l on X there exists a unique ζ ∈ L2(0, T ; L2(Ω)) such that
T∫
0
(
ζ, L(v)
)
2 dt = l(v) for all v ∈ X . (3.40)
This is the transposition method as stated in [14] (cf. [16]).
Throughout this paper, we take the functional l in (3.40) by
l(v) =
T∫
0
〈g, v〉−2,2 dt for all v ∈ X, (3.41)
where g ∈ L1(0, T ; H−2(Ω)). It is easily veriﬁed from (3.36) and (3.38) that∣∣〈g(t), v(t)〉−2,2∣∣ ∣∣−1g(t)∣∣2∣∣v(t)∣∣2
 C
∣∣−1g(t)∣∣2∥∥L(v)∥∥L2(0,T ;L2(Ω)) ≡ C ∣∣−1g(t)∣∣2‖v‖X
whence
∣∣l(v)∣∣
T∫
0
∣∣〈g, v〉−2,2∣∣dt  C‖v‖X‖g‖L1(0,T ;H−2(Ω)) for all v ∈ X . (3.42)
Consequently, we know that the functional l is linear and bounded on X .
Hence the following proposition is evident.
Proposition 3.1. For g ∈ L1(0, T ; H−2(Ω)), there exists a unique solution z ∈ L2(0, T ; L2(Ω)) such that
T∫
0
(
z, L(v)
)
2 dt =
T∫
0
〈g, v〉−2,2 dt for all v ∈ X, (3.43)
where L is given by (3.39).
As explained before, in order to show the Gâteaux differentiability of the solution mapping q → y(q), we restrict the
space in which the quotient zλ = 1λ (y(qλ)− y(q∗)) will be estimated to L2(0, T ; L2(Ω)) by the transposition method. More-
over, by employing the shifted energy method due to Lions and Magenes [16, Theorem 9.3], we can show that the solution
mapping q → y(q) of P into C([0, T ]; L2(Ω))∩C1([0, T ]; H−2(Ω)) is Gâteaux differentiable at q = q∗ in the direction q−q∗ ,
that is,∥∥∥∥1λ
(
y(qλ) − y(q∗)
)− y′(q∗)(q − q∗)∥∥∥∥
C([0,T ];L2(Ω))∩C1([0,T ];H−2(Ω))
→ 0 as λ → 0.
This plays an important role to characterize the necessary condition of an optimal parameters.
Theorem 3.3. The map q → y(q) of Pad into L2(0, T ; L2(Ω)) is Gâteaux differentiable at q∗ . That is, for any ﬁxed q∗ = (α∗, β∗, γ ∗)
and q = (α,β,γ ) the Gâteaux derivative z = y′(q∗)(q − q∗) of y(q) at q = q∗ in the direction q − q∗ , is a unique solution of the
following transposed equation
T∫
0
(
z, L(v)
)
2 dt =
T∫
0
〈F0, v〉−2,2 dt, for all v ∈ X, (3.44)
where L is given by (3.39) and
F0 = −(α − α∗)2 y∗ + (β − β∗)y∗ + (γ − γ ∗)|∇ y∗|22y∗. (3.45)
Furthermore, z ∈ C([0, T ]; L2(Ω)) ∩ C1([0, T ]; H−2(Ω)).
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⎪⎪⎪⎪⎪⎩
∂2z
∂t2
+ (α0 + α∗)2z − G(q∗, y∗, z) = F0 in Q ,
z = ∂z
∂ν
= 0 on Σ,
z(0, x) = 0, ∂z
∂t
(0, x) = 0 in Ω.
(3.46)
Proof of Theorem 3.3. For ﬁxed q we set qλ = q∗ +λ(q−q∗), λ ∈ (0,1]. Let yλ ≡ y(qλ) and y∗ ≡ y(q∗) be the weak solutions
of (3.12) for given parameters qλ and q∗ , respectively. For simplicity, we denote the quotient 1λ (yλ − y∗) by zλ . Especially,
by noting that
1
λ
(
γλ|∇ yλ|22yλ − γ ∗|∇ y∗|22y∗
)= γ ∗|∇ y∗|22zλ + 1λ
(
γλ|∇ yλ|22 − γ ∗|∇ y∗|22
)
yλ
= γ ∗|∇ y∗|22zλ +
γ ∗
λ
(|∇ yλ|22 − |∇ y∗|22)yλ + (γ − γ ∗)|∇ yλ|22yλ
= γ ∗|∇ y∗|22zλ + γ ∗
(∇zλ,∇ yλ + ∇ y∗)2yλ + (γ − γ ∗)|∇ yλ|22yλ,
zλ satisﬁes the following equation in weak sense⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2zλ
∂t2
+ (α0 + α∗)2zλ − H∗(q∗, y∗, yλ, zλ) = Fλ in Q ,
zλ = ∂zλ
∂ν
= 0 on Σ,
zλ(0, x) = 0, ∂zλ
∂t
(0, x) = 0 in Ω,
(3.47)
where
H∗(q∗, y∗, yλ, zλ) =
(
β∗ + γ ∗|∇ y∗|22
)
zλ + γ ∗(∇ yλ + ∇ y∗,∇zλ)2yλ, (3.48)
and
Fλ = −(α − α∗)2 yλ + (β − β∗)yλ + (γ − γ ∗)|∇ yλ|22yλ. (3.49)
Then H(q∗, y∗, yλ, ·) is deﬁned in the sense that(H(q∗, y∗, yλ,φ),ψ)2 = (φ,H∗(q∗, y∗, yλ,ψ))2 (3.50)
for all φ,ψ ∈ H20(Ω) so that
H(q∗, y∗, yλ,φ) =
(
β∗ + γ ∗|∇ y∗|22
)
φ + γ ∗(∇ yλ,∇φ)2(yλ + y∗). (3.51)
From Theorem 3.1, it is clear that there exists a subsequence of {yλ}, denoted by itself, such that
yλ → y∗ strongly in WC(0, T ) as λ → 0. (3.52)
Hence, it is followed that
Fλ → F0 strongly in L2
(
0, T ; H−2(Ω)) as λ → 0. (3.53)
In order to estimate zλ we employ the shifted energy method which has been introduced in [16, Theorem 9.3]. That is,
we take the scalar product of (3.47) with −2z′λ . Then, we obtain
1
2
d
dt
(∣∣−1z′λ(t)∣∣22 + (α0 + α∗)∣∣zλ(t)∣∣22)= (β∗ + γ ∗|∇ y∗|22)(zλ,−1z′λ)2
+ γ ∗(∇ yλ + ∇ y∗,∇zλ)2
(
yλ,
−1z′λ
)
2 +
(
−1Fλ,−1z′λ
)
2 (3.54)
whence
∣∣−1z′λ(t)∣∣22 + (α0 + α∗)∣∣zλ(t)∣∣22 = 2
t∫
0
(
β∗ + γ ∗|∇ y∗|22
)(
zλ,
−1z′λ
)
2 ds
− 2
t∫
0
γ ∗(yλ + y∗, zλ)2
(
yλ,
−1z′λ
)
2 ds
+ 2
t∫ (
−1Fλ,−1z′λ
)
2 ds. (3.55)0
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)|zλ|2∣∣−1z′λ∣∣2  c0(|zλ|22 + ∣∣−1z′λ∣∣22); (3.56)
2γ ∗
∣∣(yλ + y∗, zλ)2(yλ,−1z′λ)2∣∣
 2γ ∗
(‖yλ‖C([0,T ];H20(Ω)) + ‖y∗‖C([0,T ];H20(Ω)))‖yλ‖C([0,T ];L2(Ω))|zλ|2∣∣−1z′λ∣∣2
 c1
(|zλ|22 + ∣∣−1z′λ∣∣22); (3.57)
2
∣∣(−1Fλ,−1z′λ)2∣∣ 2∣∣−1Fλ∣∣2∣∣−1z′λ∣∣2  ∣∣−1Fλ∣∣22 + ∣∣−1z′λ∣∣22. (3.58)
Therefore, we deduce from (3.55) to (3.58) that
∣∣−1z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22  c2
t∫
0
(∣∣−1z′λ∣∣22 + |zλ|22)ds +
t∫
0
∣∣−1Fλ∣∣22 ds. (3.59)
By applying the Gronwall’s inequality to (3.59), we arrive at
∣∣−1z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22  c3
T∫
0
∣∣−1Fλ∣∣22 ds < ∞. (3.60)
The inequality (3.60) provides the boundedness of zλ in L∞(0, T ; L2(Ω)) and z′λ in L∞(0, T ; H−2(Ω)). Therefore, we can
take a subsequence {zλk } of {zλ} and ﬁnd z ∈ W 1,∞(0, T ; L2(Ω), H−2(Ω)) such that
zλk → z weakly∗ in L∞
(
0, T ; L2(Ω)) as k → ∞, (3.61)
z′λk → z′ weakly∗ in L∞
(
0, T ; H−2(Ω)) as k → ∞. (3.62)
And also via (3.47) we can infer that
z′′λk → z′′ weakly in L2
(
0, T ; D(2)′) as k → ∞. (3.63)
Next, we show that z satisﬁes (3.44). For the purpose we multiply the both parts of (3.47) by v ∈ X . Then by integration
by parts, we have
T∫
0
(
zλ, L(v)
)
2 dt +
T∫
0
(zλ, δλ)2 dt =
T∫
0
〈Fλ, v〉−2,2 dt, (3.64)
where
δλ = G(q∗, y∗, v) − H(q∗, y∗, yλ, v)
= 2γ ∗(∇ y∗,∇v)2y∗ − γ ∗(∇ yλ,∇v)2(y∗ + yλ)
= γ ∗(∇ y∗ − ∇ yλ,∇v)2y∗ + γ ∗
(
(∇ y∗,∇v)2y∗ − (∇ yλ,∇v)2yλ
)
= γ ∗(∇ y∗ − ∇ yλ,∇v)2y∗ + γ ∗
(
(∇ y∗ − ∇ yλ,∇v)2y∗ − (∇ yλ,∇v)2(yλ − y∗)
)
. (3.65)
By (3.38), we can obtain the following estimate
|δλ|2  2γ ∗|∇ y∗ − ∇ yλ|2|∇v|2|y∗|2 + γ ∗|∇ yλ|2|∇v|2|yλ − y∗|2
 C5‖v‖C([0,T ];H10(Ω))
(|∇ yλ − ∇ y∗|2 + |yλ − y∗|2). (3.66)
Thanks to the strong continuity in (3.52), we can verify with (3.66) that
δλ → 0 in C
([0, T ]; L2(Ω)) as λ → 0. (3.67)
Hence by (3.53), (3.61) and (3.67), it is clear that (3.64) tends to (3.44) as λ → 0. Therefore, it is fulﬁlled that zλ → z weakly
in L2(0, T ; L2(Ω)) as λ → 0 where z is a solution of (3.44).
But this convergency can be improved by showing the strong convergence of {zλ} in the topology of C([0, T ]; L2(Ω)) ∩
C1([0, T ]; H−2(Ω)).
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T∫
0
(
φλ, L(v)
)
2 dt −
T∫
0
(zλ, δλ)2 dt =
T∫
0
〈F0 − Fλ, v〉−2,2 dt, (3.68)
for all v ∈ X . By integration by parts, φλ satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2φλ
∂t2
+ (α0 + α∗)2φλ − G(q∗, y∗, φλ) = F0 − Fλ + λ in Q ,
φλ = ∂φλ
∂ν
= 0 on Σ,
φλ(0, x) = 0, ∂φλ
∂t
(0, x) = 0 in Ω,
(3.69)
where
λ = 2γ ∗(∇ y∗,∇zλ)2y∗ − γ ∗(∇ y∗ + ∇ yλ,∇zλ)2yλ
= −2γ ∗(y∗, zλ)2y∗ + γ ∗(y∗ + yλ, zλ)2yλ
= γ ∗(y∗, zλ)2(yλ − y∗) + γ ∗(yλ − y∗) + γ ∗(yλ − y∗, zλ)2y∗. (3.70)
Whence, we have
|λ|2  γ ∗|yλ − y∗|2
(
2|y∗|2|zλ|2 + |yλ|2|zλ|2
)
.
Therefore, we can deduce by (3.52) and (3.60) that
λ → 0 strongly in C
([0, T ]; L2(Ω)) as λ → 0. (3.71)
To estimate φλ via the shifted energy method, we take the scalar product of (3.69) with −2φ′λ . Then, we have
1
2
d
dt
(∣∣−1φ′λ(t)∣∣22 + (α0 + α∗)∣∣φλ(t)∣∣22)= (β∗ + γ ∗|∇ y∗|22)(φλ,−1φ′λ)2 + 2γ ∗(∇ y∗,∇φλ)2(y∗,−1φ′λ)2
+ (−1(F0 − Fλ + λ),−1φ′λ)2 (3.72)
whence
∣∣−1φ′λ(t)∣∣22 + (α0 + α∗)∣∣φλ(t)∣∣22 = 2
t∫
0
(
β∗ + γ ∗|∇ y∗|22
)(
φλ,
−1φ′λ
)
2 ds − 4
t∫
0
γ ∗(y∗, φλ)2
(
y∗,−1φ′λ
)
2 ds
+ 2
t∫
0
(
−1(F0 − Fλ + λ),−1φ′λ
)
2 ds. (3.73)
By similar estimates to (3.56)–(3.58), we can deduce
∣∣−1φ′λ(t)∣∣22 + ∣∣φλ(t)∣∣22  C
T∫
0
∣∣−1(F0 − Fλ + λ)∣∣22 ds
 2C
(‖F0 − Fλ‖2L2(0,T ;H−2(Ω)) + ‖λ‖2L2(0,T ;H−2(Ω))). (3.74)
Finally, by virtue of (3.53) and (3.71), it is clear that
φλ → 0 in C
([0, T ]; L2(Ω)) as λ → 0, (3.75)
φ′λ → 0 in C
([0, T ]; H−2(Ω)) as λ → 0. (3.76)
This completes the proof. 
Theorem 3.3 means that the cost (3.3) is Gâteaux differentiable at q = q∗ . Let q∗ ∈ Pad be the optimal parameter for the
cost (3.3). Then, its necessary condition (3.31) is represented by(
C y(q∗) − Yd,C
(
y′(q∗)(q − q∗)))M  0, ∀q ∈ Pad. (3.77)
For simplicity, we consider the following two types of observations C of distributive values.
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z(q) = C y(q) = y(q; ·) ∈ L2(Q ).
2. We take M = L2(0, T ; H−2(Ω)) and C ∈ L(W(0, T ),M) and observe
z(q) = C y(q) = y′(q; ·) ∈ L2(0, T ; H−2(Ω)).
3.1. Case of distributive observation
In this subsection we consider the cost functional expressed by
J (q) =
T∫
0
∣∣y(q) − Yd∣∣22 dt ∀q ∈ Pad ⊂ P, (3.78)
where Yd ∈ L2(Q ) is desired or true observation value. Let q∗ = (α∗, β∗, γ ∗) be the optimal parameter subject to (3.1)
and (3.78). Then the optimality condition (3.77) is represented by
T∫
0
(
y∗ − Yd, y′(q∗)(q − q∗)
)
2 dt  0, ∀q ∈ Pad, (3.79)
where y′(q∗)(q − q∗) = z is the solution satisfying Eq. (3.44).
Now we will formulate the adjoint system to describe the optimality condition⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2p
∂t2
+ (α0 + α∗)2p − G(q∗, y∗, p) = y∗ − Yd in Q ,
p = ∂p
∂ν
= 0 on Σ,
p(T ) = 0, ∂p
∂t
(T ) = 0 in Ω,
(3.80)
where G(q∗, y∗, ·) is given in (3.33).
Taking into account the observation conditions y∗ − Yd ∈ L2(Q ) = L2(0, T ; L2(Ω)), and (3.34), we can employ the linear
theory of Dautray and Lions [6, pp. 570–589] to ensure that (3.80), after reversing the direction of time t → T − t , admits
a unique weak solution p ∈ WC(0, T ).
Then, we provide the characterization for the optimal parameter q∗ = (α∗, β∗, γ ∗) of the quadratic cost (3.78) as follows.
Theorem3.4. The optimal parameter q∗ = (α∗, β∗, γ ∗) for (3.78) is characterized by the following system of equations and inequality:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 y∗
∂t2
+ (α0 + α∗)2 y∗ −
(
β∗ + γ ∗|∇ y∗|22
)
y∗ = f in Q ,
y∗ = ∂ y
∗
∂ν
= 0 on Σ,
y∗(0) = y0, ∂ y
∗
∂t
(0) = y1 in Ω,⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2p
∂t2
+ (α0 + α∗)2p − G(q∗, y∗, p) = y∗ − Yd in Q ,
p = ∂p
∂ν
= 0 on Σ,
p(T ) = 0, ∂p
∂t
(T ) = 0 in Ω,
T∫
0
〈−(α − α∗)2 y∗ + (β − β∗)y∗ + (γ − γ ∗)|∇ y∗|22y∗, p〉−2,2 dt  0, ∀q = (α,β,γ ) ∈ Pad.
Proof. By the fact of y∗ − Yd ∈ L2(0, T ; L2(Ω)), the weak solution p of Eq. (3.80) satisﬁes the condition in (3.37). Therefore
we know that p ∈ X . Whence we can replace v in (3.44) by p to rewrite the optimality condition (3.79) by
T∫
0
〈−(α − α∗)2 y∗ + (β − β∗)y∗ + (γ − γ ∗)|∇ y∗|22y∗, p〉−2,2 dt  0, ∀q = (α,β,γ ) ∈ Pad.
Hence, this theorem is proved. 
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We consider the following cost functional of velocity’s distribution expressed by
J (q) =
T∫
0
∣∣∣∣−1
(
∂ y(q)
∂t
− Yd
)∣∣∣∣
2
2
dt, ∀q ∈ Pad, (3.81)
where Yd ∈ L2(0, T ; H−2(Ω)). Let q∗ = (α∗, β∗, γ ∗) be the optimal parameter subject to (3.1) and (3.81). Then, the optimal-
ity condition (3.77) is rewritten as
T∫
0
(
−1
(
∂ y∗
∂t
− Yd
)
,−1 ∂
∂t
y′(q∗)(q − q∗)
)
2
dt  0, ∀q ∈ Pad, (3.82)
where y′(q∗)(q − q∗) = z is the solution of Eq. (3.44). Now, we formulate the following adjoint system to describe the
optimality condition for this observation case.⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂2p
∂t2
+ (α0 + α∗)2p +
T∫
t
G
(
q∗, y∗, ∂p
∂t
)
ds = −2
(
∂ y∗
∂t
− Yd
)
in Q ,
p = ∂p
∂ν
= 0 on Σ,
p(T ) = 0, ∂p
∂t
(T ) = 0 in Ω.
(3.83)
Remark 3.3. After reverse of time direction t → T − t and simple treatment of integral term of (3.83) as in [6, pp. 661–662]
(cf. [10]), we know from Theorem 2.1 that (3.83) admits a unique strong solution p ∈ S(0, T ) ∩ C([0, T ]; D(2)) ∩
C1([0, T ]; H20(Ω)) under the data condition −2( ∂ y
∗
∂t − Yd) ∈ L2(0, T ; H20(Ω)).
The optimality condition for the optimal parameter q∗ = (α∗, β∗, γ ∗) for the cost (3.81) is given by the following theo-
rem.
Theorem3.5. The optimal parameter q∗ = (α∗, β∗, γ ∗) for (3.81) is characterized by the following system of equations and inequality:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2 y∗
∂t2
+ (α0 + α∗)2 y∗ −
(
β∗ + γ ∗|∇ y∗|22
)
y∗ = f in Q ,
y∗ = ∂ y
∗
∂ν
= 0 on Σ,
y∗(0) = y0, ∂ y
∗
∂t
(0) = y1 in Ω,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂2p
∂t2
+ (α0 + α∗)2p +
T∫
t
G
(
q∗, y∗, ∂p
∂t
)
ds = −2
(
∂ y∗
∂t
− Yd
)
in Q ,
p = ∂p
∂ν
= 0 on Σ,
p(T ) = 0, ∂p
∂t
(T ) = 0 in Ω,
T∫
0
〈
p′,−(α − α∗)2 y∗ + (β − β∗)y∗ + (γ − γ ∗)|∇ y∗|22y∗
〉
2,−2 dt  0, ∀q = (α,β,γ ) ∈ Pad.
Remark 3.4. Since we cannot apply the result (3.44) to the proof of Theorem 3.5, we try to prove Theorem 3.5 by direct
method. For the purpose, we must multiply (3.83) by z′ in L2-sense. Then, by performing integration by parts, we can arrive
at the optimality condition given in Theorem 3.5. However, it is just formal procedure. Because we can just guarantee that
z′ ∈ C([0, T ]; H−2(Ω)). To overcome this diﬃculty, we multiply (3.83) by z′λ = 1λ (y′λ − y∗ ′), instead of multiplying (3.83)
by z′ , to deduce the optimality condition of Theorem 3.5 as λ → 0.
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T∫
0
(
p′′ + (α0 + α∗)2p +
T∫
t
G(q∗, y∗, p′)ds, z′λ
)
2
dt =
T∫
0
(
−2
(
∂ y∗
∂t
− Yd
)
, z′λ
)
2
dt. (3.84)
By integration by parts, combined with (3.47), the left-hand side of (3.84) can be given by
−
T∫
0
〈
p′, z′′λ + (α0 + α∗)2zλ − G(q∗, y∗, zλ)
〉
2,−2 dt = −
T∫
0
〈p′,Fλ〉2,−2 dt +
T∫
0
(p′, λ)2 dt, (3.85)
where λ is given in (3.70).
Therefore, it is clear from (3.53) and (3.71) that the right-hand side of (3.85) tends to
−
T∫
0
〈p′,F0〉2,−2 dt = −
T∫
0
〈
p′,−(α − α∗)2 y∗ + (β − β∗)y∗ + (γ − γ ∗)|∇ y∗|22y∗
〉
2,−2 dt (3.86)
as λ → 0. And also from (3.76), the right-hand side of (3.84) tends to
T∫
0
〈
−2
(
∂ y∗
∂t
− Yd
)
, z′
〉
2,−2
dt =
T∫
0
(
−1
(
∂ y∗
∂t
− Yd
)
,−1z′
)
2
dt (3.87)
as λ → 0.
Finally, we compare (3.86) with (3.87) to have the optimality condition of this theorem. 
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