Sentiment Analysis (SA) is focused on mining opinion (identification and classification) from unstructured text data such as product reviews or microblogs. It is widely used for brand reviews, political campaigns, marketing analysis or gaining feedback from customers. One of the prominent approaches for SA is using supervised machine learning (SML), an algorithm that uses datasets with defined class labels based on mathematical learning from a training dataset. While the results are promising especially with indomain sentiments, there is no guarantee the model provides the same performance against real time data due to the diversity of new data. In addition, previous studies suggest the result of SML decrease when applied to cross-domain datasets because new features are appeared in different domains. So far, studies in SA emphasise the improvement of the sentiment result whereas there is little discussion focusing on how to detect the degradation of performance for the proposed model. Therefore, we provide a method known as Contextual Analysis (CA), a mechanism that constructs a relationship between words and sources that is constructed in a tree structure identified as Hierarchical Knowledge Tree (HKT). Then, Tree Similarity Index (TSI) and Tree Differences Index (TDI), a formula generate from tree structure are proposed to find similarity as well as changes between train and actual dataset. The regression analysis of datasets reveals that there is a highly significant positive relationship between TSI and SML accuracies. As a result, the prediction model created indicated estimation error within 2.75 to 3.94 and 2.30 for 3.51 for average absolute differences. Moreover, this method also can cluster sentiment words into positive and negative without having any linguistics resources used and at the same time capturing changes of sentiment words when a new dataset is applied.
for discussions related to terrorism. In the new industrial revolution (4IR), unstructured data like social media text has become a central issue for obtaining information as it is freely available through individual user generated content with media platforms such as Facebook or microblogs. However, the challenges to understand text is tough task which is not solid solution proposed neither by researcher nor by industrial parties. In term of Natural Language Processing (NLP), it is usually involves comprehending difference human languages (e.g. English, Chinese, Arabic) which are implicitly related with relevant human aspects such as cultures, countries or religions [3] .
In this study, we focus on one of the most common techniques that is used for SA which is Supervised Machine Learning (SML) [4] , [5] . Over recent years, the best results for SA are usually obtained using SML approaches. However, most of the result are from in-domain datasets where training and testing data have similar features (e.g. book reviews) [6] [7] [8] . The performance of ML drop when they are applied to new datasets from cross-domain sources which contain different features (words) when compared to training data. The results from (Mahalakshmi and Sivasankar [9] experiments show poor results are obtained in Cross-Domain Sentiment Analysis (CDSA) within multiple domains from an Amazon dataset (comprising Book, Kitchen, Electronic, DVD domains) when applying several SML approaches. The study looks at applying data from different domains for training and testing (e.g.: train: book and DVD domain, test: hotel reviews) with the result stated in range of 50 -75% which is low compare to in-domain dataset. This result proves how the similarity of domains will influence the end results of the model. In our previous work, the experiments undertaken are replicates but changes the features selection method by using Term Frequency-Inverse Document Frequency (TF-IDF) instead of only word [10] . New dataset also has been tested in the study by using 25 000 IMDB records. The result indicates the accuracy in ranges between 66% to 77% depending on how similar the train data against testing data such as DVD and Movie reviews. While overall result show significant improvement when compared to the original experiments, but it still far from what in-domain dataset achieved which generate average 83% accuracy by using the same experiment setting.
While most research in this area focuses on how to improve SA results, to date, there are no studies that look to identify when the proposed SML model breaks down. Evaluating the fitness of the model when applied to real datasets (and in real time) is an important issue since it would clearly be useful to know when the performance of the model begins to deteriorate. However, to date there are no studies that focuses on this issue. The previous studies reported on how the model performance drops when more unknown features are included in the testing dataset. One of the reason because the semantic problems of the sentiments words such as the same words represent difference sentiment (unpredictable movie vs unpredictable car tyre [11] . Therefore, this paper proposes a novel Contextual Analysis (CA) method that looks to predict the performance of SML models. The CA method is an approach that focuses on the relationship of the words and groupings that words with similar contexts create based on the aggregation of their sources (i.e. where different words appear in the same context, or source document). The method is inspired by the Self-Organizing Map (SOM) [12] , which is a type of Artificial Neural Network (ANN). Words and sources are embedded together in nodes within a tree-based structure on the relation and intersection of sources. Branches of the analysis are further created using parent node-child objects that allow the contextual analysis of sources to be undertaken. Figure 1 shows an example of a knowledge tree created by CA. This paper seeks to address the following issues:
i. Proposes a method (CA) that can be used to predict the performance of ML models, and to give an early warning flag which indicates when the performance of ML models are deteriorating with new datasets ii. Capturing and understanding changes between positive and negative words used by the SA process based on influential nodes in the tree structure The paper has been divided into five parts. The first part deals with the introduction and aims of the research. The second part begins by laying out the theoretical dimensions of the research and looks at the current trend and results in CDSA. The third part describes the design, synthesis, characterisation, and method of CA followed by part four which gives the results of the experiments. Finally, in part five, the conclusions and discussion of potential improvements are made.
II. RELATED WORKS
As mentioned in the previous section, the two most common approaches in text analytics are using ML and NLP. ML is divided into two: supervised Machine Learning (SML) and unsupervised ML. The paper focus in SML for text analytics for comparison. Generally, SML exploits training data to train a classifier and predict unknown data in testing data. Classifiers are mostly trained using a set of features comprised of n-grams which is a contiguous sequence of n items from a given sample of text or speech.
SA or opinion mining aims at understanding a user's attitude and opinions by investigating, analysing and extracting subjective texts involving users' opinions, preferences and sentiment [13] . It is a sophisticated process that not only involve with the model training, but also a numerous additional procedure such as data processing, transformation and dimensionality reduction [14] . SA research can be categorized into four types of analysis based on Feldman [15] . There are Document Based Sentiment Analysis (DBSA), Sentence Based Sentiment Analysis (SBSA), Aspect Based Sentiment Analysis (ABSA) and Comparative Sentiment Analysis (CSA) as shown in Figure 2 .
DBSA is the simplest form of sentiment analysis that assumes the document contains only one main opinion expressed by the author of the document. SBSA focuses on sentence-level sentiment for solving multiple opinions contain in particular documents. A study by Chen et al. [16] , they used divide-and-conquer approach which first classifies sentences into different types, then performs sentiment analysis separately on sentences from each type. In CSA, the goal of the study is to identify sentences that contain comparative words such as ''better'', 'more'', ''less'', ''most'', ''least'', ''outperform'' and that are important to describe the entities. Comparative opinion is considered as one of the main challenges in SA studies. ABSA refers to the contextual analysis of sentiment or which aspect (features, product features, and opinion targets) are expressed [17] . In another definition, Tubishat et al. [18] defined aspect or also known as feature level is a fine-grained model that deals with determining opinion intended by people to specific features of a product, service, or any entities. For example, phone reviews may involve specific aspects relating to a phone such as sound, camera, design, and price.
There are two main approaches to the problem of extracting sentiment automatically which are Lexicon-Based Approaches (LBA) and ML [19] . LBA uses dictionaries of words annotated with the word's semantic orientation, or polarity. Dictionaries for lexicon-based approaches can be created manually [19] or automatically, using seed words to expand the list of words [20] . The studies that focus on lexicon may lead to only certain languages can get direct benefit from its. The natural languages that are more ubiquitous online such as English and Chinese emerges as the best target for applying SA verified by the mass amount of SA papers and tools for these languages [21] . In contrast, ML is processed using computational intelligence to acquire knowledge through data and correctly generalise to new settings. It is divided into two major areas; supervised and unsupervised learning. This paper focuses on supervised approaches as the majority of practical machine learning for textual analysis use supervised learning for sentiment analysis studies.
The supervised learning process exploits the labeled examples in the training dataset [31] . Supervised learning creates some form of function that maps the input variables (x) to an output variable (y). The goal is to approximate and generalise the mapping function so that when new input data is presented the model is able to accurately predict the output variables for that data. In general, the features or attributes that are used to build the ML model are pre-defined by the user. Figure 3 shows the general framework for SA using supervised ML according to Zhao et al. [6] .
The success of the SML model is dependent on the knowledge and information that exists in the training data. A considerable amount of studies has been published on how well ML approaches perform for the in-domain dataset. An early study by Ye et al. 8] in 2009 shows the best results for online travel reviews are between 86% from SVM and 80% from Naïve Bayes Model. The study indicates significant improvement when experiments repeated with more training data have been added. In 2015, a work conducted by Fang and Zhan [22] shows SVM gives 94% accuracy using product reviews datasets. However, the results only rise to 94% from 61% since training data are added from 180 records to 180 million. Vinodhini and Chandrasekaran [23] combine SVM with bagging techniques for ensemble methods that improve overall result for majority and also minority class when compared to standard SVM. However, it requires extensive experiments with benchmark and real application dataset. The success of SVM is repeated by Zhang et al. [24] , a study that focuses on the semantic relationship between words before proceeding with the classification. The result of their work achieves over 90% accuracy using Chinese text data. Although the result is high, the approach requires word2vec methods to define the relationship between the words, which the author stated that they are having a problem in high-dimensional features vectors of word2vec for SVM. SVM deals with predictive binary classification whereby using a large set of observation with known label (training data), it finds maximum margin function that separates observation into two classes [25] . In word2vec case, the diversity of relationship obtains between each individual word from the algorithm lead to multidimensional spaces of features measurements.
Unfortunately, SML methods do not always guarantee success especially in Cross-Domain Sentiment Analysis (CDSA). The challenges of CDSA are clearly demonstrated by a review paper by Al-Moslmi et al. [26] . This paper provides technical reviews on CDSA research contained in 6 prominent academic databases (ACM Digital Library, Science Direct, IEEE Xplorer, Scopus, Springer Link, Google Scholar) from the 2010-2016 period. The researcher clearly states the failure of CDSA analysis is the lack of annotated data for training purposes. While improved CDSA results can be achieved by combining with LBA such as described in work by Bach et al. [27] , these results are still below 80%. The approaches known as Canonical Correlation Analysis (CCA) only indicates results between 72% to78% although some results indicate slightly improvement when compared to Blitzer et al. [28] and Xia works [29] . Most importantly, these approaches do not give the ability to detect the failure or degradation of the model performance in real time.
It is generally accepted that one of the key drivers for success with SML models is that similar training data is required for the testing dataset. Dorald [30] explained that the first reason for failure in ML is when a new object presented during testing is not similar to training data. This is also known as the generalization problem and occurs when examples in the training data are insufficient or not representative enough of the samples met during testing phases. The results of Fang and Zhan [22] and Ye et al. [8] studies support the statement of SML success rate depending on the fitness of training datasets and they show increased performance in the results when more labeled data are used for training. This however leads to a main problem when using a real dataset that does not have any class labels. An early indication of the performance degradation of the ML is important so that positive countermeasures for the problems can be taken such as retraining the model on new labelled data. The most common mistake among ML beginners is the illusion of success when they achieve a great result on training data [7] . Therefore, a mechanism needs to be developed to understand the underlying data relationships that are used for both training and new datasets. A suggestion from Al-Moslmi et al. [26] is to focus on developing methods that include distributional similarity (relatedness) in the proposed model and this is a motivation behind the techniques described in this paper.
III. CA APPROACH A. CONSTRUCT HIERARCHICAL KNOWLEDGE TREE (HKT)
The main idea behind CA for text analytics is to construct a HKT using unlabelled data that helps to understand the subject or the body knowledge of data. There is an opportunity to use CA as an approach to predict the rate of success or failure of the other SML models by comparing the tree structure between training and testing dataset.
The first step of the CA process is to clean the dataset using textual pre-processing techniques. The text is tokenized into smaller pieces or tokens. Then, the process continues to remove stop words; (i.e. 'the', 'a') or any words that are less than 4 characters in length; (i.e. 'and', 'but', 'so'). Next, each word needs to be normalised. The normalisation approach converts text to the same case, removes punctuation, replaces characters, and so on. There are two crucial processes in text normalization: stemming and lemmatization. Stemming is the process of eliminating affixes (suffixes, prefixes, infixes) from a word in order to obtain a word stem. In contrast, lemmatization is the process of grouping together the different inflected forms of a word so they can be analysed as a single item. In order to handle negation, CA combines negation words (not, never) with the next word in the sentence (e.g. not bad → notbad, not good → notgood). The second stage of the CA process is to convert all words and sources into a vector. Each word and source is transformed into a number using a lookup table. This allows a faster comparison between words and sources to be made and allows the computational tasks to be undertaken more efficiently, and for the construction of the tree to be completed more quickly.
The third stage creates the HKT which is the most critical part of the process. This is created by using information relating to both individual sources and individual words following the above pre-processing. For a given data D containing a set of sources denoted by D = {S 1, S 2, . . . . .S n. }, where n is the number of sources each source (S i ) has a set of unique words which in a sequence of m words is denoted by S i = {W 1, W 2, . . . . .W n }. Words that are repeated in the source are included only once. The first process finds the words that appear in the most sources in the dataset to create the first node (n 1 ) in the tree using formula below known as the word frequency (wf):
where c(w,d) stand for the frequency count of unique word w in sources (s) of dataset D. The unique means if the words appeared more than one time in particular sources (s), it still represented as a one value. The process begins by creating the first node (N 1 ) that explains in the formula below:
Step 1:
This is followed by comparing the sources of the second highest word (W 2 ). To continue the analysis for other words, a threshold (λ) is set on the minimum count of sources for the words to be used, which is set at 0.5 (for these experiments) of the total the sample highest ranking word (W 1 ). This is to ensure each level of the tree contains words of a similar strength (based on counted frequency). The words will become seed words that will be attached to the nodes in first level Tree (HKT 1 ). To finding potential words (δ) to be compared with n 1 :
Step 2:
As a result, generation of a ranking position for all word's potential (WP) in D = {wp 1 , wp 2 , . . . , wp n } by counting sources (s) attach to potential words (wp) are produce. To rank wp according to position i as a descendant:
Step 3:
Each node contains a set of sources and words attached which represented by:
where {w 1 , w 2 , . . . , w n } ∈ W and {s 1 , s 2 , . . . , s n } ∈ S. All potential words will be allocated into nodes in first level cluster known as Hierarchical Knowledge Tree (HKT 1 ). Other nodes created by comparing dataset for each potential word (WP).
Let say the first node (n 1 ) having set of sources in dataset (d n 1 ) with s 1 , s 2 , . . . , s n ∈ d n 1 . Word potential (WP i ) also having a set of datasets (d i ). The potential dataset that be allocated in HKT 1 is show below:
. . , s n . The first iteration for comparing dataset to first existing node n 1 = {W n 1 , S n 1 is depicted with the following equation:
Step 4:
where λ is a threshold value to find similarity between dataset. Therefore, new words W n 1 and sources (S n 1 ) attach to n 1 .
New node (n') is created. The total nodes in giving tree (T) can be describe as:
In general, the intersection of sources from these two words are above a predefined threshold (in this case study 0.5 has been used) then the word is added to the node. Any new sources are also added to the list of sources for this node. If the intersection of sources does not meet the threshold then a new node is created which contains this word and its associated sources.
This process continues with the next potential word (WP i ), by comparing the sources of this word against all existing nodes and the process is repeated. The next equation shows the formula to compare intersection between existing node and the next available WP i dataset.
Step 5:
After the process is exhausted, CA will verify that each source is mapped to at least one particular node. If not, then a new node is created to gather the remaining source The next step in the process is to create branches for the remaining words using the nodes created in the first level of the HKT. To create a branch of analysis under a defined node, the number of words that remain in the data that map to this node once the words used by the node are removed is checked against a predefined threshold. This threshold checks the number of sources that have words remaining to be analysed. If sufficient words and sources remain, then the process begins as above but now with this reduced dataset. The formula below explained how the child node is created:
Let say we have list of parent nodes (P), were P ∈ HKT 1 . To create branches, a remaining word exist in P nodes which is not appeared in HKT 1 will be populated to a child node.
To find remaining word (P i )
For each threshold λ > 0.5 iteration for the child nodes the level/deep (µ) of tree (T) and increase to 1 that can be depicted in function below:
Finally, the complete structure of tree using above formula is obtained as graphically shown in The sample relation of tree can be described in formula below:
As a result of this process, three types of relationship are obtained from the hierarchy knowledge tree that can be explored; words in the same node (identical-relation) (w i .k i ∈ n i ), words in the same level but in different
, words that are related by parent node-child relation (inheritancerelation) cH i = {w i , k i } , T = (N i , cH i ).
B. TREE SIMILARITY INDEX (TSI) AND TREE DIFFERENCES INDEX (TDI)
To find interesting nodes for training classification, the HKT having ability to burst 'influential nodes' such illustrate in Figure 4 based aggregation of sources attach to the nodes. For instances, yellow nodes in the diagrams are triggered if having more than 90% class label data such as sentiments of fake news. These nodes contain crucial words that can help users to understand the data likes important sentiment words (poor, fail, bad, great) that may be used to improve the classification tasks.
To measure similarities between datasets, we compare the words in the first level of the tree that is created for both training and testing data. The TSI calculation is inspired from Association Rules (ARs) approaches and term-frequency (TF) calculation. In the case of the term frequency TF(t, d) , the simplest choice is to use the raw count of a term in a document (t), i.e. the number of times that term t occurs in document d. If we denote the raw count by f t,d , then the simplest tf scheme is TF(t, d) = f t,d . However, for CA, the counts are based on number of words in each node when compared to the overall numbers of sources in the tree.
ARs learning is a rule-based machine learning method for discovering interesting relations between variables in large databases. It is intended to identify strong rules discovered in databases using some measures of interestingness. AR calculates support and confidence attributes for associations between two datasets named A and B. The support (s) for an association rule B → A is the percentage of transactions in the database that contain B U A.
support (B → A) = P(BUA)
However, for CA changes are made to the calculation for support. The calculation looks at how many words appear in (B) that also appear in (A). The idea is not to find the association between A and B, but to identify changes that occur (comparison) in B (actual set) compared to A (training set). The TSI(σ ) idea offers an approach to find similarity between two datasets which is an important feature for crossdomain sentiment analysis.
The confidence or strength (α) for similarity can be calculated by the position of nodes in the tree. The position of nodes plays an important role in tree structures as the leftmost words and lead for the nodes have more frequency (words count) compared to the right nodes. The first step finding diffrences of the tree based on populated words in nodes
To find similar words (x) exist in actual dataset for there first level where weight (µ = 1) can be explored by applying the next equation:
The weight is based on the deep/level of the tree, which mean the actual and train tree have a strong relation parent-child if the level of tree increased. To find the overall TSI for tree is based on following equation:
In contrast, TDI (ϕ), used to detect changes that occur between train and actual data. It is important features in order to capturing changes when implement in real world that lead the current model need to be revamp if the index is to high.
TDI = T traindata \T actualdata
To find new words (x) exist in actual dataset for there first level where weight (µ = 1):
To find the overall TDI(ϕ), the equation can be derived from TSI equation.
The paper will therefore explore whether a correlation exists between TiS and ML accuracy metrics that allow CA methods to detect the degradation in performance for the proposed ML model. In experiment, the weight (µ) are set to 1, for finding relationship only for the first level of tree. Thus, a number of experiments are designed in order to obtain a decrease in ML performance in order to test the hypotheses described below: a. The performance of the ML model will decrease gradually when the testing dataset is combined with other domains (H 1 ). Comparing the tree structures will allow identification of new words that have been found in the testing dataset. The experiment design will be based on 4 different domains contained in Amazon datasets introduced by Ghaddar and Naoum-Sawaya [25] Those domains are:
Using Electronics as bench data for the training dataset, data from other domains will gradually be introduced into the testing dataset. This is to prove (H 1 ) that the performance of ML models are based on knowledge of feature selection in training dataset, and to highlight the problem of cross domain analysis. The various datasets thus described can be seen in Table 1 below: Table 1 display five dataset are created that labels as Test 1 to Test 5. The in-domain knowledge for testing dataset will gradually reduce by adding more cross domain data. The idea to test whether the performances of SML are decreased when different feature set appeared in testing data.
IV. RESULTS

A. CORRELATION ANALYSIS (ACCURACY VS TSI)
Experiments have been conducted to measure the accuracy of ML (whether a decrease or increase) using (Random Forest Classifier (RFC) and Multinomial Naive Bayes (MNB)). There methods obtained the highest accuracy from Cross-Domain replication experiments. The results are shown in Table 2 based on average accuracy calculation (Recall). The result confirms the H 1 hypothesis which states the performance of ML approaches have a steady decrease when more unknown domain knowledge appears in the testing dataset. Figure 6 illustrates the drop-in performance of each test result when new domain knowledge is applied in the testing dataset. This result highlights an important issue when ML models are implemented in real time against real world data; with no label data provided for the real-world data, how can the performance of the deployed ML model be assessed? This question gives the main motivation to study the fitness of a given ML model when used in real time against real world data.
To begin this process, the TSI between training (A) and testing (B) data for all five datasets is calculated. The result is shown in Table 3 .
The results show a clear trend of decreasing similarity across the test datasets except for Test 3. However, this result also shows a 50% confidence level. The overall result shown in the table may support the H 2 and H 3 hypotheses, and these are illustrated in Figure 7 below. To confirm whether a significant relationship between the similarity measurement and the ML accuracy is statistically proven, correlation analysis needs to be undertaken.
To determine the correlation, the Pearson correlation coefficient (PCC) is used, a statistic calculation that measures the linear correlation between two variables X and Y . The formula is depicted below: The correlation coefficient (R) ranges from −1 to 1, with a value of 1 indicating that a linear equation describes the relationship between X and Y perfectly, with all data points lying on a line for which Y increases as X increases. A value of −1 for R indicates that all data points lie on a line for which Y decreases as X increases. A value of 0 implies that there is no linear correlation between the variables. In this case, the result shows a value of R = 0.82, which indicates that there is a high positive relationship between the decrease TSI results and ML accuracy result. The alpha is equal to 0.05, which mean that if the value of P is more than 0.05, the result is significant and vice versa. This test shows that P = 0.08, which indicates that although it has a strong positive relation, it is not considered statistically significant.
The result in Test 3 may influence the significance result and so the test was run again with data that only has 100% confidence which excludes the Test 3 result. The R result shows improvement and strong positive correlation with values of R = 0.96 and P = 0.04. This indicates a statistically significant positive relationship since P<0.05.
The result proves that a positive correlation exists between the Similarity measure and ML accuracy and proves that CA can be used to predict the performance of ML models against real datasets.
B. ANALYSIS OF SML RANDOM DATASET FOR PREDICTION
To further support this conclusion, and to demonstrate the effectiveness of the CA approach, further experiments were conducted by using a random dataset from 13000 (2000 samples for each experiment) sentiment records from five domains; book, DVD, kitchen, electronics, movie as testing dataset and 2000 Eletronics data to be training dataset. A total of 26 experiments are conducted to determine the consistency of result obtained using the CA method when three types of ML approaches were implemented (MNB, RFC, and SVM). Each experiment contained 3000 records for each testing dataset. The results from 12 experiments is then used in order to teach a regression model the characteristics of the ML performance against the CA similarity measure in order to predict the remaining datasets. Figure 8 presents the regression result for MNB learning dataset. The linear regression model created has R 2 = 0.4948 and linear equation of y = 0.1982x + 63.025. The next step is to predict the remaining 16 experiments using the equation obtained from the regression model. In order to measure of the accuracy of predictions, the standard estimation calculation using below definition:
where σ est is the standard error of the estimate, Y is an actual score, Y' is a predicted score, and N is the number of pairs of scores. The numerator is the sum of squared differences between the actual scores and the predicted scores. The results derived from the prediction of SML accuracy can be compared as shown in Table 4 . where Y' = predict value, Y = actual value. The result shows that the average of the absolute differences is 2.75 with estimation error of 3.16. This is an encouraging result, and furthermore the results show that the model can predict a variety of results whether it is high (e.g. Test 23), in the middle (e.g. Test 11) or at the bottom (e.g. Test 18). Figure 9 illustrates a comparison between the actual and predicted values for the MNB model. The next experiment replicates the process using RFC and SVM approaches. The predictions against the actual results for the RFC model are shown in Figure 10 . The result consistent figure with the result for MNB ( Figure 9 ). The average absolute differences for these results are 3.51 and estimation error is 3.881.
The results for the SVM model are presented in Figure 11 . The SVM model represented model with the widest range of results having predictive accuracy from 57% to 75%.
The estimation prediction error for the SVM comparison of results is 3.94 with an average absolute difference of 2.30 which represents the lowest results when compared to MNB and RFC. The results are important since they have shown that the CA approach has the ability to undertake correct predictions over wide range model accuracies. Overall, the experiment shows the consistency of CA regression model across three prominent ML approaches. The estimation error is between 2.75 to 3.94 and 2.30 for 3.51 for average absolute differences. The small margin indicates the consistency of the result.
C. ANALYSIS OF CHANGES OF IMPORTANT WORDS
The CA method has been shown to be able to predict the performance of various ML methods for unlabelled data, and it is able to do this by capturing changes in the words that new datasets introduce. The words that are considered important by the CA method are based on influential nodes which are calculated according to the negative or positive samples that map to these nodes.
To assess these important words two analysis techniques for the calculation of influential nodes are introduced. The first is based on percentage accuracy of sources that attach to the nodes, such that nodes that have more than 90% of sources that are labelled negative or positive are considered influential. The second is inspiring from the TF calculation and calculates the total number of sources (positive or negative) that map to the influential nodes divided by the total number of samples in the dataset. Table 5 shows how important words for negative sentiments change as the volume of the new dataset increases for each test and is followed by similar analysis for positive words in Table 6 .
It is apparent from these tables that the CA method structures the words from the dataset into positive and negative sentiments without using linguistics resources such as WordNet. More importantly, the words include aspect words (e.g. size, tune, act, battery, phone) and description of aspect (e.g. larger, flexible, bright, heavy) which is represented by influential nodes in HKT. Exploring the HKT tree may reveal underlying information allowing aspect detection and classification based on these tree contexts. However, this study is beyond the scope of this paper which focuses on assessing the H 4 hypothesis and whether the CA is able to successfully predict the changing performance in ML models through the automatic identification of the changing words of the unlabelled data. As can be seen from the above examples, a conclusion can be derived that CA is capable of capturing changes in important words between the ML models. The important words for train and test 1 contain familiar words for electronics equipment. Adding 20% Kitchen dataset into Test 2 does not make any major changes for important words.
However, in Test 3 which has 40% Kitchen dataset, there are obvious changes in important words. New words appear such as kitchen, cook, pan, taste, meat, roast which mostly refer to the words in Kitchen dataset review. In test 4, Kitchen and DVD make up to a total of 60% of the test dataset. Now, we can see more significant words that are combined from the three domain areas (Kitchen, Electronic and DVD). Some example of new words that may come from DVD reviews are laugh, plot, act, actor and portray.
In test 5, the important words change again when only 20% Electronic data remain. The unique words in Electronics such as a router, machine, malfunction, noise and signal no longer appear in either TF or the percentage method. The results of this experiment show that important words change as the domain changes which highlights the importance of being able to capture these changes in a real-world model to ensure the fitness of the proposed ML model.
V. CONCLUSION AND FUTURE WORK
This paper has described why it is important to be able to measure the performance of SML models against real world datasets in real time. The aim of the paper was to provide a technique that can be used to discover the predictive capability and the abnormalities of SML models. In this study, a novel approach known as CA is proposed to find the relationship between words and sources which can provide a mechanism to predict SML model performance.
This study has shown that there is a significant positive correlation between our proposed similarity approaches formula (TSI) against the accuracy of SML models (MNB, RFC) based on a number of experiments. Multiple regression analysis revealed that there is a statistically significant positive relationship between TSI and the SML results, with R = 0.96 and P < .05. The evidence from these experiments lead to further 26 experiments being undertaken using a random dataset from 5 domains; Book, DVD, Kitchen, Electronics and Movie, taken from Amazon and IMDB review data. The result derived from CA experiment was found to have estimation error between 2.75 to 3.94 and between 2.30 for 3.51 for average absolute differences across three different ML models. These findings are crucial in proving the ability of CA to predict the performances of various ML model over a range of performance values.
The results presented in Table 5 and 6 shows that CA can identify the words that are changing from one dataset to another, and which cause the lower predictive capability in the ML models. It should be noted that the words are automatically clustered into negative and positive words without any linguistics resources being used, and influential nodes are calculated according to TF or percentage method calculations. However, future research should consider improving prediction result while performing real time analysis for individual changes of dataset.
In conclusion, these findings show how it is possible to measure the performances of SML models in real time data. Further work needs to be done to establish whether relationship in CA can be used to further understand the structured knowledge of the data.
