The recently proposed two-dimensional (2-D) Markov chain conditional simulation approach has the advantage of incorporating interclass dependences into simulation of categorical variables, which is crucial for spatial prediction and uncertainty assessment of multinomial land-cover classes. To work with sampled point data, the key step is to effectively model experimental transiograms, which are estimated from sampled point data and serve as parameter input to a Markov chain simulation. However, it is difficult to fit complex curve shapes of experimental transiograms using mathematical models. In this paper we suggest a linear interpolation method to efficiently interpolate experimental transiograms into continuous models so that the 2-D Markov chain model works with sampled point data. Case studies show that: (1) land-cover patterns are captured in simulated realizations conditioned on point data using transiograms; (2) spatial uncertainty of land-cover classes, particularly the uncertainty of class polygon boundaries, is clearly revealed in occurrence probability maps; and (3) complex features of transiograms are reproduced in simulated realizations. It is concluded that the method may provide a practical way of using complex transiograms in 2-D Markov chain simulations of multinomial classes.
INTRODUCTION
Complex categorical geographical variables such as different land covers are usually classified into and mapped as many mutually exclusive classes (i.e., multinomial). Area-class maps of multinomial classes may be interpreted from field survey data, which are usually sampled points, or from high-quality data discerned from remote sensing imagery. Spatial uncertainty inevitably arises in the process of data interpretation for unknown locations and boundary delineation because of the scarcity of sampled data, as discussed by a large number of publications such as Mark and
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LI AND ZHANG Csillag (1989) , Goodchild et al. (1992) , Gahegan and Ehlers (2000) , Zhang and Goodchild (2002) , Li (2005), etc. MacEachren et al. (2005) recently reviewed progress in visualizing geospatial information uncertainty and specifically pointed out the lack of methods in measuring and representing uncertainty of geospatial data.
Conditional (to sampled data) simulation using random field models has been recognized in geosciences as a feasible way, not only for spatial distribution prediction but also for spatial uncertainty assessment of discrete variables (Deutsch and Journel, 1998; Chiles and Delfiner, 1999) . However, simulating multinomial categorical variables is no easy task. The major problems are the difficulties of incorporating interclass dependencies and dealing with a large number of classes existing in categorical geographical variables (Li et al., 2004; Zhang and Li, 2005; . Conventional geostatistical methods were initially proposed for mineral or reservoir modeling (Deutsch and Journel, 1998) , which do not involve strongly cross-correlated multinomial classes. Cokriging has been widely used for incorporating secondary information in geostatistical simulation. Although it was repeatedly mentioned that cokriging might be used to incorporate cross-correlations between classes of categorical variables (e.g., Bierkens and Burrough, 1993a; Gooaverts, 1996; Zhang and Goodchild, 2002) , so far no literature is found that uses cokriging to effectively deal with cross-correlations of multinomial classes. As a complement, post-processing methods such as simulated annealing were suggested to post-process a single realization so as to achieve a better reproduction of cross-variograms in the realization of categorical variables generated by indicator geostatistics (Goovaerts, 1996 (Goovaerts, , 1997 .
Interclass dependencies (mainly cross-correlations) between multinomial classes of categorical geographical variables are a natural phenomenon. Studies (Li et al., 2004; Zhang and Li, 2005) have demonstrated that cross-correlations in some categorical variables (e.g., soil types, land-cover classes) are strong. It is common sense that some classes of categorical variables are geographically associated. Occurrence of one class inevitably affects the occurrence of associated classes in its vicinity. Therefore, incorporating interclass dependencies is crucial in effectively modeling the spatial distribution of categorical variables. Although kriging geostatistical methods were attempted for dealing with categorical variables, simulations had to ignore interclass dependencies because of some difficulties, such as those in coregionalizing a large set of involved auto/cross-variogram models and cokriging many classes, as discussed, for example, in Goovaerts (1996) , Atkinson (2001) , Zhang and Li (2005) , and . The recent emergence of the non-linear two-dimensional (2-D) Markov chain conditional simulation approach (see Li et al., 2004; Zhang and Li, 2005) shows that interclass dependencies may be easily and effectively incorporated into simulation of complex categorical variables through transition probabilities. further developed the method for direct calculation of occurrence probability vectors without performing simulations. For other random field approaches that recently emerged for dealing with categorical variables, see Norberg et al. (2002) for the Markov random field approach and D' Or and Bogaert (2004) for the Bayesian Maximum Entropy approach.
Thus far the 2-D Markov chain approach has worked with survey line data because one-step transition probability matrices can be easily estimated from line data . However, point sampling is more widely applicable and used in 299 field surveys, and point data is the commonly used data type in geostatistical simulation. To make the Markov chain model work with sampled point data, Li recently suggested directly estimating transition probability diagrams from sampled sparse point data; and for convenience, he termed transition probability diagrams transiograms (Li, 2005a (Li, , 2005b Li and Zhang, 2005a) . Thus, transiograms will serve as the spatial measures for Markov chain geostatistics (Li and Zhang, 2005b) , and Markov chain models can directly draw needed transition probabilities with different lags from continuous transiogram models fitting the experimental transiograms. In fact, using transiograms instead of one-step transition probability matrices has one obvious advantage in incorporating the complex spatial variation of multinomial classes: Transiograms do not require the first-order Markovian assumption that is necessitated in calculating multi-step transition probabilities from one-step transition probabilities.
A major problem in applying transiograms to Markov chain simulation involves how to effectively model experimental transiograms estimated from categorical data. It seems we may simply follow the methods suggested for variogram modeling. However, as demonstrated by Li et al. (2004) and Zhang and Li (2005) , cross-correlations between multinomial classes are complex and cross-variograms measuring crosscorrelations reveal erratic shapes, which are not easy to fit using classical mathematical models, such as the exponential model and the spherical model suggested for modeling auto-variograms (Deutsch and Journel, 1998, p. 25) . Thus far geostatistics does not provide an efficient method for modeling complex cross-variograms of multinomial classes. The LMC (linear model of coregionalization) approach required for jointly modeling auto/cross-variograms for cokriging multiple continuous variables (see Goovaerts, 1997, pp. 95-123) is not practical for many classes (Atkinson, 2001) . For example, the LMC method requires that all direct and cross variograms share the same set of basic structures. This poses a large limitation for its use in modeling cross-variograms of multinomial classes because they do not share the same set of basic structures (see Zhang and Li, 2005) .
Similarly, the cross-transiograms we use to measure interclass dependencies of multinomial classes usually reveal various complex shapes, because classes of categorical variables are normally distributed non-stationarily. Our attempts to fit them with typical mathematical models are not satisfactory. While we recognize that constructing mathematical models for fitting experimental transiograms is crucial for heterogeneity characterization, especially when data are too few to estimate reliable experimental transiograms, we find that to deal with complex categorical variables in simulations, simply following the existing methods proposed for modeling variograms to fit transiograms is not realistic. Fortunately, the permissibility problem of variogram modeling (Christakos, 1984; Goovaerts, 1997) , which is strictly required in kriging, is not a problem of concern for transiogram modeling in Markov chain simulations. This provides freedom for modeling experimental transiograms.
In this paper we interpolate experimental transiograms (discontinuous points) into continuous models so that continuous transiogram models can be easily obtained and used in a 2-D Markov chain simulation of land-cover classes. The study focuses on the following aspects: (1) demonstrating the complexity of experimental transiograms estimated from sampled point data of land cover classes; (2) introducing a simple linear interpolation method for fitting experimental transiograms; (3) adapting the 2-D Markov chain approach for working with point data; and (4) conducting a case study on point data to demonstrate the feasibility of using interpolated transiograms in a 2-D Markov chain simulation of land-cover classes and analyzing the simulated results.
STUDY AREA AND DATASETS
The study area is located in the Stone Forest National Park in Yunnan, China, the same area used in Zhang and Li (2005) . Seven land-cover classes are classified from the area, including: 1 = built-up areas; 2 = farmland; 3 = forest; 4 = highland, i.e., bared ridge land; 5 = Shilin (i.e., Stone Forest, a type of limestone pinnacles) with vegetation (shrub or trees); 6 = Shilin without vegetation; and 7 = water bodies. For simulation, we digitized the 5.9 × 5.9 km study area into a 295 × 295 grid lattice with a cell size of 20 × 20 m.
Two datasets are used in this study to estimate experimental transiograms and conduct conditional simulations. The two datasets contain all of the seven land-cover classes. For estimation of experimental transiograms, we sampled a point dataset in the study area, which is composed of 1849 regularly distributed points, accounting for 2% of the total pixels. This dataset is used as a dense dataset. From the dense dataset, we extracted 441 regularly distributed points as a sparse dataset, which accounts for 0.5% of the total pixels (see Fig. 1, right) . The densities of these two datasets are normal for the testing purposes, compared with the data densities used in testing other random field approaches; for example, the data density used is 10.2% (densest) to 0.9% (sparsest) in Bierkens and Burrough (1993b) , 2.4% in Goovaerts (1996), 4.6% in D'Or and Bogaert (2004) , and 15% in Norberg et al. (2002) . Note that the 2-D Markov chain conditional simulation approach has no limitation on data formats. Potentially, it can work with any data types (lines, regular/irregular points, small areas, and even mixtures). In this paper, for simplicity regular point data are used to demonstrate the feasibility of the transiogram fitting method for Markov chain simulation conditioned on point data. In Figure 1 , we also provide a land cover map delineated based on the observed dense dataset, field visual observation, and a high-resolution (1 meter) Ikonos satellite image of the study area (see Fig. 1, left) . Such a map may serve as a reference map, representing the real land cover patterns of the study area. Accurate land cover distribution maps are normally unavailable for many places because of the difficulty in acquiring detailed and accurate observations at every location in a large area. As the central part of a national park, the study area used here is obviously more accessible than other places. Therefore the reference map may be used to verify the simulated results, but not necessarily being regarded as the absolute truth.
In this study, we use omni-directional transiograms for simplicity-that is, we do not consider anisotropies and directional asymmetries of land-cover class distribution in the study area. Thus, only one set of transiograms (i.e., 49 auto/cross-transiograms for the seven classes) is sufficient for conducting simulations.
COMPLEXITY OF EXPERIMENTAL TRANSIOGRAMS
The concepts and some typical characteristics of transiograms were briefly introduced in Li (2005a) . A detailed study on the features of transiograms estimated from a large soil map and those derived from one-step transition probabilities and the model fitting issues of experimental transiograms estimated from sampled sparse data was provided in Li (2005b) . A transiogram can be expressed as a two-point transition probability function over a distance lag h (Li and Zhang, 2005a) :
Here the random variable Z is assumed to be spatially stationary-that is, it is dependent only on the lag h and not dependent on the specific location x, so that transiograms can be estimated from all data pairs in a space. Note that such an assumption is made for the model, not for the data used in studies. In the real world, no dataset can be truly stationary. An auto-transiogram p ii (h) represents the selfdependence (i.e., auto-correlation) of single class i, and a cross-transiogram p ij (h) (i ≠ j) represents the cross-dependence of class j on class i. Here class i is called a head class and class j is called a tail class. Because of the asymmetric property of transition probabilities, we always have cross-transiogram p ij (h) ≠ p ji (h), no matter how transiograms are estimated (e.g., unidirectionally or omnidirectionally). Based on the definition, transiograms have three basic properties: (a) no nuggets for multinomial classes, which are exclusive of each other; (b) nonnegative; and (c) at any lag h, values of transiograms headed by the same class sum to 1. These three properties are also constraint conditions in transiogram modeling. Because of property (a), the start point (0, 0) is always counted into cross-transiograms and the start point (0, 1) is always counted into auto-transiograms. Thus, the constraint condition (a) is never a problem.
Transiograms can be directly estimated from sampled data by counting the transition frequencies of classes with different lags (numbers of pixels for raster data), just like estimating a one-step transition probability matrix, which has only one fixed lag of h = 1 in a discrete space (Li et al., 2004) . The equation is given as:
, ( 2 ) where F ij (h) represents the frequency of transitions from class i to j at the lag h, and n is the total number of classes. Figure 2 shows several experimental transiograms estimated from the two datasets. It can be seen that all of these transiograms are in complex shapes. This is because the land-cover classes are distributed non-stationarily in the study area. The auto-transiogram p 11 (h) may be approximately fitted by an exponential model (Fig. 3 , left) and the cross-transiogram p 14 (h) may be approximately fitted by a spherical model, if we ignore the irregular periodicities. However, some cross-transiograms, such as p 12 (h) and p 13 (h) clearly do not fit any classical models. An attempt to fit p 12 (h) with a spherical model (Fig. 3, right) is apparently a failure. However, ignoring the first peak of p 12 (h) (see this transiogram in Fig. 2 for the two datasets) is obviously inappropriate, because this peak implies a strong neighboring tendency of class 1 with class 2, i.e., class 1 is a frequent neighbor of class 2.
The hole-effect variogram models such as those introduced by Ma and Jones (2001) may be adapted to fit regular sinusoidal periodicities of transiograms. But for fitting irregular fluctuations such as those revealed in p 12 (h), we find hole-effect models are still not sufficient. More significantly, model fitting of a large set of transiograms is a heavy burden. For example, even if we use omni-directional transiograms (i.e., ignore anisotropy and directional asymmetry of class distributions), we need 49 transiograms to characterize the seven land-cover classes. Further we have to consider a constraint condition of transiogram fitting-the summing-to-1 condition of all transiograms headed by the same class-because transiograms are transition probabilities. Therefore, modeling a large set of complex experimental transiograms of many classes with mathematical models is awkward.
Indeed, the fluctuations of experimental transiograms may not always reflect the true heterogeneity; they may include some noise, caused by the scarcity and nonuniform distribution of sampled data. For example, if a sampled dataset is small and the sampled locations are clustered, at some lags (or lag intervals) required for estimating transition probabilities there may be no or just a few data pairs found; thus, transition probability values estimated at these lags may be extremely high or low. Under this situation, overfitting of the details of experimental transiograms may not be preferable. But for uniformly distributed data, noises should not be a problem. Uniform sampling, particularly grid sampling, is regarded as the most appropriate sampling design (Flatman et al., 1987; Haining, 1990) . It is widely used and also more efficient for parameter estimation. Cluster sampling may be useful in some situations. But estimating parameters from clustered samples is always not suitable, and expert adjustment to the estimated parameters may have to be used. Therefore, if data are clustered, it may still be preferable to estimate parameters from uniformly distributed data by ignoring some clustered points. That is, we may use clustered samples as conditioning data to do a simulation, but the parameters (here the transiograms) still should be estimated from uniformly distributed data so that parameters are un-biased.
In this study we use regularly distributed sampled data, which are uniform in the study area. Thus, noise in experimental transiograms is not a concern. Figure 2 indicates that experimental transiograms from both the dense dataset and the sparse dataset reveal similar shapes. This means that details of shapes of these experimental transiograms (e.g., various peaks and troughs) are the real reflection of the heterogeneity of the land-cover classes in the study area. Therefore, capturing 
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EXACT FITTING OF EXPERIMENTAL TRANSIOGRAMS
Experimental transiograms estimated from sparse sampled data are discontinuous points. Markov chain simulation, however, needs continuous transiograms, i.e., transiogram models, as parameter inputs. This requires we must get continuous transiograms so that transition probabilities at any lag h can be acquired in the simulation process. Considering that using mathematical models to accurately fit a large number of experimental transiograms with complex shapes is unrealistic, we suggest interpolating experimental transiograms into continuous curves. As mentioned in the last section, noise is not a problem in experimental transiograms estimated from regularly distributed data. Thus, interpolating experimental transiograms becomes feasible.
Different methods may be used to conduct the interpolation of experimental transiograms. Here we suggest a simple linear interpolation method to conduct the inter- 
Using Equation (3), we can interpolate all experimental transiograms into continuous curves, which can serve as transiogram model input to Markov chain simulations. Figure 4 shows a subset of interpolated experimental transiograms from the dense dataset, headed by class 1. Figure 5 displays those from the sparse dataset, headed by class 3. Apparently, experimental transiograms are exactly fitted. These exactly fitted transiogram models, i.e., interpolated experimental transiograms, are continuous curves. They can be used directly in a simulation.
There may be some concern about whether fitted transiograms used in this way can meet the constraint conditions of transiogram modeling. Our examination 
indicates that the interpolated values are always nonnegative and they also meet the summing-to-1 condition (the largest deviation of these transiogram models for the sparse dataset is ±0.0001, which can be ignored). In fact, the low lag section of transiogram models that is close to the y-axis is more useful in conditional simulations. Occasionally, a subset of experimental transiograms headed by a minor class may sum to zero at the very high lag section because no data pairs are found at those high lags. When this situation occurs and the very high lag section is also needed, it is proper to set the heights of those experimental transiograms at that high lag section to the proportions of corresponding tail classes in the dataset.
THE EXTENDED 2-D MARKOV CHAIN SIMULATION ALGORITHM
The 2 Markov chain idea of Elfeki and Dekking (2001) . In principle, it has a large similarity with the sequential indicator simulation approach . The special characteristic of the Markov chain approach is that it uses Markov chains, not kriging, to perform simulations; thus cross-correlations are naturally included in simulations by cross-transition probabilities. To use transiograms in a 2-D Markov chain simulation, the 2-D Markov chain model (see Li et al., 2004, eq. [3] , or Zhang and Li, 2005, eq. (1)) can be rewritten as:
, ( 4 ) where n is the number of classes; the superscripts x and y represent directions; labels k, l, m, q, o, and f all represent the states of the Markov chain at corresponding locations; and h 1 , h 2 , h 3 , and h 4 represent the distances (or numbers of spatial steps) from the four nearest known neighbors to the current unknown location, respectively. Onestep and multi-step transition probabilities are not used here anymore; they are replaced by transiograms. That is, in Equation (4), any p ij (h) represents a transiogram from class i to class j. Here h can be represented by an exact distance (e.g., meter), or for raster data by numbers of pixels. We use numbers of pixels to represent the lag h in this paper and thus we need not be concerned with the pixel size. Equation (4) is the adapted 2-D Markov chain model for conditional simulation, adapted to work with point data. It becomes a so-called nonparametric approach because no specific single-value parameters are used in the model (i.e., only transiograms are used); this is similar to the way that indicator kriging is referred to as a nonparametric approach (Journel, 1983) . Here any conditioned point is not required to be adjacent. Apparently, the model is a nonlinear combination of many transiograms in different directions. It differs from kriging and Markov random field models in that: (1) the neighborhood is unfixed, changeable with the changes of h 1 , h 2 , h 3 , and h 4 in the simulation process; (2) transiograms, not variograms or one-step transition probabilities, are used. Because Eq. (4) provides an explicit solution of the conditional probability distribution (CPD) of an unsampled location, the model is highly efficient in computation cost.
1-D Markov chain models are needed for simulating outer boundaries. A 1-D model conditioned on two nearest known neighbors can be obtained by simplifying Eq. (4), i.e., deleting the transiograms in one direction, as ,
where n is the number of classes, and z left and z right represent the two nearest known neighbors in opposite directions of the unknown z(u) to be estimated. In addition, the one-step transition probability p lk , i.e., the simplest 1-D Markov chain model, may also be used in simulating outer boundaries when only one nearest known neighbor can be found. Simulation path is important in 2-D Markov chain simulation. The reason is related to the simulation artifact, a directional effect (Li et al., 2004) . When simulating large-scale patterns, a directional effect not only occurs in the coupled Markov chain model suggested by Elfeki and Dekking (2001) , but also occurs in Markov mesh models that are used for image analysis, as demonstrated by Gray et al. (1994) . To deal with the directional effect caused by asymmetric neighborhoods, the triplex Markov chain model is composed of two extended coupled Markov chains with an alternate advancing (AA) path (Li et al., 2004) . With the AA path, the two coupled Markov chains move alternately in opposite directions row by row and thus overcome the directional effect; at the same time, the model imposes balanced influences of known data (simulated or observed) at both (left and right) sides to the estimate of the unsampled location and therefore improves the simulation effectiveness.
It is worthy of mention that another path we used during the early approach developing process-the middle insertion (MI) path-is also effective in avoiding directional effect. The MI path means that the current location to be estimated always falls in the middle of two known pixels in a row if simulation is performed along rows. With this path applied to Eq. (4), we have h 1 = h 2 (or h 1 = h 2 ± 1 if the interval between the two nearest known pixels is an even number of pixels) for conducting simulation along rows.
Both the AA path and the MI path can be used in the 2-D Markov chain model given in Eq. (4). If the AA path provided by Li et al. (2004) is used, the model needs a pair of CPDs, one for the left-to-right direction, and the other for the right-to-left direction. No matter which path is used, the basic principle is that the path must be symmetric or quasi-symmetric in whatever simulation direction it is applied: That is, if we conduct simulation row by row, the path should be symmetric or quasisymmetric in the x direction, but if we perform the simulation column by column, the path should be symmetric or quasi-symmetric in the y direction. The two paths generate similar results.
In a simulation, transition probabilities needed at any lags are directly drawn from transiogram models (i.e., interpolated experimental transiograms in this study). Monte Carlo simulation is used to generate realizations. The simulation procedure consists of the following steps: (1) simulate outer boundaries using 1-D Markov chain models; when there is known data ahead, use Eq. (5); when there is no known data ahead, use one-step transition probabilities; (2) connect all neighboring observed data points that are not connected by simulation in Step 1 using Eq. (4), so that simulated lines form a network; (3) within each polygon formed by simulated lines, perform simulation row by row from top to bottom, still using Eq. (4). This procedure ensures that when estimating an unsampled location in a polygon formed by simulated lines, there are no close known neighbors in off-orthogonal directions.
SIMULATED RESULTS AND ANALYSIS
We generated 100 realizations for each of the two datasets and estimated the occurrence probability vectors from simulated realizations. Occurrence probability vectors (see Zhang and Li, 2005) are visualized as occurrence probability maps of single classes and the maximum occurrence probability maps, one set for each dataset. Based on maximum occurrence probabilities, prediction maps are generated. Figure 6 shows some simulated results based on the dense point dataset. It can be seen that the prediction map and simulated realizations capture the complex patterns of land-cover classes shown in the reference map (see Fig. 1 ). Although the sampled point data only account for 2% of total pixels, the locations and shapes of land-cover polygons are approximately produced. For each class, its occurrence probability map reflects where and with how much certainty it occurs in the study area. The maximum occurrence probability map clearly demonstrates the transition zones between different classes, as expected by Mark and Csillag (1989) and Goodchild et al. (1992) . No doubt, the sparser are the data, the more spatial uncertainty occurs in simulated results. Figure 7 provides some simulated results based on the sparse dataset (0.5% of total pixels). Despite the sparseness of sampled data, the simulated realizations and the prediction map still capture the basic patterns of land-cover classes, compared with the reference map in Figure 1 . The transition zones of large class areas (i.e., polygons) are clearly demonstrated in probability maps and they are wider than those in the simulated probability maps based on the dense dataset.
It is desirable that class proportions in simulated realizations are identical with those in the sampled dataset used for estimating parameters and conditioning the simulation, because they are usually close to the real class proportions that are normally unavailable. As discussed in Li et al. (2004) and Zhang and Li (2005) , the 2-D Markov chain model has the tendency of underestimating small classes when conditioning data are too sparse, which is a remaining issue to conquer in further studies. Apparently the water body class (black, class 7 in Figures 6 and 7 ) in simulated realizations based on the sparse dataset occurs less than it does in simulated realizations based on the dense dataset. Figure 8 gives accurate values of all class proportions in each sampled dataset and averaged values in 100 simulated realizations for each simulation. Obviously simulated class proportions based on the dense dataset (2% of total pixels) are closer to the class proportions in the sampled dataset, and those based on the sparse dataset (0.5% of total pixels) have larger deviations from the class proportions in the corresponding sampled dataset. Post-processing of individual realizations may solve the problem of small-class underestimation, as mentioned in Zhang and Li (2005) . In addition, observing a relatively denser dataset of land covers in the field is usually feasible in flat areas, and extracting a high-quality dataset denser than those used here from remote sensing imagery may be easier. Therefore, the problem does not negate the usefulness of the approach. But it should be noticed that if a conditioning dataset is excessively sparse this approach currently may be inappropriate to use because minor classes may completely disappear in simulated results. With further study, this problem hopefully will be resolved; thus we need not appeal to post-processing of single realizations, which is impractical for uncertainty analysis.
The significance of the 2-D Markov chain approach is its capability of capturing the complex patterns of multinomial classes at their approximate locations and thus generating patterns imitative to the original map (if it is known), as long as some sampled data are conditioned in a simulation. From the simulation results, we can see that simulated realizations are indeed similar to each other and to the prediction map. This 
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LI AND ZHANG is caused mainly by the contribution of incorporating interclass dependencies (i.e., mainly cross-correlations).
TRANSIOGRAM ANALYSIS
To quantitatively evaluate whether simulated realizations effectively capture real patterns (or spatial relationships), a suitable approach is to compare spatial measures estimated from the observed datasets (or original images) and simulated realizations (see Goovaerts, 1996) . If the input statistics are approximately reproduced, we may safely conclude that at least the spatial patterns described by the statistics is reproduced. Indicator variograms have been used to verify simulated realizations conditioned on survey line data, generated by the 2-D Markov chain approach (Li et al., 2004 Zhang and Li, 2005) . Since transiograms used in the simulations in this study as spatial measures are better than the transition probability matrix and comparable with indicator variograms, here it is proper to use transiograms to describe the patterns in simulated realizations.
A special characteristic of transiograms is that their theoretical sills (i.e., sills of idealized transiograms) are equal to the proportions of corresponding tail classes (Li, 2005b; Zhang and Li, 2005a) . This is related to the basic property of stationary Markov chains, which states that after sufficient number of transitional stages a Markov chain will reach its stationary state-that is, its transition probability to a class will remain unchangeable and equal to the proportion of the class. In real applications, data are normally non-stationary, and consequently transiograms estimated from data may not clearly show a sill. But the fluctuating height of each transiogram is still a reflection of the magnitude of the proportion of the corresponding tail class. Therefore, transiograms not only reveal spatial relationships of classes by their curve shapes, but also reflect proportions of tail classes by their heights. This is a special feature of transiograms that variograms do not possess.
We calculated transiograms from eight realizations generated by each simulation. Figure 9 provides a subset of simulated transiograms conditioned on the dense dataset. It can be seen that behaviors of transiograms estimated from the original dataset are well followed by simulated ones. Simulated transiograms from different realizations are similar but not the same, which is the normal behavior of stochastic simulations (called ergodic fluctuations, see Deutsch and Journel, 1998, p. 128-132) . There are some deviations between the heights of simulated transiograms and those of corresponding original transiograms for several class pairs. These deviations are identical with the underestimation problem of small classes shown in Figure 8 . That is, simulated transiograms tailed by small classes, such as class 1, class 3, and class 7, have lower heights than corresponding transiograms estimated from original sampled data; and those tailed by overestimated large classes such as class 6 have greater heights than corresponding original transiograms. In Figure 10 , we show a subset of simulated transiograms, headed by class 3, estimated from eight realizations conditioned on the sparse dataset. Similarly, we can find that features of original transiograms are followed by simulated transiograms. Ergodic fluctuations of these simulated transiograms are relatively stronger, because of the sparsity of conditioning data. No doubt because of stronger underestimation of small classes, larger deviations between the heights of original transiograms and simulated ones can be found in some class pairs. Simulated transiograms tailed by the smallest class-class 7, which has a proportion of 0.014-is not well reproduced because it is severely underestimated in realizations conditioned on the sparse dataset.
In general, the complex spatial relationships of classes (significantly the interclass relationships), described by auto/cross-transiograms, are well reproduced in simulated realizations. Conventional geostatistical methods may not have this power when used for categorical variables (e.g., Goovaerts, 1996) . Of course, the underestimation problem of small classes, which is also reflected on the heights of simulated transiograms, is a remaining issue to solve in further study for improving this approach, as mentioned in the last section.
DISCUSSION
Some people think that, rather than imitating the real patterns, the purpose of conditional simulation is to generate different maps that reproduce the (input) Fig. 10 . A subset of simulated transiograms, headed by class 3, estimated from eight realizations conditioned on the sparse dataset.
statistics (e.g., auto-covariance) while honoring the sampled data values. Thus, they are concerned about the usefulness of the Markov chain approach because it generates maps that are too imitative of each other and of the real patterns. We do not share such a view on conditional simulations. While reproducing input statistics is necessary to make a good simulation, it is difficult to believe the objective of conditional simulation is merely to reproduce input statistics. The ultimate goal of simulation should be structure-imitating (Koltermann and Gorelick, 1996) , which does not mean ignoring spatial uncertainty and input statistics . Reproducing the (input) statistics only indicates that simulated results capture the heterogeneity of targeted variables described by the statistics. Here one issue involves the kinds of statistics used as input in a simulation and how much heterogeneity information the statistics capture. For continuous variables, cutoffs of continuous variables, or binary variables, consideration of autocorrelations may be sufficient. But for a categorical variable with a number of cross-correlated classes, only considering autocorrelations may not be sufficient to capture the heterogeneity of the classes, because interclass relationships are ignored.
For the 2-D Markov chain approach, transiograms are used (or previously transition probability matrices were used) as spatial measures. Even if using omnidirectional transiograms, the whole set of transiograms for simulating seven classes include 49 transiograms-7 auto-transiograms and 42 cross-transiograms. Obviously the 7 auto-transiograms describe only a part of spatial heterogeneity of the multinomial classes (the autocorrelations), and the 42 cross-transiograms contribute the other part of spatial heterogeneity information conveyed by the sampled dataset (the cross-correlations) to a simulation. Provided the same dataset, if a simulation only considers autocorrelations and ignores cross-correlations of classes, simulated realizations are undoubtedly more different from each other and less imitative to the real patterns. It is difficult to say that such a simulation captures the "real" spatial uncertainty, because it loses a large portion of certainty information contained in the sampled data-the interclass relationships, which, in fact, an experienced surveyor or map creator may grasp or interpret from the survey data in delineating a map.
For example, if a survey (or expert knowledge) shows that class A and class B have no chance to be neighbors, one probably will not mistakenly draw a polygon of class B beside a polygon of class A. Therefore, it is normal for a simulation incorporating interclass relationships to generate more imitative patterns. Simulations of multinomial classes without incorporating interclass relationships may exaggerate the spatial uncertainty more or less that exists in map delineation. Many different methods can be used to make spatial prediction, with different prediction qualities depending on how much spatial correlation information is incorporated. However, for spatial uncertainty assessment in area-class mapping, exaggeration of spatial uncertainty may not be helpful. So if a method can incorporate more spatial heterogeneity information in simulation and consequently generate maps that are more imitative of the "real" patterns, this should be more desirable. As reflected in spatial measures, simulated realizations by the Markov chain approach not only can reproduce complex auto-transiograms (or auto-variograms) but also can reproduce complex crosstransiograms (or auto-variograms). Conventional geostatistical methods have experienced difficulties in realizing this objective when used for categorical variables, as shown in Goovaerts (1996) ; in addition to using only auto-correlation measures, another deficiency of conventional geostatistics for categorical variables is the linearity of estimators (D'Or and Bogaert, 2004) . Therefore, the Markov chain approach we proposed, although still imperfect, should be potentially very useful, particularly for simulating multinomial classes.
The recent progress in multiple-point geostatistics, which extracts multiple-point statistics from training images for simulation, has the similar purpose-generating imitative patterns (Caers and Zhang, 2004; Liu and Journel, 2004, p. 384) . As Caers and Zhang (2004, p. 384 ) stated, "various strongly different types of reservoir heterogeneities may produce a similar experimental variogram," and "the popularity of variogram-based geostatistics lies in the mathematical simplicity of the variogram model, not in its power to generate different types of geological models." Goovaerts (2002, p. 177 ) also pointed out that "reproduction of statistics, such as (indicator) semivariograms, provides an incomplete measure of how well the series of simulated images capture spatial patterns and in particular the repartition of land covers." Therefore, conditional simulation is not merely to pursue a reproduction of input statistics; the more ambitious goal is to imitate the real pattern with limited data.
CONCLUSIONS
The application of transiograms to 2-D Markov chain simulation is introduced for spatial uncertainty analysis of land-cover classes conditioned on sampled point data. Because of the complexity of transiograms estimated from sampled data of multinomial classes, fitting a large set of experimental auto/cross-transiograms using mathematical models is difficult and time-consuming. The interpolation approach suggested here not only largely improves the efficiency of transiogram modeling for Markov chain simulation, but also provides a simple way to incorporate the complex heterogeneity of multinomial classes represented by the irregular peaks and troughs of experimental transiograms into spatial prediction and uncertainty analysis of categorical geographical variables. Thus, the heterogeneity information conveyed by sampled data can be fully utilized in simulations, and the extra uncertainty caused by transiogram modeling (human subjectivity) may also be avoided.
Although using sampled point data that account for only a very small portion of the total pixels (2% for the dense dataset and 0.5% for the sparse dataset), spatial patterns of seven land-cover classes are well captured at their approximate locations in simulated realizations. Spatial uncertainty of occurrences of classes, particularly the transition zones between classes, is well demonstrated in occurrence probability maps. Transiogram analysis shows that the complex features (peaks and troughs) of transiogram models estimated from observed datasets are reproduced in simulated transiograms estimated from realizations. A remaining issue with the 2-D Markov chain model is the underestimation tendency of small classes when conditioned data are sparse, which may be addressed by extra processing of single realizations. Further study is necessary to resolve the issue.
Incorporating interclass dependencies is no easy task in conventional geostatistical methods. However, it is crucially important to multinomial categorical variables such as land-cover classes, which usually have complex interclass dependencies (or relationships) because of the non-stationary distribution of multinomial classes. With incorporation of interclass relationships into simulation, the 2-D Markov chain approach effectively makes more use of heterogeneity information conveyed by the sampled data, and thus decreases the probably exaggerated spatial uncertainty of multinomial classes generated by methods that ignore interclass relationships. The imitative patterns and the clear class transition zones generated by the Markov chain approach should be attributed to the incorporation of interclass dependencies in simulations. This is actually also the driving force of the long-term efforts in developing the approach for simulating categorical variables.
It should be noted that here the use of interpolated experimental transiograms for simulation does not mean that modeling experimental transiograms by mathematical models are not important. Whenever data are too sparse to provide reliable experimental transiograms, use of mathematical models and expert knowledge to obtain transiogram models is necessary. And when using transiograms for heterogeneity characterization (not simulation), mathematical models of transiograms may provide people with an easy understanding of the heterogeneity of a categorical variable with just a few parameters such as range, sill, curve type (e.g., spherical, exponential), and wavelength (for periodicity).
