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Als am Anfang der Computerentwicklung Maschinen wie ENIAC1), Colossus2) und
EDVAC3) gebaut wurden, war die „Kommunikation“ mit diesen riesigen Apparaten
auf die teilweise Neuverdrahtung der Maschinen und das Ablesen von Indikatorlam-
pen beschränkt. Mit dem Stanzen und Lesen von Lochkarten war zwar danach die
prinzipielle Möglichkeit einer dem Menschen verständlichen Kommunikationsform in
Form einer Schrift gegeben, doch hatten diese etwa geldscheingroßen Kartonstreifen
so gut wie keine Aussagekraft für jeden, der nicht zuvor eine anspruchvolle Ausbil-
dung durchlief. Als Fernschreiber zur Bedienung eingeführt wurden, war die Schnitt-
stelle zwischen Mensch und Maschine auf eine für den Menschen bekannte Form, die
Telegraphie, zurückgeführt. Doch erst dann, als auf Bildschirmen zuerst alphanume-
rische Glyphen und dann auf Graphikterminals Bilder möglich waren, wurde der Be-
darf an angenehmer Darstellung und effizienter Eingabe der Daten offensichtlich.
Schon Anfang der sechziger Jahre, mit der Etablierung der Forschungsrichtung
„Künstliche Intelligenz“, wurde Kommunikation, als ein mit dem Intelligenzbegriff
eng verwobenes Thema, wissenschaftlich untersucht. Als 1956 im Darthmouth Col-
lege Hanover, New Hampshire, während einer Tagung der Begriff „Artificial Intelli-
gence“ von John McCarthy, Marvin Minsky, Allen Newell und anderen
Wissenschaftlern geprägt wurde, ging man von Allan M. Turings logischem Beweis
aus, daß eine „Universelle Rechenmaschine“ (Turing-Maschine) möglich ist. Man
1. In dem Projekt ENIAC (Electronic Numerical Integrator and Computer) bauten J. Presper
Eckert und John W. Mauchly an der Moore School of Engineering einen Rechner in Röh-
rentechnologie, um ballistische Tafeln für die Artillerie zu berechnen. Der ENIAC-Rechner
wurde 1946 fertiggestellt.[Tan94]
2. Colossus war ein Projekt in Bletchley Park während des Zweiten Weltkrieges. Es ging
darum, den Code der deutschen Enigma-Codiermaschinen, der insbesondere von der U-
Bootwaffe eingesetzt wurde, zu entschlüsseln. Der englische Mathematiker und Logiker
Allan M. Turing hat während seiner Zeit am Colossus-Projekt grundlegende Vorarbeiten
für die Anfänge des Rechnerbaus geleistet. [Tan94]
3. Der EDVAC-Rechner, der von dem ungarischen Mathematiker Johann von Neumann am
Institute for Advanced Studies in Princeton in den Jahren von 1944 bis 1946 entwickelt
wurde, gilt als der erste Computer in heutigem Sinne. Das Akronym EDVAC steht für Elec-
tronic Discrete Variable Automatic Computer. [Tan94]Martin Fröhlich, Bielefeld 1999 1
Kapitel 1 Einleitungsuchte Wege, mit Computern, die eigentlich ausschließlich zur syntaktischen Manipu-
lation fähig sind, semantische Informationsverarbeitung zu ermöglichen.
Heutzutage sind Computer nicht nur Geräte des Alltags geworden, sie werden auch
zu immer komplexeren Aufgaben herangezogen. Um so wichtiger wird dadurch die
Forschung nach neuen, „intelligenten“ Kommunikationsformen. Idealerweise sollte
eine Maschine das gleiche Kommunikationsphänomen liefern wie ein Mensch. Ob-
wohl der Stand der Forschung davon noch weit entfernt ist, scheint es trotzdem sinn-
voll, den Menschen als Vorbild zu betrachten.
Im Alltag ist zu beobachten, daß zwischenmenschliche Kommunikation sich verschie-
dener Kanäle bedient. Neben der gesprochenen Sprache werden Gestik und Mimik
des Gegenübers ausgewertet. Auch für die Mensch–Maschine–Kommunikation kri-
stallisieren sich multimodale Kommunikationsformen, besonders die Kanäle Sprache
und Gestik heraus. Im folgenden soll ein Beitrag zur Erschließung einer natürlichen
Kommunikationsform — der Gestik — für die Interaktion des Menschen mit komple-
xen rechnerbasierten Systemen geleistet werden.
1.1 Hintergrund
KOMMUNIKATION. Für die Kommunikation von Mensch zu Mensch stehen uns ver-
schiedene Kanäle zur Verfügung. Solche Kanäle sind zum Beispiel die verschiedenen
Ebenen der Sprache, der Mimik und der Gestik sowie die Gebärden. Auf diesen Ka-
nälen sind wir in der Lage, verschiedene, teilweise unabhängige und sogar wider-
sprüchliche Informationen auszutauschen, die erst zusammen die eigentliche
Botschaft vermitteln. Kommunikationstheoretisch betrachtet, wird also eine Nachricht
in mehrere, oft ungleich große Teile aufgespalten, die dann jeweils über verschiedene,
unterschiedlich verrauschte Kanäle übertragen, und dann so vom Empfänger wieder
zusammengesetzt wird. Fehlerquellen ergeben sich hierbei dadurch, daß die Fähigkeit
des Senders, die ursprüngliche Nachricht so in Teile aufzuspalten, daß die Summe die-
ser Teile wieder die Nachricht ergibt, von seinem Ausdrucksvermögen abhängt. An-
dererseits müssen die Kanäle so gewählt werden, daß der Empfänger sie auch bei der






1.1 HintergrundDefinition: Geste: Vorerst soll unter dem Begriff „Geste“ eine Bewegung verstan-
den werden, die für einen Betrachter interpretierbar ist, ungeachtet der Intention, die
der sie äußernde hat. Somit subsumiert der hier eingeführte Begriff die klassischen Be-
griffe „Geste“ und „Gebärde“ und lehnt sich in seiner Bedeutung dem englischen Be-
griff „gesture“ an. Im Abschnitt „Theoretische Grundlagen“ auf Seite 11 werden
weitere und verfeinerte Definitionen vorgestellt werden.
Definition: Gestenart: Eine Gestenart sei eine Menge von Gesten, die in möglichst
vielen Merkmalen übereinstimmen.
Definition: Gestentyp: Ein Gestentyp ist eine Menge (Cluster) von Gesten, die
durch einen typischen Vertreter beschrieben ist.
Merkmale im Sinne obiger Definition können sich aus der funktionalen Rolle der Ge-
ste in der Kommunikation oder Interaktion ergeben (z.B. Fühlen), aus Kategorisie-
rungssystemen hergeleitet werden oder direkt als physikalische oder biomechanische
Parameter der Bewegung entnommen werden (z.B. ist schnell; beugt das Handge-
lenk).
MENSCH–MASCHINE–KOMMUNIKATION. Die Mensch–Maschine–Kommunikation
(MMK, engl.: Human Computer Interaction; HCI) als Teilgebiet der Informatik unter-
sucht, wie die beiden verschiedenen Weltbilder, die sich aus der Sicht von Mensch
und Maschine ergeben, einen Berührungspunkt finden können, der eine möglichst
einfache Kommunikation ermöglicht. Dabei wird versucht, eine „natürliche“ Kommu-
nikationsbasis zu schaffen, die einem Laien wie einem Experten ermöglichen soll, ef-
fizient mit der Maschine umzugehen. Unter diesen Bedingungen ist es eine besondere
Aufgabe, die Kommunikation nicht nur effizient für die Menschen, sondern auch ef-
fizient für die Maschine zu gestalten. Die Begriffe Kommunikation und Interaktion so-
wie Intelligenz sind eng miteinander verknüpft, wenngleich sie auch nicht das gleiche
bedeuten. Intelligenz kann sich in Form von Kommunikation und Interaktion äußern,
überspitzt gesagt: Intelligenz ist erst durch Kommunikation und Interaktion wahr-
nehmbar.
DAS PROBLEM DER „NATÜRLICHEN“ KOMMUNIKATION. Ein großes Problem liegt in dem
Begriff „natürliche Kommunikation“ verborgen: Was macht Kommunikation oder
Sprachen „natürlich“? Die gängigste Definition sagt, daß natürliche Sprachen die
sind, die Menschen untereinander zur Kommunikation entwickelt haben. Also wer-
den auch natürliche Sprachen erlernt. Menschen erlernen Sprachen typischerweise in
der frühen Kindheit oder — formalisierter — während ihrer Schulausbildung. Offen-3
Kapitel 1 Einleitungsichtlich gibt es mehrere natürliche Sprachen, die in Alphabet, Vokabular und Syntax
voneinander abweichen; auch in geographisch und kulturell ähnlichen Gebieten, wie
z.B. Westeuropa. Es existieren also verschiedene Sprachen, die zur Beschreibung und
Interaktion in einer im wesetlichen gleichen Welt entstanden sind. Daraus folgt direkt,
daß die natürliche Kommunikationsform der z.B. Franzosen für einen Deutschen
fremd ist, solange jedenfalls, bis er französisch erlernt hat. Diese Erkenntnis läßt sich
auf verschiedene Ebenen übertragen, so z.B. auf Leute verschiedener Berufe oder
Wissenschaftsrichtungen, die jeweils eine Fachsprache innerhalb ihrer Landessprache
entwickelt haben, die in großen Teilen nicht von Mitgliedern anderer Berufe oder
Wissenschaftsrichtung verstanden werden. Anzunehmen, daß es eine universelle
„natürliche Sprache“ oder „natürliche Kommunikation“ gibt, wird durch die ange-
führten Argumente nicht unterstützt. Jede Sprache hat ihre Stärken und Schwächen
bei der Kommunikation gewisser Konzepte. Sprachen können deshalb natürlich oder
auch fremdartig in Hinblick auf Konzepte und Sprecher sein (siehe auch: [Bux90]).
Eine im Wortsinn „natürliche Kommunikation“ kann nur in einem System erreicht
werden, wenn die verwendete Sprache adäquat für die Aufgabe, den Sprecher und
den Rezipienten ist, die beteiligten Kommunikatoren sich also in einer gemeinsamen
Sprache bedienen, die der Aufgabe angemessen ist. Daraus folgt die Einsicht, daß na-
türliche Kommunikation in einem Gesamtkontext betrachtet werden muß.
Auf der anderen Seite wird in der MMK [Lau90] aber die Frage nach einer gemeinsa-
men Kommunikationsstruktur auch wie folgt beantwortet:
„But is there an untapped resource there, a language resource that users bring
to the system on first encounter that could provide the basis for such ‚natural‘
dialogues?
Yes!“ Bill Buxton [Bux90], Seite 408.
Dabei bleibt Buxton eine direkte Definition dieser „language resource“ schuldig, führt
aber eine Reihe von Beispielen an, wie die metaphorische Verwendung von Symbolen
und Begriffen sowie Phrasenstrukturen diesen Zweck erfüllen können.
Durch diese Sichtweise ist die Interaktion eines Menschen mit einem Computer alles
andere als natürlich, denn die „natürliche“ Kommunikationsform des Rechners ist ein
Artefakt, also künstlich. Die Aufgabe ist also, eine dem menschlichen Kommunikator
für ihn natürlich erscheinende Kommunikationsform mittels möglichst universeller
Sprachmittel zu planen.4
1.1 HintergrundGESTEN IN DER MENSCHLICHEN KOMMUNIKATION. Wenn Menschen miteinander reden,
benutzen sie verschiedene Typen von Gesten zu teilweise recht unterschiedlichen
Zwecken. Wie von verschiedenen Seiten experimentell untersucht, scheinen Gesten
aber einheitlich genug zu sein, um eine Kommunikation sogar zwischen Menschen
verschiedener Kulturen zu unterstützen, auch wenn einzelne Gesten in verschiedenen
Kulturen diametrale Bedeutungen haben. Andererseits aber sind Gesten komplex und
vielschichtig genug, um eine eigene Sprache zu formen. Die syntaktische und seman-
tische Beschaffenheit einer solchen formal zu beschreibenden Gestensprache zu er-
mitteln, ist gegenwärtig ein aktueller Forschungsgegenstand. Wie Menschen ihre
Ausführungen mit Gesten untermalen, hat z.B. Wexelblat [Wex94] anhand der Be-
schreibung von zuvor betrachteten Spielfilmszenen untersucht. Dabei kommt er zu ei-
nigen auch im Betrachtungskontext wichtigen Ergebnissen. Zum einem laufen
Sprache und Gestik selten synchron zueinander ab, d.h. eine Geste erscheint meist
kurz vor oder seltener nach der sprachlichen Äußerung. Zum anderen werden in der
gleichen Situation von verschiedenen Personen verschiedene Typen von Gesten be-
nutzt, um den identischen Sachverhalt zu untermalen oder zu schildern. Auch der
Grad des Gesteneinsatzes hängt signifikant von der beobachteten Person ab. Wexel-
blat macht eine Personengruppe mit 6-12 Gesten pro Szenenschilderung sowie eine
andere mit 2-4 Gesten pro Szenenschilderung aus. Es läßt sich noch nicht vorhersa-
gen, wann sprachliche Mittel allein oder gestenunterstützt verwendet werden.
GESTEN IN MENSCH–MASCHINE–SCHNITTSTELLEN. Heutzutage gibt es in einigen Berei-
chen große Probleme, adäquate Mensch–Maschine–Schnittstellen zur Verfügung zu
stellen. Hier liegt ein Problem darin, komplexe Informationen dem Benutzer adäquat
zu präsentieren und aus seinen kontextbezogenen, unscharfen Kommunikationen sy-
stemverwertbare Information zu bilden. Ein solcher Aufgabenbereich betrifft Syste-
me, aus dem CAD oder CIM Bereich, die professionellen Benutzern eine einfachere
Schnittstelle präsentieren möchten, damit die tägliche Arbeit leichter oder effektiver
wird. Für derartige Anwendungen der multimodalen Mensch–Maschine–Kommuni-
kation kann die hier vorgestellte Arbeit von Nutzen sein. So ist es z.B. denkbar, aus
Gesten Objektreferenzen oder spatiale Referenzen zu extrahieren, die sprachlich
kommunizierte Eingaben ergänzen. Eine weitere breite Anwendung ist in immersiven
Systemen der virtuellen Realität absehbar, wo Maus oder Tastatur sich nicht mehr in
Reichweite oder Blickfeld befinden. Sprachliche wie auch gestische Eingabeformen
sind dort vielversprechende Alternativen. In den letzten Jahren werden auch zuneh-
mend Systeme entwickelt, die computergraphische Darstellung virtueller Figuren be-
nutzen um dem Benutzer zu gestikulieren. Dabei werden Darstellungen von
Körpergestik, Arm- und Handbewegungen sowie Mimik benutzt [Thó96].5
Kapitel 1 Einleitung1.2 Motivation
Gestenerkennung ist Grundlage einer weiterentwickelten Interface–Technik
[ABF+94]. Insbesondere die Betrachtung einer instruktionsbasierten, mittelbaren Be-
dienung — im Gegensatz zum Paradigma der direkten Manipulation virtueller Objek-
te — erweist sich als immer bedeutsamer. Zhai et. al. [ZMR97] belegen experimentell,
daß viele Menschen große Probleme haben, Objekte in sechs Freiheitsgraden zu
handhaben. Im weitern basieren die meisten Interfaces auf einer Metapher, die eine
direkte Manipulation nur von Ikonen (engl.: Icons) usw. — also metaphorischer Re-
präsentation von Dateneinheiten oder Funktionsabläufen — zuläßt und somit die An-
zahl der Freiheitsgrade durch die Metapher auf einige wenige beschränkt. Diese
beschränkte Anzahl an Freiheitsgraden (z.B. 2) wird dann meist direkt auf ein Einga-
bemedium (z.B. „Maus“) abgebildet. Gestenerkennung beinhaltet aber das Potential,
die Anzahl der Freiheitsgrade nicht mehr direkt vom Eingabegerät abhängig zu ma-
chen, sondern sie fallweise von der Kommunikationssituation und der Interaktions-
metapher zu wählen.
KRITIK. Ein häufige Kritik der gestenbasierten Mensch–Maschine Kommunikation for-
muliert Wexelblat [Wex98], in der er ausführt:
„It is common in the literature to see systems reported which achieve recogni-
tion rates of 60-80% and this is reported as success. […] When the error rate
for an input mode becomes significant, it is hard to convince people to use it.
After all, the recognition rate for keystrokes is 100%“ Alan Daniel Wexelblat,
[Wex98], Seite 10.
Der Benutzer eines Systems, das neue Schnittstellen benutzt, schreibt diesem typi-
scherweise eine „höhere Intelligenz“ in Form einer allgemein höheren Funktionalität
zu, was häufig zu Enttäuschungen führt. Bei Sprach- oder gestenverarbeitenden Sy-
stemen wird meist implizit vorausgesetzt, daß sie die Wünsche des Benutzers verste-
hen können. Bei einem fairen Vergleich ist unter dieser Voraussetzung betrachtet die
Erkennungswahrscheinlichkeit der Tastatur alles andere als 100%. Dies kann in einem
Selbstversuch jeder schnell herausfinden: Diese Seite ist fehlerfrei abzutippen, ohne
die Lösch- oder Rückschrittstaste zu benutzen. Danach wird die Fehlerrate anhand der
Anzahl der abweichenden Wörter bewertet. Auch wird gerne vergessen, daß ein Ta-
stendruck auch bei einer WIMP1)- oder alphanumerischen Schnittstelle im Kontext
1. WIMP: Windows, Icons, Mouse, Pointer, die gebräuchlichste graphische Schnittstellenme-
tapher aber auch engl. Feigling6
1.3 Zielemit der Position der Eingabemarke und vorhergehenden Tastendrücken steht, also
ebenfalls interpretiert werden muß. Die vordergründig so sichere Tastatureingabe hat
die prinzipiell gleichen Probleme wie viele andere Eingabemodi auch. Die Basissenso-
rik — Taste — hat tatsächlich eine Erkennungsrate von fast 100%. Leider ist dies nicht
auf das Gesamtsystem „Tastatur-basierte Eingabe“ übertragbar.
1.3 Ziele
In dieser Arbeit soll ein Beitrag zur Erschließung einer natürlichen Kommunikations-
form — der Gestik — für die Interaktion des Menschen mit komplexen rechnerbasier-
ten Systemen geleistet werden. Deswegen wird hier nun ein Ansatz verfolgt, der als
Ziel hat, eine instruktionsbasierte Schnittstelle mit Information über Konfigurationen
der oberen Gliedmaßen zu versorgen. Aus informationstechnischer Sicht ist eine hohe
Abhängigkeit von einer Aufgabe für eine Schnittstelle unerwünscht. Vorzuziehen sind
— nach dem generellen Prinzip der minimalen Festlegung — immer die allgemeineren
Lösungen. Im Kontext der Gestenerkennung stellt sich also die Frage, inwieweit es
möglich ist, sinnvoll zwischen anwendungsdomänenspezifischeM Wissen und Me-
thoden und allgemeineM Wissen und Methoden zur Gestenerkennung zu unterschei-
den.
Dabei soll das globale Fernziel verfolgt werden, einen Rahmen zu definieren, der
durch geeignete Parametrisierung an verschiedene Anwendungsdomänen angepaßt
werden kann. Mit Blick auf dieses Fernziel muß konkrete Arbeit aber auch einen kon-
kreten Rahmen haben, der als prototypische Arbeitsumgebung dient. Dieser Rahmen
wird durch ein virtuelles Konstruktionsszenario gegeben, auf das sich die Beispiele be-
ziehen werden.
In dieser Arbeit wird eine Aufstellung von Ergebnissen verschiedener Forschungsbe-
reiche zu einer einheitlichen Sichtweise integriert, und ein darauf basierendes infor-
mationstechnisches System vorgestellt. Dabei wird ein kognitionswissenschaftlich
motivierter Ansatz benutzt. Die Konzepte der menschlichen Kognition, sofern er-
forscht, werden aus zwei Gründen benutzt. Zum einen ist bekannt, daß Menschen
Gesten verstehen können, also ist die menschliche Kognition ein Vorbild des ange-
strebten Systems. Zum anderen ermöglicht ein solcher Ansatz den Erkenntnisaus-
tausch mit anderen Disziplinen, namentlich der Computer- und Psycholinguistik, der
Biokybernetik und der medizinischen Psychologie. Ein solch interdisziplinäres Vorge-
hen bereichert die Einzelwissenschaften und fördert ein wissenschaftliches Gesamt-
bild.7
Kapitel 1 EinleitungDie Beschäftigung mit der menschlichen Gestik als Eingabemodalität für ein techni-
sches System ist eine vielversprechende und wenig erforschte Technologie, die wis-
senschaftlich und technisch herausfordert. Zum einen ist die Erforschung der
menschlichen Gestik ein aktuelles Thema der Linguistik, zum anderen ist das maschi-
nelle Verstehen menschlicher Äußerungen ein Kernthema der Künstlichen Intelligenz.
Die maschinelle Nutzung der menschlichen Gestik erfordert eine eigene Sensorik und
Sensorauswertung, Wissen über den menschlichen Körper, Wissen über adäquate Re-
präsentationsformen dieser Information und Wissen über Form, Struktur und Bedeu-
tung von Gesten. Der Kern der Herausforderung liegt darin, einen Bogen zu spannen,
von der vermuteten Intention des Anwenders über das Messen der geäußerten Be-
wegung bis zur Interpretation der Bewegung als Geste in einem Kontext. Diese Arbeit
wird nicht die letztendliche Lösung dieser Frage präsentieren können, wohl aber einen
Ansatz beschreiben, der sich dieser Herausforderung annimmt.
Die Simulation der menschlichen Kognition hingegen ist ausdrücklich kein Ziel, das in
dieser Arbeit verfolgt wird. Viel mehr steht eine informationstechnisch adäquate Um-
setzung der gefundenen Konzepte im Vordergrund, so daß eine Anwendung des Sy-
stems in einem größeren Forschungskontext möglich wird. Diesem
Anwendungssystem sollen Symbole, deren Semantik theoretisch fundiert ist, in einer
internen Repräsentation geliefert werden, so daß es in der Lage ist, gemäß dem so
geäußerten Benutzerwunsch, Funktionsausführungen zu aktivieren.
Auch die Produktion von Gestik, z.B. mittels computergraphischer Darstellungen von
Körpergestik, Arm- und Handbewegungen oder Mimik wird in dieser Arbeit nicht ver-
folgt.
1.4 Überblick
Im Kapitel „Theoretische Grundlagen“ auf Seite 11 werden verschiedene Grundlagen
zum Verständnis von Gesten und Gebärden gelegt und eine Reihe von Fragen formu-
liert, die dann im weitern Verlauf dieses und er nächsten beiden Kapitel beantwortet
werden. Dabei werden die Rollen, Kategorien und Strukturen von Gesten sowie ihr
Verhältnis zur Sprache betrachtet, um Gesten beschreiben zu können.
Da Zeitbegriffe neben den geometrischen Eigenschaften von Gesten eine wichtige
Rolle spielen, werden diese im Kapitel „Zeitbegriffe“ auf Seite 31 behandelt. Um den
Betrachtungsgegenstand „Geste“ adäquat niederschreiben zu können, wird im Kapi-
tel „Gestennotationssysteme“ auf Seite 37 eine Übersicht über bekannte Notations-8
1.4 Überblicksysteme gegeben. Dabei wird eine Auswahl relevanter Systeme in diesem
Themenbereich kurz in Hinsicht auf diese Arbeit diskutiert.
Im Kapitel „Konzeption eines Gestenerkenners“ auf Seite 71 werden Konzepte vor-
gestellt und diskutiert die dann in einem Architekturvorschlag für einen Gestenerken-
nungsrahmen münden. Dabei wird für die einzelnen Systemkomponenten die
Fundierung in der Gesamtkonzeption und der bereits dargelegten Theorie beschrie-
ben. Das Kapitel „Vorschlag einer Realisation des Gestenerkenners“ auf Seite 101
stell dann die Realisierung des Rahmensystems auf den Grundlagen der diskutierten
Konzepte vor. Dabei wird das Funktionsprinzip der einzelnen Systemkomponenten
sowie ihres Zusammenspiels beschrieben.
Um einen Eindruck von der Funktionsweise von mit diesem Rahmensystem erstellter
Systeme zu bekommen werden dann im Kapitel „Anwendung“ auf Seite 143 zwei
Prototypen vorgestellt und diskutiert. In diesem Kapitel werden wie in den Anhängen
ab Seite 155 auch technische Einzelheiten betrachtet.
Zuletzt findet sich im Kapitel „Résumé“ auf Seite 151 ein kritischer Rückblick mit ei-
ner Zusammenfassung, die noch einmal in kondensierter Form, die einzelnen Aspekte
der Arbeit unter verschiedenen Gesichtspunkten aufgreift, sowie einen Ausblick auf




Bevor argumentiert werden kann, wie ein gestenverarbeitendes System aussehen soll,
müssen einige Grundlagen dargelegt werden. Diese stellen sich als eine Menge von
theoretischen Fragen dar:
1. Welche Funktion haben Gesten?
2. Wie können Gesten kategorisiert werden?
3. Wie sieht die innere Struktur von Gesten aus, sofern sie überhaupt existiert?
4. Wie verhalten sich Gesten zur Sprache?
5. Wie kann diese Information repräsentiert werden?
6. Wie kann Zeit gefaßt bzw. modelliert werden?
7. Wie können gestische Äußerungen aufgeschrieben werden?
Und nicht zuletzt: Was sind Gesten und Gebärden eigentlich?
Diese letzte Frage ist immer wieder Gegenstand von Diskussionen in der Literatur und
auf Workshops. Ein grundlegendes Problem beim Umgang mit den Begriffen Geste
und Gebärde ist der Umstand, daß zwar Gebärden als intentionalisierte Gesten ver-
standen werden, aber der Begriff Geste keine allgemein akzeptierte Definition hat.
Dennoch werden Gesten in verschiedenen Kontexten kategorisiert.
Für diese Arbeit seien zur Vereinfachung Gesten und Gebärden in dem Oberbegriff
Gesten zusammengefaßt — womit er dem englischen Begriff „gesture“ weitgehend
entspricht — und im weiteren die Bewegungen der oberen Gliedmaßen (Arme, Hän-
de) gemeint. Dies stellt keine allgemeine Definition des Begriffes dar, liefert aber doch
eine das Verständnis vereinfachende Konvention. Im weiteren werden noch zwei Ver-
feinerungen definiert:
Definition: coverbale Gesten: Als coverbale Gesten sollen hier „coverbal gesture“
[Wex94] verstanden werden. Jene Gesten also, die im Kontext multimedialer1) Äuße-
1. Siehe auch [Len98] und Anhang „Multimodal versus Multimedial“ auf Seite 155.Martin Fröhlich, Bielefeld 1999 11
Kapitel 2 Theoretische Grundlagenrungen auftreten und typischer Weise mit einer sprachlichen Äußerung zeitlich korre-
liert auftreten.
Definition: EH-Gesten: Verfeinernd soll der Begriff Geste hier nicht auf den Werk-
zeuggebrauch ausgedehnt werden, wie es in einigen Untergebieten der Gestenverar-
beitung, so z.B. bei den „pen-based systems“, durchaus üblich ist. Hier wird sich auf
die sog. „open / empty hand gesture“ bezogen. Sie sind insofern nicht mit den Ele-
menten einer Gebärdensprache zu verwechseln, als daß ihnen der syntaktische Kon-
text zu andern Gebärden fehlt, der eine Gebärdensprache auszeichnet.
Soweit eine Unterscheidung nötig ist, werden die „open / empty hand gestures“ im
weiteren als EH-Gesten und die „coverbal gestures“ als coverbale Gesten bezeichnet
werden, ansonsten ist ihre Schnittmenge gemeint.
Die meisten der obigen Fragen beleuchten den Begriff „Geste“ aus verschiedenen
Blickwinkeln, um trotz fehlender direkter Definition den Kern des Begriffes, wie er hier
Verwendung findet, darzustellen.
In den nächsten Abschnitten werden die Fragen Nr. 1 bis Nr. 5 vom Anfang dieses
Abschnittes behandelt. Die Frage Nr. 7 wird dann im Kapitel „Zeitbegriffe“ auf
Seite 31 und die Frage Nr. 7 im Kapitel „Gestennotationssysteme“ auf Seite 37 be-
handelt werden.
2.1 Gesten aus Sicht des Produzenten
Die Funktion einer Geste liefert eine erste, grobe Unterteilung. In [CC95] werden drei
grundlegende funktionale Rollen von Gesten dargelegt:
• Die ergodische Funktion ist mit der Darstellung von Arbeit verknüpft. Sie ent-
spricht der Fähigkeit, die Umwelt zu verändern, Artefakte zu schaffen, also Dinge
mittels direkter Manipulation zu formen oder zu bewegen.
• Die epistemische Funktion erlaubt es, die Umwelt mittels der Sinne wahrzuneh-
men. Die sinnliche Wahrnehmung erlaubt, Materialeigenschaften wie Tempera-
tur, Rauheit usw. zu erfahren.
• Die semiotische Funktion ist es, sinnvolle Informationen zu kommunizieren. Die
Struktur einer semiotischen Geste ist konventionalisiert und resultiert aus gemein-
samer kultureller Erfahrung. Typische Vertreter dieser Funktionsgruppe sind das
Abschiedswinken, die Bewegungen von Flugzeugeinweisern auf Flughäfen oder
„Daumen hoch“, um Einverständnis oder Gnade zu signalisieren.12
2.2 Gesten aus Sicht des RezipientenAlle diese Funktionen können durch den Gebrauch von Werkzeugen verstärkt wer-
den. Als Beispiel mag hier die Verwendung eines Taschentuches beim Abschiedswin-
ken dienen. Doch wird — wie erwähnt — dieser direkte Werkzeuggebrauch im
weiteren nicht behandelt.
Diese erste Unterteilung geht von der die Geste äußernden Person, dem Produzenten
oder informationstheoretisch „Sender“, aus. Es ist somit leicht vorstellbar, Gesten
auch aus weiteren Blickwinken zu betrachten.
2.2 Gesten aus Sicht des Rezipienten
Betrachten wir nun Frage Nr. 2, „Wie können Gesten kategorisiert werden?“ auf
Seite 11. Die Anfänge der Untersuchung von Gestik mit wissenschaftlichen Metho-
den gehen auf D. Efron in der Mitte der 30er Jahre dieses Jahrhunderts zurück
[Efr41],[Efr72]. Er untersuchte das Konversationsverhalten von jüdischen aus osteu-
ropäischen Ländern stammenden und italienischen Einwanderern in New York City.
Kendon setzte diese Untersuchungen aus der Sicht des Rezipienten — informations-
theoretisch „Empfängers“ — fort [Ken86]. Er zeigte, daß Rezipienten signifikante
„Ausflüge“ der Hände des Sprechers, die ob ihrer Ausführung als geplant wahrge-
nommen werden, als Gesten erkannten, obwohl der Kommunikator sich einer dem
Rezipienten nicht verständlichen Sprache bediente. Bei Kendon findet sich auch früh
die Theorie, daß Sprache und Gestik stark verwoben sind und Gesten insofern zweck-
mäßig erscheinen, als sie Sprache begleiten und sie anscheinend verstärken.
Er formuliert daher sein sog. „Kontinuum“, eine Hierarchie von verwandten Begrif-
fen: Gestikulation → sprachhafte Gesten → pantomimische Gesten → Embleme →
Zeichensprachen. Von links nach rechts betrachtet, nimmt die Gegenwärtigkeit von
Sprache ab, die Anzahl der Merkmale für eine Sprache nehmen zu und individuell ge-
prägte Gesten werden durch gesellschaftlich geformte Zeichen ersetzt. Kendon defi-
niert Gesten als die Phänomene am linken Rand seines Kontinuums.
Gestikulation in Kendons Sinne sind sprachbegleitende, individuell geprägte Bewe-
gungen der Arme und Hände. Ein Beispiel ist das Heben der Hand während der Spre-
cher sagt: „Das Eichhörnchen läuft den Baum hoch.“ Gesten in Kendons Sinne treten
fast nie ohne Sprachbegleitung auf. Sprachhafte Gesten in Kendons Sinne sind in
Form und Auftreten der Gestikulation ähnlich, aber unterscheiden sich insofern, daß
sie grammatikalisch in die Äußerung integriert sind. Ein Beispiel ist die Äußerung: „Der
Professor ist in Ordnung, aber seine Arbeitsgruppe [Geste]“; wobei die Geste den13
Kapitel 2 Theoretische Grundlagengammatikalischen Platz eines Adjektives einnimmt. Bei pantomimischen Gesten steht
die Hand für Gegenstände oder Aktionen, aber Sprache ist nicht unbedingt Notwen-
dig. Die Geste kann hier mit Schweigen oder onomatopoetischen Klangeffekten
(„Hups“, „Klick!“, usw.) begleitet sein. Darüber hinaus können Abfolgen von panto-
mimischen Gesten Sequenzen in einer Vorführung sein. Dies unterscheidet sie von der
Gestikulation, wo Gesten keine kombinatorischen Eigenschaften besitzen. Embleme
sind wohlgeformte Gesten bei Kendon, die hauptsächlich darauf abzielen, das Verhal-
ten anderer Leute zu beeinflussen. Die Wohlgeformtheit ist die Eigenschaft, die Em-
bleme von sprachhaften und pantomimischen Gesten sowie der Gestikulation
unterscheidet. Die Zeichensprache1) am rechten Rand von Kendons Kontinuum, wie
z.B. die Amerikanische Gebärdensprache (ASL), sind vollständige linguistische Syste-
me mit Segmentierung, Kompositionalität, einem Lexikon, einer Syntax, Regeln zur
wohlgeformten Definition sowie einer Gemeinschaft von Benutzern.
McNeill erweitert dies noch:
„Contrary to the assumption which seems widespread, that gestures are part of
a separate system of ‚non-verbal communication‘, only incidentally connect-
ed to speech, we find that gesture correlates closely with meaning on several
levels of language organization.“ [McN82], Seite 275
Und er führt in [McN92] eine Theorie vor, in dem Sprache und Gestik einen gemein-
samen Ursprung haben. Er faßt die Entstehung einer multimodalen Äußerung als ei-
nen mikrogenetischen Prozeß auf, bei dem sich aus einem Kristallisationspunkt
(„growth point“) sowohl die Sprache mit ihrer immer besser erforschten, grammati-
kalischen Struktur als auch die Gestik entwickelt. Dieser Punkt repräsentiert das als
nächstes zu kommunizierende Konzept abstrakt, ist aber in sich instabil und emergiert
in Sprache und Gestik, die somit unterschiedliche Aspekte des Konzeptes zum Aus-
druck bringen. McNeill selbst vergleicht diesen Punkt insofern mit Vygotskys psycho-
logischem Prädikat [Vyg62], dem Punkt größter Relevanz.
1. Hier ergibt sich ein Problem mit der Übersetzung des engl. Begriffs „sign language“. Dies
kann im dt. durchaus „Zeichensprache“ bedeuten aber auch „Gebärdensprache“. Dabei
bedeutet Zeichensprache eine Kommunikationsform die auf wenigen fest definierten
Gesten für eine engumrissene Aufgabe beruht, wie z.B. die Kranführersprache oder die
Tauchersprache. Als eine Gebärdensprache wird im allgemeinen die natürliche Kommuni-
kationsform einer Gruppe von Gehörlosen bezeichnet, sofern sie einige spezifische lingui-
stische Merkmale aufweist (siehe z.B. [ASW95]).14
2.2 Gesten aus Sicht des Rezipienten2.2.1 Psychologisch/linguistische Systeme
Alan D. Wexelblat hat eine Zusammenfassung von bekannten Forschern in diesem
Feld und ihrer Kategorisierungen in [Wex95] aufgestellt. Kendon [Ken86] begann mit
dem Versuch herauszufinden, was Menschen wahrnehmen, wenn sie Gesten be-
trachten. Er legt nahe, daß Äußerungen als integrale Einheiten geplant werden, die
aus Sprech- und Gestenkomponenten bestehen. McNeill und Levy (und später
McNeill alleine) basierten ihre Arbeit [McN82] auf einer Theorie, nach der Kommuni-
kationspartner senso-motorische Modelle ihrer Umgebung benutzen, wobei Gesten
die Formen transportieren, die in diesen Modellen benutzt werden. Auch betrachte-
ten sie die Interdependenzen zwischen Gesten und Sprachen besonders. Dabei fan-
den sie, insbesondere aber McNeill [McN92] im Widerspruch zu anderen Forschern
in dem Gebiet, daß Gesten hochgradig mit verschiedenen sprachlichen Ebenen korel-
lieren. Rimé und Schiaratura konnten darlegen [RS91], daß sich Gestenbildung und
der Sprechvorgang gegenseitig beeinflussen und beziehen so eine starke Position ge-
gen den behaviouristischen Ansatz bezüglich Sprache. Sie führen aus, daß, wenn die
motorischen Effekte des Erzeugens einer Geste den Inhalt eines Sprechaktes beein-
flussen, das Unterscheidungskriterium zwischen Stimulus und Antwort im behaviou-
ristischen Sinne verlorengeht. Efron begann seine Arbeit [Efr41] mit Beobachtungen
über das Verhalten jüdischer und italienischer Einwanderer in New York. Der bedeu-
tendste Aspekt für die Klassifikation von Gesten in seiner Arbeit ist die Orientierung
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Tabelle 1: Zusammenfassung von Kategorisierungssystemen nach [Wex95]15
Kapitel 2 Theoretische GrundlagenWexelblats Auflistung ist in Tabelle 1 auf Seite 15 zu sehen. Dazu kommen noch et-
liche Spezialkategorien, wie z.B. die nach Brian Butterworth [BB78] benannte „But-
terworth'schen Gesten“, die nicht die herausragenden Teile von in der Sprache
betonten, sondern ausgelassene Teile markieren. Oder die „Lakoff'schen Gesten“,
nach Georg Lakoff benannt, der in [LJ80] notierte, daß wir häufig verbale Metaphern
räumlich darstellen. Diese Geste repräsentiert die räumlich-metaphorische Manifesta-
tion eines internen Zustandes, also gewissermaßen Zeigen in einem „inneren Zu-
standsraum der Metaphern“. Ein Beispiel für eine Lakoff‘sche Geste wäre daher: „Ich
bin am Boden zerstört.“, begleitet von einer nach unten gerichteten Handbewegung.
2.2.2 Technisch fundierte Systeme
Unter den Systemen, die unter Einbeziehung technischer Anforderungen entstanden
sind, läßt sich ein Spannungsfeld aus semiotischer und technischer Fundierung aus-
machen. Um dies darzustellen, seien im folgenden einige Systeme vorgestellt.
INGENIEURSANSATZ. Im Umfeld der technisch ausgerichteten Soft- und Hardwareent-
wicklung werden sehr oft definierte Zeichensprachen benutzt, die ein festes Code-
buch benutzen und die Zeichen damit direkt auf Kommandos des Systems abbilden.
Dabei werden selten mehr als 30 verschiedene Gesten unterschieden, wenngleich die
Autoren immer besonderen Wert darauf legen, daß eigentlich beliebig viele Gesten
trainiert werden könnten. Auch wird die Hand häufig als 3D-Maus verwendet, um
mehr oder minder direkte Manipulation von virtuellen Objekten zu ermöglichen. Dies
gliedert sich somit als Erweiterung in das bekannte „direct manipulation interface“–
Paradigma der Mensch–Maschine–Kommunikation (MMK) ein. Als Beispiel kann hier





















Tabelle 1: Zusammenfassung von Kategorisierungssystemen nach [Wex95] (Forts.)16
2.2 Gesten aus Sicht des Rezipientengehend von der Faust mit dem gestreckten Zeigefinger die Richtung und mit dem
Krümmungswinkel des Daumens zu den Knöcheln hin die Geschwindigkeit einer ge-
wünschten Bewegung mitgeteilt.
AHIG KLASSIFIKATION (NACH [WEX95]). In der „Advanced Human Interface Group“
(AHIG) des Media Laboratory des Massachusetts Institute of Technology wurde das
in Tabelle 2 dargestellte System benutzt. Die dort dargestellten Kategorien werden als
die nützlichsten im Kontext der Interpretation bezeichnet. Jede Klasse kann durch eine
andere Methode interpretiert werden, d.h. eine andere Funktionalität der zu bedie-
nenden Applikation kann angesprochen werden.
AG-WBS SYSTEM. Die Arbeitsgruppe „Wissensbasierte Systeme“ der Technischen Fa-
kultät der Universität Bielefeld, hat ebenfalls ein System entwickelt (siehe Tabelle 3).
AHIG Kategorie Beschreibung
symbolisch / modalisierend ‚direkte‘ Gesten, da direkte Abbildungvon Geste auf Bedeutung
pantomimisch Hände bedienen imaginäres Objekt
ikonisch / Objekt Hand/Arm nimmt die Stelle des darzu-stellenden Objektes ein
deiktisch / Lakoff'sch Zeigen auf Sache oder Bereich, Benut-zung des Umfeldes
Taktschlag / Butterworth markiert den Sprachrhythmus
— keine — Stellt Ideen/Metaphern dar
Tabelle 2: AHIG System
Kategorie Einordnung Beschreibung
I 1. deiktisch Räumliche Referenz auf Ort oder Objekt
Tabelle 3: WBS System nach [LW98]17
Kapitel 2 Theoretische GrundlagenBei der Entwicklung dieses Systems wurde strikt der Betrachterstandpunkt eingenom-
men, um die Geste aus der Sicht des Rezipienten einzuordnen. Dies gebot sich, da die-
ses System als Grundlage eines technischen Systems zur Ausnutzung von Zeigegesten
gedacht ist, also von der Sicht eines künstlichen Rezipienten aus zu einem fundierten
Design führen soll. Dabei wurde in Abgrenzung zu [Efr41] und [Ken86] aber in Über-
einstimmung mit [McN92] und [Wex95] der Standpunkt eingenommen, daß deikti-
sche Gesten in einer eigenen Kategorie darzustellen sind. Im Vergleich zu der AHIG-
II
1. mimetisch
Benutzung der oberen Gliedmaße als
Platzhalter für Aktionen oder Verhalten
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Tabelle 3: WBS System nach [LW98] (Forts.)18
2.2 Gesten aus Sicht des RezipientenKlassifikation wird hier der Interpretationsstandpunkt noch konsequenter vertreten
und auf Gesten fokussiert, die zur Objektmanipulation dienen können.
2.2.3 Probleme der Taxonomie und Systematik
Um die Gefahr von Mißverständnissen einzugrenzen, ist eine eindeutige, herleitbare
Bezeichnung durch einen Fachausdruck wünschenswert. Diese allgemein gültige For-
derung wird durch Taxonomie und Systematik entsprochen.
Definition: Taxonomie: (gr.: taxis, Ordnung und gr.: nomos, Gesetz) Taxonomie
ist die Theorie und Praxis der Klassifikation
Definition: Systematik: (gr.: systema) Systematik ist die wissenschaftliche Untersu-
chung der Arten und der Vielgestaltigkeit der zu untersuchenden Entitäten und sämt-
licher Beziehungen zwischen ihnen.
Eine Taxonomie stellt eine Prioritätsfolge der Dimensionen eines hochdimensionalen
Bezeichnungsraumes auf. Als wesentliches Einordnungskriterium gilt eine Menge ge-
meinsamer Merkmale, wobei aber Hyponyme sich maximal unterscheiden und eine
disjunkte Partitionierung aller Merkmale ihres Hyperonyms darstellen sollten. Es ist
ausdrücklich nicht gefordert, daß die verschiedenen Kategorien eines Taxons die glei-
chen Unterscheidungsmerkmale haben, sie sollten nur von gleicher Priorität sein.1)
Das grundlegende Problem der Taxonomie von Bewegungen ist, daß die Menge aller
Merkmale nicht bekannt ist und es im weiteren auch nicht klar ist, ob eine Klassifika-
tion von der Form, der Funktion oder der Bedeutung her erfolgen sollte. Diese Unsi-
cherheit wird durch den Aufbau der oben vorgestellten Schemata belegt. In ihnen
wird weder die Forderung nach maximal diskrepanten Hyponymen noch nach einer
disjunkten Partitionierung immer erfüllt, meist nicht einmal thematisiert. Trotzdem sei
hier ein Versuch gewagt, in dem nur die in dieser Arbeit relevanten Taxa ausgeführt
werden. Aus oben genannten Gründen leidet auch diese Hierarchie unvermeidlich
1. Die Biologie wartet mit der vielleicht ältesten, zumindest der bekanntesten Taxonomie auf,
die dort für die Erfassung der verschiedenen Organismen benutzt wird. Diese biologische
Taxonomie wurde vom schwedischen Naturforscher Carl von Linné (Linnaeus) begründet.
In der Linnaeischen Hierarchie werden vor allem folgende Taxa benutzt: Reich (regnum),
Stamm (phylum), Klasse (classis), Ordnung (ordo), Familie (familia), Gattung (genus) und
Art (species). Der Wolf wird demnach als Animalia Chordata Mammalia Canivora
Canidae Canis lupus und die Honigbiene als Animalia Anthropoda Insecta Hymenoptera
Apidae Apis mellifera bezeichnet19
Kapitel 2 Theoretische Grundlagenunter den dargestellten Unzulänglichkeiten. In Abbildung 2 ist eine Hierarchie und
ihre Taxa angegeben, die zu einer Klassifizierung der Arten führt. Eine Klassifikation
der schon erwähnten Begriffe ist in Tabelle 4, aufgeführt. Die Ebenen Klasse, Stamm
und Reich sind dabei konstant mit den jeweiligen Werten „ohne Werkzeug“, „semio-
tisch“ und „obere Gliedmaßen“ belegt und werden deshalb nicht in der Tabelle auf-
geführt.
Art Gattung Familie Ordnung
modus-setzende konkret komplett darstellend
emblematisch abstrakt komplett darstellend
mimetisch konkret weiterer Kanal darstellend
pantomimisch abstrakt weiterer Kanal darstellend
Taktschläge konkret weiterer Kanal strukturierend
Butterworth‘sch abstrakt weiterer Kanal strukturierend
deiktisch konkret weiterer Kanal zeigend
Lakoff‘sch abstrakt weiterer Kanal zeigend
Tabelle 4: Versuch der Klassifizierung einiger Gestenarten
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2.3 Innere Struktur von GestenDiese Taxonomie erlaubt es, bekanntes einzusortieren und unbekanntes zu benen-
nen. Eine solche Taxonomie kategorisiert jeweils eine Geste, ohne explizit auf eine un-
ter Umständen vorliegende innere Struktur einzugehen. Eine solche innere Struktur
jedoch könnte auf einfach zu erkennende Elemente zurückzuführen sein.
2.3 Innere Struktur von Gesten
Neben dem semiotischen Gehalt besitzt eine Geste auch eine Form. Diese Form glie-
dert sich in der Zeit in verschiedene Phasen, die von verschiedenen Forschern unter-
sucht und beschrieben wurden. Efron [Efr41] beschreibt die klassische Aufteilung in
Vorbereitungs-, Ausführungs- und Rückstellungsphase. Diese Einteilung erweist sich
bei näherer Betrachtung als zu grob und daher werden im weiteren einige Regelsy-
steme (Grammatiken) vorgestellt. Eine erste solche Grammatik schlug [McN92] vor,
hier in Abbildung 3 dargestellt. Eine Grammatik für die syntagmatische Organisation
in Bewegungsphasen von Gesten ist von Kita et. al. in [KGH98] erörtert und in
Abbildung 4 auf Seite 22 dargestellt. Der Schlag oder Apex1) einer Geste ist durch die
charakteristischen Merkmale einer Geste gekennzeichnet, eben jene Merkmale, die
Kendon im folgenden meinte:
„…for an action to be treated as a ‘gesture‘ it must have features which make
it stand out as such.“ [Ken86], Seite 262)







Abbildung 3: Regeln für Bewegungsphasen nach [McN92]
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Besteht aus






Kapitel 2 Theoretische GrundlagenMcNeill stellte zudem fest, daß der Schlag den „conceptual focal point“ einer Äuße-
rung hervorhebt.
Die Theorie der internen Struktur von Gesten liefert also eine Grundlage, Gesten
merkmalsbasiert zu betrachten. Auch ist mit dieser Theorie die Existenz eines Apex,
als Schlag oder unabhängiger Halt, begründet.
Die bislang dargestellten Theorien betrachten alleine Gesten, manchmal durchaus im
Kontext mit anderen Äußerungsformen. Dabei ist die häufigste Äußerungsform, mit
der Gesten kombiniert werden, die Sprache. Aus diesem Grund ist es sinnvoll, das
Verhältnis von Geste und Sprache näher zu betrachten.
2. Diese Äußerung wurde des öfteren als zyklisch oder tautologisch kritisiert. Eine solche Kri-
tik berücksichtigt hingegen nicht, daß diese Aussage ein notwendiges und nicht unbedingt
ein hinreichendes Kriterium darstellt. Eine sinnvolle Interpretation dieser Äußerung ist hin-
gegen die Erkenntnis, daß Gesten eine innere Struktur haben, die sich durch Merkmale











Bewegungsphrase ⇒ Ausdrucksphase Rückzug
Ausdrucksphase unabhängiger Halt
:Ausdrucksphase ⇒ Schlag abhängiger Halt
Vorbereitung ⇒ Ortsvorbereitung
handinterne Vorbereitung
Rückzug (, wenn weitere Bewegungsphrase folgt) teilweiser Rückzug
Besteht aus










2.4 Verhalten zum Sprachkanal2.4 Verhalten zum Sprachkanal
Die Frage Nr. 4 vom Anfang dieses Kapitels thematisierte das Verhältnis von Gestik
zum Sprachkanal. Bei der Schauspielausbildung wird der Lehrsatz verwendet: „Die
Geste zieht die Sprache.“ Dies ist Ergebnis von Erfahrungswerten, die nahelegen, daß
Geste und Sprache in einem gewissen temporalen Verhältnis zueinander stehen.
In [Rui98] gibt de Ruiter eine Übersicht über den Stand der Forschung der linguisti-
schen Gestenanalyse und belegt in eigenen Experimenten Levelts Beobachtungen
[LRH85], daß sich die zeitliche Koordinierung der Sprache jener der Gestik anpaßt, so-
wie daß es keine vollständige Synchronisation zwischen Gestenapex und Apex der
betonten Silbe in der Sprache gibt und das die Position der betonten Silbe keinen Ef-
fekt auf den Bewegungsbeginn hat. Jedoch konnte er einen Zusammenhang zwi-
schen Gestenapex und Beginn des Nomens bei Zeigegesten nachweisen, die mit der
Objektbenennung des bedeuteten Objektes einhergehen. In einem Experiment1), bei
dem auf mit einem Lämpchen markiertes Bild gezeigt wurde und das abgebildete Ob-
jekt benannt wurde, ergaben sich die in Tabelle 5 dargestellten Ergebnisse einer Re-
gressionsanalyse. β ist dabei der Regressionskoeffizient, ein Maß für die Stärke der
Relation der Einflußgröße (hier: Sprachereignis) und der Zielgröße (hier: Gestenapex)
und s2 ist die Signifikanz gegeben durch die statistische Varianz der Einflußgröße.
1. Eine exakte Beschreibung des Versuchsaufbaues und der Versuchsbedingungen ist in






Beginn des Artikels -202 -0,12 0,25
Beginn des Nomens -59 0,81 < 0,001
Beginn der betonten Silbe 71 0,07 0,11
Ende der betonten Silbe 360 0,04 0,25
Ende des Nomens 506 0,06 0,11
Tabelle 5: Apexabstände und Regressionsgewichte nach [Rui98], Seite 5623
Kapitel 2 Theoretische GrundlagenAllerdings bestätigt de Ruiter die schon von den Schauspielern (s.o.) und Gestenfor-
schern (z.B. [McN92], [LRH85]) bekannte Regel, daß der Beginn des Gestenapex im-
mer dem Apex der betonten Silbe in der Sprache vorauseilt und positiv mit dem
Zeitpunkt dieser Silbe korreliert ist und zeigt, daß der Beginn der Bewegung auch bei
einfachen Äußerungen z.B. 670 ms vor dem der Sprache liegen kann [Rui98].
Diese Erkenntnisse müssen bei einer gleichzeitigen Betrachtung beider Kanäle berück-
sichtigt werden und geben Aufschluß über Größenordnungen, die im Design eines
technischen Systems berücksichtigt werden sollten.
2.5 Repräsentation
Da es beabsichtigt ist, Sachverhalte in dem Kontext der Gestenerkennung zu be-
schreiben, muß Wissen über Objekte und Effekte der Welt festgehalten oder doku-
mentiert werden, wie es konzentriert schon in Frage Nr. 5 vom Anfang des Kapitels
angesprochen wurde.
Wissen wird in der Epistemologie mannigfaltig klassifiziert. Eine der Unterteilungen,
die im Bereich der künstlichen Intelligenz ebenfalls gängig ist, unterscheidet zwischen
a priori Wissen und a posteriori Wissen. Ersteres umfaßt universell wahres Wissen,
das unabhängig von sinnlicher Wahrnehmung ist, wie mathematisch–logische Aussa-
gen wie: „Die Winkelsumme eines ebenen Dreiecks ist 180°.“ A posteriori Wissen je-
doch ist durch sensorische Eindrücke gewonnen, wie z.B.: „Die Ampel ist grün.“ Da
sensorische Eindrücke nicht immer zuverlässig sind, trifft dies auch auf das a posteriori
Wissen zu. So kann es unter Umständen notwendig sein, a posteriori Wissen auf
Grund aktualisierter Eindrücke zu revidieren: „Nun ist die Ampel rot.“ Weiterhin kann
Wissen in prozedurales, deklaratives oder stilles Wissen1) eingeteilt werden. Gekürzt
dargestellt entspricht prozedurales Wissen Algorithmen und deklaratives Wissen Re-
gelsätzen wie: „Fasse nicht in die Steckdose“. Stilles Wissen — auch unbewußtes
Wissen genannt — umfaßt beispielsweise jene, scheinbar selbstverständlichen Dinge,
wie die Fähigkeit Rad zu fahren. Die Grenze zwischen stillen Wissen und den anderen
Wissensarten ist jedoch fließend, so lassen sich durchaus Regeln finden, mit denen
Rad fahren erklärt werden kann.
Für die Repräsentation von stillem Wissen eigenen sich z.B. künstliche neuronale Net-
ze, da sie im Regelfall das in ihnen gespeicherte Wissen nicht direkt erklären können.
Im weiteren können sie aus Beispielen lernen, kommen also auch ohne a priori Wissen
1. Im engl. Original: procedural, declarative and tacit knowledge24
2.5 Repräsentationüber die innere Struktur des Problems aus. Ihr größter Vorteil ist aber zugleich auch
ihr größter Nachteil. Sie können zwar trainiert werden eine Aufgabe zu lösen, nach-
dem sie sie aber mit einer gewissen Fehlerrate erlernt haben, können sie ihre Struktur
nicht erklären, noch kann Erkenntnis über die Problemstruktur aus den Gewichten der
jeweiligen Neuronen abgelesen werden.
Um Wissen, insbesondere a priori Wissen, über Gesten und deren technische Verar-
beitung zu beschreiben und zu diskutieren ist prozedurales oder deklaratives Wissen
notwendig. Dies begründet den Vorzug eines wissensbasierten Ansatzes vor einem
konnektionistischen Ansatz.
2.5.1 Interne symbolische Repräsentation
Kern des wissensbasierten Ansatzes ist die interne symbolische Repräsentation (ISR),
die das Systemwissen darstellt und operationalisiert. Dabei müssen die Objekte und
Effekte des Betrachtungsraumes in die interne Repräsentation überführt werden. Sei
es nun, um sie aufzuschreiben oder sie in einem Rechensystem zu verarbeiten.
„Once a problem is described using an appropriate representation, the problem
is almost solved.“ „The Representation Principle“ Winston [Win92], Seite 18
Eine interne symbolische Repräsentation besteht nach Winston [Win92] aus vier Tei-
len:
1. Einem lexikalischen Teil, der bestimmt, welche Symbole in dem Vokabular der
Repräsentation erlaubt sind.
2. Einem strukturellen Teil, der einschränkende Randbedingungen beschreibt, in
denen die Symbole angeordnet werden können,
3. Einem prozeduralen Teil, der Zugriffsfunktionen spezifiziert, die es erlauben,
Beschreibungen zu erzeugen, zu ändern und Fragen zu beantworten, die diese
Beschreibungen benutzen.
4. Einem semantischen Teil, der einen Weg eröffnet, Bedeutung, mit den Beschrei-
bungen zu assoziieren.
SYMBOLSYSTEM. Es geht also um Symbole und ihre Beziehung zueinander und zu der
Welt der Objekte und Ereignisse. Harnad faßt in [Har90] klassische Definitionen eines
Symbolsystems von Newell, Pylyshyn, Fodor, Neuman, Gödel, Church und anderen
zusammen. Demnach ist ein Symbolsystem eine Menge von beliebigen physikali-25
Kapitel 2 Theoretische Grundlagenschen Zeichen (Strichen, Bits), die auf der Basis von expliziten Regeln, die wiederum
in physikalischen Zeichen oder Aneinanderreihungen von physikalischen Zeichen dar-
gestellt sind, bearbeitet werden. Diese regelbasierte Zeichenmanipulation basiert aus-
schließlich auf der Form der Zeichen (nicht ihrer Bedeutung). Sie ist also rein
syntaktisch und besteht aus regelhafter Kombination und Rekombination der Zei-
chen, die entweder atomar oder zusammengesetzte Aneinanderreihungen von phy-
sikalischen Zeichen sind. Das gesamte System, also die atomaren Zeichen, die
zusammengesetzten Zeichen und die Regeln, ist semantisch interpretierbar. Der Syn-
tax kann systematisch eine Bedeutung zugewiesen werden.
2.5.2 Schmidt‘sche Hierarchie
Ein etwas formaleres und hierarchisches System stellt Schmidt in seiner Habilitations-
schrift auf [Sch97]:
• Ein Zeichen Z ist eine Menge von Marken.
• Ein Symbolschema Σ ist eine Menge von Zeichen.
• Eine Sprache ist ein Symbolschema, das syntaktisch disjunktiv und syntaktisch
endlich differenziert ist1).
• Ein Symbolsystem ist ein Tripel (Σ,R,O) eines Symbolschemas Σ, einer Menge
von Objekten O und einer Relation2) R zwischen dem Markenvorrat3) (M)
und O.
• Ein Notationssystem ist ein Symbolsystem S dessen Symbolschema Σ eine Spra-
che ist und das unzweideutig, semantisch disjunktiv und semantisch endlich dif-
ferenziert ist4).
1. syntaktisch disjunktiv: Zwei Zeichen enthalten nie die gleiche Marke.
syntaktisch endlich differenziert: Für syn. disjunktive in etwa der Entscheidbarkeitsbegriff
der theoretischen Informatik für m ∈ Z oder m ∈ Z', Def. siehe [Sch97], Abschnitt 7.2.
2. Bei strikter Betrachtung handelt es sich nicht um eine Relation (die meist über nur einer
Menge definiert ist), sondern um eine Korrespondenz zwischen M und O. Damit bezeich-
net Unzweideutigkeit, daß R eine partielle Abbildung von Z nach O ist und die Bildmen-
gen der Zeichen Z (Schmidt: Kongruenzklassen) disjunkt sind.
3. Der Markenvorrat ist die Vereinigungsmenge aller Zeichen in Σ.
4. semantisch disjunktiv: Zwei Objekte stehen nie gleichzeitig in Relation zur gleichen Marke.
semantisch endlich differenziert: ähnlich wie oben, nur auf Objekte und die Relation R
bezogen, Definitionen siehe [Sch97], Abschnitt 8.2.26
2.5 RepräsentationDabei kann die Grundeinheit „Marke“ frei gewählt werden. Eine Marke kann ein
physikalisch meßbarer Effekt sein oder eine abstrakte Größe. Ob sich über einer ge-
wählten Ansammlung von Marken die jeweils höheren Konstrukte finden lassen, und
ob Konstituenten dieser Konstrukte wie die Konstrukte selbst eine hilfreiche Bedeu-
tung haben, hängt von den gewählten Marken ab.
Im weiteren führt Schmidt aus, daß nur im Rahmen eines Notationssystems es über-
haupt möglich ist, von der Gleichheit zweier Effekte zu reden. Die syntaktischen An-
forderungen erlauben es, die Gleichheit oder Ungleichheit zweier Marken zu
etablieren; die semantischen Anforderungen stellen sicher, daß eine Zuordnung zu Ef-
fekten prinzipiell durchgeführt werden kann und für Mengen von Effekten eindeutig
ist.
Es ist festzustellen, daß Schmidts Begriff von Sprache und Notationssystem weit we-
niger einschränkend ist, als er normalerweise in der theoretischen Informatik aufge-
faßt wird. Werden Winstons und Schmidts Äußerungen gemeinsam betrachtet, so
stellt ein Schmidt‘sches Notationssystem die Grundlage für den lexikalischen und se-
mantischen Teil einer internen symbolischen Repräsentation dar.
2.5.3 Harnad‘sche symbolische Repräsentation
Eine Fundierung in der menschlichen Wahrnehmung liefert Harnad [Har90]. Für ihn
muß eine interne symbolische Repräsentation auf nichtsymbolischen Repräsentatio-
nen zweierlei Art fußen: Einer ikonischen Repräsentation, die Entsprechungen (Pro-
totypen, Ikonen) der durch die Sensorik abgebildeten entfernten Objekte und
Ereignisse enthält, sowie einer kategorialen Repräsentation, die Merkmalserkenner
initiiert, die die invarianten Merkmale von Objekt- und Ereigniskategorien aus den
sensorischen Abbildungen herauspicken.
Als Begründung dieser Zweischrittigkeit führt Harnad aus, daß in unserer unterbe-
stimmten Welt mit ihrer Unendlichkeit an verwechselbaren potentiellen Kategorien,
Entsprechungen (Prototypen, Ikonen) nutzlos für einen Identifikationsprozeß werden,
da es von ihnen zu viele gibt und sie kontinuierlich von einer in die andere übergehen.
Dies formt ein eigenständiges Problem der Identifizierung (Benennung), in dem ent-
schieden wird, welche Prototypen Elemente einer Kategorie sind und welche nicht.
Werden nun Sensordaten als Schmidt‘sche Marken aufgefaßt, sind diese ikonische
Repräsentationen und die darauf fußenden Zeichen kategoriale Repräsentationen.
Erst die semantische Zuordnung zwischen Zeichen und Bedeutung der grundlegen-
den Sensordaten formt dann ein Schmidt‘sches Symbolsystem, das unter oben aufge-27
Kapitel 2 Theoretische Grundlagenführten Bedingungen ein Schmidt‘sches Notationssystem und somit Grundlage einer
internen symbolischen Repräsentation ist.
2.5.4 Glyphen
Es liegt nun am Standpunkt des Betrachters, ob er die niedergeschriebenen und damit
physikalisch–konkreten Zeichen, Glyphen genannt, mit den Zeichen direkt identifi-
ziert, oder aber Glyphen als eine Notation von inhärent abstrakten Zeichen versteht.
Auf jeden Fall kann ohne eine Darstellung ein Zeichen nicht kommuniziert werden.
Abbildung 5 soll die Thematik am Beispiel veranschaulichen. Die Frage lautet: Stellen
die starken Linien eine Identität oder eine Abbildung dar? Nach Schmidt kann auch
hier wieder nach den von ihm beschriebenen Strukturen gesucht werden, da er eine
bewußt wahrgenommene, relevante Information als auf vielen geschachtelten Sym-
bol- bzw. Notaionssystemen beruhend ansieht.
Diese Ausführungen legen das Fundament für die im Abschnitt „Gestennotationssy-
steme“ auf Seite 37 behandelten Systeme und legen dar, welche Anforderungen an
solche Systeme zu stellen sind. Neben diesen formalen Gesichtspunkten, gibt es aber
noch welche, die sich mehr mit der Verständlichkeit solcher Notationssysteme für den
Menschen beschäftigen.































U: Universum: Menge aller
möglicher Marken
M: Markenvorrat: Menge al-
ler von Zeichen zx benutzter
Marken
O: Menge der beobachtba-
ren Objekte und Effekte
G: Menge der Glyphen
dünne Linien: Schmidt‘sche
Korrespondenz R
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2.5 Repräsentation„READILY INFERABLE MEANING“ UND „RICHLY GROUNDED SYMBOLS“. Wie schon ausge-
führt wurde, basieren Symbolsysteme auf physikalischen Zeichen, den Glyphen. In
dem Fall, in dem diese Zeichen für einen Menschen wahrnehmbar sind, treten zwei
Effekte auf, zum einen der von „Readily Inferable Meaning“ (RIM) und zum anderen
der der „Richly Grounded Symbols“ (RGS) (siehe [Edw98]). Beide sind stark mitein-
ander verwoben. Letztendlich bezeichnet die RIM jene Eigenschaft, die die Fundie-
rung eines Glyphen reichhaltig macht. Um zu verstehen, was diese Begriffe bedeuten,
seien das amerikanische und europäische Verkehrzeichen für „Überholverbot“ be-
trachtet (vgl. Abbildung 6 (a)). Das amerikanische Verkehrzeichen (links) ist rein sym-
bolisch, seine Bedeutung ist beliebig aber konventionalisiert. Ohne die Konvention,
hier die englische Sprache, könnte es jede Bedeutung haben. Doch das rechts dane-
ben abgebildete europäische Verkehrszeichen hat als Glyphenbedeutung ebenso
„Überholverbot“, doch trägt es auch zusätzliche Information, die wir aus bereits ge-
machten Erfahrungen ableiten. Die parallele Anordnung der autoförmigen Umrisse
gibt einen Hinweis darauf, daß dieses Zeichen etwas über parallelfahrende Autos aus-
sagt, der starke rote Rahmen wird im allgemeinen als Verbotssignal aufgefaßt, und
die rote Farbe in dem linken Umriß legt nahe, daß es verboten ist, ein Auto links eines
anderen anzuordnen. Damit ist die Glyphenbedeutung dem Sinn nach aus dem Al-
tagswissen und dem physikalischem Erscheinungsbild des Glyphen inferiert.
Ohne die definierte Bedeutung der Glyphen (b) und (c) in Abbildung 6 zu kennen,
kann doch gefolgert werden, daß (b) etwas bezeichnet, das mit Kröten oder Fröschen
zu tun hat, und daß (c) ein Verbot darstellt, das die Fracht von Tanklastzügen in ver-
bindung mit Wasser betrifft. Menschen versuchen also die Bedeutung eines Glyphen
aus seiner physikalischen Form herzuleiten. Wenn dieses Phänomen sinnvoll ausge-
nutzt wird, kann es dazu beitragen, Symbolsysteme zu entwerfen, die nicht nur von
Abbildung 6: Verkehrszeichen
(a) (c)(b)29
Kapitel 2 Theoretische Grundlagenformal wohlgeformter Struktur, sondern auch für den Betrachter leicht verständlich
sind.
2.6 Zusammenfassung
Der Begriff „Geste“ ist weit gefaßt und hat unscharfe Abgrenzungen. Daher wurde
neben einer Arbeitsdefinition ein Beschreibungsschema — eine Taxonomie — für Ge-
sten vorgestellt. Um die Taxa sinnvoll zu belegen, wurden Einteilungen von Gesten
aus der Literatur nach dem Betrachtungspunkt von Produzenten und Rezipienten vor-
gestellt sowie die innere Struktur dieser Gesten betrachtet und ihr Verhalten zu einem
weiteren Kanal — dem Sprachkanal — dargelegt.
Um diese Erkenntnisse nutzbar zu machen, wird eine interne symbolische Repräsen-
tation benötigt. Um ihre Anforderungen zu charakterisieren sind Überlegungen zu
Symbolsystemen und darauf aufbauenden Strukturen herangezogen worden. Wei-
terhin wird dargelegt, daß Notationssysteme nicht per se symbolische Repräsentatio-
nen sind, aber diese auf Notationssystemen, die auch in sich geschachtelt sein
können, basieren. Im weiteren wurde dargestellt, das Unterschiede zwischen einem
Objekt/Effekt, dem Zeichen und dessen Glyphen bestehen. Dabei werden Argumen-
te aufgeführt die die Sicht motivieren, eine Menge von Objekten/Effekten mittels
Merkmalen zu beschreiben und mittels eines Zeichens zu repräsentieren um dann dar-
auf weitere Systeme aufzubauen, die z.B. das Zusammenspiel dieser Zeichen be-
schreiben. Die so verwendeten Zeichen sind durch diese Objekte/Effekte fundiert.
Durch diese Ausführungen sind die ersten fünf Fragen vom Anfang dieses Kapitels be-




In den vorhergehenden Abschnitten wurden Gesten im Prinzip stationär betrachtet.
Wie aber der Abschnitt „Innere Struktur von Gesten“ auf Seite 21 schon deutlich
macht und in Frage Nr. 6, auf Seite 11 schon angesprochen wurde, sind Gesten ein
Formphänomen in der Zeit. Dabei stellt sich „Zeit“ als ein komplexeres Phänomen
dar, als es in naiver Betrachtung erscheint. Nicht nur die Zeitbegriffe der Physik, wie
z.B. Einsteins „Raum-Zeit“ Begriff, sondern auch Zeit als Wahrnehmungsphänomen
weichen von dem naiven Bild des linearen, streng monotonen, stetigen Flusses ab.
Daher modellieren moderne Ansätze Zeit meistens über Intervalle oder Zeitpunkte
und deren Relationen zueinander [HHP93].
Da es im Kontext dieser Arbeit aber um ein Wahrnehmungsphänomen geht, wird im
folgenden auf einer Theorie zur zeitlichen Kognition von Pöppel und Koautoren
[PS95], [PS93] aufgebaut, die hier kurz vorgestellt und eingeordnet sei.
Menschliches Zeiterleben läßt sich durch eine Zusammenstellung von fünf verschie-
denen, elementaren Zeiterlebnissen beschreiben: Gleichzeitigkeit, Ungleichzeitigkeit,
Aufeinanderfolge, Gegenwart und (Fort-) Dauer. Dies wird durch folgende Beobach-
tungen belegt:
3.1 Gleichzeitigkeit – Ungleichzeitigkeit
Wenn über einen Kopfhörer in beide Ohren kurze Reize gegeben werden, die etwa
eine Millisekunde andauern, und diese beiden Reize gleichzeitig gegeben werden, so
erlebt die Versuchsperson einen einzigen Ton, und zwar in der Mitte des Kopfes. Wird
zwischen diesen Reizen eine zeitliche Verzögerung, z. B. von zwei Millisekunden, ein-
geschaltet, so erlebt die Versuchsperson ebenfalls nur einen Ton. Das heißt, die zwei
Reize werden in der Wahrnehmung miteinander verschmolzen, obwohl objektiv be-
trachtet die beiden Reize ungleichzeitig sind. Erst dann, wenn die zeitliche Differenz
zwischen den beiden akustischen Reizen etwa drei bis fünf Millisekunden beträgt, ist
die Schwelle zur Ungleichzeitigkeit erreicht. Wird der analoge Versuch im visuellen
System durchgeführt, dann ist feststellbar, daß die Verschmelzungsgrenze dort etwa
bei 20 bis 30 Millisekunden liegt.Martin Fröhlich, Bielefeld 1999 31
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reich in unterschiedlichen Zeiträumen. Im weiteren bleibt festzuhalten, daß Gleichzei-
tigkeit im Erleben nichts Absolutes ist. Je nach Sinnesmodalität und weiterhin
beeinflußt vom sonstigen Befinden und Zustand ist das Gleichzeitigkeitsfenster ver-
schieden.
3.2 Ordnungsschwelle
Nun werden Versuchspersonen nicht mehr nur nach der Gleichzeitigkeit zweier Reize
gefragt, sondern welches der erste und welches der zweite Reiz war. Durch die neue
Frage wird die Aufmerksamkeit auf einen anderen Aspekt der Reizanordnung ge-
lenkt. Dabei zeigt sich, daß die Änderung der Frage zu einem anderen Ergebnis führt:
Während die Schwelle zur Ungleichzeitigkeit beim Hören bei wenigen Millisekunden
liegt, ist für das Erkennen der zeitlichen Ordnung bei identischen Reizbedingungen zu
beobachten, daß dieser Wert bei etwa 30 bis 40 Millisekunden liegt. Diese Schwelle
wird Ordnungsschwelle genannt. Es ist auffällig, daß die Ordnungsschwelle in den
verschiedenen Sinnesbereichen alle gleich sind, während der Übergang von der
Gleich- zur Ungleichzeitigkeit in den einzelnen Sinnesbereichen verschieden ist.
OSZILLATORISCHE NEURONALE PROZESSE. Pöppel und Mitarbeiter [PS93] [SZ95] führen
diese Phänomene auf oszillatorische Nervenprozesse zurück, die eine getaktete innere
Uhr zur Folge haben. Unter anderem wird mit der Wirkungsweise von Anästhetika ar-
gumentiert, die diese Oszillation unterbrechen und so jede zeitliche Wahrnehmung
unterbinden. Tatsächlich fragen Patienten häufig nach einer Operation unter Vollnar-
kose, wann denn die Operation beginne, was eine völlige temporale Disorientierung
des Patienten belegt.
SUBJEKTIVE GEGENWART. Pöppel betrachtet noch einen weiteren subjektiven Mechanis-
mus des menschlichen Zeiterlebens. Er stellt fest, daß Ereignisse nicht für sich allein
stehend wahrgenommen werden, sondern daß einzelne Ereignisse aufeinander bezo-
gen werden und daß aufeinanderfolgende Ereignisse jeweils eine sog. Wahrneh-
mungsgestalt, eine in sich geschlossene Interpretation, haben. Dies ist nur dadurch
möglich, daß das Gehirn einen zeitlichen Integrationsmechanismus bereitstellt, der
dafür sorgt, daß solche Wahrnehmungsgestalten gebildet werden.
3.3 Drei-Sekunden-Phänomen
Eine Wahrnehmungsgestalt kann vom Gehirn nur etwa drei Sekunden lang festgehal-
ten werden. Nach dieser Zeit ist die Integrationsfähigkeit des Gehirns gewissermaßen32
3.3 Drei-Sekunden-Phänomen„erschöpft“. Bietet die Reizkonfiguration die Möglichkeit, in mehreren Weisen inter-
pretiert zu werden, dann kommt automatisch nach etwa drei Sekunden die jeweils
andere Wahrnehmungsweise zur Geltung.
Zur Veranschaulichung führt Pöppel einige im Selbstversuch einfach zu beobachtende
Phänomene auf:
• Wird ein Metronom betrachtet, das im Sekundentakt schlägt (oder eine langsam
tickende Uhr) so kommt nach einer kurzen Zeit eine subjektive Akzentuierung in
den Sinn: Etwa jedem zweiten Metronomschlag wird ein subjektiver Akzent
gegeben. Es drängt sich das Gefühl auf, er sei ein wenig lauter als der subjektiv
nichtakzentuierte Schlag (Tick–Tack Effekt). Es gelingt manchen Menschen auch
noch, dem jeweils dritten Schlag subjektiv zu einer Wahrnehmungsgestalt
zusammenzufassen, den wenigsten aber noch, dies für den vierten Schlag oder
gar weitere Schläge zu erreichen.
• Ein Getränk, gemischt aus gleichen Teilen Kirsch– und Bananensaft, heißt auf den
Karten einiger Gaststätten „KiBa“ bei anderen „BaKi“. Wenn nun eine gleichför-
mige, regelmäßige Buchstabenfolge „…KIBAKIBAKIBAKIBAKIBA…“ betrachtet
(noch besser: gehört) wird, wird entweder „KiBa“ oder „BaKi“ produziert (bzw.
gehört). Wird versucht, beides zu sprechen, so wechseln sich beide Sprechweisen
nach typischerweise drei Sekunden ab (dito für Hörweisen).
• Zuletzt ein graphisches Beispiel: Der Necker–Würfel, wie in Abbildung 7 zu
Abbildung 7: Der Necker–Würfel33
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rechte Ecke ausgezeichnet, da von diesen Punkten drei Linien entspringen. Das
Gehirn interpretiert dieses zweidimensionale Linienmuster aber als eine dreidi-
mensionale Wahrnehmungsgestalt, bei der entweder die eine oder die andere
Ecke hinten bzw. vorne liegt. Der Betrachter (o.B.d.A. auch „die Betrachterin“)
kann nun an sich selbst feststellen, daß die Interpretationsvariante nach ca.
drei Sekunden umspringt.
Empirisch läßt sich dieses Phänomen durch Reproduktionsexperimente belegen. In
Abbildung 8 ist das Ergebnis eines solchen Experimentes dargestellt. Hier wurden
Reizstrecken im 0,5 s–Abstand von 0,5 s bis 7 s präsentiert und daraufhin reprodu-
ziert. Neben der theoretischen S = R–Geraden („Stimulus = Response“), die die iden-
tische Abbildung darstellt, ist auch das geometrische Mittel aller Reizstrecken d
aufgetragen. Es fällt auf, daß bis 3 s die Antworten die Reizstrecke leicht überschät-
zen, darüber aber die Antworten relativ immer kürzer ausfallen. Die Reproduktion von
Zeitintervallen bis etwa 3 s kennzeichnet also einen begrenzten Integrationsmecha-
nismus des Gehirns.






























Abbildung 8: Reproduktion von Zeitstrecken nach [Poe97]34
3.4 Zeitbänder3.3.1 Zeitliche Kontinuität
Trotz der oben vorgestellten zeitlichen Segmentierung haben wir Menschen ein kon-
tinuierliches Zeiterleben. Dies erhalten wir durch einen weiteren Mechanismus unse-
res Gehirns [Poe97]. Schon was jeweils in das Bewußtsein gelangt, ist nicht
unabhängig von den vorangegangenen Bewußtseinsinhalten. Über eine solche in-
haltliche Vernetzung aufeinanderfolgender Bewußtseinsentitäten ergibt sich der sub-
jektive Eindruck einer zeitlichen Kontinuität. Hier liegt eine aktive Leistung des
Gehirns vor. Die kann belegt werden, wenn Fälle betrachtet werden, bei denen dieser
Mechanismus gestört ist. Ein schizophrener Patient ist im Extremfall nicht mehr in der
Lage, aufeinanderfolgende Bewußtseinsinhalte so aufeinander zu beziehen, daß die
Bedeutung eine sinnvolle Gedankenkette ergibt. Für einen solchen Patienten gehen
die Kontinuität des Erlebens und der subjektive Eindruck eines zeitlichen Stromes ver-
loren.
3.4 Zeitbänder
Auch andere Quellen berichten von ähnlichen Modellbildungen für die menschliche
Zeitverarbeitung. So schreibt Ballard in [Bal97] in Anlehnung an [New90] von kogni-
tiven Hierarchien, die zusammen mit ihren temporalen Randbedingungen in der fol-
genden Tabelle 6 als sog. Zeitbänder dargestellt sind.
Auffällig ist hier, daß von einer anderen Art neuronaler Kernereignisse ausgegangen
wird. Nicht von oszillatorischen Prozessen, wie bei Pöppel, sondern von einfachen
Zeitband Primitive Beispiel
10 s Komplexe Aufgabe Ein Zug im Zeit–Schach
2 s Einfache Aufgabe Einen Satza äußern
a. In dem Kontext ist ein kurzer englischer Satz gemeint.
300 ms Physikalischer Akt Bewegen der Augen
50 ms Neuronaler Akt Einen Reiz bemerken
10 ms Neuraler Schaltvorgang
1 ms Neuronale Entladung
Tabelle 6: Zeitbänder der menschlichen Kognition nach [New90]35
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nommen werden1)), einer Signallaufzeit sowie simplen motorischen Vorgängen.
Ballard betont für die Diskussion dieser Hierarchien zwei Punkte:
„The first is that the abstract analysis of hierarchical systems finds a reality in
the construction of the brain. […] The second point is that the constraints that
the individual levels impose on models of computation are quite severe.“
[Bal97], Seite 17 Mitte
Ballard folgert daraus fünf grundlegende, mathematische und rechnerische Konzepte:
(1) „fitness“, (2) „programs“, (3) „data“, (4) „dynamics“ und (5) „optimization“.
Hier soll nur Ballards „dynamics“ kurz näher betrachtet werden: Der Zustand eines
physikalischen Systems hat eine ihm zugeordnete Dynamik. Das ist die zeitliche Än-
derung des Zustandsvektors, der so eine Trajektorie beschreibt, die am besten diffe-
rential durch die Änderungsrate in der Zeit beschrieben wird. Die am einfachsten zu
behandelnden Systeme sind dabei die linearen. Solche Systeme sind vollständig durch
ihre Eigenwerte und Anfangsbedingungen beschrieben. Nichtlineare Systeme können
durch lineare Systeme approximiert werden, die lokal zu Punkten stabilen Gleichge-
wichtes (sog. Attraktoren) sind.
3.5 Zusammenfassung
Wenn man von leicht verschiedenen Betrachtungsweisen absieht, beschreiben Pöppel
und Ballard doch das gleiche Grundphänomen. Schließlich sind oszillatorische Prozes-
se (Pöppel) auch (nichtlineare) dynamische Systeme (Ballard). Beide sprechen von ei-
ner Hierarchie der temporalen Prozesse mit verschiedenen Ausprägungen von
zeitlichen Intervallen, die summarisch zu Entitäten in höheren Schichten zusammen-
gefaßt werden können.
1. Diese Annahme ist mit erhöhter Vorsicht zu genießen: Wie neuere Ergebnisse der Neu-
roanatomie zeigen, ist die Anzahl der Neuronen und ihr Vernetztheitsgrad sehr viel höher
als bisher angenommen. So führt Pöppel in seinem Hauptvortrag auf der Jahrestagung für
Künstliche Intelligenz in Bremen, 1998 aus, daß im Gehirn wohl in der Größenordnung
von 1023 Neuronen vorhanden sind, die eine durchschnittliche (Verbindungs-) Weglänge
von nur vier (4) haben. Ein zehnstufiger Schaltvorgang könnte also mehr als „einmal durch
das ganze Gehirn und zurück“ bedeuten. Ballard hingegen geht von 1011 Neuronen im
Gehirn aus ([Bal97], Seite 31, zweiter Absatz)36
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Um Gesten in einer informatischen internen symbolischen Repräsentation adäquat zu
behandeln, ist es sinnvoll, neben den theoretischen Anforderungen auch existierende
Notationen für Gesten zu betrachten. Diese sind zwar für einen menschlichen Be-
trachter entwickelt und dienen meist der linguistischen Analyse einer Gesamtäuße-
rung, doch sind die für diesen Fall positiven Merkmale einer Gestennotation nicht
notwendigerweise schädlich für eine interne symbolische Repräsentation. Diese Be-
trachtungen dienen dem Zweck, neben dem Vermitteln einer Übersicht, Material zu
präsentieren auf das die Konzeption und Realisation des Gestenerkennungsrahmens
sich bezieht. An die einzelnen Betrachtungen schließt sich eine Diskussion und Zusam-
menfassung an, in der das jeweilige System in Hinblick auf die bereits besprochenen
theoretischen Eigenschaften aber auch in Hinblick auf hervorstechende Merkmale hin
besprochen wird.
Zuerst einmal sind jedoch die Begriffe „Notation“ und „Notationssystem“ zu klären:
Definition: Notation: Im allgemeinen eine Form der Aufzeichnung oder ein System
von Zeichen, wie z.B. die Notenschrift in der Musik (-wissenschaft).
Definition: Notationssystem: Ein Fachbegriff (siehe z.B. auch „Schmidt‘sche Hier-
archie“ auf Seite 26), der den systematischen Charakter einer Notation betont. Dieser
Begriff wird auch benötigt, um zwischen dem Formalismus und der Handlung zu un-
terscheiden. Wie bisher wird auch im folgenden der Begriff „Notationssystem“ sy-
nonym zu „Notation“ verwendet; es sei denn, ein spezielles, extra definiertes
Notationssystem ist gemeint. Dann wird der Begriff „Notationssystem“ durch einen
den Kontext festlegenden Bezeichner qualifiziert, wie z.B. „Harnard’sches Notations-
system“.
Das etablierte Verfahren zur Notation extralinguistischer Kanäle ist die Transskription.
Dabei werden in einer Partitur ähnlichen Einteilung in verschiedenen Zeilen für aus-
gewählte Merkmalsgruppen die einzelnen zu transkribierenden Merkmale verschrift-
licht. Dabei sind in den letzten Jahren halbautomatische Hilfssysteme für
Rechenanlagen auf dem Markt, die es erlauben, digitalisierte Video- oder Audiodaten
bequemer zu handhaben. Eine der wesentlichen Erleichterungen ist dabei sicherlichMartin Fröhlich, Bielefeld 1999 37
Kapitel 4 Gestennotationssystemedie Abkopplung vom trägen, physikalischen Band- oder Plattenmedium. Auch die
einzel- oder halbbildgenaue1) Positionierung der Transkriptionsmarken kann sehr hilf-
reich sein, insbesondere wenn zeitliche Auswertungen erwünscht sind.
Beispiele für solche Systeme sind z.B. SyncWriter2) und SignStream3). Ersteres ist ein
allgemeines Transkriptionswerkzeug, siehe auch Abbildung 10 auf Seite 39, während
letzteres in einem speziellen Forschungskontext [NLB+97] für die Transkription in
amerikanischer Gebärdensprache „American Sign Language“ (ASL) entwickelt wur-
de, siehe auch Abbildung 9.
Diese Transkriptionssysteme lösen aber nicht das Problem einer adäquaten Notation.
Dies Problem enthält im Kern die Wahl der richtigen Menge von Merkmalen für ein
sinnvoll geformtes System von Zeichen, ihren Anordnungen und darauf definierten
1. Einige Videoverfahren, insbesondere das „Phase Alternating Line“ (PAL), das Ende der
1950er Jahre von W. Bruch entwickelt wurde und das am Ende jeder Zeile die Phase des
Farbdifferenzsignals um 180° ändert (umpolt), benutzt 50 Halbbilder pro Sekunde (einmal
alle ungerade Zeilen, dann alle geraden Zeilen). Dabei handelt es sich um zeitlich unab-
hängige Bilder und nicht etwa um die nachträgliche Codierung eines Vollbildes.
2. SyncWriter™: Hersteller: med-i-bit GmbH in Kooperation mit dem Zentrum für Deutsche
Gebärdensprache der Universität Hamburg. Autor: Erich Walter. Abbildungen aus Herstel-
ler-Web-Seiten entnommen („Unified Resource Locator“ (URL): http://www.sign-
lang.uni-hamburg.de/Artikel/1/Muenchen.html).
3. SignStream™: Hersteller: American Sign Language Linguistic Research Project: Boston
University, Gallaudet University, Dartmouth College, und Rutgers University, USA. Auto-
ren: Boston University: Carol Neidle, Dawn MacLaughlin, Jack Hoza, Robert G. Lee; Dart-
mouth College: Otmar Foelsche, David Greenfield; Gallaudet University: Benjamin Bahan;
Rutgers University: Judy Kegl. Abbildungen von Web-Seiten des Herstellers (URL: http:/
/www.bu.edu/asllrp/SignStream/).
Abbildung 9: SignStream: Eingabe- & Videofenster38
4.1 Labanotation (Kinetographie Laban)Funktionen. Im weiteren stellt sich auch die Frage, inwieweit ein eigenes System von
Glyphen (graphischen Zeichen) für diese Symbole sinnvoll sein kann.
In den vorhergehenden Abschnitten wurde dargelegt, welche theoretischen Anforde-
rungen an solche Notationen gestellt werden: Das Wesentliche muß unterscheidbar
sein, die Zeichen müssen eindeutig sein, die Glyphen sollten verständlich sein. Auch
sollte die innere Struktur kompositionell sein (Siehe „Schmidt‘sche Hierarchie“ auf
Seite 26).
4.1 Labanotation (Kinetographie Laban)
Als erstes soll hier die Labanotation, eine Transkription von Bewegungen, insbeson-
dere des Tanzes, vorgestellt werden. Anhand eines kurzen Beispielen soll dann ein
Eindruck von der Mächtigkeit einerseits und der Aufwendigkeit der Notation anderer-
seits gegeben werden. Anschließend erfolgt eine Diskussion anhand der oben darge-
legten Punkte.
Abbildung 10: SyncWriter
links oben: „Endloses“ Eingabeband mit ver-
schiedenen Merkmalsgruppen
rechts unten: Generierte Partitur für den Aus-
druck39
Kapitel 4 GestennotationssystemeDas nach Rudolf von Laban benannte kinetographische System Labanotation ist eine
Bewegungs- und Tanzschrift [Lab95], die von von Laban 1928 zum ersten Mal publi-
ziert wurde und nun in verschiedenen Variationen und Überarbeitungen vorliegt. Ihr
Aufbau entspricht einem senkrechten Spurensystem, daß vorwärts, also von unten
nach oben gelesen wird. Dabei werden musikalische Merkmale, wie Taktmaß und
Takteinteilung sowie Zeitmaße im Taktsystem notiert, wie auch die Bewegungsart
und -richtung einzelner Körperteile. Dabei wird aber immer Bezug auf das zugrunde-
liegende Taktmaß genommen. So findet man die Äquivalente zu den verschiedenen
Notendauern (ganze Note, halbe Note, viertel Note usw.) auch in dieser Tanzschrift
wieder (siehe Abbildung 11). In Abbildung 12 ist ein Beispiel dargestellt, das im wei-
teren etwas genauer erklärt wird:
GRUNDPOSITION. Die Zahlen zur Linken geben das Taktmaß an: 3/4 Takt. Begonnen
wird mit geraden Knien und zusammenstehenden Füßen. Die Arme sind zur Seite in
einem 45° Winkel abwärtsgerichtet abgespreizt.
ERSTER TAKT. Es ist weiterhin von unten zu lesen! Auf dem ersten Schlag einen Schritt
vorwärts auf den linken Fuß; das Knie bleibt gerade. Gleichzeitig werden die Arme
nach vorne auf Schulterhöhe gehoben, bis sie parallel zum Boden sind. Mit dem zwei-
ten Schlag wird mit dem rechten Fuß ein Schritt nach rechts gemacht, und das Ge-
wicht vom linken Fuß genommen. Die Arme öffnen sich zur Seite während sie parallel
zum Boden bleiben. Beim dritten Schlag wird der linke Fuß zum rechten gesetzt und
das Gewicht auf beide verteilt. Die Arme an den Seiten senken sich auf 45°.
Abbildung 11: Labanotation: Zeichenerklärungen
Die Form der Glyphen mit ihrer Bedeutung in der Labanotation sind in (a) dargelegt. In
(b) werden die verschiedenen Schattierungen vorgestellt, sie definieren die verschiede-
nen Höhenstufen, in denen ein Körperteil sein kann. Diese Symbole werden nun in einen
Notenstock nach (c) eingetragen. Dabei werden nur die durchgezogenen Linien immer
mit angegeben, In (d) wird den Glyphen eine Länge äquivalent zur Notenlänge zugewie-
sen. Abbildungen nach
http://www.dancenotation.org/notationbasics/LNBasics.html





























































































4.1 Labanotation (Kinetographie Laban)ZWEITER TAKT. Beim ersten Schlag, einen Schritt vorwärts mit dem rechten Fuß.
Gleichzeitig heben sich die Arme vorwärts bis in Schulterhöhe in der zweiten Hälfte
des Schlages bis auf einen 45° Winkel nach oben. Mit dem zweiten Schlag einen
Schritt mit dem linken Fuß nach links und die Arme öffnen sich zur Seite, parallel zum
Boden. Auf dem dritten Schlag einen Schritt nach rechts mit dem rechten Fuß; das Ge-
wicht verteilt sich auf beide Füße. Die Arme bleiben an den Seiten aber senken sich
auf 45° ab.
Erster und zweiter Takt enthalten den sog. Kastenschritt1).
DRITTER TAKT. Mit dem ersten Schlag werden zwei Schritte vorwärts mit leicht ge-
beugten Knien (links-rechts) vollführt. Jeder Schritt dauert 1/2 Zähler. Die Arme neh-
men sich den ganzen Schlag Zeit, um nach vorne parallel zum Boden gehoben zu
werden. Auf den Schlägen zwei und drei wird ein langsamer Schritt vorwärts auf den
linken Fuß durchgeführt. Gleichzeitig öffnen sich die Arme zu den vorderen Diagona-
len, bleiben aber nach wie vor parallel zum Boden (siehe Abbildung 11-a).
1. In „Tanzlehreranweisungen“: Links vor – Schritt nach rechts mit rechtem Bein – schließen
– Rechts zurück – Schritt nach links mit linkem Bein – schließen.
Abbildung 12: Labanotation: Einführungsbeispiel
Eine Spalte in Labanotation wird von unten nach oben
gelesen. Die Arme werden außerhalb der senkrechten
Linien notiert, die Beine innerhalb. Die linke Seite des
Notenstocks bezeichnet auch die linke Seite des Kör-
pers.
3.) Dritter Takt, bestehend aus drei Schlägen.
2.) Zweiter Takt, ebenfalls drei Schläge.
1.) Erster Takt, bestehend aus seinen drei Schlägen.
0.) Grundposition. (vgl. Abbildung 11, „Labanotati-
on: Zeichenerklärungen“ auf Seite 40)41
Kapitel 4 GestennotationssystemeAbschließend sei hier noch die Labanotation einiger bekannter Tanzschritte in
Abbildung 131) aufgeführt.
4.1.1 Diskussion
Wie Schmidt ([Sch97], Abschnitt 8.2) darlegt, ist die Labanotation ein Schmidt'sches
Notationssystem und erfüllt somit schon einmal wichtige Vorraussetzungen für den
technischen Einsatz, nämlich die Abzählbarkeit der Symbole und ihre definierte Ver-
ankerung in Objekten/Effekten. Die wenigsten Zeichen diese Systems jedoch haben
eine RIM (vgl. „„Readily Inferable Meaning“ und „Richly Grounded Symbols““ auf
Seite 29), was dazu führt, daß das Erlernen dieses Systems wahrscheinlich schwierig
ist. Um dies zu belegen wurde, eine kleine Studie angefertigt, in welchem Maße die
Labanotation von Tänzern, also in ihrer Zieldomäne, verwendet wird.
EINSATZHÄUFIGKEIT IN DER ZIELANWENDUNG. Befragungen von zwölf (12) professionel-
len Tänzern internationaler Herkunft des Bielefelder städtischen Ballettensembles2)
ergaben die im folgenden dargestellten Antworten auf die jeweiligen Fragen:
1. Siehe http://www.dancenotation.org/notationbasics/LNBasics.html
2. Vielen Dank an Micki und Bernd Volkmer, die die Befragung ihrer Kollegen durchführten.
Abbildung 13: Labanotation: bekannte Tanzschritte
Two Step
Cha-ChaTango42
4.2 Berner System zur Untersuchung nonverbaler• „Haben Sie schon einmal von der Tanzschrift ‚Labanotation‘ gehört?“ Darauf
antworteten sechs (6) mit „Ja“.
• „Haben sie die Labanotation schon einmal angewendet?“ Darauf antworteten
alle mit „Nein“.
• „Könnten Sie die Labanotation in der Zukunft anwenden?“ Auch darauf antwor-
teten alle mit „Nein“.
Dem Fragesteller fiel auf, daß die Befragten sich auf die Probe gestellt fühlten und ih-
ren professionellen Ehrgeiz herausgefordert sahen, daher sind die Antworten zur er-
sten Frage als eher zu hoch- als zu niedrig gegriffen anzusehen. Diese kleine Studie
belegt, wenngleich sie auf Grund der fehlenden Repräsentativität der Stichprobe auch
keinen Beweis darstellt, daß dies Notationssystem heutzutage in seiner Domäne nur
geringe Verbreitung hat.
Die Labanotation ist als Tanzschrift auf ihr Einsatzgebiet zugeschnitten und intendiert
keine allgemeine Notation von Gesten. Soll sie trotzdem als allgemeine Notation der
Bewegungen der oberen Gliedmaßen zweckentfremdet verwendet werden, so ist es
absehbar, daß besondere Aufmerksamkeit der relativen Zeitskala (musikalischer Takt)
zufließen muß. Es ist noch zu zeigen, ob Gesten intrinsisch getaktet geäußert werden
und daher in ein solches Zeitschema einordbar sind. Im weiteren ist die Inflation an
Glyphen beklagenswert; in einem Werk zur Labanotation [Hut77] besteht das sog.
Symbolglossar aus elf eng bedruckten Seiten mit weit über 300 Glyphen (eigene Zäh-
lung). Welche Folgen dies hat, mag das Beispiel in Abbildung 14, „Komplexe Bewe-
gung aus [Hut77], Seite 397“ auf Seite 44 illustrieren. Dabei wird auch verständlich,
warum eine praktische Anwendung dieses Systems selten ist.
4.2 Berner System zur Untersuchung nonverbaler Interaktion
Neben der Labanotation, die sich eines umfangreichen Glyphensortiments bedient,
existieren weitere, stärker an eine maschinelle Verarbeitung angepaßte Systeme. Dar-
unter fällt das in diesem Abschnitt prototypisch betrachtete „Berner System zur Un-
tersuchung nonverbaler Interaktion“.
An der Universität Bern1) wurde in den 1970er Jahren mit der Entwicklung eines Sy-
stems zur Untersuchung nonverbaler Interaktion begonnen und dies Projekt mehrjäh-
rig fortgesetzt [FHP+81][HFF81]. Eine Motivation der Schöpfer dieses Systems war,
1. In Zusammenarbeit mit einer Reihe anderer Institute und Einrichtungen, siehe [FHP+81].43
Kapitel 4 Gestennotationssystemedaß sie bei der Methodik der Analyse nonverbaler Interaktion funktionale Klassifika-
tion vorfanden, die sie als eine …
„Attribuierung funktionaler Etikette nach dem vertrauten Vorbild der Aus-
drucksdeutung“ [FHP+81], Seite 206
… im Gegensatz zu eigentlicher Analyse ansehen und ablehnen, da so die Interpreta-
tion der Bedeutung schon vom Kodierer vorgenommen wird und somit eine intersub-
jektive Analyse des Notierten nicht mehr möglich sei. Vielmehr argumentieren sie für
eine reine Transkription, die eine empirische Referenz verfügbar macht und den Un-
Abbildung 14: Komplexe Bewegung aus [Hut77],
Seite 397
Spiral Fall Back Fall Forward Fall44
4.2 Berner System zur Untersuchung nonverbalertersuchenden in die Lage versetzt, Verhaltensphänomene, deren Funktion er unter-
sucht, auch zu beschreiben — also für eine Transkription mit minimaler Interpretation.
Die Autoren des Berner Systems gehen von der Betrachtung von fünfzig (50) Syste-
men zur Sprachtranskription aus und finden, daß alle auf einem bivariaten Codie-
rungsprinzip beruhen, nämlich einer phonetischen und einer zeitlichen Dimension.
Die erste wird durch die einzelnen Zeichen des Codes erfaßt, die andere durch ihre
Reihung dargestellt. Auf dieser Grundlage verfolgen sie einen zeitreihenbasierten An-
satz für ihr Notationssytem.
In Tabelle 7 sind die erfaßbaren Bewegungsvariationen dargestellt die in einem acht-
zigspaltigen sog. Ablochschema numerisch kodiert eingetragen werden. Dies Schema














































Tabelle 7: Zusammenfassung des Berner Notationssytems45
Kapitel 4 GestennotationssystemeIn [FHP+81], Seiten 224-234 werden für all diese Bewegungsvariationen Definitio-
nen, bzw. Erklärungen gegeben. Diese erfolgen meist über Beispiele in Form von Pho-
tographien oder durch textuelle Beschreibung, nicht jedoch durch die Angabe von
Winkelbereichen oder ähnlich meßbarer Grundlagen.
Beispiele und Wahl der Merkmale lassen darauf schließen, daß das Berner System
hauptsächlich für die Analyse von Aufnahmen sitzender Probanden entwickelt wurde.
Diese Selbsteinschränkung ist aber willkürlich, da einige Merkmale nur besser ausdif-







































































a. Anzahl der Dimensionen (wie in der nächsten Spalte aufgeführt).






Tabelle 7: Zusammenfassung des Berner Notationssytems (Forts.)46
4.3 Hamburger Notationssystem4.2.1 Diskussion
Auch das Berner Notationssytem ist ein Schmidt'sches Notationssystem ([Sch97], Ab-
schnitt 8.2), sofern eine Zuordnung von Notat und Bedeutung erfolgt, denn die wich-
tigste Errungenschaft im Berner System ist das Abkoppeln der Notation von der
Funktion der zu notierenden Bewegung.
In den vorliegenden Beispielen [FHP+81], [HFF81] wird mit einer diskreten, äquidi-
stanten sowie monotonen Zeitskala, meist in 5 s Diskretisierungsschritten gearbeitet.
Da das Berner System ähnlich dem in der Computergraphik bekannte „key-framing“
Bewegung durch die zeitliche Folge von Posturen beschreibt, ist die Wahl der Länge
der Zeitschritte von größter Wichtigkeit, da Bewegung so nur implizit codiert ist. Der
aber sicherlich auffälligste Nachteil ist die numerische Notation in der sog. Datenma-
trix, die vielleicht effizient von einem Rechner verarbeitet werden kann, aber für einen
Menschen entweder nur mit großer Mühe oder langem Training entschlüsselt werden
kann. Dies liegt zum einen an der Darstellung in numerischen Codes und zum ande-
ren in der teilweise willkürlichen Wahl dieser Codenummern. Durch die Art der Be-
schreibung ist es aber sicher auch möglich, bei geeigneter Wahl der Quan-
tisierungsschritte, eine sehr gut reproduzierbare Darstellung zu erhalten.
4.3 Hamburger Notationssystem
Nach der Labanotation und dem Berner System wird nun das „Hamburger Notations-
systems für Gebärdensprachen“ (HamNoSys) eingeführt, da es wiederum anderen
Designkriterien entspringt. Dabei wird Wert auf den kompositionellen Charakter
HamNoSys‘ gelegt, der bei den Diskussionen für den Entwurf des Rahmensystems zur
Gestenerkennung in den weitern Kapiteln noch eine große Rolle spielen wird.
Die Autoren von HamNoSys beschreiben ihr System wie folgt:
„Das Hamburger Notationssystem für Gebärdensprachen, kurz HamNoSys, ist
ein ‚phonetisches‘ Transkriptionssystem für Gebärden, das in seiner ersten
Version vor zehn Jahren ganz in der Tradition Stokoe-basierter Systeme stand
und das relativ weite Verbreitung gefunden hat. Die aktuelle Version 3 be-
rücksichtigt erstmalig in größerem Umfang gewonnene praktische Erfahrun-
gen in der Anwendung des Systems sowie Erkenntnisse über andere
Gebärdensprachen als ASL, die diverse implizite Annahmen in HamNoSys fal-
sifizierten. Sie geht damit sowohl im Aufbau als auch in der Beschreibungs-
mächtigkeit über den Stokoe-Rahmen hinaus. HamNoSys nimmt keinen47
Kapitel 4 GestennotationssystemeBezug auf national verschiedene Fingeralphabete und ist damit prinzipiell in-
ternational einsetzbar.“ (von dem World-Wide-Web-Server des Instituts für
deutsche Gebärdensprache und Kommunikation Gehörloser der Universität
Hamburg1))
Stokoe beschreibt in [Sto72] ein in [SCC76] verwendetes Notationssystem, auf dem
die Ursprünge von HamNoSys beruhen. Es wurde dazu entwickelt, ASL in einem Wör-
terbuch zu notieren. Bei auf Stokoes Ansatz basierenden Systemen klassifizieren an-
hand mehrere unabhängiger Bereiche, typischerweise Handform, Handposition,
Bewegung, Blickrichtung und Mimik. In HamNoSys wird eine Beschreibung in den Ka-
tegorien von manuellen Parametern (Handform, Handorientierung, Handposition
und Bewegung) und nicht-manuellen Parametern (Rumpf, Kopf, Blickrichtung, Mimik
und Mundform) vorgeschlagen. Am Institut für deutsche Gebärdensprache und Kom-
munikation Gehörloser der Universität Hamburg wurde ein auf ähnlichen Grundsät-
zen basierendes System seit Anfang der 1990er Jahre mit der Zielsetzung entwickelt,
nicht nur die deutsche Gebärdensprache (DGS) zu notieren, sondern vielmehr von na-
tionalen Fingeralphabeten und Zeichensprachen unabhängig zu sein. Dabei ist
HamNoSys nicht das einzige System, das an diesem Institut entwickelt wurde, von Pa-
paspyrou [Pap90] und von Fischer und Hanke werden auf dem World-Wide-Web-
Server des Institutes2) weitere Systeme zur Gebärdennotation vorgestellt. Statt einer
Addition von Ausführungsaspekten strebt Papaspyrou ein Schriftsystem an, das über
das Kriterium der Bedeutungsunterscheidung ausgewählte Aspekte der beiden
Hauptparameter „Ausführungsorgan“ und „Bewegung“ miteinander kombiniert. Fi-
scher und Hanke führen aus, daß die Bedeutungsunterscheidung auf der cheirologi-
schen3) (vgl.: „phonologischen“), nicht auf der graphematischen Seite ermittelt wird;
in Anlehnung an den Fachterminus „Phonographie“ zur Charakterisierung von laut-
sprachbezogenen Schriftsystemen kann man also sagen, das Schriftsystem von Pa-
paspyrou basiere auf dem Prinzip der Cheirographie3). Im weiteren enthält das
Schriftsystem von Papaspyrou das Leerzeichen als Segmentierungsglyphen, was unter
1. Unter „Unified Resource Locator“ (URL): http://www.sign-lang.uni-
hamburg.de/Projekte/HamNoSys/HamNoSys.html. Überschrift: Notation von
Gebärdensprache: HamNoSys
2. Unter URL: http://www.sign-lang.uni-hamburg.de/Arbeitspapiere/1/
Inhalt.html. Überschrift: Modell einer Notationsform als Diskussionsgrundlage zur
Entwicklung einer Gebärdensprach-Gebrauchsschrift
3. Cheirologie (gr. cheir Hand), Hand- oder Fingersprache der Taubstummen, hingegen
beziehen sich die Begriffe Chirognomik, Chirologie, Chiromantik auf das Weissagen aus
Handlinien; nach [DHS94].48
4.3 Hamburger Notationssystemlinguistischer Sicht problematisch für Zeichensprachen ist, da diese in einem nicht a-
priori segmentierten Strom geäußert werden. Ziel von [Pap90] ist jedoch nicht, eine
„phonologische“ Beschreibung einer Gebärdensprache zu liefern, sondern eine Ge-
bärdensprach-Gebrauchsschrift (am Beispiel der DGS) vorzuschlagen. Auch Fischer
und Hanke wollen eine Gebärdensprach-Gebrauchsschrift schaffen, insbesondere für
die DGS und mischen dafür HamNoSys–Glyphen mit Papaspyrous und eigenen Struk-
turen.
Bevor jedoch weitere Eigenschaften von HamNoSys diskutiert werden, wird im fol-
genden das Notationssystem zuerst einmal eingeführt. Eine ausführliche und vollstän-
dige Beschreibung des Systems ist in [Pri89] und auf dem World-Wide-Web-Server
des Instituts für deutsche Gebärdensprache und Kommunikation Gehörloser der Uni-
versität Hamburg1) zu finden.
In HamNoSys werden zusammengehörige Bewegungen in kommagetrennten Zei-
chengruppen (Worten) notiert. Die erste Komponente eines Wortes ist ein optionaler
Symmetrie-Operator, die zweite die Anfangskonfiguration, die in die vier Klassen
non-manuelle Komponenten, Handform, Handstellung und Lokation untergliedert
werden kann, die dritte bezeichnet Aktionen. Die folgenden Abschnitte dienen der
Beschreibungen einiger Symbole.
4.3.1 Anfangskonfiguration
Die Anfangskonfiguration notiert diejenige Postur, die zu Beginn der Ausführung ei-
ner Geste eingenommen wird. Eine Anfangskonfiguration definiert sich durch Hand-
form, Handstellung und Lokation.
Zur Notation der Handform stehen sechs Grundformen als Grundsymbole zur Verfü-
gung, die mit Modifikatoren kombiniert werden. Abbildung 15 zeigt alle Grundfor-
men zusammen mit ihrer Notation in HamNoSys.
1. Unter URL: http://www.sign-lang.uni-hamburg.de/Projekte/HamNoSys/
HamNoSysErklaerungen/deutsch/Inhalt.html. Überschrift: HamNoSys 3.0
Abbildung 15: HamNoSys: Grundformen
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Kapitel 4 GestennotationssystemeDie Grundformen lassen sich mit diakritischen Zeichen (Akzenten) für Daumenstel-
lung und Beugung (siehe Abbildung 16) kombinieren.
Die Modifikatoren der Verbindungsformen sind Zeichen für die Öffnungsweite und
Beugung der beteiligten Finger (siehe Abbildung 17). Handstellungen lassen sich in
zwei Parameter aufteilen: Die Fingeransatzrichtung (Orientierung der Mittelhandkno-
chen), welche durch die Orientierung der Handlängsachse gegeben ist, und die Hand-
flächenorientierung, die bei gegebener Fingeransatzrichtung durch die Rotation der
Hand um die Unterarmachse festgelegt ist. In Abbildung 18 auf Seite 50 sind Beispiele
für verschiedene Fingeransatzrichtungen zu sehen. Dabei deutet in der Notation die
Spitze des Dreiecks die Richtung an, und der Strich legt den Blickwinkel fest. Ohne
Strich: Blick auf die koronale Ebene, Strich unter dem Dreieck: Blick auf die transver-
Abbildung 16: HamNoSys: Modifikationen der Grundformen
2 28 29 3A 3B 3C
Abbildung 17: HamNoSys: Verbindungsformen
: = ; > < ?
Abbildung 18: HamNoSys: Fingeransatzrichtungen
Q O T50
4.3 Hamburger Notationssystemsale Ebene (Bodenebene, versetzt in die Körpermitte), Strich links vom Dreieck: Blick
auf die sagittale Ebene (Symmetrieebene eines Menschen).
Die Handflächenorientierung wird durch Ellipsen-Symbole gekennzeichnet, wobei die
schwarze Hälfte die Handinnenfläche andeutet; Abbildung 19 zeigt einige Beispiele.
Der Lokationsparameter gibt in HamNoSys den Aufenthaltsraum der Hand wieder. Er
gliedert sich in die Dimensionen Höhe, laterale Position und Entfernung vom Körper.
In Abbildung 20 auf Seite 52 ist die Einteilung des vertikalen Raumes mit den entspre-
chenden Zeichen zu sehen.
Zur Notation der lateralen Position stehen Modifikatoren der Höhenangaben zur Ver-
fügung. Der Modifikator steht links von dem Basiszeichen, wenn eine Position links
von der Körpermitte dargestellt werden soll, und entsprechend rechts vom Basiszei-
chen für die rechte Körperseite. Er hat die Form eines Quadrats und ist ausgefüllt bei
einer kleinen Abweichung nach links bzw. rechts von der Mitte, und nicht ausgefüllt
bei einer stärkeren Abweichung nach links bzw. rechts. Das Wort ~ etwa notiert eine
Position an der linken Seite des Brustbereichs.
Die dritte Dimension zur Festlegung einer Handposition ist der Abstand vom Körper.
Diesbezüglich wird unter anderem zwischen j (hinter dem Körper), É (Kontakt mit
dem Körper), ¨ (nahe am Körper) und i (weitestmöglicher Abstand) unterschieden.
Kommt keines dieser Zeichen in einem Wort vor, dann wird implizit ein normaler Ab-
stand angenommen, der als p oder normalerweise durch Abwesenheit eines Glyphen
gekennzeichnet wird. Als normaler Abstand wird der Distanzbereich bezeichnet, in
dem sich die Hände bei der Ausführung der überwiegenden Zahl der Gesten befin-
den. Abbildung 21 auf Seite 53 zeigt die Aufteilung der transversalen Ebene, gesehen
von oben, in die verschiedenen Raumbereiche. Der normale Distanzbereich ist darin
der nicht markierte Bereich zwischen i und ¨.
Abbildung 19: HamNoSys: Handflächenorientierung
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Kapitel 4 Gestennotationssysteme4.3.2 Aktionen
Mit Aktionen sind alle dynamischen Aspekte einer Geste gemeint. Hier wird notiert,
wie sich — ausgehend von der Anfangskonfiguration — die Geste in der Zeit entwik-
kelt. Aktionen gliedern sich in absolute und relative Bewegungen. Absolute Bewegun-
gen weisen einen Anfangs-, einen Zielort, und einen Bewegungstyp auf, wobei die
Hand sich vom Start- zum Zielort bewegt (Beispiel: o£o). Relative Bewegungen
sind durch einen Startort und einen Bewegungstyp gekennzeichnet (Beispiel: q¥).
Bewegungen können translatorisch oder stationär sein. Bei einer translatorischen Be-
wegung bewegt sich die Hand als Ganzes, bei einer stationären Bewegung ändert sich
die Position der Hand nicht, sondern nur ihre Form (Beispiel: 4h4A). Translatorische
Bewegungen werden weiter differenziert in gerade und gewölbte Bewegungen.
Jede Bewegung läßt sich durch zusätzliche Angaben genauer charakterisieren. Sie
kann z.B. schnell oder langsam ausgeführt werden, abrupt stoppen oder besonders
angespannt sein. Diese Eigenschaften werden in HamNoSys Bewegungsmodalitäten
genannt.







4.3 Hamburger NotationssystemAktionen lassen sich nach Belieben kombinieren. Auf diese Weise ist es möglich, auch
komplexe Gesten in HamNoSys zu notieren, wie die Andeutung eines Quadrats durch
„Nachzeichnen“ seiner Begrenzungslinien. Die Ausführung dieser Geste läßt sich in
vier Bewegungsphasen einteilen. Alle vier Seiten des Quadrats werden dabei mit je
einer geraden Bewegung der Hand dargestellt. Das Aufeinanderfolgen mehrerer Ak-
tionen wird in HamNoSys mit abgerundeten Klammern notiert. Eine Bewegung im
Quadrat wäre dann als Õ¡£¥§Ö notiert. Die Hintereinanderausführung derselben Akti-
on ist mit den Wiederholungszeichen beschreibbar. Sie werden einer Aktion nachge-
stellt (etwa “Ñ), das Zeichen Ñ steht für eine einmalige Wiederholung der Aktion.
BEIDHÄNDIGE GESTEN. HamNoSys unterscheidet zwischen der dominanten und der
nicht-dominanten (auch colateralen) Hand. Die dominante Hand ist bei Linkshändern
die linke, bei Rechtshändern die rechte Hand. Die Notation einer Geste, z.B. 4Qf be-
zieht sich auf die dominante Hand. Beidhändige symmetrische Gesten lassen sich
durch Voranstellen eines Symmetriemarkers notieren. Die Fingeransatzrichtung muß
bei rechts-links Vertauschung ebenfalls vertauscht werden. Die Handflächenorientie-
rung ist bei der nicht-dominanten Hand grundsätzlich in der sagittalen Ebene gespie-
gelt. In Abbildung 22 ist beispielhaft die Notation von beidhändigen Gesten zu sehen.






Kapitel 4 Gestennotationssysteme4.3.3 Diskussion
Der Reichtum an Details, insbesondere die genaue Beschreibung der Handposturen,
läßt die Ausrichtung von HamNoSys auf Zeichensprachen erkennen. Doch durch die
Verallgemeinerung von einer bestimmten auf alle Zeichensprachen ergibt sich ein
über den Rahmen von Zeichensprachen hinweg nutzbares Repositorium an Notati-
onsmöglichkeiten für Gestenformen.
Es bleibt hervorzuheben, daß in HamNoSys zwar die Kodierung der Gesten unabhän-
gig von der jeweiligen Funktion einer Geste vorgenommen wird, der Symbolvorrat
aber durch eine langjährige Analyse von funktionstragenden, hier semiotischen, Ge-
sten entstanden ist, und so aus „outstanding features“ (Kendon, vgl.: „Innere Struk-
tur von Gesten“ auf Seite 21 ff.) besteht. Auch legt HamNoSys eine Syntax für die
einzelnen Grundzeichen fest, mit denen dann komplexere Notate geformt werden
können. Die Zeit jedoch wird nur implizit behandelt, zwar existieren Strukturen zur
Notation von „Nacheinander“ und „Gleichzeitig“, so ist aber der Begriff „Gleichzei-
tig“ als menschliche Beschreibungskategorie und nicht im physikalischen Sinn zu ver-
stehen.
Links: „Heranwinken“–Geste; Mitte: „Stopp“– oder „Wegdrücken“–Geste; Rechts: Infantile Hohngeste
Abbildung 22: HamNoSys: Beidhändige symmetrische Notation
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4.4 Zusammenfassung4.4 Zusammenfassung
Die behandelten Gestennotationen sind unter speziellen Aufgabenstellungen entwik-
kelt worden und gehen von verschiedenen Voraussetzungen aus. So nimmt z.B. die
Labanotation als Notation für einen Tanz, der wiederum Musik voraussetzt, die Exi-
stenz eines Taktes zwingend an. Eine Übersicht verschafft die Tabelle 8, jedoch ist an-
zumerken, daß die verschiedenen Systeme zu verschiedenen Zeiten für verschiedene
Zwecke entwickelt wurden und nur bedingt vergleichbar sind. Festzuhalten bleibt je-
doch, das es sich durchgesetzt hat, die Form und die Bedeutung/Funktion von Gesten
unabhängig zu notieren. Ein großes Problem bleibt die Darstellung von Zeit bzw. zeit-
lichen Zusammenhängen. Potentiell bietet das Berner System die physikalisch präzi-
sesten Angaben, doch Labanotation und HamNoSys modellieren Zeit in einer für ihre
jeweiligen Domäne angemessenen Art und Weise. Während im Berner System die ge-
ringste Interpretation vorgenommen wird, notiert HamNoSys schon klar segmentierte
Labanotation Berner System HamNoSys




durch Takt nein Kommata
Anzahl der Glypen > 300a
a. Mit unterschiedlicher Bedeutung, je nach Position im Notenstock.
numerisch und beliebig ~200




b. Gering bei professionellen Tänzern. Jedoch gibt es international wissenschaftliche Insti-
tute, die mittels Labanotation Musiktheorien des Tanzes untersuchen.
gewisse Verbreitungc
c. Verbreitung über die Teilnehmerinstitute des Grundprojekts und darüber hinaus. Viele
Ergebnisse finden sich heute als Regeln zur Transkription wieder.
wachsendd
d. Eine Grundlage für die Entwicklung einer Gebrauchsschrift für die deutsche Gebärden-
sprache des Instituts für Deutsche Gebärdensprache und Kommunikation Gehörloser.
Anwendung in technischen Systemen vgl. [HH96], [HBK99].
Tabelle 8: Vergleich der Notationen55
Kapitel 4 GestennotationssystemeEinheiten, allerdings ohne ihnen per se eine Bedeutung zuzuweisen. In der Labanota-
tion ist dies nicht direkt vorgesehen. Technisch etwas Unhandlich sind die Systeme mit
den eigenen Glyphen (Labanotation, HamNoSys), doch wenn die Anzahl der Glyphen
sich im Rahmen hält und vor allen Dingen ihre Anordnung zu Buchstaben isomorph
vorgenommen wird (HamNoSys), lassen sich leicht bijektive Abbildungen auf einfa-
chere technische Darstellungen finden. Haben sie Glyphen eines Notationssystems
eine hohe inhärente Herleitbarkeit (RIM), kann das Lesen von Notaten von mensch-
lichen Bedienern einfach erlernt werden (HamNoSys). Wird ein System in seiner Ziel-
domäne auch angewendet ist dies ein weiterer Hinweis darauf, daß nicht nur
theoretische Überlegungen sondern auf Kriterien der Anwendbarkeit in das Design
des Systems eingegangen sind.
Zu Anfang des Abschnittes „Theoretische Grundlagen“ auf Seite 11 wurden eine Rei-
he von Fragen formuliert, deren letzte (Nr. 7, auf Seite 11) in diesem Kapitel behan-
delt wurde. Wenn auch nicht alle Fragen letztlich beantwortet werden konnten, so ist
in den vorangehenden Abschnitten zumindest eine Vertiefung der Problematik vor-
gestellt und der Bezug der einzelnen Fragestellungen untereinander und mit dem Ge-
samtthema dargelegt worden. Bevor jedoch ein neuer Ansatz zur Gestenbehandlung




In folgenden Kapitel werden einige Konzepte und Systeme beispielhaft vorgestellt,
die zum einen Gesten im weiteren Sinne benutzen und deren Betrachtung Aufschluß
über typische Sichtweisen und Ansätze gibt1). Zuerst wird ein Überblick über klassi-
sche Ansätze und erste Systeme gegeben, die Gesten als in der Eingabe behandelten,
danach werden prototypisch ein amerikanisches und vier deutsche Systeme betrach-
tet. Die sich an die Einzelbetrachtungen jeweils anschließende Diskussion, betrachte
die Systeme in Hinblick auf die bereits besprochenen theoretischen Eigenschaften
aber auch in Hinblick auf hervorstechende Merkmale. Dabei wird auch betrachtet, ob
und wie sich das System an geänderte Anforderungen anpassen kann oder angepaßt
werden kann und auf welche Weise Wissen die Betrachtungen mit einbezogen wird.
5.1 Klassische Systeme
Das erste System, das auf multimediale Art und Weise Gestik und gesprochene Spra-
che integrierte, wurde von Richard A. Bolt [Bol80] unter dem Namen „Put–That–
There“ vorgestellt. Es benutzt Spracherkennung und einen drei-dimensionalen Sen-
sor, um Information aus der Sprache des Benutzers und der Position eines Zeigers auf
einer wandgroßen Anzeigetafel auf Nachfrage hin aufzunehmen.
5.1.1 Werkzeugebene
Eine große Anzahl von klassischen gestenbehandelnden Systemen setzt die Handha-
bung auf der Werkzeugebene (engl., tool-level) an [WG89]. In diesen Systemen imi-
tieren Gesten entweder Aktionen in der realen Welt wie greifen und werfen oder sind
rein symbolisch, weisen also einer Bewegung, Postur oder Kombination aus beidem
eine eindeutige, abgeschlossene Bedeutung zu. Schnittstellen der Werkzeugebene
können sehr effizient und manchmal auch intuitiv sein. Sie werden jedoch unhandlich,
wenn die Funktionalität unter Hierarchieenbenen von Menüs und Moden versteckt
ist.
1. Für video-basierte Musterekennungssysteme für Gesten pflegt Markus Kohler, Universität
Dortmund unter dem URL http://ls7-www.cs.uni-dortmund.de/research/
gesture/ eine aktuelle Übersichtstabelle.Martin Fröhlich, Bielefeld 1999 57
Kapitel 5 Gestenbehandelnde Systeme5.1.2 Eingeschränktes Gestenvokabular (Gestikular)
Ein weiteres Charakteristikum solcher Systeme ist die Beschränkung auf eine kleine
Anzahl wohldefinierter Gesten, die der Benutzer teilweise erlernen oder sogar dem
System antrainieren muß, um sie anwenden zu können. Wahlster beschreibt in
[Wah91] ein gutes Beispiel für ein solches System, das deiktische Gesten benutzt. In
seiner XTRA genannten Schnittstelle wählt der Benutzer aus einem Satz von Icons den
Typ der nachfolgenden Geste aus, deren Bedeutung ist dann die durch das Icon defi-
nierte. Zwar ist diese Schnittstelle kontextabhängig, doch zwingt sie den Benutzer,
spezielle Regeln für die Bedienung des Computers zu erlernen.
Zusätzlich zur Rolle der Manipulation auf der Werkzeugebene spielen unsere Hände
eine große Rolle in der Kommunikation, da sie die natürliche Verbindung in die raum-
zeitliche Welt sind, in der wir leben [RS91].
5.2 ICONIC
Auch das „Iconic“-System benutzt Gesten in seiner Mensch-Maschine-Schnittstelle.
Es wurde in der Mitte der 90ger Jahre am Media Laboratory des Massachusetts Insti-
tute of Technology entwickelt [KST92][Wex94]. In einer Beispielapplikation dient es
dazu, Einsatzplanung zur (Wald-)Brandbekämpfung durch Computereinsatz zu un-
terstützen. Dabei werden die Einsatzkräfte und Brandherde in Form von Icons auf ei-
ner an eine (Lein-)Wand projizierten computergenerierten Karte des Einsatzgebietes
dargestellt. Als Systembenutzer ist ein Einsatzleiter konzipiert, der sich mittels ver-
schiedener Referenzformen in Sprache und Gestik auf die räumlich präsentierten Enti-
täten beziehen kann, wenn er seine Anweisungen formuliert.
„Iconic“ sammelt Daten von zwei VPL DataGloves auf und wenn eine „komplette
Geste“ erkannt ist, wird diese in einer Ausgabestruktur an weitere Verarbeitungsstu-
fen weitergereicht.
Eine „komplette Geste“ ist dabei nach der klassischen Theorie (Efron) beschrieben, in
der eine Geste aus Vorbereitungs-, Ausführungs- und Rückstellungsphase besteht.
Der Benutzer beginnt seine Geste mit den Händen an der Hosennaht, führt seine Ge-
ste aus und bewegt seine Hände wieder an seine Seiten zurück. Das Heben und Ab-
senken der Hände werden von dem Gestenerkenner als Start- und Endmarker für eine
Geste erkannt. Die Schlagphase wird im weiteren durch die von Kendon beschriebe-
nen Pausen vor und nach dem Schlag erkannt, da sie eine charakteristische Signatur58
5.2 ICONICin den Beschleunigungsprofilen hat. Eine Übersicht über die Systemarchitektur ist in
Abbildung 23 gegeben.
Der „Iconic“ Gestenerkenner nimmt die Datenstrukturen der Handschuhe und von
daran befestigen Polhemus 6DOF Positionssensoren und mischt sie zu signifikanten
Intervallen, um dann Änderungen und stabile Zustände in den Datenwerten zu erken-
nen.
Diese Intervalle werden dann einer Menge von Grundformen zugewiesen, von denen
angenommen wird, daß es sich dabei um primitive Komponenten von ikonischen und
pantomimischen Gesten handelt. Die so kombinierten Daten werden durch Position,
Bewegung und Orientierung der jeweiligen Hand angereichert, um ein sogenanntes
„Gestlet“ [KST92] — eine Subgeste — zu erzeugen.
5.2.1 Diskussion
Obwohl Wexelblat eingesteht, daß Sparrell mit „Iconic“ nie vorhatte, eine generelle
Lösung des Problems der gestischen Eingabe zu erstellen, sondern einen erweiterba-
ren Prototypen vorstellt, formuliert er doch eine Kritik an „Iconic“ [Wex94]:
Die Verwendung von Kendons Einteilung ist fragwürdig. Sogar Kendon selber führt
aus, daß nur die Schlagphase selber notwendig ist. Das System aber ist so gebaut, daß
der Benutzer gezwungen ist, die Pausen u.U. künstlich einzufügen, hauptsächlich weil













Kapitel 5 Gestenbehandelnde Systemedie Datenauswertung nicht schnell genug arbeitet. Das bedeutet für den Benutzer,
daß er künstlich die Haltephasen verlängern muß, die in uneingeschränkter Gesten-
produktion sehr kurz sind oder ganz wegfallen.
Die direkte Verwendung der Handschuhdaten als Merkmale in den „Gestlets“ macht
das System unmittelbar geräteabhängig. Obwohl dies unter theoretischer Betrach-
tung kein Problem darstellt, propagiert die Geräteabhängigkeit so doch durch den
ganzen Code, was das System wenig übertragbar macht.
Die Klassifikation basiert auf ASL, der amerikanischen Gebärdensprache, was als
höchst fragwürdig zu kennzeichnen ist, da keine Erkenntnisse vorliegen, daß eine sol-
che post-facto Kategorisierung übertragbar ist. Unter diesem Licht erscheinen die
„Gestlets“ direkt als Schablonen (engl., templates), mit den bekannten Nachteilen ei-
nes solchen Ansatzes1).
Der bei „Iconic“ verfolgte Ansatz ist nicht skalierbar in Hinblick auf den Grad der Ab-
straktion der „Gestlets“. Generell sollte der Gestenerkenner in der Lage sein, inhalts-
reichere Symbole zu generieren, wenn mehr über eine Geste bekannt ist.
Ein subtileres Problem liegt in dem Klassifizierungsansatz. Die Merkmale der Gesten
sind eben die, die der Interpreter benötigt, um eine eins-zu-eins Abbildung auf die
Objekte in der Applikation zu leisten. Dies führt zu dem Problem, daß „Iconic“ vom
Benutzer erwartet, daß er eine ikonische oder pantomimische Geste vollführt. Das Sy-
stem versucht dann, (Form-) Merkmale zu benutzen, um den Typ zu markieren. Das
ist eine Vermengung von Form und Intention, die es dem Interpreter hinterher un-
möglich macht, multi-modale Kontextinformation der Gesteneingabe richtig zuzu-
ordnen, da er schon vorbelastet ist.
5.3 Gebärdenerkennung mit Sensorhandschuhen
Seit 1994 wird an der Technischen Universität Berlin ein Interdisziplinäres Forschungs-
projekt der Arbeitsgruppen Mikroperipherik, Semiotik und Technische Informatik mit
dem Titel „Gebärdenerkennung mit Sensorhandschuhen“2) (IFP-GS) unterhalten.
Hier bildet das computergestützte Erkennen menschlicher Gebärden die Brücke zwi-
schen dem systematischen Beschreiben von Gebärdenkodes und dem Messen der
1. Skaliert nicht gut über eine wachsende Zahl von Schablonen, keine Generalisierungslei-
stung für das zu erkennende Objekt, vgl. [Hum95] und [Nie83] Seite 105.
2. Siehe auch URI: http://pdv.cs.tu-berlin.de/forschung/IFP_dt.html60
5.3 Gebärdenerkennung mit Sensorhandschuhenphysikalischen Rohdaten von Gebärdenäußerungen. Die an den empirisch untersuch-
ten Gebärden erprobten Methoden der Gebärdenbeschreibung und -notation wer-
den darüberhinaus an den künstlichen Gebärdenkodes in der Mensch-Maschine-
Interaktion getestet.
Eine zweite Aufgabe des IFP-GS besteht darin, geeignete Sensoren für die Messung
der menschlichen Handbewegungen zu entwickeln, wobei Bewegungen in der Hand
und Bewegungen der Hand im Raum unterschieden werden. Fingerbewegungen
können mit Winkelsensoren gemessen werde. Aus den vielen unterschiedlichen Mög-
lichkeiten, räumliche Handbewegungen zu erfassen wurde die Messung der dabei
auftretenden dreidimensionalen Beschleunigungen ausgewählt. Diese Methode be-
sitzt den Vorteil, Bewegungen zeitlich erheblich besser auflösen zu können (Abtastra-
ten im kHz-Bereich) als andere, z.B. videobasierte Verfahren (Abtastrate 25-50 Hz).
Als verbindendes Element wird die Bearbeitung der grundlegenden Schritte auf dem
Weg zur automatischen Erkennung von Gebärden eines gegebenen Kodes gesehen.
Dazu gehört im ersten Schritt die Eingabe menschlicher Gebärdenbewegung in den
Rechner, also die Bewegungserfassung mittels Sensorhandschuh. Der nächte Schritt
besteht aus der Verarbeitung und Erkennung von Gebärden. Nach der erfolgreichen
Erkennung einzelner exemplarischer Gebärdenfelder wird eine auf variablen Gebär-
denkodes reagierende Erkennungssoftware benutzt.
Als Notationssytem zur Beschreibung der Handbewegungen wird zunächst eine Un-
termenge von HamNoSys (vgl. „Hamburger Notationssystem“ auf Seite 47) vorge-
stellt, die über das in [HH96] vorgestellte System KINOTE – A Kinematic Notation for
Gestural Motion Trajectories definiert sind. KINOTE besteht aus einer Menge von
Funktionsscharen, deren Scharparameter zusammen mit der Grundfunktion die Be-
schreibungselemente von KINOTE ausmachen. Die Beschleunigungsdaten des Hand-
schuhes werden auf in KINOTE beschriebene Trajektorien mit einem bestimmten Satz
von Parametern und Grundfunktion abgebildet und aus dieser das HamNoSys-Sym-
bol gewonnen.
In einer neueren Publikation [HHH98] wird dieser Schritt aber zu Gunsten einer Clu-
steranalyse aufgegeben. Die so erhaltenen Cluster werden auf verschiedene Weise
klassifiziert werden, darunter kommen auch Hidden-Markov-Modelle (HMMs) zum
Einsatz. Letztere hauptsächlich, um die zeitliche Integration der Information handha-
ben zu können. Es werden prinzipiell Bewegungsphasen erkannt, und Posturen als
Pausen interpretiert und als Segmentierungshilfen benutzt.61
Kapitel 5 Gestenbehandelnde SystemeIm IFP-GS werden einige wichtige Schritte der Gestenerkennung wie die systemati-
sche Beschreibung von Gebärdenkodes und dem Messen der physikalischen Rohda-
ten von Gebärdenäußerungen exemplarisch durch die beteiligten Arbeitsgruppen
sehr gut beleuchtet. Im Kontext dieser Arbeit soll vor allem der Informatikanteil be-
trachtet werden. Hier ergeben sich folgende Anmerkungen.
5.3.1 Diskussion
Die ausschließliche Verwendung der Bewegungsphasen widerspricht eigentlich den
„Gestengrammatiken“, wie sie in „Innere Struktur von Gesten“ auf Seite 21 vorge-
stellt wurden, da sie davon ausgehen, daß der Apex eine Postur darstellt.
KINOTE erlaubt zwar eine sehr saubere theoretische Darstellung von Trajektorien im
Raum, ist aber bei näherer Betrachtung vielleicht für Gebärdensprachen adäquat, für
coverbale Gesten jedoch sind Formen, wie zum Beispiel Raumspiralen mit variablen
Radius, die gut in KINOTE dargestellt werden können, viel zu spezifisch und ausge-
dehnt.
Die daraufhin benutzte Merkmalsgewinnung durch Dimensionsreduktion mittels ei-
nes Cluster-Algorithmus in einen Strom von Codebuchindizes formt zwar signifikante
Symbole, die aber „nur“ erlernt wurden, deren Wahl also keine Aussage über Gesten
sondern nur über die Trainingsmenge zuläßt, was in diesem Kontext durchaus er-
wünscht ist. D.h. die emblematische Gesten werden direkt aus ihrer Form, ohne in-
terpretierbare Zwischenstufe, erkannt.
Solange man HMMs verwendet, wird sich ein Trainieren des Modells nicht vermeiden
lassen. Eine Fußnote in [HHH98] gibt eine Trainingszeit von einem Monat (!) auf einer
DEC Alpha 3000/700AXP von 1995 für 500 emblematische Gesten an. Dies verhin-
dert aber, daß das System aufgabenorientiert konfiguriert oder erweitert werden
kann. Eine weitere Betrachtung des HMM-basierten Ansatzes ist bei der Diskussion
von „SignRec“ auf Seite 65 ff. zu finden.
5.4 Viena
Das Projekt „Virtual Environments and Agents“1) (Viena) entstand im Rahmen des
Forschungsprogrammes „Künstliche Intelligenz und Computergraphik“ der Universi-
tät Bielefeld unter Förderung des Forschungsverbundes „KI-NRW“ des Landes Nord-
1. Siehe auch URI: http://www.TechFak.Uni-Bielefeld.DE/techfak/ags/
wbski/viena/62
5.4 Vienarhein-Westfalen bis 1997 durch die Arbeitsgruppe Wissensbasierte Systeme der
Technischen Fakultät der Universität Bielefeld [WC95].
Viena stellt die Implementation einer Mensch-Maschineschnittstelle in Form eines
sog. Interface-Agenten [Lau90b][MK93] dar, mit deren Vermittlung es einem Benut-
zer möglich ist, eine computergraphisch dargestellte Situation aus einem Innenarchi-
tekturszenario1) mittels einfacher, natürlicher Sprache umzugestalten. Diese
Schnittstelle ist eine Agentur aus spezialisierten Agenten, wie in Abbildung 24 darge-
stellt.
Über eine multimodale Eingabeschnittstelle übersetzt das Viena-System Benutzerein-
gaben in eine interne Darstellung, die einem Mehragentensystem übergeben wird.
Ein Buchführer-Agent verwaltet die erweiterte Grafikdatenbank und liefert anderen
Agenten auf Anforderung Daten über die derzeit sichtbare Szene. Ein System von
Raumagenten übersetzt qualitative Angaben wie „links von“ in entsprechende Geo-
metriedaten. Dabei kann das System sich dynamisch an individuelle Benutzerpräfe-
renzen adaptieren. Ähnlich übernehmen andere Agenten Spezialaufgaben bei der
1. Aus naheliegenden Gründen wurden die Räume und Möbel aus der eigenen Universität
modelliert, es wurden aber auch Geometriedaten, die von der ostwestfälischen Möbelin-
dustrie freundlicherweise zur Verfügung gestellt wurden, benutzt.



























Kapitel 5 Gestenbehandelnde SystemeUmsetzung von Benutzereingaben. Die Agenten kooperieren bei der Berechnung der
geänderten Szene. Der Benutzer kann die angebotene Szene in weiteren Eingaben
korrigieren, das heißt, die Bedeutungsberechnung mit dem System aushandeln. Ein
Adapter leistet die Datenkonvertierung zwischen den Agenten und dem Grafiksy-
stem.
Dieses System erfuhr eine Erweiterung in Richtung einfacher Bewegungserkennung
durch [Fro95] und einer benutzeradaptiven und multimodalen Eingabearchitektur,
wie in [Len98] beschrieben und in Abbildung 25 skizziert. So ist es in Viena möglich,
elliptische Bezüge aufzulösen und sich an Benutzerpräferenzen, z.B. bezüglich der
Auswahl von deiktischen oder intrinsischen Referenzsystemen bei der Objektmanipu-
lation, anzupassen.
Gesten können von zwei unabhängigen Sensoren erfaßt werden. Zum einen können
sog. Richtungsgesten, also Hand- oder Armbewegungen nach links oder rechts mit-
tels eines kamerabasierten Verfahrens erkannt werden. Dabei wird das Prinzip des Be-
wegungsmelders auf ein farbsegmentiertes Bild angewandt und eine
Bewegungsrichtung ermittelt [Fro95]. Das andere System basiert auf einem Nintendo
Powerglove, dessen Position auf den Mauszeiger abgebildet wird, die Postur „Ausge-
streckter Zeigefinger“ (HamNoSys: 4 oder 48) löst dann die Zeigegeste aus, die dann
eine Liste von ausgewählten Objekten zurückliefert [Len98]. Zeitlich werden diese
Gesten in der sog. erweiterten Eingabestruktur einem zeitlich nachfolgenden deikti-
schen Sprachelement zugeordnet, dem sog. Gestenplatz. Dabei wird die Regel beach-
tet, daß Gesten der Sprache vorauseilen. Die Integration basiert auf einem
Zeitfenstermodell, das durch angeregte Schwingungszustände determiniert wird.





































Zu Viena bleibt zu sagen, daß die Benutzung von Hand-(Arm-)bewegungen und auf
den Mauszeiger abgebildeten Zeigegesten eine recht rudimentäre Form der Gesten-
behandlung darstellt. Dabei muß aber beachtet werden, daß die Nutzung verschiede-
ner Eingabeformen nur einen Teil der Herangehensweisen an das eigentliche Ziel
Vienas — einem intelligenten Mittler zwischen Mensch und Maschine — ausmacht.
5.5 SignRec
Im Projekt „Automatische videobasierte Erkennung kontinuierlicher Gebärdenspra-
che mit Hidden Markov Modellen – SignRec“ [HBK99] wurde im Rahmen eines be-
reits durchgeführten europäischen Forschungsprojekts1) SignPS am Lehrstuhl für
Technische Informatik der Fakultät für Elektrotechnik der Rheinisch-Westfälischen
Technischen Hochschule Aachen Verfahren für die Erkennung isolierter Gebärden auf
der Basis von Videodaten mittels Bakis-Hidden-Markov-Modellen (Bakis HMMs, sie-
he [Sch95], Kapitel 5) entwickelt. Dabei wird ein Ansatz verfolgt, der sich direkt aus
dem Ansatz der HMM-basierten Spracherkennung ableitet. Aus einem Videobild ei-
nes mit Farbmarken behafteten Produzenten wird ein Merkmalsvektor extrahiert, der
die manuellen Parameter wiederspiegelt, ohne sie explizit zu modellieren. Mittels ei-
ner Menge von Bakis HMMs — eines für jede Gebärde — und eines stochastischen
Sprachmodells (bigram/unigram) wird dann die Gebärde erkannt. In einem Evaluati-
onsszenario wurde eine Vokabular von 52 Gebärden, aus sieben Wortarten beste-
hend, benutzt. Es wurden 4 Stunden Videomaterial einer sich in DGS ausdückenden
Person benutzt, davon 1/2 Stunde als Testdaten, der Rest als Trainingsdaten. Dabei
erreichte das System die in Tabelle 9 auf Seite 65 dargestellten Ergebnisse.





Tabelle 9: SignRec Ergebnisse, vereinfacht nach [HBK99]65
Kapitel 5 Gestenbehandelnde Systeme5.5.1 Diskussion
Einer der wesentlichen Vorteile eines HMM-basierten Ansatzes ist, daß die HMMs das
Segmentierungsproblem als Nebenprodukt lösen. Dieses Merkmal, Zeit als Übergän-
ge zu betrachten, führt aber zu Schwierigkeiten bei dem Design der HMMs. Die Zu-
standsanzahl in Bakis-HMMs kann variiert werden, was zu verschieden langen
„Ketten“ führt. Wie lang muß eine Bakis-HMM-Kette für eine gegebene Gebärde
sein? In SignRec wurde eine Heuristik verwendet, die die temporale Länge einer Ge-
bärde mit der Länge (Zustandsanzahl) des HMMs korreliert1).
Ein solches HMM-basiertes Verfahren hat die schon für künstliche neuronale Netze
im Abschnitt „Repräsentation“ auf Seite 24 diskutierten Vor- und Nachteile. In die-
sem Projekt dokumentiert sich ein weiteres Mal der prinzipielle Nachteil trainingsba-
sierter Verfahren: Die auf den ersten Blick hoch wirkenden Erkennungsraten2)
beziehen sich auf nur einen Produzenten, der dieses System 3,5 Stunden lang trainie-
ren mußte. Wenn die Trainingsmenge auf mehrere Produzenten und mehrere Gebär-
den ausgedehnt wird, muß die Merkmalsselektion anhand der dann zu ermittelnden
Testergebnisse neu bewertet werden. Eine Hochrechnung der oben präsentierten Re-
sultate ist also nicht ohne weiteres möglich. Dies liegt wiederum daran, daß HMMs
genausowenig wie künstliche neuronale Netze aktiv oder durch ihre Form die innere
Struktur des von ihnen erkannten Musters erklären können.
5.6 SGIM
Das Projekt „sprach- und gestenbasierte Interfaces für Multimediaanwendungen“
(alternativ „Speech and Gesture Interfaces for Multimedia“), kurz SGIM, wurde 1996
als neues Rahmenprojekt für die Arbeiten im Bereich „Gesten“ an der Arbeitsgruppe
Wissensbasierte Systeme der Universität Bielefeld gegründet. In SGIM werden
sprachbegleitetende und sprachbegleitete Körpergestik, insbesondere die der oberen
Gliedmaßen, in multimedialen Umgebungen untersucht und der Versuch unternom-
men, sie technisch nutzbar zu machen.
5.6.1 SGIM in der Virtuellen Wissensfabrik
In der 1996 aufgebauten Arbeitsgemeinschaft „Multimedia NRW: Die virtuelle Wis-
sensfabrik“ liegt einer der Schwerpunkte auf der Mensch-Maschine–Interaktion.
1. Herman Hienz während seines Vortrags auf dem Gesture Workshop '99 in Gif-sur-Yvette.
2. Technisch gesehen sind sie tatsächlich nicht zu monieren, das Problem wird aber durch
Wexelblats „Kritik“ auf Seite 6 verdeutlicht.66
5.6 SGIMAls Beitrag des SGIM-Projektes werden Techniken entwickelt, die dem Benutzer eines
Multimedia-Systems den Einsatz grober, auf Armzeigen und Kopfstellung basierender
gestischer Kommunikation ermöglichen. Damit sollen Begrenzungen von üblichen
Bildschirm-Displays überwunden werden und erweiterte gestische Interaktionstechni-
ken für den Einsatz mit Groß-Displays (Wandprojektionen, Workbenches, Caves) vor-
bereitet werden, die ein möglichst freistehendes, komfortables Agieren erlauben.
Als Erprobungsszenario dient, in Abstimmung mit den anderen Projekten der Arbeits-
gemeinschaft, eine mobile Plattform („City-Mobil“), die in einer Großbildprojektion
aus CAD-Modellen virtuell konstruiert wird. Die Bielefelder Gruppe „Multimodale
Mensch-Maschine-Interaktion“ (M4I), das Institut für Medienkommunikation der
GMD St. Augustin und das Europäische Zentrum für Mechatronik in Aachen1) arbei-
ten an der Entwicklung eines gemeinsamen Demonstrationssystems mit dem Ziel, die
Forschungsergebnisse umzusetzen und sie in einer realen Anwendung zu evaluieren.
In SGIM wird als Schlüsselfunktionen das Auswählen und darauf folgende Manipulie-
ren von virtuellen Objekten mittels Gesten betrachtet. Dabei müssen neben qualita-
tiven Merkmalen auch quantitative Merkmale von Gesten ausgenutzt werden. Zu
diesem Zweck wird ein Agentensystem vorgeschlagen, dessen Skizzen in
Abbildung 26 zu sehen sind. In Abbildung 26 (a) bedeutet ein Benutzter einen Reifen,
1. Weitere Kooperationen bestehen mit dem Graduiertenkolleg „Aufgabenorientierte Kom-
munikation“ und dem Sonderforschungsbereich 360 „künstliche situierte Kommunikato-
ren“ an der Universität Bielefeld.
























Kapitel 5 Gestenbehandelnde Systemeder Zeigestrahl überstreicht dabei die Szene. Auch sind die Koordinatensysteme eines
Objekts und der Orts- und Lagesensoren (hier ein „Flock of Birds“ Sensor für sechs
Freiheitsgrade) eingezeichnet. Es muß also nicht nur ermittelt werden ob der Benutzer
zeigt, sondern auch wohin er zeigt. Eine Bewegung wird als Gestenhypothese durch
das Agentensystem gemäß Abbildung 26 (b) gereicht. Die Validität einer solchen Hy-
pothese wird mit weiteren gleichzeitig z.B. aus einem Spracherkenne erhaltenen Hy-
pothesen bewertet und im Falle einer signifikanten Beurteilung, wird eine Aktion wie
z.B. eine Translation ausgeführt. Eine Gestenhypothese wird aus Merkmalen der
Handkonfiguration (Winkel und deren ersten beiden Ableitungen in der Zeit) und
Handposition gewonnen. Dabei können interaktiv beliebig viele Merkmalssätze zur
Formbeschreibung von Gesten erzeugt werden und damit auch beliebig viele Gesten
definiert werden.
5.6.2 Diskussion
Die Art der verwendeten Gesten ist durch die Schnittstellenmetapher der Anwendung
gegeben und orientiert sich an der Domäne — der virtuellen Konstruktion. Die Defi-
nition der Gesten erfolgt direkt über ordinale Sensorparameter und nicht über eine
Schicht, die Begriffe (nominal) aus der Anwendungs- oder Gestendomäne benutzt
wie „zur Projektion hin“ oder „gebeugt“.
5.7 Zusammenfassung
Ähnlich wie bei den Notationssystemen ist auch für die gestenbehandelnden Systeme
eine direkte Gegenüberstellung mit Vorsicht zu betrachten, da alle Systeme andere
Zielsetzungen und Voraussetzungen haben. In Tabelle 10 ist trotzdem eine Zusam-
menfassung wichtiger Eigenschaften dargestellt.























Tabelle 10: Gestenbehandelnde Systeme68
5.7 ZusammenfassungDie meisten Systeme betrachten Gesten als eindeutige Zeichen, die direkt auf Funk-
tionen abgebildet werden. Neuere Ansätze versuchen Gesten direkt auf gewisse Kon-
strukte des Sprachkanals (z.B. „Gestenplätze“ in Viena) abzubilden. Bei ICONIC, IFP-
GS und Viena ist eine Unterscheidung von Form und Funktion nur im Ansatz möglich.
Eine systematische Trennung der Formanalyse und der Bedeutungsanalyse auf ver-
schiedenen Stufen ist nur zu finden, wenn die Formanalyse auf die Unterscheidung
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Training ? ja nein ja nein
Benutzer-
abhängig ? ja nein (ja)
d (nein)e
Echtzeitfähig ? ? einige s Ver-zögerung ? ja
a. eigentlich Gebärdenerkennung. Doch in [HHH98] wird sich nur auf Embleme bezogen.
b. vgl. Tabelle 3, „WBS System nach [LW98]“ auf Seite 17
c. Das „?“ zeigt an, daß keine gesicherten Angaben vorliegen.
d. Da mit nur einem Benutzer trainiert und getestet wurde.
e. Solange die vorhandenen Sensoren (Handschuhe) passen.
ICONIC IFP-GS VIENA SignRec SGIM
Tabelle 10: Gestenbehandelnde Systeme (Forts.)69
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Kapitel 6
Konzeption eines Gestenerkenners
In den vorangehenden Kapiteln wurde Form, Bedeutung und interne Struktur von
Gesten auf verschiedenen Ebenen vorgestellt, sowie Systeme betrachtet, die sich die-
ses komplexen Ausdruckssystems bedienen, um Mensch–Maschine–Schnittstellen
auf die eine oder andere Art und Weise zu realisieren. Dabei wurde vor allen Dingen
die Gesten und ihre Eigenschaften in den Vordergrund gestellt. In diesem Kapitel wer-
den nun (software-) technische Aspekte mit einbezogen und somit eine Konzeption
erarbeitet. Darüberhinaus wird diese Konzeption durch eine Architektur1) für ein Ge-
stenerkennungssystem umgesetzt.
6.1 Systemgrundlagen
Eine wichtige Anforderung an ein Softwaredesign ist die opaque Kapselung von Hard-
wareabhängigkeiten; dazu kommen Anforderungen an die Robustheit und Wartbar-
keit von Objekt- und Quellcode. Ein effizientes Design versucht Objektcodesegmente
so gut es geht wiederzubenutzen, damit eventuelle Fehler einfacher gefunden wer-
den und nachhaltig beseitigt werden können. Code, der auf einer opaquen Kapselung
der Hardware aufsetzt, wird portabel genannt, wenn es Kapselungen mit der gleichen
Schnittstelle für verschiedene Hardwareplattformen gibt. Damit wird klar, daß klare
Spezifikationen wichtig sind, und die Verwendung standardisierter Codesammlungen
(Bibliotheken) elementar ist. Auch die verwendeten Programmierparadigmen und
Programmierstile spielen dabei eine Rolle, z.B. können nur Programme die logisch
parallelisiert wurden, dann auch parallel auf Multiprozessor-Maschinen laufen. Die
hier angeführten Kriterien ziehen sich durch verschiedene Ebenen, von der Wahl der
Programmiersprache, der Benutzung von weiteren Bibliotheken bis zu dem Erstellen
eigener Bibliotheken und Programme.
6.1.1 Systemkonzeption
Diese Anforderungen werden damit angegangen, Probleme modular zu spezifizieren
und möglichst unabhängig von einander zu implementieren. Im weiteren sollten die
Module in Gruppen ähnlichen Abstraktionsgrades (sog. vertikale Organisation) und
1. Eine Architektur wird hier als die Realisation einer Konzeption verstanden.Martin Fröhlich, Bielefeld 1999 71
Kapitel 6 Konzeption eines GestenerkennersAufgabenbereiches (sog. horizontale Organisation) gegliedert werden. Die vertikale
Organisation wird typischerweise durch die Unterteilung in verschiedene Schichten
vorgenommen, die eine bestimmte Sicht auf das Problem, opaque bezüglich weiter
„unten“1) liegenden Schichten, darstellt; also ein Implementierungsunabhängiges
API2) zur Verfügung stellt. Die horizontale Organisation wird durch die funktionale
Gliederung der Module vorgenommen. Interaktionen dieser Module werden typi-
scherweise durch Module in tieferen Schichten realisiert. So strukturierte Systeme
werden „modular“ — im Gegensatz zu „monolithisch“ — genannt.
Neben diesen allgemeinen Anforderungen lassen sich weitere aus der spezifischen
Aufgabe „Gestenerkennung“ ableiten: Das System sollte schritthaltend im Sinne der
MMK sein, also die Eingabe in Zeiten analysieren, die eine Antwort in einem für den
interagierenden Menschen akzeptablen Zeitrahmen liefert. Es sollte einfach an eine
konkrete Aufgabenstellung anpaßbar sein. Es sollte benutzerunabhängig sein. Und
nicht zuletzt sollte es — da die Gestenforschung noch große Fortschritte macht — an
neue Erkenntnisse anpaßbar und erweiterbar sein.
VERTIKALE ORDNUNG. Als vertikale Ordnung wird
das in Abbildung 27 dargestellte Schichtenmodell
vorgeschlagen. In dem Modell werden jeweils aktive
Komponenten als Schicht und Datenstrukturen als
Austauschmedium angesehen. Eine solche Struktur
orientiert sich an dem zu erwartenden Datenfuß
und ermöglicht eine schnelle Datenreduktion auf
bedeutungsstarke Entitäten (Symbole).
In der Sensorschicht ist die Informationsverarbei-
tung direkt mit physikalischen Effekten gekoppelt,
ihre wichtigste Leistung besteht in der Konvertie-
rung der beobachteten Variablen (Observablen) in
eine maschinenlesbare Darstellung. Dabei sind all-
gemeine Filter und Konvertierungsroutinen durch-
aus in dieser Schicht zu verorten, solange sie keine
weiteren Annahmen einfließen lassen, als die, die zur Darstellung der Observablen
1. In der Tradition der Schichtmodelle wird die spezialisierteste bzw. hardwarenäheste Schicht
auch erste oder unterste Schicht genannt.












6.1 Systemgrundlagenbekannt sind. In der Rohdatenaufnahme wird die nun vorliegende Information in Hin-
blick auf weitere Verarbeitungsstufen digital aufbearbeitet. In der Symbolerkennung
werden aus den Daten relevante Merkmale gefiltert und daraus Symbole generiert,
die im weiteren Prozeß verarbeitet werden. Darauf hin kann dann in der Integrations-
ebene in mehreren Schritten die symbolische Information kondensiert werden, so daß
sie in einem für eine gewähle Applikation zutreffenden Format vorliegt. Als Applika-
tion wird jenes System aufgefaßt, welches die kommunizierte Information in gleich-
welcher Form umsetzt. Da höhere Funktionen der Kommunikation, wie z.B. die
Diskurskontrolle, sehr stark mit der Umsetzung der Information verwoben sind, wer-
den sie hier ebenfalls zur Applikation gerechnet.
Dieser Ansatz läßt sich mit ähnlichen vergleichen. Radermacher stellt in [Rad96] ein
Schichtenmodell für den kognitiven Apparat eines zukünftigen autonomen Systems
in einem Perzeption-Aktion Modell dar. In Abbildung 28 sind die beiden Modell ne-
beneinander dargestellt1). Bei Radermacher findet auf der untersten Ebene schon die
Merkmalsextraktion statt. Die so erhaltene subsymbolische2) Information wird dann
auf der Merkmalsebene, gegebenenfalls unscharf, klassifiziert und das Resultat dann
der Wissensverarbeitung übergeben. Dort wird die nun symbolische Information im
Kontext bekannter Konzepte identifiziert und integriert. Auf der Theorie-Ebene wer-
den dann Weltmodelle benutzt, um z.B. durch logisches Schließen Pläne zu erarbeiten
1. Sie auch [Jun98], Absschnitt 5.1 für eine Diskussion Radermachers Modells im Kontext
einer anderen Architektur.




















Kapitel 6 Konzeption eines Gestenerkennersund zu verfolgen. Radermachers Modell ist kognitiv fundiert und beschreibt ein kom-
plettes Regelungssystem. Das hier vorgeschlagene Modell hingegen beschreibt einen
Ausschnitt eines Gesamtsystems, dessen Anwendungsteil sich in der Applikations-
schicht verbirgt. Daher sind Applikationsebene einerseits und Theorie-Ebene anderer-
seits nur bedingt mit einander vergleichbar. Der wesentliche Unterschied liegt in der
Bewertung der Sensor-Ebene. Radermacher verortet in dieser Ebene schon die Merk-
malsgewinnung und führt Phoneme als Beispiel aus der Sparacherkennung als solche
Merkmale an. In dem hier vorgestellten Modell ist hingegen die Merkmalsgewinnung
in die Symbolerkennung verlagert, damit die Schnittstelle der ersten und der zweiten
Ebene eine technisch einfachere Struktur hat. Gleich sind die Modelle jedoch in einem
wesentlichen Element: Mit ansteigen der Ebene wächst die Komplexität der verarbei-
teten Information und höhere Ebenen haben nur eine mittelbare Sicht auf die Senso-
rik. Diese Form der Modellierung entspricht dem aus Bewußtseinsmodellen
hergeleiteten hierarchischen Zeitmodellen, wie sie in Abschnitt „Zeitbegriffe“ auf
Seite 31 dargestellt sind.
In Tabelle 11 werden die Zeitmodelle den Schichten des Modells grob zugeordnet, in
[Jun98], Seite 84 ist zudem eine grobe Einordnung der Zeitskalen in Radermachers
Modell zu finden.
HORIZONTALE ORDNUNG. Neben der Komplexität der verarbeiteten Information, kann
auch nach Aufgabenbereichen geordnet werden. So können Module aufgabenorien-
Zeit Schichten Ballard Pöppel
>10 s Applikation Komplexe Aufgabe semantische Bindung





50 ms Neuronaler Akt Ordnungsschwelle
visuelles GZFa
a. Gleichzeitigkeitsfenster, siehe „Gleichzeitigkeit – Ungleichzeitigkeit“ auf Seite 31
10 ms Neuraler Schaltvorgang
1 ms – 7 ms Sensoren Neuronale Entladung —
Tabelle 11: Einordnung des Schichtenmodells in die Zeitmodelle74
6.1 Systemgrundlagentiert klassifiziert werden wie z.B. in Abbildung 25, „Die erweiterte Agentur des Viena
Systems (nach [WLJ+97])“ auf Seite 64 in „Color“, „Space“ und „Reference.
Abbildung 29 stellt die gleichzeitige Anwendung von vertikaler und horizontaler Ord-
nung dar. Die dabei resultierende Struktur kann als Graph aufgefaßt werden, wenn
man die Flächen als Knoten und ihre direkte Nachbarschaftsbeziehung über vertikale
Schichtgrenzen hinweg als Kanten interpretiert.
Solche hierarchischen Graphen finden sich auch bei Minskys „Society of Mind“
[Min85] und werden als Agentensysteme beschrieben. Die Grundfrage, mit der Min-
sky sich auseinandersetzt, ist: Wie entsteht Intelligenz aus Nicht-Intelligenz? Minsky
schlägt vor, eine Gesellschaft von kleinen Einheiten aufzubauen, die er Agenten
nennt. Da an diesen Einheiten keine Intelligenz festzumachen ist, muß diese durch die
Interaktion untereinander entstehen. Minsky erkennt damit die Bedeutung der Inter-
aktion und Kommunikation für die Intelligenz an, deren Beobachtung schon von Tu-
ring als so wichtig erachtet wurde, daß er schon 1950 auf der Grundlage der
Beobachtung von Kommunikationsprozessen seinen Turingtest formulierte. Minsky
geht also davon aus, daß sich jeder Prozeß in feinere Prozesse zerlegen läßt. Seine
Sichtweise sprengt einen Vier-Schichten-Rahmen und erlaubt Verfeinerungen bis zu
elementaren Verarbeitungsvorgängen und Verallgemeinerungen bis zu der gesamten





c) Die Verknüpfung von vertikaler Ordnung
und horizontaler Ordnung führt z.B. zu einer
Struktur wie rechts dargestellt.
a b c
Abbildung 29: vertikale und horizontale Ordnung75
Kapitel 6 Konzeption eines Gestenerkennersgrößeren Modul- bzw. Agentenhierarchie begriffen werden; die Schichten können
also gegebenfalls untergliedert sein.
Wird die Tabelle 11 unter diesen Aspekten betrachtet, fällt auf, daß die Symbolerken-
nungsschicht auffällig viele Zeitebenen umfaßt. Das legt nahe, diese Schicht weiter zu
unterteilen. Dabei wird der Gedanke verfolgt, daß die Observablen nicht notwendi-
gerweise die aussagekräftigsten Daten liefern, sondern daß es nur mit Hilfe von
a priori Wissen herleitbare Variablen gibt, die vorzugsweise die Merkmale für die
nächste Stufe liefern. Neben Minskys Hierarchie wurden bereits im Abschnitt „Reprä-
sentation“ auf Seite 24 weitere hierarchische Theorien betrachtet. Zusammen be-
trachtet legen diese nahe, auch den Integrationsprozeß hierarchisch zu organisieren.
Das nach diesen Vorgaben erweitertet Schichtenmodell ist in Abbildung 30 zu sehen.
Im folgenden Abschnitt werden nun softwaretechnische Kriterien auf diese Konzep-
tion angewendet.
6.1.2 Softwaretechnische Überlegungen
Neben den konzeptionellen lassen sich die folgenden, in Angang „Prinzipien der Soft-
wareentwicklung“ auf Seite 155 ausgeführten, technische Anforderungen formulie-
ren: Software sollte modular, portabel und seiteneffektfrei aufgebaut sein und
trotzdem jede Funktion nur einmal implementiert sein. Die Schnittstellen sollten wohl-
definiert sein und das Programmiermodell auf Parallelisierbarkeit achten.
Als Lösung dieses Problems lassen sich drei Konzepte verfolgt: Zu einem ein streng
auf „shared objects“ — gemeinsam genutzten Bibliotheken — aufbauendes Pro-




















Abbildung 30: Das erweiterte Schichtenmodell76
6.1 Systemgrundlagendes Programmierparadigma, wie es in Angang „Thread–sichere Programmierung“
auf Seite 167 dargestellt ist und im weiteren das Strukturierungsparadigma der agen-
tenorientierten Programmierung. Gemeinsam genutzten Bibliotheken sprechen einer-
seits die Forderung nach wohl definierten Schnittstellen an und andererseits
ermöglichen sie es, eine Funktion nur einmal zu implementieren und trotzdem in ver-
schiedenen Modulen zu benutzen.
AGENTEN. Der hier benutzte Agentenbegriff bezieht sich einerseits auf Agenten im
Sinne Minskys [Min85] (vgl. Abschnitt „Systemkonzeption“ auf Seite 71) anderer-
seits auf Agenten, die mehr im Sinne von Wooldridge und Jennings [WJ95] ausge-
prägt sind. Eine mittlerweile weit verbreitete Definition ist die sogenannte schwache
Definition von Wooldridge und Jennings [WJ95]. Dort wird ein Hardware oder Soft-
ware basiertes System als Agent bezeichnet, wenn es über folgende Eigenschaften
verfügt:
1. autonom (evtl. semi-autonom): Der Agent ist eigenständig und kontrolliert seine
Aktionen und inneren Zustände.
2. sozial: Der Agent kann mit anderen Agenten interagieren/kommunizieren.
3. reaktiv: Der Agent reagiert auf Umweltreize.
4. proaktiv: Der Agent verfügt über zielorientiertes Verhalten und zeigt Initiative.
Von stärkeren Definitionen wird meistens zusätzlich die Umsetzung von „menschli-
chen“ Konzepten gefordert. Damit sind im allgemeinen die sog. mentalen Zustände
(„mental states“), also beliefs (Überzeugungen, Annahmen), commitments (Ver-
pflichtungen), decisions, intentions, goals etc. gemeint. Bekannte Beispiele hierfür
sind die sog. intentionalen Systeme („intentional systems“) oder BDI-Agenten. In die-
sem Text werden Agenten nach der schwachen Definition begriffen. Eine Übersicht
über die Eigenschaften und Modellierungsverfahren findet sich im Anhang „Agenten-
orientierte Programmierung“ auf Seite 156.
Auf der Seite der Modellarchitektur wird hier, wie von Minsky vorgeschlagen, von ei-
ner Hierarchie von relativ einfachen Einheiten ausgegangen, die zusammen (und nur
zusammen) eine komplexe Aufgabe bewältigen. Dabei sollen die Agenten einer Hier-
archieebene ähnlich komplex sein und können wiederum als Menge von Agenten
modelliert sein. Dabei ist eine sehr große Spannweite möglich, von kleinsten Opera-
toren bis zu planenden und handelnden Systemen. Durch das Kommunkationspara-
digma der Agenten, ergibt sich die Schnittstellenbeschreibung automatisch aus dem
Agentendesign, genauer gesagt aus der Nachrichtendefinition.77
Kapitel 6 Konzeption eines GestenerkennersNicht nur das Agentensystem, sondern auch viele andere Funktionen, die von meh-
reren Programmen benutzt werden, sind als gemeinsam benutzte Bibliotheken reali-
siert, was zudem noch eine effiziente Speichernutzung zur Folge hat. Diese
gemeinsam benutzte Bibliotheken können für verschiedene Betriebssystemsvarianten
verschieden implementiert sein. Der hier verfolgte hierarchische Ansatz realisiert all-
gemeine gemeinsam benutzte Bibliotheken, die auf systemabhängige gemeinsam be-
nutzte Bibliotheken aufbauen. So läßt sich der Portierungsaufwand minimalisieren.
In den folgenden Abschnitten werden die Schichten, soweit sinnvoll, einzelnen be-
handelt und Realisationsalternativen perspektivisch besprochen. Dannach wird eine
Architektur für ein Gestenerkennungssystem vorgeschlagen werden.
6.2 Schicht 1: Datenaufnahme
Um die Bewegungsdaten eines Menschen aufzunehmen, können verschiedene Arten
von Sensoren benutzt werden. Dabei werden verschiedene Ansätze verfolgt: Passive,
in denen ein Bild mittels Licht, Infrarot oder Ultraschall aufgenommen wird. Aktive,
bei denen aktiv Wellen emittiert und empfangen werden. Aufgrund von Doppler oder
ähnlichen Effekten kann dann ein Rückschluß auf die Position und Raumlage des Sen-
sors vorgenommen werden. Dabei kommen elektromagnetische und Ultraschallwel-
len zum Einsatz. Nicht zuletzt existieren Exoskelett-Ansätze, in denen, wie in der
Goniometrie, außen am Körper fixierte Biege- oder Winkelsensoren benutzt werden
und somit die Gelenke des Skelettes an der Körperoberfläche nachzubilden versu-
chen.
Diese Ansätze haben wiederum verschiedene Eigenschaften. Diese Betrachtung ver-
kompliziert sich dadurch, daß es sich im allgemeinen um komplexe Meßverfahren und
-apparate handelt. Diese Verfahren sind, unter anderem, durch die folgenden Para-
meter gekennzeichnet:
INVASIVITÄT. In welchem Maße beeinflußt das Meßverfahren den Probanden? Medi-
ziner benutzen unter anderem zur genauen Bestimmung von Bewegungsparametern
in die jeweiligen Knochen geschraubte Gestänge, die mit den entsprechenden Skalen
versehen sind. Dies ist die wohl invasivste benutzte Methode. An der anderen Seite
der Skala stehen z.B. Verfahren der kamerabasierten Bildverarbeitung, wenn sie ohne
Markierungen auf dem Probanden auskommen.
GENAUIGKEIT. Mit welchem Meßfehler muß gerechnet werden? Neben der absoluten
und relativen Größe des Fehlers lassen sich auch Fehlerursachen auf verschiedenen78
6.2 Schicht 1: DatenaufnahmeEbenen ausmachen, wie z.B. Befestigung am Probanden, Umgebungseinflüsse und
dem Meßverfahren inhärente Probleme.
GESCHWINDIGKEIT. Wann, nach dem Ereignis in der realen Welt, liegen die Daten zur
Verarbeitung vor? Einige Verfahren eignen sich nur zur offline–Auswertung — also
zu einer Auswertung im Nachhinein und sind u.U. sogar nicht praktikabel automati-
sierbar.
In der traditionellen Biometrie werden, insbesondere in der Ergonomie, gerne photo-
metrische Verfahren benutzt [Win79]. Dabei werden z.B. Photographien von mit klei-
nen Lämpchen bestückten Versuchspersonen unter Langzeitbelichtung erstellt. So
wird meistens vor einem Hintergrund mit bekannten Referenzpunkten aus zwei um
90° gedrehten Kamerapositionen aus aufgenommen. Aus den sich ergebenden
Leuchtspuren der Lämpchen vor dem Referenzhintergrund läßt sich die Trajektorie
des Lämpchens in der Kamaraebene rekonstruieren. Mit diesen beiden Projektionen
läßt sich nun eine dreidimensionale Trajektorie schätzen. Statt der Lämpchen können
auch Reflektoren bei geeigneter Beleuchtung zum Einsatz kommen. Ein ähnliches
Verfahren arbeitet mit Film. Hier kann über die Bildnummer auch Information über
Ableitungen des Ortes gewonnen werden, da eine Zuordnung des Ereignisses an ei-
nen Zeitpunkt, relativ zum Filmbeginn, möglich ist, da die Aufnahmefrequenz der
Filmkamera konstant und bekannt ist. Bei der Langzeitbelichtung wird auch mit Sto-
boskopbeleuchtung oder blinkenden Lämpchen bekannter Frequenz gearbeitet, was
einen ähnlichen Effekt wie Film hat, nur daß hier die Abfolge der Posturen nur durch
weiteres Wissen über den Versuchsablauf rekonstruiert werden kann. Solches Wissen
wäre z.B., daß ein jedes Objekt sich kontinuierlich bewegt und es sinnvoll ist, gewisse
Obergrenzen für die zu beobachtenden Geschwindigkeiten anzunehmen. Invasivität
und Genauigkeit sind bei diesen Verfahren sicherlich hinreichend, doch in Hinsicht auf
die Geschwindigkeit ist es offensichtlich, daß es sich um offline-Verfahren handelt.
Videokamerabasierte Bildverarbeitungsverfahren sind aktueller Forschungsgegen-
stand und erfordern meist noch entweder spezielle Markierungen oder besondere Be-
leuchtung [HG98]. Ein fortschrittliches Verfahren präsentiert Nölker in [NR98b] als
„Visual Body Sensor“ (VisBoS). Dabei werden zwei stereoskopische
192 × 144 Punkte Bilder mit je 5 Hz verwendet, um Schulter-, Ellenbogen- und
Handwurzelposition eines an einer bestimmten, 2,5 m von den Kameras entfernten
Stelle stehenden Benutzers mittels neuroinformatischer Verfahren zu ermitteln. Ein
prinzipielles Problem dieser Verfahren ist die geringe Auflösung der Kameras, so daß
es entweder erforderlich ist, mit einer bewegten Kamera den Probanden zu verfolgen79
Kapitel 6 Konzeption eines Gestenerkenners[VRR98][BBB+98][TM98] oder die Hände werden nur in einer bestimmten Armposi-
tion erkannt [NR98], die die Kamera erfassen kann. Allerdings können einfache Ver-
fahren, die sich an oben beschriebenen photometrischen Verfahren anlehnen und z.B.
die Leuchtspuren verfolgen und so auf Positionen rückschließen, für spezielle Anwen-
dungen akzeptable Ergebnisse liefern. Da aber Videokameras eine feste Abtastfre-
quenz und — wie erwähnt — eine geringere Auflösung haben, kommen auch diese
Verfahren zu hohen Ungenauigkeiten, obwohl die algorithmische Aufarbeitung ein-
facher ist.
Eine weitere Klasse von Sensoren arbeitet mit pulsierenden magnetischen Feldern. Ihr
größter Nachteil liegt in der Tatsache, daß die Position des Gerätes, oder zumindest
die seiner Antenne, bestimmt wird. Diese Antenne (Sensor) ist bei einem Anbieter
2,54 cm mal 2,54 cm mal 2,03 cm groß und mittels einem mehradrigen Kabel mit der
Auswertungseinheit verbunden, die wiederum dann mittels einer seriellen Verbin-
dung an den die Meßdaten weiterverarbeitenden Rechner angeschlossen ist. Dies
zwingt einen dazu, die Versuchsperson mit Vorrichtungen zum Befestigen der Senso-
ren auszustatten und eine Kabelführung1) zu konstruieren, die einem Verheddern des
Kabelbaumes entgegen wirkt. Ihr größter Vorteil ist die große Genauigkeit in den
6 gemessenen Freiheitsgraden sowie die hohe Abtastfrequenz von ca. 144 Hz (20 Hz
alternativer Anbieter). In den drei Freiheitsgraden der Translation kann mit einer mitt-
leren Standardabweichung von 0,254 cm über dem Meßbereich und in den drei Frei-
heitsgraden der Rotation mit einer mittleren Standardabweichung von 0,5° (0,1°
alternativer Anbieter) über dem Meßbereich nach Anwendung der Entzerrungsfunk-
tion gerechnet werden2). In Tabelle 12 sind die einzelnen Verfahren noch einmal zu-
sammenfassend dargestellt. Allgemein läßt sich folgendes zu den Sensorarten (aktiv,
passiv, exoskelett) sagen:
PASSIV. Diese Verfahren haben eine geringe zeitliche wie örtliche Auflösung und er-
fordern zusätzlichen Rechneaufwand (Bildverarbeitung) im Hauptrechner. Sie sind
per se 2D-Verfahren, die die 3. Dimension nur durch stereoskopische Berechnungen
erfassen können. Sie gehören zu den am wenigsten invasiven Verfahren. Ihr größtes
1. Seit kurzer Zeit existiert auch ein Produkt, das die Übermittlung der Daten vom Körper zu
einer Zentraleinheit kabellos vornimmt. Die einzelnen Sensoren sind aber nachwievor
durch Kabel mit einem kleinen Rucksack verbunden, der dann die Übertragung vornimmt.
2. Dies sind Spezifikationen nach [Asc96] wobei die englische Abkürzung RMS für „root-




6.2 Schicht 1: DatenaufnahmeProblem ist, daß Körperteile durch andere Körperteile verdeckt sein können (Verdek-
kungsproblem).
AKTIV. Aktive Verfahren haben eine gute zeitliche wie örtliche Auflösung (zumindest
bei elektromagnetischen Wellen) in 3 bis 6 Freiheitsgraden („degrees of freedom“
DOF). Der Berechnugsaufwand ist typischerweise in eigener, vom Hauptrechner un-
abhängiger, Hardware gelöst, da Signallaufzeiten usw. gemessen werden müssen. Sie
haben eine mittlere Invasivität, da die kleinen Empfänger/Antennen und ihre Kabel
am Körper befestigt werden müssen. Ihr größtes Problem ist eben diese Befestigung
bei Wahrung eines angemessenen Invasivitätsgrades (Befestigungsproblem, engl.
„mounting problem“).
EXOSKELETT. Diese Verfahren haben zwar eine nur durch die mechanische Genauigkeit
und Abtastrate des Analog-Digital-Konverters (DAC) beschränke (also sehr hohe)
zeitliche Auflösung, liefern aber keinerlei Information im Ortsraum. Dafür können sie
eine hohe Auflösung im Konfigurations-(Winkel-)raum haben. Auch hier besteht das
Befestigungsproblem.
Datenhandschuhe sind die am häufigsten anzutreffenden Exoskelettsensoren. Sie ha-
ben typischerweise 18 – 22 Parameter und eine Winkelauflösung von teilweise unter
einem Grad. Für eine erschöpfende Untersuchung des heutzutage am häufigsten an-
zutreffenden Modells — dem CyberGlove CG1801 — siehe [KHW95].
Verfahren Freiheitsgrade Invasivität Präzision Geschw.
Photometrie Pos. 2D+ Trajektorie Marker rel. hoch offline
Video Pos. 2D max. Marker gering max. 60 Hz
Stereo-
Video 3D - Verdeckung max. Marker gering





Rot. 3D = 6 DOF
Sensoren mit
Kabeln 3 mm bzw. 0,5°
20 Hz –
144 Hz
Tabelle 12: Vergleich der Sensortypen (Körper)81
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Die Vorverarbeitung dient der Konsolidierung der Daten aus technischer Sicht. Dabei
sollen insbesondere statistische Fehler und systematisch korrigierbare Fehler der Meß-
apparatur ausgeglichen werden, bzw. die größe dieser Fehler erkannt werden sodas
die weitere Verarbeitung mit den so erhaltenen Vertrauensintervallen operieren kann.
In dieser Schicht wird auch sichergestellt, daß alle Meßwerte in der richtigen Reihen-
folge gemäß ihres Zeitstempels ausgewertet werden. Auch sind Plausibilitätsbetrach-
tungen sinnvoll, um vereinzelte „Ausreißer“ in den Meßwerten isolieren zu können.
6.4 Schicht 2b: Körpermodell
In den vorherigen beiden Abschnitten wurde dargestellt, wie schwierig es ist, Positi-
ons- oder Winkeldaten vom Körper eines Probanden zu erhalten. Keines dieser Ver-
fahren liefert eine holistische Sicht auf den Probanden, sondern immer eine Meßda-
tenauswahl mit der sich erhofft wird, die Bewegung beschreiben zu können. Um nun
a priori Wissen über den menschliche Körper in die Problembearbeitung mit einzu-
bringen, können Erkenntnisse aus Anthropometrie, Anatomie und Physiologie ver-
wendet werden. In diesen Wissenschaften ist das Skelett und das Muskelsystem un-
tersucht worden und es stehen Erkenntnisse über Geometrie und die Arbeitsbereiche
der einzelnen Körperteile zur Verfügung. In Abbildung 31 ist eine Zeichnung des Kno-
chen- und Knorpelaufbaus des Schultergürtels zu sehen.





6.4 Schicht 2b: KörpermodellAuf den ersten Blick wird klar, das es sich dabei nicht
um ein einfaches System weniger Gelenke und Seg-
menten handelt, wie es üblicherweise in technischen
Systemen betrachtet wird. Zu beachten ist, daß ein
Schultergelenk sozusagen „frei“ an drei Punkten auf-
gehängt ist: Einerseits ist es mittelbar über die Clavi-
cula am Sternum (ventrale Befestigung) und direkt
über die Scapula am Thorax befestigt (dorsale Befe-
stigung). Abbildung 32 zeigt die große Beweglichkeit
dieses Apparates, der nicht nur zur Abduktion/Ad-
duktion des Armes sondern auch zur Elevation und
Depression der Schulter fähig ist.
Das Schultergelenk kann unabhängig von der Arm-
stellung angehoben werden oder, wie auch in
Abbildung 33 zu sehen, in Folge der fortgesetzten
Abduktionsbewegung des Armes angehoben werden. Im Abbildung 33b ist der
Punkt markiert, an dem das Acromion den Humerus blockiert und somit den gesam-
ten Schulterapparat bestehend aus Scapula und Clavicula zwingt die Abduktionsbe-
wegung durchzuführen. Durch diese Einschränkung ist ein Kopplung der Abduktion
mit der Elevation gegeben, die in einem Modell z.B. durch geeignete Beschränkungen
für den Abduktionswinkelbereich darstellbar sind. Im weiteren ist auch eine Modellie-
rung durch eine abhängige Gewichtsfunktion vorstellbar, deren Berechnung unter
Umständen jedoch aufwendig sein kann.
45° – 60°
0°
Abbildung 32: Bewegung des
Schulterblattes nach [RY94]
Abbildung 33: Thoraxial- und Armskelett bei Elevation nach [RY94]
a b c83
Kapitel 6 Konzeption eines GestenerkennersIn Abbildung 34 ist Hand und Arm in Supinationstellung1) skizziert. Neben den ver-
schiedenen Bezeichnern für die einzelnen Körperteile sind auch noch einige wichtige
Achsen verzeichnet:
• In der Flexionsachse wird die Ellenbeuge (Cubitus) bewegt.
• Der Unterarm dreht sich in der Pronations-/Supinationsachse.
• Die Hand wird in den Palmarflexions-/Dorsalextensionsachsen ein- und ausge-
klappt.
• Das Abwinkeln der Hand zu den Seiten hin erfolgt in der Ulnar-/Radialabdukti-
onsachse.
Wie in Abbildung 34 zu sehen ist,
stehen diese Achsen weder Senk-
recht noch in Vielfachen von 90°
aufeinander, noch laufen die in-
neren Achsen mittig durch die
Segmente. Auch schneiden sich
die n. und die (n+1). Achse nicht
notwendigerweise. Das Ellenbo-
gengelenk ist vergleichsweise ein-
fach, hat es doch eine nur einen
Freiheitsgrad mit einer festen
Drehachse.
Hellgrau ist in Abbildung 34 die
sog. Luntanumsäule in der Mittel-
hand dargestellt, in deren mittle-
rem Segment (Os capitatum) die
Ulnar-/Radialabduktionsachse
der Hand liegt. Der dunkelgrau
dargestellte Mittelhandknochen
(Os scaphoideum) dreht sich bei
einer Abduktion in einer ulnar-ra-
dialen Achse. Da die Dorsalexten-
sion hauptsächlich in der distalen, die Palmarflexion aber hauptsächlich in der
1. Supinationstellung: Bei hängendem Arm zeigt die Handfläche nach vorne und der Dau-




























6.4 Schicht 2b: Körpermodellproximalen Handwurzelreihe auftritt, wird klar, daß bei gleichzeitiger Abduktion und
Extension oder Flexion der Hand sich die Achsen verlagern und zu einem komplexen
Arbeitsraum der Hand führen.
In der Tabelle 13 sind exemplarisch für das Schultergelenk einige, den Arbeitsbereich
kennzeichnende, Winkel aufgeführt. Diese Werte wurden ermittelt, um „Normal“-
werte für die klinische Untersuchung zu haben und damit pathologische Situation dia-
gnostizieren zu können.
Neben diesen Eigenschaften des Skelettes sind aber auch einige Eigenschaften des
Muskel- und Sehnenapparates erwähnenswert. Zum einen die Tatsache, das die Fin-
ger von Muskeln des oberen Unterarmes gesteuert werden und zum anderen, daß
Muskel bei Anspannung eine bestimmte, feste Form annehmen. Auch wenn letzteres
trivial erscheint, so hat gerade dies eine Auswirkung auf die Sensorpositionierung.
Wenn ein Sensor (oder auch Marker für ein Videoverfahren) über einem Muskel pla-
ziert wird, so wird er bei Anspannung des Muskels bewegt, auch wenn sich keine Än-
derung der Geometrie des Gesamtsystems dadurch ergibt. Auch in der Frage der
Invasivität ist dies zu beachten, da ein umgeschnallter Sensor, z.B. den Armdurchmes-
ser beschränken kann, was bei einer Muskelkontraktion dann zu Irritationen führt und










Tabelle 13: Bewegungsumfänge des Schulterbereichs aus [Ben94]85
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Die oben dargelegten anatomischen Erkenntnisse müssen nun in eine Modellsicht for-
malisiert werden. Eine direkte Umsetzung der anatomischen Gegebenheiten ist zwar
möglich, führt aber schon in der Schulter schnell zu mehr als 30 Freiheitsgraden
[Kap84], was für die hier betrachteten Zwecke viel zu detailliert ist.
Körpermodelle wurden z.B. von Lenarcic und Umek [LU94] (siehe Abbildung 35) und
auch Ko ([Ko94] pp. 84-86, vgl. Abbildung 36 auf Seite 87) vorgeschlagen, wobei er-
steres sehr abstrakt aber auch einfach ist und das zweite sehr detailliert und noch da-
für relativ kompliziert ist.
Aus diesen Vorbildern wurde ein eigenes Modell entwickelt, das hier das geometri-
sche Körpermodell genannt wird (siehe Abbildung 37 auf Seite 88). Auf der linken
Seite sind die Gelenke mit den Namen der entsprechenden anthropometrischen,
meßbaren Gelenkparameter verzeichnet, auf der rechten Seite sind die einzelnen Seg-
mente mit den Namen der bekanntesten der beteiligten Knochen sowie die weiterhin
benutzte Segment- und Winkelbezeichnung (L1–L3 und α/β1–α/β3) aufgeführt. Im
weiteren sind die designierten Befestigungspunkte für die realen 6 DoF Positionssen-
soren durch ihre Koordinatensysteme eingetragen.
Damit ein solches Körpermodell technisch nutzbar wird, müssen einige Bedingungen
erfüllt werden:
Abbildung 35: Armmodell aus [LU94]86
6.4 Schicht 2b: KörpermodellEin solches Modell sollte eine Implementierung ermöglichen, die „anytime“-fähig ist.
„Anytime“-fähig bezeichnet dabei die Eigenschaft, daß der implementierte Algorith-
mus zu jeder Zeit eine mehr oder weniger gute oder spezifische Lösung präsentieren
kann. Im weiteren wird gefordert, daß mit fortschreitender Zeit die Lösung besser
werden soll. Auf den vorliegenden Fall bezogen heißt das, daß das Körpermodell zu
jedem Zeitpunkt eine sinnvolle und den physischen Beschränkungen eines Menschen
entsprechende Lösung liefern soll und je nach verfügbarer Rechenzeit, diese der tat-
sächlichen Postur des Probanden in der realen Welt möglichst gut entsprechen soll.
Dieser die Bewegung beschreibende Teil soll daher im folgenden dynamisches Kör-
permodell genannt werden.
Ein solches Modell sollte robust gegen kurzzeitige Fehler in den Meßdaten (Glitches)
sein. Zur Robustheit gehört auch die Eigenschaft, daß auch Punkte außerhalb des
Konfigurationsraumes sinnvoll behandelt werden. Z.B. wird der Ellenbogen 2 m hinter













































































































Abbildung 36: Armmodell nach [Ko94]
Symbole nach [Yos90]
A) Schaniergelenk mit Achse
in der Bildebene, wie ein-
gezeichnet.
B) Schaniergelenk mit Achse
auf der Bildnormalen,
oben in Blickrichtung un-
ten aus der Bildebene ra-
gend.
C) Rotationsgelenk mit ein-
gezeichneter Achse
Die Drehachse ist die z-Ach-
se, wenn nichts gegenteiliges
explizit vermerk ist.
Bezeichnungen wie in
[Ko94]. Symbole basieren auf
der DH-Notation von
J. Denavit, R. S. Hartenberg

















Kapitel 6 Konzeption eines Gestenerkenners1) Schnittpunkt Wirbelsäule, Schlüsselbeine. Referenz-
punkt für die Größenbestimmung, daher ist dort auch
ein 6 DoF Positionssensor vorgesehen
2) Schulter-Pseudogelenk mit drei modell. Freiheitsgraden
3) Schulter-Wirbelsäulen-Pseudogelenk mit zwei model-
lierten Freiheitsgraden
4) Ellenbogen-Pseudogelenk, mit zwei modellierten Frei-
heitsgraden. Die Supination und Pronotation des Unter-
armes wird der Einfachheit halber in als ein
Freiheitsgrad in diesem Punkt modelliert.
5) Position eines der 6 DoF Positionssensoren am Handge-
lenk
6) Diese Seite wird im Abschnitt „Anwendung des MMC-
Netzes auf das Körpermodell“ auf Seite 116 erklärt.
Nur bezeichnete Segmente haben eine von Null verschie-
dene Länge. Die grauen Linien bezeichnen Pseudosegmen-
te der Länge Null. Die Symbole sind, wie schon bei
Abbildung 36, nach [Yos90] gewählt, und auch hier wird
versucht möglichst nahe an der DH-Notation
[DH55][Pau81] zu bleiben.












































































6.4 Schicht 2b: Körpermodellwünschenswert, wenn der Ellenbogen bis an die Grenzen des Konfigurationsraumes
geführt wird und die Diskrepanz zur Zielpostur für nachfolgende Fehlerbehandlungs-
schritte vermerkt wird, ohne zu undefinierten Systemzuständen zu kommen.
Ebenso muß ein solches Modell das vorwärts- sowie das rückwärtskinematische Pro-
blem lösen können, damit die Positionen, an denen die tatsächlichen Sensoren ange-
bracht werden können, freier bestimmt werden können. Auch sollten unterbestimmte
Fälle sinnvoll behandelt werden, also einerseits zu physiologisch möglichen und an-
dererseits aus dem Kontext erschlossenen, sinnvollen Positionen führen.
6.4.2 Bekannte Methoden
Klassische Methoden sind unter diesen Bedingungen nur kompliziert zu implementie-
ren. Diese Methoden, ob direkt oder iterativ, haben spezifische Vor- und Nachteile.
Die direkte Lösung (algebraisch oder geometrisch bei [KB82]), die sich aus der Lösung
eines System aus n Gleichungen mit n Unbekannten herleitet, führt nicht immer zu
einer geschlossenen Form. Um dieses Verfahren sinnvoll anzuwenden, muß also ein
geometrisches Modell vorliegen, daß eine geschlossene Form als Lösung hat. In den
meisten Fällen wird so ein Lösungsraum beschrieben, in dem eine günstige Lösung
ausgewählt werden muß. Günstig in dem Sinne, daß die Konfigurationsdifferenz in
allen Winkeln gering ist.
Andere, iterative Verfahren benutzen eine Jacobi-Matrix (siehe [Pau81] oder [Yos90])
und deren (Pseudo-) Inverse. Solche Verfahren sind langsamer und konvergieren zu
nur einer Lösung und betrachten auch diverse Ableitungen der Bewegung. Allerdings
ist die Jacobi-Matrix weder trivial aufgebaut noch deren Inverse einfach zu berech-
nen. Ist sie singulär oder nicht quadratisch wird sich mit diversen Hilfs- und Nähe-
rungskonstrukten, wie z.B. Pseudoinversen und vieler numerischer Verfahren
beholfen. Trotzdem können die Lösungen degeneriert sein, d.h. es treten Gelenkge-
schwindigkeiten auf, die nicht zur Affektorgeschwindigkeit beitragen.
Meist läßt sich ein gegebenes invers-kinematisches Problem so nur durch größere Ein-
schränkungen an den Anwendungsbereich oder durch das Einbringen von applikati-
onsbezogenem Modellwissen lösen. Hierzu kommt noch, daß die anfallenden
Berechnungen teilweise sehr aufwendig sind, was einen Einsatz unter Echtzeitbedin-
gungen unter Umständen vereitelt, da in fast jedem Teilschritt aufwendige Ausnah-
mebehandlungen erforderlich sind. Die Anytime-Fähigkeit läßt sich bei iterativen
Verfahren vielleicht noch herleiten, die direkten Verfahren erzeugen jedoch aus einer
Konfiguration eine Nachfolgekonfiguration ohne gültige Zwischenschritte.89
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Neben den zuvor beschriebenen Methoden, existieren noch diverse Systeme, die Kör-
permodelle enthalten. Viele dieser Systeme sind für den Einsatz in der Ergonomie be-
stimmt, einige von ihnen arbeiten offline, also ohne direkte Rückkopplung zum
Benutzer und fallen somit aus dem Skopus. Ein weiteres Feld findet sich bei den com-
putergraphischen Systemen, doch liegt dort die Betonung auf einem guten Äußeren
und nicht auf der Abbildung der Realität. Beispielsweise werden die Augen vergrößert
und das Verhältnis von Rumpf zu Extremitäten dahingehend verändert, daß die Ex-
tremitäten verlängert werden — ein Zugeständnis an unser derzeitiges Schönheitside-
al.
Exemplarisch für die verbliebenen Systeme wird hier nun das durch [BPW93] und wei-
tere Veröffentlichungen sehr bekannte und kommerziell erhältliche Jack-System be-
trachtet. Jack ist eine Entwicklung des Center for Human Modeling and Simulation
der University of Pennsylvania (Moore School of Engineering) und stellt eine vollstän-
dige virtuelle Umgebung dar, die mit anthropometrisch exakt parametrisierbaren Fi-
guren anreicherbar ist, und mittels C- und Lisp-APIs oder direkter
Positionssensorenanbindung beeinflußt werden kann. Die Umgebung ist physikalisch
modelliert und auch jede virtuelle Figur liefert Simulationsdaten ihrer 39 Segmente
und 38 Gelenke (mit zusammen 88 Freiheitsgraden) bezüglich ihrer Geometrie und
zusätzlich bezüglich einwirkender Kräfte bzw. Drehmomente. Das Jack-System bietet
die Möglichkeit, andere Systeme einzubetten, doch das genaue Gegenteil ist im hier
betrachteten Rahmen gefragt. Jack ist zudem nicht im Quellcode verfügbar und kann
somit nicht an variierende Hardwaregegebenheiten angepaßt werden.
6.4.4 Abstraktion
Ein Körpermodell liefert die Möglichkeit nicht nur Wissen in die Datenaufnahme ein-
zubringen, sondern auch eine Abstraktion von den realen Sensoren vorzunehmen,
und es für die weitere Entwicklung des Systems zu ermöglichen, an quasi beliebigen
Stellen sog. „virtuelle“ Sensoren zu „befestigen“, also Positions- und Orientierungs-
daten beliebiger Körpersegmente abfragen zu können. Ein solches Modell sollte an-
hand der Daten der Positionssensoren ein möglichst wirklichkeitsgetreues Abbild der
Körperkonfiguration des Probanden liefern. Da mit z.B. drei Sensoren die Konfigura-
tion von zwei Armen aber immer unterbestimmt ist, müssen weitere Wissensquellen
benutzt werden, um mittels einiger Heuristiken möglichst plausible Zustandsübergän-
ge zu finden.90
6.5 Schicht 2c: Merkmalserkenner6.4.5 Diskussion
Wenn ein Körpermodell benutzt wird, ergibt sich als auffälligster Nachteil für den Fall,
daß reale und virtuelle Sensoren nicht übereinstimmen, daß der ermittelte Wert auf
einer Heuristik beruht, also je nach Güte der Heuristik und den Umständen ein mehr
oder minder fehlerbehafteter Wert ist. Andererseits wird Unabhängigkeit von der Po-
sition der Sensoren am Probanden, idealerweise sogar eine gewisse Unabhängigkeit
von der Anzahl der Sensoren, gewonnen. Letzterenfalls sind Anzahl der Sensoren und
Güte des Modells gekoppelt. Als obere Schranke ist trivialer Weise die Anzahl der Frei-
heitsgrade des Modell zu nennen, denn wenn jeder Parameter gemessen wird, wer-
den keine Heuristiken benötigt und der Fehler des Modells ergibt sich direkt aus dem
Fehler für die einzelnen Sensoren. Für nicht entartete Fälle, ergibt sich eine untere
Schranke von drei 6 DOF Sensoren für ein zweiarmiges Modell, wie in Abschnitt
„Mean of Multiple Computations Network (MMC-Netz)“ auf Seite 110 noch be-
gründet werden wird. Dabei sind dann Fehler bei der Ellenbogen- und Schulterpositi-
on zu erwarten.
6.5 Schicht 2c: Merkmalserkenner
Auf dem Körpermodell, das sich, wie in Abschnitt „Schicht 2b: Körpermodell“ auf
Seite 82 dargestellt, aus geometrischer und dynamischer Komponente zusammen-
setzt, können nun weitere Verarbeitungsschritte aufsetzen. Als erster Schritt steht da-
bei die Codierung ausgewählter Merkmale in eine interne symbolische
Repräsentation an. Gute interne Repräsentationen, wie schon im Abschnitt „Reprä-
sentation“ auf Seite 24 eingeführt, stellen die in dem jeweiligen Kontext wichtigen
Dinge, Eigenschaften oder Relationen explizit dar. Die in diesem Zusammenhang na-
türlichen Randbedingungen der Domäne werden herausgestellt, um Berechnungen
zu vereinfachen und weniger relevante Details in den Hintergrund zu stellen, um
übersichtlich zu bleiben. Im weiteren sind sie vollständig, kompakt, transparent,
schnell bezüglich des Zugriffs und berechenbar. Besonders hervorzuheben sind dabei
die transparente Darstellung, d.h. die repräsentierte Information bleibt für den Benut-
zer (Systemdesigner) gut verständlich, und die vollständige Darstellbarkeit der Effekte
und Objekte.
6.5.1 Klassifikation
Allgemein betrachtet stellt sich in dieser Schicht eine Klassifikationsaufgabe von den
Daten der (virtuellen) Sensoren zu Merkmalsklassen. Diese Merkmalsklassen sind ein
Notationssytem das in der Betrachtungsgranularitätsstufe der Gesten noch keine Be-
deutung hat und dessen Zeichen deshalb auch als Merkmale bezeichnet werden. Je-91
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granularitätsstufe der Gestenform oder Gestenstruktur, sind also auf dieser Ebene
Symbole.
Die Aufgabe der Merkmalserkennung ist es ordinale Werte auf geeignete nominale
Skalenteile abzubilden. Die durch diese nominale Skalen gegebenen Zeichen sollten
den Anforderungen an eine Repräsentation genügen. Gibt es endlich viele dieser Ska-
len, läßt sich das Lexikon einfach aufzählen. Eine Zuordnung zu den betrachteten Ef-
fekten und Objekten ist hier über die Sensoren direkt gegeben, d.h. diese Zeichen sind
kategoriale Repräsentationen der ikonischen Sensordaten, also durch die Sensordaten
begründet. Wird dann noch eine Grammatik über diesen Zeichen definiert, ist auch
die Anforderung nach einer Struktur erfüllt. Diese Anforderung, ebenso wie die For-
derung nach einem prozeduralen Teil müssen hingegen in einer höheren Schicht ver-
ankert werden.
Um die Werte auf die nominalen Skalen abzubilden bieten sich verschiedenste Ver-
fahren an. Es kann mit künstlichen neuronalen Netzen oder statistischer Klassifikation
[Nie83] die Abbildung mit einer gewissen Fehlerrate erlernt werden oder sie kann mit
sog. „Fuzzy Logic“ [KY95] modelliert werden. Auch eine direkte Klassifikation durch
eine surjektive Abbildung ist möglich sofern das Wissen vorliegt, wie diese Abbildung
zu formen ist. Welches Verfahren auch immer angewendet wird, die daraus entnom-
mene Information wird die Realität immer nur unsicher und vage beschreiben.
UNSICHERES UND VAGES WISSEN.
„Insoweit sich die mathematischen Gesetze auf die Realität beziehen, sind sie
nicht exakt. Und soweit sie exakt sind, beziehen sie sich nicht auf die
Realität.“ Albert Einstein, 1921
Die klassische mathematische Klassifizierung von Aussagen als „wahr“ oder „falsch“,
wie z.B. Bool sie in seiner Logik vorstellte, stößt bei vielen Anwendungen an ihre
Grenzen als adäquate Repräsentation. Zu repräsentierendes Wissen kann z.B. unsi-
cher sein, in dem Sinne, daß nicht vollständig gewährleistet ist, daß es den Weltzu-
stand korrekt abbildet. Diese Unsicherheit rührt u.a. von nicht perfekten Sensoren,
unzuverlässigen Informanten oder partiellen Regeln her. Zudem läßt sich noch eine
andere Dimension des Problems ausmachen: In vielen Domänen sind die Konzepte,
mit deren Hilfe Wissen formuliert werden kann, nicht scharf gegeneinander abge-
grenzt. Sie werden als vage bezeichnet [Dav90b].92
6.6 Schicht 3: IntegrationDas Wissen in der Domäne multimodale Interaktion ist sowohl unsicher wie auch va-
ge. Jedes Sensordatum ist, je nach Qualität des Sensors, mit Fehlern behaftet (siehe
Abschnitt „Schicht 1: Datenaufnahme“ auf Seite 78) und auch wenn die Form einer
Geste richtig erkannt wurde, ist fraglich, ob die Regeln zur weiteren Analyse vollstän-
dig (und richtig) sind. Auch sind multimodale Äußerungen wie auch Gesten, wie in
Abschnitt „Gesten aus Sicht des Rezipienten“ auf Seite 13 ausgeführt, keine scharfen
Konzepte. So ist der Übergang von z.B. einer deiktischen Geste, einem Taktschlag und
einer nicht semiotischen Geste (z.B. Handbewegung zum Beibehalten des Gleichge-
wichtes) fließend.
Obwohl Unsicherheit und Vagheit voneinander verschieden sind, tragen sie doch
letztendlich zu einem gemeinsamen Fehlerphänomen bei. Dieser zu erwartende Feh-
ler wird durch einen Vertrauenswert, der sog. Konfidenz, repräsentiert.
Definition: Hypothese: Im folgenden wird für Symbole, die mit einem Konfidenz-
wert versehen sind, der Begriff Hypothese verwendet.
6.5.2 Diskussion
Wesentlich für diese Schicht ist die Auswahl geeigneter ordinaler Variablen und die
Abbildung auf geeignete nominale Skalen deren Teile als Symbole des ersten Grades
anzusehen sind. Dabei muß ein gewisses Fehlerphänomen berücksichtigt werden, das
auf vager und unsicherer Information beruht. Welche Kriterien nun über eine geeig-
nete Realisation entscheiden hängt stark von der Realisation der Schicht darunter und
den Anforderungen der nächsten Schicht ab. Daher wird diese Schicht noch ausführ-
licher in dem Kapitel „Vorschlag einer Realisation des Gestenerkenners“ auf Seite 101
dargestellt werden.
6.6 Schicht 3: Integration
In dem vorhergehenden Abschnitt „Schicht 2c: Merkmalserkenner“ auf Seite 91 wur-
de ein System vorgeschlagen, das Sensordaten in einfache Symbole wandelt. In der
Integrationsschicht liegt die zu bearbeitende Information also in Form von Symbolen
vor. Die symbolische Repräsentation ermöglicht eine einheitliche Darstellung von In-
formation. Aufgrund dieser Vereinheitlichung ist es in dieser Schicht möglich, diesel-
ben Methoden zur syntaktischen Symbolmanipulation für alle Symbole anzuwenden,
völlig unabhängig davon, was sie bedeuten.
Wie schon im Abschnitt „Systemgrundlagen“ auf Seite 71 ausgeführt, ist eine innere
Untergliederung der Integrationsebene von einfacheren zu komplexeren Systemen93
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anzunehmen. Dabei werden Symbole geringerer Komplexität zu Symbolen höherer
Komplexität zusammengefaßt. Damit erhalten wir eine Sichtweise auf diese Schicht,
wie sie in Abbildung 38 dargestellt ist. Die Rechtecke deuten Symbole an, die nach
oben hin in den einzelnen Schichten zu komplexeren Symbolen integriert werden, die
sie verbindenen Kanten die Regeln des Integrationsmechanismus.
Auf den ersten Blick scheinen sich for-
male Grammatiken bzw. ihre Akzep-
toren (Parser) als das Mittel der Wahl
anzubieten, die Integrationsaufgabe
zu übernehmen, bieten sie doch die
Möglichkeit Symbolfolgen hierar-
chisch in höhere Konstrukte (z.B.
Satzteile) die die Grammatik vorgibt
einzuordnen. Klassische Grammatiken
haben jedoch einige Nachteile. Ein
Problem ist, daß es zwar einige syn-
tagmatische Erkenntnisse über Gesten
gibt, wie sie im Abschnitt „Innere
Struktur von Gesten“ auf Seite 21
dargestellt sind, es aber keine allgemeine Theorie über eine Gestengrammatik gibt.
Vielmehr ist partielles Wissen vorhanden, das einzelne Aspekte in Form von Regelsät-
zen beleuchtet wie im folgenden Beispiel:










Wenn sich die dominante Hand in der Höhe der Brust befindet, der Arm
ausgestreckt ist, der Zeigefinger der Hand ausgesteckt ist und sich erst rechts und
dann mittig vom Körper befindet, dann wird eine Bewegung in der transversalen
Ebene gezeigt.
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6.6 Schicht 3: IntegrationDer umgangsprachlich formulierte Regelsatz kann in fünf Vorbedingungen H1…H5
und eine Nachbedingung H untergliedert werden, wie die Klammern anzeigen. Die
prinzipielle Struktur einer Regel lautet:
wobei die Hi diejenigen Hypothesenklassen darstellen, zu denen Instanzen hi im Ge-
dächtnis vorhanden sein müssen, damit die Konsequenz der Regel (hinter dem ⇒)
ausgeführt wird. Der assert-Operator fügt seinen Operanden dem Gedächtnis hinzu.
Die Funktion f beinhaltet die Randbedingung, der zwischen den hi erfüllt sein soll.
f liefert als Ergebnis eine neue Instanz h der Hypothesenklasse H. In den bisher be-
trachteten Beispielen modellierte die Funktion f eine einfache Randbedingung, z.B.
Gleichzeitigkeit. Der umgangssprachliche Regelsatz weist hingegen eine komplizier-
tere Struktur auf, die sich formalisiert wie folgt liest:
Offenbar muß in der, die Randbedingung beschreibenden Funktion f eine Prüfung
auf Gleich- und Nachzeitigkeit durchgeführt werden. Anstatt die Funktion f als ge-
schlossenen Term zu formulieren, läßt sie sich hier einfacher als Schachtelung von
g := GLEICHZEITIG und n := NACHZEITIG auffassen:
Schließlich können beide Funktionen zur Überprüfung der Randbedingung in zwei
verschiedenen Regeln untergebracht werden:
Wie in dem Beispiel-Regelsatz schon zum Ausdruck kommt, ist ein Phänomen, daß
bei normalen Parsern nicht berücksichtigt wird, im Kontext der Gestenerkennung von
großer Wichtigkeit: Zeit. Wie in dem Kapitel „Theoretische Grundlagen“ auf Seite 11
dargelegt wurde, existiert a priori Wissen über die zeitlichen Randbedingungen von
Gestik und Sprache. Auch zeitliche Bedingungen lassen sich, wie im Beispiel, in Regel-
sätzen, z.B. unter Zuhilfenahme von Zeitkalkülen, realisieren.
Neben der Formulierung der komplexen Randbedingung als Kombination von einfa-
cheren Randbedingungen hat diese Aufspaltung einen anderen Vorteil: Es können
Teilergebnisse in Form von neuen Hypothesen (hier H') berechnet werden, die später
H : H1, H2, …, Hn ⇒ assert(f(H1, H2, …, Hn)), (Gl. 1)
H : H1, H2, H3, H4, H5 ⇒ assert(f(H1, H2, H3, H4, H5)) (Gl. 2)
f(H1, H2, H3, H4, H5) = g(H1, H2, H3, n(H4, H5)) (Gl. 3)
H : H1, H2, H3, H4, H5 ⇒ assert(f(H1, H2, H3, H')) (Gl. 4)
H' : H4, H5 ⇒ assert(n(H4, H5)) (Gl. 5)95
Kapitel 6 Konzeption eines Gestenerkennersin anderen Funktionen Verwendung finden. Ist die Regel durch eine komplexe Rand-
bedingung beschrieben (Gleichung 2), dann muß für jede neue Basishypothese Hi der
Gesamtausdruck neu berechnet werden. Die Aufspaltung einer komplexen Regel in
Teilregeln kann durch das System durchgeführt werden, indem es die Definition einer
neuer Hypothese als Kombination von anderen Hypothesen mit einer Menge von Ba-
sisfunktionen erlaubt, um die Definition dann selbständig in eine Menge von Regeln
zu verwandeln, analog zum Schritt von (Gleichung 3) nach (Gleichung 4) und
(Gleichung 5). Dieses wird im Weiteren als Regel-Konstruktor bezeichnet.
Die Tatsache das verschiedene Symbole aus verschiedenen Quellen mit jeweils eige-
ner Verankerung in der Zeit integriert werden müssen, führt zu zwei nicht-trivialen
Problemen:
Definition: Korrespondenzproblem: Wie sind die Querbezüge zwischen den ein-
zelnen Quellen zu determinieren, vgl. [Sri95]? Dies Problem beschäftigt sich also so-
zusagen mit der Integration in der „Breite“ (siehe Abbildung 38 auf Seite 94).
Definition: Segmentierungsproblem: Wie sind die Grenzen zwischen Einheiten in
der Zeit zu finden? Hier tritt die neue Dimension — die Zeit — in Erscheinung. Analog
zu dem Korrespondenzproblem könnte dies als Integration in der „Tiefe“ bezeichnet
werden.
Da Gesten Element der menschlichen Kommunikation sind, also von Menschen pro-
duziert und perzipiert werden, ist es gestattet, die Zeiteinteilung aus dem Kapitel
„Zeitbegriffe“ auf Seite 31 auf die Gesten anzuwenden. Dabei wird klar, daß je ein-
facher die Elemente werden, desto kürzer die Zeitfenster sind, in denen die Elemente
ausgewertet werden. Das kann technisch dadurch dargestellt werden, daß in den ein-
zelnen Verarbeitungsstufen die Information nur über einen bestimmten Zeitpunkt
vorgehalten wird — der Speicher also ein gleitendes Zeitfenster realisiert. Dieses Ver-
halten kann einfach dadurch erzeugt werden, das Information die älter als ein bestim-
mer Schwellwert ist, gelöscht wird. Auf diese Art und Weise wird der Suchraum für
die einzelnen Integratoren und deren Regeln drastisch eingeschränkt ohne Informati-
on zu verlieren.
Als wichtiges Mittel zur Wissensorganisation wird hier eine Klassenhierarchie benutzt
(siehe Abschnitt „Probleme der Taxonomie und Systematik“ auf Seite 19). In ihr exi-
stieren zwischen Begriffen Spezialisierungs- (bzw. Verallgemeinerungs-) Relationen,
die eine azyklischen Graphen bilden. Ist ein Begriff eine Spezialisierung eines anderen,
dann treffen für ihn alle Eigenschaften zu, die auch für den Oberbegriff gültig sind.96
6.7 Architektur eines GestenerkennungssytemsDies erlaubt es, Aussagen über große Gruppen von Begriffen zu treffen, und somit
allgemeines Wissen leichter auszudrücken.
Der Ansatz zur symbolischen Integration basiert auf der Annahme, daß das Integrati-
onswissen in Form von Regeln über Hypothesen mit einer Randbedingung
(„constraint“) dargestellt werden kann. Programmsysteme, die solche Regelwerke ef-
fizient abarbeiten können, werden Produktionssysteme genannt. Sie bieten den Vor-
teil, das Regel-Wissen (Integrationswissen) und Fakten-Wissen (Hypothesen)
getrennt voneinander deklariert wird und dann in einem Ausführungsschritt aus den
bekannten Fakten mit dem angegeben Regeln neue Fakten gefolgert werden
[Gia94]. Wird dieses Verfahren mit Minskys Modell verglichen so ist eine Regel der
kleinste modellierte Agent in diesem System.
Diese Regeln können zur Laufzeit des Systems geändert werden, und erlauben es so
sich zur Laufzeit an die jeweiligen Anforderungen einzustellen. Dazu können Meta-
Regeln definiert werden, die auf jeder Stufe aus den benötigten und erhaltenen Daten
Schlußfolgerungen ziehen und so Einfluß auf den Prozeß nehmen können. Letztend-
lich stellt ein solches System die Infrastruktur für ein Expertensystem zur Verfügung.
Es ist also prinzipiell möglich, auch sehr komplizierte Integratoren zu definieren. Auf
diese Weise könnten sogar lernende Systeme implementiert werden.
DISKUSSION. Ein solches regelbasiertes System ist durchaus in der Lage die Produktio-
nen einer Grammatik nachzuvollziehen. Es stellt einen Rahmen dar, der sehr große
Freiheit in der Art der Implementation ermöglicht. Der größte Nachteil ist, daß ein sol-
ches System zwar das Potential hat sich dynamisch auf die für es wesentlichen Ereig-
nisse zu beschränken, aber nicht die algorithmische Effizienz hat, wie ein Parser einer
a priori definierten Grammatik. Im weiteren ist die Modellierung der Zeit zwar durch
Regelsätze möglich, aber nicht effizient. Wie die Problematik der effizienten Behand-
lung der Zeit trotzdem, unter Zuhilfenahme der im Kapitel „Zeitbegriffe“ auf Seite 31
gesammelten Erkenntnisse angegangen werden kann, wird im nächsten Kapitel be-
handelt.
6.7 Architektur eines Gestenerkennungssytems
Wie zu Anfang dieses Kapitels angekündigt, wird nun eine Systemarchitektur auf der
Basis der in diesem Kapitel erarbeiteten Konzeption vorgestellt. Sie ist in Abbildung 39
skizziert. Die am unteren Rand dargestellten Sensoren liefern Daten, die in verschie-
denen Schritten zu immer komplexeren Symbolen verarbeitet werden. Daten, die die
Konfiguration des Körpers betreffen, werden in der linken Seite behandelt, die Daten,97
Kapitel 6 Konzeption eines Gestenerkennersdie die Konfiguration der Hände betreffen, werden auf der rechten Seite behandelt.
Wie zu sehen ist ergibt sich eine ausgezeichnete Verarbeitungsrichtung für immer
komplexere Symbole, die wiederum aus Symbolen aus weniger komplexeren Ebenen
zusammengesetzt sind, beziehungsweise sich direkt als Meßwerte von physikalischen
Vorgängen ableiten.
Wie in Abbildung 40 dargelegt, ergibt sich so eine Hierarchie der einzelnen Symbol-
klassen. Die unterste Schicht wird von den Meßwerten geliefert, die von den Sensoren
am Rumpf und den Händen empfangen werden. Die nächste Schicht stellt eine Ge-
neralisierung dar, in der nur für die folgende Verarbeitung bemerkenswerte Eigen-
schaften in einem Symbol aus der Symbolmenge, die hier einmal HNS+ genannt wird,
codiert wird. In der nächsten Schicht werden diese Einzelzeichen mit der hier spezifi-

















































6.8 Zusammenfassungzierten Methode zur temporalen Integration zu neuen Symbolen integriert. Dieser
Vorgang ist vergleichbar mit dem Zusammenfügen von Buchstaben zu einem Wort.
Da hier nur ein endliches Vokabular verarbeitet wird, kann dieses Wort wieder als ein
Symbol aus einem Symbolvorrat angesehen werden. Auf der anderen Seite fließen
Kontrollinformationen von den oberen Schichten nach unten. Darin wird jeweils auf-
gabenorientiert spezifiziert oder ausgewählt, welche Information die höhere Schicht
von der untereren Schicht benötigt, um ihre Funktion ausführen zu können. Auf diese
Art wird auch sichergestellt, daß eine möglichst ereignisorientierte Abarbeitung zu-
standekommt; also keine Information produziert wird, die dann gar nicht ausgewertet
wird.
6.8 Zusammenfassung
Es wird vorgeschlagen den Gestenerkenner als ein hierarchisch gemäß der Datenkom-
plexität organisiertes Multiagenten–System aufzufassen. Dabei werden die Signale,
Merkmale und Symbole von unten nach oben weitergereicht und dabei eine quanti-
tative Datenreduktion zu qualitativ höherwertigen Hypothesen durchgeführt. Die An-
forderungsnachrichten werden hingegen von oben nach unten weitergeleitet und
organisieren die Funktion des Agentensystems. Es werden Möglichkeiten der Bewe-
gungsmessung zur Datenaufnahme verglichen und ein von den konkreten Sensoren
abstrahierendes Körpermodell vorgeschlagen. Die Information dieser abstrahierten,
virtuellen Sensoren wird dann von Merkmalserkennern auf ein Symbolsystem abge-
bildet. Dabei werden die Symbole mit einem Konfidenzwert annotiert und Hypothe-
sen genannt. Der Integrationsrahmen bietet eine Möglichkeit zeitbasiert Hypothesen
zu komplexeren Hypothesen zu integrieren. Im ganzen führt dies zu einer dreidimen-
Abbildung 40: Hierarchie der Symbolklassen
HNS+
<HNS+*>
<(<HNS+*>,{ })*> Wörter, gruppiert zu Sätzen
Zeichen, gruppiert zu Wörtern
Einzelzeichen (Merkmale)
(Rn∈IN)* Meßwerte von den Sensoren z.B.: 12; 56; -10
z.B.: 49$ Q$ ‘$ ~$ ¡‚
z.B.: 49Q‘~¡‚=: E1
z.B.: E1, E2 =: A199
Kapitel 6 Konzeption eines Gestenerkennerssionalen Erweiterung der Abbildung 38 auf Seite 94, wobei die dritte, neu hinzu ge-
kommene Dimension die Zeit ist. Dies ist in Abbildung 41 veranschaulicht. Dabei
stehen die grauen Kästen für die Gedächnisfenster der Integratoren, der blaue Balken
für die Menge der kontinuierlichen Signale und die dünnen grünen Linien und Kegel
für Merkmalerkennungs– oder Integrationsprozesse und die kleine Kugel als Ergebnis
der Integration.
Wie die in diesem Kapitel vorgestellten Verfahren realisiert werden können, wird im
nächsten Kapitel dargelegt. Dabei wird auch konkretisiert, wie jeweiligen Merkmale
und Symbolsysteme definiert werden können. Daraufhin wird gezeigt werden, wie








Integratorregeln der 1. – n. Ebene
Abbildung 41: Skizze der Integrationshierarchie100
Kapitel 7
Vorschlag einer Realisation des Gestenerkenners
Im vorherigen Kapitel „Konzeption eines Gestenerkenners“ auf Seite 71 wurden die
konzeptionellen und architektonischen Grundlagen erörtert. In diesem Kapitel wird
nun vorgeschlagen, wie die einzelnen Bestandteile realisiert zu realisieren sind, bezie-
hungsweise welche Lösungen zu den Problemen gefunden wurden, die sich aus der
Konzeption ergeben.
7.1 Systemgrundlagen
Wie in der Architektur dargelegt, basiert die Realisation auf einem mehrschichtigen
Modell und den Konzepten „Agenten“, „Parallelverarbeitung“ und „gemeinsam be-
nutzte Bibliotheken“. Im weiteren soll nun vorgestellt werden, wie diese Konzepte
ausgefüllt sind.
7.1.1 Agentensystem
Im Abschnitt „Agenten“ auf Seite 77 wurden schon verschiedenen Agentenkonzepte
vorgestellt. Wenn es hingegen um die konkrete Systemimplementierung geht, wird
der Agentenbegriff auf autonome Programmeinheiten, die durch Nachrichten kom-
munizieren eingeschränkt. Dabei verwendet das Agentensystem das Paradigma der
agentenbasierten Programmierung [Sho93]. Dieses Paradigma vermeidet einen gro-
ßes Problem der populären verteilten objektorientierten Programmierung (engl.
„Distributed Object-Oriented Programming“: DOOP). Da in der objektorientierten
Sicht Objekte als eigenständige Entitäten mit klaren Schnittstellen dargestellt werden,
hat sich DOOP dazu hinreißen lassen eine „Verteilungstransparenz“ zu postulieren,
also eine Ebene auf der entfernte und lokale Objekte gleich anzusprechen sind. Ob-
wohl Verteilungstransparenz schnell modelliert und einfach gefordert werden kann,
kann sie nur sehr schwer und nur mit großen Nachteilen realisiert werden. Neben den
mannigfaltigen Sicherheits- und somit auch Zuverlässigkeitsproblemen ergeben sich
auch große Effizienzprobleme, da Netzwerktransport weder per se zuverlässig noch,
verglichen mit lokalen Operationen, schnell ist. Auch ist es nicht absehbar, wann ein
entferntes Objekt aktualisiert wird und wie lange das dauert. Es ist also per se nicht
möglich allen Prozessen eine konsistente Sicht zu ermöglichen, die die Verteilungs-
transparenz ja gerade fordert (vgl. [GF99]).Martin Fröhlich, Bielefeld 1999 101
Kapitel 7 Vorschlag einer Realisation des GestenerkennersAgentenbasierte Programmierung stellt den handelnden Agenten in den Vorder-
grund, der Information mit anderen Agenten und seiner Umwelt kommuniziert. In der
Inter-Agentenkommunikation sollten die Information strukturiert sein, wie z.B. durch
die „Knowledge Query and Manipulation Language“ (KQML) [KSI93]. Dabei werden
die Nachrichten in sog. Performative (Frage, Mitteilung, Hypothese) unterteilt, die
den Zweck der Nachricht darstellen.
Das in diesem Vorschlag präferierte Agentensystem ist von der Arbeitsgruppe „Wis-
sensbasierte Systeme“ der Technischen Fakultät der Universität Bielefeld entwickelt
und in Form von C++–Klassen implementiert worden. Ein Agent ist ein Objekt einer
Agentenklasse, dessen Methoden Aktionen und Reaktionen auf die verschiedenen
Performative codieren. Nachrichten sind ebenfalls Objekte, hier von Nachrichtenklas-
sen, deren Methoden die Performative zum Versenden des Inhalts des jeweiligen Ob-
jekts und u.U. von Oberklassen ererbte Verfahren zur technischen Kodierung dieser
Information enthält1). Theoretisch könnte so ein Programm mehrere Agenten enthal-
ten, doch ist dies bei der Abbildung der Programmierkonzepte auf die Konzepte des
Betriebssystems hinderlich und ist deshalb nicht vorgesehen. Die einzelnen Program-
me können Prozesse auf verschiedenen Rechnern einer administrativen Domäne ha-
ben. Bislang ist dieses System für Solaris 2.4 bis 7 und IRIX 5 bis 6.5 implementiert
worden. Verwaltet wird dieses Mehrprogramm-Multiagentensystem (MAS) [Mue93]
durch einen Verwaltungsprozeß, der die Agenten initial bekannt macht und sicher
stellt, daß mehrere MAS sich nicht behindern. Abbildung 42 auf Seite 103 zeigt den
Ablauf von Kommunikation in einem solchen Szenario.
Ein wichtiges Konzept stellen dabei die Verteiler und die Dienste dar. Jeder Agent
kann an einen bestimmten anderen Agenten Nachrichten versenden oder aber an
eine Gruppe von Agenten, die in einem sog. Verteiler eingetragen sind. Ein Agent
kann sich mittels des „subscribe“-Performatives in den Verteiler eines anderen Agen-
ten eintragen und mit „unsubscribe“ wieder austragen. Dienste sind Entitäten auf der
Ebene des Systemdesigns. Ein Agent kann bestimmte Dienste, wie z.B. eine bestimm-
te Berechnung, entweder anbieten („provide“), oder kundtun, daß er ohne die Hilfe
eines anderen Agenten nicht auskommen kann („require“). Typischerweise wird der
Nachrichtenfluß für spezifische Dienste über ihnen zugeordnete Verteiler aufgebaut.
Alle Informationen, die auf Grund eines bestimmten Dienstes kommuniziert werden,
werden über den jeweiligen Verteiler abgewickelt. Die Struktur der Dienste und Ver-
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Abbildung 42: Das WBS Multiagentensystem
Alle Agenten sind über objektorientiert als Instanzen von
Agentenklassen implementiert. Dabei sind einige Funkti-
on dem Agentenprogrammierer verborgen. Andere Me-
thoden kann er überladen und so die Funktionalität
implementieren. Für den proaktiven Teil steht eine Haupt-
schleife zur Verfügung. Mittels der (Message) Handler be-
steht die Möglichkeit auf Nachrichten zu reagieren.103
Kapitel 7 Vorschlag einer Realisation des Gestenerkennersteiler kann hierarchisch modelliert werden, da das Verteiler–Konzept objektorientiert
via Klassenhierarchie implementiert ist.
Wenn auch die Nachrichtensemantik durch die KQML-Nachrichtentypen festgelegt
ist, stellt dies noch keine Aussage über den Inhalt einer Nachricht dar, der prinzipiell
beliebig kodiert sein kann.
7.1.2 Parallelität
Um effizient arbeiten zu können, mußte Abschied genommen werden vom traditio-
nellen Verarbeitungsmodell, das ein Programm als eine Art Operator über einer Ein-
gabemenge ansieht und eine Ausgabemenge liefert. Auch das Verarbeitungsmodell,
das ereignisgetrieben arbeitet, muß erweitert werden, da Agenten auch immer eine
proaktive Komponente haben sollen, also Ereignisse aus eigener „Überlegung“ an-
stoßen können sollen.
Damit in einem Programm mehrere Programmflüsse effizient realisiert werden kön-
nen, wird die sog. Thread–Technologie (siehe [KSS96]) angewendet. Ein eigenständi-
ger Programmfluß wird im User-Level des Betriebssystems, also dem Teil, über den
der Benutzer Kontrolle hat, mit einem sog. Thread realisiert. Die dafür nötigen Routi-
nen stehen in einer Benutzerbibliothek zur Verfügung. In diesem Projekt finden aus-
schließlich die im Rahmen des „Portable Operating System Interface (POSIX
1003.1/1996)“ ([IEEE1003.1], insbesondere Abschnitte 11, 13, 16, 17 und 18), ge-
normten Varianten Verwendung1). Es ist aber bis zu einem gewissen Grade den Im-
plementatoren dieser Bibliotheken freigestellt, wie sie die geforderte Funktionalität
realisieren. Das größte Problem für die Implementatoren besteht darin, die Flußver-
waltung, das sog. „scheduling“, effizient zu realisieren. Die Verwaltung von Periphe-
riegeräten, Speicher und Rechenzeit die vornehmste Aufgabe des Betriebssystems,
deshalb sollten solche Vorgänge soweit irgend möglich auf Konzepte und Verfahren
des Betriebssystems abgebildet werden.
Eines der fortschrittlichsten Konzepte am Markt zu diesem Thema hat die Fa. SunSoft,
Inc., eine Tochter der Fa. Sun Microsystems, Inc. Da das SunOS sog. „light weight
processes“ (LWPs), auch „kernel threads“ genannt, im System-Level bietet, können
Threads nach Bedarf oder automatisch auf LWPs abgebildet werden, die dann unter
das „hierarchical priority scheduling“ des Betriebssystem fallen. Diese wiederum wer-
1. Dabei werden die von dem Betriebssystemherstellern bereitgestellten Bibliotheken ver-
wendet, alternativ ständen noch unabhängige Distributionen, z.B. vom MIT zur Verfü-
gung.104
7.2 Datenaufnahmeden automatisch auf mehrere Prozessoren verteilt, sofern der ausführende Rechner
über mehrere Prozessoren in „symmetric multi processing“, SMP-Technologie (siehe
z.B. [DS98]) verfügt. Das könnten heutzutage bis ca. 128 Prozessoren des Typs
ULTRAsparc sein.
Wie die Problematik des parallelen Zugriffes auf Speichereinheiten vermieden wird,
ist in Anhang „Thread–sichere Programmierung“ auf Seite 167 dargelegt.
7.1.3 Gemeinsam benutzte Bibliotheken
Um eine hohe Effizienz bei der Speichernutzung und einen gut wartbaren Quellcode
zu erhalten werden systematisch „(dynamic) shared objects“, gemeinsam benutzte
Funktionsbibliotheken, verwendet. Sie werden in den meisten Betriebssystemen nur
einmalig in den Speicher geladen und doch von verschiedenen Programmen benutzt,
dabei wird nur das Text-Segment gemeinsam benutzt, nicht aber die Datensegmente,
so daß die einzelnen Programme nach wie vor unabhängig von einander bleiben.
Bibliotheken, die in Programmen verwendet werden, die die Thread–Technologie be-
nutzen, müssen „thread safe“ sein. Dies bedeutet, daß in den Routinen keine Ope-
rationen durchgeführt oder Programmierkonzepte angewendet werden dürfen, die
entweder durch das Thread-Programmierparadigma verboten sind oder aber zu un-
geschützten kritischen Abschnitten führen. Ein typisches Problem ist die Verwendung
von Zeigern auf statischen Variablen einer Funktion als Rückgabewert, die von meh-
reren Threads, z.B. leicht zeitversetzt, benutzt wird. In dem Thread, der die Funktion
zuerst benutzte, tritt dann der Effekt auf, daß sich der Inhalt dieses Zeigers unverse-
hens ändert. Der Entwurf von Systemen deterministischen Verhaltens wird damit sehr
erschwert, daher wird ein solches Konstrukt als Fehler gewertet. Eine weitere Eigen-
schaft, die Bibliotheken aufweisen können, wird von Fa. Sun Microsystems, Inc. als
MT-Hot bezeichnet. Dabei handelt es sich um Bibliotheken, die Routinen zur Verfü-
gung stellen, die intern — für den Benutzer opaque — Thread–Technologie benutzen,
ohne das die sie benutzende Anwendung notwendiger Weise Threads benutzt. In die-
sem Sinne sind die Agentenbibliothen als MT-Hot zu kennzeichnen.
7.2 Datenaufnahme
Wie in der Konzeption dargelegt, finden sich in der Literatur verschiedenste Metho-
den anthropometrische Daten aufzunehmen, wobei sich herausstellte, daß einige da-
von für online-Verarbeitung nicht tauglich sind.105
Kapitel 7 Vorschlag einer Realisation des GestenerkennersFür die vorliegende Arbeit wurde sich aufgrund der hohen Abtastrate und Meßgenau-
igkeit sowie der kommerziellen Verfügbarkeit des Meßgerätes für das Produkt „Flock
of Birds“ der Fa. Ascension Technologies Corporation, Burlington, Vermont, USA ent-
schieden (siehe Abbildung 43). Dieses Gerät stellt eine maximale Abtastrate von
144 Hz unabhängig von der Anzahl der Sensoren zur Verfügung, hat einen Meßbe-
reich von 10 Fuß also 3,048 m um den Transmitter und kann aus einem bis zu
14 Sensoren und aus einem bis vier Transmittern bestehen, wobei jede Kombination
aus beiden Bereichen erlaubt ist. Dies reicht aus um den in Abbildung 44 auf Seite 107
zu sehenden Arbeitsraum vor der Großbildleinwand abzudecken. Die technischen De-
tails werden im Anhang „Technik der Datenaufnahme“ auf Seite 171 genauer darge-
stellt.
Die Meßdaten werden von jedem Sensor oder wahlweise von einem als Zentrale (Ma-
ster) auserkorenen Sensor wahlweise mittels EIA/TIA 232C, EIA/TIA 422 oder
EIA/TIA 485 zu einem Rechner mit bis zu 115,2 kilobaud (310 kilobaud bei
EIA/TIA 485) übertragen und einem Rechner empfangen der sie über einem im Zuge
dieser Arbeit entwickelten Server in ein genormtes Datenformat konvertiert und dann
an jeden weiteren Rechner versendet, der die Daten empfangen möchte. Als Reprä-
sentationsformalismus kommt hier die „eXternal Data Representation language“,
XDR zum Einsatz [Blo92]. XDR ist zusammen und für das „Remote Procedure Call
protocol“, RPC, der Grundlage des „Network File Systems“, NFS von Fa. Sun Micro-
Abbildung 43: Flock of Birds und einzelner Sensor106
7.2 Datenaufnahmesystems entwickelt worden und mittlerweile Bestandteil vieler Standards im Bereich
Netzwerkprotokolle.
Für das eigentliche Versenden der Daten wird das für das „Internet Protocol“, IP vor-
geschlagene „Multicast Protocol“, auch bekannt als IP-Multicast benutzt
[CS93][Ste97][Ste94]. Dabei handelt es sich um eine relativ neue Technologie, die es
ermöglicht, ähnlich einem Radiosender, Nachrichten an eine quasi beliebige Anzahl
von Zuhörern, im weiteren Klienten genannt, abzustrahlen. Der Klient benötigt dazu
allerdings eine Stationskennung, die im IP-Multicast über reservierte IP-Adressberei-
che zur Verfügung gestellt werden. Diese sog. Multicast–Adressen werden über die
„Domain Name Services“, DNS verwaltet und als symbolische Namen analog zu
Rechnernamen und Rechner-IP-Adresse verwendet. Unter einer jeden solchen Multi-


















‡) Eine der VisBoS-Kameras (vgl. [NR98b]), die andere
ist hinter dem Transmitter verborgen.
#) „Stummer Proband“: Sensorhalter für Testzwecke in
anthropometrischen Durchschnittsmaßen.
Abbildung 44: Labor für Künstliche Intelligenz und Virtuelle Realität in Bielefeld107
Kapitel 7 Vorschlag einer Realisation des Gestenerkennersticastserver bietet die Meßdaten in verschiedenen Formaten an, dabei findet
standardmäßig das Format „processed position matrix“ Verwendung. Dabei handelt
es sich um eine Positionstripel und eine drei Kreuz drei Orientierungsmatrix. Die Ele-
mente dieser Strukturen sind im XDR-Datentyp „double“ repräsentiert, der dem
gleichnamigen C-Datentyp weitgehend entspricht und Zentimeter als Einheit hat. Das
„processed“ im Namen dieses Formates bezieht sich eben auf die implizite Umwand-
lung der Flock–Ticks in Zentimeter. Dabei wird aber nur mit einem festen Skalierungs-
faktor multipliziert, nicht aber weitere Filter angewendet. Dies würde dem Konzept
der Datenaufnahme widersprechen, die Daten des Flock of Birds unabhängig von der
weiteren Verwendung allen Interessierten zur Verfügung zu stellen.
Da es sich bei den Konvertierungsschritten um simple Operationen linearer Komple-
xität handelt, fällt die hierfür benötigte Verarbeitungszeit in den Bereich weniger hun-
dert Nanosekunden und kann somit vernachlässigt werden. Problematischer ist der
Transport über das Internet. Hier sind nicht die Signal- oder Gatterlaufzeiten das Pro-
blem, sondern die Tatsache, daß im Internet keine exklusiven Verbindungen wie z.B.
in der klassischen, analogen Telefonie, aufgebaut werden, sondern Datenpakete ver-
schiedener Benutzer verzahnt nacheinander auf derselben Leitung verarbeitet wer-
den. Multicastdatenpakete werden über das auf das IP aufbauende „User Datagram
Protocol“, UDP abgewickelt. Ein solches Datentelegramm hat die Spezifikation, daß
es ohne Rückmeldung versendet wird und daß es unter bestimmten Bedingungen an
den Knotenpunkten des Netzes (router) kommentarlos weggeworfen werden kann.
Der Sender hat also keine Information darüber, ob sein Datentelegramm empfangen
wurde. Dies ist eine Voraussetzung für Multicasting, da die Anzahl der Klienten von
0 bis — theoretisch — „alle Rechner im Internet“ variieren kann. Doch schließt dies
auch aus, daß ein Datentelegramm wiederholt werden kann, falls der Klient es nicht
richtig empfangen hat. Auch der Klient kann so erst einmal nicht wissen, ob er alle
Datentelegramme des Senders erhalten hat. Dieses Problem ist jedoch trivial durch die
Vergabe geeigneter Seriennummern zu lösen. Damit weiß der Klient zwar, daß er et-
was verpaßt hat, aber nicht, was es war. Dies ist aber auch kein echtes Problem, so-
lange ein Nutzdatensatz in ein Datentelegramm paßt. Dann müssen die
Datentelegramme nur mit einem Zeitstempel versehen sein; so stehen die Datentele-
gramme dann ein jedes für sich alleine.
Bei sehr starkem Netzverkehr können die Datentelegramme kurzzeitig verzögert wer-
den, dies kann einige 100 ms ausmachen. Auch dieser Effekt kann in der Praxis ver-
nachlässigt werden, da zum einen mit der Netzwerkinfrastruktur vorgesorgt werden
kann und da zum anderen, beim Einsatz von „Switching Hubs“1), der Klientenrechner108
7.3 VorverarbeitungTeilnehmer an der lasterzeugenden Netzkommunikation sein muß, um merkliche Ef-
fekte zu erzielen. Daß letzteres auftritt, ist bei Multiuser/Multitasking-Rechnern zwar
nicht ausgeschlossen, aber in der Regel plan- und somit vermeidbar.
In dieser Arbeit werden alle Daten von den Positionssensoren als die Daten aufgefaßt,
die ein Klient in oben beschriebenen Aufbau empfangen hat.
7.3 Vorverarbeitung
Die von der Datenaufnahme versandten Daten können nun von beliebig vielen wei-
teren Prozessen empfangen werden. Dabei sind aus Gründen der Effizienz jedoch ei-
nige Überlegungen notwendig. Zuersteinmal können die im letzten Abschnitt
vorgeschlagenen Methoden zur Konsistenzprüfung der Netzübertragung angewen-
det werden. Es kann jedes Datenpaket, das eine Zeitstempel trägt, der älter ist als der
eines vorhergehenden Datenpaketes, verworfen werden, da es veraltert ist.
Weiterhin können die Daten Lauflängen-codiert werden, also nur die jeweiligen Än-
derungen unter Verwendung einer Hysterese (Änderungsschwellwert) weitergeleitet
werden. Bei sinnvoll gewähltem Schwellwert, können dabei auch gleich Effekte, die
durch das Rauschen der Sensoren (siehe Anhang „Technik der Datenaufnahme“ auf
Seite 171) entstehen, ausgeblendet werden.
Wenn, wie in diesem Vorschlag, absolute Zeitstempel benutzt werden, müssen die
Rechner, die die einzelnen Agenten beherbergen synchronisiert sein. Das geschieht
im vorliegenden Fall über das Network Time Protocol (NTP) [Mil92]. Dabei ist eine
Genauigkeit von ca. 500 µs für NTP in der hier verwendeten Version 4 gegeben (zum
Vergleich: der System Call zum auslesen der Zeit benötigt ca. 1 µs) [Mil98].
Wenn das Rauschen der Muskulatur (Zittern) kein Parameter der weiteren Betrach-
tung sein soll, kann an dieser Stelle auch ein Low-Pass-Filter auf die Daten angewen-
det werden.
7.4 Körpermodell
In dem Abschnitt „Schicht 2b: Körpermodell“ auf Seite 82 wurden das geometrische
und das dynamische Körpermodell eingeführt. Das gesamte Körpermodell soll a priori
1. Bei dieser Technologie wird der Ethernet-Bus auf eine Backplane konzentriert und die ein-
zelnen Geräte in Sternverkabelung betrieben. Dabei bekommt jeder Port nur noch die für
ihn signifikante Information.109
Kapitel 7 Vorschlag einer Realisation des GestenerkennersWissen über den Oberkörper einbringen und eine Abstraktion von den realen Senso-
ren zu sog. virtuellen Sensoren vornehmen. Dabei wurde der geometrische Teil schon
ausführlich dargestellt und Anforderungen für den dynamischen Teil formuliert. Die-
ser sollte robust und „anytime“-fähig das geometrische Modell in Konfigurations-
und Ortsraum gegebenen Daten anpassen können. Biologischen Systemen scheint
die Lösung kinematischer Aufgabenstellungen oft weniger Probleme zu bereiten. Zu-
dem reagieren sie robust gegenüber auftretenden Sondersituationen. Erstaunlich ist
auch, wie schnell Lösungen gefunden werden. Diese enorme Geschwindigkeit läßt
sich nur auf die parallelisierte Signalverarbeitung zurückführen, die biologische Syste-
me mittels ihrer neuronalen Netze realisieren können. Ein biologisch motivierter An-
satz verfolgt daher auch das Ziel, einen parallelisierbaren Algorithmus zu entwickeln.
In die engere Wahl kommen somit Verfahren, die ausgehend von einem gegebenen
Zustand den Folgezustand auf Grund geänderter Datenlage berechnen.
Deshalb fiel die Wahl auf das „Mean of Multiple Computations Network“ (MMC-
Netz) Verfahren von Ulrich Steinkühler und Holk Cruse [Ste94][CS93], das so die Ba-
sis für das dynamische Körpermodell bietet.
7.4.1 Mean of Multiple Computations Network (MMC-Netz)
Cruse und Steinkühler gehen bei ihrem Ansatz davon aus, daß allein die innere Geo-
metrie eines redundanten kinematischen Systems ausreicht, um kinematische Pro-
blemstellungen zu lösen. Das von ihnen entwickelte Modell besteht aus einem
rekurrenten Netzwerk, welches sich über die Problemdomäne entspannt (relaxiert)
und nach einer gewissen Anzahl von Iterationen einen stabilen Zustand erreicht, der
einer geometrisch korrekten Stellung des Manipulators entspricht. Dies funktioniert
auch in Sonderfällen, beispielsweise wenn der Eingabevektor des Netzes das Problem
nicht vollständig spezifiziert. Die dem Verfahren zugrunde liegende Idee ergibt sich
aus der Überlegung, daß aufgrund der Redundanz des kinematischen Systems die zu
ermittelnden Größen auf verschiedene Art und Weise berechnet werden können, in-
dem man ihre wechselseitigen geometrischen Beziehungen ausnutzt. Aus den einzel-
nen Ergebnissen wird für jede Größe das arithmetische Mittel gebildet und bei der
nächsten Iteration als Startwert verwendet. Diese Verfahrensweise motiviert den Na-
men des Modells: mean of multiple computation (Mittel aus mehrfacher Berech-
nung). Spezielle Zusatzbedingungen, wie beispielsweise Beschränkungen der
Gelenkwinkel können nach der Mittelwertbildung auf die berechneten Größen ange-
wendet werden, um das Ergebnis des nächsten Iterationszyklus zu beeinflussen. Auf
diese Weise kann das Netz zur Lösung kinematischer Probleme eingesetzt werden,
wobei es die Existenz etwaiger Begrenzungen sowohl im Gelenk- als auch im Arbeits-110
7.4 Körpermodellraum des Manipulators bewältigen kann. Über die verschiedenen Schritte entspannt
sich das Netz zu einer die Randbedingungen möglichst gut erfüllenden Konfiguration.
In Abbildung 45 auf Seite 111 ist eine Graphik des Netzes zu sehen, in deren Netz-
komponente ein leerer Kreis für ein negatives Gewicht, ein voller Kreis für ein positives
Gewicht und ein Quadrat für ein Rückkopplungsgewicht steht. Die einzelnen Größen
selbst sind wiederum Vektoren, typischerweise aus IR3.
Genauer gesagt, wird bei der Konstruktion eines solchen Netzes von einer Darstellung
des zu modellierenden Armes, wie in Abbildung 46 dargestellt, ausgegangen, in der
die Segmente als Vektoren dargestellt sind. Dieser Vektorzug bildet von seinem Ur-
Abbildung 45: Das „Mean of Multiple Computations“-Netz
















































Kapitel 7 Vorschlag einer Realisation des Gestenerkennerssprung (o.B.d.A. der Nullpunkt) bis zu seinem Greifpunkt G einen gerichteten, azykli-
schen Graphen des Grades eins. Dieser Graph kann immer zu einem gerichteten,
zyklischen Graphen erweitert werden, in den vom Nullpunkt bis zum Endpunkt der
Segmentkette (Greifpunkt) eine Kante R in Richtung des Endpunktes eingefügt wird.
Weiterhin kann dieser Graph zu einem vollständigen Graphen erweitert werden, da-
bei sollen alle Kanten vorzugsweise vom Nullpunkt in Richtung Greifpunkt orientiert
sein. Die so entstandenen Kanten können wieder als Vektoren interpretiert werden
und werden wie folgt bezeichnet: Die ursprünglichen n Segmente als L1 bis Ln, der
eingefügte Greifvektor als R und die Vektoren, die den alten Graphen nun zu einem
vollständigen Graphen ergänzen, als Dx. Die so erhaltenen Vektoren können ebenfalls
in einer Winkel-Länge-Darstellung repräsentiert werden, hier mit griechischem
(Λ,Ρ,∆), entsprechend den lateinischen Buchstaben (L,R,D), bezeichnet.
Im nächsten Schritt wird versucht, eine Reihe von einfachen Gleichungen aus dem
Graphen abzuleiten. Dies geschieht, indem Kreise in dem Graphen gefunden werden
und je nach Orientierung der Kanten die entsprechenden Vektoren addiert (mit der
Kantenorientierung) oder subtrahiert (gegen die Kantenorientierung) werden. Da ein
Kreis auf seinen Anfangspunkt zurückführt, entspricht ein so gefundener Term der
Null. Aus obigem Graphen lassen sich also sieben Gleichungen der Form
,  usw. (siehe Abbildung 47) ableiten.
Im nächsten Schritt bei der Erstellung des Netzes werden alle Variablen der Reihe nach
betrachtet und jedesmal eine Liste von Gleichungen erstellt, in denen die jeweilige Va-
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7.4 Körpermodellriable vorkommt. Dann wird jede dieser Gleichungen zu dieser Variablen hin umge-
formt und das arithmetische Mittel berechnet. Z.B. für L3: .
Mit dieser Methode lassen sich für alle Variablen Mittelwertsterme bilden, die die
Grundlage für den Aufbau des Netzes bilden. Führt man dabei die Division mit 4 ex-
plizit durch, so nehmen die einzelnen Koeffizienten ausschließlich die diskreten Werte
–0,5; 0 und +0,5 an.
Zu guter letzt bleibt nur noch der Selbst- oder Rückkopplungsfaktor d zu erklären.
Dieser wird als eine Low-Pass-Dämpfung eingebaut, um Überschwingungen zu ver-
meiden. Für das L3–Beispiel ergibt sich so .
Wenn, wie vorliegend, d = 5 gewählt wird, und alle Gewichte in das rechteckige
Schema eines Netzes eingetragen werden, ergeben sich so vier Gewichtsfaktoren.
Einmal Null, um anzuzeigen, daß diese Variable nicht in einen Term eingeht, dann 2/9
und -2/9 als positive und negative Kopplung sowie 5 als Selbstkopplungsfaktor.
Wenn das Netz mit einem Satz Werten gestartet wird, entspannt es sich derart, daß
eine möglichst günstige Konfiguration eingenommen wird. Wenn nun in jedem
Schritt eine Randbedingung in Form eines Intervalls für jede Variable erzwungen wird,
kann so eine günstige Armkonfiguration gefunden werden.
ABSCHÄTZUNG DER KOMPLEXITÄT IN ABHÄNGIGKEIT VON DER SEGMENTZAHL. Hier ist ein
kleiner mathematischer Einschub sinnvoll, der es im weiteren erlauben wird, eine Ko-
sten-Nutzen-Abschätzung (Komplexitätsabschätzung) für einige Parameter des
L1 +L2 +L3 – R = 0
+L2 – D1 – D2 +R = 0
L1 – L3 – D1 +D2 = 0
L1 +L2 – D1 = 0
+L2 +L3 – D2 = 0
+L3 +D1 – R = 0
L1 +D2 – R = 0
Abbildung 47: Grundgleichungen des MMC-Netzes
L3
1
4-- 2L2– 2R 2D2 2D1–+ +( )=
L3
1
4 d+( )---------------- 2L2– 2R 2D2 2D1 dL3+–+ +( )=113
Kapitel 7 Vorschlag einer Realisation des GestenerkennersMMC-Netzes durchzuführen: Das oben dargestellte System mit drei Segmenten kann
relativ einfach auf einen aus beliebig vielen Segmenten bestehenden redundanten
Manipulator erweitert werden. Für jedes hinzukommende Gelenk werden neue Vek-
toren eingeführt, welche die aufeinander folgenden Gelenke miteinander verbinden.
Auf diese Weise entsteht eine Vektorkette von der Basis des Systems (o.B.d.A. der
Nullpunkt des Koordinatensystems) bis zum Arbeitspunkt des Endeffektors R. Zusätz-
lich führt man Diagonalen ein, die jeden Joint mit allen anderen Joints verbinden. Die
einzelnen Vektoren bilden geschlossene Wege, für die sich, wie oben gezeigt, lineare
Gleichungen aufstellen lassen. Der neue Wert eines Vektors ergibt sich aus dem Mit-
telwert der Gleichungen, in denen er enthalten ist. Nach dem MMC-Prinzip fließen
damit bei der Berechnung auch die aktuellen Werte der anderen Segmente mit ein.
Etwas formaler kann die Darstellung des Verfahrens auch unter einer graphentheore-
tischen Betrachtung behandelt werden. Bezeichnet man mit j die Anzahl der Gelenke
eines idealisierten Manipulators, so kann das dazugehörige System von Vektoren als
vollständiger ungerichteter Graph G mit n = j +1 Knoten betrachtet werden. Die An-
zahl der signifikanten Gleichungen K(G) errechnet sich aus der Summe aller knoten-
disjunkten Hamilton–Kreise1) in G und seinen einzelnen Teil-Graphen bis zur Länge j.
Es existieren Möglichkeiten, aus einem Graphen G mit Knotenzahl n einen Teil-
graphen G' mit k Knoten auszuwählen. Die Anzahl der knotendisjunkten Hamilton–
Kreise im Graphen G' beträgt . Damit ergibt sich für die Anzahl der relevanten
(s.o.) Kreise in G der wie folgt zu berechnende Wert K(G):
Das heißt, daß für jede Variable eine gewisse Anzahl Gleichungen gefunden werden
kann. Diese Anzahl Gleichungen entspricht der Anzahl der Kreise im Graphen Ki(G),
an denen ein (beliebiger aber fester) Knoten i beteiligt ist.
1. Ein Hamilton–Kreis bezeichnet einen geschlossenen Weg in einem Graphen (Kreis), bei
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7.4 KörpermodellIn Abbildung 48 sind beide Funktionen
zusammen mit 10x in einem logarithmi-
schen Diagramm dargestellt. Wie dort
leicht abzulesen ist, steigt die Anzahl der
Kreise (Gleichungen) zwar mit wachsen-
dem n sehr stark (exponentiell) an, die
Anzahl der Gleichungen pro Variable hin-
gegen bleibt, verglichen damit, gering
(polynomiell).
Diese Komplexitätsaussagen betreffen al-
lerdings auf den ersten Blick nur die Er-
stellung des Netzes, und haben keinen
Einfluß auf die Laufzeit bzw. Größe des
Netzes, die ja nur von der Anzahl der Va-
riablen des Modells mit n2 abhängt. Bei
näherer Betrachtung wird jedoch klar,
daß einerseits eine exponentiell wachsen-
de Komplexität bei der Erstellungsphase
große Probleme bereiten kann, da auch
die Erstellung des Netzes algorithmisch —
hier mit O(xn) — erfolgt und andererseits
mit wachsender Zahl von Gleichungen
für eine Variable die Gewichtsfaktoren
sehr klein werden können, was aufgrund
der iterativen Natur des Netzes zu numerischen Problemen führen kann.
Bislang wurde der rein lineare Teil des MMC-Netzes beschrieben. Wie Steinkühler
und Cruse beweisen konnten, konvergiert diese Netz [Ste94], allerdings mit der un-
günstigen Eigenschaft, daß die Segmentlängen nicht beibehalten werden.
Daher haben sie eine nichtlineare Erweiterung des Netzes vorgeschlagen, in der die
einzelnen Segmente nicht nur in kartesischer, sondern auch in einer spherischen (zwei
Winkel eine Länge) Darstellung konsistent beschrieben werden. So kann auch auf die
Segmentlängen eine Randbedingung gelegt werden, die eine konstante Segmentlän-
ge erzwingt. Für diese nichtlineare Erweiterung konnte die Konvergenz noch nicht be-
wiesen werden, doch zeigen ausführliche Tests von Steinkühler und Cruse einerseits
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†) Anzahl Kreise in einem
vollständigen Graphen
‡) Anzahl von Gleichun-
gen für eine Variable
#) f(x) = 10x
Graphik in logarithmi-
scher Skalenteilung115
Kapitel 7 Vorschlag einer Realisation des Gestenerkennersder Technischen Fakultät der Universität Bielefeld durchgeführt wurden, [Alt98], daß
typischerweise nach nur 30 Iterationen eine in Anwendungen brauchbare Konfigura-
tion eingenommen wird. Der Abstand Ist- und Zielvektor lag dabei in der Größenord-
nung des Meß- (Gestenerkennung) bzw. Darstellungsfehlers (Computergraphik).
7.4.2 Anwendung des MMC-Netzes auf das Körpermodell
Wie in Abbildung 49 auf Seite 117 dargestellt, können nun die Parameter des MMC
auf das geometrische Körpermodell abgebildet werden. Vereinfachend wandert die
Schulterrotation dabei an den Ellenbogen. Die Darstellungen sind äquivalent, da der
Oberarm als rotationssymetrisch angenommen wird1). Der Winkel γ in Abbildung 49
wird dabei nicht von dem MMC modelliert, kann aber dem Sensor direkt entnommen
werden, da dieser nicht nur die drei Freiheitsgrade der Position sondern noch zusätz-
lich die drei Freiheitsgrade der Rotation mißt. Der Sensor zwischen den Schultern, der
auf oder nahe dem letzten Halswirbel C7 oder verterbra prominens anzubringen ist,
stellt die Positionsreferenz auf den Probanden im Arbeitsraum dar und ist der Null-
bzw. Ausgangspunkt in dem Modell.
7.4.3 Längenbezeichner im Körpermodell
In den weiteren Abschnitten werden einige Längenbezeichner benutzt die sich direkt
oder mittelbar aus den virtuellen Sensoren des Körpermodells ablesen lassen. Dabei
werden die Segmentlängen des Körpermodells nach einer Heuristik konsistent aus der
Größe (engl. Stature) des Probanden berechnet. Diese Heuristik verwendet Durch-
schnittswerte für die relative Länge der Segmente für jeweils den weiblichen und den
männlichen Teil verschiedener Populationen, um daraus dann wieder die absolute
Segmentlänge zu berechnen. Die dafür nötigen Meßverfahren, Segment- und Win-
keldefinitionen sind gemäß [Phe86], [Win79], [DIN33402T1], [DIN33402T2b] und
[NASA94] gewählt und die Daten aus [Phe86], [Con72], [DGF59], [DIN33402T2]
und [NASA94] entnommen. Alle Vorfaktoren beziehen sich auf den absoluten Grö-
ßenwert, hier als Stature (H) bezeichnet.
Ein unabhängiger Kontrollagent überwacht das Körpermodell und für den Fall das In-
konsistenzen in einer Belegung beobachtet werden, wird eine bessere ausgewählt.
Wenn z.B. der Punkt G (aus Abbildung 46b) weiter als die modellierte Armlänge vom
1. Diese Annahme macht praktisch nur dann Probleme, wenn ein Sensor am Oberarm befe-
stigt wird und der Sensor auch Rotationen messen soll. Doch da der Oberarm mit vielen
großen Muskeln ausgestattet ist, ist er — wie schon im Abschnitt „Schicht 1: Datenauf-
nahme“ auf Seite 78 dargelegt — kein geeigneter Ort einen Sensor zu befestigen.116
7.4 KörpermodellKörper entfernt ist, ist anzunehmen, das es sich um einen weiblichen Probanden han-
delt, da Frauen im Allgemeineren eine größere relative Armlänge haben. Auf diese
‡) Siehe Abbildung 37, „Geometrisches Körpermodell
nach [FW98]“ auf Seite 88
#) Die gestichelten Kästchen fassen Winkel einer Winkel-
Länge-Darstellung zusammen.
Nur bezeichnete Segmente haben eine von Null verschie-
dene Länge. Die dünnen Linien bezeichnen Pseudoseg-
mente der Länge Null. Die Bezeichner sind nach
Abbildung 45, „Das „Mean of Multiple Computations“-
Netz“ auf Seite 111. gewählt. Das dunkelgraue Segment
wurde ersetzt. Wird, wie in diesem Modell, davon ausge-
gengen, daß L2 rotationssymetrisch ist, sind die Darstellun-
gen äquivalent.













































































Kapitel 7 Vorschlag einer Realisation des Gestenerkennersweise lassen sich weitere kleine Heuristiken finden um zwischen den Belegungen der
Variablen des Modells umzuschalten.
Name Bezeichnete Funktion











MaxHeadDiameter Abstand Kinn zum andenen Ende des Kopfes
ShoulderBreadth (biacromial) Abstand zwischen den Schultergelenken
ClavicleLength (acromial) Abstand von der Wirbelsäule zur Schulter.
ShoulderElbow Länge des Humerus (Oberarmes)
ElbowFingertipLength Abstand Ellenbogen – Fingerspitzen
HandLength Abstand Handgelenk – Fingerspitzen
SittingHeight Abstand Gesäß – Vertix (Kopfoberseite)
ChestDepth
Brusttiefe (Min. Abstand zweier untereinander und zur
coronalen Ebene parallelen, den Brustkorb je dorsal und
ventral begrenzenden Ebenen)
Tabelle 14: Bezeichner im Körpermodell118
7.5 MerkmalerkennerBei den Bezeichnern in Tabelle 14 auf Seite 118 wird von einem stehenden Proban-
den in „Halbacht“-Stellung (amerikanische Version, mit ausgestreckten Fingern) aus-
gegangen.
Zusammen ermöglichen das geometrische und das dynamische Körpermodell eine
Repräsentation der oberen Gliedmaßen. Dabei sorgt das geometrische Modell für die
Benutzung plausibler Segmentlängen und das dynamische Modell für die Berechnung
sinnvoller Winkel und Übergänge.
7.5 Merkmalerkenner
In diesem Abschnitt wird auf jene kleine Agenten eingegangen, die zum ersten Mal
ordinale Information zu nominalen Symbolen codieren. Dazu wird dargestellt in wel-
che Symbolklassen sich diese Symbole unterteilen lassen und wie die codierende Ab-
bildung in Termen des Körpermodells hier vorgeschlagen wird.
Die Merkmalerkenner fassen Bereiche von Signalzuständen zu einer Hypothese zu-
sammen. Die Bereiche erstecken sich typischerweise über nur einer Dimension oder
Größe. Dabei operieren die Merkmalserkenner über eine Menge von Symbolklassen,
die zusammen mit ihren Symbolen, im weiteren vorgestellt werden. Die Summe dieser
in den Symbolklassen verwendeten Symbole formt den Symbolvorrat eines Notati-
onssytems, das im folgenden HNS+ genannt wird.
GESTENREPRÄSENTATION. Um Gesten adäquat repräsentieren zu können, muß eine
Menge von zu notierenden Merkmalen ausgewählt werden. Dabei wird von den Ato-
men von HamNoSys (Siehe „Hamburger Notationssystem“ auf Seite 47) ausgehend
eine Untermenge namens HNS+ gebildet. Die Mächtigkeit dieser Untermenge ist aus-
gehend von den Semantikfunktionen der Symbole gewählt. Sie umfaßt zunächst ein-
mal die verhältnismäßig einfach zu erkennenden Merkmale oder einfache
Merkmalskomplexe. Das Gesamtsystem ist jedoch darauf ausgelegt, diese Untermen-
ge auf ganz HamNoSys erweitern zu können. Eine Übersicht über HNS+ findet sich
wegen ihrer Länge im Anhand als Tabelle 23, „Bezeichner der SGIM-Library und ihre
HamNoSys Äquivalente“ auf Seite 159. Dabei werden neben den HamNoSys-Gly-
phen auch die in dem System normalerweise benutzen ASCII-Bezeichner angegeben.
Da sie Semantik der HamNoSys-Zeichen keine geometrisch exakten Grenzen für die
Gültigkeitsbereiche der einzelnen Bezeichner festlegt, es sich also um vage Konzepte
handelt, müssen mit Hilfe von anthropometrischer Statistik Annahmen über diese Be-119
Kapitel 7 Vorschlag einer Realisation des Gestenerkennersreiche formuliert werden und mit einem Verarbeitungsverfahren, das unsicheres Wis-
sen zu handhaben vermag, gearbeitet werden.
Im folgenden werden die die Symbole der einzelnen Klassen und ihre Abbildung auf
den Sensordatenraum mittels des Körpermodells einzeln aufgeführt. In den Tabellen
wird neben den HNS+-Namen auch die HamNoSys-Glyphen aufgeführt.
7.5.1 Ortsangabe im Gestikulationsraum
Der Raumausschnitt, in dem Gesten physikalisch stattfinden können wird Gestikula-
tionsraum genannt. Relativ zum Körper kann so in den drei Raumdimension „oben–
unten“ (Höheneinteilung), „nahe – entfernt“ (Abstand zum Körper) und „links –
rechts“ (Abstand zu den Körpernormalen) der Ort der Hand bezeichnet werden.
HÖHENEINTEILUNG. Die Höheneinteilung unterscheidet sieben Höhenbereiche wie in
Tabelle 15 dargestellt. Dabei wird der Konfidenzwert als relativer Abstand (prozen-
tuale Abweichung) von der Mittelebene des Intervalls, hier als prototypischer Vertre-
ter des Bereiches aufgefaßt, dargestellt. Somit ist der Konfidenzwert 1-normiert.
Nr. Name Bereicha
a. Die Bezeichner decken sich mit denen in Tabelle 14 auf Seite 118.
1 Above head r Stature – URHb
b. UpperReachHeight (URH) lokaler Bezeichner für (ShoulderHeight - WristHeight)
2 Head q ChinHeight – Stature
3 Shoulder } ChestHeight – ChinHeight
4 Chest ~ ElbowHeight – ChestHeight
5 Stomach o HipHeight – ElbowHeight
6 Below Stomach Ä FingertipHeight – HipHeight
7 Rückweisungsbereich URH – +∞ ∧ -∞ – FingertipHeight
Tabelle 15: Höheneinteilung im Gestikulationsraum120
7.5 MerkmalerkennerABSTAND ZUM KÖRPER. Für den Abstand zum Körper sind vier Kategorien vorgesehen.
Dabei wird in Kauf genommen, daß durch Verrechnung einiger anthropometrischer
Merkmale sich der Fehler erhöht(siehe Tabelle 16).
ABSTAND ZU DEN KÖRPERNORMALEN: TRANSVERSALE SEGMENTE. Auch die transversale
Ebene wird gemäß Abbildung 50 auf Seite 122 in verschiedene Zonen eingeteilt. Da-
bei werden, entsprechend des HamNoSys-Vorbildes, die in Tabelle 17 dargestellten
Nr. Name Bereicha
a. Die Bezeichner decken sich mit denen in Tabelle 14 auf Seite 118.
1 superficial signing space É 0 – ChestDepth
2 proximal signing space ¨ ChestDepth – (ChestDepth + Hand-Length)
3 neutral signing space  
(ChestDepth + HandLength) –
(ChestDepth + ShoulderEl-
bowLength)
4 distal signing space i
(ChestDepth + ShoulderEl-
bowLength) – (ShoulderHeight -
FingertipHeight)
5 Rückweisungsbereich (ShoulderHeight - FingertipHeight)– ∞
Tabelle 16:  Abstandseinteilung im Gestikulationsraum
Nr. Name Bereich
6 far left p ventral alles links der um 81  gekippten Ebenelinks der linken Schulter
1 left p
ventral zwischen der Ebene links des Thorax und
der um 81° gekippten Ebene links der linken
Schulter
Tabelle 17: Positionen im Gestikulationsraum121
Kapitel 7 Vorschlag einer Realisation des GestenerkennersZonen unterschieden. Die Zonen sind zwar de fakto durch den Arbeitsraum des Pro-
banden begrenzt, wie in der Graphik durch den Halbkreis angedeutet wird, doch wird
2 middle p ventral zwischen den Schultern
3 right p
ventral zwischen der Ebene rechts des Thorax
und der um 81° gekippten Ebene rechts der
rechten Schulter
4 far right p ventral alles rechts der um 81  gekippten Ebenerechts der rechten Schulter
5 behind j
dorsal alles hinter (posterior) der Ebene, die
parallel zur coronalen Ebene am hintersten Punkt
des Körpers liegt
Nr. Name Bereich
Tabelle 17: Positionen im Gestikulationsraum (Forts.)






Diese Abbildung ist ein Auszug der Abbildung 21,
„HamNoSys: Einteilung der transversalen Ebene“
auf Seite 53 und bezieht sich nur auf die Bezeichner
aus Tabelle 17 auf Seite 121.122
7.5 Merkmalerkennerdiese Grenze hier nicht noch einmal getestet, da dies schon in dem in Abschnitt „Ab-
stand zum Körper“ auf Seite 121 dargestellten Erkenner behandelt wird.
Da diese drei Raumdimensionen auf den Achsen des Koordinatensystems des Körper-
modells liegen, können hier die Komponenten des Ortsvektors unabhängig vonein-
ander einzeln auf die jeweiligen Intervalle trivialerweise abgebildet werden.
7.5.2 Bewegungen im Gestikulationsraum
Für sprachbegleitete Gestik sind einfache Bewegungen wichtig, erst wenn ein starker
Zeichencharakter bei einer Geste auftritt, müssen unter Umständen auch komplexere
Trajektorien betrachtet werden. Daher beschränkt sich die Erkennung auf den gerad-
linigen Anteil von Bewegungen. Einige komplexere Trajektorien können daraus im
folgenden Integrationsschritt inferiert werden.
GERADLINIGE BEWEGUNGEN. Diese Bewegungen können immer als Bewegungsanteile
auf den drei Hauptebenen — coronaler, transversaler und sagittaler Ebene — be-
trachtet werden. Dabei wird jede Ebene in acht gleichgroße Segmente, ausgehend
von ihrem Schnittpunkt, zerlegt. Nach Abzug der doppelt bezeichneten Segmente er-
gibt sich hier eine Menge von acht Segmenten auf der coronalen Ebene, sechs Seg-
menten auf der transversalen Ebene und vier Segmenten auf der sagittalen Ebene —
also zusammen 18 Segmente. Dabei werden die in Abbildung 51 dargestellten Eintei-
lungen und die Einteilungen wie in Tabelle 18 auf Seite 124 benutzt. Die Erkennung
wird hier durch den Vergleich mit 18 Einheitsrepräsentanten vorgenommen.
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Kapitel 7 Vorschlag einer Realisation des GestenerkennersNr.a Name Bereich
1 MoveL § coronal: 0 – pi/4
2 MoveLD ƒ coronal: pi/4 – pi/2
3 MoveD ¥ coronal: pi/2 – 3/4 pi
4 MoveRD ⁄ coronal: 3/4 pi – pi
5 MoveR £ coronal: pi – 5/4 pi
6 MoveRU ¢ coronal: 5/4 pi – 6/4 pi
7 MoveU ¡ coronal: 6/4 pi – 7/4 pi
8 MoveLU ¤ coronal: 7/4 pi – 2 pi
1 MoveA “ transversal: 0 – pi/4
2 MoveAL ' transversal: pi/4 – pi/2
3,(4) MoveTL ‹ transversal: 3/4 pi – pi
4,(5) MoveT › transversal: pi – 5/4 pi
5,(6) MoveTR fi transversal: 5/4 pi – 6/4 pi
6,(8) MoveAR « transversal: 7/4 pi – 2 pi
1,(2) MoveAU † sagittal: pi/4 – pi/2
2,(4) MoveTU fl sagittal: 3/4 pi – pi
3,(6) MoveTD ° sagittal: 5/4 pi – 6/4 pi
4,(8) MoveAD – sagittal: 7/4 pi – 2 pi
Tabelle 18: Bewegungsrichtungen im Gestikulationsraum
a. Die Nummer des Segmentes im Kreis (positive Richtung) ist in
Klammern angegeben, wenn sie nicht mit der Nummer des
Symbols übereinstimmt.124
7.5 Merkmalerkenner7.5.3 Bewegungsart im Gestikulationsraum
Die Bewegungscharakteristika wie Geschwindigkeit und Ruck sind relativ schwer in
Symbole zu fassen, da es einerseits schwer ist, verläßliche Daten über die Wahrneh-
mung von Geschwindigkeit und Ruck zu erhalten und andererseits das Signalrau-
schen im richtigen Maß auszufiltern, um die Erkenner nicht auf technische Artefakte
anspringen zu lassen (siehe dazu auch Anhang „Störungen bei der Zuweisung von
Zeitstempeln“ auf Seite 175).
GESCHWINDIGKEIT ALS QUANTISIERUNG DES BEWEGUNGSVEKTORS. Die Geschwindigkeit,
sofern eine Bewegung auftritt, wird durch die drei in Tabelle 19 vorgestellten Symbole
repräsentiert.
RUCK ALS WEITERE ABLEITUNG DER GESCHWINDIGKEIT. Die dritte Ableitung des Ortes
wird in der Physik auch „Ruck“ genannt. Wenn ein bestimmter Schwellwert (z.B. 4,0
cm/s3) überschritten wird, wird das Symbol „MoveHalt“ („—“) emittiert. Die anderen
Bewegungsmodi, nämlich „MoveTense“ („˛“) und „MoveRest“ („ˇ“), benötigen
entweder Wissen, das in der Form der Bewegung nicht enthalten ist, oder einen wei-
teren Kontext, der erst in der Integrationsphase gegeben ist.
Nr. Name Bereich
1 MoveFast Ì 20,0 cm/s – TOOMUCHSPEEDa
a. TOOMUCHSPEED ist ein Systemparameter, der zur Laufzeit eingestellt werden kann,
da die sinnvolle Grenze zum Fehlerbereich hin stark von der jeweiligen Anwendung
abhängt.
2 MoveNorm 10,0 cm/s – 20,0 cm/s
3 MoveSlow ˝ 3,3 cm/s – 10,0 cm/s
4 keine Bewegung   0 cm/s – 3,3 cm/s
5 Rückweisungsklasse TOOMUCHSPEED – +∞
Tabelle 19: Geschwindigkeit125
Kapitel 7 Vorschlag einer Realisation des Gestenerkenners7.5.4 Handflächenorientierung
Ähnlich wie die Bewegungsrichtungen wird auch die Handflächenausrichtung in acht
Segmenten auf einer zum Unterarm senkrechtstehenden Ebene codiert (siehe
Abbildung 52 auf Seite 126). Wie an dieser Beschreibung deutlich wird, handelt es
sich trotz des Namens eigentlich um die Pronation/Supination, die an der Hand mit
gestrecktem (geraden) Handgelenk betrachtet wird.
7.5.5 Die Konfiguration der Hand
Die Konfiguration der Hand wird durch einen direkten Mustervergleich der Exoske-
lettsensoren mit vorgegebenen Winkel- und Winkelgeschwindigkeitsdaten vorge-
nommen. Dabei werden die Flexionssensoren zu einem Streckungsgrad des Fingers
verrechnet. In Abbildung 53 ist die Hand in Pronationshaltung mit den Sensoren des
Exoskelettes verzeichnet. Jedem zu erkennendem HNS+-Symbol ist ein einzelner
Agent zugeordnet. Wird der zuvor beschriebene Wertebereich in Winkel und Winkel-
geschwindigkeit betreten oder verlassen, meldet der Agent dieses Ereignis weiter.
7.6 Integrationsverfahren
Im folgenden wird nun dargelegt, wie die mit den dargestellten Mitteln erzeugten
einfachen Symbole zu Symbolen komplexerer Semantik (sog. komplexeren Symbo-
len) integriert werden können. Dabei ist es sinnvoll, alle Integrationsinstanzen im Sy-
stem auf einem gemeinsamen Grundprinzip aufzubauen. Dieses Prinzip wird im











7.6 Integrationsverfahrender in einer vom Autor betreuten Diplomarbeit [Sow98] implementiert und detailliert
beschrieben wird, folgt.
7.6.1 Eindeutigkeit von Hypothesen
Meistens sind Gesten oder multimodale Äußerungen nicht eindeutig bzw. fehlerfrei
klassifizierbar, häufig kann eine zu erkennendes Mustern mehreren Interpretationen
zugerechnet werden. Insbesondere im Falle einer zeitlich ausgedehnten Eingabe kön-
nen am Anfang Ambiguitäten bzw. geringe Konfidenzen vorhanden sein. Die initiale
Aufwärtsbewegung der Hand ist zwar häufig der Beginn einer Geste (vgl.
Abschnitt „Innere Struktur von Gesten“ auf Seite 21), enthält aber wenig Vorhersa-
gepontential. Aus dieser Tatsache und der Forderung nach Echtzeitverarbeitung er-
gibt sich, daß von Anfang an alle möglichen Hypothesen generiert werden müssen.
Im weiteren Verlauf der Interaktion können dann zusätzliche Evidenzen gesammelt
werden, die für oder gegen bestimmte Hypothesen sprechen. Das Verstärken oder
Abschwächen von Hypothesen läßt sich auf einfache Art und Weise durch Variation
der Konfidenz-Werte erreichen. Zum Schluß kann diejenige Hypothese von der Ap-
plikation als Eingabe benutzt werden, die den höchsten Konfidenzwert unter den
konkurrierenden Hypothesen aufweist.
Die schritthaltende Verarbeitung, bei der ein Resultat so schnell wie möglich produ-
ziert werden soll, auch wenn es — wie das Beispiel der Handbewegung oben — in der
Zeit noch nicht vollständig ausgeprägt ist, wirft eine weitere Schwierigkeit auf, die be-
Abbildung 53: Hand mit Sensoren
Flexionssensor
Abduktionssensor127
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denen einschränkende Randbedingungen bestehen, zusammengesetzt. Die Basishy-
pothesen bilden die Antezedenzen der (einer) Regel zur Produktion der neuen Hypo-
these, und daher muß mindestens eine Instanz jeder Basishypothese im Gedächtnis
vorliegen, damit die Konsequenz der Regel ausgeführt werden kann. Im Falle einer
zeitlich strukturierten Geste etwa, in der Nachzeitigkeitsbedingung vorkommen, kann
die Gestenhypothese erst mit der Assertion der zeitlich zuletzt auftretenden Basishy-
pothese generiert werden. Es ist keine Inferenz möglich, die bereits ein Gestensymbol
produzierte, obwohl die Geste noch nicht vollständig durchgeführt wurde. Eine Lö-
sung dieses Problems ist, dafür zu sorgen, daß jede Hypothese zu jedem Zeitpunkt
mindestens einmal im Gedächtnis instantiiert ist, auch wenn ihre Konfidenz null ist.
Dies wird durch Instantiierung einer sog. persistenten Instanz jeder vorkommenden
Hypothesenklasse bei der Definition neuer Hypothesen erreicht. Persistente Instanzen
haben die Konfidenz null und erstrecken sich über einen unendlich großen Zeitraum
und können nicht gelöscht werden, verhalten sich aber ansonsten wie jede andere Re-
gel.
Zusammen mit dem Prinzip des zeitlich begrenzten Speicherns erlaubt diese Art der
schritthaltenden Verarbeitung eine Architektur, die ohne ein vollständiges, von Exper-
tensystemen bekannten, Truth Maintenance System (TMS) auskommt. TMSe spei-
chern Ursachen, die zur Assertion eines Faktums geführt haben. Damit ist es möglich,
ein Faktum beim Wegfallen seiner Ursache zu löschen. Ein komplette Inferenzkette
läßt sich auf diese Weise rückgängig machen. Im hier vorgestellten Ansatz werden fal-
sche bzw. sehr unsichere Hypothesen einerseits von anderen Hypothesen mit einem
höheren Konfidenzwert überlagert, andererseits fallen sie nach einiger Zeit aus dem
Speicher (dem Gedächtnis), wenn sie zuvor nicht zu einer komplexeren Hypothese in-
tegriert worden sind; damit erübrigt es sich, sie explizit zu löschen. Ein gewisses
„belief update“ läßt sich trotzdem nicht vermeiden, wenn auch noch unvollständige
Zeitintervalle zur Integration betrachtet werden sollen.
7.6.2 Wissen über Zeitintervalle
Zur Durchführung einer temporalen Integration ist es notwendig, den zeitlichen Gül-
tigkeitsbereich von Hypothesen zu definieren. Dazu wird jeder Hypothese ein Start
und optional ein Endzeitpunkt als zusätzliche Komponente mitgegeben, die zusam-
men das Gültigkeitsintervall beschreiben.
Abhängig von den Eigenschaften der Hypothesenklassen lassen sich verschiedene
Mechanismen zur Behandlung des Gültigkeitsintervalls anwenden. Dazu ist es nütz-128
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Zeit zu betrachten. Gibt es eine Hypothesenklasse H, die unabhängig von der Konfi-
guration k ∈ K immer instantiiert wird, dann heißt H vollständig. Ein Beispiel: Sei H die
Klasse, die mit der Flexion und Extension des Ellenbogens assoziiert ist. H habe zwei
Unterklassen H1 und H2, die Flexion bzw. Extension repräsentieren. Offenbar ist H
dann vollständig, da der Ellenbogen sich immer entweder in Flexion oder in Extension
befindet, andere Möglichkeiten gibt es nicht. Daher gibt es immer eine Hypothese h
∈ H. Sei, im Gegensatz dazu, H die Klasse der definierten Gesten und besitze H die
beiden Unterklassen Zeigegeste und Drehgeste, dann ist H nicht vollständig, da der
Benutzer auch andere Gesten oder gar keine Geste vollführen kann. Ferner heißt eine
Hypothesenklasse H eindeutig, wenn es semantisch keine zwei Instanzen h1, h2 von
H geben kann, deren Gültigkeitsintervall überlappt. Im oben gewählten Beispiel der
Ellenbogenbeugung ist H eindeutig („entweder oder“), im Falle von Gestenklassen
jedoch nicht eindeutig, wie man am obigen Beispiel der konkurrierenden Hypothesen
sehen kann.
Für vollständige und eindeutige Klassen bietet sich auf der technischen Seite das Ver-
fahren an, statt eines kompletten Gültigkeitsintervalls nur den Startzeitpunkt mitzu-
teilen und anzunehmen, daß die Hypothese bis zum Widerruf durch eine andere
Instanz derselben Klasse gültig ist. Kommt eine andere Instanz hinzu, so kann der
Endzeitpunkt der alten Hypothese auf den Startzeitpunkt der neuen gesetzt werden.
Da die Hypothesen der unteren Ebene diese geforderten Eigenschaften oft aufwiesen,
erspart dieses Vorgehen gerade auf den unteren Ebenen des Integrationsdreiecks
Kommunikationsaufwand, da dort viele Hypothesen in kleinen Zeitabständen emit-
tiert werden. Wird eine Instanz aus einer nicht vollständigen Hypothesenklasse auf
diese Weise auf den Stand der Zeit gebracht, wird sie mit dem nun vollständig spezi-
fizierten Intervall und dem weiteren Inhalt der alten Instanz assertiert und die unvoll-
ständige, alte Version wird gelöscht. In diesem Sinne erfährt eine Hypothese ein
„belief update“.
7.6.3 Informationsverlust bei Integration zu komplexeren Symbolen
Bei der Klassifizierung von Signalen und der Integration von Symbolen zu komplexe-
ren Symbolen kann Information verloren gehen. So sagt ein Tupel t(1; -0,5; 0) in ei-
nem gegebenen Koordinatensystem (hier t(rechts, hinten, unten)) mehr aus als ein
Symbol „…“ oder „LocRightSide“. Um aber diese Information „retten“ zu können,
ist es sinnvoll, sowohl kategorisches als auch räumliches Wissen zu repräsentieren.
Eine kategorische Wissensdarstellung in Form von Hypothesen mit festgelegten Be-
deutungen bietet den Vorteil, daß auf alle Hypothesen dieselben Mechanismen zur129
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Auf der anderen Seite gibt es allerdings Informationen, die sich nur sehr schwer sym-
bolisch repräsentieren lassen, dazu zählen unter anderem präzise Ortsangaben. Ge-
rade diese Art der räumlichen Information kann mit deiktischen Gesten besonders gut
übermittelt werden. Als einfaches Beispiel sei hier eine Zeigegeste angeführt. Nicht
nur die Information, daß eine Zeigegeste vorliegt, ist von Interesse, sondern auch die
exakte Richtung des Zeigestrahls, um damit mögliche Referenten zu identifizieren.
Zusammenfassend kann gesagt werden, daß kategorisches Wissen Antwort auf die
Frage „Was für ein Konzept liegt vor?“ gibt, während sich mit räumlichem Wissen die
Frage „Wie kann dieses Konzept quantitativ charakterisiert werden?“ beantworten
läßt. In dieser Sichtweise ist die räumliche Information eine Erweiterung der kategori-
schen Information. Bei der Repräsentation von Hypothesen schlägt es sich darin nie-
der, daß jede Instanz einer Hypothesenklasse mit quantitativer Information annotiert
werden kann.
Da die räumliche Information von den Integratoren nicht manipuliert wird, sondern
der Auflösung durch andere, spezialisierte Agenten bedarf, die sie in kategorische In-
formation umwandeln können, reicht es aus, sie als Komponente einfach mitzuführen
und auf sie dann, wenn die Auflösung der räumlichen Information notwendig ist, zu-
zugreifen. Diese Komponente wird im folgenden auch „pay-load“ oder Nutzlast ge-
nannt. Diese Nutzlast beschreibt also die Fundierung eines Symbols im Signal und
behandelt insofern das Problem des „symbol grounding“ [Har90] (siehe auch Ab-
schnitt „Harnad‘sche symbolische Repräsentation“ auf Seite 27).
Wenn nun die zeitlich sortierte Folge der Symbole genommen und die Nutzlast be-
trachtet wird, ergibt sich eine indirekte Einteilung des Signalflusses in aussagekräftige
Passagen. Dabei hängt die Aussagekraft von der Definition des nutzlasttragenden
Symbols ab.
7.6.4 HNS+ – Syntax
Wie schon erwähnt, können die Symbole von HNS+ Bestandteile der Symbolhierar-
chie in der Integrationshierarchie sein. Aber auch zur Definition höherer Symbole
werden HNS+–Ausdrücke benutzt. HNS+ selbst ist eine Sprache, deren Grammatik
sich in Backus-Naur-Form (BNF) niederschreiben läßt. Ein gültiger HNS+-Ausdruck
wird mit dieser BNF beschrieben:130
7.6 Integrationsverfahren〈HNS+-Ausdruck〉 → 〈Konfiguration〉 | 〈Symmetrie〉 〈Konfiguration〉 |
〈Konfiguration〉 〈Aktion〉 |
〈Symmetrie〉 〈Konfiguration〉 〈Aktion〉
〈Symmetrie〉 → 0 | 1|0¶| 1¶| 0A | 1A | 0A¶| 1¶A
〈Konfiguration〉 → 〈Handform〉 〈Handstellung〉 〈Lokation〉 |
〈Handstellung〉 〈Lokation〉 | 〈Handform〉 〈Lokation〉 |
〈Handform〉 〈Handstellung〉 | 〈Handform〉 |
〈Handstellung〉 | 〈Lokation〉
〈Handform〉 → 〈Grundform〉 | 〈Grundform〉 〈Daumenstellung〉 |
〈Grundform〉 〈Fingerbeugung〉 |
〈Grundform〉 〈Daumenstellung〉 〈Fingerbeugung〉 |




〈Grundform〉 → 2 | 3 | 4 | 5 | 6 | 7
〈Verbindungsform〉 → : | = | ; | > | < | ?
〈Daumenstellung〉 → 8 | 9
〈Fingerbeugung〉 → A | B | C
〈Öffnungsweite〉 → 9 | @
〈Handstellung〉 → 〈Fingeransatzrichtung〉 | 〈Handflächenorientierung〉 |
〈Fingeransatzrichtung〉 〈Handflächenorientierung〉
〈Fingeransatzrichtung〉 → N | O | M | J | I | K | H | L | Q | P | R | T | S | U | Y | X | V | W
〈Handflächenorientierung〉 → f | g | e | b | a | c | ‘ | d
〈Lokation〉 → 〈Körperebene〉 | 〈Abstand〉 | 〈Körperebene〉 〈Abstand〉
〈Körperebene〉 →  〈Höhe〉 |  〈Höhe〉 | 〈Höhe〉  | 〈Höhe〉  | 〈Höhe〉
〈Höhe〉 → r | q | } | ~ | o| Ä
〈Abstand〉 → j | ¨ | i
〈Aktion〉 → Õ 〈Aktionen〉 Ö | ¾ 〈Aktionen〉 ¿ | 〈Bewegung〉
〈Aktionen〉 → 〈Aktion〉 | 〈Aktion〉 〈Aktionen〉
〈Bewegung〉 → 〈absolute Bewegung〉 | 〈relative Bewegung〉 |
〈einfache Bewegung〉 | 〈Konfigurationsübergang〉
〈absolute Bewegung〉 → 〈Lokation〉 〈einfache Bewegung〉 〈Lokation〉
〈relative Bewegung〉 → 〈Lokation〉 〈einfache Bewegung〉
〈Konfigurationsübergang〉 → 〈Handform〉 h 〈Handform〉 |
〈Handstellung〉 h 〈Handstellung〉 |
〈Handform 〉 〈Hands te l lung 〉 h 〈Handform 〉
〈Handstellung〉131
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〈Gerade〉 → § | ¤ | ƒ | £ | ¢ | ⁄ | ¡ | ¥ | “ | ' | « | † | – | › | ‹ | fi | fl | °
〈Bewegungsmodalität〉 → Ì | ˝ | ˛ | ˇ | —
Nach der Chomsky-Hierarchie der formalen Sprachen ist dies also eine Typ–2–Spra-
che oder auch kontextfreie Sprache. Dies ist klar, da alle in BNF notierbaren Sprachen
mindestens diesen Typs angehören. Im weiteren ist dies keine reguläre (bzw. links-
oder rechts-rekursive) Sprache, wie sich bei den Klammerstrukturen z.B. bei 〈Aktion〉
zeigt. Die Sprache ist so angelegt, daß sie mit einem Pasergenerator wie z.B. bison
[LMB92] verarbeitbar ist. Dieser akzeptiert Sparachen, die sich nach dem „one-look-
ahead“–Prinzip parsen lassen (LR(1)–Sprachen). Allerdings enthält diese Grammatik
einige Ambiguitäten1) (sog. „shift-reduce conflicts“), die aber wie auch in Program-
miersprachen üblich durch die Regel der Bindung von innen heraus („innermost
bind“), also der Zuordnung zum nächsten Konstrukt hin, gelöst wird.
Ein HNS+ Ausdruck besteht also mindestens aus einer 〈Konfiguration〉, kann aber links
und rechts durch 〈Symmetrie〉 und 〈Aktion〉 erweitert werden. Diese Anforderung
wird aus der Erkenntnis abgeleitet, das der Apex einer Geste eine bestimmte Postur
ist (siehe Abschnitt „Innere Struktur von Gesten“ auf Seite 21). Die nicht terminalen
(in spitzen Klammern stehenden) Bezeichner in dieser Grammatik stellen mögliche
Hypothesenklassen dar. Dabei sind jene Nicht-Terminale, die nur zu Terminalen ab-
leitbar sind, generische Kandidaten für Hypothesenklassen der ersten Integrations-
ebene.
7.6.5 HNS+ – Semantiksystem
HNS+ ist ein für Menschen recht leicht verständliches Notationssystem, da die Bedeu-
tung aller Zeichen als RGS aus dem unmittelbaren Erfahrungsraum des Menschen
stammen, leicht nachvollziehbar sind und die Kompositionsregeln einem einfachen
Muster folgen. Da für eine Repräsentation ausdrücklich eine Semantik gefordert wird,
wird diese im weiteren betrachtet.
7.6.6 Verfahren der temporalen Integration
Die Wissenseinheiten, die in dem Integrationsrahmen eine Rolle spielen, so wurde be-
reits ausgeführt, sind hierarchisch organisierbare Hypothesen, die mit einem Konfi-
1. Eine typische Ambiguität in Programmiersprachen ist das sog. dangling else. Also die Frage
der Zuordnung des „else“ bei „if() if() … else …“-Konstrukten.132
7.6 Integrationsverfahrendenzwert und einem Zeitstempel versehen sind. Wie in Abschnitt „Zeitbegriffe“ auf
Seite 31 für den menschlichen Informationsverarbeitungsprozeß dargelegt wurde,
wird Information wachsenden Komplexitätsgrades auch in Verarbeitungsschritten mit
wachsender Verarbeitungsdauer verarbeitet. Ein jeder Integrator steht für einen Kom-
plexitätsgrad, benutzt aber den gleichen Meta-Mechanismus zur Integration, den In-
tegrationsrahmen. Um dieses Modell adäquat umzusetzen, muß also jeder Integrator
auf einem Zeitfenster arbeiten und die inferierte Information nach oben weiterleiten.
Dieses Zeitfenster wird durch eine Abklingfunktion realisiert. Wenn ein neues Faktum
instantiiert wird, werden die Konfidenzwerte entsprechend ihres Alters (Zeitstempels)
abgewertet. Unterschreitet der Konfidenzwert eine gewisse Signifikanzschwelle, so
wird das Faktum (bzw. Symbol, bzw. Instanz) gelöscht. Eine Abklingfunktion hat fol-
gende drei Eigenschaften:
1. Sie bildet auf einen Gewichtsfaktor zwischen null und eins ab.
2. Sie ist monoton fallend, mit f(0) = 1 .
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pel‘schen Ansatz ist die Rechteckfunktion für tmax („heavy side“) als Abklingfunktion
zu wählen.
7.6.7 Segmentierung
Die Segmentierung des Gestenstroms wird hier also über eine Theorie der menschli-
chen Wahrnehmung Modelliert. Dies erscheint adäquat, da der intendierte Rezipient
menschlicher Kommunikation im Normalfall ebenfalls ein Mensch ist.
Um eventuelle Schwächen in diesem Modell auffangen zu können, ist es notwendig
auch andere Hinweise auf Segmentgrenzen auszunutzen, soweit sie einem bekannt
sind [SFL99], und einen Mechanismus zu implementieren, der Segmentierungshin-
weise, die mittels eigener Segmentierungsnachrichten versendet werden auszuwer-
ten. Tritt ein solcher Segmentierungshinweis auf, wie z.B. der von Harling und
Edwards in [HE96] auf Handspannung beruhende Segmentierungshinweis, muß dies
im Integrator berücksichtigt werden. Als weitere Segmentierungshinweise sollen für
die weitere Forschungsarbeit rhythmische und prosodische Informationen des
Sprachkanals herangezogen werden.
HANDSPANNUNG ALS SEGMENTIERUNGSHINWEIS. Das in [HE96] vorgestellte Modell be-
ruht auf einer simplifizierten Vorstellung der Finger einer Hand, wie in Abbildung 55
dargestellt. Dabei bezeichnet Θn,t ∈ [0…pi/2] Krümmung des Fingers n zur Zeit t und









Abbildung 55: Fingermodell nach [HE96]
w134
7.6 IntegrationsverfahrenDie Fingerspannung Tn,t berechnet sich nach (Gleichung 8), wobei x1 (Gleichung 9)
und x2 (Gleichung 10) als die Ausdehnung elastischer Fäden gemäß dem Hook'schen
Gesetz ist. Die Handspannung Ht insgesamt ist dann die Summe über alle Fingerspan-
nungen (Gleichung 11).
Durch Simplifizierung des Modells durch einfache Wahl von l1, l2, λ1, λ2, w, h zu 1,
werden die Gleichungen, ohne eine wirkliche Beschränkung einzugehen, einfacher
berechenbar. Die Fingerlänge wurde daraufhin gemäß den Angaben über den Cyber-
Glove [VT94] zu den Werten in Tabelle 20 berechnet.
Daumen Zeigef. Mittelf. Ringf. kleiner F.
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nen, die in der Berechnung teuer sind. Um diese aber nicht berechnen zu müssen wur-
den die Terme numerisch auf dem Intervall ]0..pi/2] durch effizient berechenbare
Polynome approximiert. Dabei wurden verschiedene generische Polynome der Grade
2 bis 5 untersucht. In Tabelle 21 sind der Grad dieser Polynome und die Korrelation
der Originaldaten mit den approximierten Daten sowie der mittlere Fehler der dabei
entstandenen Abweichung und dessen Standardabweichung aufgeführt. Unschwer

































































Tabelle 21: Fehler der approximierten Polynome (pro Finger)
a. Durch die numerischer Rechnung ergibt sich eine endliche Darstellungsgenauig-
keit. Da der Fehler nicht wirklich gleich 0 ist, ist die Korrelation nicht wirklich
gleich 1.136
7.6 Integrationsverfahrenläßt sich ablesen, das die Polynome nützliche, für viel Fälle schon in ihrer einfachsten
Form hinreichende Näherungen bieten.
Das Fingerspannungsmodell ist dermaßen abstrakt, daß auch die Länge der einzelnen
Finger vernachlässigt werden kann. Mit ∀n ∈ 1…5: d(n) = 1 ergibt sich ein univer-
selles Fingerspannungsmodell. Wird die Approximation wiederholt, so ergeben sich
ähnliche Funktionen mit ähnlichen Fehlerwerten, wie in Tabelle 22 auf Seite 137 ab-
zulesen ist.







Und im weiter vereinfachten Fall ergibt sich für Tn,t als Näherung mit einem Polynom
2. Grades für die universelle Fingerspannung folgender C-Ausdruck:
(0.2998823648+(-0.1216636577E1+0.7743213677*x)*x) (Gl. 17)
Grad Korrelation ∆ σ(∆)
2 0,999945 -2,09e-10 0,001224
3 0,999946 -1,61e-10 0,001224
4 ~1,00a
a. Durch die numerischer Rechnung ergibt sich eine endliche Darstellungsgenauig-
keit. Da der Fehler nicht wirklich gleich 0 ist, ist die Korrelation nicht wirklich
gleich 1.
4,54e-10 4,81e-06
5 ~1,00 2,96e-10 4,81e-06
Tabelle 22: Fehler der approximierten Polynome (Fingerlänge 1)137
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Anhang „Näherung der Handspannungsfunktion“ auf Seite 177 wird die Näherung
genauer dargestellt und es sind Graphen der Funktion Tn,t und ihrer Näherungen so-
wie die weiteren Näherungspolynome (3. bis 5. Grad) angegeben.
WIRKUNGSWEISE DER SEGMENTIERUNGSHINWEISE. Wenn ein Segmentierungshinweis
empfangen wird, ist in dem Zeitmodell des Integrationsrahmes klar, das alle Informa-
tion, die vor dem Segmentierungshinweis liegt, veraltert ist. Ebenso soll alle Informa-
tionen die jünger als der Segmentierungshinweis sind ohne die ältere Informationen
betrachtet werden.
Dies läßt sich durch einfaches Löschen aller Informationen, die älter als der Segmen-
tierungshinweis sind, erreichen.
7.7 Implementierungsaspekte
Im folgenden wird dargelegt mit welchen Werkzeug die soeben dargestellte Integra-
tion implementiert werden kann. Dabei wird auf ein speziellens Expertensystemwerk-
zeug eingegangen und seine Fakten- und Regelbasis in einem dynamischen Speicher
erörtert.
Die Implementierung des Integrationsrahmens umfaßt die Kernfunktion, bestehend
aus dem Expertensystem-Tool CLIPS zusammen mit dem Basiswissen, das alle Inte-
gratoren teilen, einem C++-API, das die Schnittstelle zum Integrator bildet, sowie die
äußere Hülle mit einem C++-API, dem Integrator-Agenten, der alle agentenbezoge-
nen Funktionen enthält, und der Anbindung an das Gesamtsystem dient.
Die wesentlichen Kriterien zur Auswahl eines Produktionssystems für den Integrati-
onsrahmen sind:
• einfache Einbindung in C/C++-Programme
• hohe Verarbeitungsgeschwindigkeit
• direkte Unterstützung zum Aufbau von Klassenhierarchien (is-a–Hierarchien)
CLIPS. Das Expertensystem-Tool CLIPS (C–Language Integrated Production System)
erfüllt die gestellten Anforderungen und findet daher als Herzstück des Integra-
toragenten Verwendung. CLIPS wurde vom Software Technology Branch des
NASA/Lyndon B. Johnson Space Center entwickelt und existiert seit 1986 [Gia94].138
7.7 ImplementierungsaspekteSeit der ersten Version hat CLIPS eine starke Weiterentwicklung erfahren, die zu der
hier benutzten Version 6.05 geführt haben [GR93].
CLIPS ist kein reines Produktionssystem, da es neben der Formulierung des Wissens
als Regeln auch die Repräsentation von prozeduralem Wissen in Form von definier-
baren Funktionen, sowie objektorientiertes Programmieren unterstützt. CLIPS enthält
eine eigene Sprache, in der Regeln, Funktionen, Methoden, usw. notiert werden kön-
nen. Diese Sprache wird interpretiert, so daß zur Laufzeit Konstrukte hinzugefügt, ge-
löscht oder verändert werden können. Die objektorientierte Sprache innerhalb von
CLIPS heißt COOL (CLIPS object oriented language). Hier ist ein einfaches Beispiel für
eine Regel, notiert in CLIPS:
Das Konstrukt definiert die Regel duck, die als Vorbedingung (animal-is duck)
besitzt, und als Konsequenz (sound-is quack) in die Faktenbasis assertiert.
CLIPS ist vollständig in C implementiert und liegt im Quelltext vor. Die Manipulation
der Fakten- und Regelbasis sowie aller anderen Konstrukte kann statt in der CLIPS-
Sprache auch mittels des C-APIs erfolgen, so daß der Interpretationsaufwand entfällt.
Ebenso lassen sich neue Funktionen auch direkt in C programmieren und als CLIPS-
Funktion registrieren. Das erlaubt eine beliebige Erweiterung der CLIPS–Funktionali-
tät mit eigenen Funktionen. Die CLIPS-Funktionen sind als Laufzeitbibliothek verfüg-
bar, wodurch eine einfache Integration in eigene C/C++-Programme möglich ist.
In jedem Produktionssystem muß für die pattern-matching–Phase ein Vergleich der
Regel-Vorbedingungen mit den aktuell im Speicher befindlichen Fakten stattfinden,
damit die aktivierbaren Regeln auf die Agenda gesetzt werden können. CLIPS bedient
sich dazu des RETE-Verfahrens [For82], das unter der Voraussetzung, daß sich von
Inferenzschritt zu Inferenzschritt nur wenige Fakten ändern, besonders effizient ist.
RETE basiert auf einem Sortiernetzwerk, das aus allen Vorbedingungen aller Regeln
gebildet wird. Im wesentlichen besteht es aus Prüfknoten, durch die getestet wird, ob
sich bei der Assertion eines neuen Faktums notwendige Bedingungen erfüllen. Das
Netzwerk speichert erfüllte Teile einer Vorbedingung ab, so daß ihre Gültigkeit bei ei-





Kapitel 7 Vorschlag einer Realisation des GestenerkennersBASISWISSEN. Das Basiswissen liegt in Form mehrerer Dateien in der COOL vor, und ist
für alle Integrator-Agenten auf allen Ebenen des Integrationsdreiecks identisch. Es be-
steht aus der Definition verschiedener Basis-Klassen, zu denen auch die Klasse
Hypothesis zählt. Die symbolische Information, die zwischen den Integratoren
kommuniziert wird, liegt immer als Instanz einer Klasse vor, die von der Oberklasse
Hypothesis abgeleitet ist. Die Klasse Hypothesis ist von Interval und
Timeless-Hypothesis abgeleitet. Interval steuert den zeitlichen Aspekt bei,
während in Timeless-Hypothesis u.a. die Unsicherheit mittels Konfidenzwerten
modelliert wird. Im Anhang „Die Klassen in COOL“ auf Seite 166 ist die COOL-Im-
plementation dieser Klasse zu finden.
INTEGRATOR. Der Integrator baut auf der CLIPS-Bibliothek auf. Er ist als C++-Klasse
ausgeführt und implementiert ein Produktionssystem mit dynamischem (d.h. zeitlich
begrenztem) Speicher und einem Regel-Konstruktor, wie er in Abschnitt „Regel-Kon-
struktor“ auf Seite 141 beschrieben wird.
ZUGRIFF AUF DIE FAKTEN- UND REGELBASIS . Die Methoden zur Manipulation der Fak-
ten- und Regelbasis umfassen das Laden von Konstrukten auf einer Textdatei (load),
das Löschen aller Konstrukte (clear), das Löschen aller Fakten (reset) und das Asser-
tieren neuer Instanzen (newInstance). Diese Methoden bilden die Schnittstelle zum
CLIPS-Interpreter und bedienen sich der entsprechenden CLIPS-Funktionen.
Die Methode newInstance bekommt als Parameter eine Zeichenkette, der den Na-
men der Hypothesenklasse und die Komponenten der Instanz in einer Slot-Filler-No-
tation enthält, und durch diese Syntax definiert ist:
Zum Beispiel:
Die Syntax ist bewußt an COOL angelehnt, damit die Zeichenkette mit wenigen Mo-
difikationen an den CLIPS-Parser weitergegeben werden kann. Dies erspart eine ei-
gene Parsing-Routine.
String = Klasse Slots Slots = {"(" Slotname Slotinhalt ")"}
Klasse = <bekannte Klasse, z.B. "FBrol">
Slotname = <bekannter Slot der Klasse>
Slotinhalt = <zum Typ von Slotname passender Inhalt>
String= "FB3rol (begin-timestamp 10 50)(end-timestamp 24 80)
(confidence 0.8)"140
7.7 ImplementierungsaspekteDYNAMISCHER SPEICHER. In CLIPS ist die Faktenbasis nur durch expliziten Zugriff (Zu-
fügen, Löschen, usw.) veränderbar, eine zeitliche Dynamik ist nicht enthalten. Diese
ist mit der Methode applyDecayFunction des Integrators implementiert. In der
Methode wird eine Abklingfunktion auf jede Instanz im Gedächtnis angewendet, die
Timeless-Hypothesis als Oberklasse hat und nicht als persistent markiert ist. Die
Funktion modelliert eine Abnahme der Konfidenz, anders ausgedrückt, eine Abnah-
me der Präsenz einer Hypothese im Gedächtnis. Das Argument der Funktion ist das
Alter einer Hypothese. Liefert die Funktion einen negativen Wert, dann ist die Hypo-
these überaltert, und wird aus dem Gedächtnis entfernt. Im einfachsten Fall ist es eine
Schwellwertfunktion, die 1 ergibt für Argumente, die kleiner als die Speicherungsdau-
er sind, und andernfalls –1. Es läßt sich aber auch eine kontinuierliche Abnahme der
Konfidenz durch die Wahl einer anderen Funktion einstellen. Neben der Schwellwert-
funktion ist daher noch eine sigmoide-Funktion und eine lineare Funktion wählbar.
Der Algorithmus der Methode applyDecayFunction in Pseudocode:
REGEL-KONSTRUKTOR. Der Regel-Konstruktor ist mittels der Methode
ruleConstructor implementiert. Sie erwartet als Parameter einen Ausdruck, der
das neue Symbol beschreibt, und einen Namen für das neue Symbol. Der beschrei-
bende Ausdruck muß die folgende Syntax besitzen:
WHILE NOT alle Instanzen von Timeless-Hypothesis bearbeitet DO
nimm nächste Instanz von Timeless-Hypothesis -> hypo
IF hypo nicht persistent THEN
Alter(hypo) = (aktuelle Zeit - Assertionszeit (hypo))
neue Konfidenz(hypo) = Basiskonfidenz(hypo) *
Abklingfunktion (Alter(hypo))





Ausdruck = Methode Oberklasse {"(" Ausdruck ")"} | Klasse
Methode = <COOL; liefert Instanz von "Oberklasse">
Oberklasse = <COOL-Klasse>
Klasse = <COOL-Klasse>141
Kapitel 7 Vorschlag einer Realisation des GestenerkennersBeispiel:
Die Symbolbeschreibung kann beliebig geschachtelt sein. Der Regel-Konstruktor er-
stellt aus der Symbolbeschreibung die notwendigen CLIPS-Regeln. Die benutzten
Methoden, im Beispiel sind das PARALLEL und SEQUENCE, müssen vom Systemde-
signer als Strukturwissen in CLIPS implementiert werden. Sie sind Bestandteil der Wis-
senbasis.
Während der Ausführung des Regel-Konstruktors werden zwei besondere Daten-
strukturen aufgebaut: Einerseits speichert der Algorithmus alle Basishypothesen der
Regeln in einer Struktur ab, die somit alle benötigten Symbole erfaßt, andererseits
werden alle definierten Symbole, also alle erzeugbaren Symbole, in einer weiteren
Struktur abgelegt. Die benötigten Symbole gebraucht der Integrator als Eingabe, um
die produzierbaren Symbole mittels der Regeln inferieren zu können.
7.8 Zusammenfassung
In diesem Kapitel wurden die Lösungen und Realisierungen der im vorhergehenden
Kapitel auf theoretischer Basis aufgezeigten Probleme dargelegt. Das ganze System
ist als Multiagenten-System realisiert und benutzt intern parallelisierte Agenten. Die
Datenaufnahme erfolgt mittels spezieller elektromagnetischer Sensoren deren Werte
über ein abstraktes Körpermodell verallgemeinert werden, so daß seine Parameter als
„virtuelle Sensoren“ aufgefaßt werden können. Dieses Modell ist auf der Basis des
MMC-Netzes realisiert. Auf den Daten des Körpermodells arbeiten die Merkmalser-
kenner, die für ein Merkmal eine Klasse von Symbolen emittieren können, die durch
einen Zeitstempel, einem Konfidenzwert und dem Rohdatum, das die Erkennung aus-
löste, markiert sind. Dies geschieht in dem Formalismus einer Hypothesen-Nachrich-
tenklasse. Die mittels dieses Formalismus versendeten Symbole können von den
nachgeschalteten Integratoren aufgrund einer Ihnen jeweils mitzugebenen Wissens-
basis zu neuen Symbolen integriert werden, die wieder dem Formalismus genügen.
Daher können die Integratoren nach Belieben kaskadiert werden. Eine wesentliche Ei-
genschaft des Integrationsrahmens in dem die Integratoren realisiert sind, ist der Re-
gel-Konstruktor, der die Erkennungsregeln aus der Symboldefinition erzeugt. Auf
diese Weise ist eine Infrastruktur realisiert, die nur auf die Merkmale und Symbole te-
stet, die von der obersten Stufe nachgefragt wurden. Dabei wird die Definition dieser
Symbole über die einzelnen Stufen der Integration dekomponiert und jeweils als Men-
ge von Untersymbolen baumartig an die unteren Stufen weitergeleitet.
Ausdruck = PARALLEL Hypothesis LocStretched
(SEQUENCE Hypothesis LocLeft LocRight)142
Kapitel 8
Anwendung
In den vorangehenden Kapiteln wurde ein Rahmensystem zur Gestenerkennung vor-
geschlagen. In diesem Kapitel werden nun zwei Prototypen vorgestellt, die in diesem
Rahmen stehen.
8.1 Einfache Gestenerkennung
In diesem Szenario zur einfachen Gestenerkennung (Prototyp A) sind die Agenten wie
in Abbildung 56 (siehe auch Abbildung 39, „Vorschlag einer Systemarchitektur“ auf
Seite 98) dargestellt konfiguriert. Da hier die Applikation durch eine einfache Anzeige
Abbildung 56: Prototyp A: Systemkonfiguration
Applikation
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Kapitel 8 Anwendungsimuliert wird, ist die de fakto oberste Ebene der Integrator. Ihm kommt also die Auf-
gabe zu, das Gesamtsystem zu konfigurieren. Dazu wird ihm z.B. folgende Wissen-
basis als sog. „Meta-Rules“ mitgegeben:
Die Zeichenfolge in den eckigen Klammern bezeichen nur die Codefolge, die zur Aus-
gabe (engl.: „pretty print“) der in dieser Zeile definierten Hypothese Verwendung fin-
den soll. Die eigentliche Definition beginnt danach mit dem Namen der hier
überladenen Definition (siehe auch Abschnitt „Regel-Konstruktor“ auf Seite 141). In
Kapitalen ist dann der Name der temporalen Relation angegeben, in der die Konsti-
tuenten vorliegen müssen. Daraufhin ist dann noch der Name der Oberklasse ange-
geben, von der sich die hier definierte Klasse ableitet. Alle weiteren Eintragungen sind
Konstituenten, die selbst wieder aus um den Hypothesennamen verkürzten Definitio-
nen (Rekursion) oder atomaren Hypothesenkonstituenten (Rekursionsverankerung),
hier HNS+-Zeichen, bestehen. Wird in mehreren Zeilen ein und der selbe Name ver-
wendet, so werden die Definitionen Überladen bzw. die aus ihnen generierbaren Er-
kennungsregeln mit einem logischen „oder“-Operator verknüpft.
Der Integratoragent verfügt so über eine Liste der von ihm verwertbaren Symbole, die
er von den anderen Agenten anfordert („require“). Daraufhin aktivieren sich die
Merkmalserkennungsagenten, die solche Hypothesen liefern können und tragen den
Integratoragenten auf dem entsprechenden Verteile für diese Hypothesenklasse ein.
Es sind also nur die Merkmalserkenner aktiv, die benötigt werden. Findet einer der ak-
tiven Merkmalserkenner nun eine seiner Observablen in einem Bereich vor, der zu ei-
nem der angefragten Hypothesenklassen gehört, teilt er dies dem Integrator mittels
einer zeitgestempelten Hypothese mit. Der Integrator kann nun die erhaltenen Hypo-
thesen gemäß den aus der Wissensbasis generierten Regeln bearbeiten und eine neue
Hypothese emittieren, die diesmal aus einer anderen, komplexeren Notationssytem
besteht (in diesem Beispiel nur mit den Marken „Pointing“ und „Waving“).
;; Time-stamp: <99/03/15 17:18:53 martinf>
;; Contains basic meta rules, indicating pointing, and waving
DISTRIBUTOR PointAndWave
[ BSifinger LocChest EFinA ] Pointing PARALLEL Hypothesis BSifinger LocChest EFinA
[ BSifinger LocChest EFinAU ] Pointing PARALLEL Hypothesis BSifinger LocChest EFinA
[ BSifinger LocChest EFinAD ] Pointing PARALLEL Hypothesis BSifinger LocChest EFinA
[ BSifinger LocChest EFinAL ] Pointing PARALLEL Hypothesis BSifinger LocChest EFinA
[ BSifinger LocChest EFinAR ] Pointing PARALLEL Hypothesis BSifinger LocChest EFinA
[ BSflat LocHead LocSide ] Waving PARALLEL Hypothesis BSflat LocHead LocRight
[ BSflat LocShoulder ] Waving PARALLEL Hypothesis BSflat LocShoulder
[ BSflat LocHead ] Waving PARALLEL Hypothesis BSflat LocHead144
8.1 Einfache GestenerkennungIn Abbildung 57 ist die Symboldefinition zur Laufzeit dargestellt. Hier wird ein „Fin-
gerschuß aus der Hüfte“ als „Pointing“ definiert. Dabei stellt „48“ eine Handkon-
figuration in Pistolenhaltung dar, „Q“ bedeutet von „vom Körper weg“, „f“ eine
Handfläche die nach links zeigt und „Ä“ bedeutet eine Handposition unter der
Bauchhöhe (siehe auch Abschnitt „Hamburger Notationssystem“ auf Seite 47). Dies
wird als „Meta-Rule“ „[ BSifinger ThExt EFinA PalmL LocUnderstomach
] Pointing Hypothesis PARALLEL BSifinger ThExt EFinA PalmL
LocUnderstomach“ codiert zum Integrator gesendet, der daraus dann die Regel
generiert, die bei Vorliegen von Hypothesen der Klassen „BSifinger“ „ThExt“
„EFinA“ „PalmL“ und „LocUnderstomach“ im Zeitfenster die Methode
„PARALLEL“ aufrufen, die einen bestimmten Parallelitätsbegriff abtestet. Erfüllen die
Abbildung 57: Symboldefinition zur Laufzeit
(defrule MAIN::gen23-Pointing-rule
?gen24-match <- (object (is-a BSifinger))
?gen25-match <- (object (is-a ThExt))
?gen26-match <- (object (is-a EFinA))
?gen27-match <- (object (is-a PalmL))
?gen28-match <- (object (is-a LocUnderstomach))
=>
(PARALLEL Pointing "BSifinger ThExt EFinA PalmL
LocUnderstomach" ?gen24-match ?gen25-match
?gen26-match?gen27-match ?gen28-match))145
Kapitel 8 AnwendungHypothesen die Bedingungen von „PARALLEL“, wird dort dann eine neue Hypothe-
se „Pointing“ berechnet, assertiert und jenen Agenten mitgeteilt, die sie nachge-
fragt („required“) hatten.
Eine Visualisierung des Integrationsvorganges liefert der Kontrollagent des Integra-
tors, wie in Abbildung 58 zu sehen. Dabei wurde ein einfacheres Beispiel gewählt: Es
wird „Waving“ aus „LocShoulder“ und „BSflat“ integriert. In Abbildung 58a
ist das Fenster dargestellt über das der Integrator gesteuert wird und z.B. die Abkling-
funktion (engl. Decay Function) gewählt und parametrisiert wird. In Abbildung 58b
ist ein Schnappschuß des Visualisierungsfensters zu sehen, das bei jeder neuer Nach-
richt entsprechend dem Zeitstempel nach links rollt, um so den Zeitverlauf darzustel-
len. Dabei ist der Bereich, der im Integrationsfenster liegt leicht farblich hinterlegt. Der
Zeitbereich zwischen dem „jetzt“ (rechter Bildrand) bis zu dem ersten Auftreten von
Informationen stellt die Zeitverzögerung des Systems dar und ist etwas heller farblich
hinterlegt. Das Zeitfenster wird vom linken Rand dieses Bereiches an gerechnet, um
den Maschinenabhängigen Effekt zu kompensieren. Die einzelnen Hypothesen, de-
ren Klassennamen am linken Bildrand verzeichnet sind, werden entweder als Quadra-
te oder Strecken dargestellt. Bei den Strecken wird das Hypothesengewicht textuell
oberhalb der Strecke dargestellt, bei den Quadraten ist die Größe proportional zum
Gewicht. Quadrate bezeichnen Hypothesen, bei denen nur der Beginn eines Ereignis-
ses beschrieben wird, Strecken bezeichnen Zeiträume. Wie in Abschnitt „Eindeutig-
keit von Hypothesen“ auf Seite 127 beschrieben ist, können zwei Zeitpunkte unter
gewissen Bedingungen zu einem Zeitraum integriert werden. Zu beachten bleibt, das
der Integrator Hypothesen uniform behandelt, also keinen prinzipellen Unterschied
Abbildung 58: Integrator Visualisierung
(a)
(b)146
8.2 Einfache multimodale Integrationzwischen Eingabe- und Ausgabe-Hypothesen annimmt. In dem hier abgebildeten
Beispiel werden die Hypothesengewichte multiplikativ zusammengefaßt, jedoch sind
auch Verrechnungen durch Mittelwertsbildung oder „Fuzzy Logic“ [KY95] je nach
gewünschter weiterer Verwendung sinnvoll.
Bei der Implementation dieses Systems zeigte sich, daß die Integration stark von der
Performanz des Agentensystems (und der Maschinen auf denen es implementiert ist)
abhängt. Werden nämlich einzelne Nachrichten derart verzögert, daß sie erst hinter
dem Integrationsfenster eintreffen, werden sie sofort gelöscht ohne für die Integrati-
on beachtet zu werden. Ein weiteres Problem ergibt sich, wenn mehr Nachrichten mit
neuen Hypothesen eintreffen, als verarbeitet werden können. Zwar werden diese Hy-
pothesen dann nach und nach abgearbeitet, aber es entsteht ein „Loch“ in der Erken-
nung, da einige Nachrichten durch das kontinuierliche Fortschreiten des
Integrationsfensters verworfen werden. Verschärft wird dieses Problem durch die Tat-
sache, daß die Verarbeitungszeit überproportional zur Anzahl der Hypothesen im
Speicher wächst. Daher muß bei der Dimensionierung des Systems strikt auf eine Mi-
nimierung der auszutauschenden Hypothesen hingearbeitet werden.
8.2 Einfache multimodale Integration
In diesem Szenario (Prototyp B), in dem aufgezeigt wird, das auch multimediale Inte-
gration prinzipiell möglich ist, sind die Agenten wie in Abbildung 59 auf Seite 148
(siehe auch Abbildung 39, „Vorschlag einer Systemarchitektur“ auf Seite 98) darge-
stellt konfiguriert.
In diesem Szenario wurde neben der Gestenverarbeitung (siehe Abschnitt „Einfache
Gestenerkennung“ auf Seite 143) auch ein sprachanalysierndes Werkzeug benutzt.
Dabei handelt es sich um einen Forschungsprototypen eines Spracherkennungssy-
stems der Arbeitsgruppe „Angewandte Informatik“ der Universität Bielefeld
[FSKS98]. Die von diesem System inkrementell erkannten besten Wortketten werden
via Netzwerk1) an einen sog. „word spotter“ geleitet. Dieser Agent klassifiziert die er-
haltenen Wörter in mehrere Wortklassen mittels einer einfachen Hash-Tabelle (vgl.
[CLR90], Chapter 12), wie im folgenden aufgeführt ist2).
1. In diesem Falle eine direkte TCP-Socket Verbindung via IP, kein Multicast wie bei den
Bewegungssensoren.
2. Alle anderen Wörter werden stillschweigend ignoriert.147
Kapitel 8 AnwendungDie so ermittelten Hypothesen der Wordklassen „Object“, „Location“ und
„Transaction“ (vgl. Abbildung 60 auf Seite 149) werden dann den Agenten, die sie
anfordern („require“) zur Verfügung gestellt (siehe auch [SFL99]).
Abbildung 59: Prototyp B: Systemkonfiguration
Applikation
















































‡) Das mit „AI-Speech“ bezeichnete Modul ist
ein Spracherkennungsprototyp der Arbeits-
gruppe „Angewandte Informatik“, der Tech-
nischen Fakultät der Universität Bielefeld.
#) Das als „word spotter“ gekennzeichnete Mo-
dul bildet Wörter auf zuvor definierte Klassen
ab.
— Die Integrationsebene ist nun mehrstufig.
WissensbasisIntegrator
(Äußerung)148
8.3 ZusammenfassungDabei wird ein extrem einfacher Satz von Regeln verwendet wie z.B.
„ObjectReference PARALLEL Hypothesis Pointing SpeechObject“,
die eine Referenz auf ein Objekt als Hypothese der Äußerungsklasse
„ObjectReference“ durch das zusammentreffen einer HNS+-Wortklasse
(„Pointing“) mit einer Sprachhypothese der Klasse „Object“ („SpeechObject“)
beschreibt. Hypothesen der Äußerungsklassen können dann durch Regeln wie
„ptt_seq SEQUENCE Hypothesis ActionReference ObjectReference
ObjectReference“ in Ergebnissätze integriert werden, die dann angezeigt werden
können oder von weiteren Agenten angefordert werden können.
Dieser stark vereinfachte Prototyp zeigt zwar, daß Information verschiedenster Quel-
len mit einander integriert werden kann, führt aber auch Probleme und Grenzen des
Ansatzes vor Augen. Es wird klar, das es nicht einfach ist, das jeweilige Integrations-
wissen zu formulieren und über die Integratoren strukturiert zu verteilen. Dabei stellt
sich zentral die Frage, welche Strukturebenen welche zeitlichen Randbedingungen
haben — also wie die Abklingfunktion beschaffen und parametrisiert sein muß. Für
die unteren Stufen der Integration wird dies noch verhältnismäßig gut durch die Mo-
delle die im Kapitel „Zeitbegriffe“ auf Seite 31 dargelegt, für weitere Ebenen müssen
weitere Forschungsergebnisse aus Linguistik und Psychologie herangezogen werden.
8.3 Zusammenfassung
In diesem Kapitel werden exemplarisch zwei mit dem Rahmensystem prototypisch
implementierte Systeme vorgestellt, anhand derer die Funktionsprinzipien des Rah-
mensystems einerseits und der jeweiligen Aufgabe andererseits erläutert werden.
Durch die beiden Systeme wird dargelegt daß das Rahmensystem an verschiedene
Anforderungen anpaßbar ist und zur Laufzeit rekonfiguriert werden kann. Die Wis-
sensbasen der einzelnen Integratoren sind voneinander getrennt und beschreiben


















Abbildung 60: Wortklassen und ihre Instanzen149
Kapitel 8 Anwendunglinguistische Kenntnis der zeitlichen Randbedingungen dieser Struktur zur formulie-
rung dieser Wissensbasen notwendig ist.150
Kapitel 9
Résumé
In diesem Kapitel findet sich ein kritischer Rückblick mit einer Zusammenfassung, die
noch einmal in kondensierter Form die einzelnen Aspekte der Arbeit unter verschie-
denen Gesichtspunkten aufgreift, sowie ein Ausblick auf neue Forschungsfragen und
nun beschreitbar erscheinende Wege gibt.
9.1 Wesentliche Systemeigenschaften
Das vorgestellte System unterscheidet sich von anderen Systemen durch das Zusam-
menspiel verschiedener Eigenschaften, die im folgenden noch einmal aufgeführt wer-
den.
AUFGABENORIENTIERTE KOMMUNIKATIONSSTRUKTUR. Welche Information nun zur Erfül-
lung der Aufgabe der Applikation wirklich benötigt wird, kann diese in Form von
Kompositionsregeln der Integrationsstufe mitteilen. Diese Kompositionsregeln wer-
den in Integrationsregel umgeformt und aus diesen Integrationsregeln wieder Kom-
positionsregeln für nachfolgende Stufen generiert. Dies setzt sich bis auf die Ebene
der Merkmalserkenner fort, die nur solche Merkmale aus dem Signalmodell extrahie-
ren, die auch wirklich benötigt werden.
SCHNELLE DATENREDUKTION. Um die Integratoren, die als Produktionssysteme realisiert
sind, performant zu halten, wird eine schrittweise Datenreduktion in den einzelnen In-
tegrationsstufen vorgenommen. Zusammen mit dem sich ausdehnenden betrachte-
ten Zeitintervall, läßt sich so ein beschränktes Gedächtnis realisieren, auf dem
effiziente Suche als eine Vorbedingung für die Regelauswertung möglich ist.
SKALIERBARKEIT DER INTEGRATOREN. Die Symbolintegration ist hierarchisch organisiert.
Dabei wird immer der gleiche Integrationsrahmen mit für die jeweilige Stufe spezifi-
schem Integrationswissen gefüllt. Trotzdem ist der formale Type der Eingabe der glei-
che, wie der der Ausgabe, so daß ein Integrator auf der Ausgabe eines anderen
arbeiten kann.
INFORMATIONSTECHNOLOGISCH ADÄQUATE IMPLEMENTIERUNG. In diesem System ist eine
Implementierung verwirklicht, die einzelne Zeit– und ProzeßflußverteilungsvorgängeMartin Fröhlich, Bielefeld 1999 151
Kapitel 9 Résumédirekt auf Primitive des Betriebssystems abbildet und so eine Performanz erreicht, die
für eine schritthaltende Bearbeitung hinreichend ist.
BEGRÜNDBARE SEMANTIK DER SYMBOLE. Die in diesem System verwendeten Symbole
leiten sich von der Autorität der Experten des Instituts für Deutsche Gebärdensprache
und Kommunikation Gehörloser in Hamburg her. Dies hat den Vorteil, daß so Exper-
tenwissen modelliert werden kann und Probleme und Ergebnisse auf einer einem wei-
teren Personenkreis zugänglichen Basis diskutiert werden kann.
APPLIKATIONSUNABHÄNGIGKEIT DES ANSATZES. Das hier vorgestellte System ist so konzi-
piert, daß es seine Dienste in verschiedenen Szenarien anbieten kann. Einzig die Wis-
sensbasis für die Integratoren muß jeweils an die entsprechenden Gegebenheiten
angepaßt werden.
9.2 Lösungen
In den ersten Kapiteln konnte ein Beitrag zur Klärung der Struktur von Gesten durch
die Vorstellung eines Versuches einer Taxonomie geleistet werden. Dabei wurden die
Grundlagen zur Schärfung der Definition der Symbole gelegt, die in der Integration
benutzt werden. Dadurch konnte eine Theorie zur Erzeugung fundierter und ver-
ständlicher Symbole für und in dem Integrationsmechanismus gelegt werden.
Der vorgestellte Integrationsmechanismus stellt eine Realisation eines merkmalsba-
sierten Ansatzes in Kombination mit einem wissensbasierten System dar. Dabei sind
die zu integrierenden Symbole zur Laufzeit definierbar.
Auf der Ebene der Datenerfassung wurde das Konzept der „virtuellen Sensoren“,
durch die Verwendung eines abstrakten Körpermodells realisiert. Dabei kommt das
aus der Biokybernetik abgeleitete MMC-Netz zum Einsatz.
Als Implementationsbasis wird ein Multiagenten–System vorgeschlagen, das durch
seine Nachrichtenstruktur und -semantik eine weitere Strukturebene realisiert und
Daten sowie Konfigurationsanforderungen expliziert.
Die hier vorgestellten Systeme benutzen parallelisierbare Algorithmen, die mittels der
im Anhang dargelegten Technologien zur Parallelisierung von Programmabläufen im-
plementiert wurden.152
9.3 Kritik9.3 Kritik
Diese Arbeit konnte nur den Grund legen für eine systematische Erforschung der
merkmalsbasierten Gestenerkennung. Eine systematische Untersuchung der Anwen-
dungstauglichkeit in verschiedenen Anwendungszenarien steht aus, da das System
nur in Form der im Kapitel „Anwendung“ auf Seite 143 dargestellten Prototypen ge-
testet wurde. Auch wäre es wünschenswert Lernverfahren in der Integrationsebene
anzuwenden, sie sollten neben der vorgegebenen Symboldefinition in der Lage sein,
eigene Symbole zu kreieren. Dadurch könnten Symbole mit direkter Fundierung
(„grounding“), neben den vordefinierten entstehen und somit eine robustere und an
den jeweiligen Benutzer besser angepaßte Erkennung ermöglichen.
In dem Integrationsrahmen bleibt die Behandlung der Vor- und Nachzeitigkeit auf-
wendig. Die Abwicklung über die beiden Funktionen PARALLEL und SEQUENCE ist
zwar sehr allgemein, jedoch ist die SEQUENCE-Funktion aufgrund des Intervallkalküls
recht komplex. Es wäre eine sinnvolle Arbeit, zu untersuchen, inwieweit sich diese
Struktur implizit in die Struktur der Hierarchie der Integratoren überführen läßt, ohne
das kognitionswissenschaftliche Grundmodell von Pöppel zu verletzen.
9.4 Abschließende Bemerkungen
Das in den letzten Jahren drastisch steigende Interesse an neuen Wegen in der
Mensch–Maschine Kommunikation hat in kurzer Zeit an verschiedenen Stellen der
Forschungswelt das Interesse auf Gesten und ihr Potential gelenkt. Als ein Indikator
für diese Entwicklung kann die Schaffung einer neuen Konferenzreihe, den sog. Ge-
stenworkshops, die nun in 18 monatigem Abstand einen Konzentrationspunkt für die
wissenschaftliche Diskussion in Europa bieten, dienen. Dabei wird deutlich, daß nicht
nur bekannte Verfahren auf die neue Domäne angewendet werden, sondern auch
neue Wege beschritten werden. Auch in den USA finden vermehrt Workshops zu die-
sem Thema statt. Obwohl es mittlerweile viele Arbeitsgruppen gibt, die sich dem The-
ma Geste aus der einen oder anderen Perspektive annehmen, steht dieses
Forschungsgebiet noch an seinen Anfängen. Es ist nicht mit dem Stand der Spracher-
kennung zu vergleichen, da die dort gefundenen Verfahren aus den beschriebenen
Unterschieden von Sprache und Gestik nicht direkt übertragbar sind und nur für Zei-
chensprachen adäquat erscheinen. Welche Eingabeformen in einem System zu ver-
wenden sind, ist eine Entscheidung, die nur durch exakte Analyse der Anforderungen
und der Kenntnisse und Fähigkeiten der Benutzer zu entscheiden. Die Forschung auf
dem Gebiet der alternativen Schnittstellen dient in erster Linie dazu neue Perspektiven
und Erkenntnisse über eben jene Alternativen zu bieten.153
Kapitel 9 Résumé154
Anhänge
1.1 Multimodal versus Multimedial
Lenzmann führt in [Len98], Abschnitte 5.2 und 5.3, die Begriffe „Modalität“, Medi-
um“, „multimediales System“ und „multimodales System“ systematisch ein. Ihre De-
finitionen seien hier kondensiert widergegeben.
Definition: Medium: Als Medium wird einerseits das materielle Objekt bezeichnet,
das Information eines bestimmten Typs enthält, als auch den zur Übertragung not-
wendigen Kommunikationskanal [May93], [Len98].
Definition: Modalität: Eine Interaktionstechnik, die dem Benutzer erlaubt, ein be-
stimmtes Ziel zu erreichen. Dabei wird eine Modalität formal als ein Tupel bestehend
aus einem physikalischen Gerät d mit einer Interaktionssprache L zu <d, L> definiert
[NC95].
Definition: Multimodales System: Ein multimodales System ist durch seine Fähig-
keit definiert, mit dem Benutzer über viele verschiedene Modalitäten zu kommunizie-
ren, die so zusätzliche, ergänzende teilweise sogar redundante Informationen, die
eine Auflösung von Mehrdeutigkeiten sowohl aus der Benutzer- wie auch aus der Sy-
stemsicht gestatten.
Definition: Multimedia–System: Analog ist ein Multimedia–System ist über seine
Unterstützung verschiedener Medien definiert.
Eine einfache Aneinanderreihung oder Kombination von Modalitäten und Medien ist
dabei aber nicht hinreichend, vielmehr muß deren Kooperation sorgfältig koordiniert
werden, wofür sowohl kontextuelle als auch temporale Kriterien zu berücksichtigen
sind.
1.2 Prinzipien der Softwareentwicklung
Allgemein lassen sich die folgenden Grundsätze für die Entwicklung von Softwaresy-
stemen angeben.
MODULARITÄT. Das Gesamtsystem soll in mehrere möglichst eigenständige Module
zerfallen, die getrennt entwickelt werden können.Martin Fröhlich, Bielefeld 1999 155
AnhängeAUFGABENTEILUNG. Gemäß dem alten Entwicklungsprinzip „Single Source — Single
Source of Failure“, soll jede Funktion möglichst nur einmal implementiert sein.
SCHNITTSTELLEN. Die einzelnen Module müssen klar definierte Schnittstellen aufwei-
sen.
„PRINCIPLE OF LEAST SURPRISE“. Alle Module sollen die ihnen zugewiesene Funktion,
möglichst ohne Seiteneffekte erfüllen.
PARALLELITÄT. Es soll die Möglichkeit gegeben sein, daß Abläufe, die algorithmisch un-
abhängig sind auch tatsächlich parallel ausgeführt werden können.
PORTABLER CODE. Da sich insbesondere Forschungssysteme über ihre gesamte Nut-
zungsdauer in Entwicklung befinden und sich die Betriebssysteme ständig weiter ent-
wickeln, ist es unabdingbar, das nach den strengen Grundsätzen der portablen
Entwicklung gearbeitet wird. Auf diese Weise wird die rechnersystem-übergreifende
Entwicklung quasi automatisch mitgelößt.
1.3 Agentenorientierte Programmierung
Allein durch die Dezentralisierung von Agentensystemen ergeben sich eine Reihe von
Vorteilen gegenüber den zentralen Ansätzen der traditionellen künstliche Intelligenz.
Nach [Mue93] sind das im Einzelnen:
• Robustheit: Fällt ein Agent im System aus, so ist nicht das ganze System inopera-
bel, sondern nur Teile desselben. Verteilte Systeme können entschieden einfacher
auf Ausfälle einzelner Einheiten vorbereitet werden.
• Effizienzgewinn: Durch die parallele Verarbeitung ist eine Verbesserung der Bear-
beitungsgeschwindigkeit auf jeden Fall dann zu erwarten, wenn die Anwendung
auch physikalisch verteilt ist, d.h. wenn sie auf mehrere Prozessoren aufgeteilt ist.
• Offenheit: Da Agenten in verteilten Systemen über definierten Schnittstellen
kommunizieren, ist es ein leichtes, Agenten auszutauschen oder neue Agenten
an das System anzukoppeln. Hierdurch wird auch eine Dezentralisierung der Ent-
wicklungsarbeit möglich.
• Vielfältigkeit: Durch die verteilte Architektur sind VKI-Systeme nicht hinsichtlich
ihrer Hardwareplattform oder Programmiersprache eingeschränkt. Unabhängig
von der Modellierung sind verschiedene Operationalisierungsszenarien möglich.156
1.3 Agentenorientierte Programmierung• Skalierbarkeit: Innerhalb einer Domäne unterscheiden sich Anwendungsgebiete
oft nur durch ihre Komplexität. Ein Vorteil ist es dann, wenn die Systeme skalier-
bar sind, d.h. an die Komplexität der Anwendung anpaßbar sind. Verteilte
Systeme bieten gerade diese Möglichkeit, indem für einzelne Aufgaben
bestimmte Agenten modelliert werden, deren Anzahl ohne Probleme verändert
werden kann. Außerdem können einzelne Agenten durch Untersysteme ausge-
tauscht werden und so deren Aufgabe weiter verteilen.
• Wiederverwendbarkeit: Einige Systemkomponenten können sehr leicht auch in
anderen Systemen ohne Änderungen wiederverwendet werden.
• Wissenserwerb: Bei verteilten Systemen wird durch die Aufteilung der Domäne in
Unterdomänen der Wissenserwerb erleichtert, da dieses die Spezifikationen der
Gesamtdomäne einschränkt.
• Adaptivität: Agenten-Systeme sind schon alleine deshalb adaptiver als konven-
tionelle Systeme, weil die Interaktion auf Kommunikation mit einem Partner
beruht. Dadurch reagieren die Systeme flexibel auf Eingriffe durch menschliche
Partner.
• Flexibilität: Bei steigender Agentenzahl erhöht sich die Emergenz (vgl. [Min85]),
durch die man an dem System Verhaltensweisen beobachten kann, die nicht vor-
definiert waren.
Diese Vorteile setzen allerdings für ein konkretes System eine sorgfältige Modellie-
rung voraus. Ein System, das nicht über eine einheitliche Schnittstelle verfügt, wird
schlecht erweiterbar sein, ebenso wie ein System keine Verbesserung der Effizienz lie-
fert, wenn die Aktivierung der einzelnen Komponenten wie bei einem konventionel-
len System seriell erfolgt.
Klassisch werden bei der Agentenmodellierung folgende Ansätze verfolgt [Mue93]:
ZUSTANDSORIENTIERTE MODELLIERUNG. Bei der zustandsorientierten Modellierung be-
findet sich jeder einzelne Agent in einem Zustand, der sich durch Ereignisse ändern
kann. Das gesamte System wird daher durch seinen Zustand beschrieben, der sich aus
der Summe der Einzelzustände ergibt. Die Interaktionen der Agenten in dem System
zeigen sich in dem Reagieren auf Ereignisse und dem Synchronisieren der Aktionen.
Um ein System zustandsorientiert zu modellieren, müssen also die Zustände und de-
ren Übergangsfunktionen beschrieben werden.157
AnhängeOBJEKTORIENTIERTE MODELLIERUNG. Im Gegensatz zur zustandsorientierten Modellie-
rung sind die Zustände in der objektorientierten Modellierung nach außen hin nicht
sichtbar, da sie in den Agentenobjekten gekapselt sind. Betrachtet werden demnach
nur die Interaktionen unter den Agenten, die sich auf das Empfangen und Abgeben
(Senden) beschränken. Durch Beschreibung dieser Kommunikationsprozesse wird das
System modelliert.
ABSICHTENORIENTIERTE MODELLIERUNG. Bei der absichtenorientierten Modellierung
handeln die Agenten motiviert, d.h. sie verfügen über Intentionen und Glauben.
Agenten werden anhand ihrer mentalen Zustände beschrieben, die allerdings rein vir-
tuell sind und nicht mit Zuständen von Maschinen zu verwechseln sind, mit denen z.B.
die zustandsorientierte Modellierung realisiert werden kann. Zu diesen mentalen Zu-
ständen werden Überzeugungen (beliefs), Verpflichtungen (commitments), Entschei-
dungen (decisions) und Fähigkeiten (capabilities) gezählt. Hier läßt sich auch der
Begriff der BDI-Agenten festmachen: Sie arbeiten auf der Basis von Überzeugungen
(Beliefs), Wünschen (Desires) und Absichten (Intentions).
ROLLENORIENTIERTE MODELLIERUNG. Dieser Ansatz ist bildet Begriffe der Soziologie auf
Agenten ab: Die Agenten werden durch ihre Rollen innerhalb der Gesellschaft be-
schrieben. Ein Agent kann z.B. ein Erzeuger, Verbraucher, Vermittler, Händler oder
Kunde sein. Da sich die Rollen aufgrund von Wechselwirkungen innerhalb des Sy-
stems auch ändern können, kann ein Agent auch mehrere Rollen zu einem Zeitpunkt
innehaben (vgl. [Len98]).
Diese theoretischen Überlegungen können durchaus auch gleichzeitig angewendet
werden, dieses wird um so wichtiger, je mehr Komplexitätsgrade der Information ein
Agentensystem überdeckt. Rollenorientierte Modellierung ist adäquat für höhere,
d.h. komplexere, Ebenen, während sie auf der Merkmalsebene mehr verschleiern
würde, als zu einer durchsichtigen Struktur zu führen.
1.4 HamNoSys und SGIM
Aufzählungssymbole aus der SGIM-C++-Bibliothek, ihre numerische Entsprechung
und der ihnen am meisten entsprechende HamNoSys-Bezeichner. Dabei ist zu beach-
ten, daß die hier verwendeten Symbole Elemente von HNS+ und nicht HamNoSys
sind und daß somit ihre Bedeutung leicht von HamNoSys abweichen, z.B. dadurch,
daß sie in weit weniger Kontexten stehen können.158

















































Tabelle 23: Bezeichner der SGIM-Library und ihre HamNoSys Äquivalente (Forts.)160

















































Tabelle 23: Bezeichner der SGIM-Library und ihre HamNoSys Äquivalente (Forts.)162
























Tabelle 23: Bezeichner der SGIM-Library und ihre HamNoSys Äquivalente (Forts.)163
Anhänge1.5 Tabelle der Faktoren im Körpermodell
Drei Beispielmengen von Referenzwerten, die nach [Phe86], [Con72], [DGF59],
[DIN33402T2], [NASA94] ermittelt wurden und vom Kontrollagenten nach der Ver-





















Tabelle 23: Bezeichner der SGIM-Library und ihre HamNoSys Äquivalente (Forts.)164
1.5 Tabelle der Faktoren im KörpermodellName
US-Bürger Nordeuropäer Mittelmeeranrainer
m w m w m w
Stature [in mm] 1755 1625 1740 1640 1715 1600
EyeHeightFactor 0,936 0,938 0,936 0,933 0,936 0,938
ChinHeightFactor 0,870 0,875 0,870 0,875 0,870 0,875
ShoulderHeightFactor 0,819 0,825 0,830 0,825 0,814 0,825
ChestHeightFactor 0,725 0,725 0,725 0,725 0,725 0,725
StomachHeightFactor 0,630 0,632 0,632 0,624 0,621 0,632
ElbowHeightFactor 0,630 0,632 0,632 0,624 0,621 0,632
HipHeightFactor 0,530 0,524 0,511 0,505 0,511 0,524
WristHeightFactor 0,485 0,480 0,489 0,489 0,477 0,480
FingertipHeightFactor 0,357 0,370 0,357 0,370 0,371 0,370
Chin2TopOfHead-
Factor
0,130 0,125 0,130 0,125 0,130 0,125
MaxHeadDiameterFa
ctor
0,132 0,132 0,132 0,132 0,132 0,132
ShoulderBreadth-
Factor
0,259 0,245 0,259 0,245 0,259 0,212
ShoulderElbow-
LengthFactor
0,189 0,193 0,198 0,183 0,193 0,172
ElbowFingertip-
LengthFactor
0,273 0,262 0,261 0,254 0,250 0,257
HandLengthFactor 0,128 0,110 0,118 0,119 0,106 0,108
Tabelle 24: Beispielwerte für konsistente Belegung des Körpermodells165
AnhängeDie hier dargestellten Werte sind die Mittelwerte (50%-Perzentil, da Normalvertei-
lung) für US-Bürger, Nordeuropäer, und (europäische) Bewohner des Mittelmeer-
raums. Wobei bei letzteren nur Relativdaten für den männlichen Bevölkerungsanteil
vorliegen. Daher sind die Relativdaten für den weiblichen Bevölkerungsanteil aus all-
gemeinen Daten [Phe86] und von den US-Bürgerinnen kopierten Daten komplettiert
worden.
1.6 Die Klassen in COOL
Die CLIPS-Notation ist stark an typischen Slot-and-Filler–Notationen aus der KI ange-
lehnt. Für die Anwendung des Integrationsansatzes in einer bestimmten Domäne ist
die Klasse Hypothesis abzuleiten und durch weitere domänenspezifische Slots zu
ergänzen.
1.6.1 Timeless-Hypothesis
Klasse für zeitlose Hypothesen. USER ist die Generische Oberklasse in COOL. Von
Klassen, die eine abstrakte Rolle haben, können keine Objekte instantiiert werden.











SittingHeightFactor 0,520 0,533 0,520 0,533 0,520 0,530
ChestDepthFactor 0,145 0,157 0,126 0,147 0,143 0,157
Name
US-Bürger Nordeuropäer Mittelmeeranrainer
m w m w m w
Tabelle 24: Beispielwerte für konsistente Belegung des Körpermodells (Forts.)166






Klasse für ein Intervall in der Zeit. Der end-Zeitstempel wird bei der Instantiierung ei-
nes Objektes auf unendlich gesetzt, d.h. „bis auf weiteres gültig“.





(default (create$ INF INF))
(create-accessor read-write)))
1.6.3 Hypothesis
Von Klassen, die eine konkrete Rolle spielen, können durchaus Instanzen gebildet
werden. Die letzte Zeile besagt, daß Objekte dieser Klasse in das pattern-matching
mit einbezogen werden.




Um in einer multi thread-Umgebung arbeiten zu können, sind im wesentlichen zwei
Probleme zu Umgehen:
1. Der gleichzeitige Zugriff auf kritische Abschnitte („coherency violation“), und
2. das zyklische Warten auf die Freigrabe von kritischen Abschnitten („deadlock“).
Einer der in der Praxis am häufigsten vorkommenden kritischen Abschnitte, ist der zu-
griff auf Speicher, den mehrer Threads potentiell gemeinsam nutzen. Dabei heißt ge-
meinsam, daß zwar mehrere Threads auf den Speicher zugreifen, aber dies nie
gleichzeitig.167
AnhängeWo liegt das Problem beim gleichzeitigen Speicherzugriff? Es gibt mindestens zwei.
Zum einen das bekannte Leser-Schreiber Problem: Der eine schreibt ein 2 Byte großes
Datum, der andere liest „gleichzeitig“. Unter Umständen erhält der Leser ein Byte al-
tes Datum und das andere Byte ist schon das neue Datum. Dies kann sehr fatal — z.B.
im Kontext von Indizes und Zeigern — sein, wie mit leichter Überlegung schnell nach-
vollzogen werden kann. Das andere Problem liegt in der Art und Weise wie moderne
Arbeitsplatzrechner den von–Neumann-Flaschenhals, den Adress- und Datenbus,
realisieren. Da auch der dahinterliegende Speicher langsam oder teuer ist, wird Spei-
cher in Zwischenspeicherhierarchien („cache hierarchies“) eingebaut, sodas schnell
auf kleine Speichereinheiten zugegriffen werden kann, die Kopien von Abschnitten
der darunterliegenden Speicherhierarchiestufe enthalten. Wird ein Datum außerhalb
der Speichereinheit angefordert, wird die mit einer Kopie der Umfelds der angefor-
derten Adresse überschrieben („cache miss“). Nach „unten“ — in Richtung langsa-
merer Speicher — wird dies dann vom Betriebssystem bis auf die Größe von
(typischerweise) 4 K–Blöcken auch auf die Festspeicher (z.B. Festplatte) abgebildet,
sodas ein Datum im schlimmsten Fall von dem Festspeicher eingelesen werden muß
(„page fault“). Die beiden Ereignisse „cache miss“ und „page fault“ sind relativ zu
den Zugriffsparametern der betrachteten Hierarchiestufe sehr teuer, d.h. es treten
Faktoren von 2 bis 1000 auf. Nach „oben“ hin endet die Hierarchie bei den Registern
der Instruktionspipelines, die meist parallel ausgelegt sind (vgl. „superscalar proces-
sor“ und „superpipelined processor“ z.B. in [DS98]), wie z.B. beim MIPS R8000. Um
geschriebene Daten bei einem „cache miss“ nicht zu verliehren sorgen sog. Kohären-
zverfahren für ein zurückschreiben („write back“) aller Daten in dem Zwischenspei-
cher auf eine der weiter „unten“ liegenden Stufen1). Es läßt sich leicht ausmahlen was
passiert, wenn mehrere Threads auf einem Prozessor ohne den schützenden Rahmen
des Programmkontextes „write backs“ auslösen. Bei genauerer Betrachtung ist dies
auch das Leser–Schreiber–Problem, nur auf einer anderen Ebene. Das typische Resul-
tat unter UNIX ist ein sigbus, ein „bus error“, der zur unbedingten, sofortigen Ter-
minierung des Prozesses führt.
Um den gleichzeitigen Zugriff verhindern zu können, ist in Kontext der Threads auch
mehrere Synchonisationsverfahren definiert. Zum einen Variablen zur Steuerung des
gegenseitigen Ausschluß, („mutual exclusion“) Mutex genannt, zum anderen Bedin-
gungsvariablen und zusätzlich die schon klassischen Semaphore (siehe [Tan94]) ste-
hen auch zur Verfügung. Die Idee ist in jedem Falle die, für einen kritischen Abschnitt
1. Bei multiprozessor Systemen handelt es sich um ganze Kohärenzprotokolle, einem sehr
komplexen Algorithmus.168
1.7 Thread–sichere Programmierungeinen Zustandsindikator zu haben, mittels dem zu Entscheiden ist, ob ein Thread in
den kritischen Abschnitt eintreten darf oder auf dessen Freigabe warten muß.
Ziel ist es mindestens einen durchgehenden Weg zu schaffen, den der Prozeßfluß be-
schreiten kann, den sog. kritischen Weg („critical path“). Idealerweise hat der kriti-
sche Weg genausoviele parallele Wegstrecken, wie parallele Prozessoren vorhanden
sind. Das heißt, daß die Abarbeitung tatsächlich parallel vonstatten gehen kann. In
Abbildung 61 ist ein Prozeßflußdiagramms dargestellt, in dem der Prozeßfluß über
mehrer Threads an einigen Mutexen vorbeiläuft. Dieses Diagramm ist insofern idea-
lisiert, da auch Threads dem normalen Algorithmus zur Zuweisung von Rechenzeit auf
den Prozessoren unterliegen („scheduler“). Hier wird also eine auf einen Prozeß idea-
lisierte Sichtweise benutzt.
Wie dieses Diagramm deutlich macht, liegt die Verantwortung zur Vermeidung von
„deadlocks“ bei dem Programmierer. Da die meisten Programmiersprachen keine
Konstrukte zur Modellierung von Parallelität haben, muß also ein algorithmischer





















gramm mit Threads nach
[KSS96]
Zeit thread 1 thread 2 thread 3169
Anhänge„PIPELINING“. Die Aufgabe wird in einzelne Schritte zerlegt die nacheinander ausge-
führt werden können. Dabei ist die Ausgabe eines Schrittes die Eingabe des nächsten
Schrittes. Die Parallelisierungen entspricht der Stufigkeit der Pipeline.
EXPLIZITE PARALLELITÄT. Zwei Threads laufen Parallel ohne auf gemeinsame Daten zu-
zugreifen.
BARRIERE. Die Threads laufen alle auf einen expliziten Synchonisationspunkt, bei dem
sie dann sequentiell auf strittige Ressourcen zugreifen.
Zur Realisierung des ausschließlichen Speicherzugriffs wurde die an der Arbeitsgruppe
Wissensbasierte Systeme maßgeblich von Martin Hoffhenke und Martin Fröhlich ent-
wickelte Klassenbibliothek namens „Basic Objects“ und die Bibliothek „Locked Basic
Objects“ erweitert. In Abbildung 62 ist eine Übersicht über die Klassen der „Basic Ob-
jects“ gegeben. Dabei handelt es sich z.B. um Klassen zur Verarbeitung von mathe-
matischen Matrizen. Für die häufig vorkommende untertypen spezialisiert wurden,
wie z.B. die quadratischen Matrizen, die 4x4 Matrizen und die Transformationsmarit-
zen, wie sie in der Computergraphik und Robotik benötigt werden. In Abbildung 63












BO_Container: Tupel und ande-
re unstrukturierte Typen von
BasicObjects.
Abbildung 62: Struktur und Klassenhierarchie der „Basic Objects“170
1.8 Technik der DatenaufnahmeIm Prinzip ist der Ausschlußmechanismus über die Funktionen lock und unlock im-
mer schon in den Methoden der BO_x Klassen realisiert. Über Mehrfachvererbung
werden jedoch die leeren Funktionen der BO_x Klassen in den BOL_x Klassen durch
„scharfe“ Varianten ersetzt. Dabei benutzt LockBO_c das Mutex-Verfahren nicht di-
rekt, sondern realisiert sog. „recursive locking“ (vgl. [KSS96]), das es einem Thread
kontrolliert erlaubt, eine Marke mehr als einmal zu setzten und erst dann freigibt,
wenn die Marke genausohäufig zurückgesetzt wurde. Das ist bei rekursiven Metho-
den erforderlich und so implementiert, da mit diesem Modell viel älter, d.h. längst be-
stehender und getesteter Kode, erschlossen werden mußte.
Eine weitere Methode könnte auch durch eine eigene Implementierung des
new_handlers erfolgen
1.8 Technik der Datenaufnahme
Vorliegend kommen drei bis fünf „Birds“ genannte Sensoren obigen Typs und ein
sog. „Extended Range Transmitter“, ERT für einen erweiterten Meßbereich von
92 cm auf 305 cm von Fa. Ascension (s.o.) zum Einsatz. Diese sind jeweils über eine
serielle EIA/TIA 232C vollduplex Leitung mittels einer 7-fach seriellen Schnittstellen-
karte (Serial Parallel Controller (SP/C) X1008A von Fa. Sun Microsystems) an eine Sun
SPARCstation 10 (sun4m) geleitet. Auf diesem Rechner kann nun ein Serverdeamon
gestartet werden, der den ganzen Flock konfiguriert und dann die Meßdaten der ein-
zelnen Birds empfängt. Der Flock wird hierbei in eine vom Hersteller vorgeschlagene
Grundkonfiguration versetzt, bei der schon einige Filter und Verarbeitungsschritte
hardwareseitig vorgenommen werden, was einerseits Auswirkungen auf die ermittel-







virtual void lock() { }








Anhängeten Daten hat, andererseits eine Verzögerung in der Datenausgabe von ca. 100 ms
bis 500 ms zur Folge hat.
In einer realen Umgebung (siehe Abbildung 64) müssen zunächst einmal die Anga-
ben des Datenblattes überprüft werden. Dazu wurde eine Meßreihe von 131 Meß-
stellen auf einem 6 x 8 x 4 (BTH)–Raster von demnach 192 möglichen Meßstellen
benutzt. Einige der Meßstellen waren unzugänglich und konnten daher nicht benutzt
werden. Die Meßpunkte, die dem Fußboden am nächten waren — sie lagen in einer
Höhe von 50 cm — wiesen eine dermaßen hohe Abweichung auf, daß sie für die zu
berechnenden Abweichungsfunktion nicht benutzt wurden. Dieser Entschluß begrün-
det sich mit folgender Überlegung:
Zum einen verletzen die Wände sowie Fußboden und Decke die Spezifikationen des
Arbeitsbereiches der Sensoren, in denen es explizit heißt:
Abbildung 64: Labor für Künstliche Intelligenz und Virtuelle Realität in Bielefeld172
1.8 Technik der Datenaufnahme„All specifications are valid at 30 °C ±10 °C in an environment void of large
metal objects and electromagnetic frequencies, other than the power
line.“ [Asc96], Seite 116
Doch die Wände des Labors bestehen aus einer Stützkonstruktion aus Aluminiumträ-
gern, auf die Gipsplatten montiert sind, und Fußboden wie Decke bestehen aus Stahl-
beton. Unter der Decke verlaufen große metallene Kabelhalter auf denen dutzende
von Energie-, Netzwerk-, Video- und Telephonkabeln liegen und dazu noch ein Drei-
röhrenvideoprojektor auf einem Stahlrohrgestell angebracht ist. Damit liegen die Re-
gionen nahe Boden, Decke und Wänden nicht im Arbeitsbereich der Sensoren.
Zum anderen wird von einem aufrechtstehenden, erwachsenen Probanden ausge-
gangen. Befänden sich seine Handgelenke (tiefste mögliche Sensorposition wird im
weiteren dargestellt) auf einer Höhe von 50 cm, so wäre der Proband nach bewährter
Heuristik [Con72] ca. 133 cm groß1) und somit nicht in unserer Zielgruppe.
An den 131 Meßpunkten mit den durch Messung mit dem Maßband bekannten Ko-
ordinaten wurden jeweils zehn bis 15 Meßwerte in einem Abstand von ca. einer vier-
tel Sekunde aufgenommen. Die so erhaltenen Trippelpaare von klassisch und mit den
Sensoren gemessenen Raumkoordinaten wurden als Stützstellen für eine
Ausgleichsfunktion angesehen, und mittels dem Verfahren der kleinsten Fehlerqua-
drate wurden die Parameter einer quadratischen Funktionsgrundform bestimmt. Da-
bei errechnete sich folgende Funktion, die in Abbildung 65 graphisch dargestellt ist.
Die Elemente der einzelnen Koeffizientenvektoren errechneten sich dabei zu den
Werten, die in Tabelle 25 auf Seite 175 dargelegt sind.
Ein weiteres Problem — neben dem oben beschriebenen Einfluß einer metallhaltigen
Umgebung — ist das in den Daten enthaltene Rauschen. Hier wurde in einem einfa-
chen Experiment jeweils einer der Sensoren in einer festen Position gehalten und seine
Daten — hier 1762 Datensätze — über die Zeit aufgenommen. Die Graphen der
Meßdaten finden sich in Abbildung 66 und Abbildung 67 auf Seite 176. Die offen-
1. Dies ist nach [Phe86] die Größe eines 9jährigen Jungen nach britischem 50% Quantil. Der
Wert liegt im 0,1% Quantil für die Größe der weiblichen Bevölkerung Deutschlands
IR3 IR3→
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Anhängesichtliche Quantisierung der Werte ergibt sich aus der Tatsache, daß die Birds ihre Da-
ten in einem Format liefern, in dem je 2 Bytes pro Dimension verwendet werden und
jeweils ein Bit pro Byte für Synchronisationszwecke verschwendet wird. Das LSB (engl.
„Least Significant Bit“) — also ein interner Skalenteil, im weiteren Tick genannt — hat
den Wert 111,62 µm, doch die beiden niederwertigsten Bits stehen immer auf Null,
womit die hier zu beobachtende Quantisierungsweite von [445,7 µm;
448,3 µm]99%1) als eben 2 Bits, also 4 Skalenteile = 446,5 µm zu erklären ist. Die
Abbildung 65: Graph der Ausgleichsfunktion nach [FW98]
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Achsen in „Flock of Birds“-interner
Skalenteilung (Ticks)






































































Blau, 2 Gelb, 3 Grün, 4Achsen in cm174
1.9 Störungen bei der Zuweisung von Zeitstem-Standardabweichungen für die drei mal drei Ortsparameter liegen zwischen 182 µm
und 383 mm, also im Bereich von 3 bis 4 Ticks.
Wie in den Abbildungen zu sehen ist, ist diese Quantisierung aber nicht hinreichend,
um das Signalrauschen durch die Quantisierung zu überdecken. Daher kommt ein dis-
kreter Filter mit „low-pass“-Charakteristik und eine Rundung auf ca. 2 mm (16 Ticks)
zum Einsatz.
1.9 Störungen bei der Zuweisung von Zeitstempeln
Da die Meßdaten in eigenen Geräten digitalisiert werden und danach ersteinmal se-
riell zu dem Meßdatenrechner übertragen werden müssen, kommt es zu einigen Un-
genauigkeiten bei der Zuweisung der Zeitstempel zu den Meßwerten. Die Zeitstempel
markieren den Zeitpunkt nach dem Empfang des letzten Datums des jeweiligen Meß-
gerätes. Das Problem entsteht durch die tatsache, das die Daten zwar pseudo-parallel
(mittels Thread-Technologie, siehe „Thread–sichere Programmierung“ auf Seite 167)
abgefragt werden, aber andererseits nur eine CPU diese pseudo-Parallelität nur im
Zeitscheibenverfahren emuliert. Ein sog. Scheduler verteilt die Zeitscheiben (nicht nur
zwischen den eigenen Threads, sondern zwischen allen Threads in dem System). Da-
durch kann der Moment der Datenaufname und der Moment der Zeitstempelgene-
rierung (Uhrbausteinabfrage) unterbrochen werden und somit Verzögerungen
eingebaut werden. Der so entstehende Fehler insbesondere in den Geschwindigkeits-
1. Das Fehlerintervall ergibt sich aus Fehlern, die bei der Konvertierung von verschiedenen
Darstellungen der Werte in andere Darstellungen auftraten. Hier: Internes Format, ganz-
zahlige Darstellung, Darstellung in cm.





























































Tabelle 25: Koeffizienten der Ausgleichsfunktion175
Anhängedaten (∆x/∆t) kann aber durch einen Tiefpaßfilter eliminiert werden, wie in
Abbildung 68 auf Seite 177 motiviert wird.



























































































Meßdaten von ruhenden Birds, verbunden gemäß des
zeitlichen Verlaufes.
Spalten: Projektion auf die XY-, XZ- und YZ-Ebenen
Zeilen: Sensoren 2…4 bzw. Blau, Gelb, Grün176
1.10 Näherung der Handspannungsfunktion1.10 Näherung der Handspannungsfunktion
Die Handspannungsfunktion wurde durch eine Reihe von generischen Polynomen
der Grade 2 bis 5 genähert. Dabei wurden die Koeffizienten durch die Methode der
kleinsten Fehlerquadrate berechnet.
In der Abbildung 69 auf Seite 178 ist ein Vergleich der Güte der Näherung bei variie-
rendem Polynomgrad für den Zeigefinger dargestellt. Dabei ist die Fingerspannung
einmal in der Originalfunktion von Harling und Edwards und ein mal in ihrer appro-
ximierten Form dargestellt. Die von dem Parameterschätzverfahren gelieferten Koef-
fizienten der verwendeten Funktionen sind in Tabelle 26 aufgeführt. Ein Polynom ist















a) Ortsgraph, Millimeter gegen Sekunden
b) Geschwindigkeitsgraph des Ortsgraphen
c) Periodigramme beider Graphen.
‡) Periodigramm des Ortsgraphen (dick)
#) Periodigramm des Geschwindigkeitsgra-
phen (dünn)
Die sichtbaren Störungen in der Geschwin-
digkeitsfunktion führen zu erhöhten hoch-







Abbildung 68: Fehler des Zeitstempels177
AnhängeDie Graphen der Polynome 4. und 5. Grades und der der Originalfunktion sind im
Rahmen der Darstellung deckungsgleich. Dies gilt analog auch für alle anderen Fin-
ger.
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1.10 Näherung der HandspannungsfunktionIm Zuge der weiteren Vereinfachung, kann von der Fingerlänge abstrahiert werden
und sie mit 1 angenommen werden. Die Koeffiziententabelle (analog zu Tabelle 26)
für die universelle Fingerspannung ist in Tabelle 27 gegeben. Auch hier läßt sich be-
obachten, daß die Näherungen mit Polynomen des 4. und 5. Grades die Darstellungs-
genauigkeit übersteigt. In der Abbildung 70 auf Seite 180 sind, analog zu
Abbildung 69 auf Seite 178 die Graphen für die Grade 3 und 4 dargestellt.
Der Vollständigkeit halber sind im folgenden die Näherungspolynome höheren Gra-
des auch als C-Ausdrücke im Horner-Schema aufgeführt.





x5 x4 x3 x2 x1 x0
— — — 0,674423 -1,060103 15,81053
— — 0,102376 0,677240 -1,061642 15,81074
— -0,055698 0,174984 0,498085 -0,998270 15,80559
-0,000368 -0,054241 0,172935 0,499305 -0,998549 15,80560
Tabelle 26: Koeffizienten aller Polynome für die Zeigefingerspannung
x5 x4 x3 x2 x1 x0
— — — 0,774321 -1,216636 0,299882
— — -0,003454 0,782611 -1,222114 0,300727
— -0,059477 0,186873 0,582341 -1,145303 0,292823
0,167e-3 -0,060145 0,187841 0,581729 -1,145144 0,292811





























0.2 0.4 0.6 0.8 1 1.2 1.4
alpha
Grad 3 Grad 4
400% 400%180
1.10 Näherung der Handspannungsfunktion(0.1081034083E2+(-0.9970330797+(0.5043352531+(0.1660244422 -
0.5284700203E-1*x)*x)*x)*x) (Gl. 27)















• Näherungspolynom 3. Grades der universellen Fingerspannung:
(0.300727946+(-0.1222114895E1+(0.7826113826-0.3454172875E-2
*x)*x)*x) (Gl. 33)
• Näherungspolynom 4. Grades der universellen Fingerspannung:
(0.2928238904+(-0.1145303895E1+(0.5823419923+(0.1868739707-
0.5947754486E-1*x)*x)*x)*x) (Gl. 34)
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