Abstract. Our main goal in this article is to study mixed norm estimates for the Cesàro means associated with Dunkl-Hermite expansions on R d . These expansions arise when one consider the Dunkl-Hermite operator (or Dunkl harmonic oscillator) Hκ := −∆κ + |x| 2 , where ∆κ stands for the Dunkl-Laplacian. It is shown that the desired mixed norm estimates are equivalent to vectorvalued inequalities for a sequence of Cesàro means for Laguerre expansions with shifted parameter. In order to obtain the latter, we develop an argument to extend these operators for complex values of the parameters involved and apply a version of three lines lemma.
Introduction and main results
The Dunkl operators were introduced by C. F. Dunkl in [9] , where he built a framework for a theory of special functions and integral transforms in several variables related to reflection groups. Such operators are relevant in physics, namely for the analysis of quantum many body systems of Calogero-Moser-Sutherland type (see [8, 14] ). From the mathematical analysis point of view, the importance of Dunkl operators lies on the fact that they generalize the theory of symmetric spaces of Euclidean type. There is a vast literature related to Dunkl transform and Dunkl Laplacian, see for instance [1, 5, 7, 12, 18, 23, 24] .
In [17] M. Rösler studied the Dunkl-harmonic oscillator (which we will also call Dunkl-Hermite operator) (1.1)
where ∆ κ stands for the Dunkl-Laplacian (2.2), and introduced the Dunkl-Hermite functions Φ It is known that the Dunkl-Hermite functions are of Schwartz class and hence the projections P (d) j,κ f in (1.2) make sense for any f ∈ L p (R d , h 2 κ dx). However, when p = 2, we do not have any convergence results for
j,κ f . In the case of κ ≡ 0, where the above series reduces to standard Hermite expansions, it is well known that the Hermite expansions fail to converge in L p (R d , dx) for p = 2, unless d = 1. Even when d = 1, the series converges in L p (R, dx) (or, equivalently, the corresponding partial sum operators are uniformly bounded) if and only if 4 3 < p < 4 according to a theorem by R. Askey and S. Wainger [3] .
In the absence of convergence results for the partial sums, we are led to consider other summability methods such as Cesàro means or Bochner-Riesz means. For N ∈ N and δ > 0 we define the Cesàro means of order δ associated with the Dunkl-Hermite expansions by 2 , see [21, 22] . Actually, more precise results are known, giving critical indices of summability for any given p, 1 ≤ p < ∞.
In the one dimensional case there is only one reflection group, viz. Z 2 , and the generalized Hermite expansion in this case has been studied byÓ. Ciaurri and J. L. Varona [4] . Therein, the authors studied weighted norm inequalities for the Cesàro means. However, for the higher dimensional case we are not aware of any work dealing with Cesàro or Riesz means associated with Dunkl-Hermite expansions, which is the main concern of the present work.
The techniques used to study Cesàro means σ δ,d
N,0 f for the standard Hermite expansions are not available in the case of Dunkl-Hermite expansions. This is mainly due to the lack of explicit formulas for Φ (d) µ,κ and their asymptotic properties. However, we can obtain several formulas and identities in the Dunkl-Hermite setting, analogous to those in the standard Hermite setting. First, Mehler's formula has an analogue in the Dunkl-Hermite setting, see (2.7). We also deduce an analogue of Funk-Hecke formula for spherical harmonics in the Dunkl setting (which we will call spherical h-harmonics) given in Corollary 2.2. Then, if we expand a function f into spherical hharmonics, this Funk-Hecke formula allows us to compute the spherical h-harmonic coefficients. Since spherical h-harmonics form an orthonormal basis for L 2 (S d−1 , h 2 κ dσ) (see Subsection 2.1 for details), it is natural to look for mixed norm estimates for the Cesàro means σ
κ dx) stand for the space of all functions on R d for which
are finite. Here γ is given in terms of the multiplicity function κ, see Section 2 for the precise definition. We can now state our main result.
where γ is as in (2.3). Then, for any 1 < p < ∞, we have the uniform estimates σ
The outline of the proof is the following. We prove a Funk-Hecke formula for the spherical h-harmonic coefficients of σ and T δ,γ N,m be the operators defined in (5.6). Then, for any 1 < p < ∞, there is a constant C independent of N such that
, where d(m) is as in (2.4), for any sequence of functions f m,j ∈ L p (R + , r d+2γ−1 dr) for which the right hand side is finite.
In order to prove Theorem 1.2, we extend the Cesàro means for complex values of δ and also complexify the type of the Laguerre functions involved. Then again, we can express the kernels of such extended operators in terms of Cesàro kernels of standard Hermite expansions of complex order. Finally, by known estimates for the Cesàro kernels associated to standard Hermite expansions and a clever use of three lines lemma, we get the result.
The paper is organized as follows. In Section 2 we recall basics about the general Dunkl context, Dunkl harmonic oscillator, Dunkl-Hermite functions and Funk-Hecke identity and Mehler's formula in the Dunkl setting. Section 3 is devoted to the study of Cesàro means for the standard Hermite expansions and a vector-valued inequality for an operator related to these Cesàro means is proved. In Section 4, we prove some technical results, namely, integral formulas for Bessel functions which involve ultraspherical polynomials with real and complex parameters. Finally, in Section 5 we express the Cesàro kernels for the Dunkl-Hermite expansions in terms of the same for the standard Hermite expansions, and we bring out the connection with Laguerre expansions, which allow us to introduce an analytic family of operators. With this, we prove the main results in the final Subsection 5.4.
Notation. Throughout the paper, we will use the following notation. For x, y ∈ R d , we shall take x = rx ′ and y = sy ′ , r, s ∈ R + and x ′ , y ′ ∈ S d−1 , where S d−1 is the unit sphere in R d , d ≥ 2. Analogous notation will be valid for x, y ∈ R d+1 . For 1 ≤ p ≤ ∞, p ′ will denote its adjoint, 1/p + 1/p ′ = 1. Finally, we shall write C to denote positive constants independent of significant quantities the meaning of which can change from one occurrence to another.
The Dunkl harmonic oscillator
For the sake of completeness, in this section we collect several facts concerning the general Dunkl setting and the Dunkl harmonic oscillator. For a more detailed exposition on these topics, we refer the reader to [9, 10, 17] .
2.1. The general Dunkl setting. We use the notation ·, · for the standard inner product on R d . For ν ∈ R d \ {0}, we denote by σ ν the orthogonal reflection in the hyperplane perpendicular to ν, i.e.,
A finite subset R ⊂ R d \ {0} is a root system if σ ν (R) = R, for all ν ∈ R. Each root system can be written as a disjoint union R = R + ∪ (−R + ), where R + and −R + are separated by a hyperplane through the origin. Such R + is called the set of all positive roots in R. The group G generated by the reflections {σ ν : ν ∈ R} is called the reflection group or Coxeter group associated with R. A function
which is invariant under the action of G on the root system R is called a multiplicity function. Let T j , j = 1, 2, . . . d, be the difference -differential operators defined by
These operators, known as Dunkl operators, form a family of commuting operators. The Dunkl Laplacian ∆ κ is then defined to be the operator
which can be explicitly calculated, see [10, Theorem 4.4.9] . It is known that the operators T j have a joint eigenfunction E κ (x, y) satisfying
The function (x, y) → E κ (x, y) is called the Dunkl kernel or the generalized exponential kernel on R d × R d , which is the generalization of the exponential function e x,y . Associated with the root system R and the multiplicity function κ, the weight function h 2 κ (x) is defined by
The nonnegative real number
defined in terms of the multiplicity function κ(ν) plays an important role in Dunkl theory. Note that h 2 κ (x) is homogeneous of degree 2γ, which motivates the definition of mixed norm spaces as in (1.4). Now we move to some basic facts about spherical h-harmonics (or simply h-harmonics); a good reference for h-harmonics is [10, Chapter 5] . These are the restrictions of solid h-harmonics to S d−1 where by solid h-harmonics we mean homogeneous polynomials P (x) satisfying ∆ κ P (x) = 0. The h-harmonics are analogues of spherical harmonics and defined using ∆ κ in place of ∆. Let 
The h-harmonic expansion of a function f is given by
where the h-harmonic coefficients are
In the Dunkl setting we also have a Funk-Hecke formula for h-harmonics. The classical FunkHecke formula for spherical harmonics states the following. For any continuous function f on [−1, 1] and a spherical harmonic Y m,j of degree m we have
where Λ m (f ) is a constant defined by
Here P λ m stands for the normalized ultraspherical polynomials of type λ > − 1 2 and degree m and ω d := S d−1 dσ(ω). To state the Funk-Hecke formula for h-harmonics, we need to recall the intertwining operator in the Dunkl setting. It is known that there is an operator V κ satisfying
. However, the explicit form of V κ is not known, except in a couple of simple cases, but it is a useful operator. In particular, the Dunkl kernel is given by E κ (x, y) = V κ e ·,y (x). The Funk-Hecke formula for h-harmonics is as follows (see [6, Theorem 7.2.7] or [10, Theorem 5.3.4] ). 
where Λ κ m (f ) is a constant defined by
By applying Theorem 2.1 to the function f (t) = e rst , r, s ≥ 0, and using the fact V κ f ( x ′ , y ′ ) = E κ (rx ′ , sy ′ ), we immediately obtain the following.
Corollary 2.2 (Funk-Hecke for Dunkl kernel). Let
where ω κ d is as in (2.6). [17] , where the precise definitions can be found. For our purposes, the most important result is the generating function identity or the Mehler's formula for the Dunkl-Hermite functions. For |w| < 1, one has (see [17, Theorem 3.12 
j,κ be the orthogonal projection associated with the eigenspace corresponding to the eigen-
j,κ is given by the kernel operator
For these projections P
j,κ we can also prove a Hecke-Bochner identity as in the case of standard Hermite projections P |x| is an h-harmonic of degree m, is also of the same form. Indeed, for α > −1, let ψ α k be the normalized Laguerre functions given by
where L α k are the Laguerre polynomials of order α, see [15, page 76] . We prove the following theorem which, although not used for our purposes in the present paper, is of independent interest. 
Cesàro means for the standard Hermite expansions
One of the key points to prove Theorem 1.1 is to express Cesàro kernels for the Dunkl-Hermite expansions in terms of Cesàro kernels for the standard Hermite expansions and then extend these operators for complex values of the parameters involved. In this section we recall some basic results concerning the L p boundedness of Cesàro means for the standard Hermite expansions and prove others concerning the extended operators.
As explained in the introduction, when κ ≡ 0 the Dunkl-Hermite functions reduce to the standard Hermite functions Φ N (x, y), which is explicitly given by
j (x, y) is the kernel of the jth projection associated with the Hermite operator (see [21, page 6] ). Mehler's formula for Φ
is a function of r, s and u = x ′ · y ′ . Hence, sometimes we will write Φ
On the other hand, the Bochner-Riesz means associated with the Hermite expansions are defined by
where R > 0 and (1 − s 2 ) + = max{1 − s 2 , 0}. In the literature, the boundedness of both Cesàro and Bochner-Riesz means have been studied. Their behaviour are similar in the sense that is possible to express the Cesàro means σ
R f and vice-versa. Indeed, we have the following theorem due to J. J. Gergen [11] , adapted to our context. Theorem 3.1 (Gergen) . Let m be the integral part of δ. Then there exist two functions U and
In view of Gergen's theorem, we can readily prove a version of [21, Theorem 3.3.3] (that states pointwise estimates for Bochner-Riesz) for Cesàro means.
, M being the Hardy-Littlewood maximal function.
In order to prove Theorem 1.1 we need to consider Cesàro means σ
N when δ is complex. Let us write
f with Re(δ(ζ)) ≥ 0. Let us recall also the definition of a function of admissible growth; we say that a function F (y), y ∈ R, is of admissible growth if there exist constants a < π and b > 0 such that |F (y)| ≤ e be a|y| . As a corollary of Theorem 3.2 we get the following result.
for a fixed ε > 0 and β ∈ R. Here, the function C ε (β) is of admissible growth. Moreover, the operator sup
Proof. From the definition of σ
Indeed, the right hand side in the identity above is
3) will be proved once we check that
Recall the following basic facts concerning generating functions. Since (1−w) −r−1 = k≥0 r+k k w k and (1 − w) −s−1 = k≥0 s+k k w k , if we multiply these together, we get (1 − w) −(r+s+1)−1 = (1 − w) −r−1 (1 − w) −s−1 . Equating coefficients gives us
With this, we see that (3.4) is true.
and hence the theorem will be proved once we show that
but this is proved in Lemma 3.4. Finally, the last statement of Theorem 3.3 follows from the fact that the maximal function M q is bounded on L p (R d ) for any p > q ≥ 2.
Lemma 3.4. For ζ ∈ C, let δ(ζ) be defined as in (3.2). For any ε > 0 and β ∈ R we have the estimate 1
where C ε is independent of N.
Proof. In order to prove the lemma we make use of the fact that
for α, β ∈ R, α > 0, which follows from the very definition of Gamma function. We also have the Beta function
which leads to the estimate
for any α > 0. We rewrite
By (3.6) and (3.5) we have
Thus, we are left with estimating
.
The middle term in the right hand side is clearly bounded by (3.6). The first term can be written as (ε/2 + iβ)Γ(ε/2)Γ(iβ + 1) Γ(iβ + 1)Γ(iβ + ε/2 + 1) which leads, by (3.7), to the estimate
Similarly, the third term gives the estimate |Γ(iβ + 1)| −1 . Therefore, the expression in Lemma 3.4 is bounded by Γ(ε/2) Γ(ε/2 + 1)
Once again the expression with the Beta function
In view of the identity Γ(z)Γ(1 − z) = π sin πz we obtain |Γ(iβ + 1)| −2 ≤ sin π 1 2 + iβ = cosh πβ. This completes the proof of the lemma.
Further, we introduce one more operator S
We will require a vector-valued inequality for the maximal function associated with S δ,d
N . In order to get this, recall the following result about vector-valued extensions for general bounded operators by J. L. Krivine (see [13] 
where K G is the universal Grothendieck constant.
Theorem 3.6. Let d ≥ 2 and for ζ ∈ C, let δ(ζ) be defined as in (3.2). Then for any p > 2 we have the vector-valued inequality
for any sequence of functions f m,j ∈ L p (R + , dr) for which the right hand side is finite. Moreover, C(β) is of admissible growth.
Proof. Observe that we can consider sup
Then, appealing to Theorem 3.5, it is enough to show that this maximal operator is bounded on L p (R + , dr).
Consider the radial function F defined by F (x) = |x|
Thus the boundedness of sup N S
follows from the fact that the maximal operator
, which is true by Theorem 3.3. The theorem is proved.
Some results on ultraspherical polynomials and Bessel functions
We will prove some technical results involving ultraspherical polynomials and modified Bessel functions with complex parameters. Let us recall several facts concerning both special functions.
Rodrigues' formula for the normalized ultraspherical polynomials takes the form
is the Pochhammer symbol. The normalized ultraspherical polynomials are also given by the explicit formula P λ m (cos θ) =
where (see [2, page 302]) 
The following lemma will be useful in expressing the Dunkl-Cesàro mean kernel in terms of the Cesàro kernel for the Laguerre expansions in Subsection 5.2. 
Proof. In view of Rodrigues' formula (4.1), we get
Integrating by parts and using (4.4) we see that
(λ+1/2)m . This proves the lemma. In order to estimate the Cesàro kernels for Dunkl-Hermite expansions, we need to consider a variant of Lemma 4.1 where the parameter λ has to be taken complex. In the following lemma we express I λ+m in terms of certain variants of ultraspherical polynomials defined for complex λ. Moreover, we also obtain some good estimates for these variants. 
for m = 0, 1, 2, . . . Then, for z ∈ C, we have the identity
Moreover, we have the uniform estimates
exists, satisfies (4.2) and (4.7)
Proof. For Re(ν) > 0 and Re(µ) > 0, we have (see [2, Theorem 4.11.1])
where J ν is the Bessel function of order ν. Using the relation
(z/2) ν and taking ν = α + m and µ = ε + iβ, i.e. ν + µ = λ + m + ε, the above can be written as
Therefore, in view of this and (4.5), we get
By making a change of variables and then a change of the order of integration, the right hand side of the above can be written as
Thus we have the desired identity
We now proceed to show that lim ε→0 Q λ,ε m (u) exists and satisfies the required estimate. In order to do so, let us write
so that we can write
Integrating by parts and noting that the boundary terms vanish (since α > 1 2 ) we have
Besides, it is easy to check that we can now pass to the limit as ε → 0 and define
On one hand, the boundedness (4.3) of P α m (u) leads to the estimate
On the other hand, from Rodrigues' formula (4.1) it is easy to see that
and therefore,
which gives the estimate (as |u| ≤ s ≤ 1)
As Q λ m (u) is defined as the limit of Q λ,ε m (u) it follows that Q λ m (u) also satisfies the same estimate. Passing to the limit in (4.6) we see that
This completes the proof.
Cesàro means for the Dunkl-Hermite expansions: proof of the main results
In this section we establish various relations that exist between Cesàro kernels for Dunkl-Hermite expansions, Cesàro kernels for Hermite expansions and Cesàro kernels for Laguerre expansions with shifted parameters. These relations can also be extended to complex values of the parameters involved. These facts will lead us to a proof of Theorem 1.2 and, as a consequence, of Theorem 1.1. 
Cesàro kernels for
Moreover, we also have
Proof. By integrating Mehler's formula for the Dunkl-Hermite functions (2.7) against Y h m,ℓ (y ′ ) and using Funk-Hecke formula in Corollary 2.2 we get
Now, comparing the right hand side of the above with the Mehler's formula for the Hermite expansions (3.1), we conclude that
By multiplying the identity (5.5) by (1−w) −δ−1 and using the expansion (1−w)
k w 2k , the above can be written as
Comparing the coefficients of w k on both sides in the above we obtain (5.2), namely
Observe that the right hand side of (5.4) remains the same if we replace d by d + 1 and γ by γ − 1 2 . Consequently, in view of Mehler's formula for the Hermite expansions (3.1), the left hand side of (5.4) is also equal to
Therefore, by repeating an analogous reasoning, we also have
This completes the proof of the proposition.
Let T δ,γ N,m be the linear operators defined by
where f m,j (r) are the h-harmonic coefficients of f defined in (2.5) and the kernels K δ,γ N,m are given by 
Therefore, we can express the kernels K 5.2. The Laguerre connection. We are going to express the kernel K δ,γ N,m (r, s) in (5.7) in terms of Laguerre functions. This is contained in Proposition 5.4 below. This result will not be enough for our purposes; an improved version with complex parameters is required, see Proposition 5.5. Nevertheless, we first show the non-complex version in detail since it is interesting to understand that, philosophically, there is an underlying phenomenon of transplantation.
Let us recall some basic facts about Laguerre functions. We have the following generating function identity for Laguerre functions (see [21, 
From this identity, we easily deduce that Proof. We integrate Mehler's formula for Φ
, and apply Lemma 4.1 with z = 2w 1−w 2 rs, so that we get
Comparing this with the generating function identity for the Laguerre functions (5.9) we obtain (5.10)
On the one hand, multiplying left hand side in (5.10) by (1 − w) −δ−1 , we have (5.11)
On the other hand, we also have
Therefore, in view of (5.11) and (5.12), from (5.10), we get
Now, we multiply both sides by (1 − w 2 ) −γ and rearrange to get
Equating the coefficients of w N on both sides, by (5.7) we see that 5.3. Extension to complex parameters. In order to prove Theorem 1.2 we need to extend our operators for complex parameters and get proper expressions for them.
First, observe that the kernels K Fix ε > 0 and consider the sequence of operators
where p > 2. More explicitly, by Proposition 5.4,
Then, we shall prove that the kernels K 
and
where the kernels K 
m (u) be as in Lemma 4.2, where λ(ζ) is taken as in (5.13). We integrate Mehler's formula for Φ 
From this and (5.9) we have
Now we follow a similar procedure used in the proof of Proposition 5.4 but with modifications. Namely, instead of multiplying both sides by (1 − w 2 ) −γ (1 − w) −δ−1 we multiply by the factor (1 − w 2 ) −iβ (1 − w) −δ(iβ+ε)−1 , which we rewrite as (1 − w 2 )
, where δ(ζ) is as in (3.2) . Then, left hand side of (5.17) delivers
On the other hand, from right hand side of (5.17) we get
where the last equality is true in view of Proposition 5.4. Altogether, we have
Multiplying both sides above by r
(1 + w) ε/2 and using (1 + w) ε/2 = ∞ j=0 ε/2 j w j , we see that
Equating the coefficients of w N on both sides, we get
Similarly, by using the Mehler's formula for Φ
Proceeding as above with this identity we obtain
This completes the proof of the proposition. Proof of Theorem 1.1. In view of Corollary 5.2 we have that
. Then, with Theorem 1.2, we can conclude.
Therefore, it remains to prove Theorem 1.2. Given sequences of functions (f m,j ) and (g m,j ) such that
We consider the function F N (ζ) on the strip 0 ≤ Re(ζ) ≤ Nf m,j (r)|.
Then, an analogous reasoning with proper modifications, leads us to |F N ( 1 2 + iβ)| ≤ C 1 (β). Observe that with the estimates just proven, we apply Lemma 5.6 to our function F N , so that right hand side of (5.18) is finite, therefore ensuring the boundedness of F N (γ), for 0 < γ < 1/2.
Proof of Theorem 1.2. We first observe that when γ = 0 the Dunkl-Hermite expansion reduces to the standard Hermite expansion and hence Theorem 1.2 is true. Indeed, we have L p (R d ) boundedness of σ 2 , 1 ≤ p < ∞ (see [22] ). On the other hand, it is easy to check that the Cesàro kernels associated to standard Hermite expansions are rotation invariant. Then, from a theorem of Rubio de Francia (see [19] , Theorem 3.1 and the corresponding Remark (a) therein), we immediately get the desired vector-valued extension. When γ = .
We can write and the last one is bounded, by Proposition 5.7. By an argument of duality, the estimate is valid for all 1 < p < ∞.
