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Abstract. In this paper, we establish the almost sure convergence of two-timescale stochastic
gradient descent algorithms in continuous time under general noise and stability conditions, extending
well known results in discrete time. We analyse algorithms with both additive noise, and those with
non-additive noise. In the non-additive case, our analysis is carried out under the assumption that the
noise is a continuous-time Markov process, controlled by the algorithm states. The algorithms that
we consider can be used to solve a broad class of unconstrained bilevel optimisation problems, which
involve the joint optimisation of two interdependent objective functions. We study one such problem
in detail, namely, the problem of joint online parameter estimation and optimal sensor placement
for a continuous-time hidden Markov model. We demonstrate rigorously how this problem can be
formulated as a bilevel optimisation problem, and propose a solution in the form of a two-timescale,
stochastic gradient descent algorithm in continuous time. Furthermore, under suitable conditions
on the process consisting of the latent signal, the filter, and the filter derivatives, we establish
almost sure convergence of the online parameter estimates and the optimal sensor placements to the
stationary points of the asymptotic log-likelihood and the asymptotic filter covariance, respectively.
We also provide two numerical examples, illustrating the application of the proposed methodology to
a partially observed one-dimensional Benesˇ equation, and a partially observed stochastic advection-
diffusion equation.
Key words. two-timescale stochastic approximation, stochastic gradient descent, recursive
maximum likelihood, online parameter estimation, optimal sensor placement, Benesˇ filter, Kalman-
Bucy filter, stochastic advection-diffusion equation.
1. Introduction. Many modern problems in engineering, the sciences, econom-
ics, and machine learning, involve the optimisation of two or more interdependent
performance criteria. These include, among others, deep learning [58], reinforcement
learning [66, 71], meta-learning [115], game theory [116], and hyper-parameter optimi-
sation [52]. In this paper, we formulate such problems as unconstrained bilevel optimi-
sation problems, in which the objective is to obtain αˆ ∈ Xα ⊆ Rd1 , βˆ(α) ∈ Xβ ⊆ Rd2
such that
αˆ = arg min
α∈Xα
f
(
α, βˆ(α)
)
, βˆ(α) ∈ arg min
β∈Xβ
g(α, β)(1.0.1)
where f, g : Rd1 × Rd2 → R are continuously differentiable functions, and Xα, Xβ are
closed subsets of Rd1 , Rd2 , respectively.
There are, unsurprisingly, several significant challenges associated with this op-
timisation problem. Firstly, in order to evaluate the upper-level objective function,
f(·, ·), one must obtain the global minimiser of the lower-level objective function
g(α, ·), for all α ∈ Xα. This may be very difficult, particularly if g(α, ·) is a complex
or non-convex function. In many practical applications of interest, one or both of the
objective functions may be prohibitively costly to compute (e.g., they may depend
on very high-dimensional data), which compounds this problem. Secondly, it is very
rarely possible to compute the gradient of the function βˆ(α). Thus, even if we could
obtain βˆ(α) and evaluate f(α, βˆ(α)) for all α ∈ Xα, it would not be possible to solve
the upper-level optimisation problem directly using gradient-based methods.
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2 L. SHARROCK AND N. KANTAS
In practice, and with these considerations in mind, we will consider a slightly
weaker optimisation problem, in which the objective is to obtain αˆ ∈ Xα ⊆ Rd1 ,
βˆ ∈ Xβ ⊆ Rd2 such that the following local optimality condition holds
(1.0.2) ∇αf(αˆ, βˆ) = 0 , ∇βg(αˆ, βˆ) = 0.
In this paper, we study the use of gradient methods for this problem, and consider its
application to state-space models.
1.1. Motivation. Among the many applications for this class of bilevel opti-
misation problems, we are primarily motivated by an important problem arising in
partially observed dynamical systems of the form
dx(t) = A(θ, x(t))dt+ B(θ, x(t))dv(t) , x(0) = x0,(1.1.1)
dy(t) = C(θ,o, x(t))dt+ dw(t) , y(0) = 0,(1.1.2)
where {x(t)}t≥0 denotes a hidden Rnx-valued signal process, {y(t)}t≥0 denotes a
Rny -valued observation process, and {v(t)}t≥0, {w(t)}t≥0 are independent Rnx -, Rny -
valued Wiener processes, which correspond to signal noise and measurement noise, re-
spectively. Meanwhile, θ ∈ Θ ⊆ Rnθ is an nθ-dimensional parameter, and o = {oi}nyi=1
∈ Ωny ⊆ Rnyno is a set of ny sensor locations, with oi ∈ Ω ⊆ Rno for i = 1, . . . , ny.
We assume that, for all (θ,o) ∈ Θ × Ωny , the initial conditions x0 ∼ p0(θ,o) are
independent of {w(t)}t≥0 and {v(t)}t≥0. We also suppose that A(θ, ·), B(θ, ·) , and
C(θ,o, ·) are measurable functions which ensure the existence and uniqueness of strong
solutions to these equations for all t ≥ 0 (e.g., [3]).
This setting is familiar in classical filtering theory, in which the problem is to
determine the conditional probability law of the latent signal process, given the history
of observations FYt = σ{y(s) : 0 ≤ s ≤ t}, under the assumption that the model
parameters are known, and the sensor locations are fixed. In most practical situations
of interest, however, the parameters of this model are unknown, and must be inferred
from the data. Moreover, the sensors are often not fixed, in which case it may be
possible to reduce the uncertainty in the state estimate by determining an optimal
sensor placement. In this paper, we aim to perform both of these challenging tasks
simultaneously.
1.1.1. Online Parameter Estimation. The problem of parameter estimation
for continuous-time, partially observed diffusion processes is somewhat well studied,
particularly in the offline setting (e.g., [27, 41, 46, 85]). In this article, we are primar-
ily concerned with online parameter estimation methods, which recursively estimate
the unknown model parameters based on the continuous stream of observations. A
common approach to this task is recursive maximum likelihood (RML), which uses
stochastic gradient descent to recursively seek the value of θ which maximises an
asymptotic log-likelihood function (e.g., [54, 55, 128]). Recently, almost sure conver-
gence of this method in continuous-time, for a non-linear, partially observed finite-
dimensional ergodic diffusion process was established in [128], extending the results
previously obtained for the linear case in [54, 55].
1.1.2. Optimal Sensor Placement. Meanwhile, the problem of optimal sensor
placement for state estimation has been studied by a very large number of authors,
and in a wide variety of contexts.Arguably the first mathematically rigorous treat-
ment of this problem for linear systems was provided by Athans [2], who formulated it
as an application of optimal control on the Ricatti equation governing the covariance
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of the optimal filter (see also [57, 74, 102]). Under this framework, sensor locations
are treated as control variables, and the optimal sensor locations are obtained as the
minima of a suitable objective function, typically defined as the weighted trace of the
filter covariance at some finite time (e.g., [146]), or the integral of a weighted trace
of the filter covariance over some finite time interval (e.g., [34]). One can also con-
sider optimal sensor placement with respect to asymptotic versions of these objective
functions (e.g. [138, 150]). In this case, the optimal sensor placements are obtained,
possibly recursively, and often using gradient descent methods, as the minima of the
asymptotic objective function.
1.1.3. Joint Parameter Estimation and Optimal Sensor Placement. In
practice, it would be highly convenient to tackle both of these two problems together,
and in an online fashion. That is, to simultaneously and recursively maximise the
asymptotic log-likelihood with respect to the model parameters, and minimise the
asymptotic objective function with respect to the sensor locations. This is naturally
formulated as a bilevel optimisation problem, in which the two objective functions
specified by the asymptotic log-likelihood and the asymptotic sensor placement objec-
tive, respectively. However, this problem is significantly complicated by the dynamics
in model (1.1.1) - (1.1.2).
1.2. Methodology.
1.2.1. Two-Timescale Stochastic Gradient Descent. A natural candidate
for a solution to the class of bilevel optimisation problems considered in this paper
is two-timescale stochastic gradient descent. Broadly speaking, stochastic gradient
descent is a sequential method for determining the minima or maxima of an objec-
tive function whose values are only available via noise-corrupted observations (e.g.,
[12, 18, 38, 77], and references therein). Two-timescale stochastic gradient descent
algorithms represent one of the most important and complex subclasses of stochas-
tic gradient descent methods. These algorithms consist of two coupled recursions,
which evolve on different timescales (e.g., [18, 20, 66, 133]). In discrete time, this
approach has found success in a wide variety of applications, including deep learning
[58], reinforcement learning [5, 66, 69, 70, 130, 129], signal processing [14], optimisa-
tion [144, 47], and statistical inference [148], to name but a few. Consequently, the
analysis of its asymptotic properties has been the subject of a large number of papers
(e.g., [18, 20, 66, 69, 72, 106, 137, 133]).
1.2.2. Continuous-Time Stochastic Gradient Descent. Although these pa-
pers provide an excellent insight, they only explicitly consider two-timescale algo-
rithms in discrete time. Indeed, to the best of our knowledge, there are no existing
works which explicitly consider the almost sure convergence of two-timescale stochas-
tic gradient descent algorithms in continuous time. Even upon restriction to the single
timescale case, asymptotic results for continuous-time stochastic approximation are
somewhat sparse, and generally apply only to algorithms with relatively simple dy-
namics (e.g., [32, 35, 36, 37, 87, 121, 140, 149]). There are, however, some notable
recent exceptions. In particular, almost sure convergence of a continuous-time sto-
chastic gradient descent algorithm for the parameters of a fully observed diffusion
process was recently established in [125], and has since been extended to partially
observed diffusion processes [128], and jump diffusion processes [15].
In addition to the mathematical interest, there are several reasons for considering
these algorithms in continuous time. Firstly, models in engineering, finance, and the
natural sciences are commonly formulated in continuous time, and thus it is consis-
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tent to also formulate the corresponding statistical learning algorithms in continuous
time. In addition, continuous time algorithms are a very good approximation to their
discrete time analogues in cases where the sampling is very frequent (e.g., [95, 149]).
Furthermore, they may highlight, or even overcome, problems which arise in discrete
time algorithms when the sampling rate increases (e.g., [107, 149]), including ill con-
ditioning [117], biased estimates [33], or even divergence [107, 125].
In practice, it is evident that any stochastic gradient scheme in continuous time
must be discretised. Thus, when designing statistical learning algorithms for continu-
ous time models such as (1.1.1) - (1.1.2), it is natural to ask why we would prefer to use
a discrete time approximation of a continuous-time stochastic gradient descent algo-
rithm over the traditional approach, which first discretises the continuous-time model,
and then applies a classical discrete-time stochastic gradient descent algorithm. We
advocate the first approach as it allows flexibility in choosing appropriate numerical
discretisation schemes for the theoretically correct statistical learning equations, and
can lead to more accurate, robust, and computationally efficient parameter updates.
For a more detailed discussion on this point, we refer to [125].
1.3. Contributions.
1.3.1. Convergence of Two-Timescale Stochastic Gradient Descent in
Continuous Time. In this paper, we establish the almost sure convergence of two-
timescale stochastic gradient descent algorithms in continuous time, under general
noise and stability conditions. We consider algorithms with additive, state-dependent
noise, and, importantly, also those with non-additive, state-dependent noise. In the
second case, our analysis is carried out under the assumption that the non-additive
noise can be represented by an ergodic diffusion process, controlled by the algorithm
states. To our knowledge, this is the first rigorous analysis of a two-timescale stochas-
tic approximation with Markovian dynamics in continuous time.
Our proof of these results closely follows the classical ODE method (e.g., [12,
21, 99, 77]), adapted appropriately to the continuous time setting (e.g., [32, 80]). In
the Markovian noise case, it also draws upon well known regularity results relating
to the solution of the Poisson equation associated with the infinitesimal generator
of the ergodic diffusion process (e.g., [113, 114]). The obtained results cover a broad
class of non-linear, two-timescale stochastic gradient descent algorithms in continuous
time. In particular, they can be applied to the proposed stochastic gradient descent
algorithm for the joint online parameter estimation and optimal sensor placement
problem (see below). They also include, upon restriction to a single timescale, the
continuous-time stochastic gradient descent algorithms recently studied in [125, 128].
1.3.2. Joint Online Parameter Estimation and Optimal Sensor Place-
ment. On the basis of our theoretical results, we also propose a solution to the
problem of joint online parameter estimation and optimal sensor placement in the
form of a two-timescale, stochastic gradient descent algorithm. The efficacy of this
algorithm is demonstrated via two numerical examples: a one-dimensional, partially
observed stochastic differential equation (SDE) of Benesˇ class, and a high-dimensional,
partially observed advection-diffusion equation. Moreover, we provide theoretical re-
sults on its asymptotic properties. In particular, under reasonable conditions on the
process consisting of the latent signal process, the filter, and the filter derivatives,
we establish almost sure convergence of the online parameter estimates and recursive
optimal sensor placements to the stationary points of the asymptotic log-likelihood
and the asymptotic filter covariance, respectively.
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1.4. Paper Organisation. The remainder of this paper is organised as fol-
lows. In Section 2.1, we analyse the convergence of continuous-time, two-timescale
stochastic gradient descent algorithms with additive noise. In Section 2.2, we extend
our analysis to continuous-time, two-timescale stochastic gradient descent algorithms
with Markovian dynamics. In Section 3, we apply these results to the problem of
joint online parameter estimation and optimal sensor placement. In particular, we
obtain a continuous-time, two-timescale stochastic gradient descent algorithm for this
problem, and prove the almost sure convergence of the recursive parameter estimates
and the recursive sensor placements to the stationary points of the asymptotic log-
likelihood and the asymptotic sensor objective function, respectively. In Section 4,
we provide several numerical examples of the proposed algorithm. Finally, in Section
5, we offer some concluding remarks.
2. Main Results. We will assume, throughout this section, that (Ω,F ,P) is
a complete probability space, equipped with a filtration (Ft)t≥0 which satisfies the
usual conditions.
2.1. Two Timescale Stochastic Gradient Descent in Continuous Time.
In this subsection, we analyse the convergence of the following algorithm:
dα(t) = −γ1(t) [∇αf(α(t), β(t))dt+ dξ1(t)] , t ≥ 0, α(0) = α0,(2.1.1a)
dβ(t) = −γ2(t) [∇βg(α(t), β(t))dt+ dξ2(t)] , t ≥ 0, β(0) = β0,(2.1.1b)
where {γi(t)}t≥0, i = 1, 2, are positive, decreasing functions; f, g : Rd1 × Rd2 → R
are continuously differentiable functions; α0 ∈ Rd1 , β0 ∈ Rd2 are random variables
on (Ω,F ,P); and {ξ1(t)}t≥0, {ξ2(t)}t≥0 are Rd1 and Rd2 valued continuous semi-
martingales on the same probability space. We assume that, for all t ≥ 0, {ξi(t)}t≥0,
i = 1, 2, are measurable, random functions of {α(s), β(s)}0≤s<t. We will refer to
this algorithm as two-timescale stochastic gradient descent in continuous time. We
will also refer to the functions f(·) and g(·) as objective functions; to the functions
{γi(t)}t≥0, i = 1, 2, as step sizes or learning rates; and to {ξi(t)}t≥0, i = 1, 2, as noise
processes.
This algorithm represents the continuous time, gradient descent analogue of the
two-timescale stochastic approximation algorithm originally introduced in [20]. For
further details, see [18] and references therein. It can also be considered a two-
timescale generalisation of the continuous time stochastic approximation algorithms
introduced in [50], and later studied in, for example, [35, 36, 109, 121, 149].
We analyse this algorithm under the following set of assumptions.
Assumption 2.1.1. The step sizes {γi(t)}t≥0, i = 1, 2, satisfy
lim
t→∞ γ1(t) = limt→∞ γ2(t) = limt→∞
γ1(t)
γ2(t)
= 0,(2.1.2a) ∫ ∞
0
γ1(t)dt =
∫ ∞
0
γ2(t)dt =∞.(2.1.2b)
This assumption corresponds to the asymptotic properties of the step sizes
{γi(t)}t≥0, i = 1, 2, . It is the continuous time analogue of the standard step-size
assumption used for the almost sure convergence analysis of two-timescale stochas-
tic approximation algorithms in discrete time (e.g., [18, 20, 133]). This assumption
implies that the process {α(t)}t≥0 evolves on a slower time-scale than the process
{β(t)}t≥0. Thus, intuitively speaking, the fast component, β(·), will see the slow
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component, α(·), as quasi-static, while the slow component will see the fast compo-
nent as essentially equilibrated [20]. A standard choice of step sizes which satisfies
this assumption is γ1(t) = γ
0
1(δ1 + t
η1)−1, γ2(t) = γ02(δ2 + t
η2)−1 for t ≥ 0, where
γ01 , γ
0
2 > 0 and δ1, δ2 > 0 are positive constants, and η1, η2 ∈ (0, 1] are constants such
that η1 > η2.
1
Assumption 2.1.2. The functions ∇αf : Rd1×Rd2 → Rd1 and ∇βg : Rd1×Rd2 →
Rd2 are locally Lipschitz continuous. That is, for each α1 ∈ Rd1 and β1 ∈ Rd2 , there
exist positive constants Lα, Lβ > 0 and δα, δβ > 0 such that, for all α2 ∈ Rd1 , β2 ∈ Rd2
with ||α2 − α1|| < δα and ||β2 − β1|| < δβ,
||∇αf(α1, β1)−∇αf(α2, β2)|| ≤ Lα [||α1 − α2||+ ||β1 − β2||] ,(2.1.3a)
||∇βg(α1, β1)−∇αg(α2, β2)|| ≤ Lβ [||α1 − α2||+ ||β1 − β2||] .(2.1.3b)
This is a standard assumption used in the convergence analysis of two-timescale
stochastic approximation algorithms in discrete time [20, 66, 71], as well as single-
timescale stochastic approximation algorithms in continuous time [37, 103, 121, 149],
although slightly weaker assumptions may also be possible (see, for example, [88]).
This assumption implies, in particular, that the functions ∇αf(·) and ∇βg(·) satisfy
linear growth conditions.
Assumption 2.1.3. For all T ∈ [0,∞), the noise processes {ξi(t)}t≥0, i = 1, 2,
almost surely satisfy
lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣∫ t
s
γi(v)dξi(v)
∣∣∣∣∣∣∣∣ = 0.(2.1.4)
This assumption relates to the asymptotic properties of the noise processes
{ξi(t)}t≥0, i = 1, 2. It can be regarded as the continuous-time, two-timescale general-
isation of the Kushner-Clark condition [80]. This assumption is significantly weaker
than the noise conditions adopted in many of the existing results on almost sure con-
vergence of continuous-time, single-timescale stochastic approximation algorithms. In
particular, it includes the cases when {ξi(t)}t≥0, i = 1, 2, are continuous (local) mar-
tingales [121],2 continuous finite variation processes with zero mean [149], or diffusion
processes [37]. It also holds, under certain additional assumptions, for algorithms
with Markovian dynamics [125, 126, 128].
The discrete-time analogue of this condition first appeared in [133], weakening
the noise condition originally used in [20]. In fact, in the context of single-timescale
stochastic approximation, the Kushner-Clark condition is the weakest condition under
which it is possible to establish almost sure convergence (e.g., [77]). Furthermore,
under certain stability conditions, the Kushner-Clark condition is both necessary and
sufficient for the almost sure convergence of discrete-time, single-timescale stochastic
approximation algorithms [143].
Assumption 2.1.4. The iterates {α(t)}t≥0, {β(t)}t≥0 are almost surely bounded:
(2.1.5) sup
t≥0
[||α(t)||+ ||β(t)||] <∞.
1The constants δ1, δ2 ensure regularity at t = 0. Another standard choice of step sizes which
satisfies this assumption is γ1(t) = γ01(δ1 + t)
−η1 , γ2(t) = γ02(δ2 + t)
−η2 , with all constants defined
as previously (e.g., [72].)
2The case when the noise process is a local martingale is also considered by [87, 88, 89, 91, 103,
140]. In these works, however, there is no requirement that this local martingale is continuous.
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This assumption is necessary in order to prove almost sure convergence. In gen-
eral, however, it is far from automatic, and not very straightforward to establish [18].
Indeed, sufficient conditions tend to be highly problem specific, or else somewhat re-
strictive (e.g., [87, 121, 140]). To circumvent this issue, a common approach is to
include a truncation or projection device in the algorithm, which ensures that the
iterates remain bounded with probability one, at the expense of an additional error
term (e.g., [32, 37, 77, 128]). This may, however, also introduce spurious fixed points
on the boundary of the domain (e.g., [128]). An alternative method, which avoids
this shortcoming, is the ‘continuous time stochastic approximation procedure with
randomly varying truncations’, originally introduced in [32]. This procedure can be
partially extended to the two-timescale setting, to establish almost sure boundedness
of iterates on the fast-timescale {β(t)}t≥0 (the details are omitted here), which some-
what weakens the requirements of Assumption 2.1.4. Another common approach is
to omit the boundedness assumption, and instead state asymptotic results which are
local in nature (e.g., [12, 20, 133]). That is, which hold almost surely on the event
Λ = {supt≥0 ||α(t)|| < ∞} ∩ {supt≥0 ||β(t)|| < ∞}. In the single-timescale setting, it
is often then straightforward to establish the global counterparts of these results, by
combining them with existing methods for verifying stability (e.g., [12, 21, 83]). In
contrast, the stability of two-timescale stochastic approximation algorithms has thus
far not received much attention. Indeed, to the best our knowledge, the only existing
result along these lines is [86].
Assumption 2.1.5. For all α ∈ Rd1 , the ordinary differential equation
(2.1.6)
dβ(t)
dt
= −∇βg(α, β(t))
has a discrete, countable set of equilibria {β∗i }i≥1 = {λi(α)}i≥1, where λi : Rd1 → Rd2 ,
i ≥ 1, are locally Lipschitz-continuous maps.
This is a stability condition relating to the fast recursion. It is somewhat weaker
than the standard fast-timescale assumption used in the asymptotic analysis of
discrete-time, two-timescale stochastic approximation algorithms, which requires that
this ordinary differential equation must have a unique global asymptotically stable
equilibrium (e.g., [20, 69, 133]). We note, however, that a similar assumption has pre-
viously appeared in [66]. It may be possible to weaken this assumption further - that
is, to remove the requirement for a discrete, countable set of equilibria - using the tools
recently established in [135]. There, in the context of discrete-time, single-timescale
stochastic gradient descent, almost sure single-limit point convergence is proved in
the case of multiple or non-isolated equilibria, using tools from differential geometry
(i.e., the Lojasiewicz gradient inequality). It remains an open problem to determine
whether these results can be extended to the continuous-time, two-timescale setting.
Assumption 2.1.6. For all i ≥ 1, the set f(Ei, λ(Ei)) contains no open sets of
Rd1 other than the empty set (i.e., has empty interior), where
(2.1.7) Ei = {α ∈ Rd1 : ∇αf(α, λi(α)) = 0}.
This is a stability condition relating to the slow recursion. This condition was
first introduced in [8], in the context of single-timescale stochastic approximation,
and later also appeared in [131, 132] in a slightly different form: namely, that the
set f(Ei, λ(Ei)) ∩ f(Eci , λ(Eci )) has Lebesgue measure zero. Both versions have since
also appeared in the two-timescale setting [66, 133]. It is, however, weaker than the
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standard slow-timescale assumption used in the asymptotic analysis of discrete-time,
two-timescale stochastic approximation algorithms, which stipulates that this ordi-
nary differential equation must also have a unique, globally asymptotically stable
equilibrium (e.g., [18, 20, 69]). Broadly speaking, this condition ensures that the
function f(·) admits a certain topological property: namely, that each closed contin-
uous path starting and ending in Eci has a subpath contained in E
c
i along which f(·)
does not increase. This property prevents the noise processes from forcing the slow
process to drift from one connected component of Ei to another. In turn, this ensures
that the slow process converges to a connected component of Ei. This assumption is
satisfied under several more easily verifiable conditions. In particular, it holds if E∗i
or f(E∗i ) are countable (e.g., [8]). By the Morse-Sard Theorem [59], it also holds if
the function f(·) is d1-times differentiable, a situation which is somewhat common in
two-timescale stochastic approximation algorithms (e.g., [71]).
We conclude this commentary with the remark that our condition(s) on the ob-
jective function(s) are, broadly speaking, more general than those adopted in many of
the existing results on the convergence of continuous-time, single-timescale stochastic
approximation algorithms. In particular, we do not insist on the existence of a unique
root for the gradient of the objective functions, as in [37, 87, 121, 103, 140].
Our main result on the convergence of Algorithm (2.1.1a) - (2.1.1b) is contained
in the following theorem.
Theorem 2.1. Assume that Conditions 2.1.1 - 2.1.6 hold. Then, almost surely,
(2.1.8) lim
t→∞∇αf(α(t), β(t)) = limt→∞∇βg(α(t), β(t)) = 0.
Proof. See Appendix A.
The proof of this theorem follows the so-called ODE method. This approach
was first introduced in [99], and extensively developed by Kushner et al. (e.g., [80,
81, 77, 12]) and later Bena¨ım et al. [7, 8, 9]. It was first used to prove almost
sure convergence of a two-timescale stochastic approximation algorithm in [20], which
considered a discrete-time stochastic approximation algorithm with state-independent
additive noise. It has since also been used to establish the convergence of more general
discrete-time, two-timescale stochastic approximation algorithms [66, 69, 133]. In the
context of continuous-time, single-timescale stochastic approximation, this method
of proof has largely been neglected, with several notable exceptions [35, 32, 80, 149].
While other approaches (e.g., [37, 121, 103, 87, 140]) may be more direct, they may also
require slightly more restrictive assumptions. Moreover, it is unclear whether these
alternative approaches can straightforwardly be adapted to the two-timescale setting,
or even to more complex single-timescale algorithms, such as those with Markovian
dynamics (e.g., [125]).
2.2. Two Timescale Stochastic Gradient Descent in Continuous Time
with Markovian Dynamics. Using the results obtained in Section 2.1, we now
analyse the convergence of the following algorithm:
dα(t) = −γ1(t) [F (α(t), β(t),X (t))dt+ dζ1(t)] , t ≥ 0, α(0) = α0,(2.2.1a)
dβ(t) = −γ2(t) [G(α(t), β(t),X (t))dt+ dζ2(t)] , t ≥ 0, β(0) = β0,(2.2.1b)
where {γi(t)}t≥0, i = 1, 2, are positive, decreasing functions; F : Rd1 × Rd2 × Rd3 →
Rd1 , G : Rd1 × Rd2 × Rd3 → Rd2 are Borel measurable functions; α0 ∈ Rd1 , β0 ∈ Rd2
are random variables on (Ω,F ,P); and {ζi(t)}t≥0, i = 1, 2, and {X (t)}t≥0 are Rd1 ,
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Rd2 and Rd3 valued continuous semi-martingales on the same probability space. Once
more, we assume that, for all t ≥ 0, {ζi(t)}t≥0, i = 1, 2, are measurable, random
functions of {α(s), β(s)}0≤s<t.
Our analysis is carried out in the case that {X (t)}t≥0 is a diffusion process on
Rd3 , controlled by the algorithm states {α(t)}t≥0, {β(t)}t≥0. In particular, we assume
that this process evolves according to
(2.2.2) dX (t) = Φ(α(t), β(t),X (t))dt+ Ψ(α(t), β(t),X (t))db(t), t ≥ 0, X (0) = X0,
where, for all α ∈ Rd1 , β ∈ Rd2 , Φ(α, β, ·) : Rd3 → Rd3 and Ψ(α, β, ·) : Rd3 → Rd3×d4
are Borel measurable functions; X0 is a random variable defined on (Ω,F ,P); and
{b(t)}t≥0 is a Rd4 valued Wiener process on the same probability space. We remark
that, whenever α ∈ Rd1 , β ∈ Rd2 are fixed, we will denote the corresponding diffusion
process by {X (α, β, t)}t≥0, making explicit the dependence on these parameters. The
existence, uniqueness, and other properties of solutions of this SDE are very well
studied (e.g., [62, 65]). Furthermore, this choice of dynamics for the continuous-time
Markov process {X (t)}t≥0 is sufficiently broad for most practical situations of interest.
It also means that, under certain additional assumptions, it is possible to use existing
regularity results on a related Poisson equation (e.g. [113, 114]).
We will refer to Algorithm (2.2.1a) - (2.2.1b) as two-timescale stochastic gradient
descent in continuous time with Markovian dynamics. Similarly to the previous sec-
tion, we will refer to the functions {γi(t)}t≥0, i = 1, 2, as step sizes or learning rates,
and to {ζi(t)}t≥0, i = 1, 2, as additive, state-dependent noise processes. Meanwhile,
we will consider the Markov process {X (t)}t≥0 as non-additive noise in the same al-
gorithm. In the context of stochastic approximation, the functions F (·) and G(·) are
regarded as estimators of the functions ∇αf(·) and ∇βg(·), respectively.
This algorithm represents the continuous time analogue of the discrete-time, two-
timescale stochastic approximation algorithm with state-dependent non-additive noise
analysed in [133, Section IV]. In fact, our presentation is slightly more general than
in [133], as we also allow for the possibility of additive, state-dependent noise via the
terms {ζi(t)}t≥0, i = 1, 2. This increases the number of applications in which our
algorithm can be applied, while not significantly complicating the analysis.
The almost sure convergence of discrete-time, two-timescale stochastic approxi-
mation algorithms with Markovian dynamics is also studied, under various assump-
tions, in [70, 71, 124, 66]. Conversely, there are no existing works which provide a
rigorous analysis of two-timescale stochastic approximation algorithms with Markov-
ian dynamics in continuous time. In fact, even in the single-timescale setting, such
algorithms have only recently received attention [15, 125, 126, 128]. In particular,
[125] established the almost sure convergence of a continuous-time stochastic gradi-
ent descent algorithm for the parameters of a fully observed diffusion process. This
analysis has since been extended to the case of a partially-observed diffusion process
[128], and a fully observed jump-diffusion process [15].
We analyse this algorithm under the following set of assumptions.
Assumption 2.2.1. The step sizes {γi(t)}t≥0, i = 1, 2, satisfy Assumption
2.1.1. Furthermore, ∫ ∞
0
γ2i (t)dt <∞,
∫ ∞
0
|γ˙i(t)|dt <∞,(2.2.3)
In addition, there exist ri > 0, i = 1, 2, such that
(2.2.4) lim
t→∞ γ
2
i (t)t
1
2+2ri = 0.
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This assumption corresponds to the asymptotic properties of the step sizes
{γi(t)}t≥0, i = 1, 2. It can be regarded as the two-timescale generalisation of the
standard step-size assumptions used for the almost sure convergence analysis of single-
timescale stochastic gradient descent algorithms with Markovian dynamics in continu-
ous time (e.g., [125, 128]). As previously, it implies that the process {α(t)}t≥0 evolves
on a slower time-scale than the process {β(t)}t≥0. A standard choice of step sizes
which satisfies this assumption is γ1(t) = γ
0
1(δ1 + t
η1)−1, γ2(t) = γ02(δ2 + t
η2)−1 for
t ≥ 0, where γ01 , γ02 > 0 and δ1, δ2 > 0 are positive constants, and now η1, η2 ∈ ( 12 , 1]
are constants such that η1 > η2. We remark, as in [125], that the condition relating
to the derivatives, namely that
∫∞
0
|γ˙i(t)|dt <∞, i = 1, 2, is satisfied automatically
if the step sizes are chosen to be monotonic functions of t.
Assumption 2.2.2a. The process {X (α, β, t)}t≥0 is ergodic for all fixed α ∈ Rd1
and β ∈ Rd2 , with unique invariant probability measure µα,β on (Rd3 ,Bd3), where Bd3
denotes the Borel σ-algebra on Rd3 .
This assumption relates to the asymptotic properties of the non-additive noise
process {X (α, β, t)}t≥0. In the context of discrete-time stochastic approximation with
Markovian dynamics, the requirement of ergodicity is relatively standard, in both
single-timescale (e.g., [12, 81, 82]) and two-timescale (e.g., [70, 71, 133]) settings.3
This assumption is also central to the existing results on the convergence of stochastic
gradient descent with Markovian dynamics in continuous time [15, 125, 128].
Assumption 2.2.2b. For any q > 0, α ∈ Rd1 , β ∈ Rd2 , there exists constants
Kq,K
α
q ,K
β
q > 0, such that ∫
Rd3
(1 + ||x||q)µα,β(dx) ≤ Kq,(2.2.5a) ∫
Rd3
(1 + ||x||q)|ν(α)α,β,i(dx)| ≤ Kαq ,(2.2.5b) ∫
Rd3
(1 + ||x||q)|ν(β)α,β,i(dx)| ≤ Kβq ,(2.2.5c)
where |ν(α)α,β,i(dx)|, |ν(β)α,β,i(dx)| denote the total variations of the finite signed measures
ν
(α)
α,β,i = ∂αiµα,β, i = 1, . . . , d1, and ν
(β)
α,β,i = ∂βiµα,β, i = 1, . . . , d2.
This assumption relates to the regularity of the invariant measure and its deriv-
atives. It can be regarded as a two-timescale extension of the regularity conditions
used for the convergence analysis of the continuous-time, single-timescale stochastic
gradient descent algorithm with Markovian dynamics in [128].4 This condition en-
sures that the objective functions f(·) and g(·), and their first two derivatives, are
uniformly bounded in both arguments.5
3It should be noted that it is possible to relax this assumption, and to establish almost sure
convergence under the slightly weaker assumptions introduced in [105] (see also [12, 77]). These
assumptions relate to the existence of solutions to a related Poisson equation, and automatically
hold under the assumption of ergodicity.
4We refer to [12, Part II] for a detailed discussion of the corresponding conditions used in the
convergence analysis of discrete-time stochastic approximation algorithms with Markovian dynamics.
We remark only that, in this case, it is typical to require that the transition kernels of the Markov
process satisfy certain regularity conditions, rather than the invariant measure (if this exists).
5In the analysis of discrete-time stochastic approximation algorithms with Markovian dynamics,
it is not uncommon for boundedness to be assumed a priori. See, for example, [105] in the single-
timescale case, and [70] in the two-timescale case.
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In the following assumptions, we will require the following additional notation.
We will say that a function H : Rd1 × Rd2 × Rd → R satisfies the polynomial growth
property (PGP) if there exist q,K > 0 such that, for all α ∈ Rd1 , β ∈ Rd2 ,
(2.2.6) |H(α, β, x)| ≤ K(1 + ||x||q).
We will also write Hi+δ,j(Rd), where i, j ∈ N and δ ∈ (0, 1), to denote the space of all
functions H : Rd1 × Rd2 × Rd → R such that
(i) H(·, β, x) ∈ Cj(Rd1), H(α, ·, x) ∈ Cj(Rd2), H(α, β, ·) ∈ Ci(Rd).
(iii) ∇i′x∇j
′
αH(α, β, ·), ∇i
′
x∇j
′
βH(α, β, ·), for 0 ≤ i′ ≤ i, 0 ≤ j′ ≤ j, are Ho¨lder
continuous with exponent δ, uniformly in α and β.
We will then write H¯i+δ,j(Rd) to denote the subspace consisting of H ∈ Hi+δ,j(Rd)
such that H and all of its first and second derivatives with respect to α and β satisfy
the PGP.
Assumption 2.2.2c. The diffusion coefficient Ψ has the PGP componentwise. In
particular, it grows no faster than polynomially with respect to the x variable.
Assumption 2.2.2d. There exist differentiable functions f, g : Rd1 × Rd2 → R
such that ∇αf(·) and ∇βg(·) are locally Lipschitz continuous, and unique Borel mea-
surable functions F˜ : Rd1 × Rd2 × Rd3 → Rd1 , G˜ : Rd1 × Rd2 × Rd3 → Rd2 such that,
for all α ∈ Rd1 , β ∈ Rd2 , x ∈ Rd3 ,
AX F˜ (α, β, x) = ∇αf(α, β)− F (α, β, x),(2.2.7a)
AX G˜(α, β, x) = ∇βg(α, β)−G(α, β, x).(2.2.7b)
In addition, the functions F˜ (α, β, x) and G˜(α, β, x) are in H¯1+δ,2(Rd3), and their
mixed first partial derivatives with respect to (α, x) and (β, x) have the PGP.
Assumption 2.2.2e. For all q > 0, and for all t ≥ 0, E[||X (t)||q] <∞. Further-
more, there exists K > 0 such that for all t sufficiently large,
E
[
sup
s≤t
||X (α, β, s)||q
]
≤ K√t , ∀α ∈ Rd1 , ∀β ∈ Rd2 ,(2.2.8a)
E
[
sup
s≤t
||X (s)||q
]
≤ K√t.(2.2.8b)
These three assumptions relate to the properties of the ergodic diffusion process
{X (α, β, t)}t≥0. In particular, the first condition pertains to its growth properties;
the second condition relates to the existence of the objective functions f(·) and g(·),
and the existence, uniqueness, and properties of solutions of the associated Poisson
equations; and the final condition provides bounds on its moments. We remark that,
under the assumption that the process {X (α, β, t)}t≥0 is ergodic for all α ∈ Rd1 ,
β ∈ Rd2 , one typically has
∇αf(α, β) =
∫
Rd3
F (α, β, x)µα,β(dx),(2.2.9a)
∇βg(α, β) =
∫
Rd3
G(α, β, x)µα,β(dx).(2.2.9b)
Together, these conditions ensure that error terms which arise due to the noisy esti-
mates of ∇αf(·) and ∇βg(·), tend to zero sufficiently quickly as t → ∞. They are
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therefore essential to existing results on the almost sure convergence of continuous-
time stochastic gradient descent with Markovian dynamics [15, 125, 128]. We note,
however, that an analogue of these conditions only appears explicitly in [128].
Their discrete-time analogues, and variations thereof, also appear in almost all of
the existing convergence results for stochastic approximation algorithms with Mar-
kovian dynamics in discrete time (e.g., [12, 77, 105, 135]), including those with two-
timescales (e.g., [70, 71, 133]).6 Our particular assumption can be considered as the
two-timescale, continuous-time generalisation of the conditions appearing in [105, Sec-
tion III] and [12, Part II]. It also closely resembles a continuous-time analogue of the
assumptions used in [133, Section IV] for a discrete-time, two-timescale stochastic
approximation algorithm with non-additive, state-dependent noise.
In order to state the remaining assumptions, we will now require an explicit form
for the noise processes {ζi(t)}t≥0, i = 1, 2. In particular, we will assume that these
processes evolve according to
(2.2.10) dζi(t) = ζ
(1)
i (α(t), β(t),X (t))dai(t) + ζ(2)i (α(t), β(t),X (t))dzi(t)
where ζ
(1)
i (α, β, ·) : Rd3 → Rdi , ζ(2)i (α, β, ·) : Rd3 → Rdi×d
i
5 are Borel measurable func-
tions; {ai(t)}t≥0 are predictable, increasing processes, and {zi(t)}t≥0 are Rdi5 valued
Wiener processes.
Assumption 2.2.3a. For all T > 0, the noise processes {ζi(t)}t≥0, i = 1, 2 almost
surely satisfy
lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣∫ t
s
γi(v)dζi(v)
∣∣∣∣∣∣∣∣ = 0.(2.2.11)
Assumption 2.2.3b. The functions ζ
(2)
i , i = 1, 2, have the PGP componentwise.
In particular, they grow no faster than polynomially with respect to the x variable.
Assumption 2.2.3c. There exist constants Az1,z2 , Azi,b > 0, i = 1, 2, such that,
component-wise,
(2.2.12) cz1,z2(t) =
d[z1, z2](t)
dt
≤ Az1,z2 , czi,b(t) =
d[zi, b](t)
dt
≤ Azi,b.
where [·, ·] denotes the quadratic variation.
These three assumptions relate to the properties of the additive, state-dependent
noise sequences {ζi(t)}t≥0, i = 1, 2. The first is analogous to the noise condition which
appeared in the analysis of the two-timescale stochastic gradient descent algorithm
in Section 2.1, and can once again be regarded as a continuous-time version of the
Kushner-Clark condition. The other two assumptions are unique to the continuous-
time, two-timescale stochastic gradient descent algorithm with Markovian dynamics
introduced in this paper. We should note, however, that similar assumptions have
previously appeared in the analysis of the single-timescale stochastic approximation
schemes in [87, 88, 89, 90, 91, 92, 103, 140].
The remaining assumptions are identical to the general case. Our main result on
the convergence of Algorithm (2.2.1a) - (2.2.1b) is contained in the following theorem.
6Interestingly, the final two equations in Assumption 2.2.2e are peculiar to the continuous-time
setting. In discrete time, only the first moment bound, or a variant thereof, appears in the analysis
of algorithms with Markovian dynamics (e.g., [12, 105, 135]), including the two-timescale case (e.g.,
[70, 133]).
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Theorem 2.2. Assume that Conditions 2.2.1 - 2.2.3c and 2.1.4 - 2.1.6 hold.
Then, almost surely,
(2.2.13) lim
t→∞∇αf(α(t), β(t)) = limt→∞∇βg(α(t), β(t)) = 0.
Proof. See Appendix B.
The proof of this theorem is obtained by rewriting Algorithm (2.2.1a) - (2.2.1b)
in the form of Algorithm (2.1.1a) - (2.1.1b), viz
dα(t) = −γ1(t)
[
∇αf(α(t), β(t))dt+(2.2.14a) (
F (α(t), β(t),X (t))−∇αf(α(t), β(t))
)
dt+ dζ1(t)︸ ︷︷ ︸
= dξ1(t)
]
,
dβ(t) = −γ2(t)
[
∇βg(α(t), β(t))dt+(2.2.14b) (
G(α(t), β(t),X (t))−∇βg(α(t), β(t))
)
dt+ dζ2(t)︸ ︷︷ ︸
= dξ2(t)
]
.
It is thus sufficient to prove that the alternative conditions in Theorem 2.2 (Condi-
tions 2.2.1 - 2.2.3a) imply the original conditions of Theorem 2.1 (Conditions 2.1.1 -
2.1.3). Indeed, if this is the case, then Theorem 2.2 follows directly from Theorem
2.1. This statement holds trivially for all conditions except those relating to the noise
processes. It thus remains to establish that, under the noise conditions in Theorem
2.2 (Conditions 2.2.2a - 2.2.2e, 2.2.3a), the noise condition in Theorem 2.1 (Condition
2.1.3) holds for the noise processes {ξi(t)}t≥0, i = 1, 2, as defined above. The central
part of this proof is thus to control terms of the form,
(2.2.15)
∫ t
0
γ1(s) [F (α(s), β(s),X (s))−∇αf(α(s), β(s))] ds.
This is achieved by rewriting each such term using the solution of an appropriate
Poisson equation, and applying regularity results. This approach - namely, the use of
the Poisson equation - is standard in the almost sure convergence analysis of stochastic
approximation algorithms with Markovian dynamics, both in discrete time, including
the single-timescale case (e.g. [12, 29, 77, 105, 127]) and two-timescale case (e.g.
[70, 71, 133]), and in continuous time (e.g. [15, 125, 128]).
This part of our proof most closely resembles the proofs of [125, Lemma 3.1] and
[128, Lemma 1], adapted to the current, somewhat more general setting. In gen-
eral, however, our proof follows an entirely different approach to those in [125, 128].
Indeed, the ODE method is central to our proof, while the proofs in these papers
are based on more classical stochastic descent arguments. In particular, they repre-
sent a continuous-time, Markovian extension of the method introduced in [13], under
the additional assumption that the objective function is bounded from below. This
method, broadly speaking, demonstrates that whenever the magnitude of the gradient
of the objective function is large, it remains so for a sufficiently long time interval,
guaranteeing a decrease in the value of the objective function which is significant
and dominates the noise effects. Under the additional assumption that the objective
function is bounded from below, it must converge almost surely to some finite value,
and its gradient must converge to zero [13]. Crucially, these arguments do not rely
on the assumption that the algorithm iterates remain bounded, which represents a
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significant advantage over the ODE method. It is thus of clear interest to extend
this approach to the two-timescale setting. Thus far, however, our attempts to do so
have been unsuccessful, due to the presence of the secondary process.7 As such, this
remains an interesting direction for future study.
We conclude this section with the remark that Theorem 2.2, and its proof, still
hold upon restriction to a single-timescale (i.e., under the assumption that either α(t)
or β(t) is held fixed). In this case, of course, we only require assumptions which
pertain to that timescale. In this context, our theorem includes, as a particular case,
the convergence result in [125]. Moreover, our proof provides an entirely different
proof of that result.
3. Online Parameter Estimation and Optimal Sensor Placement. To il-
lustrate the results of the previous section, we now analyse the problem of simultane-
ous online parameter estimation and optimal sensor placement in a partially observed
diffusion model. In particular, we are interested in the family of partially observed
diffusion processes described by equations (1.1.1) - (1.1.2).
3.1. Online Parameter Estimation. We first review the problem of online
parameter estimation. We will suppose that the model generates the observation
process {y(t)}t≥0 according to a true, but unknown, static parameter θ∗. The objec-
tive is then to obtain an estimator {θ(t)}t≥0 of θ∗ which is both FYt -measurable and
recursively computable. That is, an estimator which can be computed online using
the continuous stream of observations, without revisiting the past. In this subsection,
we will assume that the sensor locations o ∈ Ωny are fixed.
One such estimator can be obtained as a modification of the classical offline
maximum likelihood estimator (e.g., [108, 128]). We thus recall the expression for the
log-likelihood of the observations, or incomplete data log-likelihood, for a partially
observed diffusion model (e.g., [4, 53, 54, 128, 139]), namely
Lt(θ,o) =
∫ t
0
R−1(o)Cˆ(θ,o, s) · dy(s)− 1
2
∫ t
0
||R− 12 (o)Cˆ(θ,o, s)||2ds,(3.1.1)
where we have defined Cˆ(θ,o, s) = Eθ,o[C(θ,o, x(s))|FYs ]. In the online setting, a
standard approach is to recursively seek the value of θ which maximises the asymptotic
log-likelihood, viz
L˜(θ,o) = lim
t→∞
1
t
Lt(θ,o)(3.1.2)
Typically, neither the asymptotic log-likelihood, nor its gradient, are available in
analytic form. It is, however, possible to compute noisy estimates of these quanti-
ties at any finite time, using the integrand of the log-likelihood and the integrand
of its gradient, respectively. This optimisation problem can thus be tackled using
continuous-time stochastic gradient ascent, whereby the parameters follow a noisy
ascent direction given by the integrand of the gradient of the log-likelihood, evalu-
ated with the current parameter estimate. In particular, initialised at θ0 ∈ Θ, the
parameter estimates {θ(t)}t≥0 are generated according to the SDE [128]
(3.1.3)
dθ(t) =
{
γ(t)
[Cˆθ(θ(t),o, t)]TR−1(o)[dy(t)− Cˆ(θ(t),o, t)dt] , θ(t) ∈ Θ,
0 , θ(t) 6∈ Θ,
7In the single-timescale case, one proves that when ∇f(·) is ‘large’, f(·) decreases by at least
δ > 0, and that when ∇f(·) is ‘small’, f(·) increases by no more than some smaller positive constant
amount 0 < δ1 < δ. In the two-timescale case, the second of these steps is no longer possible.
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where Cˆθ(θ,o, t) = ∇θCˆ(θ,o, t) is used to denote the gradient of Cˆ(θ,o, t) with respect
to the parameter vector.8 Following [128], this algorithm includes a projection device
which ensures that the parameter estimates {θ(t)}t≥0 remain in Θ ⊂ Rnθ with
probability one. This is common for algorithms of this type (e.g., [38, 100]). In the
literature on statistical inference and system identification, this algorithm is commonly
referred to as recursive maximum likelihood (RML).
The asymptotic properties of this method for partially observed, discrete-time
systems (e.g., [39, 49, 93, 94, 120, 134, 136]), and for fully-observed, continuous-time
systems (e.g., [17, 19, 84, 95]), have been studied extensively. In comparison, the
partially observed, continuous-time case has received relatively little attention. The
use of a continuous-time RML method for online parameter estimation in a partially-
observed linear diffusion process was first proposed in [54], and later extended in [55].9
This approach has more recently been revisited in [128]. In this paper, the authors
derived a RML estimator for the parameters of a general, non-linear partially observed
diffusion process, and established the almost sure convergence of this estimator under
appropriate conditions on the process consisting of the latent state, the filter, and the
filter derivative. This paper extended the results in [125] to the partially-observed
setting, and is the estimator which we consider in the current paper.
3.2. Optimal Sensor Placement. We now turn our attention to the problem
of optimal sensor placement. We will suppose that the observation process {y(t)}t≥0
is generated using a finite set of ny sensors. Our objective is to obtain an estimator
of the set of ny sensor locations oˆ = {oi}nyi=1 which are optimal with respect to some
pre-determined criteria, possibly subject to constraints. Once more, we require our
estimator to be FYt -measurable and recursively computable. In this subsection, we
will assume that the parameter θ ∈ Θ is fixed.
A standard approach to this problem is to define a suitable objective function,
say Jt(θ, ·) : Ωny → R, and then to define the optimal estimator as
(3.2.1) oˆ(t) = arg min
o∈Ωny
Jt(θ,o).
We focus on the objective of optimal state estimation. In this case, following
[26, 34, 57, 73], we consider the following objective function
(3.2.2) Jt(θ,o) =
∫ t
0
Tr
[
M(s)Σˆ(θ,o, s)
]
︸ ︷︷ ︸
jˆ(θ,o,s)
ds :=
∫ t
0
jˆ(θ,o, s)ds,
where M(s) : Rdx → Rdx is a bounded linear operator, which allows one to weight
significant parts of the state estimate, and
Σˆ(θ,o, s) = Eθ,o
[
x(s)x(s)T |FYs
]− Eθ,o [x(s)|FYs ]Eθ,o [x(s)|FYs ]T(3.2.3)
denotes the conditional covariance of the latent state x(s), given the history of obser-
vations FYs . Other choices for the objective function are, of course, possible. These
8We use the convention that the gradient operator adds a covariant dimension to the tensor field
upon which it acts. Thus, for example, since Cˆ(θ,o, t) = Eθ,o[C(θ,o, x(t))|FYt ] takes values in Y, its
gradient Cˆθ(θ,o, t) = ∇θ Cˆ(θ,o, t), takes values in Y × Rnθ .
9We remark that the SDEs for the estimators considered in [54, 55] include an additional second
order term, which arises when the Itoˆ-Venzel formula is applied to the score function.
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include, among many others, the trace of the conditional covariance at some finite,
terminal time, and the trace of the steady-state conditional covariance
In the online setting, the objective is to recursively estimate the optimal sensor
locations oˆ in real time using the continuous stream of observations. In this case,
one approach is to recursively seek the value of o which minimises the asymptotic
objective function (e.g., [150]), namely
(3.2.4) J˜ (θ,o) = lim
t→∞
1
t
Jt(θ,o) = lim
t→∞
[
1
t
∫ t
0
jˆ(θ,o, s)ds
]
.
Typically, neither the asymptotic objective function, nor its gradient, are avail-
able in analytic form.10 It is, however, possible to compute noisy estimates of these
quantities at any finite time, using the integrand of the objective function and its gra-
dient, respectively. Similar to online parameter estimation, this optimisation problem
can thus also be tackled using continuous-time stochastic gradient descent, whereby
the sensor locations follow a noisy descent direction given by the integrand of the
gradient of the objective function, evaluated with the current estimates of the sensor
placements. In particular, initialised at o0 ∈ Ωny , the sensor locations {o(t)}t≥0 are
generated according to the ordinary differential equation
(3.2.5) do(t) =
{
−γ(t)[jˆo(θ,o(t), t)]Tdt , o(t) ∈ Ωny
0 , o(t) 6∈ Ωny
where jˆo(θ,o, t) = ∇ojˆ(θ,o, t) = ∇oTr[M(s)Σˆ(θ,o, s)] is used to denote the gradient
of jˆ(θ,o, t) with respect to the sensor locations. Similar to the online parameter
estimation algorithm, this recursion includes a projection device to ensure that the
sensor placements {o(t)}t≥0 remain in Ωny ⊂ Rnyno with probability one.
3.3. The Filter and Its Gradients. In order to implement either of these
algorithms, it is necessary to compute the quantities Cˆ(θ,o, t), jˆ(θ,o, t) for arbitrary
θ ∈ Θ, o ∈ Ωny , as well as their gradients, Cˆθ(θ,o, t), jˆo(θ,o, t). In general, these are
obtained via the Kushner-Stratonovich equation, which determines the evolution of
the conditional distribution of the latent signal process (e.g., [3, 78]). In particular,
writing ϕˆ(t) = E[ϕ(x(t))|FYt ] to denote the conditional expectation of the the function
ϕ : Rnx → R, we are required to solve
(3.3.1) dϕˆ(t) = (L̂xϕ)(t) +
(
(Ĉϕ)(t)− Cˆ(t)ϕˆ(t)) · (dy(t)− Cˆ(t)dt),
for arbitrary integrable ϕ : Rnx → R, where Lx denotes the infinitesimal generator of
the latent signal process. In this context, we introduce the following assumptions.
Assumption 3.3.1. The Kushner-Stratonovich equation admits a finite dimen-
sional recursive solution, or a finite-dimensional recursive approximation.
Unfortunately, exact solutions to the Kushner-Stratonovich equation are very
rarely available (e.g., [96, 101, 110, 111]). There are, however, a small but important
10A notable exception to this is the linear Gaussian case, in which case the asymptotic objective
function is the solution of the algebraic Ricatti equation, which is independent of the observation
process (e.g., [64]). This independence no longer holds, however, when online parameter estimation
and optimal sensor placement are coupled (see Section 3.4). In this case, the (asymptotic) objective
function depends on the parameter estimates via equation (3.2.4), and the parameter estimates
depend on the observations via equation (3.1.3). Thus, implicitly, the sensor placements estimates
do now depend on the observations.
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class of filters for which finite-dimensional recursive solutions do exist, namely, the
Kalman-Bucy filter (e.g., [64, 79]), the Benesˇ filter [10, 11], and extensions thereof
[31, 30, 43, 44, 51, 56, 112]. There are also a much larger class of processes for
which finite-dimensional recursive approximations are available. Standard approx-
imation schemes include, among others, the extended Kalman-Bucy filter [45] and
the unscented Kalman-Bucy filter [118], projection filters [24], assumed-density filters
[23, 63] and particle filters (e.g., [3, Chapter 9], [40], and references therein).
This assumption implies, in particular, that for all θ ∈ Θ, o ∈ Ωny , there exists
a finite-dimensional, FYt -adapted process M(θ,o) = {M(θ,o, t)}t≥0, taking values in
Rp, and functions ψC(θ,o, ·) : Rp → Rny , ψj(θ,o, ·) : Rp → Rnx such that, either
exactly or approximately,
Cˆ(θ,o, t) = ψC(θ,o,M(θ,o, t)),(3.3.2a)
jˆ(θ,o, t) = ψj(θ,o,M(θ,o, t)).(3.3.2b)
Assumption 3.3.2. The finite-dimensional filter representation is continuously
differentiable with respect to θ and o.
Following this assumption, it is possible to define Mθ(θ,o) = {Mθ(θ,o, t)}t≥0
= {∇θM(θ,o, t)}t≥0 and Mo(θ,o) = {Mo(θ,o, t)}t≥0 = {∇oM(θ,o, t)}t≥0 as the
Rp×nθ and Rp×nyno valued processes consisting of the gradients of the finite dimen-
sional filter representation with respect to θ and o, respectively. It then follows, upon
formal differentiation of the previous equations, that, either exactly or approximately,
Cˆθ(θ,o, t) = ∇θψC(θ,o,M(θ,o, t)) +∇MψC(θ,o,M(θ,o, t))Mθ(θ,o, t),(3.3.3a)
jˆθ(θ,o, t) = ∇oψj(θ,o,M(θ,o, t)) +∇Mψj(θ,o,M(θ,o, t))Mo(θ,o, t).(3.3.3b)
Assumption 3.3.3. The finite-dimensional filter representation satisfies a sto-
chastic differential equation of the form
dM(θ,o, t) = R(θ,o,M(θ,o, t))dt+ S(θ,o,M(θ,o, t))dy(t)(3.3.4)
+ T (θ,o,M(θ,o, t))da(t),
where a = {a(t)}t≥0 is a Rq valued Wiener process independent of FX,Yt , and the
functions R, S, and T map Rnθ×Rnyno×Rp to Rp, Rp×nyno , and Rp×q, respectively.
This assumption holds for a broad class of exact and approximate filters (see
above). It implies, upon differentiation, that the finite-dimensional representation of
the tangent filters satisfy the SDEs
dMθ(θ,o, t) = R′θ(θ,o,M(θ,o, t),Mθ(θ,o, t))dt(3.3.5a)
+ S ′θ(θ,o,M(θ,o, t),Mθ(θ,o, t))dy(t)
+ T ′θ (θ,o,M(θ,o, t),Mθ(θ,o, t))da(t),
dMo(θ,o, t) = R′o(θ,o,M(θ,o, t),Mo(θ,o, t))dt(3.3.5b)
+ S ′o(θ,o,M(θ,o, t),Mo(θ,o, t))dy(t)
+ T ′o(θ,o,M(θ,o, t),Mo(θ,o, t))da(t).
where, for example, we have
R′θ(θ,o,M(θ,o, t),Mθ(θ,o, t)) = ∇θR(θ,o,M(θ,o, t))(3.3.6)
+∇MR(θ,o,M(θ,o, t))Mθ(θ,o, t).
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These equations can be conveniently be summarised into a single SDE. In particu-
lar, let X (θ,o) = {X (θ,o, t)}t≥0 be the RN valued diffusion process defined as the
concatenation of the latent signal process, the finite-dimensional filter, and the finite-
dimensional tangent filter, where N = nx+p+pnθ+pnyno. That is, in a slight abuse
of notation,
(3.3.7) X (θ,o, t) = (x(t),M(θ,o, t),Mθ(θ,o, t),Mo(θ,o, t))T .
It follow straightforwardly that equations (1.1.1), (3.3.4), and (3.3.5a) - (3.3.5b) can
be written as
(3.3.8) dX (θ,o, t) = Φ(θ,o,X (θ,o, t))dt+ Ψ(θ,o,X (θ,o, t))db(t),
where the functions Φ and Ψ take values in RN and RN×(nx+ny+q), respectively, and
b = {b(t)}t≥0 is the Rnx+ny+q valued Wiener process obtained by concatenating the
signal noise process v = {v(t)}t≥0, the observation noise process w = {v(t)}t≥0, and
the independent noise process arising in the equations for the finite-dimensional filter
representation a = {a(t)}t≥0.
3.4. Joint Parameter Estimation and Optimal Sensor Placement. We
finally turn our attention to the problem of simultaneous online parameter estimation
and online optimal sensor placement. As outlined in the introduction, we cast this
as an unconstrained bilevel optimisation problem, in which the objective is to obtain
θˆ ∈ Θ, oˆ ∈ Ωny such that
θˆ = arg max
θ∈Θ
L˜(θ, arg min
o∈Ωny
J˜ (θ,o)) , oˆ = arg min
o∈Ωny
J˜ (θˆ,o).(3.4.1)
We should remark that, depending on our primary objective, we may instead specify
J˜ as the upper-level objective function, and L˜ as the lower-level objective function.
Indeed, the subsequent methodology is generic to either case.
To solve this bilevel optimisation problem, we propose a continuous-time, sto-
chastic gradient descent algorithm, which combines the schemes in Sections 3.1 and
3.2. Suppose some initialisation at θ˜0 ∈ Θ, o˜0 ∈ Ωny . Then, simultaneously, the pa-
rameter estimates {θ(t)}t≥0 and the sensor location estimates {o(t)}t≥0 are generated
according to
dθ(t)=
{
−γ1(t)
[Cˆθ(θ(t),o(t), t)]TR−1(o(t))[Cˆ(θ(t),o(t), t)dt− dy(t)]T
0
, θ(t) ∈ Θ,
, θ(t) 6∈ Θ,
(3.4.2a)
do(t)=
{
−γ2(t)
[
jˆo(θ(t),o(t), t)
]T
dt
0
, o(t) ∈ Ωny ,
, o(t) 6∈ Ωny ,
(3.4.2b)
Using the notation introduced in Section 3.3, it is possible to rewrite this algorithm
in the form
dθ(t) =
{ −γ1(t)[F (θ(t),o(t),X (t))dt+ dζ1(t)]
0
, θ(t) ∈ Θ,
, θ(t) 6∈ Θ,(3.4.3a)
do(t) =
{ −γ2(t)[G(θ(t),o(t),X (t))dt]
0
, o(t) ∈ Ωny ,
, o(t) 6∈ Ωny ,(3.4.3b)
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where X = {X (t)}t≥0 = {X (θ(t),o(t), t)}t≥0 is the RN -valued diffusion process which
satisfies the SDE
(3.4.4) dX (t) = Φ(θ(t),o(t),X (t))dt+ Ψ(θ(t),o(t),X (t))db(t),
and ζ1 = {ζ1(t)}t≥0 = {ζ1(θ(t),o(t),X (t)}t≥0 is the Rnθ -valued noise process which
satisfies the SDE
(3.4.5) dζ1(t) = −ζ(2)1 (θ(t),o(t),X (t))dw(t),
and the functions F , G, and ζ
(2)
1 map Rnθ ×Rnyno ×RN to Rnθ , Rnyno , and Rnθ×ny ,
respectively, and are given by
F (θ,o,X ) = H(θ,o,X )[ψC(θ,o,M)− C(θ,o, x)](3.4.6a)
G(θ,o,X ) = [∇oψj(θ,o,M) +∇Mψj(θ,o,M)Mo]T(3.4.6b)
ζ
(2)
1 (θ,o,X ) =
[∇θψC(θ,o,M) +∇MψC(θ,o,M)Mθ]T .(3.4.6c)
This algorithm is analysed under the assumptions introduced in Section 3.3 for
the filter and filter derivatives, in addition to most (but not all) of the assumptions
introduced in Section 2.2 for the general two-timescale gradient descent algorithm with
Markovian dynamics. In particular, we now no longer require two of the conditions
relating to the additive, state-dependent noise processes {ζi(t)}t≥0, namely Conditions
2.2.3a and 2.2.3c, as these follow directly from Condition 2.2.3b. We provide sufficient
conditions for some of these assumptions in Appendix E.
Our main result on the convergence of Algorithm (3.4.3a) - (3.4.3b) is contained
in the following proposition.
Proposition 3.1. Assume that Conditions 2.2.1 - 2.2.2e, 2.2.3b, 2.1.4 - 2.1.6,
and 3.3.1 - 3.3.3 hold, replacing the parameters α, β with θ, o, and the functions f(·),
g(·) with L˜(·), J˜ (·), where appropriate. Then, with probability one,
lim
t→∞∇θL˜(θ(t),o(t)) = limt→∞∇oJ˜ (θ(t),o(t)) = 0,(3.4.7)
or
lim
t→∞(θ(t),o(t)) ∈ {(θ,o) : θ ∈ ∂Θ ∪ o ∈ ∂Ω
ny}.(3.4.8)
Proof. See Appendix D.
Proposition 3.1 is a straightforward corollary of Theorem 2.2. Indeed, Algorithm
(3.4.3a) - (3.4.3b) is essentially a special case of Algorithm (2.2.1a) - (2.2.1b), in
which the additive noise process for the slow process is defined by equations (3.4.5)
and (3.4.6c), and the additive noise process for the fast process is identically equal to
zero. The modifications in the statement of this theorem, when compared to Theorem
2.2, are due solely to the inclusion of the projection which ensures that the algorithm
iterates remain in the open sets Θ ∈ Rnθ , Ωny ∈ Rnyno with probability one.
Proposition 3.1 extends the result established in [128], in which almost sure con-
vergence of the online parameter estimate was established under slightly weaker con-
ditions. In particular, the almost sure convergence results in [128] does not depend on
almost sure boundedness of the algorithm iterates. The method of proof, however, is
entirely different (see discussion in Section 2.2). We remark, as in the previous section,
that this theorem (and its proof) still holds upon restriction to a single-timescale; that
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is, under the assumption that only the parameters are estimated, while the sensor lo-
cations are fixed, or vice versa.11 Thus, upon restriction to a single-timescale, our
theorem reduces to the result in [128], while our proof provides an entirely different
proof for that result.
We conclude this section with some brief remarks on the assumptions required
for Proposition 3.1 (see also the discussion in [128, Section II]). We focus, in partic-
ular, on the conditions which relate to the diffusion process {X (θ,o, t)}t≥0. While
these conditions are certainly necessary in order to establish almost sure convergence,
some of them - namely, that the diffusion process is ergodic (Assumption 2.2.2a),
that its unique invariant measure satisfies certain regularity conditions (Assumption
2.2.2b), and that all of its moments are bounded (Assumption 2.2.2e) - are somewhat
strong, and must be verified directly on a case-by-case basis. The problem of obtaining
more easily verifiable sufficient conditions remains open. Indeed, the diffusion process
{X (θ,o, t)}t≥0 is generally highly degenerate, and thus standard sufficient conditions
for non-degenerate elliptic diffusion processes (see Appendix C), do not apply (e.g.,
[16, 114, 113]). Moreover, in the case that an exact, finite-dimensional solution to the
Kushner-Stratonovich equation exists, ergodicity of the optimal filter follows directly
from ergodicity of the latent signal process and the non-degeneracy of the observa-
tion process (e.g., [25, 75, 76, 141]), but ergodicity of the tangent filter(s) must still
established. Meanwhile, in the case that only an approximate, finite-dimensional so-
lution to the Kushner-Stratonovich equation exists, there is no guarantee that the
approximate filter is ergodic, let alone the tangent filter(s).
4. Numerical Examples. To illustrate the results of Section 3, we now provide
two examples of joint online parameter estimation and optimal sensor placement. In
both cases, we study the numerical performance of the proposed two-timescale sto-
chastic gradient descent algorithm, and verify the convergence of the parameter esti-
mates and the sensor placements. In the first case, we also provide explicit derivations
of the parameter and sensor update equations. In the second case, these details will
appear in a separate paper [122].
4.1. One-Dimensional Benes Filter. We first consider a one-dimensional,
partially observed diffusion process defined by
dx(t) = A(θ, x(t))dt+ dw(t) , x(0) = 0,(4.1.1)
dy(t) = C(θ,o, x(t))dt+ dv(t) , y(0) = 0,(4.1.2)
where A(θ, x) = µσ tanh(µσx), C(θ,o, x) = cx; and w = {w(t)}t≥0 and v = {v(t)}t≥0
are independent, one-dimensional Brownian motions with incremental variances q(θ)
= σ2 and r(o) = τ2 +(o−o0)2, respectively, for some fixed positive constant τ ∈ R+.
We assume that the initial condition x0 ∈ R, that the parameters µ, c ∈ R and
σ ∈ R+, respectively, and that the sensor location o ∈ R. We thus have a three-
dimensional parameter vector θ = (µ, c, σ) ∈ R2 × R+, and a single, one-dimensional
sensor location o ∈ R.
This system has an analytic, finite-dimensional solution, known as the Benesˇ filter
[10]. Namely, the conditional law of the latent signal process x = {x(t)}t≥0 given the
history of observations FYt = σ(y(s) : 0 ≤ s ≤ t) is a weighted mixture of two normal
11In this case, of course, we only require assumptions which relate to the quantity of interest.
TWO TIMESCALE STOCHASTIC GRADIENT DESCENT IN CONTINUOUS TIME 21
distributions [3, Chapter 6], which takes the form
pit = w
+(θ,o, t)N
(
A+(θ,o, t)
2B(θ,o, t)
,
1
2B(θ,o, t)
)
(4.1.3)
+ w−(θ,o, t)N
(
A−(θ,o, t)
2B(θ,o, t)
,
1
2B(θ,o, t)
)
,
where
w±(θ,o, t) =
exp
(A±(θ,o,t)2
4B(θ,o,t)
)
exp
(A+(θ,o,t)2
4B(θ,o,t)
)
+ exp
(A−(θ,o,t)2
4B(θ,o,t)
)(4.1.4a)
A±(θ,o, t) = ±µ
σ
+ cr−1(o)
∫ t
0
sinh(cσr−
1
2 (o)s)
sinh(cσr−
1
2 (o)t)
dy(s)(4.1.4b)
B(θ,o, t) =
cr−
1
2 (o)
2σ
coth(cσr−
1
2 (o)t).(4.1.4c)
It follows, in particular, that the optimal filter has a two-dimensional representation,
which we will write as M(θ,o, t) = (m(θ,o, t), P (θ,o, t))T . The choice of sufficient
statistics is not unique; in this case, however, we choose to define
m(θ,o, t) = c
A±(θ,o, t)∓ µσ
2B(θ,o, t)
= cσr−
1
2 (o)
∫ t
0
sinh
(
cr−
1
2 (o)σs
)
dy(t)
cosh
(
cr−
1
2 (o)σt
)(4.1.5a)
P (θ,o, t) =
1
2B(θ,o, t)
=
σr
1
2 (o)
c
tanh
(
cr−
1
2 (o)σt
)
.(4.1.5b)
This choice implies that the filter evolves according to an SDE of the required form,
namely (e.g., [67, 119])
(4.1.6) dM(θ,o, t) =
[−c2r−1(o)P (θ,o, t)m(θ,o, t)
σ2 − c2r−1(o)P 2(θ,o, t)
]
dt+
[
cr−1(o)P (θ,o, t)
0
]
dy(t).
We remark that m(θ,o, t) and P (θ,o, t) do not correspond directly to the mean
xˆ(θ,o, t) and variance Σˆ(θ,o, t) of the optimal filter. However, these quantities can
be computed as [119]
xˆ(θ,o, t) = m(θ,o, t) +
µ
σ
P (θ,o, t) tanh
(µ
σ
m(θ,o, t)
)
,(4.1.7a)
Σˆ(θ,o, t) = P (θ,o, t) +
µ2
σ2
(
1− tanh2(µ
σ
m(θ,o, t))
)
P 2(θ,o, t).(4.1.7b)
We then have
Cˆ(θ,o, t) = φC(θ,o,M(θ,o, t)) = cxˆ(θ,o, t),(4.1.8a)
jˆ(θ,o, t) = φj(θ,o,M(θ,o, t)) = Tr
[
Σˆ(θ,o, t)
]
.(4.1.8b)
It is now straightforward to obtain the explicit form of the two-timescale, joint online
parameter estimation and optimal sensor placement algorithm for this system. In
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particular, we have
dµ(t) = −γ1,µ(t)c xˆµ(θ(t),o(t), t) [c xˆ(θ(t),o(t), t)− dy(t)dt](4.1.9a)
dσ(t) = −γ1,σ(t)c xˆσ(θ(t),o(t), t) [c xˆ(θ(t),o(t), t)dt− dy(t)](4.1.9b)
dc(t) = −γ1,c(t) [xˆ(θ(t),o(t), t) + cxˆc(θ(t),o(t), t)] [c xˆ(θ(t),o(t), t)dt− dy(t)](4.1.9c)
do(t) = −γ2,o(t)Tr
[
Σˆo(θ(t),o(t), t)
]
.(4.1.9d)
where xˆµ, xˆσ, xˆc and Σˆo are the filter derivatives of the posterior mean and the
posterior variance, respectively, integrated with the online parameter estimates and
the optimal sensor location. These quantities are obtained by formal differentiation
of equations (4.1.7a) - (4.1.7b). Clearly, these quantities depend on the optimal filter
and its derivatives, now integrated with the parameter estimates and the optimal
sensor location. Illustratively, we present the filter derivative with respect to the first
parameter, viz
dmµ(θ(t),o(t), t) =− c2R−1(o(t))Pµ(θ(t),o(t), t)m(θ(t),o(t), t)dt(4.1.10a)
− c2R−1(o(t))P (θ(t),o(t), t)mµ(θ(t),o(t), t)dt
+ cR−1(o(t))Pµ(θ(t),o(t), t)dy(t)
dPµ(θ(t),o(t), t) =− 2c2R−1(o(t))P (θ(t),o(t), t)Pµ(θ(t),o(t), t)dt.(4.1.10b)
The performance of the two-timescale stochastic gradient descent algorithm is
presented in Figure 1. In this simulation, all SDEs are integrated numerically a
standard Euler-Maruyama discretisation, with ∆t = 0.005. We assume that the
parameters σ2 = σ2∗ = 4, c = c∗ = 0.7 and τ
2 = τ2∗ = 2 are fixed, while the parameter
µ is learned. The true value and the initial estimate for µ are given by µ∗ = 2
and µ0 = 10, respectively. Meanwhile, the optimal sensor placement and the initial
sensor placement are given by o∗ = 4 and o0 = 2, respectively. Finally, we specify
constant learning rates γµ = 0.2 and γo = 0.002. We thus investigate convergence of
the algorithm when the step-size condition is violated. This is an appropriate choice
when the true model parameters or the optimal sensor placements are expected to
change in time. Our results indicate that, even in this case, the online parameter
estimates and optimal sensor placements converge to their true values.
4.2. Stochastic Advection-Diffusion Equation. In this section, we present
results for a high-dimensional, partially observed linear diffusion process obtained via
a Galerkin discretisation of the stochastic advection-diffusion equation on the two-
dimensional unit torus H = [0, 1]2, namely,
dx(t) = A(θ, x(t))dt+ dw(t) , x(0) = x0 ∈ H,(4.2.1a)
dy(t) = C(o, x(t))dt+ dv(t) , y(0) = 0,(4.2.1b)
where A(θ, ·) : H → H is the ‘advection-diffusion operator’, defined according to
A(θ, x) = −µT∇x+∇ · Σ ∇x− ζx,(4.2.2)
with µ = (µ1, µ2)
T ∈ R2 a drift parameter, ζ ∈ R+ a damping parameter, and
Σ = Σ(ρ1, γ, α) ∈ R2×2 a diffusion matrix. Following [98, 123], we parametrise Σ as
(4.2.3) Σ−1 =
1
ρ21
(
cosα sinα
−γ sinα cosα
)T (
cosα sinα
−γ sinα cosα
)
.
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(a) Sequence of online parameter estimates.
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(b) Sequence of optimal sensor placements.
Fig. 1. Sequence of online parameter estimates & optimal sensor placements for the partially
observes Benesˇ SDE.
for a range parameter ρ1 ∈ R+, an anisotropic amplitude γ ∈ R+, and an anisotropic
direction α ∈ [0, pi2 ]. Meanwhile, the signal noise process w = {w(t)}t≥0 is an space-
time Wiener process with incremental covariance operator Q(θ) ∈ L1(H). Following
[97, 123], we assume that this covariance operator is diagonal with respect to the
Fourier basis {φk(s)}k∈Z2/{0}, where φk(s) = exp(2piikT s), and defined according to
(4.2.4) Q(θ)φk(s) = η
2
k(θ)φk(s) , η
2
k(θ) =
σ2
(2pi)2
(
kTk +
1
ρ20
)−2
,
where σ0 ∈ R+ is a marginal variance parameter, and ρ ∈ R+ is a spatial range pa-
rameter. This defines a Wiener process with the so-called Mate´rn covariance function
in space (e.g., [145]).
In the measurement equation, the ‘observation operator’ C(o, ·) : H → Rny is
defined according to
C(o, x) = (C1(o, x), . . . , Cny (o, x))T , Ci(o, x) =
∫
Ω
Koi(s)x(s)ds∫
Ω
Koi(s)ds
,(4.2.5)
where Koi(s) = 1{|oi−s|<r}(s), for some fixed radius r > 0. We thus have ny in-
dependent sensors, with each sensor capable of measuring an average value of the
signal process within a fixed range of its current location. Finally, the observa-
tion noise v = {v(t)}t≥0 is a Rny -valued Wiener process with incremental covariance
R(θ) = τ2Iny .
In summary, we consider a partially observed linear diffusion process, which de-
pends on a nine-dimensional parameter vector θ = (ρ0, σ
2, ζ, ρ1, γ, α, µx, µy, τ
2), and
a set of ny two-dimensional sensor locations o = {oi}nyi=1. The model of interest is
linear, and thus the filtering problem admits an analytic, finite-dimensional solution;
namely, the Kalman-Bucy Filter (e.g., [64, 79]). In particular, assuming a Gaussian
initialisation x0 ∼ N(xˆ0, Σˆ0), the normalised conditional distribution of the latent sig-
nal process is Gaussian, and determined uniquely by its mean xˆ(θ,o, t) and covariance
Σˆ(θ,o, t). Although the filtering problem for this system is now very well understood,
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the problem of joint online parameter estimation and optimal sensor placement still
poses a significant challenge. Indeed, while the model may be linear, the dependence
of the log-likelihood on the model parameters, and of the objective function on the
sensor placements, is highly non-linear.
The performance of two-timescale stochastic gradient descent algorithm is visu-
alised in Figure 2. In this simulation, we assume that the true model parameters and
the initial parameter estimates are given, respectively, by
θ∗ = (ρ0 = 0.50, σ2 = 0.20, ζ = 0.50, ρ1 = 0.10, γ = 2.00,(4.2.6a)
α = pi4 , µx = 0.30, µy = −0.30, τ2 = 0.01),
θ0 = (ρ0 = 0.25, σ
2 = 0.50, ζ = 0.20, ρ1 = 0.20, γ = 1.50,(4.2.6b)
α = pi3 , µx = 0.10, µy = −0.15, τ2 = 0.10).
We also assume that we have ny = 8 sensors, and that our objective is to obtain the
sensor placement which minimises the uncertainty of the state estimate at a discrete
set of 8 spatial locations. In particular, we assume that the target sensor locations
and the initial sensor locations are given, respectively, by
o∗ =
1
12
{(
0.00
7.00
)
,
(
6.00
8.00
)
,
(
4.00
4.00
)
,
(
9.00
6.00
)
,
(
1.00
1.00
)
,
(
7.00
10.0
)
,
(
10.0
11.0
)
,
(
3.00
10.0
)}
,
o0 =
1
12
{(
10.1
7.80
)
,
(
4.10
6.01
)
,
(
5.20
3.75
)
,
(
7.20
4.02
)
,
(
3.20
3.10
)
,
(
6.10
2.10
)
,
(
1.01
2.80
)
,
(
3.00
1.00
)}
.
We defer further details of our implementation, including a detailed derivation of
the parameter and optimal sensor placement update equations, to a sequel paper
[122]. For now, we note only that the step sizes are chosen so as to satisfy the
requirements of Proposition 3.1. As expected, all of the parameter estimates converge
to the neighbourhood of their true values, and all of the sensors converge to the
neighbourhood of one of the target locations.
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(a) Sequence of online parameter estimates.
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(b) Sequence of optimal sensor placements.
Fig. 2. Sequence of online parameter estimates & optimal sensor placements for the partially
observed stochastic-advection diffusion equation.
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5. Conclusions. In this paper, we have analysed the almost sure convergence of
two-timescale stochastic gradient algorithms in continuous time, under general noise
and stability conditions. Moreover, we have demonstrated in detail how such algo-
rithms can be applied to the problem of joint online parameter estimation and optimal
sensor placement in continuous-time state space models. Although we focus on this
specific application, it is important to emphasise that the proposed methodology is
applicable to any problem involving two inter-dependent objective functions, either
or both of which may depend on an ergodic diffusion process.
We conclude with some remarks regarding some possible directions for future
work. Firstly, there are a number of extensions to Theorems 2.1 and 2.2 which may
be of theoretical or practical interest. These include relaxing the assumption that the
algorithm iterates are continuous, and thus considering algorithms of the form
dα(t) = −γ1(t) [∇αf(α(t), β(t))da1(t) + dξ1(t)] , t ≥ 0, α(0) = α0,(5.0.1a)
dβ(t) = −γ2(t) [∇βg(α(t), β(t))da2(t) + dξ2(t)] , t ≥ 0, β(0) = β0,(5.0.1b)
where {a1(t)}t≥0, i = 1, 2, are predictable, increasing processes, and {ξi(t)}t≥0, i =
1, 2, are semi-martingales. This algorithm can be regarded, in some sense, as as a
two-timescale extension of the Robbins-Monro type semimartingale SDEs studied in
[87, 88, 89, 90, 91, 92, 103, 140]. Obtaining asymptotic results under this somewhat
more general framework is of considerable interest, as such results would apply to two-
timescale stochastic gradient descent schemes in both discrete time and continuous
time. Other possible extensions to our results include an analysis of the asymptotic
convergence rate (e.g., [72, 106]) or ‘lock-in probability’ (e.g., [22, 42, 48, 147]).
Another open problem is to obtain sufficient conditions for some of the assump-
tions required for Theorems 2.1 and 2.2. Among these is the somewhat restrictive
assumption that the algorithm iterates remain almost surely bounded. While this
assumption is necessary in order to prove almost sure convergence, it is generally far
from automatic, and not very straightforward to establish, particularly in the two-
timescale case. Currently, the most promising approaches to this task appear to be
extensions of of the randomly varying truncations method in [32], the stopping-times
approach in [13, 125, 128], or the recent results in [104], to the two-timescale setting.
Regarding the algorithm considered in Theorem 3.1, the main open problem is
to obtain conditions on the generative model (i.e., the partially observed diffusion
process) which are easy to verify, sufficient for convergence, and not overly restrictive
(see discussion in Section 3.4). This problem is particularly challenging when the filter
is approximate. In this case, even if the latent signal is ergodic, there is no guarantee
that the filter is ergodic, let alone the tangent filter. We leave this problem, as well
as further numerical experiments investigating the performance of this algorithm for
more elaborate particle filters (e.g., [3, Chapter 9]), as future work.
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Appendix A. Proof of Theorem 2.1. In this Appendix, we provide a
proof of Theorem 2.1. Our proof follows the approach in [18, Chapter 6], adapted
appropriately to the continuous-time setting.
A.1. Additional Notation. We will require the following additional notation.
Firstly, in a slight abuse of notation, we will write (x1, x2) to denote the concatenation
of x1 ∈ Rd1 and x2 ∈ Rd2 . We will also write {qi(t)}t≥0, {pi(t)}t≥0, i = 1, 2, to denote
the processes
qi(t) =
∫ t
0
γi(s)ds(A.1.1a)
pi(t) =
{
s :
∫ s
0
γi(v)dv = t
}
= q−1i (t).(A.1.1b)
We then define the time-scaled processes {αγi(t)}t≥0, {βγi(t)}t≥0, i = 1, 2, by
αγi(t) = α(pi(t)),(A.1.2a)
βγi(t) = β(pi(t)).(A.1.2b)
A.2. The Fast Timescale.
A.2.1. Additional Notation. We will write {α¯(t)}t≥0, {β¯(t)}t≥0 to denote the
solutions of the coupled ordinary differential equations
˙¯α(t) = 0,(A.2.1a)
˙¯β(t) = −∇βg(α¯(t), β¯(t)).(A.2.1b)
We can then define {α¯(s)(t)}0≤s≤t, {β¯(s)(t)}0≤s≤t, as the unique solutions of equa-
tions (A.2.1a)-(A.2.1b) which ‘start at s’, and coincide with the time-scaled processes
{αγ2(t)}t≥0, {βγ2(t)}t≥0, at s. That is,
˙¯α(s)(t) = 0 , α¯(s)(s) = αγ2(s), t ≥ s,(A.2.2a)
˙¯β(s)(t) = −∇βg(α¯s(t), β¯(s)(t)) , β¯(s)(s) = βγ2(s), t ≥ s.(A.2.2b)
We can similarly define {α¯[s](t)}0≤t≤s, {β¯[s](t)}0≤t≤s, as the unique solutions of equa-
tions (A.2.1a)-(A.2.1b) which ‘end at s’, and coincide with the time-scaled processes
{α2(t)}t≥0, {β2(t)}t≥0, at s. That is,
˙¯α[s](t) = 0 , α¯[s](s) = αγ2(s), t ≤ s,(A.2.3a)
˙¯β[s](t) = −∇βg(α¯[s](t), β¯[s](t)) , β¯[s](s) = βγ2(s), t ≤ s.(A.2.3b)
A.2.2. Proof of Convergence. We first establish that the time-scaled process
(αγ2(t), βγ2(t)) is an asymptotic pseudo-trajectory (APT) of the flow induced by the
coupled ODEs for (α¯(t), β¯(t)) (see [7, 8] for further details).
Lemma A.1. Assume that Conditions 2.1.1-2.1.4 hold. Then, for all T > 0,
lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣(αγ2(t)βγ2(t)
)
−
(
α¯(s)(t)
β¯(s)(t)
)∣∣∣∣∣∣∣∣ = 0 , a.s.(A.2.4a)
lim
s→∞ supt∈[s−T,s]
∣∣∣∣∣∣∣∣(αγ2(t)βγ2(t)
)
−
(
α¯[s](t)
β¯[s](t)
)∣∣∣∣∣∣∣∣ = 0 , a.s.(A.2.4b)
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Proof. We will prove only the first part of this Lemma, as the method for proving
the second part is entirely analogous. We will begin by considering {α(t)}0≤s≤t. By
definition, we have
α(t) = α(s)−
∫ t
s
γ1(u)∇αf(α(u), β(u))du−
∫ t
s
γ1(u)dξ1(u)(A.2.5)
= α(s)−
∫ t
s
γ1(u)
γ2(u)
γ2(u)∇αf(α(u), β(u))du−
∫ t
s
γ1(u)dξ1(u)(A.2.6)
It follows immediately from the definition of {αγ2(t)}0≤s≤t that
αγ2(t) = αγ2(s)−
∫ p2(t)
p2(s)
γ1(u)
γ2(u)
γ2(u)∇αf(α(u), β(u))du−
∫ p2(t)
p2(s)
γ1(u)dξ1(u)
(A.2.7)
= αγ2(s)−
∫ t
s
γ1(p2(u))
γ2(p2(u))
∇αf(αγ2(u), βγ2(u))du−
∫ p2(t)
p2(s)
γ1(u)dξ1(u).(A.2.8)
We also have, making use of the ODE for {α¯(s)(t)}0≤s≤t, that
α¯(s)(t) = αγ2(s).(A.2.9)
It follows straightforwardly from equations (A.2.8), (A.2.9) that
||αγ2(t)− α¯(s)(t)|| =
∣∣∣∣∣
∣∣∣∣∣−
∫ t
s
γ1(p2(u))
γ2(p2(u))
∇αf(αγ2(u), βγ2(u))du−
∫ p2(t)
p2(s)
γ1(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣
(A.2.10)
≤
∣∣∣∣∣∣∣∣∫ t
s
γ1(p2(u))
γ2(p2(u))
∇αf(αγ2(u), βγ2(u))du
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Ω1,α(s,t)
+
∣∣∣∣∣
∣∣∣∣∣
∫ p2(t)
p2(s)
γ1(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣︸ ︷︷ ︸
Ω2,α(s,t)
(A.2.11)
For the first term, by Conditions 2.1.2 and 2.1.4, which together imply the bounded-
ness of ||∇αf(·, ·)||, we have that for all T > 0,
sup
t∈[s,s+T ]
Ω1,α(s, t) = sup
t∈[s,s+T ]
∣∣∣∣∣∣∣∣∫ t
s
γ1(p2(u))
γ2(p2(u))
∇αf(αγ2(u), βγ2(u))du
∣∣∣∣∣∣∣∣(A.2.12)
≤ sup
t∈[s,s+T ]
||∇αf(αγ2(t), βγ2(t))||
∫ s+T
s
γ1(p2(u))
γ2(p2(u))
du(A.2.13)
≤ K
∫ s+T
s
γ1(p2(u))
γ2(p2(u))
du(A.2.14)
≤ KT γ1(p2(s))
γ2(p2(s))
.(A.2.15)
It follows immediately, using also Condition 2.1.1, that, for all T > 0,
(A.2.16) lim
s→∞ supt∈[s,s+T ]
Ω1,α(s, t) = 0 , a.s.
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For the second term, using the definition of {p(t)}t≥0, we have that
sup
t∈[s,s+T ]
Ω2,α(s, t) = sup
t∈[s,s+T ]
∣∣∣∣∣
∣∣∣∣∣
∫ p2(t)
p2(s)
γ1(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣(A.2.17)
≤ sup
t∈[s,s+T ]
∣∣∣∣∣
∣∣∣∣∣
∫ p2(t)
s
γ1(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣(A.2.18)
= sup
t∈[s,s+τ ]
∣∣∣∣∣∣∣∣∫ t
s
γ1(u)dξ1(u)
∣∣∣∣∣∣∣∣(A.2.19)
where, in the final line, we have defined τ = τ(T ) = p2(T ). It then follows directly
from the first part of Condition 2.1.3 that, for all T > 0,
(A.2.20) lim
s→∞ supt∈[s,s+T ]
Ω2,α(s, t) = 0 , a.s.
We will now consider {β(t)}0≤s≤t. By definition, we have that
β(t) = β(s)−
∫ t
s
γ2(u)∇βg(α(u), β(u))du−
∫ t
s
dξ2(u)(A.2.21)
It follows immediately from the definition of {βγ2(t)}0≤s≤t that
βγ2(t) = βγ2(s)−
∫ p2(t)
p2(s)
γ2(u)∇βg(α(u), β(u))du−
∫ p2(t)
p2(s)
γ2(u)dξ2(u)(A.2.22)
= βγ2(s)−
∫ t
s
∇βg(αγ2(u), βγ2(u))du−
∫ p2(t)
p2(s)
γ2(u)dξ2(u).(A.2.23)
We also have, now making use of the ODE for {β¯(s)(t)}0≤s≤t, that
β¯(s)(t) = βγ2(s)−
∫ t
s
∇βg(α¯(s)(u), β¯(s)(u))du(A.2.24)
It follows straightforwardly from equations (A.2.23), (A.2.24) that
||βγ2(t)− β¯(s)(t)|| =
∣∣∣∣∣
∣∣∣∣∣−
∫ t
s
[
∇βg(αγ2(u), βγ2(u))−∇βg(α¯(s)(u), β¯(s)(u))
]
du−
∫ p2(t)
p2(s)
γ2(u)dξ2(u)
∣∣∣∣∣
∣∣∣∣∣
(A.2.25)
≤
∣∣∣∣∣
∣∣∣∣∣
∫ p2(t)
p2(s)
γ2(u)dξ2(u)
∣∣∣∣∣
∣∣∣∣∣︸ ︷︷ ︸
Ω1,β(s,t)
+
∣∣∣∣∣∣∣∣∫ t
s
[
∇βg(αγ2(u), βγ2(u))−∇βg(α¯(s)(u), β¯(s)(u))
]
du
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Ω2,β(s,t)
(A.2.26)
For the first term, using the second part of Condition 2.1.3, and arguing as in equations
(A.2.17)-(A.2.19), we have that, for all T > 0,
(A.2.27) lim
s→∞ supt∈[s,s+T ]
Ω1,β(s, t) = 0 , a.s.
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For the second term, using elementary properties of the Euclidean norm, and Condi-
tion 2.1.2 (i.e., Lipschitz continuity of ∇αg(·, ·)), we have that, for all T > 0,
Ω2,β(s, t) =
∣∣∣∣∣∣∣∣∫ t
s
[
∇βg(αγ2(u), βγ2(u))−∇βg(α¯(s)(u), β¯(s)(u))
]
du
∣∣∣∣∣∣∣∣(A.2.28)
≤
∫ t
s
∣∣∣∣∣∣∇βg(αγ2(u), βγ2(u))−∇βg(α¯(s)(u), β¯(s)(u))∣∣∣∣∣∣ du(A.2.29)
≤
∫ t
s
Lβ
∣∣∣∣∣∣∣∣(αγ2(u)− α¯(s)(u)βγ2(u)− β¯(s)(u)
)∣∣∣∣∣∣∣∣du(A.2.30)
It remains to observe that, combining inequalities (A.2.11) and (A.2.26), and using
Gro¨mwall’s Inequality, we have∣∣∣∣∣∣∣∣(αγ2(t)βγ2(t)
)
−
(
α¯(s)(t)
β¯(s)(t)
)∣∣∣∣∣∣∣∣ ≤ ||αγ2(t)− α¯(s)(t)||+ ||βγ2(t)− β¯(s)(t)||(A.2.31)
≤ Ω1,α(s, t) + Ω2,α(s, t) + Ω1,β(s, t)︸ ︷︷ ︸
Ω(s,t)
+Ω2,β(s, t)(A.2.32)
= Ω(s, t) +
∫ t
s
Lβ
∣∣∣∣∣∣∣∣(αγ2(u)− α¯(s)(u)βγ2(u)− β¯(s)(u)
)∣∣∣∣∣∣∣∣ du(A.2.33)
≤ Ω(s, t) exp
[∫ t
s
Lβdu
]
(A.2.34)
= Ω(s, t) exp [Lβ(t− s)] ,(A.2.35)
where, from (A.2.16), (A.2.20) and (A.2.27), we have that, for all T > 0,
(A.2.36) lim
s→∞ supt∈[s,s+T ]
Ω(s, t) = 0 , a.s.
It follows immediately from (A.2.35) and (A.2.36) that, for all T > 0,
lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣(αγ2(t)βγ2(t)
)
−
(
α¯(s)(t)
β¯(s)(t)
)∣∣∣∣∣∣∣∣ ≤ lims→∞ supt∈[s,s+T ] [Ω(s, t) exp [Lβ(t− s)]]
(A.2.37)
≤ exp [LβT ] lim
s→∞ supt∈[s,s+T ]
Ω(s, t) = 0 , a.s.(A.2.38)
Lemma A.2. Assume that Conditions 2.1.1-2.1.5 hold. Then, almost surely, for
some i ≥ 1,
(A.2.39) (α(t), β(t))→ {(α, λi(α)) : α ∈ Rd1}.
Proof. By Lemma A.1, Condition 2.1.4, and Condition 2.1.5, the assumptions of
[8, Corollary 6.6] are satisfied. The result follows.
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A.3. The Slow Timescale.
A.3.1. Additional Notation. For i = 1, 2, . . . , we will write {αi(t)}t≥0 to
denote the solutions of the ordinary differential equations
α˙i(t) = −∇αf(αi(t), λi(αi(t)))(A.3.1)
where λi(·) : Rd1 → Rd2 , i = 1, . . . , are defined in Condition 2.1.5.
We can then define {α(s)i (t)}0≤s≤t, i = 1, 2, . . . , as the unique solutions of (A.3.1)
which ‘start at s’, and coincide with the time-scaled process {αγ1(t)}t≥0 at s. That
is,
α˙
(s)
i (t) = −∇αf(α(s)i (t), λi(α(s)i (t))) , α(s)i (s) = αγ1(s).(A.3.2)
We can also define {α[s]i (t)}0≤s≤t, i = 1, 2, . . . , as the unique solutions of (A.3.1)
which ‘end at s’, and coincide with the time-scaled process {αγ1(t)}t≥0 at s. That is,
α˙
[s]
i (t) = −∇αf(α[s]i (t), λi(α[s]i (t))) , α[s]i (s) = αγ1(s).(A.3.3)
A.3.2. Proof of Convergence. We now demonstrate that, for some i ≥ 1, the
time-scaled process αγ1(t) is an asymptotic pseudo-trajectory of the flow induced by
the ODE for αi(t).
Lemma A.3. Assume that Conditions 2.1.1-2.1.5 hold. Then, for any T > 0, and
the i ≥ 1 given in Lemma A.2,
lim
s→∞ supt∈[s,s+T ]
||αγ1(t)− α(s)i (t)|| = 0 , a.s.(A.3.4a)
lim
s→∞ supt∈[s−T,s]
||αγ1(t)− α[s]i (t)|| = 0 , a.s.(A.3.4b)
Proof. This proof is similar in style to the proof of Lemma A.1. Once more, we
will prove only the first part of this Lemma, as the method for proving the second
part is entirely analogous. By definition of the process {α(t)}0≤s≤t, we have
α(t) = α(s)−
∫ t
s
γ1(u)∇αf(α(u), β(u))du−
∫ t
s
γ1(u)dξ1(u)(A.3.5)
It follows immediately from the definition of {αγ2(t)}0≤s≤t that
αγ1(t) = αγ1(s)−
∫ p1(t)
p1(s)
γ1(u)∇αf(α(u), β(u))du−
∫ p1(t)
p1(s)
γ1(u)dξ1(u)(A.3.6)
= αγ1(s)−
∫ t
s
∇αf(α1(u), β1(u))du−
∫ p1(t)
p1(s)
γ1(u)dξ1(u).(A.3.7)
We also have, making use of the ODE for {α(s)i (t)}0≤s≤t, that
(A.3.8) α
(s)
i (t) = α
(s)
i (s)−
∫ t
s
∇αf(α(s)i (u), λi(α(s)i (u)))ds.
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It follows straightforwardly from equations (A.3.7), (A.3.8) that
∣∣∣∣∣∣αγ1(t)− α(s)i (t)∣∣∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣−
∫ t
s
[
∇αf(αγ1(u), βγ1(u))−∇αf(α(s)i (u), λi(α(s)i (u)))
]
du−
∫ p1(t)
p1(s)
γ(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣
(A.3.9)
≤
∣∣∣∣∣
∣∣∣∣∣
∫ p1(t)
p1(s)
γ1(u)dξ1(u)
∣∣∣∣∣
∣∣∣∣∣︸ ︷︷ ︸
Π1,α(s,t)
+
∣∣∣∣∣∣∣∣∫ t
s
[
∇αf(αγ1(u), βγ1(u))−∇αf(α(s)i (u), λi(α(s)i (u)))
]
du
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
Π2,α(s,t)
(A.3.10)
For the first term, using the first part of Condition 2.1.3, and arguing as in equations
(A.2.17)-(A.2.19), we have that, a.s., for all T > 0,
(A.3.11) lim
s→∞ supt∈[s,s+T ]
Π1,α(s, t) = 0.
For the second term, using the triangle inequality, Conditions 2.1.2 and 2.1.4, which
together imply the boundedness of ||∇αf(·, ·)||, and Condition 2.1.5, which guarantees
the Lipschitz continuity of λi(·), we have that, a.s., for all T > 0,
Π2,α(s, t) ≤
∫ t
s
∣∣∣∣∇αf(αγ1(u), βγ1(u))−∇αf(α(s)i (u), λi(α(s)i (u)))∣∣∣∣du
(A.3.12)
≤
∫ t
s
∣∣∣∣∇αf(αγ1(u), βγ1(u))−∇αf(αγ1(u), λi(αγ1(u)))∣∣∣∣du
+
∫ t
s
∣∣∣∣∇αf(αγ1(u), λi(αγ1(u)))−∇αf(α(s)i (u), λi(α(s)i (u))∣∣∣∣du
(A.3.13)
≤
∫ t
s
Lα
[∣∣∣∣αγ1(u)− αγ1(u)∣∣∣∣+ ∣∣∣∣βγ1(u)− λi(αγ1(u))∣∣∣∣]du
+
∫ t
s
Lα
[∣∣∣∣αγ1(u)− α(s)i (u)∣∣∣∣+ ∣∣∣∣λi(αγ1(u))− λi(α(s)i (u))∣∣∣∣]du
(A.3.14)
≤
∫ t
s
Lα
∣∣∣∣βγ1(u)− λi(αγ1(u))∣∣∣∣du︸ ︷︷ ︸
Π
(1)
2,α(s,t)
+
∫ t
s
Lα(1 + Lλi)
∣∣∣∣αγ1(u)− α(s)i (u)∣∣∣∣du︸ ︷︷ ︸
Π
(2)
2,α(s,t)
.
(A.3.15)
For the first term, we have that, a.s., for all T > 0,
sup
t∈[s,s+T ]
Π
(1)
2,α(s, t) = sup
t∈[s,s+T ]
∫ t
s
Lα
∣∣∣∣βγ1(u)− λi(αγ1(u))∣∣∣∣du(A.3.16)
≤ LαT sup
t≥s
∣∣∣∣βγ1(t)− λi(αγ1(t))∣∣∣∣.(A.3.17)
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It then follows, using Lemma A.2, that, a.s., for all T > 0,
lim
s→∞ supt∈[s,s+T ]
Π
(1)
2,α(s, t) ≤ LαT lim sup
s→∞
∣∣∣∣βγ1(s)− λi(αγ1(s))∣∣∣∣(A.3.18)
= LαT lim
s→∞
∣∣∣∣βγ1(s)− λi(αγ1(s))∣∣∣∣ = 0.(A.3.19)
It remains to observe, combining inequalities (A.3.10) and (A.3.15), and making use
of Gro¨mwall’s Inequality, that∣∣∣∣∣∣αγ1(t)− α(s)i (t)∣∣∣∣∣∣ ≤ Π1,α(s, t) + Π(1)2,α(s, t)︸ ︷︷ ︸
Π(s,t)
+Π
(2)
2,α(s, t)(A.3.20)
= Π(s, t) +
∫ t
s
Lα(1 + Lλi)
∣∣∣∣αγ1(u)− α(s)i (u)∣∣∣∣du(A.3.21)
≤ Π(s, t) exp
[∫ t
s
Lα(1 + Lλi)du
]
(A.3.22)
= Π(s, t) exp [Lα(1 + Lλi)(t− s)](A.3.23)
where, from (A.3.11) and (A.3.19), we have that, a.s., for all T > 0,
(A.3.24) lim
s→∞ supt∈[s,s+T ]
Π(s, t) = 0.
It follows immediately from (A.3.23) and (A.3.24) that, a.s., for all T > 0,
lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣αγ1(t)− α(s)i (t)∣∣∣∣∣∣ ≤ lims→∞ supt∈[s,s+T ] [Π(s, t) exp [Lα(1 + Lλi)(t− s)]]
(A.3.25)
≤ exp [Lα(1 + Lλi)] lim
s→∞ supt∈[s,s+T ]
Π(s, t) = 0.(A.3.26)
Lemma A.4. Assume that Conditions 2.1.1-2.1.6 hold. Then, almost surely
(A.3.27) α(t)→ {α ∈ Rd1 : ∇αf(α, λi(α)) = 0}.
Proof. This proof is analogous to the proof of Lemma A.2. In particular, by
Lemma A.3, Condition 2.1.4, and Condition 2.1.6, the assumptions of [8, Corollary
6.6] are once more satisfied. The result follows immediately.
A.4. Proof of Theorem 2.1.
Theorem 2.1. Assume that Conditions 2.1.1-2.1.6 hold. Then, almost surely,
(A.4.1) lim
t→∞∇αf(α(t), β(t)) = limt→∞∇βg(α(t), β(t)) = 0.
Proof. The result is an immediate consequence of Lemmas A.2 and A.4. By
Lemma A.2, the process (α(t), β(t))→ {(α, λi(α)) : α ∈ Rd1} a.s., for some i ≥ 1. By
Lemma A.4, the process α(t)→ {α ∈ Rd1 : ∇αf(α, λi(α)) = 0} a.s.. Together, these
lemmas imply that, for some i ≥ 1,
(A.4.2) (α(t), β(t))→ {(α, λi(α)) ∈ Rd1 × Rd2 : ∇αf(α, λi(α)) = 0} a.s.
It follows, in particular, that ∇αf(α(t), β(t)) → 0 and ∇βg(α(t), β(t)) → 0 with
probability one.
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Appendix B. Proof of Theorem 2.2. In this Appendix, we provide a proof of
Theorem 2.2. Our proof combines the methods in [125, Lemma 3.1] and [128, Lemma
1], adapted appropriately to the two-timescale setting, with the results of Theorem
2.1.
Lemma B.1. For 0 ≤ s ≤ t, define
Γα(s, t) =
∫ t
s
γ1(u) [F (α(u), β(u),X (u))−∇αf(α(u), β(u))] du(B.0.1a)
Γβ(s, t) =
∫ t
s
γ2(u) [G(α(u), β(u),X (u))−∇βg(α(u), β(u))] du.(B.0.1b)
Assume that Conditions 2.2.1-2.2.3a hold. Then, for all T ∈ [0,∞), with proba-
bility one,
lim
s→∞ supt∈[s,s+T ]
||Γα(s, t)|| = 0,(B.0.2a)
lim
s→∞ supt∈[s,s+T ]
||Γβ(s, t)|| = 0.(B.0.2b)
Proof. We will prove only the first part of the Lemma, as the method for proving
the second part is entirely analogous. By Condition 2.2.2d, there exists a differentiable
function f : Rd1 ×Rd2 → R, and a unique Borel-measurable function F˜ : Rd1 ×Rd2 ×
Rd3 such that ∇αf(·) is Lipschitz continuous, and moreover, such that the Poisson
equation
(B.0.3) AX F˜ (α, β, x) = F (α, β, x)−∇αf(α, β)
has a unique, twice-differentiable solution which grows at most polynomially in x. In
particular, there exist K ′, q′ > 0 such that
2∑
i=0
||∂iαF˜ (α, β, x)||+ ||∂x∂αF˜ (α, β, x)|| ≤ K(1 + ||x||q
′
),(B.0.4a)
2∑
i=0
||∂iβF˜ (α, β, x)||+ ||∂x∂βF˜ (α, β, x)|| ≤ K(1 + ||x||q
′
).(B.0.4b)
Now consider the vector-valued function Fˆ (α, β, x, t) = γ1(t)F˜ (α, β, x). Applying
Itoˆ’s Lemma to each component of Fˆ , we obtain, for i = 1, . . . , d1,
Fˆi(α(t), β(t),X (t), t)− Fˆi(α(s), β(s),X (s), s)(B.0.5)
=
∫ t
s
∂τ Fˆi(α(τ), β(τ),X (τ), τ)dτ +
∫ t
s
AX Fˆi(α(τ), β(τ),X (τ), τ)dτ
−
∫ t
s
γ1(τ)F (α(τ), β(τ),X (τ)) · ∇αFˆi(α(τ), β(τ),X (τ), τ)dτ
−
∫ t
s
γ2(τ)G(α(τ), β(τ),X (τ)) · ∇βFˆi(α(τ), β(τ),X (τ), τ)dτ
+
1
2
∫ t
s
γ21(τ)∇α∇αFˆi(α(τ), β(τ),X (τ), τ) : d [ζ1, ζ1] (τ)
+
1
2
∫ t
s
γ22(τ)∇β∇βFˆi(α(τ), β(τ),X (τ), τ) : d [ζ2, ζ2] (τ)
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−
∫ t
s
γ1(τ)∇αFˆi(α(τ), β(τ),X (τ), τ) · dζ1(τ)
−
∫ t
s
γ2(τ)∇βFˆi(α(τ), β(τ),X (τ), τ) · dζ2(τ)
+
∫ t
s
∇xFˆi(α(τ), β(τ),X (τ), τ) ·Ψ(α(τ), β(τ),X (τ))db(τ)
+
∫ t
s
γ1(τ)γ2(τ)∇α∇βFˆi(α(τ), β(τ),X (τ), τ) : d [ζ1, ζ2] (τ)
−
∫ t
s
γ1(τ)∇α∇xFˆi(α(τ), β(τ),X (τ), τ) : Ψ(α(τ), β(τ),X (τ))d [ζ1, b] (τ)
−
∫ t
s
γ2(τ)∇β∇xFˆi(α(τ), β(τ),X (τ), τ) : Ψ(α(τ), β(τ),X (τ))d [ζ2, b] (τ)
For the sake of brevity, we will proceed under the assumption that the continuous
semi-martingales {ζi(t)}t≥0, i = 1, 2 are, in fact, diffusion processes. We remark, how-
ever, that this assumption does not change the subsequent analysis in any meaningful
way, and can be easily relaxed. We will thus assume that
(B.0.6) dζi(t) = ζ
(1)
i (α(t), β(t),X (t))dt+ ζ(2)i (α(t), β(t),X (t))dzi(t)
where ζ
(1)
i (α, β, ·) : Rd3 → Rdi and ζ(2)i (α, β, ·) : Rd3 → Rdi×d
i
5 are Borel measurable
functions; and {zi(t)}t≥0 are Rdi5 valued Wiener processes. In this case, recalling
the definition of the functions cz1,z2 , cz1,b and cz2,b in Condition 2.2.3c, the previous
equation becomes
Fˆi(α(t), β(t),X (t), t)− Fˆi(α(s), β(s),X (s), s)(B.0.7)
=
∫ t
s
∂τ Fˆi(α(τ), β(τ),X (τ), τ)dτ +
∫ t
s
AX Fˆi(α(τ), β(τ),X (τ), τ)dτ
+
∫ t
s
AαFˆi(α(τ), β(τ),X (τ), τ)dτ +
∫ t
s
AβFˆi(α(τ), β(τ),X (τ), τ)dτ
−
∫ t
s
γ1(τ)∇αFˆi(α(τ), β(τ),X (τ), τ) · ζ(2)1 (τ)dz1(τ)
−
∫ t
s
γ2(τ)∇βFˆi(α(τ), β(τ),X (τ), τ) · ζ(2)2 (τ)dz2(τ)
+
∫ t
s
∇xFˆi(α(τ), β(τ),X (τ), τ) ·Ψ(τ)db(τ)
−
∫ t
s
γ1(τ)Tr
[
∇α∇xFˆi(α(τ), β(τ),X (τ), τ)Ψ(τ)ζ(2)1 (τ)cz1,b(τ)
]
dτ
−
∫ t
s
γ2(τ)Tr
[
∇β∇xFˆi(α(τ), β(τ),X (τ), τ)Ψ(τ)ζ(2)2 (τ)cz2,b(τ)
]
dτ
+
∫ t
s
γ1(τ)γ2(τ)Tr
[
∇α∇βFˆi(α(τ), β(τ),X (τ), τ)ζ(2)1 (τ)ζ(2)2 (τ)cz1,z2(τ)
]
dτ,
where, Aα and Aβ are the infinitesimal generators of the processes {α(t)}t≥0 and
{β(t)}t≥0; and ∇α∇βuk(α, β, x, τ)ij = ∂αi∂βjuk(α, β, x, τ), with ∇α∇x and ∇β∇x
defined similarly. For the sake of simplicity, we have temporarily suppressed the
TWO TIMESCALE STOCHASTIC GRADIENT DESCENT IN CONTINUOUS TIME 35
dependence of the functions ζ
(1)
i , ζ
(2)
i , i = 1, 2, and Ψ on {α(t)}t≥0, {β(t)}t≥0 and
{X (t)}t≥0. It follows straightforwardly that
Γα(s, t) =
∫ t
s
γ1(τ) [F (α(τ), β(τ),X (τ))−∇αf(α(τ), β(τ))] dτ
(B.0.8)
=
∫ t
s
γ1(τ)AX F˜ (α(τ), β(τ),X (τ))dτ(B.0.9)
=
∫ t
s
AX Fˆ (α(τ), β(τ),X (τ))dτ(B.0.10)
= γ1(t)F˜ (α(t), β(t),X (t))− γ1(s)F˜ (α(s), β(s),X (s))(B.0.11)
−
∫ t
s
γ˙1(τ)∂τ F˜ (α(τ), β(τ),X (τ))dτ
−
∫ t
s
γ1(τ)AαF˜ (α(τ), β(τ),X (τ))dτ −
∫ t
s
γ1(τ)AβF˜ (α(τ), β(τ),X (τ))dτ
+
∫ t
s
γ21(τ)∇αF˜ (α(τ), β(τ),X (τ), τ) · ζ(2)1 (τ)dz1(τ)
+
∫ t
s
γ1(τ)γ2(τ)∇βF˜ (α(τ), β(τ),X (τ), τ) · ζ(2)2 (τ)dz2(τ)
−
∫ t
s
γ1(τ)∇xF˜ (α(τ), β(τ),X (τ)) ·Ψ(τ)db(τ)
+
∫ t
s
γ21(τ)Tr
[
∇α∇xF˜ (α(τ), β(τ),X (τ))Ψ(τ)ζ(2)1 (τ)cz1,b(τ)
]
dτ
+
∫ t
s
γ1(τ)γ2(τ)Tr
[
∇β∇xF˜ (α(τ), β(τ),X (τ))Ψ(τ)ζ(2)2 (τ)cz2,b(τ)
]
dτ
−
∫ t
s
γ21(τ)γ2(τ)Tr
[
∇α∇βF˜ (α(τ), β(τ),X (τ))ζ(2)1 (τ)ζ(2)2 (τ)cz1,z2(τ)
]
dτ
We will now bound each of these terms in turn. We first define
(B.0.12) J (1)(t) = γ1(t) sup
τ∈[0,t]
||F˜ (α(τ), β(τ),X (τ))||.
By Condition 2.2.2d and Condition 2.2.2e, there exists q > 0, and K,K ′ > 0 such
that for all t sufficiently large, we have
E
[(
J (1)(t)
)2]
= E
[
γ21(t) sup
τ∈[0,t]
||F˜ (α(τ), β(τ),X (τ))||2](B.0.13)
≤ Kγ21(t)
[
1 + E sup
τ∈[0,t]
||X (τ)||q](B.0.14)
≤ Kγ21(t)
[
1 +K ′
√
t
]
(B.0.15)
≤ K ′′γ21(t)
√
t.(B.0.16)
By Condition 2.2.1, there exists r1 > 0 such that limt→∞ γ21(t)t
1
2+2r1 = 0. In partic-
ular, there exists T > 0 such that for all t ≥ T ,
(B.0.17) γ21(t)t
1
2+2r1 ≤ 1.
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Now suppose that, for any 0 < δ < r1, we define the event Aδ(t) = {J (1)(t)·tr1−δ ≥ 1}.
Then, by Markov’s inequality, equation (B.0.16), and equation (B.0.17), we have that,
for all t ≥ T ,
(B.0.18) P(Aδ(t)) ≤ E
[
(J (1)(t))2
]
t2(r1−δ) ≤ K ′′γ21(t)t
1
2+2r1−2δ ≤ K ′′t−2δ
It follows that
∑∞
n=1 P(Aδ(2n)) <∞. By the Borel-Cantelli Lemma, this observation
implies that only finitely many events Aδ(2
n) can occur. Therefore, there exists a
random index n0(ω) such that
(B.0.19) J (1)(2n) · 2n(r1−δ) ≤ 1
for all n ≥ n0. Equivalently, there exists a finite positive random variable d(ω) and a
deterministic 0 < n1 <∞ such that for all n ≥ n1,
(B.0.20) J (1)(2n) · 2n(r−δ) ≤ d(ω).
Thus, for t ∈ [2n, 2n+1], and n ≥ n1, we have, for some constant 0 < K <∞,
J (1)(t) = γ1(t) sup
τ∈[0,t]
||F˜ (α(τ), β(τ),X (τ))||(B.0.21)
≤ Kγ1(2n+1) sup
τ∈[0,2n+1]
||F˜ (α(τ), β(τ),X (τ))||(B.0.22)
= KJ (1)(2n+1) ≤ K d(ω)
2(n+1)(r1−δ)
≤ K d(ω)
tr1−δ
.(B.0.23)
It follows that, for all t ≥ 2n0 , with probability one,
(B.0.24) J (1)(t) ≤ K d(ω)
tr1−δ
→ 0 as t→∞.
We next define
J (2)(t) =
∫ t
0
∣∣∣∣∣∣∣∣γ˙1(τ)∂τ F˜ (α(τ), β(τ),X (τ))
(B.0.25)
+ γ1(τ)AαF˜ (α(τ), β(τ),X (τ)) + γ1(τ)AβF˜ (α(τ), β(τ),X (τ))
− γ21(τ)Tr
[
∇α∇xF˜ (α(τ), β(τ),X (τ))Ψ(τ)ζ(2)1 (τ)cz1,b(τ)
]
− γ1(τ)γ2(τ)Tr
[
∇β∇xF˜ (α(τ), β(τ),X (τ))Ψ(τ)ζ(2)2 (τ)cz2,b(τ)
]
+ γ21(τ)γ2(τ)Tr
[
∇α∇βF˜ (α(τ), β(τ),X (τ))ζ(2)1 (τ)ζ(2)2 (τ)cz1,z2(τ)
] ∣∣∣∣∣∣∣∣dτ.
By Conditions 2.2.1, 2.2.2c, 2.2.2d, 2.2.2e, 2.2.3b and 2.2.3c, there exists q > 0, and
constants K,K ′,K ′′ > 0 such that
sup
t≥0
E[J (2)(t)] ≤ K
∫ ∞
0
(
γ˙1(τ) + γ
2
1(τ) + γ1(τ)γ2(τ) + γ
2
1(τ)(B.0.26)
+ γ1(τ)γ2(τ) + γ
2
1(τ)γ2(τ)
)
(1 + E||X (τ)||q)dτ
≤ KK ′
∫ ∞
0
(
γ˙1(τ) + γ
2
1(τ) + γ
2
2(τ) + γ
2
1(τ)(B.0.27)
+ γ1(τ)γ2(τ) + γ
2
1(τ)γ2(τ)
)
dτ
≤ KK ′K ′′ <∞.(B.0.28)
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In particular, the first inequality follows from Conditions 2.2.2c, 2.2.2d, 2.2.3b and
2.2.3c, using additionally the fact that Aα contains at least a factor of γ1(t), and Aβ
contains at least a factor of γ2(t). The second inequality follows from the first part
of Condition 2.2.2e. The final inequality follows from Condition 2.2.1. It follow that
there exists a finite random variable, say J¯
(2)
∞ , such that, with probability one,
(B.0.29) lim
t→∞ J
(2)(t) = J¯ (2)∞ .
Finally, we define
J (3)(t) =
∫ t
0
γ21(τ)∇αF˜ (α(τ), β(τ),X (τ), τ) · ζ(2)1 (τ)dz1(τ)(B.0.30)
+ γ1(τ)γ2(τ)∇βF˜ (α(τ), β(τ),X (τ), τ) · ζ(2)2 (τ)dz2(τ)
− γ1(τ)∇xF˜ (α(τ), β(τ),X (τ)) ·Ψ(τ)db(τ)
By the Itoˆ Isometry, and Conditions 2.2.1, 2.2.2c, 2.2.2d, 2.2.2e, 2.2.3b and 2.2.3c,
similar calculations to those for J (2)(t) show there exists q > 0, and constants
K,K ′,K ′′ > 0 such that
sup
t≥0
E[||J (3)(t)||2] ≤ K
∫ ∞
0
(
γ41(τ) + γ
2
1(τ)γ
2
2(τ) + γ
2
1(τ) + 2γ
3
1(τ)γ2(τ)(B.0.31)
+ 2γ21(τ)γ2(τ) + 2γ
3
1(τ)
)
(1 + E||X (τ)||q) dτ
≤ KK ′
∫ ∞
0
(
γ41(τ) + γ
2
1(τ)γ
2
2(τ) + γ
2
1(τ)(B.0.32)
+ 2γ31(τ)γ2(τ) + 2γ
2
1(τ)γ2(τ) + 2γ
3
1(τ)
)
dτ
≤ KK ′K ′′ <∞.(B.0.33)
Thus, by Doob’s martingale convergence theorem, there exists a square integrable
random variable, say J¯
(3)
∞ , such that, with probability one and in L2,
(B.0.34) lim
t→∞ J
(3)(t) = J¯ (3)∞ .
It remains only to observe that
(B.0.35) ||Γα(s, t)|| ≤ J (1)(t) + J (1)(s) + J (2)(t)− J (2)(s) + ||J (3)(t)− J (3)(s)||.
Together with (B.0.24), (B.0.29) and (B.0.34), this expression implies that for all
T ∈ [0,∞), with probability one,
(B.0.36) lim
s→∞ supt∈[s,s+T ]
||Γα(s, s+ T )|| = 0.
Theorem 2.2. Assume that Conditions 2.2.1-2.2.3c and 2.1.4-2.1.6 hold. Then,
almost surely,
(B.0.37) lim
t→∞(α(t), β(t)) = (α
∗
ij , λi(α
∗
ij))
and, in particular,
(B.0.38) lim
t→∞∇αf(α(t), β(t)) = limt→∞∇βg(α(t), β(t)) = 0.
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Proof. We begin with the observation that Algorithm (2.2.1a) - (2.2.1b) can be
written in the form of Algorithm (2.1.1a) - (2.1.1b), viz
dα(t) = −γ1(t)
[
∇αf(α(t), β(t))dt+(B.0.39) (
F (α(t), β(t),X (t))−∇αf(α(t), β(t))
)
dt+ dζ1(t)︸ ︷︷ ︸
= dξ1(t)
]
,
dβ(t) = −γ2(t)
[
∇βg(α(t), β(t))dt+(B.0.40) (
G(α(t), β(t),X (t))−∇βg(α(t), β(t))
)
dt+ dζ2(t)︸ ︷︷ ︸
= dξ2(t)
]
.
It is thus sufficient to prove that the alternative conditions in Theorem 2.2 (Condi-
tions 2.2.1 - 2.2.3c) imply the original conditions of Theorem 2.1 (Conditions 2.1.1 -
2.1.3). Indeed, if this is the case, then Theorem 2.2 follows directly from Theorem
2.1. This statement holds trivially for all conditions except those relating to the noise
processes. It thus remains to establish that, under the noise conditions in Theorem
2.2 (Conditions 2.2.2a - 2.2.2e, 2.2.3a - 2.2.3c), the noise condition in Theorem 2.1
(Condition 2.1.3) holds for the noise processes {ξi(t)}t≥0, i = 1, 2, as defined above.
That is, for all T > 0, and i = 1, 2,
(B.0.41) lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣∫ t
s
γi(v)dξi(v)
∣∣∣∣∣∣∣∣ = 0
But this is an immediate consequence of Condition 2.2.3a and Lemma B.1. The result
follows immediately.
Appendix C. Sufficient Conditions for Theorem 2.2. In this Appendix,
we provide sufficient conditions for Theorem 2.2 in the case that {X (α, β, t)}t≥0 is a
non-degenerate elliptic diffusion process for all α ∈ Rd1 , β ∈ Rd2 .
C.1. Preliminaries. We first recall that {X (α, β, t)}t≥0 is an elliptic diffusion
process if AX (α, β) is an elliptic operator on Rd3 . That is, if the matrix a(α, β, x), de-
fined according to (a(α, β, x))ij =
1
2 (Ψ(α, β, x)Ψ
T (α, β, x))ij is symmetric and positive
semi-definite for all x ∈ Rd3 , i.e., ∀x, y ∈ Rd3 ,
(C.1.1) 0 ≤
d∑
i,j=1
aij(α, β, x)yiyj .
Meanwhile, we say that {X (α, β, t)}t≥0 is a non-degnerate elliptic diffusion process if
AX (α, β) is a uniformly elliptic operator on Rd. That is, iff there exists 0 < λ < ∞
such that, for all x, y ∈ Rd3 , the matrix a(α, β, x) satisfies
(C.1.2) λ|y|2 ≤
d∑
i,j=1
aij(α, β, x)yiyj .
C.2. Sufficient Conditions.
C.2.1. Assumption 2.2.2a. Assumption 2.2.2a relates to the ergodicity of the
diffusion process {X (α, β, t)}t≥0. It is implied by the following two sufficient condi-
tions, which correspond to Conditions (Ha), (Hb) in [113]. They also appear, in a
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somewhat less general form, as Condition 2.2 in the analysis of the continuous-time
stochastic gradient algorithm with Markovian dynamics in [125].
We remark that, in the case that {X (α, β, t)}t≥0 is a degenerate elliptic diffusion
process, one can also obtain sufficient conditions which guarantee ergodicity (e.g.,
[1, 61, 16, 28, 60, 6]). However, these conditions are significantly more difficult to
verify, and we do not state them here.
Assumption 2.2.2a.i’. The diffusion coefficient is uniformly non-degenerate and
bounded in Rd3 for all α ∈ Rd1 , β ∈ Rd2 . That is, there exist constants 0 < κ1 <
κ2 <∞ such that, for all α ∈ Rd1 , β ∈ Rd2 , x ∈ Rd3 ,
(C.2.1) κ1I ≤ a(α, β, x) ≤ κ2I.
Assumption 2.2.2a.ii’. The following recurrence condition holds for all α ∈ Rd1 ,
β ∈ Rd2 ,
(C.2.2) lim
|x|→∞
Φ(α, β, x) · x = −∞.
Proposition C.1. Assumptions 2.2.2a.i’ - 2.2.2a.ii’ imply Assumption 2.2.2a.
Proof. This is a standard result. See, for example, [16, 68, 113, 142].
C.2.2. Assumption 2.2.2b. Assumptions 2.2.2b relates to the regularity of
the invariant measure and its derivatives. It is guaranteed by the following sufficient
condition, in addition to the previous two. This corresponds to Condition (H2+α,1)
in [113]. It also appears, in a somewhat less general form, as Condition 2.3.3 in [125].
Assumption 2.2.2b’. The functions Φ(α, β, x), Ψ(α, β, x) are in H2+δ,1(Rd3), for
all α ∈ Rd1 , β ∈ Rd2 . Namely, these functions have two bounded derivatives in x, and
one bounded derivative in α, β, with all partial derivatives Ho¨lder continuous with
exponent δ with respect to x, uniformly in α, β.
Proposition C.2. Assumptions 2.2.2a.i’ - 2.2.2b’ imply Assumption 2.2.2b
Proof. The result follows by a simple extension of the result in [125, Lemma 3.3],
making use of the bounds established in [113, Theorem 1].
C.2.3. Assumption 2.2.2d. Assumption 2.2.2d relates to the existence, uniq-
ueness, and properties of solutions of the Poisson equation associated with the ergodic
diffusion process. It can be replaced by the following sufficient condition, in addition
to the previous three. This corresponds to the second condition of [113, Theorem 3].
It also appears, in a slightly less general form, as Condition 2.3.1 - 2.3.2 in [125].
Assumption 2.2.2d’. The functions F (α, β, x), G(α, β, x) are in H¯δ,2(Rd), for all
α ∈ Rd1 , β ∈ Rd2 . Namely, these functions have two bounded derivatives in α, β, with
all partial derivatives Holde¨r continuous with exponent δ with respect to x, uniformly
in α, β. Furthermore, F (α, β, x) and G(α, β, x), and all of their first and second
derivatives with respect to α, β, have the PGP.
Proposition C.3. Assumptions 2.2.2a.i’ - 2.2.2d’ imply Assumption 2.2.2d.
Proof. This result follows immediately form [113, Theorem 3].
C.2.4. Assumption 2.2.2e. Assumption 2.2.2e relates to bounds on the mo-
ments of the ergodic diffusion process. It can be replaced by identical sufficient condi-
tions to those used for the existence and uniqueness of an invariant measure, under the
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additional requirement that the diffusion process is independent of α and β. These
conditions represent a particular case of Conditions (Aσ), (Ab) in [114].They also
appear, in a slightly less general setting, as Condition 2.2 in [125].
Proposition C.4. Suppose that {X (α, β, t)}t≥0 = {X (t)}t≥0 is independent of
α, β. Then Assumptions 2.2.2a.i’ - 2.2.2a.ii’ imply Assumption 2.2.2e.
Proof. This result follows immediately from [114, Proposition 1,2].
Appendix D. Proof of Proposition 3.1. In this Appendix, we provide a
proof of Proposition 3.1.
Proposition 3.1. Assume that Conditions 2.2.1 - 2.2.2e, 2.2.3b, 2.1.4 - 2.1.6,
and 3.3.1 - 3.3.3 hold, replacing the parameters α, β with θ, o, and the functions f(·),
g(·) with L˜(·), J˜ (·), where appropriate. Then, with probability one,
lim
t→∞∇θL˜(θ(t),o(t)) = limt→∞∇oJ˜ (θ(t),o(t)) = 0,(D.0.1)
or
lim
t→∞(θ(t),o(t)) ∈ {(θ,o) : θ ∈ ∂Θ ∪ o ∈ ∂Ω
ny}.(D.0.2)
Proof. We begin by defining the first exit times from Θ, Ωny , respectively, as
τθ = inf{t ≥ 0 : θ(t) 6∈ Θ},(D.0.3)
τo = inf{t ≥ 0 : o(t) 6∈ Ωny}.(D.0.4)
First suppose that τθ < ∞. Since the paths of {θ(t)}t≥0 are continuous, it follows
that θ(τθ) ∈ ∂Θ. Furthermore, since dθ(t) = 0 on ∂Θ, we in fact have θ(t) ∈ ∂Θ for
all t ≥ τθ. In particular, it follows that
(D.0.5) lim
t→∞(θ(t),o(t)) ∈ {(θ,o) : θ ∈ ∂Θ ∪ o ∈ ∂Ω
ny}.
Using an identical argument, the same conclusion holds under the assumption that
τo <∞.
It remains to consider the case when τθ = τo = ∞. That is, equivalently, when
θ(t) ∈ Θ and o(t) ∈ Ωm for all t ≥ 0. In this instance, Algorithm (3.4.3a) - (3.4.3b)
reduces to a special case of Algorithm (2.2.1a) - (2.2.1b), in which the noise sequences
{ζi(t)}t≥0, i = 1, 2, are defined according to
dζ1(t) = −ζ(2)1 (θ(t),o(t),X (t))dw(t),(D.0.6)
dζ2(t) = 0,(D.0.7)
where the function ζ
(2)
1 : Rnθ ×Rnyno ×RN → Rnθ×ny is defined in equation (3.4.6c).
It is thus sufficient to prove that the single condition relating to these noise sequences
in Proposition 3.1 (Condition 2.2.3b) is sufficient for the additional conditions in
Proposition 2.2 (Conditions 2.2.3a, 2.2.3c). Indeed, in this case, it follows immediately
from Proposition 2.2 that
lim
t→∞∇θL˜(θ(t),o(t)) = limt→∞∇oJ˜ (θ(t),o(t)) = 0.(D.0.8)
We begin by considering Condition 2.2.3a. We wish to prove that for all T > 0, the
noise sequences {ζi(t)}t≥0, i = 1, 2, almost surely satisfy
(D.0.9) lim
s→∞ supt∈[s,s+T ]
∣∣∣∣∣∣∣∣∫ t
s
γi(v)dζi(v)
∣∣∣∣∣∣∣∣ = 0
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This condition holds trivially for {ζ2(t)}t≥0. We thus turn our attention to {ζ1(t)}t≥0.
In particular, observe that, by the Itoˆ Isometry, and Conditions 2.2.1, 2.2.2e, and
2.2.3b, there exist constants q > 0 and constants K,K ′,K ′′ > 0 such that
sup
t≥0
E
[(∫ ∞
0
γ1(t)dζ1(t)
)2]
= E
[(∫ t
0
γ1(t)ζ
(2)
1 (θ(t),o(t),X (t))dw(t)
)2]
(D.0.10)
≤ KE
[∫ t
0
γ21(t)(1 + E||X (t)||q)dt
]
(D.0.11)
≤ KK ′
∫ t
0
γ21(t)dt(D.0.12)
≤ KK ′K ′′ <∞.(D.0.13)
Thus, by Doob’s martingale convergence theorem, there exists a square integrable
random variable, say M∞, such that, with probability one and in L2, we have
limt→∞
∫ t
0
γ1(t)dζ1(t) =M∞. The required result follows.
It remains to consider Condition 2.2.3c. We wish to prove that there exist con-
stants Az1,z2 , Azi,b > 0, i = 1, 2, such that, componentwise,
(D.0.14) cz1,z2(t) =
d[z1, z2](t)
dt
≤ Az1,z2 , czi,b(t) =
d[zi, b](t)
dt
≤ Azi,b.
where, in the general case, {zi(t)}t≥0 are the Rdi5 -valued Wiener processes appearing
in the definition of the noise processes {ζi(t)}t≥0, c.f. (2.2.10), and {b(t)}t≥0 is the
Rd4-valued Wiener process appearing in the definition of the ergodic diffusion process
{X (t)}t≥0, c.f. (2.2.2).
In the case of Algorithm (3.4.3a) - (3.4.3b), it is straightforward to identify z1(t) =
w(t), z2(t) = 0 from equations (D.0.6) - (D.0.7), and b(t) = (v(t), w(t), a(t))
T from
equation (3.3.8). Thus, using elementary properties of the quadratic variation, we
have, componentwise,
(D.0.15)
d[z1, z2](t)
dt
= 0 ,
d[z1, b](t)
dt
= 1 or 0 ,
d[z2, b](t)
dt
= 0.
In particular, Condition 2.2.3c is satisfied. The result follows immediately from
our previous remarks.
Appendix E. Sufficient Conditions for Proposition 3.1. In this Appendix,
we provide sufficient conditions for one of the assumptions in Proposition 3.1, namely
Assumption 2.2.2d. This assumption relates to the existence and properties of the
asymptotic log-likelihood and the asymptotic sensor placement objective function,
namely
(E.0.1) L˜(θ,o) = lim
t→∞
1
t
Lt(θ,o) , J˜ (θ,o) = lim
t→∞
1
t
Jt(θ,o)
It also relates to the existence, uniqueness, and properties of solutions of the Poisson
equations associated with these functions, and the ergodic diffusion process {X (t)}t≥0,
consisting of the latent state, the filter, and the tangent filter. It can be replaced by the
following two sufficient conditions, which represent a two-timescale extension of two
of the conditions appearing in the analysis of the continuous time, online parameter
estimation algorithm in [128].
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Assumption 2.2.2d.i”. For all H ∈ H1+δ,2c (Rd3), the Poisson equation
AX v(θ,o, x) = H(θ,o, x) has a unique solution v(θ,o, x) that lies in H1+δ,2(Rd3),
with v(θ,o, ·) ∈ C2(Rd3). Moreover, if H ∈ H¯1+δ,2(Rd3), then v ∈ H¯1+δ,2(Rd3), and
its mixed first partial derivatives with respect to (θ, x) and (o, x) have the PGP.
Assumption 2.2.2d.ii”. The function F , as defined in equation (3.4.6a), is in
H1+δ,2(Rd3). The functions ψC, ψj, as defined in equations (3.3.2a) - (3.3.2b), are in
H1+δ,2(Rp), and has the PGP. The functions C, G, and ζ(2)1 , as defined in equations
(1.1.2), (3.4.6b), and (3.4.6c), have the PGP.
Proposition E.1. Assumptions 2.2.2a, 2.2.2b, 2.2.2c, 2.2.2d.i” - 2.2.2d.ii” and
2.2.2e imply Assumption 2.2.2d.
Proof. The result follows as an extension of [128, Proposition 1]. In particular,
[128, Proposition 1] guarantees that all of the conditions in Assumption 2.2.2d relating
to the asymptotic log-likelihood function are satisfied, using the conditions on the
functions F , ψC , C, ζ(2)1 in Assumption 2.2.2d.ii”.
Using analogous arguments, one can show that all of the conditions in Assumption
2.2.2d relating to the asymptotic sensor placement objective function are also satisfied,
now using the conditions on the function ψj , G in Assumption 2.2.2d.ii”.
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