Abstract: In this paper, we consider the gradual-impulse control problem of continuous-time Markov decision processes, where the system performance is measured by the expectation of the exponential utility of the total cost. We prove, under very general conditions on the system primitives, the existence of a deterministic stationary optimal policy out of a more general class of policies. Policies that we consider allow multiple simultaneous impulses, randomized selection of impulses with random effects, relaxed gradual controls, and accumulation of jumps. After characterizing the value function using the optimality equation, we reduce the continuous-time gradual-impulse control problem to an equivalent simple discrete-time Markov decision process, whose action space is the union of the sets of gradual and impulsive actions.
Introduction
This paper considers the gradual-impulse control problem for continuous-time Markov decision processes (CTMDPs) with the performance to be minimized being the exponential utility of the total cost. In this model, the decision maker can control the process gradually via its local characteristics (transition rate), and also has the option of affecting impulsively the state of the process. For example, in a Susceptible-Infected-Recovered (SIR) epidemic model, the controller elaborates the immunization policy, affecting the transition rate from the susceptibles to the infectives, as well as the isolation policy, which reduces instantaneously the number of infectives.
Most early literature in CTMDPs deals with models with either only impulse control or only gradual control. (A special case of impulse control problem is the optimal stopping problem, which was studied even earlier.) There is a vast literature on either of these two classes of optimal control problems, which we will not list down, other than the most relevant ones to the present paper. To the best of our knowledge, Bensoussan and Lions [4] is one of the earliest pioneering works on gradualimpulse control of a stochastic system, which is a diffusion process. One of the first works on the gradual-impulse control of CTMDPs seems to be van der Duyn Schouten [35] , see also [23] , where at maximum one impulse can be applied at a given time moment, and under such control policies, the rigorous construction of the controlled processes is presented. In comparison, multiple simultaneous impulses were allowed in [4] , but the controlled process was only described formally, as in many works on impulse control. The reason is that when multiple simultaneous impulses are allowed, there are in general multiple values associated with the state of the process at a single time moment. This makes the standard concept of a stochastic process less adequate.
The work of van der Duyn Schouten was extended to piecewise deterministic processes (PDPs) in [8, 9, 11] . In all these works, as well as the recent report [28] , the authors concentrate on policies that apply at maximum only one impulse at a time moment, and refer to the method of Robin to construct the processes between every two impulses and then connect them together, assuming no accumulation of impulses, see also [29, 34] .
Yushkevich [39] is among the first, which defines rigorously a gradual-impulse control problem of CTMDPs admitting multiple simultaneous impulses. The idea is to enlarge the time t ∈ [0, ∞) to (n, t) with the first coordinate, roughly speaking, counting the number of impulses applied at the time t. Consequently, several concepts about stochastic processes were extended. Another way of mitigating the construction problem arising from multiple simultaneous impulses is to merge the sequence of impulses applied at the single time moment and the post-impulse states as a single "state", which will be called intervention. After that, the gradual-impulse control problem can be described using the standard theory of marked point processes. This idea is successfully applied in Dufour and Piunovskiy [13] and its extention [14] .
In the present work, we follow the construction of Dufour and Piunovskiy [13] with slightly more general control policies. Compared to the previous literature on impulse or gradual-impulse control problems of CTMDPs or PDPs, to the best of our knowledge, we consider the most general setup: the policy allows to make relaxed gradual controls and randomized impulsive controls with randomized consequences, multiple simultaneous impulses are allowed, and accumulation of jumps of the process is not excluded. Another difference is that we consider the gradual-impulse control problem of CTMDPs with the system performance measure being the expectation of the exponential utility of the total cost to be minimized. Problems with this performance measure are also called with multiplicative cost or risk-sensitive, as compared to the linear utility case, which is called risk-neutral. One of the pioneering works on risk-sensitive control appeared in 1970s, see [24] , where the justification of use of the term "risk-sensitive" was provided, and there have been reviving interest in it in the recent two decades. For DTMDP problems, see e.g., [6, 7, 12, 25, 30] and [3, 21] : the latter references consider a more general utility function. For risk-sensitive CTMDPs with gradual control only, see e.g., [19, 20, 27, 31, 36, 40] . In close relation to the present paper, the risk-sensitive optimal stopping problem of a continuous-time Markov chain was recently considered in [1] , which is a special impulse control problem but with a more general utility function. We seem not to be aware of other existing works on risk-sensitive control of CTMDPs with both gradual and impulse actions.
The main contributions of the present paper are the following. First, we provide very general conditions on the system primitives to guarantee the existence of a deterministic stationary optimal policy out of a more general class, and to show that the value function is the minimal lower semicontinuous solution to the optimality equation. Second, we reduce the gradual-impulse control problem of CTMDPs to an equivalent DTMDP (discrete-time Markov decision process) problem with the action space being the union of the sets of gradual and impulse controls. As mentioned above, compared to the previous literature, we consider a very general setup of the gradual-impulse control problem of CTMDPs (allowing multiple simultaneous impulses, randomized selection of impulses with random effects (c.f. [26] ), etc), and the optimality conditions on the system primitives are quite general: they allow unbounded transition and cost rates, and do not exclude accumulation of jumps. This is partially due to the method we pursue and special features of CTMDPs. We give more comments as follows.
For example, bounded and continuous transition and cost rates were required in [18] in order to show that the value function of the optimal stopping problem for a PDP with discounted criterion is a viscosity solution to the variational inequality; and in [9] , which further required the post-impulse state to be from a finite set to show the value function of a discounted gradual-impulse control problem for a PDP to be the unique positive bounded solution, absolutely continuous along the flow, to quasi-variational inequalities. Since we deal with CTMDPs, viscosity solutions or solutions absolutely continuous along the flow are not relevant. Also dealing with discounted gradual-impulse control of a CTMDP, bounded transition and cost rates were assumed in [13] to guarantee the uniqueness of the solution to optimality equation, and to guarantee that Dynkin formula is applicable to all bounded functions. In the present paper, we consider nonnegative cost rate, and characterize the value function as the minimal [1, ∞]-valued lower semicontinuous function to the optimality equation. Different from [13] , the method is based on reduction to DTMDPs. There are several DTMDPs associated with the gradual-impulse control problem of a CTMDP. For instance, one can consider the DTMDP problem obtained as the h-skeleton of the original continuous-time problem. Under technical conditions, it was shown in [23, 33, 35] that as h → 0, the value function and the performance measure of the sequence of discrete-time approximations converge to the corresponding objects of the original continuous-time problem with the system performance being either discounted cost over an infinite horizon or total cost over a finite horizon. However, the transition probability of the h-skeleton problem can rarely be computed in closed form in practice. Another relevant DTMDP is obtained by checking two decision epochs, either induced by impulse, or by natural jump of the continuous-time problem. When there is only gradual control, this model was introduced in Yushkevich [37] , and applied and further developed in [2, 10, 11] . It is also employed in [39] to study risk-neutral gradual-impulse control problems under more restrictive policies, where the author obtained verification theorems for a given solution of the optimality inequalities to be the value function, and no solvability results were reported. This DTMDP model has a complicated action space (including a space of measurable mappings), and therefore, cannot be directly used for practical applications even if the original problem has a finite state and action spaces. In the present paper we rigorously present its connection with the gradualimpulse control problem constructed using the method of Dufour and Piunovskiy [13] . However, the key observation in this paper, which we think is of practical interest, lies in that it is possible to reduce the risk-sensitive gradual-impulse control problem of CTMDPs to another DTMDP problem, which is with a simple action space (the union of the set of gradual actions and impulses), and with transition probability and cost function explicitly represented using the original system primitives. In particular, if the state and action spaces are finite, then the concerned problem can be easily solved numerically by applying the known value iteration algorithms. This reduction seems to be specific for CTMDPs, and not possible for problems of more general processes such as PDPs.
The rest of the paper is organized as follows. We present the rigorous construction of the controlled process and problem statement in Section 2. We present its relevant connection with a DTMDP model in Section 3. Section 4 consists of the main optimality results, whose proof is postponed to Section 5. To improve the readability, we provide two appendices, one summarizing the relevant notions about DTMDPs, and the other one containing some discussions about technicalities.
Notations and conventions.
In what follows, B(X) is the Borel σ-algebra of the topological space X, I stands for the indicator function, and δ x (·) is the Dirac measure concentrated on the singleton {x}, assumed to be measurable. A measure is σ-additive and [0, ∞]-valued. If µ is a measure on a Borel space (X, B(X)), then the notation f (µ) := X f (x)µ(dx) is in use for each measurable function f on (X, B(X)), provided that the integral is well defined. Here and below, unless stated otherwise, the term of measurability is always understood in the Borel sense. Throughout this paper, we adopt the conventions of For each function f on X, let ||f || := sup x∈X |f (x)|.
2 Model description and problem statement 2.1 System primitives of the gradual-impulse control problem
We describe the primitives of the model as follows. The state space is X, the space of gradual controls is A G , and the space of impulsive controls is A I . It is assumed that X, A G and A I are all Borel spaces, endowed with their Borel σ-algebras B(X), B(A G ) and B(A I ), respectively. The transition rate, on which the gradual control acts, is given by q(dy|x, a), which is a signed kernel from X × A G , endowed with its Borel σ-algebra, to B(X), satisfying the following conditions: q(Γ|x, a) ∈ [0, ∞) for each Γ ∈ B(X), x / ∈ Γ;
where q x (a) := −q({x}|x, a) for each (x, a) ∈ X × A G . For notational convenience, we introducẽ
If the current state is x ∈ X, and an impulsive control b ∈ A I is applied, then the state immediately following this impulse obeys the distribution given by Q(dy|x, b), which is a stochastic kernel from X × A I to B(X). Finally, given the current state x ∈ X, the cost rate of applying a gradual control a ∈ A G is c G (x, a) and the cost of applying an impulsive control b ∈ A I is c I (x, b, y), where c G and c I are [0, ∞]-valued measurable functions on X × A G and X × A I × X, respectively. Throughout this paper, we assume that A G and A I are compact Borel spaces. It is without loss of generality to assume A G and A I as two disjoint compact subsets of a Borel spaceÃ, for otherwise, one can consider
In what follows, we will not make specific reference to this assumption. In the rest of this section, we describe rigorously the concerned continuous-time gradual-impulse control problem. We follow the method of [13] , and view the sequence of impulses applied at the single time moment and the post-impulse state as a single "state", which will be called intervention. As mentioned in the Introduction, another way of rigorously defining the controlled process under multiple impulses at a single time moment was given in [39] . Here we choose to follow the construction in [13] for its simplicity and generality (we consider randomized and relaxed policy, whereas [39] considered only deterministic policies).
Interpretation of interventions
An intervention is a sample path of the so-called intervention DTMDP with the following primitives:
• The state space is X ∆ := X {∆}, where ∆ is a cemetery point not belonging to X or A I .
• The action space is A I ∆ := A I {∆}.
• The one-step transition probability from X ∆ × A Let the initial distribution in this DTMDP be always concentrated on X. Then its canonical sample space is Y := (
, then there are k impulses applied in the intervention y. Similarly, if y ∈ (X × A) ∞ , then there are infinitely many impulses applied in the intervention y. Thus an intervention is an element of Y. Its interpretation is as follows. Given the current state x ∈ X, if the controller decides to use ∆, then it means, no more impulse is used at this moment, and the intervention DTMDP is absorbed at ∆; if the controller decides to use an impulse b ∈ A I , then the post-impulse state follows the distribution Q(dy|x, b). At the next post-impulse state y, if y = ∆, then the only decision is ∆; if y = ∆, then the controller either decides to use no impulse, leading to the next post-impulse state ∆, or to use impulse b ′ , leading to the next post-impulse state, which follows the distribution given by Q(·|y, b ′ ), and so on. In other words, an intervention consists of a state and a finite or countable sequence of pairs of impulsive actions and the associated post-impulse states. In particular, no impulse is applied in an intervention if it belongs to Y 0 . Let
∞ be the set of interventions, where some impulses are applied. Let Ξ be the set of (possibly randomized and history-dependent) strategies σ in the intervention DTMDP. We refer the reader to the appendix or [22, 32] for standard terminologies in the theory of DTMDPs. Let β σ (·|x) denote the corresponding strategic measure of a strategy σ of the intervention DTMDP, given the initial state x ∈ X. By the Ionescu-Tulcea theorem, see e.g., Proposition C.10 in [22] , the mapping x ∈ X → β σ (·|x) is measurable. Let P Y be the collection of all such stochastic kernels generated by some strategy σ ∈ Ξ, and P Y (x) := {β σ (·|x) : σ ∈ Ξ} for each state x ∈ X. Let
Construction of the controlled processes
Below we shall consider a marked point process {(T n , Y n )} ∞ n=1 , where the mark space is the space of interventions. Then the continuous-time controlled process {ξ t } t≥0 is defined based on the marked point process.
Let
The canonical space Ω is defined as
and is endowed with its Borel σ-algebra denoted by F. The following generic notation of a point in Ω will be in use: ω = (y 0 , θ 1 , y 1 , θ 2 , y 2 , . . .). Below, unless stated otherwise, x 0 ∈ X will be a fixed notation as the initial state of original the gradual-impulse controlled problem. Then we put
The sequence of {θ n } ∞ n=1 represents the sojourn times between consecutive interventions. Here θ 1 = 0 corresponds to that we allow the possibility of applying impulsive control at the initial time moment, c.f. (4) below.
For each n = 0, 1, . . . , let h n := (y 0 , θ 1 , y 1 , θ 2 , y 2 , . . . θ n , y n ). The collection of all such fragmental histories h n is denoted by H n . Let us introduce the coordinate mappings:
Finally, we define the controlled process ξ t t∈[0,∞) :
It is convenient to introduce the random measure µ of the marked point process
where the dependence on ω is not explicitly indicated. Let
We will use the following notation in the next definition. For each y = (
is the state after the last impulse in the intervention y); if such an integer k does not exist, thenx(y) := ∆. That previous equality corresponds to that we kill the process after an infinite number of impulses was applied at a single time moment.
Definition 2.1 A policy is a sequence u = {u n } ∞ n=0 such that u 0 ∈ P Y and, for each n = 1, 2, . . . ,
n (·|h n , t, x) ∈ P Y (x) for each h n ∈ H n and x ∈ X and t ∈ (0, ∞); and
apply when y n = ∆; otherwise, all the values of Φ n (·|h n ), Π n (·|h n , t), Γ n (·|h n , t, ·) may be arbitrary. )
The set of policies is denoted by U . Roughly speaking, an intervention is over as soon as the possibly empty sequence of simultaneous impulses is over. Given the nth intervention is over, the kernel Φ n specifies the conditional distribution of the planned time until the next impulse. The (conditional) distribution of the time until the next natural jump (if there were no interventions before it) is the non-stationary exponential distribution with rate A G qx (Yn) (a)Π n (da|H n , t). In other words, Π n is the relaxed gradual control. Given the nth intervention is over, the next intervention is triggered by either the next planned impulse or the next natural jump; in the former case, the new intervention has the distribution given by Γ 1 n , and in the latter case the new intervention has the distribution given by Γ 0 n . This interpretation will be seen consistent with (2) and (3) below.
Below, in most of the cases, the term of a policy is associated with continuous-time impulse-gradual control problem. This is to distinguish it from the corresponding object in DTMDPs, which will be called strategy.
Suppose a policy u = {u n } ∞ n=0 is fixed. We introduce the following notations for each n ≥ 1, Γ ∈ B(X) and h n = (y 0 , θ 1 , y 1 , . . . , θ n , y n ) ∈ H n :
where and below, we put q ∆ (a) := 0 for each a ∈ A G . Now, for each n ≥ 1, we introduce the stochastic
and
on (0, ∞)×Y. For each fixed initial state x 0 ∈ X, by the Ionescu-Tulcea theorem, see e.g., Proposition C.10 in [22] , there exists a probability P u x 0 on (Ω, F) such that the restriction of P u x 0 to (Ω, F 0 ) is given by
for each Γ ∈ B(Y); and for each n ≥ 1, under P u x 0 , the conditional distribution of (Y n+1 , Θ n+1 ) given
Here, recall that an intervention consists of the current state, the sequence of impulses applied in turn at the same time moment and the associated post-impulse states; and each impulse b applied at state x results in a cost c I (x, b, z) if it leads to the post-impulse state z. (We accept that c I (x, ∆, ∆) := 0 for all x ∈ X ∆ .) With this notation, we now introduce the performance measure considered in this paper:
for each x ∈ X and policy u ∈ U . Let the value function V * be denoted by
for each x ∈ X. A policy u * satisfying V(x, u * ) = V * (x) for all x ∈ X is called optimal for the gradual-impulse control problem:
In this paper, we will present conditions on the system primitives that guarantee the existence of an optimal policy in a simple form, see Definition 3.2 below. We will also characterize the value function V * using the optimality equation for a DTMDP problem, whose action space is the union of the sets of gradual and impulse actions.
An auxiliary DTMDP
In this section, we describe a DTMDP problem, which will serve the investigations of the gradualimpulse control problem. To distinguish it from the intervention DTMDP model, we shall refer to it as the hat DTMDP model. We will reveal the connections relevant to this paper between the hat DTMDP problem and the gradual-impulse control problem at the end of this section. The hat DTMDP is with a more complicated action space as compared with the original gradual-impulse control problem. In the next section, we will reduce the gradual-impulse control problem and the hat DTMDP problem to yet another simpler DTMDP problem.
Primitives of the hat DTMDP model
The state space of the hat DTMDP model isX :
is an isolated point, and the action space of the DTMDP isÂ :
Here R is the collection of P(A G )-valued measurable mappings on [0, ∞) with any two elements therein being identified the same if they differ only on a null set with respect to the Lebesgues measure. Recall that P(A G ) stands for the space of probability measures on (A G , B(A G )). We endow P(A G ) with its weak topology (generated by bounded continuous functions on A G ) and the Borel σ-algebra, so that P(A G ) is a Borel space, see Chapter 7 of [5] . It is known, see Lemma 1 of [37] , that the space R, endowed with the smallest σ-algebra with respect to which the mapping ρ = (ρ t (da)) ∈ R → ∞ 0 e −t g(t, ρ t )dt is measurable for each bounded measurable function g on (0, ∞) × P(A G ), is a Borel space. Then, according to Section 43 of [11] , the space R is a compact metrizable space, endowed with the Young topology, which is the coarsest topology with respect to which, the mapping
Such a function g satisfying these requirements is called a strongly integrable Caratheodory function. Endowed with the product topology, where [0, ∞] is compact in the standard topology of the extended real-line,Â is also a compact Borel space.
The transition probability p is defined as follows, where the notation introduced in the end of Section 1 is in use, e.g.,
For each bounded measurable function g onX and actionâ = (c, b, ρ) ∈Â,
It is known, see e.g., [10, 17] , that for each bounded measurable function g onX, the above expressions are indeed measurable onX ×Â, and the same also concerns the cost function l on X ×Â ×X defined as follows:
for each (θ, x),â, (t, y)) ∈X ×Â ×X, accepting that c I (x, b, x ∞ ) ≡ 0. Recall that the generic notation a = (c, b, ρ) ∈Â of an action in this hat DTMDP model has been in use. The pair (c, b) is the pair of the planned time until the next impulse and the next planned impulse, and ρ is (the rule of) the relaxed control to be used during the next sojourn time.
The concerned optimal control problem for the hat DTMDP model reads:
where {X n } ∞ n=0 and {Â n } ∞ n=0 are the state and action processes, and the minimization problem is over all strategies σ in the hat DTMDP model. (See the appendix for the basic notations in a DTMDP.) We denote by V * the value function of this optimal control problem, i.e.,
for eachx = (θ, x) ∈X, where the infimum is over all strategies. Clearly, V * (∞, ∆) = 1. It will be seen in Lemma 5.1 that V * depends on (θ, x) only through x, and a strategy σ is optimal if
for each x ∈ X. Below, when the context is clear, we often consider the restriction of V * on X but still use the same notation. The definition of an optimal strategy and other relevant notions of DTMDP are collected in the appendix. Let us say a few words regarding some notations and conventions to be used below for brevity. Let x 2 ) , . . . , (θ n , x n )) be the n-history in the hat DTMDP model. Consider a strategy σ = {σ n } ∞ n=0 in the hat DTMDP model, where for each n ≥ 0, σ n (dâ|ĥ n ) is a stochastic kernel onÂ givenĥ n , which specifies the conditional distribution of the next action (c, b, ρ) givenĥ n .
In general, a strategy in the hat DTMDP model can make use of past decision rules of relaxed controls, and the selection of the next relaxed control, and that of the next planned impulse time and impulse do not have to be (conditionally) independent. Therefore, a general strategy in the hat DTMDP model does not immediately correspond to a policy in the continuous-time gradual-impulse control problem described in the previous section. To relate the continuous-time gradual-impulse control problem (5) and the hat DTMDP problem (6), see Proposition 3.1 below, we introduce the following class of strategies in the hat DTMDP model. 
where F n (ĥ n ) is measurable in its argument and takes values in R, and
One can always write σ ′ n (dc × db|ĥ n ) = ϕ n (dc|ĥ n )ψ n (db|ĥ n , c) for some stochastic kernels ϕ n and ψ n . Intuitively, ϕ n defines the (conditional) distribution of the planned time duration till the next impulse, and ψ n (db|ĥ n , c) specifies the distribution of the next impulsive action given the historyĥ n and the next impulse moment c, provided that it takes place before the next natural jump. Therefore, we identify a typical strategy σ = {σ n } as {(ϕ n , ψ n , F n )} ∞ n=0 . For further notational brevity, when the stochastic kernels ϕ n are identified with underlying measurable mappings, we will use ϕ n for the measurable mappings, and write ϕ n (ĥ n ) instead of ϕ n (da|ĥ n ). The same applies to other stochastic kernels such as ψ n . The context will exclude any potential confusion.
Finally, in general, we often do not indicate the arguments which do not affect the values of the concerned mappings. For example, if ϕ n (ĥ n ) depends onĥ n only through x n , then we write ϕ n (da|ĥ n ) as ϕ n (da|x n ).
Connection between the gradual-impulse control problem and the hat DT-MDP problem
Each policy u as introduced in Definition 2.1 induces a (typical) strategy {(ϕ n , ψ n , F n )} ∞ n=0 in the hat DTMDP model as follows, where we only need consider x n ∈ X, as the definition of the strategies at x n = ∆ is not important, and can be arbitrary. For each m ≥ 1, and h m ∈ H m , there exists a strategy
Similarly, for each x ∈ X, t > 0, there exists a strategy
in the intervention DTMDP model satisfying u 0 (dy|x) = β π u 0 (dy|x) for each x ∈ X. Consider the case of n = 0. Then we define
where the second equality in the definition of ψ 0 (db|θ, x, c) holds because π
as an arbitrary stochastic kernel. The reason is that in the expression
0 ({∆}|x) = 0 would indicate that the probability of selecting an instantaneous impulse is zero, and so I{c = 0} = 0 almost surely. The same explanation applies to the definitions of ψ n (db|ĥ n , c) below, and will not be repeated there. Now consider n ≥ 1. x 2 ) , . . . , (θ n , x n )) be the n-history in the hat DTMDP model. If {1 ≤ i ≤ n : θ i > 0} = ∅, then we define
Recall that 
Finally, if 0 < θ l < c l−1 , then we define
To be specific, we call the (typical) strategy σ = {(ϕ n , ψ n , F n )} ∞ n=0 defined above as the strategy induced by the policy u. The next statement reveals a connection between a policy u and its induced strategy σ for the hat DTMDP model.
Proposition 3.1 For each policy u and the strategy
for each n ≥ 1. The case of n = 1 can be readily seen (we accept 1 n=2 (·) := 0), as a consequence of the definitions of the strategy σ = {(ϕ n , ψ n , F n )} ∞ n=0 induced by u. The general case follows from an inductive argument. The cumbersome details are omitted. Passing to the limit as n → ∞ and an application of the monotone convergence theorem yield the equality in the statement. The last assertion holds automatically from the first assertion. ✷
We end this section with the following definition of a deterministic stationary policy.
Definition 3.2 A policy u is called deterministic stationary if there exist some measurable mappings (ϕ, ψ, f ) on X, where ϕ(x) ∈ {0, ∞} for each x ∈ X, ψ and f are A I -valued and A G -valued, such that Φ n (∞|h n ) = 1, Π n (da|h n , t) = δ f (x(yn)) (da) for all t ≥ 0, and u 0 (·|x) = Γ 0 n (·|h n , t, x) = β π (·|x) for some deterministic stationary strategy π in the intervention DTMDP model defined by π ({∆}|x 0 , b 0 , x 1 , b 1 , . . . , x n ) = I{ϕ(x n ) = ∞}, and π(db|x 0 , b 0 , x 1 , b 1 , . . . , x n ) = I{ϕ(x n ) = 0}δ ψ(xn) (db).
In the above definition, Γ 1 n was left arbitrary, because, under such a deterministic stationary policy, a new intervention is always triggered by a natural jump. A deterministic stationary policy say u D is associated with a strategy σ D = (ϕ, ψ, F ) in the hat model, where F (x) t (da) = δ f (x) (da) for all t ≥ 0. It is evident that V(x, u D ) = V (x, σ D ) for each x ∈ X. In the subsequent sections, conditions will be imposed on the system primitives of the gradual-impulse control problem to guarantee that the hat DTMDP problem (6) has an optimal strategy in the form of σ D = (ϕ, ψ, F ). Then the previous discussions lead to V * (x) = V * (x), and that the deterministic stationary policy u D associated with σ D is optimal for the gradual-impulse control problem (5).
Optimality result
In this section, we present the main optimality results in this paper. Under quite general conditions on the system primitives of the gradual-impulse control problem (5), we show that it admits a deterministic stationary optimal policy, and its value function is the same as the one of the tilde DTMDP problem to be defined below. This reduction is based on the characterization of the value function using optimality equations. We do this by analyzing the hat DTMDP problem (6), which is in general more complicated than the tilde DTMDP problem.
For the solvability of the hat DTMDP problem, we impose the following compactness-continuity condition. Note that Condition 4.1 does not imply that the hat DTMDP model is semicontinuous, which is defined in the appendix. In fact, the transition probability p, in general, does not satisfy the weak continuity condition, even under Condition 4.1. For example, suppose q x (a) ≡ 0, and A G and A I are both singletons. Considerâ n = (c n , b, ρ), where c n → ∞ and c n ∈ [0, ∞) for each n ≥ 1; and the bounded continuous function onX: g(t, x) ≡ 1 for each (t, x) ∈ [0, ∞) × X, and g(∞, x ∞ ) = 0. Then X g(t, y)p(dt × dy|(θ, x),â n ) = X g(c n , y)Q(dy|x, b) = 1 for each n ≥ 1, whereas
Eventually, we shall reduce the hat DTMDP model to a simpler one, which is semicontinuous and we call the tilde model, whose definition will be given below. To that end, we impose the following condition.
Condition 4.2 There exists an [1, ∞)-valued continuous function w on
If c G is a continuous function, then the above condition is a consequence of Condition 4.1 and the Berge theorem, see Proposition 7.32 of [5] . Several statements below do not need the bounding function w in Condition 4.2 to be continuous. In this connection, we also mention that a Borel measurable function w satisfying the inequality in Condition 4.2 always exists, see Lemma 1 of [16] and recall (1). Conditions 4.1 and 4.2 are quite general compared to the literature on gradual-impulse control problems of CTMDPs or piecewise deterministic processes, which assume the boundedness of the transition or cost rates, see e.g., [8, 9, 13, 23, 33] , because they either follow a different method (such as the infinitesimal method or the time discretezation method), or aim at obtaining different results (e.g., to show the value function as the unique solution to the quasi-variational inequalities). All these works were about problems with a risk-neutral criterion.
We introduce the notation to be used in the next statement:
and denote by X I the collection of x ∈ X at which, V * (x) = inf b∈A I X V * (y)e c I (x,b,y) Q(dy|x, b) . As can be seen below, roughly speaking, if the current state is in X G , then it is optimal not to apply impulse until the next natural jump; and if the current state is in X I , then it is optimal to apply immediately an impulse. 
whereas at each x ∈ X, the inequality in either (7) or (8) holds with equality.
(c) There exist measurable mappings ψ * and f * from X to A I and A G , respectively, such that
for each x ∈ X G , and
(d) For each pair of measurable mappings (ψ * , f * ) that satisfy the previous two relations, the following deterministic stationary strategy (ϕ, ψ, F ) is optimal, where
for all x ∈ X, and ϕ(x) = ∞ (respectively, ϕ(x) = 0) for all x ∈ X \ X I (respectively x ∈ X I ).
The proof of this statement and Theorem 4.2 are postponed to Section 5. Under the conditions of the previous statement, in the first glance, given V * being an [1, ∞]-valued lower semicontinuous function on X, it may be not immediately clear why the claimed measurable selector f * exists because in
the expressions in the two brackets are both lower semicontinuous in (x, a) ∈ X × A G , and the difference between two lower semicontinuous functions may be not lower semicontinuous. We shall show the lower semicontinuity of V * and the existence of the required selectors by reducing the original model to the following simpler DTMDP, where the state space is X, the action space isÃ, the transition probabilityQ on X given X ×Ã is defined byQ(dy|x, a) := q(Γ|x,a) w(x) + δ x (dy) for all a ∈ A G andQ(dy|x, b) := Q(dy|x, b) for all b ∈ A I , and the cost function is given byl(x, a, y) := ln
for each a ∈ A G andl(x, b, y) := c I (x, b, y) for each b ∈ A I . This DTMDP model is referred to as the tilde DTMDP model. Note that the tilde model is semicontinuous, so that the value function W * for problem (16) of the tilde DTMDP model is lower semicontinuous, and there exists optimal deterministic stationary strategy for it, see Proposition A.2.
(Under an extra condition, see Condition B.1 below, the lower semicontinuity of V * can be also shown without reducing to the tilde DTMDP model. We include it in Appendix B.) 
Such a pair of measurable selectors exist. To end this section, we present a simple example to demonstrate a situation, where it is natural and necessary to allow multiple impulses at a single time moment. The model has a state space {1, 2}, where 1 stands for the rat being present in the kitchen, and 2 indicates the rat either dead or outside the house. The space of gradual controls is a singleton and will not be indicated explicitly, and the space of impulses is A I = {0, 1}, with 1 or 0 standing for shooting or not. So the inequalities (7) and (8) for the value function V * read: = E[e CZ ] with Z following the geometric distribution with success probability p, and the optimal deterministic stationary policy is to keep shooting as soon as the rat is in kitchen until the rat was hit.
Proof of the main statements
In this section, we prove the results stated in Section 4. To that end, we need several preliminary statements. 
V (x ∞ ) = 1. (19) with V * replacing V , for each x ∈ X. where the inequality can be replaced by equality, follows from Proposition A.1. The existence of an ǫ-optimal deterministic Markov universally measurable strategy follows from Proposition A.1, too. Furthermore, note that the first coordinate in the state (θ, x) does not affect the cost function or the transition probability, from which the independence on the first coordinate of the state (θ, x) follows, c.f. [15] . Now assertions (a,b) follow. Finally, the last two assertions follow from Proposition A.1. ✷
(b) For each ǫ > 0, there exists an ǫ-optimal deterministic Markov universally measurable strategy that depends on the state (θ, x) only through the second coordinate for the hat DTMDP problem (6). (The meaning of universally measurable strategies can be found in Appendix A.) (c) A deterministic stationary strategy that depends on the state (θ, x) only through x is optimal if and only if it attains the infimum in

Lemma 5.2 The function
is increasing, for each x ∈ X and ρ ∈ R. Proof. Let 0 ≤ t 1 < t 2 < ∞ and x ∈ X be fixed, and we will verify
as follows. It is sufficient to consider the case when the left hand side is finite, for otherwise, the above inequality would hold automatically. Then the goal is to show, by subtracting the right hand side from the left hand side,
The right hand side of this inequality can be further written as
Introduceρ s := ρ t 1 +s for each s ≥ 0. The target becomes to show
To this end, for a fixed ǫ > 0, let us consider a deterministic Markov ǫ-optimal universally measurable strategy {(ϕ * n , ψ * n , F * ,n )} ∞ n=0 coming from Lemma 5.1, and an associated universally measurable strat- , x) ,â, (t, y)) = ψ * n−1 (y), and F n ((θ, x),â, (t, y)) s = F * ,n−1 (y) s for all s ≥ 0. Under the universally measurable strategy π N ew , only the gradual control actionρ is used up to either t 2 − t 1 or the natural jump moment, whichever takes place first, after when, the ǫ-optimal universally measurable strategy is in use, and so
where the first inequality holds because of the last assertion of Lemma 5.1. Since the expression in the last bracket is nonnegative and finite, and ǫ > 0 was arbitrarily fixed, we see that
Relations (7) and (8) hold.
Proof. Let x ∈ X be fixed. Inequality (8) immediately follows from Lemma 5.1, if on the right hand side of (19) with V * replacing V , one takes the infimum over actionsâ ∈Â with c = 0. (Recall the notation in use:â = (c, b, ρ) ∈Â.) Let us verify (7) as follows. Suppose V * (x) < ∞. Let a ∈ A G be arbitrarily fixed. If X V * (y)q(dy|x, a) = ∞, then trivially, X V * (y)q(dy|x, a) − (q x (a) − c G (x, a))V * (x) ≥ 0. Consider the case when X V * (y)q(dy|x, a) < ∞. Let t > 0 be arbitrarily fixed. Then qx(a)−c G (x,a) ) X V * (y)q(dy|x, a)dτ + e −t(qx(a)−c G (x,a)) V * (x) is finite. Upon differentiating it with respect to t and applying the fundamental theorem of calculus, we see
where the inequality follows from Lemma 5.2. Thus,
Since a ∈ A G was arbitrarily fixed, we see that (7) holds. ✷
Lemma 5.4
For each x ∈ X, the inequality in either (7) or (8) holds with equality.
Proof. Let x ∈ X be fixed. If the equality in (8) holds at this point, then there is nothing to prove. Suppose the strict inequality holds in (8) . Then necessarily V * (x) < ∞. The objective is to show that, in this case, (7) holds with equality. For the infimum in (19) with V * replacing V , it suffices to consider c > 0, because (8) holds with strict inequality at the fixed point x ∈ X here. Let ǫ > 0 be fixed, and (c * , b * , ρ * ) ∈Â be such that
There are two cases to be considered: (a) 0 < c * < ∞; (b) c * = ∞. Consider case (a). Then
where the second inequality holds because of (8) , and the last inequality holds because of Lemma 5.2. Thus, as ǫ > 0 was arbitrarily fixed,
Let δ > 0 be fixed. There is some ρ ∈ R such that
(for the infimum in (12) , it suffices to concentrate on such elements of R as V * (x) < ∞), and
where the last inequality holds because of (7). Since c * 0 e −q x s ds > 0 and δ > 0 was arbitrarily fixed, we see that (7) holds with equality. Now consider case (b). Then
One can apply the proof of Lemma 5.3 of [40] to showing that for each t ∈ [0, ∞),
To improve the readability, we provide the detailed justification of this fact as follows. We only need consider when t > 0; the case of t = 0 is trivial. Let δ > 0 be arbitrarily fixed. Then there is somê ρ ∈ R such that
Defineρ ∈ R byρ s =ρ t+s for each s ≥ 0. Then, for each t ≥ 0,
where the second inequality is by Lemma 5.1(a), which in particular, asserts that V * satisfies (19) , and the last inequality is by Lemma 5.2. Since ǫ > 0 and δ > 0 were arbitrarily fixed, the above implies (13) . Comparing (13) with (12) (7) and (8), and for each x ∈ X, either (7) or (8) 
and either (8) or (14) holds with equality, i.e.,
. (15) Note that (14) automatically holds with equality at x ∈ X \ X * (V * ) := {x ∈ X : V * (x) = ∞}. Also note that the function w in the previous lemma does not need be continuous.
Proof of Lemma 5.5 . "Only if" part. Consider a [1, ∞]-valued lower semianalytic function V * satisfies (7) and (8) , and for each x ∈ X, either (7) or (8) holds with equality. For x ∈ X * (V * ) = {V * (x) < ∞},
w(x)−c G (x,a) X V * (y)p(dy|x, a) , i.e., (14) holds. Let x ∈ X * (V * ) be a point where (7) holds with equality. Let us show at this point x ∈ X * (V * ), (14) also holds with equality. For each ǫ > 0, there is some
and thus
The opposite direction of this inequality was seen earlier, and so (14) holds with equality at this point. This completes the "Only if" part. The argument for the "If" part is the same, and omitted. ✷ Consider the function V * in the previous statement. By inspecting the above proof we see the following useful fact: a pair of measurable mappings ψ * and f * from X to A I and A G satisfy
for each x ∈ X, at which (14) holds with equality, and
if and only if
for each x ∈ X, at which V * (x) coincides with the left hand side, and
Proof of For the opposite direction of this inequality, let x ∈ X be fixed. It suffices to show that W * satisfies (11) at the point x. Then, since the point x ∈ X was arbitrarily fixed, one could apply Lemma 5.1 to obtain V * ≤ W * pointwise.
Recall that, as observed in the beginning of this proof, W * satisfies (15) . By Lemma 5.5, it satisfies (7) and (8), one of which holds with equality at this point x. If (8) holds with equality for W * at x, then
and thus (11) is satisfied by W * at x, as required. Now suppose (7) holds with equality for W * at x. It suffices to consider W * (x) < ∞, for otherwise, (11) automatically holds for W * at x. According to the paragraph after Lemma 5.5 and because the tilde model is semicontinuous, there is some
and hence X W * (y)q(dy|x, a * ) = (q x (a * ) − c G (x, a * ))W * (x). This implies q x (a * ) ≥ c G (x, a * ) as the left hand side of the previous equality is nonnegative and W * (x) ≥ 1, and for the same reason, if
(qx(ρs)−c G (x,ρs))ds dt +I{c = ∞}e That is, (11) is satisfied by W * at x, as desired. 
for each x ∈ X. This fact can be seen by inspecting the proof of the first assertion of Theorem 4.2. Thus, Theorem 4.1 is proved. ✷
A Appendix: relevant results about DTMDPs
In this appendix, we present the relevant facts about DTMDPs. The proofs of the presented statements can be found in [25] or [40] . Standard description of a DTMDP can be found in e.g., [22, 32] . The notations used in this section are independent of the previous sections. A DTMDP has the following primitives:
• X is a nonempty Borel state space.
• A is a nonempty Borel action space.
• p(dy|x, a) is a stochastic kernel on B(X) given (x, a) ∈ X × A.
• l a [0, ∞]-valued measurable cost function on X × A × X.
Let us denote for each n = 1, 2, . . . , ∞, H n := X × (A × X) n and H 0 := X. A strategy σ = (σ n ) ∞ n=0 in the DTMDP is given by a sequence of stochastic kernels σ n (da|h n ) on B(A) from h n ∈ H n for n = 0, 1, 2, . . . . A strategy σ = (σ n ) is called deterministic Markov if for each n = 0, 1, 2, . . . , σ n (da|h n ) = δ {ϕn(xn)} (da), where ϕ n is an A-valued measurable mapping on X. We identify such a deterministic Markov strategy with (ϕ n ). A deterministic Markov strategy (ϕ n ) is called deterministic stationary if ϕ n does not depend on n, and it is identified with the underlying measurable mapping ϕ from X to A. Let Σ be the space of strategies, and Σ DM be the space of all deterministic strategies for the DTMDP.
Let the controlled and controlling process be denoted by {Y n , n = 0, 1, . . . , ∞} and {A n , n = 0, 1, . . . , ∞}. Here, for each n = 0, 1, . . . , Y n is the projection of H ∞ to the 2n + 1st coordinate, and A n to the 2n + 2nd coordinate. Under a strategy σ = (σ n ) and a given initial probability distribution ν on (X, B(X)), by the Ionescu-Tulcea theorem, c.f., [22, 32] , one can construct a probability measure P
As usual, equalities involving conditional expectations and probabilities are understood in the almost sure sense. The probability measure P σ ν is called a strategic measure for the DTMDP. The expectation taken with respect to P 
We denote the value function of problem (16) by V * . Then a strategy σ * is called optimal for problem (16) if V(x, σ * ) = V * (x) for each x ∈ X. For a constant ǫ > 0, a strategy is called ǫ-optimal for problem (16) if V(x, σ * ) ≤ V * (x) + ǫ for each x ∈ X. Occasionally we will also consider the so called universally measurable strategies, in which case, the stochastic kernels σ n (da|h n ) are universally measurable, i.e., for each measurable subset Γ of A, σ(Γ|h n ) is universally measurable in h n ∈ H n . The meaning of universally measurable deterministic Markov or deterministic stationary strategy is understood similarly, i.e., when the underlying mappings are universally measurable in their arguments. See Chapter 7.7 of [5] for the definition of universal measurability and other related measurability concepts, such as the definition of a lower semianalytic function.
We collect the relevant statements in Section 3 of [40] in the next proposition. 
then V * (x) = V(x, ϕ) for each x ∈ X.
(d) V * (x) = inf σ∈Σ U V(x, σ), where Σ U is the set of universally measurable strategies. Moreover, for each ǫ > 0, there is some universally measurable deterministic stationary ǫ-optimal strategy for problem (16) .
Part (d) of the above statement follows from the proof of Proposition 3.2 of [40] , whereas all the other parts are according to Propositions 3.1 and 3.4 therein.
The DTMDP model is called semicontinuous if it satisfies the following condition. Stronger results than those of Proposition A.1 hold for semicontinuous model. The next statement is taken from Proposition 3.7 of [40] .
Note that Conditions 4.1 and B.1 imply inf (x,a)∈S×A G q x (a) ≥ δ for some δ > 0. Condition B.1 was also assumed in e.g., [1] , which considers optimal stopping problem of a continuous time Markov chain and thus without gradual control, but there the performance criterion is more general, and includes the exponential utility in the the present paper. In the next statement, we illustrate a technical convenience Condition B.1 implies. Remember, elsewhere in this paper, this condition will not be needed. 
V (x ∞ ) = 1,
and there exists an optimal deterministic stationary strategy that depends on the state (θ, x) only through the second coordinate for this hat DTMDP problem (6) .
Proof. For each actionâ ∈Â, and nonnegative measurable function g on [0, ∞) × X, accepting g(∞, x ∞ ) = 1, we introduce the notation H(x,â, g) := For E, we write continuous on the same set. The boundedness is obvious, because q x (a) and c G m (x, a) are both continuous and thus bounded on {x (n) } ∞ n=0 × A G , and c (n) < ∞ for each n = 0, 1, . . . with c (n) → c (0) . For the continuity part, one can mimic the reasoning as in (20) , and we omit the details. Since ∞ 0 I{s < c}(c G (x, ρ s ) − q x (ρ s ))ds is lower semicontinuous on the compact set {x (n) } ∞ n=0 × {(c (n) , b (n) , ρ (n) )} ∞ n=0 , we see conditions (such as q x (a) > 0). However, the optimality results in [40] all survive without assuming extra conditions, as a particular consequence of the arguments presented below in the present paper. The same remark also applies to the fixing of the inaccurate statement of Lemma 4.1(b) in [20] . We mention that the inconvenient term is the first expression in F (x,â), and it does not appear in the risk neutral case or if q x (a) > δ > 0 for each (x, a) ∈ X × A G , c.f. Condition B.1 and the observation after it.
