In postoperative patients it is sometimes necessary to push morphine-like analgesics to their limits for pain relief. Unfortunately, this can sometimes bring a significant risk of disrupting the control of breathing, and precipitating life-threatening conditions. A possible way of monitoring patients is by studying the correlation between analgesia, airway obstruction and hypoxia. The first step towards achieving this objective is by visualising the relationship between different pairs of signals involved in respiratory mechanics. Based on previous work where self organising maps were used for representing these relationships on a breath by breath basis, this work demonstrates how it is now possible to automatically label nodes in the self organising maps based on classification of the signals by a clinician. In addition, the ability now to visualise the transition between categories, will enable further research into the significance of transition between the categories and the presence of possible new sub-categories.
INTRODUCTION
It is important to monitor postoperative patients in order to prevent and possibly predict life-threatening episodes which might have been caused by pushing morphine-like analgesics to their limits of effectiveness.
It has been shown that it might be possible to investigate how analgesia, airway obstruction and hypoxia are related in these patients by using a method involving visual analysis of respiratory pressures and dimensions [1] . Five physiological signals, oesophageal and gastric pressures, chest and abdomen dimensions and nasal air flow were recorded and their phase relationships were studied. Asynchrony of ribcage and abdominal movement was found to be related to airway obstruction [1] . In normal breathing, gastric pressure and abdominal dimension start to rise simultaneously with the dimension of the chest at the onset of inspiration. This was categorised as Class A. Two additional mechanisms, which can be interpreted as abnormal, were also observed. The first involved a gastric pressure paradox, where gastric pressure decreases at the onset of inspiration marked by an increase of the chest dimension and a phase lag in abdominal dimension, this was categorised as Class B. In the second, the gastric pressure and the abdominal dimension decrease at the onset of inspiration, this was categorised as class C. In previous work self organising maps (SOMs) were used to learn the graphical representations of the relationship between the signals defining the different categories of the breathing mechanism [2] . It was shown that using a combination of signal pairs it was possible to train the SOMs where groups of nodes in the map responded to similar categories as those introduced by Nimmo and Drummond [1] . Experiments were conducted to identify the pairs of signals that gave the best separation of categories.
This study laid the groundwork for constructing a system to enable a more comprehensive investigation into the correlation between patterns of occurrences of the categories of the breaths together with the relationship between the sequence of occurrences of the different categories and the condition of the patients breathing. By constructing one-dimensional maps it is now possible to visualise not only the transition between the different categories for continuous blocks of data, but also identify any intermediate categories that might be present.
In addition, based on classification of the signals by a clinician, it became possible to automatically label nodes in the SOM according to the categories represented by them. This calibration allows quantitative assessment of the ability of the maps to perform accurate classification of the categories as measured against the clinician's classifications.
BACKGROUND

The measured signals
The data used included signals from patients aged 40 or more, who had undergone major abdominal surgery involving an incision at least partly above the umbilicus. The exclusion criteria were patients with severe cardiac, respiratory or renal disease or an abnormal body weight. The signals were measured during the first night after surgery under observation at the Edinburgh Royal Infirmary. The average duration of the recording of each patient was about 5.5 hours. The following signals were used in our study: 1) nasal gas flow (Nasal), 2) chest dimension (CHST) 3) abdominal dimension (ABDO) 4) oesophageal pressure (Poes) and 5) gastric pressure (Pgas). Data from a total of eight patients was used. This was the same data set as used in the previous studies [1] , [2] .
Chest and abdominal movement signals were measured using inductance bands placed around the chest and abdomen. Oesophageal and gastric pressure were measured using a modified nasogastric tube with an integral oesophageal balloon and a gastric balloon attached to the tube tip.
The category of each breath was determined according to the algorithm described by Nimmo and Drummond [1] . The starting point of inspiration was detected from the CHST signal. The ABDO signal normally rises simultaneously with the CHST signal, but sometimes, it first decreases slightly and then starts to rise after a delay. This is called an ABDO paradox. The same may happen to the signal Pgas. By analogy this case is called a Pgas paradox. The breaths were thus classified as shown in the table.
An example of a short sequence with the 3 different classified categories of breaths is shown in Figure 1 . Class C changes to A and later to B. Single breaths are separated by vertical lines, which also indicate the beginning of inspiration.
In the previous study [2] when the rules summarised in the table above were coded in software, the main problem encountered was the determination of the starting point of inspiration. Even a small shift in the starting point results in a completely different classification. As can be seen in Figure 2 , it is difficult to determine exactly where inspiration begins. For example, if the start of the first breath was determined as point 1, the breath would be classified as C. If it was at point 2, the classification would be A. As a result, any classifications derived using this method are not very reliable in terms of accuracy, but are adequate for giving an indication of the balance of classes present in each patient. This information was useful for constructing training and test sets. Using self organising maps it was found that the exact boundaries of the breaths need not be explicitly specified as the SOMs seem capable of extracting the relevant information more reliably.
SOM construction and training
As the first approach, self organising maps (SOMs) [3] , [4] were used as the neural network platform. Self organising maps do not receive any information about correct classification during the training period. They are trained solely using examples randomly chosen from the training set.
A SOM consists of only one layer of neurons. The layer can be organised as a one, two or more dimensional grid. An example of a SOM is shown in Figure 3 . The input to the map is a vector. The so called recall phase starts when the input vector is presented to the inputs of the network. In this phase, all the neurons in the grid first compare the input vector to the vector stored in their weights using a particular metric. Euclidean distance is typically used, but other distance metrics can also be used. The neuron whose weights are the closest to this vector is deemed the winner, and the coordinates of this neuron constitute the output of the network for that particular input vector.
When the network is created, the weights of the neurons in the grid are initialised to random values. These weights are then modified during the training phase in order to develop centres represented in the training set. During the training phase, the weights are changed in a series of small steps to achieve the minimal possible quantisation error, defined as a sum of distances between the winning neurons and the corresponding samples, for all the samples in the training set. Õ ÖÖ È Ü Ü Û Ü where Ü are the input vectors and Û Ü are the weights of the neuron winning when the vector Ü is present to the input.
In this way the network develops prototype representatives in the vector space representing all the available input vectors Ü. The success of the training of the network is determined by the degree of separation of the clusters. It should be noted that clustering will only take place if the feature vectors used to construct the maps contain the information that will enable discrimination between the categories.
PREPROCESSING OF THE SIGNALS
Due to patient movement, coughing, talking etc. or by problems with the technical equipment (slipping of the inductance bands, or general outages), the raw data signals contained a large number of unusable sections. As in the previous study [2] , all these sections of signal were identified using a technique based on Wavelet analysis [5] and removed.
Segmentation of the signals into separate breaths using the CHST signal as an indicator of the start of the inspiration was a next stage in the preprocessing. A point was marked as the starting point of a breath if it lay in a trough with predefined lengths of descending and rising sections.
The exact detection of the starting point was not easy because of the noise contained in the signal. Due to the overlap of the signal of interest and noise bandwidths, noise filtering was not used as it resulted in loss of detail information contained in the signal. In any case, noise in the signal was not considered harmful, as the presence of random noise helps neural net- 
Signal annotation by experts
The selected signals which were to be used for testing the networks were then classified by a clinician. This provided a standard classification against which the results of the neural networks were evaluated.
During the manual classification by the clinician, the signals were displayed in the format shown in Figures taining calibration of some of the measuring equipment through the entire recording period, drifts in the absolute values of the signal were noted. As a result, all the signals were normalised to a fixed height and width to enable standard visualisation. The shape of the signals is more significant than the actual value of the samples in this situation.
EXPERIMENTS AND RESULTS
Description of the training data
To enable the neural network to get self organised, the network is presented with a limited number of breaths, that form the training set. An important issue that needs to be established is the optimal number of training examples needed to achieve good results. To this purpose we experimented with different proportions of the number of examples in training and testing sets. Training sets were constructed using number of examples ranging from 75 percent of the available data to 1 percent. In order to establish the general applicability of these techniques for classifying breaths, two sets of experiments were conducted.
The first one included using a proportion of data from one patient for training and the remaining for testing the network. The second was a cross patient evaluation which involved training the network on a different set of patients to the ones the network was evaluated on.
Visualisation using two-dimensional SOMs
As presented in [2] , a two dimensional self organising map tends to create several clusters which correspond to [1] the different categories of breaths. Results from this previous study, Figure 6 , show test data classified by a clinician projected onto a map trained using a small fraction of data from the same patient. For clarity, each class is shown separately.
Migration to one-dimensional SOMs
While extending the experiments from our previous work, we noted that one-dimensional maps were ca- The structure of the neural network used is shown in Figure 7 . The network consists of an input layer to which the graph(s) of signal pairs converted to ÔÐÓØ Ú ØÓÖ× are presented, a SOM layer which is trained without supervision to find clusters present in the training data set. and a classification layer which is trained using supervised learning and converts the SOM's clusters into the classes. Part of the data classified by the clinician was used for the supervised learning.
Thus, the network can be seen to provide two types of output. The first stage output is suitable for studying the different categories of breaths present in the data. The second stage output enables numerical comparisons to classifications provided by clinicians and hence provides a quantitative measure of performance of the network.
Both the output stages can be used for dynamic visualisation of the change from one category to the next by mapping a trajectory in real time. An additional benefit of the first stage is that it enables visualisation of transition to additional categories that might not have been defined by the clinician but were discovered as being present in the data by the network itself.
Numerical evaluation
As indicated in [2] not all signals measured are of the same significance for the purpose of breath categorisation as introduced in [1] . The addition of the second stage output to the self organising maps allowing numerical evaluation, also enabled more comprehensive studies to be conducted on the suitability the different input ÔÐÓØ Ú ØÓÖ× (Figure 4) for the classification. An extensive study was performed to find the best combinations of input ÔÐÓØ Ú ØÓÖ×. The study confirms and extends the results presented in [2] .
With input ÔÐÓØ Ú ØÓÖ× Nasal/Time, CHST/Time, Poes/Time, Nasal/CHST, Nasal/Poes and CHST/Poes the neural network always achieved very poor results. This group of signals was marked as "inadequate". Even when all these ÔÐÓØ Ú ØÓÖ× were used simultaneously, the correct classification accuracy on test data averaged at just 58 percent. When used alone or in pairs the best accuracy achieved was 49 which is close to a default classification (33 percent.). These signals were therefore excluded from more detailed evaluations.
It was noted, that the optimal use of the input ÔÐÓØ Ú ØÓÖ× is in pairs, as found in the previous study. Simultaneous use of more than two input ÔÐÓØ Ú ØÓÖ× did not improve the results. When all the input ÔÐÓØ Ú ØÓÖ× (with exception of the "inadequate" ones) were used simultaneously, the results of the network were as good as for the best pairs of ÔÐÓØ Ú ØÓÖ×.
The best results were achieved for combinations ÔÐÓØ Ú ØÓÖ× which were marked in the previous study [2] as clearly separating different classes of breaths. This re-confirmed the findings of the previous study.
It was found that the number of training examples needed for self organisation of the network is very small. Using just 10 percent of all the available data is sufficient for training. And the results do not improve when the size of this training set is further extended.
The following table summarises the results achieved with pairs of ÔÐÓØ Ú ØÓÖ× not including those in the "inadequate" group. The results are the percentage average accuracy for correct classification of the test data set from one patient as classified by a clinician. The presented results are from a network trained using only 10 percent of available data of the same patient.
For the cross patient evaluation study 10 percent of data from 7 patients was used to train the neural network. The trained network was then tested on a separate patient previously unseen by the network. The average classification accuracy was found to be 75 percent. 
Transition diagrams
Using one-dimensional SOMs gives us the opportunity to use the second dimension for time and therefore enable visualisation of the changes in breathing. This is particularly important for an investigation into the any relationships between the dynamic changes from one category of breath to another and other factors, such as the level of analgesics in blood, time since the operation was finished, relation to the sleep stages, and possibly other positive or negative aspects of treatment at the hospital, which might be simulated for the purposes of study. The output neurons of the SOM layer were calibrated using the classification layer by means of supervised training using data classified by a clinician. This calibration is shown on the right Y axis. The horizontal lines divide the graph into the three categories according to this calibration. Figure 9 shows a section of the signal from the same patient in more detail.
ANALYSIS AND CONCLUSIONS
It has been seen that the self organisation process of training the neural network in which it is not given any a priory information about the categories it is required to identify, is capable of extracting the relevant information from the input data in order to generate clusters which correspond to the classes defined by Nimmo and Drummond [1] .
The network not only allows automatic classification of the different breath categories corresponding to those defined in [1] but it also enables the discovery of possible new categories of breaths.
Additionally, the neural network used in this study enables dynamic visualisation of transitions between different categories of breaths that might be present.
It is important to note that based on the features extracted from the raw data and presented to the self organising maps, the clusters that develop might not necessarily correspond exactly to the categories that are recognised in [1] . By being able to visualise transitions to these categories and relate them to other clinical factors, it now becomes possible to investigate their clinical significance.
It was also found that only a small proportion of the available data was necessary for training the network. Additionally even when the selection of the training data was restricted to just the first hour of the recorded signals, the results did not show any significant degradation in performance. This is very important from the perspective of a possible practical clinical application of this technique.
Work is continuing by repeating these studies on a larger patient base and explorations of alternative methods of feature extraction together with comparisons with other classification techniques.
