I
n the weather enterprise, the forecaster's role is one that often requires managing large amounts of information under significant time pressures (Daipha 2015) . Hazard Services is a software toolkit currently under development that is intended to streamline the forecasting process and assist forecasters in maintaining situation awareness. Currently in development, Hazard Services integrates existing forecasting functionality into a single user interface within the Advanced Weather Interactive Processing System II (AWIPS-II) display platform. Hazard Services is also intended to facilitate communication between decision-makers throughout the weather domain by allowing end users to share hazard-related information between forecast desks and offices.
While the initial interface design built upon other National Weather Service (NWS) tools in order to leverage user experience, Hazard Services introduces several new workflow processes. Forecasters may train to use new display systems, but the Hazard Services project affords unique opportunities to craft the interface to complement user needs. In software development, user-centered design (UCD) has great potential to improve user acceptance and productivity (Buie and Murray 2012) . UCD describes the general process of ensuring that a product matches end user needs (Abras et al. 2004) . In a UCD framework, iterative cycles of design and evaluation have the potential to resolve usability issues in product design.
Considering user requirements during a system's design stage not only promotes suitability for purpose, but it may also reduce project costs by minimizing the need for changes at the end of the project's time line (Nielsen 1992) . One component of user-centered design is usability evaluation, which is most effective when conducted in iterative cycles of design and evaluation (Nielsen 1992) . Usability is defined as "the extent to which a system, product, or service can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specific context of use" (ISO 2017) . Although usability is often associated with the concept of intuitiveness, it also encompasses learnability, memorability, user experience, efficiency of use, and low error-rate measures (Holzinger 2005; Nielsen 1992 ). Frequently, a trade-off must occur when selecting which aspects of usability are critical to the product's success.
Evaluations provide feedback on aspects including the degree to which a novice can learn to use the product, how quickly users can complete tasks, the number and types of errors that users make using the system, and the overall user experience (U.S. DHHS 2016). Usability evaluation often reveals issues throughout the design process, thereby improving the system's effectiveness and user acceptance (Holzinger 2005) . Evaluation methods range from informal to formal and from automatic to empirical and may use one to several evaluators and novice to expert users (Nielsen 1994b) . Opinions differ regarding timing of evaluations; Holzinger (2005) suggests that observational methods, like cognitive walk-throughs and activity analysis, have utility throughout the development process, but Norman (2006) argues that such techniques provide only value prior to the initial design stage. Heuristic evaluation, a technique in which usability is assessed against design recommendations, is known to find the greatest number of usability issues; this method requires that participants have user interface design expertise (Jeffries et al. 1991 ). After prototype development, evaluation and testing methods allow developers to assess components of the interface in order to update the original design.
In the public sector, usability evaluation has been applied to website design and information management software (Buie and Murray 2012; Mintmire et al. 2013) . Several scholars have applied usability methods to the user-centered design of weather, climate, and forecasting decision-support systems (Oakley and Daudert 2016; Timofeyeva-Livezey et al. 2015; Ling et al. 2015) . Oakley and Daudert (2016) used a usability evaluation methodology to inform the design of a climate information website, resulting in a design more targeted to the needs of its end users. Similarly, Ling et al. (2015) used a task-and-questionnaire-based approach to compare mental workload and usability between Warning Generation software (WarnGen) and an alternative prototype. In the present work, we applied a user testing methodology to evaluate Hazard Services. Analysis of error rates, task response times, and questionnaire responses supported recommendations for user interface development. Through illustrating a research approach for usability assessment, we also present lessons learned that may inform the design of future meteorological decision-support systems.
HAZARD SERVICES.
Currently, NWS forecasters use three different applications for warning on hazardous weather: WarnGen for short-fused hazards, such as tornadoes and thunderstorms; Graphical Hazard Generator (GHG) for longer-fused hazards, such as winter weather and hurricanes; and RiverPro for river flood events (Raytheon 2016) . Each application has a unique interface, menus, and process that forecasters must learn and occasionally juggle during a shift. The Hazard Services system merges these disparate applications into one common interface and workflow.
The effort to unify the AWIPS hazard-generation applications began in 2004, involving a number of NWS discussions and workshops to refine the concept. In 2009, developers of the Earth System Research Laboratory's Global Systems Division (GSD) joined the effort and, in a kickoff workshop involving all stakeholders (forecasters, partners, social scientists, and software developers), designed a prototype user interface. The interface is implemented in a web-based format to allow for rapid cycles of user feedback and refinement. This iterative process continued until 2011, when work began to transition the application to AWIPS-II. In 2012, Raytheon contractors joined the effort and while stakeholder roles have fluctuated, iterative user feedback continues to be an integral part of the process.
To create the interface, developers analyzed the legacy applications and abstracted the common workflow for identifying a hazard area and time frame and specifying additional hazard characteristics. The system provides a user-extensible framework for ingesting models and guidance while applying algorithms to produce a first-guess indication of an impending hazard. Forecasters record relevant attributes and then this information is transformed into actionable messages for partners, including emergency managers, broadcasters, and the public. An additional goal of Hazard Services is to allow forecasters to communicate threat information beyond what is currently supported in the legacy text products, moving toward using multiple forms of communication. Work continues toward an operational capability.
The user interface, shown in Fig. 1 , is integrated directly into the AWIPS-II visualization platform. The primary interface, or "console," displays information related to individual hazard alerts (hereafter, hazards), including start time, end time, hazard type, and a number of user-customizable metadata. In addition, the console allows users to view hazards (e.g., watches, warnings, advisories) in a timeline format, which allows users to maintain awareness of hazard status. Finally, a row of interactive icons, located at the top of the console, allows users to create hazards, alter them, and manipulate aspects of the display.
METHOD.
Participants. Eighteen NWS forecasters participated in the Hazard Services evaluation. Some practitioners have found that five participants can uncover 80% of usability errors (Virzi 1992) . However, for quantitative usability studies, a larger sample size can increase statistical confidence in the findings (Nielsen 1994a; Faulkner 2003) .
Participants were recruited from a population of forecasters participating in the Hydrometeorological Testbed-Hydrology in July 2015 (Martinaitis et al. 2017) . Participants had between 2.5 and 25 years of professional forecasting experience (mean μ = 11.75, standard deviation σ = 8.01), and each had used the AWIPS-II system. At the time of the study, Hazard Services was in development. Thus, none of the participants had used it prior to the evaluation, and no training was provided prior to the study. We considered this to be a positive aspect, as it allowed us to assess usability as experienced by novice users. Yen and Bakken (2009) found that while UCD experts found errors related to interface design, subject matter experts were more likely to identify issues affecting task performance.
Task selection. Phrased as challenges, the tasks were presented individually to each participant via a web-based interface. The tasks, described in Table 1 , included entering data, issuing flash flood watches and warnings, editing existing watches and warnings, and canceling warnings. Tasks were selected through discussions with forecasters and Hazard Services developers. After reviewing the interface and discussing workflow processes with members of the development team, we selected 10 tasks representative of how a user might use the system in an operational setting.
Study materials. Participants received a static hydrologic visualization, displayed in AWIPS-II, to guide their work; an example is found in Fig. 2 . Once each participant activated Hazard Services, the console appeared on screen below the unit streamflow visualization. Note that the unit streamflow product is a component of the Flooded Locations and Simulated Hydrographs (FLASH) project that is introducing new tools for flash flood forecasting across the United States (Gourley et al. 2017) . A website interface displayed task instructions individually, and a desktop recording software captured videos of participant interactions with Hazard Services. Screen-recording software captured user error rates, types, and task completion times. In addition to error-rate and task completion time measures, an adapted Questionnaire for User Interaction Satisfaction, version 7.0 (QUIS), assessed the system's user interface (Chin et al. 1988) . The QUIS was selected over standardized instruments, such as the System Usability Scale (SUS; Brooke 1996) and the Post-Study System Usability Questionnaire (PSSUQ; Lewis 2002) because of its ability to collect user opinions on highly specific design elements.
There were 58 questions across five categories: screen design, system transparency, learnability, multimedia, and system capabilities. Each question presented a phrase alongside a semantic differential, where 1 was associated with a negative response and 9 was associated with a positive response (Osgood and Luria 1954) . In one question, participants declared their overall impression of the system and asked them to select a score where 1 was associated with "Frustrating" and 9 was associated with "Satisfying" (Chin et al. 1988) . Additionally, the questionnaire requested subjective open-ended feedback for each design aspect.
Procedure. We evaluated the Hazard Services interface with a moderated multiple-user simultaneous testing (MUST) approach to user testing, which assesses system usability by measuring performance outcomes while participants use the interface by completing one or more tasks (Jokela et al. 2006; Nielsen 1994b Nielsen , 2007 .
Fig. 2. The three steps involved in creating and issuing a hazard (tasks 3-5).
FEBRUARY 2017 |User testing produces quantitative outcomes, such as error rates and task response times (Abras et al. 2004 ). The MUST framework incorporates several collocated participants who work independently on user testing tasks and is recommended for quantitative evaluations constrained by time (Nielsen 2007) . This approach was chosen because of the time constraints imposed by the co-participation in the simultaneous test bed study; the test bed method incorporated Hazard Services into the watch and warning process [see Martinaitis et al. (2017) for more information]. As the evaluation sought feedback from novice users, this necessitated the user testing to occur before any formal training or practice occurred.
All tests occurred within the Hazardous Weather Testbed at the National Weather Center. Participants worked at individual workstations spaced approximately 3-6 ft (1-2 m) apart, and each MUST session included six users. Researchers introduced the study and explained Hazard Services' purpose. Participants completed an informed consent form approved by the University of Oklahoma's Institutional Review Board. Researchers then instructed the participants to open the list of tasks and complete them. At any given point, one moderator and up to three additional observers took note of participant interactions with the software. Although some moderated usability evaluations ask the participants to speak about their thought processes during the study, this practice is not recommended when using the MUST approach, as it can bias the responses of nearby participants. However, if a participant became confounded by a particular task or encountered a catastrophic system failure, the moderator privately discussed it with the participant and assisted with resolving the issue so the participant could proceed to the next task. After finishing all the tasks, participants completed the QUIS.
RESULTS. Error rates and task times.
Observational data revealed several common errors that participants encountered. Errors were defined as any action that deviated from a set of actions that would successfully accomplish the task. For example, the first tasklaunching Hazard Services within AWIPS-II-could be accomplished only by clicking the yellow button at the top-right corner of the interface. Here, errors included actions such as clicking the File menu in AWIPS-II or by launching WarnGen instead. Response times, also captured from the screen recordings, were measured from the time the task description was first displayed on screen to the point that the participant had accomplished the task. In forecasting, reducing response time for common tasks can lead to reductions in lead time throughout the entire warning decision process. Error rates and mean response times for the tasks are presented in Table 1 .
Task 2, customizing the console to include columns for valid time event codes (VTEC) and issue time, resulted in the greatest number of errors (n = 61). Of these, 12 unique error types included clicking an incorrect icon, searching within the AWIPS-II menus for solutions instead of within the Hazard Services menus, and closing Hazard Services. To customize the console, users could right click the column header, triggering a drop-down menu from which users could then select new column types, or open a control window through the settings icon. Participants used both methods without guidance, though the majority used the former. Participant feedback revealed that this method was most frequently used because of its similarity to traditional spreadsheet-based interactions.
The three hazard issuance tasks (tasks 3-5) required similar interactions and assessed whether skill improved with practice. A comparison of tasks 3 (issuing a watch), 4 (issuing warning 1), and 5 (issuing warning 2) revealed a positive learning curve. The watch and warning issuance tasks involved three steps: 1) reading the instructions and clicking the Draw Polygon or Draw Freehand Polygon icon, 2) drawing the polygon, and 3) entering hazard information in the associated dialog window and clicking the Issue Hazard button; an example of this process is shown in Fig. 2 . Task 3 was the first opportunity participants had to explore the hazard creation process, so not surprisingly, the task saw a high number of errors (n = 56), primarily in the first step. Errors ranged from reversible, such as selecting "watch" instead of "warning" in the hazard information box or clicking an incorrect button, to irreversible, such as inadvertently issuing a colleague's warning or the catastrophic system failure that caused the entire AWIPS-II platform to crash.
Participants completed basic hazard issuance successfully with minimal practice, as reflected by the reduction in the mean response time and error count between tasks 3 and 5. Nevertheless, participants made several errors even with practice (n = 9), but several of these may be attributable to individual circumstances. The two errors identified in the first step of task 5 appeared to be memory related; these errors involved looking for a function in the wrong place despite performing the identical previous task correctly. In the third step of task 5, participants made several data entry mistakes and accidentally issued more than one hazard due to a multiple selection in the console.
For the remainder of the tasks, performance generally improved. Error rates decreased as participants became more familiar exploring the interface. Nevertheless, as shown in Table 1 , sample size decreased throughout the study because of system performance and data quality factors. Several participants experienced catastrophic system failure, which required a workstation reset, resulting in an incomplete testing session. Others completed all 10 tasks, but they were removed in post hoc analysis because of issues with screen-recording legibility.
Questionnaire results. Following task completion, participants completed the QUIS to provide feedback on the design of the Hazard Services interface. Responses to the 58 questions were then analyzed by taking the mean and standard deviation of the scores. A collection of the highest-and lowest-scoring design aspects is presented in Table 2 .
Three of the five highest-scored items emerged from the system capabilities section. Participants were generally pleased with the rapidity of the system's response to their interactions (system response time). Participants felt similarly regarding the software's processing speed, or system speed. In operational forecasting, display systems must be able to update at speeds matching the frequency of environmental and atmospheric model updates and observations. However, participants experienced system failures that catastrophically affected usability. Participants frequently had to restart the system in order to complete their tasks; in operations, this could significantly impact lead time during severe events.
Participants also indicated that elements related to terms and system information could benefit from further attention. The lowest score related to error message clarity. Participants found that instructions for correcting errors were more often confusing than clear and were somewhat unhelpful. Furthermore, participants found that the internal system had poor transparency-the degree to which a user could tell what the system was doing internally. However, participants generally agreed that the length of delay during operational processing was acceptable (μ = 6.67, σ = 1.63). While error messages require improvement, participants also responded that terminology used in dialog boxes and instructional labels were appropriately consistent throughout the different interface components (μ = 6.67, σ = 2.34).
The QUIS revealed that learning to use Hazard Services by trial and error ranged in challenge level. The process of completing basic alerting tasks was often sequenced in a logical manner (μ = 5.80, σ = 0.84). Based on several of the midrange scores, it was determined that the Hazard Services interface and workflow adequately corresponded to preexisting systems' workflows. Participants reported that in the span of the 10 tasks, with no prior experience, the time it took to learn the system was neither too slow nor too fast (μ = 4.50, σ = 1.38).
The screen design section addressed layout, legibility of characters and graphics, screen sequencing, and ease of maneuvering between windows. Participants felt that information was logically arranged within the AWIPS-II display and Hazard Services windows (μ = 6.50, σ = 1.22) and users were not overloaded with information (μ = 6.50, σ = 1.52). Still, participants assigned a lower score to the predictability of screen sequencing (μ = 4.50, σ = 1.52), which indicated a departure from previous hazard management systems. One area that could lead to improvements in usability was the means to progress through work-related tasks, which participants responded was not clearly marked (μ = 4.67, σ = 2.34). From a UCD perspective, using |design features to guide the user through work-related tasks can help to reduce limitations of workload and human memory (Krug 2000) .
Subjective feedback. The QUIS also collected openended feedback related to each design section within the questionnaire, which produced actionable information for interface design. Participants largely felt that the layout of the interface and data entry windows was appropriate for achieving their goals. Participants commented that drawing polygons and issuing warning text was straightforward; this corroborates the response time analysis. Several participants stated that the polygon creation interactions were similar to those in previous systems. This similarity may reduce the need for extensive training on this process, as it leverages existing knowledge of users.
In line with this, one participant wrote, "without using it too much, [she] felt [she] picked up basic commands relatively easily," while another stated that, "the process followed close enough to WarnGen not to be too confusing." Nevertheless, while some participants could use features like the polygon creation with little practice, features like freehand drawing were more challenging. Others experienced a steeper learning curve, and several participants expressed frustration with the timeline feature. While one of the timeline's purposes was to assist users in maintaining situation awareness, few participants understood how to manipulate it as intended, and when user errors occurred, recognizing one's errors was not intuitive.
DISCUSSION. This study's purpose was to identify usability issues in Hazard Services with a sample of experienced weather forecasters. As anticipated, the user testing evaluation and questionnaire revealed several areas for interface improvement.
Recommendations for atmospheric science software development. Assessing usability during the development phase of Hazard Services provided insight into design features that led to user errors. However, it also revealed several features that promoted task performance within the interface. For both positive and negative aspects, these lessons learned may have utility for other developers of atmospheric and hydrologic decision-support software.
First, we recommend that software designers seek to reduce the workload imposed by new systems. Minimizing human memory load during task performance can improve a system's efficiency and may be accomplished by conveying information to the user that directs them to follow an appropriate workflow (Nielsen 1992; Krug 2000) . Efficient task flow was a core consideration during the design phase for Hazard Services, and the user testing results demonstrated several areas where further assessment would benefit usability. Based on the errors observed during user testing, we hypothesize that memory load could be reduced by using visual guidance through the hazard information and issuing dialog windows to direct users' attentions through the critical steps. While few participants had difficulty entering data into the hazard information dialog window, several were challenged by the "product staging" window following the data entry step. To proceed, the participant needed to click the Continue button. While this may be necessary for organizational reasons, several participants experienced confusion and returned to the Hazard Information panel, failing to issue the hazard in a timely manner.
Based on the current findings and Nielsen's (1992) usability heuristics, we also recommend differentiating the labels on navigational buttons within the hazard issuance workf low. This aligns with Oakley and Daudert's (2016) best practice of using consistent and expressive labels to direct system users. However, as an interface for work-related activities, Hazard Services users would need training on system functions and integrating the new system with existing organizational best practices. Nevertheless, Shneiderman (2003, p. 15) states that developers can reduce the need for basic training by " [bridging] the gap between what [users] know and what they need to know." In practice, this could translate into using on-screen instructions, graphical guidance, or reverse functions for error correction. Such design methods can complement tutorials, making training more effective and preempting errors made by experienced users.
Reducing workload may also be accomplished by improving the alignment between system features and user expectations; this has been referred to as mapping (Nielsen 1994a) . In practice, natural mappings can reflect meaning through the use of expected locations, graphical elements (such as color or shape), or motion. In the present case, participants struggled with tasks requiring icon identification and indicated issues related to recognition. When developing interfaces, the most usable icons are able to convey meaning to the user about the type of function they represent; however, ensuring this is notoriously challenging (Moyes and Jordan 1993) .
Ultimately, we encourage developers of atmospheric and hydrologic decision-support systems to put usability and design heuristics into practice when developing user interfaces. For example, color coding has been recognized as an effective means for reducing user memory workload and enhancing task performance within visual displays (Braun et al. 1995; Yeh and Wickens 2001; Hegarty 2011) . Likewise, interface layout itself can facilitate strong task performance. In this study, some participants made navigational errors by searching for the Draw Polygon function in the Settings drop-down menu. This may have been partly due to the Settings icon's prime location on the far left of the icon row, which may have drawn user attention away from the required icons. In light of this, we recommend that software developers consider frequencyof-use and functional grouping heuristics to improve the natural mappings between user expectations and tangible interactions. Indeed, in the design phase following this evaluation, these findings were considered alongside other user requirement assessments, resulting in a new icon row prototype shown in Fig. 3 .
Hazard Services and the iterative development process.
Based on evaluation findings and design heuristics, we developed a proposed redesign of the icon row in the console. In the original design, shown in Fig. 3a , icons were arranged with settings and filters on the left edge and timeline controls on the right edge. Between these, icons for hazard creation were interspersed among icons used for data management and display. For example, the icon for adding geometry to an existing hazard (ninth icon from the right in Fig. 3a) was separated from the polygon drawing icons by three data management icons. Searching for the correct icons contributed to increases in task performance time during the user testing, so to address this, the proposed design shown in Fig. 3b relocated several of the icons to align with usage frequency. Frequently used icons, particularly the hazard creation icons, were brought to the far left of the list, thus reducing the time and precision needed to reach them. Likewise, icons were grouped by functional category. While timeline manipulation icons were already collectively located, hazard creation icons were originally interspersed between other types of icons. Last, functional groups and certain icons received additional labels. In the original design, users could hover over each icon to activate a label, but this increased task performance time as participants hunted for the correct icons. We attempted to reduce interaction time and human memory load by placing labels directly under the icons.
The suggested changes were submitted to the Hazard Services team. The team, composed of system designers, software developers, and end users, discussed the potential changes extensively. Since the experiment did not include prior training in Hazard Services, these discussions produced new insights related to usability concerns of expert users and technical constraints on new designs. Discussions within the Hazard Services Integrated Work Team produced a further-refined icon row layout (Fig. 3c) . The third prototype incorporated the labeling conventions and functional groupings while adding several new icons to clarify functions that had previously been hidden in drop-down menus. However, software development is subject to a number of constraints. The software engineers took into account the aforementioned recommendations as far as time and technical constraints would permit, and they developed a third implementation-ready layout. The resulting design is shown in Fig. 3d and was initially implemented in 2016. Further discussion and iterative refinement of the toolbar will continue throughout the development process.
CONCLUSIONS.
In this work, we assessed Hazard Services' usability with novice users, which provided insight into initial reactions and the learning curve. Going forward, evaluating the next iteration of the interface with expert users would potentially reveal differences in behavior as experience with the system increases. While the current sample possessed expertise in forecasting procedures, it is likely that experienced Hazard Services users would identify more usability issues related to system capability. In addition, future work could extend this methodology toward understanding the influence of design on collaborative work. Hazard Services is unique in that it facilitates teamwork among forecasters. While team interactions were outside the scope of this work, future development would benefit from user feedback on the collaborative interface.
The findings reflect the importance of informative labeling, error prevention, and design heuristics on the usability of Hazard Services. Evaluation results not only inform the design for interface updates but also support training requirements. As it currently exists, the system leverages existing user knowledge gained through working with WarnGen. It is our belief that an effective training course would focus on the more novel elements, such as best practices for incorporating the timeline feature into the decisionmaking process or using some of the automated functions for hazard issuance.
Each of the legacy applications (WarnGen, GHG, and RiverPro) is complex in its own right, and the unification of them, while streamlining the process, requires deep knowledge of the complexities and underlying software architectures to retain functionality. While the study was application oriented, we believe that the methods and design recommendations can be generalized to the development of other weather forecast decision-support tools. When obtaining user feedback for the application, two things are advised. First, all stakeholders, including the designers and software developers, need to be involved to provide understanding of the unification and to guide the process to work around technical constraints. Second, a user-centered design should be used alongside training programs in order to promote effective and efficient system use. Usability evaluation adds value throughout the software development process by identifying issues affecting performance and user acceptance. User testing provides empirical support for effective and efficient user interface designs. User feedback throughout the design and testing process not only ensures that a product is usable but adds value to the weather forecasting and alerting process by ensuring that systems promote task performance and error prevention.
