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Abstract. In the present paper we study a type of generic singularity, at the
blowup time, and we derive an asymptotic profile for a small neighborhood of
singularity.
1. Introduction
In the present paper we study a family of hypersurfaces {Mnt ⊂ Rn+1} evolving
by mean curvature flow (MCF), which makes it satisfy the equation
dXM
dt
⊥
= HM . (1.1)
where X is the position vector and H is the mean curvature vector of the hypersur-
faces Mt.
For a rich family of initial hypersurfaces some singularities will form in finite time.
A main theme in the study of mean curvature flow or more general geometric flows
is to understand the formation of singularities, and find a way to extend the flows
through singularities with controlled geometry and topology. In the present paper
we would like to understand a class of generic singularities, at the singular time.
In this aspect some understanding is achieved in the setting the flows of 2-convex
hypersurfaces. In [7, 8], Gerhard and Sinestrari, Haslhofer and Kleiner developed
the existence of mean curvature flow with surgery starting from arbitrary 2-convex
hypersurfaces, with a detailed description of a neighborhood of the singularities and
surgery procedure with controlled geometry and topology. For the results on non
2-convex flows, see [14, 2, 15].
In a separate direction Colding and Minicozzi proved, in [4], that the generic
singularities models are of the type Sk ×Rn−k. But in general, there is no canonical
neighborhood theorem known for these singularities of generalized cylinder with k >
1 and no theory of performing surgery through these singularities. Recently, the first
author [9] gives a description in a certain regime of a neighborhood of singularities
1
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modeled on S1 × R3. And we will use that result to derive a precise asymptotic of
the a pinched disk singularities modeled on S1 × R3. Hopefully this can be used to
give information of the level-set flow through such kind of singularities.
In the situation of cylindrical singularities, the phenomena that the mean curva-
ture evolution collapse to the singular set in the first and only singular time is highly
unstable and can only appear in very rare cases: evolution of exact round cylin-
ders collapsing to a line and the evolution of rotational symmetric marriage rings
collapsing to a circle for example. Generically, the flow encountering cylindrical sin-
gularities will develop pinched-necks (if the axis of cylinder is one-dimensional) or
pinched-disks (if the axis of cylinder is higher-dimensional). Our result concerns a
pinched-disk singularity modeled on S1 × R3.
The paper is organized as following: the Main Theorem will be stated in Section
2, and it will be proved in Section 3. In Section 4 we will prove a key technical
lemma.
2. Main Theorem
Up to parabolic rescaling and translations, we can assume without loss of gener-
ality that a singularity in space-time is at spatial origin and at time 0. Colding and
Minicozzi proved in [4] that the generic singularities are modeled on self-shrinking
spheres or generalized cylinders Sn, Sk√
2k
× Rn−k.
In this paper, we consider MCF of four dimensional hypersurfaces M4t in R
5 that
develops a generic singularity modeled on the self-shrinking cylinder S1√
2
×R3 at the
space-time point (0, 0). The result of Colding and Minicozzi [5] on the uniqueness
of the blow-up of cylindrical type singularities implies the uniqueness of a fixed axis.
Up to rotations, we can assume the unique singularity model is the cylinder
C1 = {

 y√2 cos θ√
2 sin θ

 ∈ R5 | y ∈ R3}. (2.1)
In a neighborhood of the blowup point the unscaled flow can also be parametrized
by
Mt =

 xu(x, θ, t) cos θ
u(x, θ, t) sin θ

 . (2.2)
Define a rescaled flow about this singularity by
M˜τ =
√−tMt, τ = − log(−t).
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It has the effect of zooming in the singularity. Hence the time τ slice of rescaled flow
M˜τ can be parametrized by
M˜τ =

 yv(y, θ, τ) cos θ
v(y, θ, τ) sin θ

 (2.3)
where the function v is obtained after rescaling u by
u(x, θ, t) =
√−tv(y, θ, τ), (2.4)
where y ∈ R3 and τ are defined as
y :=
x√−t , τ := −ln|t|. (2.5)
Under our assumption, this rescaled flow will converge (without passing to a subse-
quence) to the unique cylinder C1 as measures on any compact subset, see [5].
By a recent result of the first author [9], we have a more detailed estimate of this
convergence of the rescaled flow in neighborhoods of size that is increasing with τ .
The precise statement is as follows:
Theorem 2.1. [Theorem 2.1 of [9]] Let M4t be a mean curvature flow in R
5 that
develops a singularity of type at space-time (0, 0) ⊂ R5 × R and is modeled on the
self-shrinker C1 defined above.
Then there exist two independent positive constants τ0 and C satisfying
τ0 >> 1, C = O(1)
such that for τ ≥ τ0, v has the following asymptotic
v(y, θ, τ) =
√
2 + yT · B · y
2a(τ)
+ η(y, θ, τ), for |y| ≤ Σ(τ), (2.6)
where B is a 3× 3 symmetric real matrix satisfying the estimate
B = τ−1

 b1 0 00 b2 0
0 0 b3

+O(τ−2), bk = 0 or 1, and k = 1, 2, 3, (2.7)
a is a scalar function satisfying
a(τ) =
1
2
+O(τ−1) (2.8)
and η satisfies the estimate
‖〈y〉−31Ω∂lθη(·, τ)‖∞ ≤Cτ−2, l = 0, 1, 2,
‖〈y〉−21Ω∂lθ∇yη(·, τ)‖∞ ≤CΩ−3, l = 0, 1,
‖〈y〉−11Ω∇kyη(·, τ)‖∞ ≤CΩ−2, |k| = 2.
(2.9)
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Here 1≤Ω is the Heaviside function defined as
1≤Ω(y) =
[
1 if |y| ≤ Ω,
0 otherwise.
(2.10)
and the scalar function Ω is defined as
Ω(τ) :=
√
100 ln τ + 9(τ − ξ0) 1110 . (2.11)
Under a further generic condition, specific in (2.7),
b1 = b1 = b3 = 1, (2.12)
it is shown in [9] that the flow will develop an isolated singularity of pinched-disk
type and verify the Ilmanen’s mean-convex neighborhood conjecture in this case.
We also noticed recently that the mean-convex neighborhood conjecture has been
verified by [3] for flows of hypersurfaces in R3.
The main theorem is
Theorem 2.2. Let {M4t ⊂ R5} be an evolution of mean curvature flow. As-
sume that it develops a singularity at space-time (0, 0), modeled on a cylindrical
self-shrinker
R
3 × S1√
2
=

 x√2 cos θ√
2 sin θ

 , for x ∈ R3. (2.13)
Under the generic assumption (2.12), in a neighborhood Bǫ(0) ⊂ R5 of the origin,
and at the singular time t = 0, M0 can be parametrized by
 xu0(x, θ) cos θ
u0(x, θ) sin θ)

 ∈ R5, x ∈ R3, (2.14)
where u0 is some nonnegative function , and satisfies the asymptotics
u0(x, θ) =
|x|√− log |x|(1 + o(1)), where o(1)→ 0 as |x| → 0. (2.15)
In [1], Angenent and Knopf has got a similar asymptotic for rotationally sym-
metric Ricci flow neck-pinch singularities.
3. Proof of Main Theorem 2.2
To prepare for the proof of the main theorem we need a technical lemma. Before
stating it we define some constants. For any x1 ∈ R3 with |x1| 6= 0 small enough, we
let τ1 to be the large number such that
e
τ1
2 |x1| = τ
1
2
+ 1
20
1 . (3.1)
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It is not hard to see that such a number exists since e
τ1
2 grows much faster than
τ
1
2
+ 1
20
1 as τ1 grows. We denote, by t1, the time (of unscaled MCF) corresponding to
the rescaled time τ1, which makes
t1 = t1(τ1) = −e−τ1 . (3.2)
We have the following results:
Lemma 3.1. Suppose that all the conditions in Theorem 2.2 hold. Then for any
ǫ > 0, there exits a small constant δ > 0 such that if 0 6= |x1| < δ, then in the time
interval t ∈ [t1, 0), with t1 defined in (3.2), the unscaled flow can be parametrized by
(2.2), and u(x, θ, t) satisfies the estimate
|u(x1, θ, t)
u(x1, θ, 0)
− 1| < ǫ. (3.3)
This lemma will be proved in Section 4.
The intuitive idea behind Lemma 3.1 is not difficult. Recall that x = 0 is the
only blowup point, and the blowup time is t = 0. Thus, at least intuitively, for any
x1 6= 0, there exists a time t1 < 0 such that for any t ∈ [t1, 0), u(x1, θ, t) will stay
away from 0 and vary very little, and hence u(x1,θ,t)
u(x1,θ,t1)
≈ 1. Moreover u(x1,θ,t)
u(x1,θ,t1)
→ 1 as
t ≥ t1 → 0.
3.1. Proof of the Main Theorem 2.2.
Proof. The basic idea is simple. Lemma 3.1 shows that, for each x1 6= 0 with
|x1| sufficiently small, there exists a time t1 such that for t ∈ [t1, 0),
u(x1, θ, 0) =u(x1, θ, t1)
(
1 + o(1)
)
. (3.4)
Hence it suffices to estimate u(x1, θ, t1). In what follows, we compare the time t1 for
different |x1| to find information for u(x1, θ, t1). Recall the definitions of x1, τ1 and
t1 before Lemma 3.1.
To estimate u(x1, θ, t1) we study the rescaled MCF, which is parametrized by the
function v. The facts τ1 = − ln |t1| and y1 = x1√−t1 and the definition relating u and
v in (2.4) make
u(x1, θ, t1) =
√−t1v( 1√−t1x1, θ, τ1) =
√−t1v(y1, θ, τ1). (3.5)
To control v we apply Theorem 2.1, where v is decomposed into two parts
v(y, θ, τ) =
√
2 + yT · B · y
2a(τ)
+ η(y, θ, τ). (3.6)
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We claim that
v(y, θ, τ) =
√
2 + τ−1|y|2(1 + o(1)), for |y| ≤ 2τ 12+ 120 , (3.7)
where o(1) is in the L∞y,θ-norm in the considered region. To see this we need to control
the remainder η. For that purpose, the first estimate in (2.9), implies that, when
|y| ≤ 3τ 12+ 120 and τ is sufficiently large, then
|η(y, θ, τ)| ≤ 〈y〉3τ−2 ≤ τ− 110 , (3.8)
thus together with the estimates B = τ−1I + O(τ−2), a = 1
2
+ O(τ−1) in (2.7) and
(2.8), we have the desired (3.7), together
Since the length of y1 is |y1| = τ
1
2
+ 1
20
1 , we apply the estimate in (3.7) to obtain,
u(x1, θ, t1) =e
−τ1
2
√
1 +
1
τ
|y1|2(1 + o(1))
=e
−τ1
2
√
1 +
1
τ1
(τ
1
2
+ 1
20
1 )
2(1 + o(1))
=e
−τ1
2
√
1 + τ
1
10
1 (1 + o(1))
=e
−τ1
2 τ
1
20
1 (1 + o(1)). (3.9)
The bound in (3.9) is in τ1 while the desired estimate in Main Theorem 2.2 is in
terms of |x1|. Next we convert it to the desired form.
Since by (3.1), |x1| = τ
1
2
+ 1
20
1 e
−τ1
2 and since τ1 ≫ 1, we take log on both sides to
find
− log |x1| = τ1
2
(1 + o(1)). (3.10)
This, together with the estimate in (3.9), implies that
u(x1, θ, t1) =
|x1|
τ
1
2
+ 1
20
1
τ
1
20
1 (1 + o(1)) =
|x1|
τ
1
2
1
(1 + o(1))
=
|x1|√− log |x1|(1 + o(1)).
(3.11)
This, together with (3.4), implies the desired results. 
4. Proof of Lemma 3.1
We use the same notations as in previous sections, where {Mt} is the original
flow that blows up at space-time origin (0, 0), and t1 is a fixed time very close to
the blowup time 0, and τ1 is the corresponding time for the rescaled flow, and hence
τ1 = − log(−t1).
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Since u(x, θ, t)→ 0 as |x|, |t| → 0+, to prove the desired Lemma 3.1 we have to
compare two small quantities. To make our proof easier and more transparent, we
rescale the flow such that the rescaled version of u(x1, θ, t1) is approximately 1, see
the estimate in (4.13) below where h is obtained by rescaling the function u.
To make this idea rigorous, we define a new flow {M1,s} by
M1,s :=
1√
τ
1
10
1 · (−t1)
M
t1+sτ
1
10
1
·(−t1)
(4.1)
by rescaling, and translation, in time t. Here the new time variable s ∈ [0, τ−
1
10
1 ) is
defined such that
t = t1 + sτ
1
10
1 · (−t1). (4.2)
We observe that the new flow {M1,s} will blow up at time s = τ−
1
10
1 , resulted by
that, for a fixed t1 < 0, the rescaled flow { 1√−t1Mt1+ t−t1 } will blowup time at time
t = 1. The initial condition for the new flow, i.e. s = 0, is
M1,0 =
1√
τ
1
10
1 · (−t1)
Mt1 . (4.3)
The flow M1,s can be parametrized by
M1,s =

 zh(z, θ, s) cos θ
h(z, θ, s) sin θ

 (4.4)
in a neighborhood of the singularity, where the variable z and the function h are
defined as
z :=
1√
τ
1
10
1 · (−t1)
x, (4.5)
and
h(z, θ, s) :=
1√
τ
1
10
1 · (−t1)
u(x, θ, t). (4.6)
Recall the definition of x1 ∈ R3 in (3.1). Its corresponding part for {M1,s},
denoted by z1, is
z1 :=
1√
τ
1
10
1 · (−t1)
x1, (4.7)
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whose length satisfies
|z1| = 1√
τ
1
10
1 · (−t1)
· √−t1τ
1
2
+ 1
20
1 = τ
1
2
1 . (4.8)
The identities in (4.2) and (4.5) -(4.7) imply that
u(x1, θ, t)
u(x1, θ, 0)
=
h(z1, θ, 0)
h(z1, θ, s)
. (4.9)
Consequently Lemma 3.1 is equivalent to the following result about the flow M1,s:
recall that it will blowup at the (small) time s = τ
− 1
10
1 ,
Proposition 4.1. For any s ∈ [0, τ−
1
10
1 ) we have
h(z1, θ, s)
h(z1, θ, 0)
= 1 + o(1), (4.10)
where ‖o(1)‖L∞
y,θ
→ 0 as τ1 →∞.
Proof. Here to estimate the function h we need the detailed estimates on the
function v, which is a rescaled version of u. Thus it is convenient to derive some
identity between h and v, through their definitions in (2.4) and (4.5).
Compute directly to obtain
h(z, θ, s) =
√−t√
τ
1
10
1 · (−t1)
v(y, θ, τ)
=
√−t√
τ
1
10
1 · (−t1)
v(
x√−t , θ,−ln(−t))
=
√
1− τ
1
10
1 s
τ
1
20
1
v
( τ 1201 z√
1− τ
1
10
1 s
, θ,− ln(1− τ
1
10
1 s) + τ1
)
, (4.11)
where in the last step we used the definitions of z and s in (4.5) and (4.2) respectively.
Based on the identity above, we will prove the desired (4.10) in two steps: (1)
derive informations for h and its derivatives when s ∈ [−1, 0] and ∣∣|z| − |z1|∣∣ ≤ 2,
then (2), by quasi-locality or local smooth extension of MCF, see [10, 13], we study
the new flow in the small time interval [0, τ
− 1
10
1 ] and find the desired estimate (4.10).
For the first step, it is not hard to verify that Theorem 2.1, which provides
estimates for v(y, θ, τ) when |y| ≤ 3τ 12+ 120 , are applicable to here by the identity in
(4.11) with s ∈ [−1, 0] and z ∈ {z|
∣∣∣|z| − |z1|∣∣∣} ≤ 2.
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Thus by the asymptotic (2.6), in the set s ∈ [−1, 0] and z satisfying
∣∣∣|z|−|z1|∣∣∣ ≤ 2,
h(z, θ, s) =
√
1− τ
1
10
1 s
τ
1
20
1
√√√√√2 + 1
τ1
·
∣∣∣ τ
1
20
1 z1√
1− τ
1
10
1 s
∣∣∣2(1 + o(1))
=
√
1− τ
1
10
1 s
τ
1
20
1
√√√√√2 + 1
τ1
·
∣∣∣ τ
1
20
1 τ
1
2
1√
1− τ
1
10
1 s
∣∣∣2(1 + o(1))
=
√
1− τ
1
10
1 s
τ
1
20
1
√√√√2 + τ
1
10
1
1− τ
1
10
1 s
(
1 + o(1)
)
.
(4.12)
It is easy to see that, in the set
∣∣∣|z| − |z1|∣∣∣ ≤ 2 and s = 0,
h(z, θ, 0) = 1 + o(1) (4.13)
and when s ∈ [−1, 0],
1
2
≤ h(z, θ, 0) ≤ 9. (4.14)
Next, we estimate the derivatives of h. We observe that the derivatives of h
satisfy the estimates,
|∇lz∂kθh| ≪ 1, k + |l| = 1, 2, (4.15)
since the decomposition of v in (2.6), the estimates on the remainder in (2.9) and
the estimates on the scalar functions in (2.7) and (2.8) imply that
|∇ly∂kθ v(·, τ)| ≤ τ−
3
20 , k + |l| = 1, 2. (4.16)
Higher order derivatives follows by [10], Proposition 2.17.
Recall that, by the parametrization of the hyersurface {M1,s} in (4.4), h(z, θ, s)
has the interpretation of being the radius of the hypersurface at the cross section z
and at the angel θ. Thus the estimates (4.12) and (4.15) above imply that, for any
s ∈ [−1, 0] and
∣∣∣|z1| − |z|∣∣∣ ≤ 2, this part of the hypersurface is close to a cylinder,
up to second order derivatives.
Now we are ready for the second step.
By the Pseudo-locality property of mean curvature flow (see Theorem 1.5 of [13]),
we have for s ∈ [0, τ−
1
10
1 ],
h(z1, θ, s) = h(z1, θ, 0)
(
1 + o(1)
)
. (4.17)
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Here we need that the time τ1 is large, so that τ
− 1
10
1 is small, to make Pseudo-locality
property applicable.
Thus we have the desired estimate
h(z1, θ, s)
h(z1, θ, 0)
= 1 + o(1).

References
[1] Angenent, Sigurd and Knopf, Dan. Precise asymptotics of the Ricci flow neckpinch, Comm.
Anal. Geom.. 15 (2007), no. 4, 773-844
[2] Bernstein, Jacob and Wang, Shengwen. The level set flow of a hypersurface in R4 of low entropy
does not disconnect. Preprint
[3] Choi, Kyeongsu, Haslhofer, Robert, Hershkovits, Or. Ancient low entropy flows, mean convex
neighborhoods, and uniqueness. Preprint
[4] Colding, Tobias and Minicozzi, William. Generic mean curvature flow I; generic singularities,
Ann. of Math. 175 (2012), no. 1, 755-833
[5] Colding, Tobias and Minicozzi, William. Uniqueness of blowups and Lojasiewicz inequalities,
Ann. of Math. 182 (2015), no. 1, 221-285
[6] Huisken, Gerhard.Asymptotic behavior for singularities of the mean curvature flow, J. Differ-
ential Geom. 31 (1990), no. 1, 285-299
[7] Robert Haslhofer and Bruce Kleiner, Mean curvature flow with surgery, Duke Math J. 166
(2017), no. 9, 1591-1626
[8] Huisken, Gerhard and Sinestrari, Carlo. Mean curvature flow with surgeries of two?convex
hypersurfaces, Inventiones mathematicae. 175 (2009), no. 1, 137-221
[9] Zhou, Gang. A description of a space-and-time neighborhood of generic singularities formed by
mean curvature flow, preprint.
[10] Ecker, Klaus. Regularity Theory for Mean Curvature Flow.
[11] Evans, Lawrence and Spruck, Joel, Motion of level sets by mean curvature. J. Diff. Geom. 33
(1991). 635-681
[12] Natasa, Sesum. Rate of convergence of the mean curvature flow. Communication on pure and
applied mathematics 61 (2008). 464-485
[13] Ilmanen, Tom; Neves, Andre and Schulze, Felix, . On Short Time Existence for the planar
network flow, to appear in J. Differential Geom
[14] Mramor, Alexendar and Wang, Shengwen. Low Entropy and the Mean Curvature Flow with
Surgery. Preprint
[15] White, Brian. Topological change in mean convex mean curvature flow. Inventiones mathe-
maticae. 191 (2013), no. 3, 501-525
Department of mathematics, Binghamton University, gzhou@math.binghamton.edu
Department of Mathematics, Binghamton University, swang@math.binghamton.edu
