The objective of this study was to construct a fluid force model for the dive start. The fluid force model is incorporated into a swimming human simulation model SWUM, which has been developed by the authors. In order to identify the fluid force coefficients in the model, dive starts performed by actual swimmers were filmed and reproduced by the simulation model. The fluid force coefficients were determined so that the swimmers' movement in the simulation agreed with that of the experiment as much as possible. From simulations using the identified fluid force coefficients, it was found that simulation results of normal and 'intentionally bad form' trials for one subject agreed well with the experimental ones. This suggests that the proposed fluid force model would be valid to reproduce dive starts of various forms. For trials of another subject, the discrepancy between simulation and experiment becomes somewhat larger. This error can be reduced, however, by tuning the fluid force coefficients. This indicates that tuning the fluid force coefficients is effective to improve the accuracy of the simulation, and that the proposed model for the fluid forces will be valid for other swimmers.
Introduction
In competitive swimming, the dive start is important since the maximum velocity at the start reaches about 4m/s (twice that of stroke swimming) and this velocity determines the time of the subsequent underwater period, in which a length of 15m (30% of 50m) is permitted by the present international rules. The dive start is composed of five phases: starting block, air, water entry, glide, and underwater kick. The performance of the dive start is affected by many factors such as starting form, take-off angle, water entry angle, timing of starting kick and so on (1) (2) (3) . Therefore, many studies of the dive start have been conducted to date. In particular, whether grab or track starts are better has often been debated (4) (5) (6) (7) .
Pereira et al. (8) have investigated the influence of height and slope of the starting block on performance. Takeda et al. (9) have examined the correlation between take-off angle and take-off velocity.
The above-mentioned studies were based on experiments using actual swimmers. Recently, on the other hand, an attempt to solve the optimum motion of dive start by computer simulation has been conducted by Cheng and Chiu (10) . They used a multi-segment model to represent a swimmer and solved the optimum motion subject to constraints with respect to muscle activation. Such simulation studies potentially have the ability to clarify the optimum motion theoretically and to provide valuable suggestions to the swimmers. In Cheng and Chiu's model, however, the fluid force acting on the swimmer after water entry was not considered at all. In order to obtain meaningful results from an optimizing simulation, an appropriate model of the fluid force must be incorporated into the simulation. The authors have recently developed a simulation model for a self-propelled swimmer "SWUM" (SWimming hUman Model) (11, 12) . Although SWUM is suitable for the Cheng and Chiu's segment model, the dive start has not been treated in SWUM. The objective of this study was to construct a fluid force model for the dive start which can be incorporated into SWUM. In this paper, the formulation of the fluid force model is described first. The method of identification of the fluid force coefficients in the model is next explained. Finally, results of the identification and the validity of the model are discussed.
Formulation of the Fluid Force Model
2.1. Fluid force under the water (11) In SWUM, the swimmer's body is modeled as a series of body segments. Each body segment is represented as a truncated elliptic cone. The fluid force acting on each segment under the water, which has been modeled in a previous study (11) , is briefly described in this section. The inertial force due to added mass of the fluid, the drag force normal and tangential to the longitudinal direction, and buoyancy are taken into account. Each truncated elliptic cone is divided into thin elliptic plates along the longitudinal axis as shown in Fig.1(a) , and all fluid force components except buoyancy are assumed to act at the center of each plate. Buoyancy, on the other hand, is calculated by integrating the pressure due to the gravitational force acting on each tiny quadrangle, into which the edge of the thin elliptic plate is again divided in the circumferential direction, as shown in Fig.1(b) . The unit vectors in the directions of the ellipse's major and minor axes, their half-lengths, and the thickness of the plate are respectively denoted by e 1 , e 2 , r 1 , r 2 and dl as shown in Fig.1(c) . In addition, the normal component of the acceleration vector of the center of the ellipse in inertial space, that is the component which is perpendicular to the longitudinal axis, is denoted by a n . Thus the inertial force F a due to the added mass is assumed to be given by:
where C a is the coefficient for the added mass effect which becomes 1.0 in a two-dimensional ideal fluid. This coefficient is used to correct the fluid force for a three-dimensional real fluid. The coefficient ε f , defined below, represents the 'submerged fraction' of the plate. If the absolute velocity component of the elliptic plate's center normal to the longitudinal axis is denoted by v n , the drag force in the normal direction F n is assumed to be given by: (2) where C n is the drag coefficient for the normal direction. In Eq.(2), the normal absolute velocity component v n is decomposed into components along the plate's major and minor axes, respectively. The fluid forces proportional to the squares of the velocities in both directions are then computed. Therefore, the resultant fluid force corresponds to the sum of the 'lift' and 'drag' components. Note that the coefficient p represents the effect of ellipse The coefficient p has been determined to be 1.0 in a previous study (11) .
Next, if the absolute velocity component of the elliptic plate's center tangential to the longitudinal axis is denoted by v t , and the ellipse's circumference by c, the drag force in the tangential direction F t is assumed to be given by:
where C t is the drag coefficient for the tangential direction. This equation represents the tangential force proportional to the elliptic plate's side surface area acting in the longitudinal direction. Buoyancy is calculated by integrating the pressure F b due to gravity acting on the tiny quadrangles, as shown in Fig.1(b) . When the area of the quadrangle, the vector normal to the quadrangle, and z coordinate of the quadrangle center are respectively denoted by ds, e n , and z q , the pressure force F b is given by:
where g represents the gravitational acceleration. Since the pressure force F b does not act above the water surface, each tiny quadrangle is classified as to whether it is below the water surface or not, i.e., whether z q < 0 is true or not, where z = 0 represents the water surface. The pressure force F b is assumed to act only on the quadrangles classified as to be below the water surface, as schematically shown in Fig.1 of all quadrangles) can be calculated for each elliptic plate. In the present model, this ratio is called the 'submerged fraction' ε f . This is a factor in the inertial force of the added mass, and the drag force in the normal and tangential directions, as already shown in Eqs. (1), (2) and (3).
Additional fluid force at the water surface
When a swimmer enters the water breaking the water surface, a special 'impact-type' fluid force is considered to act on the swimmer. This additional fluid force is newly modeled and formulated in this section. Several formulations have already been proposed for similar situations. Theories by von Kármán and Wagner for a ship breaking the water surface are popular in naval architecture (13) . Glasheen et al. (14) proposed a formulation for basilisk lizards' feet treading water. These formulations are, however, not suitable for the human dive start since the size, shape and motion are considerably different. Therefore, an original formulation for the dive start is proposed as follows.
Consider an object entering the water at a given constant velocity, as shown in Fig.2 . It is assumed to consist of two cones at the ends and a cylinder in the center. The entering situation is composed of three cases, as shown in Fig.3 (a),(b) and (c). In Case I of Fig.3(a) , the cross-sectional area at the water surface (dashed line) is increasing due to the entry, and the water around the object at the water surface is pushed aside. Therefore, an additional fluid force is considered to act in this case. In Case II of Fig.3(b) , the cross-sectional area is constant since the diameter of the cylinder is constant. Here the water is not pushed aside and an additional fluid force is not considered to act. In Case III of Fig.3(c) , the cross-sectional area is decreasing. As shown in Fig3(c), however, the water around the object does not flow into the area immediately since the water entry in the dive start is sufficiently fast. Therefore, the (negative) additional fluid force is also not considered to act in this case.
The water pushed aside by the object forms surface wave. This wave changes its shape and breaks finally. The effect of this wave on the fluid force acting on the swimmer in the dive start, however, is considered to be small since the swimmer dives deeply and goes away from the water surface immediately. Therefore, this effect was not considered in the fluid force model.
In the above-mentioned modeling, it is necessary to judge which of the three cases the object (swimmer) is in. It is unfortunately difficult to compute directly the cross-sectional area at the water surface in SWUM. Therefore, time history of total buoyancy is used for this purpose. The time history of total buoyancy for that object is schematically shown in Fig.4 . Paying attention to its second derivative with respect to time, it becomes positive only in Case I (dotted area). Therefore, the additional fluid force is assumed to act only when the second derivative is positive. With respect to its amount, the force is assumed to be proportional to some power of the second-order derivative.
It is also necessary to determine where the fluid force acts. In SWUM, the other fluid forces act on each elliptic plate divided along the longitudinal axis. Therefore, it is assumed that the additional fluid force acts only on the elliptic plates which are passing through the water surface plane as shown in Fig.5 (three dotted plates) . This judgment can be performed by checking the local buoyancy of the elliptic plates since it increases only when the plate is passing through the water surface.
Based on the above discussions, the additional fluid force at the water surface is finally formulated as follows: 2), except for the vector e z , the vertical unit vector. The additional fluid force, therefore, is assumed to act in the vertical direction since it is considered to be perpendicular to the water surface. The additional fluid force acts due to the instantaneous momentum change of the water. Therefore, it may seem strange that it corresponds not to the acceleration of the object but to the velocity as shown in Eq.(5). The main reason for this is that the instantaneous momentum change is caused not by the acceleration but by the sudden water entry. In other words, the additional fluid force is considered to act even if the object moves at a constant velocity, as described for Fig.3 . This idea is supposed by the previous studies about the impact-type fluid force (13) (14) since they also have assumed that the fluid force corresponds to the velocity.
Identification Method of Fluid Force Coefficients

Overview
The fluid force coefficients C a , C n , C t , C ws and q described in the previous chapter have to be determined. For this purpose, dive starts performed by actual swimmers were filmed and then were reproduced by the simulation. The fluid force coefficients were determined so that the swimmers' movement in the simulation agrees with that of the experiment as much as possible. The details of the experiment and actual identification procedure are now described.
Experiment
The subjects were two competitive male college swimmers (Subject A 1.80m, 65kg and Subject B, 1.70m, 65kg). The objective and method of the experiment were explained to them in advance. Their oral and written consents were obtained.
Nine markers were attached to the feature points on the right side of each swimmer as shown in Fig.6 . The feature points were: head, shoulder, elbow, wrist, hip, knee, ankle, heel, and toe. The dive start motions were filmed using four cameras (two underwater and two above-water cameras; frame rate was 60fps). Using a three-dimensional motion analysis system (PcMAG, OKK inc., Tokyo), three-dimensional coordinates of the markers were obtained. From the coordinates of the markers, joint angles were also calculated.
Each subject executed two kinds of dive start: normal and 'intentionally bad form'. The subjects were also asked to hold the gliding position without starting the underwater kick in this experiment, although the underwater kick phase usually comes immediately after the glide phase. Fig.6 Photograph of a subject with markers
Actual identification procedure
To identify the fluid force coefficients, the necessary experimental data were first input into the simulation. The dimensions of body segments of each subject were input, based on directly measured values and images of the subject shot by a digital still camera. The joint angles obtained in the experiment were also input into the simulation.
Next, the actual identification was conducted as follows: In the simulation of SWUM, the initial position of the center of mass and directions of the principal axes of inertia for the swimmer's body are given first, as well as their translational and rotational initial velocities. Then, from the equations of motion, the absolute movement of the swimmer is calculated by a time-marching calculation. In the simulation of the dive start, therefore, the initial position and principal axes of inertia were first identified by an optimizing calculation so that, by varying them as control variables, the displacements of the feature points in the simulation agree as well as possible with those in the experiment at the moment just after take-off. Second, by the same optimizing calculation, not at the initial moment but all through the aerial phase (until just before the water entry), the translational and rotational initial velocities were calculated. The reason why the initial position and direction were identified separately from the initial velocities is to reduce the total amount of computation time. Third, using the calculated initial conditions, the fluid force coefficients were identified by the same optimizing calculation not for the aerial phase but for the water entry and the underwater phases. The shoulder and knee were used as the feature points for the optimizing calculations since their underwater images were least affected by bubbles.
Although experimental data for four trials were obtained, only the 'Subject A, normal' trial was used for the identification. The experimental data of the other three trials were used for the validation of the model, as discussed in the next section. 
Results and Discussion
Images obtained in the experiment
The images obtained in the 'Subject A, normal' trial above and under the water are shown in Fig.7 . Its trial was subject A, normal. It can be seen that the images above the water were quite clear. On the other hand, the underwater pictures were not sufficiently clear due to bubbles. Unfortunately, some coordinates of the markers during the water entry phase could not be obtained. Therefore, some joint angles during the water entry phase also could not be obtained. These joint angles, however, could be determined by interpolation since their variation during the water entry phase was sufficiently small. The images obtained in the trials of intentionally bad forms are shown in Fig.8 . The trial in Fig.8(a) performed by subject A is called a 'bent leg' since his knee joints were significantly flexed. The trial in Fig.8(b) performed by subject B is called a 'belly flop'. Compared to Fig.7(d) , it can be seen that the trunk in Fig.8(b) was more horizontal and the splashes were larger.
Simulation results using identified fluid force coefficients
The animation images of the simulation (Subject A, normal) are shown in Fig.9 . The red lines emitting from the swimmer represent the point of application, direction and magnitude of the fluid force on the swimmer. It was found that significantly large fluid forces act at the shoulder and upper chest when t = 0.46 s. This is because of the additional fluid force at the water surface. Figure 10 shows the time histories of X and Z displacements (in the horizontal and vertical directions) of the shoulder and knee markers in the same trial. The X axis is defined as parallel to the water surface and where the swimming direction is negative. The Z axis is defined as perpendicular to the water surface and where the upward direction is positive. At the water surface, Z = 0. The moment of take-off is t = 0 s. Water entry begins around t = 0.33 s, and ends around t = 0.7 s. The experimental data are plotted as blue circles. Due to bubbles, marker coordinates from t = 0.42 to 0.87 s could not be obtained. From Figs.10(a) and (c), it is found that the horizontal velocity is almost constant above the water while it gradually decreases after the water entry. From Figs.10(b) and (d) , it is found that the downward velocity increases above the water because of gravity while it rapidly decreases after the water entry.
The simulation data using the identified fluid force coefficients are shown in red lines. It is found that simulated positions agree well with experiment. The values of identified fluid force coefficients were as follows: C n = 0.985, C t = 0.028, C a = 0.016, C ws = 0.0004 and q = 1.8. Note that the coefficient q was determined by simulation in which q was manually changed at an interval of 0.2 from 1.0 to 2.0 since the variation of q in the optimizing calculation often caused an instability of computation. In previous studies (11, 15, 16) , the values of C n = 1.08, C t = 0.036 and C a = 0.65 were used for the crawl and other strokes. The coefficients C n and C t in the present study are not so different from previous values. The coefficient C a becomes, however, significantly small. Further studies will be necessary in order to clarify the reason for this discrepancy.
In addition, simulation results without the additional fluid force at the water surface (C ws = 0) are shown in Fig.11 , with other fluid force coefficients the same as those shown above. It can be seen that the simulation results deviate significantly from the experimental ones. This indicates that the additional fluid force at the water surface cannot be neglected in the dive start. 
Validation of fluid force model
Simulated and experimental results in the case of intentionally bad form (bent leg) performed by subject A are shown in Fig.12 . The fluid force coefficients determined in the trial of subject A, normal were also used in this simulation. Even though the swimmer's posture was significantly different from that of the normal trial as shown in Fig.8(a) , the simulation results agree well with experimental ones. This suggests that the proposed fluid force model would be valid to reproduce the dive starts of various forms. This feature will be useful to optimize the dive start in future simulation studies.
The results of trials performed by subject B are shown in Fig.13 (normal) and 14 (belly flop). Compared to the trials performed by subject A, the discrepancy between the simulation and experiment becomes somewhat larger. The maximum error with respect to the X and Z displacements in Fig.13 and 14 was 0.22m, which was 13% of the swimmer's stature. This error could be, however, reduced to 6.7% by tuning the fluid force coefficients. The tuned fluid force coefficients were: C n = 0.9, C t = 0.0325, C a = 0.00016, C ws = 0.0006 and q = 1.8. This reduction of the error indicates that tuning the fluid force coefficients is effective to improve the accuracy of the simulation, and that the proposed model for the fluid forces will be valid for various swimmers. 
Necessity of the additional fluid force at the water surface
The necessity of the additional fluid force at the water surface was further examined. Without the additional fluid force (assuming C ws = 0), the other fluid force coefficients were identified using the same optimizing calculation. The simulation results using the identified coefficients are shown Fig.15 . It can be seen that the discrepancy between the simulation and experiment is larger than that in Fig.10 , especially in Fig.15(b) . In addition to this, the simulation results of intentionally bad form using the same coefficients are shown in Fig.16 . It is clearly shown that the discrepancy between the simulation and experiment is much larger than that in Fig.12 . These results indicate that the additional fluid force must be taken into account to simulate the dive start. 
Conclusion
The fluid force during dive starts in competitive swimming has been newly modeled, formulated and incorporated into the swimming human simulation model SWUM. In order to identify the fluid force coefficients in the model, dive starts by actual swimmers were filmed and were reproduced using simulation. Fluid force coefficients were determined so that the swimmers' movement in the simulation agreed with that of the experiment as much as possible. Using the identified fluid force coefficients, the simulations were able to reproduce other experimental trials. Findings are summarized as follows:
(1) The additional fluid force at the water surface can be modeled and formulated using the second derivative of total buoyancy for the swimmer.
(2) Simulation results of normal and 'intentionally bad form' trials for one subject agree well with experimental ones.
(3) For trials of the other subject, the discrepancy between the simulation and experiment becomes somewhat larger. This error can be reduced, however, by tuning the fluid force coefficients.
As a future task, it will be necessary to conduct experimental trials for more subjects in order to further examine the validity of the proposed model. Another task will be to clarify the reason for the discrepancy in the fluid force coefficient between stroke swimming and the dive start.
