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ABSTRACT 
 
Fabric pilling is a serious problem for the apparel industry. Resistance to pilling is normally 
tested by simulated accelerated wear and manual assessment of degree of pilling based on a 
visual comparison of the sample to a set of test images. A number of automated systems 
based on image analysis have been developed. The authors propose new methods of image 
analysis based on the two-dimensional wavelet transform to objectively measure the pilling 
intensity in sample images. Initial work employed the detail coefficients of the 
two-dimensional discrete wavelet transform (2DDWT) as a measure of the pilling intensity 
of woven/knitted fabrics.  
 
This method is shown to be robust to image translation and brightness variation. Using the 
approximation coefficients of the 2DDWT, the method is extended to non-woven pilling 
image sets. Wavelet texture analysis (WTA) combined with principal components analysis 
are shown to produce a richer texture description of pilling for analysis and classification.  
Finally, employing the two-dimensional dual-tree complex wavelet transform as the basis 
for the WTA feature vector is shown to produce good automated classification on a range of 
standard pilling image sets. 
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1. Introduction 
 
Pilling is the entangling of fibers during cleaning, 
testing or during wear that form balls or ‘pills’ 
which stand on the surface of a fabric. They are of 
such density that light will not pass through them 
(McIntyre & Daniels, 1995). 
 
Fabric pilling is a serious problem for the apparel 
industry, causing an unsightly appearance and 
premature wear (Ramgulam, et al., 1993). 
 
Resistance to pilling is normally tested by 
simulated accelerated wear, followed by a manual 
assessment of the degree of pilling based on a 
visual comparison of the sample to a set of test 
images (Abril, et al., 1998). 
 
To bring more objectivity into the pilling rating 
process, a number of automated systems based on 
image analysis have been developed (Abril, et al., 
1998; Sirikasemleert & Tao, 2000; Xu, 1997). 
 
Existing methods either employ expensive and 
complicated equipment (Ramgulam, et al., 1993; 
Sirikasemleert & Tao, 2000) and/or complex 
image processing algorithms that involve multiple 
stages (Abril, et al., 1998; Xu, 1997). 
 
A number of sources in the literature note the use 
of frequency domain image processing in textile 
applications (Xiaobo, et al., 2007), including 
pilling (Abril, et al., 1998; Campbell, et al., 1997; 
Xu, 1996). 
 
These sources describe variations in the use of the 
two-dimensional discrete Fourier transform 
(2DDFT) to separate periodic structures in the  
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image (the fabric weave/knit pattern) from 
non-periodic structures in the image (the pills). 
The 2DDFT can only provide gross summary 
spatial frequency information about the entire 
image. It cannot provide location information.  
Fabric defects, such as pills, are localized in nature 
and cannot be easily identified directly by the 
Fourier transform (Chan & Pang, 2000). 
 
For this reason, many of the existing techniques 
described in the literature employ a complex 
mixture of spatial domain and frequency domain 
processing stages to characterize image elements 
in both location and frequency. The authors 
propose new methods of frequency domain image 
analysis based on the two-dimensional wavelet 
transform to objectively measure the pilling 
intensity in sample images. This paper presents an 
overview of the development of this research. 
 
2. The 2DDWT Method 
 
2.1 The Wavelet Transform 
 
Detailed mathematical treatments of the wavelet 
transform are available elsewhere (Mallat, 1998), 
but in principle, the one-dimensional continuous 
wavelet transform (1DCWT) involves the 
comparison of a small waveform (wavelet: a 
time-limited waveform with special mathematical 
properties) with a section of the data under testing.  
 
The process produces a coefficient that represents 
the ‘match’ between the data and wavelet. The 
wavelet is translated by a small distance and the 
comparison is repeated; in this way, the 1DCWT 
provides characteristic information about the data 
that is localized in position.  
 
Then, the wavelet is dilated (scaled up) and the 
process is repeated over a range of scales. Each 
different scale produces characteristic information 
about the image localized in scale (which can be 
related to frequency). Rather than calculating the 
1DCWT at every possible scale and position, if we 
choose scales and positions based on powers of 
two, (and satisfy some additional mathematical 
criteria) we have the orthogonal form of the 
discrete wavelet transform (DWT). 
 
At each analysis scale, the DWT yields 
‘approximation’ coefficients that represent low 
frequency (high scale) components of the data / 
signal, as well as ‘detail’ coefficients that 
represent high frequency components of the signal. 
The approximation forms the input to the analysis 
for the next successive scale decomposition and 
the detail is a measure of the match between the 
signal and the wavelet at the current analysis 
scale.  
 
The multi-scale decomposition of the source data 
by iterative DWT analysis is known as 
‘multiresolution analysis’. The DWT can be 
extended into two dimensions for image analysis. 
Here, the analysis at each scale yields an 
approximation of the original image and three sets 
of details that represent the horizontal, vertical and 
diagonal details in the original image. This is the 
two dimensional discrete wavelet transform 
(2DDWT). 
 
When a fabric image is analyzed using the 
2DDWT, at each wavelet analysis scale, there will 
be a distribution of detail coefficients (distribution 
of oncD ; where n is the analysis scale and o is the 
orientation – horizontal, vertical or diagonal). We 
propose that for a 2DDWT analysis of unpilled 
fabric images, where the wavelet scale is close to 
the fabric inter-yarn pitch, the distribution of oncD  
will have a relatively small standard deviation 
( onSDcD ), and as the amount of pilling increases, o
nSDcD  will increase as the pills introduce 
variations into the image that disrupt the 
underlying pattern of the fabric structure (Palmer 
& Wang, 2003). 
 
It is further proposed that it will be possible to 
apply this image analysis method to a set of 
reference fabric pilling samples to develop a 
calibrated characteristic curve that relates pilling 
intensity to onSDcD . In this way, it is possible to 
perform an evaluation of pilling intensity that is 
analogous to the visual comparison method, but 
once calibrated for a given fabric type and test 
environment, will yield an objective measure 
without human interpretation. 
 
2.2  Evaluating the 2DDWT Method 
 
To evaluate the proposed method of pilling 
analysis, a series of standard pilling evaluation test 
images were subjected to 2DDWT analysis and 
the standard deviation of the horizontal detail 
coefficients ( hnSDcD ) at the first five scales of 
analysis were recorded. The standard pilling test 
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series used was the 1840 double jersey series from 
James H. Heal & Company Limited.  This series 
contains five images. The supplier rated pilling 
intensities are 5 (un-pilled) to 1 (heavy pilling). 
Figure 1 shows the pilling intensity 1 (heavy 
pilling) image. 
 
 
Fig. 1. Piling intensity 1 image from James H. 
Heal & Co. Ltd. 1840 double jersey series 
 
There exists a large number of possible wavelets 
with varying mathematical properties that make 
them suited to particular analysis applications 
(Hubbard, 1996).  
 
There are no clear rules for selecting the ‘best’ 
wavelet for a particular analysis application 
(Hubbard, 1996; Percival & Walden, 2000). 
 
Shape similarity between the wavelet function and 
the features in the data to be analyzed is one of the 
selection criteria noted in the literature (Farge, 
1992). 
 
The simplest wavelet is the Haar wavelet 
(Aboufadel & Schlicker, 1999), which has the 
general appearance of a square wave, and it is 
suggested as an analysis basis for data with ‘jump’ 
or ‘step’ features (Torrence & Compo, 1998), as 
would be expected to be found in the image data 
from the repeating pattern of a fabric. Analysis 
using the Haar wavelet is also computationally 
simpler than many other wavelets (Percival & 
Walden, 2000). 
 
On these bases, the Haar wavelet was chosen for 
the initial analysis trials presented below. The 
wavelet analysis was performed using the Matlab 
Wavelet Toolbox (The MathWorks Inc., 2004b). 
 
Initial trials examined the horizontal detail 
coefficients ( hncD ), as the image properties in the 
horizontal direction are representative of the entire 
image. For the 1840 double jersey series, the 
horizontal fabric structure pattern was found to 
repeat approximately every 8 pixels. Figure 2 
presents hnSDcD  from the 2DDWT analysis of 
the 1840 test image series for the first five analysis 
scales of decomposition.  
 
It can be seen that the scales 3, 4 and 5 analyses 
produced a monotonic, but non-linear increase in 
h
nSDcD  with increasing pilling intensity. The 
results for the test image series presented here 
suggest that analysis scales related to integer 
multiples of the fabric inter-yarn pitch yield the 
best discrimination between pilling levels. 
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Fig. 2. hnSDcD  versus standard test image pill 
intensity rating for analysis levels 1 to 5 
(i to v) 
 
2.3  Optimal Analysis Scale Selection 
 
While the absolute size of the range of onSDcD  is 
important, in the context of ranking subject images 
against a standard set, the ability to discriminate 
between the successive pilling intensities 
represented by successive test images is also 
important. If a calibration curve that is derived 
from a particular analysis scale has a large range 
between the extremes of pilling, but a small range 
between one or more of the adjacent pilling ratings, 
then it will make it difficult to accurately 
discriminate subject images near that level of 
pilling. 
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So, uniformity of all the ranges of onSDcD  
between adjacent levels of pilling (i.e., onSDcD  
for pilling level 1 – onSDcD  for pilling level 2) is 
also a desirable factor to look for. For a given set 
of reference pilling test images, at a given analysis 
scale ‘n’, we propose a discrimination factor that 
is given by: 
 
Range
Step
Step
max
min   ×  (1) 
 
where Stepmin is the minimum range of onSDcD  
between two adjacent levels of pilling, Stepmax is 
the maximum range of onSDcD  between two 
adjacent levels of pilling, and Range is the total 
range of onSDcD  for the set of test images (i.e., o
nSDcD  for pilling level 1 – 
o
nSDcD  for pilling 
level 5); where onSDcD  for each test image at the 
given scale ‘n’ increases monotonically with 
increasing intensity of pilling. 
 
A heuristic technique of analyzing sample data 
with a range of candidate wavelets and applying 
selection criteria to identify the optimal analysis 
wavelet is described in the literature (Czarkowski 
& Domijan, 1998; Percival & Walden, 2000). 
 
We propose a heuristic procedure to identify an 
optimal analysis wavelet and complementary 
analysis scale for a given set of reference pilling 
test images based on trials of candidate wavelets 
and analysis scales to identify the conditions that 
produced the maximum discrimination factor 
using Equation (1). 
 
Experimental trials with a range of wavelet 
families suggests that, generally, only when the 
analysis scale closely matches the fabric inter-yarn 
pitch, will a monotonically increasing range in 
h
nSDcD  be produced, and hence, will the method 
be useful for automated classification of pilling 
intensity.  The exception observed is the Haar 
wavelet, which produced a monotonically 
increasing range in hnSDcD  not only when the 
analysis scale closely matched the fabric 
inter-yarn pitch, but also at analysis scales 
immediately adjacent. 
 
The analysis wavelet with the largest 
discrimination factor for the 1840 double jersey 
test image series used in this trial was the Reverse 
Biorthogonal wavelet order 2.4, with a 
discrimination factor of 12.45.  
 
Interestingly, this was followed closely by the 
Haar wavelet at analysis scale 4, with a 
discrimination factor of 9.62. The complete trial 
results may be found in Palmer and Wang (2003).  
 
This suggests that, in the absence of identifying an 
optimal analysis wavelet by the heuristic 
methodology described, the Haar wavelet may be 
an acceptable default choice that provides 
reasonable discrimination performance, due to its 
square wave form having a general similarity to 
the repetitive structure found in the data from 
fabric images. 
 
A trial was conducted to test the relationship 
between wavelet analysis scales related to integer 
multiples of the fabric inter-yarn pitch and the best 
discrimination factor (Palmer et al., 2005). 
 
A high resolution scan was taken of the 1840 
double jersey standard pilling test series from 
James H. Heal & Company Limited. This original 
image was designated as ‘100%’ size.  Using the 
Matlab software package (The MathWorks Inc., 
2004a), scaled images were produced such that for 
each of the five original pilling standard images, a 
series of 20 images were produced from 100 
percent to 5 percent of the original image size, in 5 
percent increments.  
 
Using the Matlab Wavelet Toolbox (The 
MathWorks Inc., 2004b), at each of the 20 image 
size points (5 to 100 percent), and using the Haar 
wavelet, the standard deviation of the horizontal 
detail coefficients ( hnSDcD ) for each of the 5 
levels of pilling intensity were computed for 9 
levels (scales) of wavelet multiresolution analysis. 
 
At each analysis scale, observation was 
undertaken to identify any instances of 
monotonically increasing hnSDcD  with increase 
in pilling intensity. Where such occurrences were 
found, the discrimination factor in accordance to 
Equation 1 was computed. Figure 3 shows the 
discrimination factors obtained for all analysis 
scales that produced a feasible analysis basis for 
all image size points. 
  
RJTA Vol. 13 No. 1 2009 
 
15 
1 3 5 70
20
40
60
80
100
0
10
20
30
40
Discrimination
factor
Analysis 
scale
Image size (%)
 
Fig. 3. Discrimination factors obtained for all 
analysis scales producing a feasible 
analysis basis for all image sizes - 1840 
double jersey series 
 
It was observed that the original ‘100%’ images 
produced feasible analysis bases at scales 5, 6 and 
7, with the maximum discrimination factor at scale 
6. Feasible bases for analysis were observed at 
single scales for image sizes of 95, 90 and 85 
percent. It was observed that the 50 percent 
images produced feasible analysis bases at scales 
4, 5 and 6 with the maximum discrimination factor 
at scale 5.  
 
Feasible bases for analysis were observed at single 
scales for image sizes of 55 and 45 percent. It was 
observed that the 25 percent images produced 
feasible analysis bases at scales 3, 4 and 5 with the 
maximum discrimination factor at scale 4. The 
sizing of the original ‘100%’ image was devised 
such that the image inter-yarn pitch was 
approximately 32 pixels.  
 
Hence, we would expect the best analysis basis for 
the 100 percent image to occur at scale 6, as 
observed. Other feasible analysis bases were 
observed adjacent to the maximum discrimination 
factor, both as adjacent scales in the 100 percent 
image size and as single feasible basis in image 
sizes close to the 100 percent image size. 
 
When the linear dimensions of the original image 
were reduced by half, the 50 percent image size 
was obtained. Here, the visible inter-yarn pitch 
was reduced to approximately 16 pixels. Hence, 
we would expect the best analysis basis for the 50 
percent image to occur at scale 5, as observed. 
Again, other feasible bases were observed around 
the maximum discrimination factor in the 50 
percent image size.  
 
When the linear dimensions of the original image 
were reduced to one quarter, the 25 percent image 
size was obtained. Here, the visible inter-yarn 
pitch was reduced to approximately 8 pixels. 
Hence, we would expect the best analysis basis for 
the 25 percent image to occur at scale 4, as 
observed. Here, other feasible analysis bases were 
observed at adjacent scales for the 25 percent 
image size, but not at nearby image sizes. 
 
These observations support the proposition that 
the best discrimination factor will be obtained 
when the visible inter-yarn pitch in the image 
approximates the analysis scale resolution in 
pixels. This can be observed in the way that the 
best analysis basis is found at the next lower 
analysis scale each time the size of the image (and 
hence the inter-yarn pitch) is halved. To further 
investigate the relationship between the analysis 
method and the inter-yarn pitch, the ‘100%’ image 
was used to produce a ‘12.5%’ image (i.e., half the 
size of the 25 percent image size).  
 
When analyzed, again, the best analysis basis was 
observed at a scale one lower than for the 25 
percent image size, and other feasible, but 
non-optimal, analysis bases were observed at 
adjacent analysis scales. In Figure 3, the data for 
the ‘12.5%’ image is included and the data for ‘the 
power of two’ images sizes where the maximum 
discrimination factors are located are shaded 
darkly, and the remaining isolated feasible 
analysis bases are shaded lightly. This work 
highlights the presence of feasible analysis bases 
at multiple scales within the image.  
 
While the analysis method described here seeks a 
single optimum wavelet scale basis on which to 
simply discriminate between pilling intensities, the 
presence of feasible analysis bases at multiple 
scales suggests the possibility of more 
sophisticated analysis that might combine wavelet 
data from multiple scales, such as wavelet texture 
analysis (Bharati & MacGregor, 2004). 
 
2.4  Robustness of the 2DDWT Method 
 
To evaluate the robustness of the analysis method 
to horizontal and/or vertical translations, the 1840 
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double jersey standard pilling test series from 
James H. Heal & Company Limited was used. 
From each of the five ‘base’ images of the pilling 
test series, a set of eight variations simulating 
small horizontal and/or vertical translations were 
created by cropping approximately 4 percent of 
the image from either a single side, or from two 
adjacent sides of the image (Palmer & Wang, 
2004). 
 
Viewed in succession, each set of eight images 
shows the base image undergoing a sequence of 
horizontal, vertical or diagonal translations. The 
fabric/pilling features in the sequence of eight 
images are similar, but not identical. For each of 
the 40 images thus created, the standard deviation 
of the distribution of the horizontal details 
coefficients ( hnSDcD ) at various analysis scales, 
based on analysis using the Haar wavelet, was 
computed using the Matlab Wavelet Toolbox (The 
MathWorks Inc., 2004b). 
 
For each of the five pilling intensities, the mean 
and standard deviation of hnSDcD  were 
computed for the set of eight translation images. 
Using the mean value for hnSDcD  in the heuristic 
method described previously, the optimum 
analysis scale was found to be scale 5. Assuming 
that the distribution of hSDcD5  from the 
translation set is approximately Gaussian, then we 
can compute a confidence interval based on a 
small sample for the mean value of hSDcD5  
using the ‘one-sample t test’ (Rasmussen, 1992). 
 
Figure 4 presents the mean values and 90 percent 
confidence intervals of hSDcD5  for each of the 
five pilling intensity levels, based on the eight 
translation images created for each pilling 
intensity level.  The results obtained suggest that 
the method is relatively robust to small 
translations of the image under analysis (Palmer & 
Wang, 2004). 
 
This would be expected, as neither the orientation 
of the underlying pattern of the fabric structure nor 
the bulk of the pilling details are altered. 
 
275
295
315
335
355
5 4 3 2 1
Test image pilling intensity rating  
Fig. 4. Mean values and 90% confidence intervals 
of hSDcD5  from translation image sets 
from 1840 series 
 
To evaluate the robustness of the analysis method 
to variations in brightness, the level 1 pilling 
intensity (maximum) 1840 double jersey standard 
pilling test image from James H. Heal & Company 
Limited was used. From this image, a series of 
images with varying brightness were created.  
 
Using the base image at brightness ‘50’, images 
were created with varying brightness in the range 
20 to 90 in increments of 10.  For each of the 
eight test images with varying brightness, hnSDcD  
at analysis scales 1 to 6, based on analysis using 
the Haar wavelet, was computed using the Matlab 
mathematical analysis software package (The 
MathWorks Inc., 2004a). 
 
Figure 5 presents the values for hnSDcD  at 
analysis scales 1 to 6 for each of the brightness 
levels 20 to 90. It can be seen that the hnSDcD  
values obtained are constant over a wide range of 
brightness; the results obtained for images with 
brightness of 40, 50, 60 and 70 are identical within 
0.02 percent at all analysis levels. 
 
Variations in hnSDcD  with image brightness only 
became apparent where the adjustment to the 
image brightness caused the original brightness 
histogram to become non-linearly compressed into 
extreme pixel values due to the large brightness 
offset employed. Variations in image brightness 
that cause only a translation of the brightness  
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histogram have virtually no effect on the value of 
h
nSDcD  obtained. The results obtained suggest 
that the method is relatively robust to variations in 
the brightness of the image under analysis (Palmer 
& Wang, 2004).  
 
This would be expected as changes in image 
brightness level affect the entire image in the form 
of an offset of the image pixel data, which is a low 
spatial frequency effect that principally impacts on 
the wavelet approximation coefficients (which 
represent lower spatial frequency components in 
the image) and not the detail coefficients (which 
represent higher spatial frequency components in 
the image) employed in the analysis method. 
 
0
50
100
150
200
250
20 30 40 50 60 70 80 90
Image brightness level
1
2
3
4
5
6
 
Fig. 5. hnSDcD  for varying image brightness at 
analysis scales 1 to 6 – 1840 double 
jersey pilling level 1 
 
A similar trial was conducted to evaluate the 
robustness of the analysis method to variations in 
image rotation. The results obtained (Palmer & 
Wang, 2004) suggest that the method is sensitive 
to rotation of the image under testing and 
consistent alignment of sample images being 
analyzed would be a prerequisite for achieving 
successful results. 
 
This would be expected as image rotation changes 
the alignment of the fabric weave/knit, and hence, 
the effective fabric inter-yarn pitch in any given 
direction. Hence, it would impact on the degree of 
match between the image data and the analysis 
wavelet, yielding variations in the wavelet details 
coefficients and hnSDcD . Image rotation may also 
change the pilling features in the area of the image 
under analysis and hence, cause further variations 
in hnSDcD .  
 
A similar trial was conducted to evaluate the 
robustness of the analysis method to variations in 
image dilation.  The results obtained (Palmer & 
Wang, 2004) suggest that the method is sensitive 
to dilation of the image under test and consistent 
magnification and distance to imaging system of 
sample images being analyzed would be a 
prerequisite for achieving successful results.  
 
This would be expected as image dilation changes 
the apparent fabric inter-yarn pitch. Hence, it 
would impact on the degree of match between the 
image data and the analysis wavelet, yielding 
variations in the wavelet details coefficients and 
h
nSDcD .  Image dilation may also change the 
pilling features in the area of the image under 
analysis, and hence, cause further variations in 
h
nSDcD . 
 
2.5  Application to Nonwoven Fabrics 
 
Pilling has been a serious problem for the apparel 
industry, which has traditionally been dominated 
by knitted and woven fabrics. The rapid 
development of nonwoven apparels in recent years 
has added a new dimension to the perennial 
problem of fabric pilling, and only limited 
fundamental research has been carried out on the 
pilling of nonwoven fibrous materials. The 
2DDWT process produces two complementary 
analysis components; detail coefficients and 
approximation coefficients.  
 
The detail coefficients represent the high spatial 
frequency components of the image and are the 
basis used previously to characterize the impact of 
pilling on the periodic structure present in knitted 
and woven fabrics. For nonwoven fabrics, the 
authors propose that the random / aperiodic 
structure of the fabric can be characterized by the 
wavelet approximation coefficients, which 
represent the low spatial frequency components of 
the image.  
 
The authors propose that there will be a wavelet 
analysis scale that will distinguish between the 
underlying random nonwoven structure and the 
presence of larger pill structures on the fabric 
sample and that the distribution of wavelet 
approximation coefficients at that analysis scale 
will provide a quantitative measure of pilling 
intensity. To evaluate the proposed method of 
pilling analysis for nonwoven fabrics, it was 
applied to the Woolmark ‘SM50 Blanket’ set of 
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standard pilling images; the only set of 
international standard test images based on 
nonwoven fabric (in this case, wool). This image 
set provides four representative samples for each 
of the five levels of pilling intensity. Figure 6 
shows one of the representative samples for three 
of the five standard pilling evaluation test images, 
including the supplier rated intensity of pilling (5 
= un-pilled, 3 = moderately pilled, 1 = heavily 
pilled). 
 
5 3
1
 
Fig. 6. Representative samples of The Woolmark 
Corporation ‘SM50 Blanket’ pilling test 
images with supplier rated pilling intensity 
 
While the authors’ previous work with image 
analysis of knitted fabrics based on wavelet detail 
coefficients has been shown to be robust to 
variations in image brightness, there are many 
image processing applications that are sensitive to 
image brightness variations. Here, we propose 
using the wavelet approximation coefficients as 
the basis for analysis (Palmer & Wang, 2007).  
 
However, as the approximation coefficients 
represent low frequency information in the image, 
they will be sensitive to variations in image 
brightness (Mandal et al., 1999).  
 
Image pixel value histogram equalization is a 
useful method for putting images in a consistent 
format prior to comparison and reported in 
wavelet applications (Mojsilovic et al., 1997).  
 
The 20 images were pixel value histogram 
equalized.  For each of these 20 standard images, 
4 additional images were synthesized by cropping 
one edge of the standard image by approximately 
15 percent; producing 100 images in total; 20 for 
each pilling intensity. For each of the 100 images, 
the standard deviation of the distribution of the 
approximation coefficients (SDcAn) at various 
analysis scales, based on analysis using the Haar 
wavelet, was computed using the Matlab Wavelet 
Toolbox (The MathWorks Inc., 2004b).  
 
Using the mean value of SDcAn obtained for the 
20 test images at each level of pilling intensity, it 
was found that 2DDWT analysis at scale 5 
produced a monotonic relationship between pilling 
intensity and SDcA5. Figure 7 presents the mean 
value and 90 percent confidence intervals for 
SDcA5 (standard deviation of the distribution of 
wavelet approximation coefficients for level 5 
analysis) for each pilling intensity. It is proposed 
that it is possible to apply this image analysis 
method to a set of reference fabric pilling samples 
to develop a calibrated characteristic curve that 
relates pilling intensity to SDcAn obtained by 
analysis of a fabric test sample. 
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Fig. 7. Mean of level 5 wavelet approximation 
coefficients and 90 % confidence 
intervals for SM50 Blanket images 
 
In this way, it is possible to perform an evaluation 
of pilling intensity that is analogous to the visual 
comparison method, but once calibrated for a 
given nonwoven fabric type and test environment, 
will yield an objective measure without human 
interpretation. 
 
3. The Wavelet Texture Analysis Method 
 
The analysis methods described so far are based 
on identifying a single wavelet analysis scale and 
orientation as the basis for pilling classification. 
Figure 3 provides evidence to suggest that pilling 
RJTA Vol. 13 No. 1 2009 
 
19 
information may be present at multiple wavelet 
analysis scales. Here, we propose a new method 
based on wavelet texture analysis (WTA) to 
objectively classify fabric pilling intensity (Zhang 
et al., 2007a). 
 
The new method creates a complex texture feature 
vector based on the wavelet detail coefficients 
from all decomposition levels and horizontal, 
vertical and diagonal orientations, permitting a 
richer representation of pilling texture in the 
image to be used as a basis for classification. 
Multiscale wavelet transform methods of textural 
feature extraction are called WTA and have been 
used to characterize texture and treat the problem 
of texture segmentation and classification 
(Shaikhzadeh Najar et al., 2004; Bharati & 
MacGregor, 2004; Unser, 1995).  
 
The basic idea of WTA is to generate textural 
features from wavelet detail coefficients at each 
scale. The approximation coefficients usually 
represent the lighting or illumination variation and 
hence, generally not included as a textural feature. 
The normalized energy of the wavelet detail 
coefficients is defined as: 
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NM
N
n
k
j
M
m
jk cDE ,,,1,1
1
2
1
=≤≤−⎟⎠
⎞⎜⎝
⎛
×= ∑∑ ==
 
(2)
 
 
where j is the wavelet analysis scale/level, J is the 
maximum analysis scale, k is the wavelet detail 
coefficient set orientation (horizontal, vertical or 
diagonal), and M×N is the size of the coefficient 
set. Therefore, with the appropriate wavelet and 
decomposition scale, it is possible to separate the 
fabric texture, fuzz, pills and background intensity 
variation into independent coefficient sets by the 
2DDWT.  
 
Then, the wavelet energy signature Ejk, which 
characterizes the distribution of the fabric texture, 
fuzz, pills and background intensity variation 
along the scale axis over three orientations, can be 
used in multivariate analysis to classify the 
observations. Principal components analysis 
transforms a set of correlated variables into a 
smaller set of uncorrelated variables called 
principal components.  
 
Then, the principal components are used as new 
observation variables for each pilling image. The 
principal component scores are used as 
observation vectors in discriminant analysis (DA) 
to classify the pilling images.  DA is a 
conventional probabilistic classifier that allocates 
each observation to the class with which it has the 
highest posterior probability of membership. 
 
To evaluate the new method, woven (Woolmark 
SM50 Plain), knitted (Woolmark SM54 
Lambswool) and non-woven (Woolmark SM50 
Blanket) pilling test images were used. The 
Woolmark SM 50 Blanket and Plain pilling test 
image sets provide four samples for each pilling 
level. The Woolmark SM 54 Lambswool pilling 
test image set has only one image for each pilling 
level. We cut the standard image of this set into 
four samples without over-lapping (It is assumed 
that the distribution of pills is random).  
 
For each of the three sets of standard pilling 
images, each image was decomposed to 7 scales 
and 21 (7 by 3 orientations: horizontal, vertical 
and diagonal) detail coefficient sets using the 
coif1 wavelet. The coif wavelet family was chosen 
for the analysis because of its orthogonal 
construction and shape similarity to the data in the 
fabric images, and the coif1 wavelet was selected 
for its compact support width, allowing the 
maximum number of levels of decomposition.  
 
The normalized energy of each detail coefficient 
set becomes an element of the texture feature 
vector. There are four images of each of the five 
pilling intensities, so there are 20 texture feature 
vectors, each containing 21 elements for each set 
of pilling test images. Each coefficient set is the 
measurement of image gray value variations at 
that scale, i.e., the edges of pills are distributed 
amongst all of the detail coefficient sets, so each 
element of the feature vector is equally important. 
The variance of each element is not comparable, 
so the raw data is standardized by dividing each 
element by its standard deviation. 
 
Using PCA, the principal components of the 
texture feature vector are determined. Since PCA 
is based on the standardized data and correlation 
matrix, components whose eigenvalue (variance of 
the standardized data explained by that component) 
is greater than 1 are selected as principal 
components. The total variance will be equal to 
the number of elements of standardized data, 
hence, in this case, the sum of all the eigenvalues 
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will be 21. For example, for the Woolmark SM50 
Plain image set, as shown in Figure 8, the first five 
principal components account for about 90% of 
the variation of the original variables. 
 
 
Fig. 8. Principal components of the wavelet 
energy signature of SM50 Plain image 
set 
 
The PCA scores of all the 20 images are used as 
observation vectors for DA. Classification was 
performed first with all 4 samples used as the 
training set, where it was found that all 20 images 
for all three pilling image sets were successfully 
classified into their appropriate pilling intensity.  
 
Then, 3 of the 4 samples were used as the training 
set, with the remaining one used as the 
observation sample. Table 1 shows the 
classification results obtained; each of the four 
sample sets included pilling intensities 1 through 5. 
Studies have shown that the accuracy of DA 
classification improves with training set size, so it 
is likely that a larger training set would produce 
even better results. 
 
 
 
 
Table 1. Pilling intensity classification using 3 of 4 samples as training group 
Sample Type Training Set Samples  
Training 
Mis- 
classification 
Error Ratio 
Samples 
Classification 
Result 
Woolmark  
SM50 
Blanket 
Remaining 
3 
[1 5  9  13 17] 
[2 6 10 14 18] 
[3 7 11 15 19] 
[4 8 12 16 20] 
0 
0 
0 
0.0667 
[1 2 3 4 4] 
[1 2 3 5 5] 
[1 2 3 4 4] 
[1 2 3 4 5] 
Woolmark  
SM54 
Lambswool 
Remaining 
3 
[1 5  9  13 17] 
[2 6 10 14 18] 
[3 7 11 15 19] 
[4 8 12 16 20] 
0 
0 
0 
0 
[1 2 3 4 5] 
[1 2 3 4 5] 
[1 2 3 4 5] 
[2 2 3 2 5] 
Woolmark  
SM50 
Plain 
Remaining 
3 
[1 5  9  13 17] 
[2 6 10 14 18] 
[3 7 11 15 19] 
[4 8 12 16 20] 
0 
0 
0 
0.0667 
[1 3 4 4 5] 
[1 2 2 4 4] 
[3 2 2 3 5] 
[1 3 3 4 4] 
 
4. The 2DDTCWT Method 
 
In previous work, we used the multi-resolution 
and directionality of the 2DDWT to characterize 
and classify the visual texture information present 
in pilling test images. The limitation of the 
2DDWT is that it has relatively limited directional 
selectivity, clearly isolating image features only in 
the horizontal, vertical and diagonal orientations. 
For the purposes of texture classification, an 
improvement over the 2DDWT is offered by the 
2D dual-tree complex wavelet transform 
(DTCWT). The 2DDTCWT yields nearly perfect 
reconstruction, has an approximate analytic 
wavelet basis and directional selectiveness (±15º, 
±45º, ±75º) in two dimensions (Selesnick et al., 
2005).  
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Figure 9 demonstrates the performance of the 
2DDTCWT by contrasting the results obtained 
from reconstructing an image based on the scale 4 
detail coefficients only, compared to the 2DDWT 
using two different wavelet basis families. 
 
 
Fig. 9. Reconstructed scale 4 detail images (1) 
2DDWT with wavelet DB1; (2) 2DDWT 
with wavelet COIF5; (3) 2DDTCWT with 
length 10 filters; (4) original image 
 
To evaluate the 2DDTCWT method, the same 
three Woolmark pilling test image sets were used. 
Following the decomposition of each image into 
detail and approximation coefficients, the detail 
coefficients at each scale were reconstructed to 
form a sub-image containing the features, at that 
scale, of the original image.  
 
Inspection showed that the pilling texture details 
were concentrated at scales 5 and 6.  The energy 
(according to Equation 2) of the detail coefficients 
in six orientations at scales 5 and 6 was used as 
the components of the pilling texture feature 
vector. As before, PCA and DA were then 
employed (Zhang et al., 2007b). 
 
Figure 10 is the plot of the first two principal 
component scores of the SM50 Plain pilling test 
image set. It shows clear separation among the 
five pilling intensity groups and a progressive 
trend between the no pilling (grade 5) and the 
most severe pilling (grade 1). These first two 
principal components were found to account for 
92% of the variation in the original variables; this 
is a significant improvement over the previous 
analysis using the 2DDWT where five 
components were required to account for 90% of 
the variation. As before, the PCA scores of all the 
20 images are used as observation vectors for DA. 
Classification was performed first with all 4 
samples used as the training set, where it was 
found that all 20 images for all three pilling image 
sets are successfully classified into their 
appropriate pilling intensity.  
 
Then, 3 of the 4 samples were used as the training 
set, with the remaining one used as the 
observation sample. With the 2DDTCWT as the 
basis for the texture feature vector, only one 
observation for the SM50 Blanket set was 
misclassified, only two observations for the SM54 
Lambswool set were misclassified, and no 
observations for the SM50 Plan set were 
misclassified.  
 
All misclassifications went to immediately 
adjacent pilling grades, and visual inspection 
showed that differences between pilling grades for 
the images in question are very difficult to discern. 
The high visual fidelity of the reconstructed 
sub-images obtained using the 2DDTCWT 
method allows the analysis scales that capture the 
pilling texture information to be isolated / 
identified.  
 
 
Fig. 10. Plot of principal component score 1 
versus 2 of SM50 Plain pilling image 
set 
 
Then, because only the texture information from 
these scales is used as the basis for automatic 
classification, the influence of high frequency 
noise, fabric base texture and background 
illumination variance is eliminated, improving 
classification results significantly. 
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5. Conclusion 
 
We presented an overview of our work to date on 
frequency domain analysis techniques based on 
the 2DDWT, which is applied to objectively 
measure the pilling intensity in sample images. 
Initial work focused on the use of the detail 
coefficients of the 2DDWT as a measure of the 
pilling intensity of woven/knitted fabrics. This 
method is shown to be robust to image translation 
and brightness variation. 
 
Using the approximation coefficients of the 
2DDWT, the method is extended to nonwoven 
standard pilling image sets.  WTA combined with 
principal components analysis is shown to produce 
a richer texture description of pilling for analysis 
and classification.  
 
Finally, employing the 2DDTCWT as the basis for 
the WTA feature vector is shown to produce good 
automated classification on a range of standard 
pilling image sets. The trials presented in sections 
3 and 4 are based on standard pilling test image 
sets, hence, necessarily limited in the number of 
test images employed.  
 
Forthcoming work will show the extension of 
linear discriminant analysis to non-linear 
evaluation, based on the multi-layer perceptron 
neural network. This method is robust to 
variations in image brightness and contrast, and 
image rotation. When trained using a large 
database (>200 samples) of real knitted fabric 
specimens previously classified for pilling 
intensity by expert raters, the system performs 
well at accurately classifying arbitrary fabric 
samples. 
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