Improved one-dimensional (1D) models-compared to previous work by the authorsare proposed which are able to predict the velocity, length, and position of the liquid column in the rapid emptying and filling of a pipeline. The models include driving pressure and gravity, skin friction and local drag, and holdup at the tail and gas intrusion at the front of the liquid column. Analytical and numerical results are validated against each other, and against experimental data from a large-scale laboratory setup.
Introduction
Long liquid slugs traveling in pipelines and separated by gas pockets involve a risk that needs to be assessed. These slugs inevitably occur in pipe emptying and filling operations. In pipe emptying an initially very long slug finally becomes very short, and in pipe filling it is vice versa. Short slugs may accelerate to high velocities and impose serious impact forces on the pipe system when hitting obstacles like bends and valves. The impact force is proportional to the square of the slug's speed, and the impact duration is proportional to the slug's length and inversely proportional to its speed [1] . Damage typically happens to pipe anchors and hydraulic machinery. A good prediction of slug speeds and slug lengths is essential in risk and postaccident analyses.
Previous work on the subject has been reviewed in Refs. [2] [3] [4] . The current improvement in one-dimensionally modeling pipe emptying and filling [5] is that liquid holdup and gas intrusion [6] are included, and that therefore the velocity of the liquid column is not taken uniform in the flow direction, because front and tail move at different speeds. The three governing equations for velocity, length, and position are coupled and strongly nonlinear, yet a range of analytical solutions is derived. The obtained analytical and numerical solutions are compared with laboratory measurements [3, 4] .
Pipe-Emptying Model and Solution
Consider the schematized liquid-column (indicated as slug) moving at speed v in a straight pipe as sketched in Fig. 1 . The outflow is at constant position x 1 and the planar tail is at changing position x 2 . The pressure is P 1 at the outflow and P 2 (>P 1 ) at the tail. The slug has mass m, length L, and constant density q related by
The moving liquid-column loses mass at a rate proportional to the distance traveled and leaves behind a liquid layer-the holdupoccupying a constant fraction b A of the pipe cross-sectional area A, with 0 b < 1. The slug length L ¼ x 1 À x 2 decreases from pipe length x L to zero (theoretically).
Conservation of Mass. The mass balance for the shortening rigid-column is ( Fig. 1) d dt
which directly leads to
where
The slug length is
LðtÞ ¼ x 1 À x 2 ðtÞ ¼ L 0 À ðx 2 ðtÞ À x 2 ðt 0 ÞÞ
with the constant L 0 :¼ x 1 À x 2 ðt 0 Þ. 
where v hu ðtÞ is the velocity of the holdup directly behind the tail, g is the acceleration due to gravity, h is the angle of the pipe's downward inclination, f is the (skin) friction factor according to Darcy-Weisbach, and the last term represents resistance (drag) at the exit (at x 1 ) with loss coefficient K. The unknown force F hu creating the holdup is ignored. For the sake of simplicity, and because it is an unknown factor, v hu ðtÞ is taken zero herein, i.e., the holdup sticks to the pipe wall. Applying Leibniz's rule results (with v hu 0) in
Rearranging gives [using Eq.
The three integrals are evaluated in the Appendix. In terms of v 2 and L, the governing equation becomes (using Eqs.
where z is the elevation of the pipeline. Note: The first term on the right represents a self-propelling mechanism, because the control volume (CV) loses mass at its tail. It is consistent with the corresponding term in Eq. (28) for pipe filling, but with the essential difference that the CV taken to model pipe filling does not lose mass.
The linearly distributed pressure in the rigid liquid column (x > x 2 (t)) and in the driving gas (x < x 2 (t)) are given by Pðx; tÞ ¼
Analytical Solution. An analytical solution can be derived for v 2 when both the pressure difference P 2 À P 1 > 0 and the pipe slope h > 0 are constant (h < 0 is also allowed as long as the flow does not reverse). Equation (5) is used to eliminate v 2 from Eq. (9), so that
, and note that
The following linear first-order ordinary differential equation
The solution for the initial condition v 2 ðt 0 Þ ¼ 0 or wðL 0 Þ ¼ 0 is obtained after multiplying Eq. (13) with the integrating factor 031301-2 / Vol. 138, JUNE 2016
Transactions of the ASME C is the upper incomplete gamma function. If c þ 1 < 0 integrations by parts are needed to obtain a valid analytical solution. The slug length L is replaced by L 0 À L pipe , according to Eq. (4), where L pipe :¼ x 2 ðtÞ À x 2 ðt 0 Þ is the distance traveled by the tail of the liquid column. This notation is adapted from Ref. [1] . The symbolic formula for v 2 (instead of w 2 ) as function of L pipe follows then directly from Eqs. (5) and (14) . The special-or limiting-case f ¼ 0 gives the solution
For the case b ¼ 0 and K ¼ 0 (and hence c ¼ 0) the solution is
where C 2 :¼ f =2 D and the difference of exponential integrals Ei in the first term is herein calculated numerically according to
Numerical Solution. Numerical integration is required when the pressure difference P 2 À P 1 is not constant but given by measured or calculated (using gas dynamics) values. It is also required when the pipe slope h is not constant. The governing Equations (9) and (5) and dx 2 =dt ð ÞtÞ ¼ v 2 ðtÞ ð can be casted in the standard form
The explicit Euler method is used herein to solve Eq. (18), but any suitable numerical integration scheme can do the job.
Pipe-Emptying Validation
Test Problem. The experimental setup described in Ref.
[3]-a pipeline filled with water and connected to a tank with compressed air-is used as test problem for pipe emptying. Fig. 2 . The upstream boundary is a check valve that separates water and air (V7 in Ref. [4] ) and the downstream boundary is a control valve (V4 in Ref. [4] ). A second downstream valve (V5 in Ref. [4] ) discharging to the open atmosphere, and located 0.6 m below V4, is initially closed (see Fig. 3 ). Compressed air from an upstream tank keeps the water column pressurized. It is assumed-but this could not be verified directly-that water occupies the pipeline up to the check valve at x ¼ À43.1 m. Rapid opening of valve V5 at t 0 ¼ 0 initiated the draining. This caused an acoustic decompression wave (waterhammer) which is ignored herein. Valve V4 was set at different positions in different runs. The input parameters for the numerical simulation are listed in Table 1 and directly taken from Ref. [3] . The holdup factor b is taken constant herein (with values between 0.2 and 0.3), although the holdup changes with time [7] (see Fig. 5 in Ref. [3] ). A value of 0.3 for b corresponds to a water depth h of 0.08 m, so that h/D ¼ 0.34 (see Fig. 4 ). Minor losses at pipe bends are partly included in the friction factor f. The pressure in the air tank was not constant during the draining process, but decreased gradually and roughly linearly. The downstream pressure P 1 (t) 0 is atmospheric. Fig. 2 Pipeline axial coordinates and elevation profile z(x) for pipe emptying [3] ; not to scale
Results

All analytical solutions have been successfully verified against numerical results and vice versa (not shown).
Nine experimental runs were reported in Ref. [3] in which the driving air pressure (with initial head H 0 ), its linearized decay (dH/dt), the partial closing of the control valve V4 (K e ), and the holdup coefficient (b) varied according to the values given in Ta QðtÞ dt. For runs 1 to 9 these values are given in Table 2 .
The initial acceleration from rest according to Eq. (9) is
where w is an unsteady friction coefficient (1 w 4/3) discussed at the end of this section and the initial difference in elevation between air-water front and outflow location is zðx 2 ðt 0 ÞÞ À zðx 1 Þ ¼ 5:2 m. When there is no driving pressure (P 2 (t) 0) as in run 0, the acceleration starts at 0.19 m/s 2 , and then decreases mainly because of skin friction. This is shown in Fig. 5 , together with the retarding effect of w > 1. The acceleration corresponds to the elevation profile ( Fig. 2 ) and increases monotonically after 26 s, simply because the liquid column (slug) becomes shorter. When there is a driving pressure, as in run 4, the pressures measured and calculated at Secs. 1 (x ¼ 1.55 m) and 9 (x ¼ 252.8 m) are shown in Fig. 6 . The sudden opening of valve V5 at z ¼ À4.6 m makes the local pressure-head drop from H 0 þ 1.2 m À z ¼ 25.9 m to zero (atmospheric). This zero pressure-head travels upstream as an acoustic wave and has gradually dropped to À4.6 m when it reaches the horizontal pipeline at reference elevation z ¼ 0. This explains the 0.4 bar negative pressure measured at Sec. 9. The subsequent peaks are due to reflections from the compressed air upstream. Waterhammer is ignored in the numerical simulations, where the liquid column is rigid (not elastic). The smooth lines are based on Eq. (10) and the calculated velocity v 2 . Exactly at the instant when the signals of Secs. 1 and 9 meet, the slug tail has reached Sec. 9 and both transducers (at 9 and 1) measure air pressure. This instant is predicted too late by the simulation. The time s (1)- (9) taken by the slug tail to travel from Secs. 1 to 9 is listed in Table 2 together with the tail's instantaneous speeds. The measured and calculated travel times s (1)- (9) differ less than 10% and the same holds for the tail velocities at Sec. 1, except for runs 2 and 3. The measured and calculated velocities at Sec. 9 differ less than 5%.
The measured and calculated outflow discharges are displayed in Fig. 7 . The measured curves end when the first air arrives at the EMF positioned at x ¼ 269.8 m. The discharged volume is the area under a curve. The main conclusion is that all trends are correct if the initial waterhammer (the stepwise increase of flow rate) is disregarded. Applying the Joukowsky formula (for waterhammer) to estimate the first step-increase of the flow rate gives DQ ¼ g A DH = a ¼ 0.029 m 3 /s, where DH ¼ 24.7 m and the PVC pipeline's measured pressure wave speed a ¼ 348 m/s [8] . This value compares well with a recorded step of 0.033 m 3 /s in Fig.  7(a) . The 10.4 m of steel pipe leading to the PVC pipe has an estimated wave speed larger than 1200 m/s [8] , a travel time less than 10 ms, and therefore not a big influence on the waterhammer event in the PVC pipeline [9] .
The initial slug length L 0 could not be detected directly. Three different ways of estimating it indirectly are based on: (1) initial average acceleration according to Eq. (19); (2) initial waterhammer travel time s wh,0 ¼ 2L 0 /a; and (3) initial waterhammer fre-
The acceleration dv 2 =dt t 0 Þ ð for a driving pressure of 2 barg (runs 1, 4, 5, and 6) as estimated from the rate of change of the outflow ) gives an estimate L 0 ¼521m for run 7. These values are obviously much too large, which is consistent with the too large initial accelerations seen in Fig. 7(b) . Also, the initial acceleration in the experiment cannot be determined accurately because of the hydraulic transients (waterhammer). However, the waterhammer can be used to estimate the Fig. 5 ). Fig. 10 in Ref. [3] , is f 0 ¼0.62Hz. This leads to an estimate of L 0 ¼281m, which is 33m less than the maximum possible length. The average of the two different waterhammer estimates is 301m, which is consistent with the chosen L 0 in Table 1 . The estimates of L 0 based on the waterhammer concern the sudden start of the acceleration and seem all right in view of the limited accuracy of the measurements. The theoretical initial accelerations based on Eq. (19) are systematically too high and ask for an explanation, possibly unsteady friction [10] [11] [12] [13] [14] . Unsteady laminar friction may result in an apparent increase of inertia by a factor w¼4/3 [15] , which leads to the more appropriate estimates of 298m (run 4) and 391m (run 7) for L 0 . It may take several seconds before a fully developed turbulent flow is established, but this issue is not pursued herein.
Pipe-Filling Model and Solution
Consider the schematized liquid-column (indicated as slug) moving at speed v in a straight pipe as sketched in Fig. 8 . The inflow is at constant position x 2 and the planar front is at changing position x 1 . The pressure is P 2 at the inflow and P 1 (<P 2 ) at the front.
The moving liquid-column takes in air (at its front) occupying a constant fraction b A of the pipe cross-sectional area A, with 0 b < 1. The (gravity driven) air front propagates with constant speed c relative to the slug front, as displayed in Fig. 8 . The slug
v is discontinuous at the secondary water-air front at x 3 (it jumps from v 2 to v 1 ) and therefore flow velocity v 3 is not defined. In fact, there are two rigid-columns: one with velocity v 2 upstream of x 3 and one with velocity v 1 > v 2 downstream of x 3 (Fig. 8) . The moving jump at x 3 makes this possible.
Conservation of Mass. The mass balance is d dt
where A l is the cross-sectional flow area of the liquid. Separating (at x 3 ) the two regions sketched in Fig. 8 gives
Downstream of x 3 , either the flow area (in Eq. 20) or the fluid density (not necessarily stratified flow), is reduced by a factor 1 À b (in Eq. 21); this depends on the chosen CV which herein precisely surrounds the liquid. Take the derivatives of the integrals to find
with dx 3 =dt tÞ ¼ v 1 ðtÞ À c ð (by definition) so that
Note that v 1 ðtÞ ¼ b c for a closed upstream end. The value of c is estimated by [16] c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
where T is the top width of the prismatic flow section, g cos h is the y-component of gravitational acceleration perpendicular to the x-direction. The speed c is ffiffiffiffiffiffiffi ffi g h p when the angle of pipe inclination h ¼ 0 and the dimensionless flow depth h/D (a function of b) equals 0.769 [4] . The speed c tends to infinity when h/D approaches unity.
Conservation of Momentum. The momentum balance is (assuming that
where the unknown force needed to "drive the air upstream" (F air ) is entirely ignored, so that after separation at x 3 d dt
where D H ¼ 4A l =P l is the hydraulic diameter and P l is the wetted perimeter. Apply Leibniz's rule to arrive at 
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or, using Eq. (22) and x 1 ðtÞ ¼ LðtÞ (Fig. 8) and the simplifications
The remaining integral in Eq. (27) The governing equations in terms of v 1 and L are
where x 3 ðtÞ ¼ x 1 ðtÞ À c t has been used, and
To maintain a steady flow (dv 1 =dt 0) when there is no force at all (P 2 À P 1 ¼ 0, g ¼ 0, f ¼ 0 and K ¼ 0), an additional term is needed that corresponds to the force [using Eq. (24)]
Note that for a closed upstream end the flow is steady at v 1 ¼ b c. The provisional assumption is now made that the air-driving force F air is always there, so that the first term on the right-hand side of Eq. (28) cancels. Note that the chosen CV does not lose or gain mass at its two fronts. The pressure in the rigid liquid column (x < x 1 (t)) and in the free air (x > x 1 (t)) are given by (it is inconsistent, but for simplicity the pressure of the intruded air is taken equal to P 1 (t))
Analytical Solution. Analytical solutions are derived for the case b ¼ 0 (no air intake, hence c ¼ 0 and v 1 ¼ v 2 ) when both the pressure difference P 2 À P 1 > 0 and the pipe slope h > 0 are constant. For filling from a reservoir with constant head H R into an empty pipe (P 1 ¼ 0), the governing equations are Eqs. (29) and (28) reduced to
where P 2 ðtÞ À P 1 ðtÞ ¼ q g H R and the K þ 1 term accounts for entrance loss and lost velocity head [4, 5] . With dL=dt :¼ wðLÞ > 0 and C 2 :¼ f =2 D, the following linear first-order ODE in w 2 is derived
The semi-analytical solution for initial conditions
The slug length L can be replaced by L 0 þ L pipe , where L pipe is the distance traveled by the slug front. This notation is adapted from Ref. [1] .
The special case f ¼ 0 (and b ¼ 0) gives the solution 
or in terms of the average slug speed, using
with limit value
Numerical Solution. Numerical integration is required when either the pressure difference P 2 À P 1 or the pipe slope h is not constant. The governing equations (28) and (29) and ðdx 1 =dtÞ tÞ ¼ v 1 ðtÞ ð can be casted in the standard form
The explicit Euler method is used herein to solve Eq. (39). The advantage of the current method is that spatial discretization and front tracking, such as in Refs. [4] and [5] , are not needed.
Pipe-Filling Validation
Test Problem. The experimental setup described in Ref. Table 3 . The length of the pipeline is taken up to the last and downward bend at x ¼ 267.0 m, because the filling process is considered ended when the slug front hits this bend thereby causing violent vibrations and fluid-structure interaction [4] . The value of 0.13 for the airintrusion coefficient b defines the thickness of the air layer and corresponds to an observed water depth h of 0.192 m, so that h/D ¼ 0.82; see Fig. 4 . The value c ¼ 1.43 m/s is taken from Appendix I in Ref. [4] . The three valves V8, V0, and V2 indicated in Fig. 3 , and a flow straightener and a perforated plate in the water tower (not shown) cause a significant head loss in the steel supply line. From the steady-state hydraulic grade line (Fig. 3 in Ref. [4] ), the estimated head loss is H loss ¼ 8.15 m. This gives (Fig. 5 in Ref. [4] ) and includes the lost velocity head [4, 5] . The pipeline was not entirely empty before filling it and initial water levels up to 0.035 m existed locally. This fact is entirely ignored in the numerical simulation, because pick-up has not been modeled.
Results
All analytical solutions have been successfully verified against numerical results and vice versa (not shown). The filling is rapid and takes place within one minute time. The initial acceleration from rest at t ¼ t 0 ¼ 0 according to Eq. (28) is
where w is an unsteady friction coefficient (1 w 4/3) and the initial difference in elevation between water-air front and the inlet is . The calculated and measured flow rates are shown in Fig. 10(a) , where the current calculation is based on Eq. (28) (with H R and K as input and the added factor w ¼ 4/3), whereas the calculation in Ref. [4] was based on the pressure history measured at x ¼ À14 m so that the entire upstream steel section could be ignored. After a very quick acceleration (a velocity of 5.9 m/s is reached within 2.8 s time in the experiment) to its maximum, the flow rate gradually decreases because of the increasing slug length (and thus increasing inertia and skin friction). The fast acceleration and slow deceleration make the flow history roughly bilinear with its maximum at the intersection of two nearly straight lines. It would be nice if this maximum could be estimated in advance from one of the analytical solutions. In the experiment the leading water front arrives at the outflow flowmeter at x ¼ 270.3 m after about 54 s at a speed of 4.0 m/s. In the simulation, water arrives at the bend at x ¼ 267.0 m after 57 s at a speed of 4.1 m/s. There is not a big influence of air intrusion when comparing Figs. 10(a) (with) and 10(b) (without intrusion), as already stated in Ref. [4] , because b is small. The actual (average) value of b can be estimated from pipeline volume minus supplied volume, if the pipeline were initially entirely empty, which unfortunately was not the case. The measured and calculated pressure histories at Sections 1, 3, 5, 7, 8, and 9 (see Fig. 3 ) are shown in Fig. 11 . The simulated trends in Fig. 11(b) are right, but the magnitudes are systematically too large, probably because the pipeline was not entirely empty in the experiment. Figure 12 displays the calculated pressure-head distributions when the first water arrives successively at Sections 1, 5 and 9 (see Fig. 3 ), thereby noting that the corresponding Fig. 3 in Ref. [4] is not entirely correct. The upstream pressure drop is due to resistance and decreases with decreasing velocity. The gradient of the pressure head in the rigid column is constant by definition.
Conclusion
Refined 1D models for rapid emptying and filling of pipelines have been derived in which the 3D effects of holdup and air intrusion are included in a global way. Full analytical solutions have been found for the case that the driving pressure and the slope of the pipeline are constant. Analytical solutions for several limit cases give useful insight in the underlying mechanisms and they allow a theoretical parameter-sensitivity analysis. All closed-form solutions and corresponding numerical solutions have been successfully verified against each other. The proposed numerical method has the advantage that spatial discretization and front tracking are not needed. The derived models were able to predict the right trends and magnitudes in flow rates and pressures measured in a large-scale pipeline apparatus. The influence of holdup in the emptying experiment and air intrusion in the filling experiment were both significant. Emptying and filling times, flow rates and pressure distributions, can be predicted with acceptable accuracy with the proposed 1D models. The mathematical models and corresponding simulations were also essential for a correct interpretation and understanding of the laboratory experiments. 
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