Preface
After the notion of Gr obner bases and an algorithm for constructing them was introduced by Buchberger Bu1, Bu2] algebraic geometers have used Gr obner bases as the main computational tool for many years, either to prove a theorem or to disprove a conjecture or just to experiment with examples in order to obtain a feeling about the structure of an algebraic variety. Nontrivial problems coming either from logic, mathematics or applications usually lead to nontrivial Gr obner basis computations, which is the reason why several improvements have been provided by many people and have been implemented in general purpose systems like Axiom, Maple, Mathematica, Reduce, etc., and systems specialized for use in algebraic geometry and commutative algebra like CoCoA, Macaulay and Singular.
The present paper starts with an introduction to some concepts of algebraic geometry which should be understood by people with (almost) no knowledge in this eld.
In the second chapter we introduce standard bases (generalization of Gr obner bases to non{well{orderings), which are needed for applications to local algebraic geometry (singularity theory), and a method for computing syzygies and free resolutions.
The last chapter describes a new algorithm for computing the normalization of a reduced a ne ring and gives an elementary introduction to singularity theory. Then we describe algorithms, using standard bases, to compute in nitesimal deformations and obstructions, which are basic for the deformation theory of isolated singularities.
It is impossible to list all papers where Gr obner bases have been used in local and global algebraic geometry, and even more impossible to give an overview about these contributions. We have, therefore, included only references to papers mentioned in this tutorial paper. The interested reader will nd many more in the other contributions of this volume and in the literature cited there.
Introduction by simple questions
The basic problem of algebraic geometry can be formulated as a very simple question: \What is the structure of the set of solutions of nitely many polynomial equations in nitely many indeterminates?" That is, we try to understand the set of points x = (x 1 ; : : : ; x n ) 2 K n satisfying f 1 (x 1 ; : : : ; x n ) = 0; . . . f k (x 1 ; : : : ; x n ) = 0; where K is a eld and f 1 ; : : : ; f k are elements of the polynomial ring K x] = K x 1 ; : : : ; x n ]. The solution set of f 1 ; : : : ; f k is called the algebraic set, or algebraic variety of f 1 ; : : : ; f k and is denoted by V (f 1 ; : : : ; f k ).
Here are three simple examples, which will be used to illustrate some of our subsequent questions: 1) the hypersurface V (x 2 + y 3 ? t 2 y 2 )
2) the variety V (xz; yz) 3) the variety V (xy; xz; yz) The simple question, however, does not have an easy answer at all. On the contrary, the mathematical discipline algebraic geometry, which provides tools for possible answers, belongs with its long history to one of the highly developed branches of mathematics, which has created deep and quite sophisticated theories in geometry as well as in algebra. It has been estimated, as Kunz states in the introduction to his book on commutative algebra and algebraic geometry Ku] , that one can teach a course on algebraic geometry for 200 terms without repetition.
Of course, understanding is relative to the status of the theory but also to the cultural, economical and technical status of the society. Nowadays, faced by the technical revolution through computers, understanding requires, more and more, a computational approach to a problem, if possible. This is evident in algebraic geometry, as one can see, for instance, from recent textbooks (for example, CLO] , St]). It is also evident that the majority of computational tools developed for algebraic geometry is based on Gr obner basis techniques.
Of course, any linear combination f = P a i f i , a i 2 K x], vanishes on V = V (f 1 ; : : : ; f k ) and V is equal to the solutions of all f 2 I = hf 1 ; : : : ; f k i K x] , the ideal generated by f 1 ; : : : ; f k in K x] . Even This theorem is the reason why the couple algebra and geometry married and produced so many wonderful theorems. Using this ideal{variety correspondence, we may formulate several geometric question and their algebraic counterparts.
One word about the role of the eld K. Algebraic geometers usually draw real pictures, think about it as complex varieties and perform computations over some nite eld. This attitude is justi ed by successful practice.
From the geometric point of view, the eld K is, however, extremely important. Algebraic geometry over R, for instance, is much more complicated and by far not as complete as over C .
The following questions and problems together with those mentioned in Buchberger's article Bu4] belong to the very basic ones in algebraic geometry. They are also quite natural and are motivated already from the above examples. Note that for these examples, the answers are more or less obvious from the gures but, nevertheless, they require a mathematical proof which is usually given by algebra. The answers given by algebra however coincide with our geometric intuition only in the case of an algebraically closed eld.
Is V (I) irreducible or may it be decomposed into several algebraic varieties? If so, nd its irreducible components. Algebraically this means to compute a primary decomposition of I or of p I, the latter means to compute the associated prime ideals of I. The rst example is irreducible, the second has two components (one of dimension 2 and one of dimension 1), while the third example has three components (all of dimension 1).
A natural question to ask is "How independent are the generators f 1 ; : : : ; f k of I?" that is, we ask for all relations In example 1 we have syz(I) = 0, in example 2, syz(I) = h(?y; x)i K x] 2 and in example 3, syz(I) = h(?z; y ? 0); (?z; 0; x)i K x] 3 .
A more geometric question is the following. Let V (I) = V (I 1 ) V (I 2 ) be a union of not necessarily irreducible varieties and let us assume that V (I) and V (I 1 ) are known. How can we describe V (I 2 )? Algebraically, we want to compute generators for I 2 if we know those of I and I 1 . This amounts to nding generators for the ideal quotient I : I 1 = ff 2 K x] j fI 1 Ig:
Geometrically, V (I : I 1 ) is the smallest variety containing V (I)rV (I 1 ), which is the (Zariski) closure of V (I) r V (I 1 ). In example 2 we have hxz; yzi : hx; yi = z and in example 3 hxy; xz; yzi : hx; yi = hz; xyi,which gives, in both cases, equations for the complement of the z{axis x = y = 0. Geometrically important is the projection of a variety V (I) K n into a linear subspace K n?r . Given generators f 1 ; : : : ; f k of I, we want to nd generators for the (closure of the) image of V (I) in K n?r = fxjx 1 = = x r = 0g. The image is de ned by the ideal I \ K x r+1 ; : : : ; x n ] and nding generators for this intersection is known as eliminating x 1 ; : : : ; x r from f 1 ; : : : ; f k . Projecting the three varieties above to the (x; y) plane is, in the rst two cases, surjective and in the third case it gives the two coordinate axes in the (x; y) plane. This corresponds to the fact that the intersection with K x; y] of the rst two ideals is 0, while the last one is xy. Another problem is related to the Riemann removable theorem, which states that a function on a complex manifold, which is holomorphic and bounded outside a subvariety of codimension 1, is actually holomorphic everywhere. This is well{known for open subsets of C , but in higher dimension there exists a second removable theorem, which states that a function, which is holomorphic outside a subvariety of codimension 2 (no assumption on boundedness), is holomorphic everywhere. For singular complex varieties this is not true in general, but those for which the two removable theorems hold are called normal. Moreover, each reduced variety has a normalization and there is a morphism with nite bres from the normalization to the variety, which is an isomorphism outside the singular locus. The problem is, given a variety V (I) K n , nd a normal variety V (J) K m and a polynomial map K m ! K n inducing the normalization map V (J) 
! V (I).
The problem can be reduced to irreducible varieties (but need not be, as we shall see) and then the equivalent algebraic problem is to nd the normalization of K x 1 ; : : : ; x n ]=I, that is the integral closure of K x]=I in the quotient eld of K x]=I and present this ring as an a ne ring K x 1 ; : : : ; x m ]=J for some m and J. In the above examples it can be shown that the normalization of all three varieties are smooth, the last two are the disjoint union of the (smooth) components. The corresponding rings are K x 1 ; x 2 ], K x 1 ;
The signi cance of singularities appears not only in the normalization problem. The study of singularities is also called local algebraic geometry and belongs to the basic tasks of algebraic geometry. Nowadays, singularity theory is a whole subject on its own. A singularity of a variety is a point which has no neighbourhood in which the Jacobian matrix of the generators has constant rank. In the rst example the whole x{axis is singular, in the two other examples only the origin.
One task is to compute generators for the ideal of the singular locus, which is itself a variety. This is just done by computing subdeterminants of the Jacobian matrix, if there are no components of di erent dimensions. In general, however, we need ideal quotients.
In the above examples, the singular locus is given by hx; yi; hx; y; zi and hx; y; zi, respectively. Now all the problems we considered above can be formulated for ideals in K x] (x) and modules over K x] (x) instead of K x]. The geometric problems should be interpreted as concerning properties of the variety in a neighbourhood of the given point.
It should not be a surprise to say that all the above problems have algorithmic and computational solutions, which use, at some place, Gr obner basis methods. Moreover, algorithms for most of these have been implemented quite e ciently, in several computer algebra systems, such as CoCoA CNR] , Macaulay GS] and SINGULAR GPS] . The most complicated problem by far is the primary decomposition, the latest achievement is the normalization, both being implemented in SINGULAR.
At rst glance, it seems that computation in the localization K x] (x) requires computation with rational functions. It is an important fact that this is not necessary, but that basically the same algorithms which were developed for K x] can be used for K x] (x) . This is achieved by the choice of a special ordering on the monomials of K x] where, loosely speaking, the monomials of lower degree are considered to be bigger.
However, such orderings are no longer well{orderings and the classical Buchberger algorithm would not terminate. Mora discovered Mo] that a di erent normal form algorithm, or, equivalently, a di erent division with remainders, leads to termination. Thus, Buchberger's algorithm with Mora's normal form is able to compute in K x] (x) without denominators.
Several algorithms for K x] use elimination of (some auxiliary extra) variables. But variables to be eliminated have, necessarily, to be well{ordered. Hence, to be able to apply the full power of Gr obner basis methods also for the local ring K x] (x) , we need mixed orders, where the monomial ordering restricted to some variables is not a well{ordering, while restricted to other variables it is. In GP] the authors described a modi cation of Mora's normal form, which terminates for mixed ordering and, more generally, for any monomial ordering which is compatible with the natural semigroup structure.
The corresponding modi cation of Buchberger's algorithm with this general normal form computes, in the case of a well{ordering (which we also call global ordering) Gr obner bases while, in the case of a local ordering (which was called tangent cone ordering by Mora), it computes so{called standard bases, which enjoy similar nice properties as Gr obner bases. We follow a suggestion by Mora and call bases computed by the general algorithm, standard bases, whilst, following the tradition of the last 33 years, reserving the name Gr obner basis for the established case of well{orderings.
Standard bases
Let K be a eld and K x] = K x 1 ; : : : ; x n ] be the polynomial ring in n variables over K.
Monomial orderings and associated rings
De nition 2.1. A monomial ordering on K x] is a total order on the set of monomials fx j 2 N n g satisfying x > x ) x + > x + for all ; ; 2 N n : We call a monomial ordering > a global (respectively local, respectively mixed) ordering if x i > 1 for all i (respectively x i < 1 for all i, respectively if there exist i; j so that x i > 1 and x j < 1). This notion is justi ed by the associated ring to be de ned later. Note that > is global if and only if > is a well{ordering.
De nition 2.2. Any f 2 K x] r f0g can be written uniquely as f = cx + f 0 with c 2 K r f0g and > 0 for any non{zero term c 0 x 0 of f 0 . We set lm(f) = x , the leading monomial of f, lc(f) = c, the leading coe cient of f. For a subset G K x] we de ne the leading ideal of G as L(G) = h lm(g) j g 2 G r f0gi K x] ; the ideal generated by flm(g) j g 2 G r f0gg in K x].
Typical global orderings are the lexicographical ordering lp (x > lp x :, the rst non{zero entry of ? is positive) and the degree reverse lexicographical ordering dp (x > dp x :, deg x > deg x or deg x = deg x and the last non{zero entry of ? is negative), typical local orderings are the negative lexicographical ordering ls (x > ls x :, the rst non{zero entry of ? is negative) and the negative degree reverse lexicographical ordering ds (x > ds x :, deg x < deg x or deg x = deg x and the last non{zero entry of ? is negative). In the abbreviations lp, dp, ls, ds the p refers to a polynomial ring and the s to a series ring (cf. De nition 2.3).
For practical purposes, as well as for certain theoretical arguments, it is important to extend the de nitions of dp, respectively ds, to weighted degree orderings, where the variables have positive, respectively negative, weights.
Given monomial orderings > 1 on K Note that lm and lc have natural extensions to the localization. De nition 2.4. Let > be a monomial ordering on K x]. A monomial ordering or a module ordering on K x] r is a total ordering > m on the set of monomials fx e i j 2 N n ; i = 1; : : : ; rg satisfying x e i > m x e j ) x + e i > m x + e j ;
x > x ) x e i > m x e i ; for all ; ; 2 N n , i; j = 1; : : : ; r.
Two module orderings are of particular practical interest:
x e i > x e j , i > j or i = j and x > x ; giving priority to the components and x e i > x e j , x > x or x = x and i > j;
which gives priority to the monomials in K x]. We shall see later that reduced Gr obner bases do always exist, but reduced standard bases, in general, do not.
De nition 2.6. Let G denote the set of all nite and ordered subsets G R r . (ii') for each f 2 R r and each G 2 G there exists a unit u 2 R, so that uf ? NF(fjG) 2 hGi R .
2) Let G = fg 1 ; : : : ; g s g 2 G. A representation of f 2 hGi R ,
satisfying lm(f) lm(a i g i ), whenever both sides are de ned, is called a standard representation of f (with respect to G). Remark 2.2. The reason for introducing weak normal forms is twofold. On the one hand, they are usually more easy to compute and as good as normal forms for practical applications. On the other hand, and more seriously, normal forms may not exist, while weak normal forms do. For example, it is easy to see that f = x 2 R = K x] (x) (with ls) does not have a normal form with respect to G = fx ? x 2 g. On the other hand, since (1 ? x)f = x ? x 2 and 1 ? x a unit in R, f is a weak normal form of itself with respect to G.
NF(fjG) is by no means unique. For applications (weak) normal forms are most useful if G is a standard basis of hGi R . We shall demonstrate this with a rst application, which follows immediately from the de nitions.
Lemma 2.1. Let I R r be a submodule, G I a standard basis of I and NF(?jG) a weak normal form on R r with respect to G. 1) For any f 2 R r we have f 2 I , NF(fjG) = 0.
2) If J R r is a submodule with I J, then L(I) = L(J) implies I = J.
3) I = hGi R , that is, G generates I as R{module. spoly(f; g) < lm(g). For the normal form algorithm, the s{polyno-mial will only be used in this form, while for the standard basis algorithm we need it in the general form above. In order to be able to use the same expression in both algorithms, we prefer the de nition of spoly above and not the more symmetric form lc(g)x ? f ? lc (f) Bu4] . Note that each speci c choice of \any" gives a di erent normal form function.
It is easy to extend NFBuchberger to a reduced normal form. The idea of many standard basis algorithms may be formalized as follows: Algorithm 2.2. Let > be any monomial ordering on R r and assume that a weak normal form algorithm NF on R r is given. Standard(G,NF) Input: G 2 G Output: S 2 G such that S is a standard basis of the submodule I = hGi R R r S = G; P = f(f; g)jf; g 2 Sg S S while (P 6 = ;) choose (f; g) 2 P; P = P r f(f; g)g;
spoly(f; g)jS ;
If (h 6 = 0) P = P f(h; f)jf 2 Sg; S = S h; return S; To see termination of Standard, note that if h 6 = 0 then lm(h) 6 2 L(S) by property 1) of NF. Hence, we obtain a strictly increasing sequence of monomial submodules of K x] r , which becomes stationary by Dickson's lemma or by the Noetherian property of K x]. That is, after nitely many steps, we always have NF ? spoly(f; g)jS) = 0 for (f; g) 2 P and, after some nite time, the pairset P will become empty.
Correctness follows from applying Buchberger's fundamental standard basis criterion below.
Theorem 2.1. Buchberger' s criterion] Let I R r be a submodule and G = fg 1 ; : : : ; g s g be a subset of I. Let NF(?jG) be a weak normal form on R r with respect to G, satisfying: for each f 2 R r there exists a unit u such that uf ? NF(fjG) has a standard representation with respect to G. The implications 1) ) 2) ) 3) ) 4) are easy. The implication 4) ) 1) is the important criterion which allows the checking and construction of standard bases in nitely many steps. The proof is most easily done by using syzygies and is, therefore, postponed to the next section (Theorem 2.2).
We present now a general normal form algorithm, which works for any monomial ordering. It is basically due to Mora Mo] We shall give a method, using standard bases, to compute syzygies and, more generally, free resolutions of nitely generated R{modules. Syzygies and free resolutions are very important objects and basic ingredients for many constructions in homological algebra and algebraic geometry. On the other hand, the use of syzygies gives a very elegant way to prove Buchberger's criterion for a standard basis. Moreover, a close inspection of the syzygies of the generators of an ideal allows detection of useless pairs during a computation of a standard basis (cf. MM], Ei]). Our presentation follows partly that of Schreyer Sch1], Schl2], cf. also Ei]. The generalization to arbitrary monomial orderings was rst formulated and proved in Getal] and GP].
A syzygy or a relation between k elements f 1 ; : : : ; f k 2 R r = r i=1
Re i is a k{tuple (g 1 ; : : : ; g k ) 2 R k satisfying
The set of all syzygies between f 1 ; : : : ; f k is a submodule of R k . Indeed, it is the kernel of the ring homomorphism We shall now de ne a monomial ordering on F 1 , which behaves perfectly well with respect to standard bases. This was rst introduced and used by Schreyer Sch1] . Set x " i > x " j , lm(x f i ) > lm(x f j ) or lm(x f i ) = lm(x f j ) and i < j:
The left{hand side > is the new ordering on F 1 and the right{hand side > is the ordering on F 0 . In order to distinguish them, we occasionally call them > 1 respectively > 0 . > 0 and > 1 induce the same ordering on R. We call the ordering > 1 the Schreyer ordering. Note that it depends on f 1 ; : : : ; f k . Now we are going to prove Buchberger's criterion, stating that G = ff 1 ; : : :; f k g is a standard basis of I, if, for all i < j, NF ? spoly(f i ; f j )jG = 0. The proof uses syzygies and is basically due to Schreyer Sch1], Schl2], although our generalization (to general monomial orderings) seems to be simpler. It gives, at the same time, a proof of Schreyer's result that the syzygies derived from a standard representation of spoly(f i ; f j ) form a standard basis of syz I for the Schreyer ordering.
We introduce some notations. For each i < j such that f i and f j have leading term in the same component, say lm(f i ) = x i e , lm(f j ) = x j e , de ne the monomial spoly(g i ; g j ) j G = 0; i < j;
then the following holds:
1) G is a standard basis of I.
2) fs ij g is a standard basis of syz I with respect to the Schreyer ordering. In particular, fs ij g generates syz I.
Proof. We give a proof of 1) and 2) at the time time.
Take any f 2 I and a preimage g 2 F 1 of f,
This is possible as G generates I.
In case 1), we assume f 6 = 0, in case 2) f = 0. Consider a standard representation of g ? h, g = X a ij s ij + h; a ij 2 R;
where h = P h j " j 2 F 1 is a normal form of g with respect to fs ij g for some weak normal form on F 1 (we need only know that it exists). We have, if h 6 = 0, lm(h) = lm(h ) " for some and lm(h) 6 2 L(fs ij g) = hfm ji " i gi by Lemma 2.2. This shows m j -lm(h ) for all j:
Since g ? h 2 hfs ij gi syz I, we obtain f = '(g) = '(h) = X h j g j :
Assume that for some j 6 = , lm(h j g j ) = lm(h g ). Then lm(h g ) is divisible
by lm(g ) and by lm(g j ) and hence, by lm(g ) lm(g j )= gcd ? lm(g ); lm(g j ) = lm(g )m j :
This contradicts m j -lm(h ).
In case 1) we obtain lm(f) = lm(h g ) 2 L(G), in case 2) it shows that h 6 = 0 leads to a contradiction. In case 1) G is a standard basis by de nition and in case 2) fs ij g is a standard basis by Theorem 2.1, 2) ) 1), which was already proved.
We shall now see, as an application, that the Hilbert syzygy theorem holds for the rings R = S ?1 > K x], stating that each nitely generated R{module has a free resolution of length at most n, the number of variables. It is clear that the methods of this section provide an algorithm to compute (non{minimal) free resolutions. This algorithm has been implemented in SINGULAR.
Applications

The normalization
Here we describe an algorithm which goes back to Grauert and Remmert GR] and was proposed by T. de Jong ( J] ). There are also algorithms by Gianni, Trager ( GT] ) and Vasconcelos ( V] ).
The algorithm is based on the following criterion for normality:
Proposition 3.1. Let R be a Noetherian reduced ring and J be a radical ideal containing a non{zero divisor such that the zero set of J, V (J) The kernel of this map is the ideal generated by the T i T j ? It remains to give an algorithm to compute the idempotents. We shall explain this for the case when the input ideal I is (weighted) homogeneous with strictly positive weight.
An idempotent e, that is, e 2 ? e 2 I has to be homogeneous of degree 0, will, therefore, not occur in the rst step. It can, however, occur after one 
Singularities
The basic concepts and ideas of singularity theory are best explained over the eld C of complex numbers, although, algebraically, most invariants make sense over arbitrary elds.
Let U C n be an open subset in the usual Euclidian topology, and f 1 ; : : : ; f k holomorphic (complex analytic) functions on U, then we may consider V = V (f 1 ; : : : ; f k ) = fx 2 Ujf 1 (k) = = f k (x) = 0g; the complex analytic sub-variety de ned by f 1 ; : : : ; f k in U.
In practice, f 1 ; : : : ; f k will be polynomials, but singularity theory is interested only in the behaviour of V (f 1 ; : : : ; f k ) in an arbitrary small neighbourhood of some point p 2 V , that is, the germ of V at p, which is denoted by (V; p). Algebraically, this means that we are not interested in the ideal generated by f 1 ; : : : ; f k in the polynomial ring C x 1 ; : : : ; x n ] but in the ideal I generated by f 1 ; : : : ; f k in the convergent power series ring C fx 1 ? p 1 ; : : : ; x n ? p n g = C fx ? pg.
For arbitrary elds K, where the notion of convergence does not make sense, we consider instead the formal power series ring K x]] = K x 1 ; : : : ; x n ]] and ideals I generated by formal power series (in practice polynomials) f 1 ; : : : ; f k 2 K x]]. In order to have a uniform notation, we write Khxi = Khx 1 ; : : : ; x n i to denote both K x]] and Kfxg = Kfx 1 ; : : : ; x n g if K is a complete valued eld (for example, K = C ). The ring O V;p = C fx ? pg=I (respectively Khxi=I) is called the analytic local ring of the singularity (V; p).
If f 1 ; : : : ; f k are polynomials, we may also consider the corresponding algebraic local ring K x] (x?p) =hf 1 ; : : : ; f k i, where K x] (x?p) is the localization of K x] in the maximal ideal hx 1 ?p 1 ; : : : ; x n ?p n i. Indeed in this ring we are able to compute standard bases (cf. Section 1).
As in the a ne case, we have the Hilbert Nullstellensatz (also called the Hilbert{R uckert Nullstellensatz), stating that p I = I(V; p) := ff 2 C fx ? pg j fj (V;p) = 0g for I C fx ? pg and (V; p) the complex analytic germ de ned by I.
A (complex) singularity is, by de nition, nothing but a complex analytic germ (V; p) (together with its analytic local ring C fx ? pg=I). (V; The dimension of the singularity (V; p) is, by de nition, the Krull dimension of the analytic local ring O V;p = Khxi=I, which is the same as the Krull dimension of the algebraic local ring K x] (x?p) =I if I = hf 1 ; : : : ; f k i is generated by polynomials, which follows easily from the theory of dimensions by Hilbert{Samuel series. Using this fact, we can compute dim(V; p) by computing a standard basis of the ideal hf 1 ; : : : ; f k i Loc K x] with respect to any local monomial ordering on K x]. The dimension is equal to the dimension of the corresponding monomial ideal (which is a combinatorial problem).
It is important to compute a standard basis with respect to a local ordering.
For example, the leading ideal of hyx ? y; zx ? zi, with respect to dp, is hxy; xzi (hence of dimension 2), but, with respect to ds, it is hy; zi (hence of dimension 1). Geometrically, this means that the dimension of the a ne variety V = V (yx ? y; zx ? z) is 2 but the dimension of the singularity (V; 0) (that is, the dimension of V at the point 0) is 1: Algebraically, mt(V; p) is the Hilbert{Samuel multiplicity of the ideal hx 1 ? p 1 ; : : : ; x n ? p n i in the analytic or in the algebraic local ring of (V; p).
As before the Hilbert-Samuel function of the ideal de ning V coincides with the Hilbert-Samuel function of the leading ideal of a standard basis with respect to a local degree ordering.
One of the most important invariants of an isolated hypersurface singularity (V; p) given by I = hfi Khxi is the Milnor number (f) := dim K Khxi=hf x 1 ; : : : ; f xn i (char(K) = 0) where f x i denotes the partial derivative of f with respect to x i .
For K = C , is even a topological invariant and has the following topological meaning, due to Milnor Mil] . For f 2 C fx 1 ; : : : ; x n g de ning an isolated singularity at 0, let V t = B " (0) \ f ?1 (t); 0 < jtj << 1 and B " (0) a small ball of radius " around 0, then V t (the \Milnor bre of f") has the homotopy type of a 1{point union of (f) (n?1){ dimensional spheres. In particular, (f) = dim C H n (V t ; C ). The correctness of this algorithm follows from GP, 3.7] .
Similarly, we can compute the Tjurina number (char(K) 0) (f) = dim K Khxi=hf; f x 1 ; : : : ; f xn i:
This number plays an important role in the deformation theory of the singularity de ned by f and will be considered in the next section.
There is an interesting conjecture, due to Zariski, stating that the multiplicity of a complex hypersurface singularity is a topological invariant. This conjecture is still open. For a formulation, using the Milnor number, and for a partial positive answer (which was prompted by computer experiments using SINGULAR with local standard bases) see GP].
Deformations
Let (V; 0) (C n ; 0) be a singularity given by convergent power series f 1 ;: : : ;f k , converging in a neighbourhood U of 0 2 C n . The idea of deformation theory is to perturb the de ning functions, that is to consider functions F 1 (t; x); : : : ; F k (t; x) with F i (0; x) = f i (x), where t are small parameters of a parameter space S. For t 2 S the functions f i;t (x) = F i (t; x) de ne a complex analytic set V t = V (f 1;t ; : : : ; f k;t ) U which, for t close to 0, may be considered to be a small deformation of V = V 0 . It may be hoped that V t is simpler than V 0 but still contains enough information about V . For this hope to be ful lled, it is, however, necessary to restrict the possible perturbations of the equations to at perturbations, which are called deformations.
The formal de nition is as follows: a deformation of the singularity (V; 0) over a complex analytic germ (S; 0) consists of a cartesian diagram (V; 0) i , ! (U; 0) = f(t; x) 2 S U j F 1 (t; x) = = F k (t; x) = 0g # # f0g 2 (S; 0) such that , which is the restriction of the second projection, is at, that is, O U;0 is, via , a at O S;0 {module.
Grothendieck's criterion of atness states that is at if and only if any relation between the f i , say P r i (x)f i (x) = 0, lifts to a relation P R i (t; x)F i (t; x) = 0, where R i (x; 0) = r i (x), between the F i . Equivalently, for any generator (r 1 ; : : : ; r k ) of syz(hf 1 ; : : : ; f k i) there exists an element (R 1 ; : : : ; R k ) 2 syz(hF 1 ; : : : ; F k i) satisfying R i (0; x) = r i (x).
The notion of atness is not easy to explain geometrically. It has, however, important geometric consequences. For example, the bres of a at morphism have all the same dimension. Topologists would call a at morphism perhaps transversal. In any case, the intuitive meaning is that the bres of a at morphism vary in some sense continuously with the parameter.
By a theorem of Grauert Gr] (see also Schlessinger Schl1] for the formal case), every isolated singularity admits a semi-universal or mini-versal deformation : (U; 0) ?! (S; 0) of (V; 0), which, in some sense, contains the information upon all possible deformations.
By a power series Ansatz it is possible to compute the mini-versal deformation up to a given order. In general, the algorithm will, however, not stop. The existence of such an algorithm follows from the work of Laudal La] . This algorithm has been implemented in SINGULAR by Martin.
We are not going to describe this algorithm here but just mention that for an isolated hypersurface singularity f(x 1 ; : : : ; x n ) the semi-universal deformation is given by F(t; x) = f(x) + X j=1 t j g j (x); where 1 = g 1 ; g 2 ; : : : ; g represent a basis of the Tjurina algebra Khxi=hf; f x 1 ; : : : ; f xn i; being the Tjurina number. Instead we describe algorithms to compute the modules T 1 V;0 respectively T 2 V;0 of rst order deformations of (V; 0) respectively of obstructions, which are the rst objects one likes to know about the semi-universal deformation.
We switch now to an algebraic setting where deformations are described on the algebra level.
Since the in nitesimal deformation theory of an a ne algebra and an analytic algebra is pretty much the same (cf. Ar]), we use from now on the same notation Khx 1 ; : : : ; x n i for the polynomial ring over the eld K as well as for power series ring over K. This assumption is ful lled in the a ne case R = K x 1 ; : : : ; x n ]=I if the a ne variety V (I) has only isolated singularities (necessarily nitely many) or in the analytic case R = Khx 1 ; : : : ; x n i=I if the singularity ? V (I); 0 has an isolated singularity.
2) In the complex analytic case with R = C fx 1 ; : : : ; x n g=I and dim C T 1 R < 1, R admits even a convergent complex analytic semi-universal deformation with base algebra B = C ft 1 ; : : : ; t m g=J and total algebra R B = C ft 1 ; : : : ; t m ; x 1 ; : : : ; x n g=hF 1 ; : : : ; F k i.
The proof of the convergence is quite di cult and was given by Grauert in 1972 Gr] and it was in this paper that he proved the \division theorem by an ideal". In our language, he introduced the notion of standard bases and proved the existence of normal forms for complex analytic convergent power series. An equivalent theorem had already been proved before in 1964 by Hironaka in his famous resolution paper ( Hi]). It is interesting to notice that the analog of Gr obner bases in power series rings was invented for proving deep theoretical results. The proofs were, however, not constructive and did not contain Buchberger's criterion.
3) It follows from Grothendieck's de nition of tangent spaces that, if a semi-universal deformation B ?! R B of R exists, then T 1 R is isomorphic to the Zariski tangent space to Spec B at the maximal ideal of B. 
Obstructions
The construction of a semi-universal deformation of R, in case T 1 R is nite dimensional, starts with the preceding remark 3): we start with the in nitesimal deformations of rst order, that is, with elements of T 1 R , and try to lift these to second order. This is not always possible, there are obstructions against lifting. That is, a lifting to second order is possible if and only if the corresponding obstruction is zero. Assuming that the obstruction is zero, we choose a lifting to second order (which is not unique) and try to lift this to third order. Again there are obstructions, but if these are zero, the lifting is possible and we can continue. In any case, the obstructions yield formal power series in K t 1 ; : : : ; f n ]], t 1 ; : : : ; t n a K{basis of T 1 R , and if J denotes the ideal generated by them, B = K t 1 ; : : : ; t m ]]=J will be the base algebra of the formal semi-universal deformation of R.
The following proposition describes the module of obstructions to lift a deformation from an Artinian algebra to an in nitesimally bigger one, where we may think of starting with A = Kht 1 ; : : : ; t n i=ht 1 ; : : : ; t n i 2 .
For this, let R = Khxi=I and consider a presentation of I = hf 1 ; : : : ; f k i,
with (e i ) = f i and syz(I) = ker( ) = im( ) is the module of relations of f 1 ; : : : ; f k , which contains the module of Koszul relations, Kos = hf i e j ? f j e i j1 i < j ji:
Set Rel = Khxi`= ker( ) which is isomorphic to syz(I) and Rel 0 = ?1 (Kos).
We de ne the module T 2 R by the exact sequence Hom R (R k ; R) ?! Hom R (Rel = Rel 0 ; R) ?! T 2 R ?! 0: Proposition 3.3. 
