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the knowledge of surrounding blocks, but they tend to precipitate errors, when the corrupted blocks
belong to a larger contiguous region. A novel two-stage EC scheme was proposed in [24], where ﬁrst, a
novel spatio-temporal boundary matching algorithm was employed for reconstructing the lost MVs. As
the second stage, instead of directly copying the reference MB to represent the recovered pixel values, a
partial differential equation (PDE) based algorithm was invoked for smoothing the reconstructed pixels.
The authors of [25] proposed to restore lost blocks from both the SD and TD surrounding information
using a Gaussian mixture based model, which was obtained ofﬂine. However, a common feature of these
methods is that they tend to operate in a post-decoding mode of video compression schemes, hence they
cannot be readily invoked in uncompressed or low-compression, low-complexity video scenarios for the
sake of further quality improvements.
The traditional video coding methods such as MPEG and the ITU-T H.26x codecs impose a high encoder
complexity by the discrete cosine transform (DCT) transform, motion compensation, etc which may
become excessive in video sensor networks, mobile camera phones and wireless personal area networks
(WPAN) [26], for example. Hence in this treatise, we focus our attention on low-complexity, Wyner-Ziv
video coding [27] and uncompressed WPAN video scenarios [26].
Suppose X and Y are two independently and identically distributed (i.i.d.) binary sequences, which
may be generated either at the same or different locations. The Slepian-Wolf (SW) Theorem [28] states
that it is possible to compress X and Y independently using two separate encoders and then to jointly
decode them at the receiver, using a rate similar to that as though X and Y were encoded jointly, i.e.
as a single sequence, just like in traditional video coding schemes, such as the ITU-T H.26x codecs.
Hence the SW philosophy may be viewed as the complement of using a high-complexity encoder and
a low-complexity decoder. Since it replies on either uncompressed or on simple independent encoding
combined with joint decoding. Hence our method is eminently suitable for the mobile-station (MS) to
base-station (BS) uplink (UL). By contrast, the high-complexity H.264-style encoders combined with low-
complexity decoding and more suitable for the BS-to-HS downlink (DL), since the BS can afford a higher
complexity than the MS. This philosophy was also exploited in the LTE wireless system, where the BS7
his team [6], [7] by designing a novel trellis representation of the Markov process and by deriving its
decoding rules.
This rest of this paper is organized as follows. In Section II, we introduce the general architecture of the
EC model, which uses the proposed Iterative Horizontal-Vertical Scanline Model (IHVSM) decoder. In
Section III, we present the technique of decoding the ﬁrst-order Markov process as well as the associated
iterative decoding principle, which will be employed in the IHVSM decoder introduced in Section II. Then
our EC model will be utilized and simulated in two representative video transmission scenarios using low-
complexity video transceivers in Section IV. Speciﬁcally, the system architecture and the performance
of the proposed IHVSM decoder applied in both a pixel-domain Wyner-Ziv coding scheme and in an
uncompressed video application will be detailed in Section IV-A and IV-B, respectively. Finally, our
conclusions are offered in Section V.
II. ITERATIVE ERROR CONCEALMENT MODEL
A one-dimensional iterative system model has been proposed and analyzed by Vary and his team [4]–[7]
in the context of audio signals. Since their model was designed for one-dimensional signals, it cannot
directly exploit the two-dimensional (2D) correlation of practical video signals. In this section, we will
detail the iterative EC model conceived for 2D frames video, for the intuitive characterization of our EC
model. In this section, we initially focus our attention on the receiver side. The details of applying the
2D iterative EC technique in two speciﬁc video transmission scenarios will then be illustrated in Section
IV. Let us commence by stipulating the following assumptions:
• xi: the m-bit pattern of pixel scanned from the original video pixels at time instant i, which is
expressed as {xi(0),··· ,xi(m − 1)} = xi
￿
m−1
0
￿
;
• m: the number of bits in each m-bit pattern xi of pixels;
• Xm = {0,1,··· ,2m − 1}: the set of all possible values in an m-bit pattern xi;
• xt
0 = x0,··· ,xt: the bit patterns of the 1st frame of the original video consisting of (t + 1) m-bit
patterns during the time interval spanning from 0 to t;
• yt
0 = y0,··· ,yt: potentially error-infested bit pattern of the 1st frame;18
Hall Foreman Coastguard
Representation YUV 4:2:0 YUV 4:2:0 YUV 4:2:0
Format QCIF QCIF QCIF
Bits Per Pixel 8 8 8
FPS 15 30 15
GOP 2 2 2
Number of Frames 165 300 150
Channel Perfect Perfect Perfect
TABLE I
TABLE OF PARAMETERS EMPLOYED FOR THE VIDEO SEQUENCES.
recovered as ˆ q, which will be utilized together with the estimated SI frame ˜ v for reconstructing the WZ
frame ˆ v.
In the following, we benchmark the proposed IHVSM-PDWZ scheme’s performance against that of
the PDWZ system of Brites and Pereira [32], where the traditional turbo codec was employed. Moreover,
the corresponding results recorded for the conventional intra-frame and inter-frame video coding scheme
employing the H.263 and H.264 codecs are also provided as baseline benchmarker curves in Section
IV-A.2. The RD performance of the well-known transform-domain DISCOVER [46] codec will also be
included for visualizing the gap between the pixel domain WZ and transform domain WZ. Three sequences
are tested, namely the Hall monitor, the Foreman and the Coastguard sequences, whose parameters
are shown in Table I. In all the experiments, the group of picture (GOP) parameter was set to 2; the
bitrate/PSNR of both the WZ and the key frames was also taken into account. The RD results recorded
for both the PDWZ and IHVSM-PDWZ schemes in Fig. 4 were parameterized by the number of WZ
coded bitplanes, which was set to m =1, 2, 3 or 4 most signiﬁcant bit (MSB) planes, as usual in the pixel-
domain WZ video coding literature. This was arranged by invoking the uniform quantizer shown in Fig.
4. In [42], each bitplane of the MSB planes was transmitted separately and each bitplane was then reﬁned
based on the previously decoded bitplanes [47]. However, in our system, all bitplanes of the MSB planes
were transmitted together, which allowed us to reduce the number of “request-and-decode” processes
deﬁned in [27]. The remaining parameters of our system were identical to those in [32], [42]. Note that22
blocks. Note that for simplicity, the uncompressed video bits are transmitted through an uncorrelated
non-dispersive Rayleigh channel using BPSK modulation. These parameters are summarized in Table II.
The MMSTT of the ﬁrst-order Markov model was derived from the original video pixels, which may be
utilized by the horizontal and vertical source decoders as side-information for improving the achievable
error resilience. We mainly rely on two types of curves for characterizing the video quality, namely the
peak signal-to-noise ratio (PSNR) versus the channel SNR per bit, namely Eb/N0 curves and the bit error
ratio (BER) versus Eb/N0 curves.
Shannon’s channel capacity theorem [1] was proposed for the transmission of i.i.d source. Hence, to be
in line with the channel capacity theory, we have to consider the true entropy of the video sequence, when
calculating the energy efﬁciency per bit. More explicitly, any redundancy inherent in the encoded sequence
has to be taken into account by shifting the BER vs Eb/N0 curves to the right, regardless, whether the
redundancy is natural source redundancy or whether it was artiﬁcially imposed by channel coding. In our
case, substantial redundancy resides in the video source signal, since here we do not employ any video
encoder. Hence the true amount of non-redundant information transmitted to the receiver is given by the
entropy of the video sequence. Assuming that the total uncompressed size of a video ﬁle is Sr bits and
the entropy of this video source ﬁle is Se, we might interpret the raw video ﬁle as being “naturally”
losslessly encoded from Se i.i.d bits, to generate Sr bits where the code rate is r = Se/Sr. According to
Shannon’s source coding theorem [1], the entropy of the video source ﬁle represents the lowest achievable
rate at which the source may be losslessly represented. Hence in our simulations the Eb/N0 (dB) value is
calculated as Eb/N0 = 10log10
EbSr
N0Se. However, no widely recognized technique exists for quantifying the
entropy of a realistic video source. As a practical solution, we opted for using the near-lossless coding
mode of the H.264 codec [14], [18] to encode the source video for the sake of approximating its entropy.
The “natural” code rates of the Akiyo, Coastguard and Football sequences used in our simulations are
listed in Table II. Quantitatively, we found that the “natural” code rates of the three sequences were
1/8.7, 1/2.37 and 1/1.44 for the scenario considered, which corresponds to the maximum achievable
compression ratios of 8.7, 2.37 and 1.44, respectively. The corresponding bitrates and PSNR values are23
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Fig. 7. BER vs Eb/N0 comparison of MAP- and MMSE-based pixel estimation for a Rayleigh channel. Akiyo sequence.
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Fig. 8. Y-PSNR vs Eb/N0 comparison of MAP- and MMSE-based pixel estimation for a Rayleigh channel. Akiyo sequence.
also shown in Table II, where the PSNR values correspond to the maximum quality of the error-freely
source decoded video at the receiver.
MAP-HD MMSE-HD FOMM-SBSD IHVSM
Dimension 1 1 1 2
MIN Bits to Decode 1 8 64 4096
Side information None None 1×MMSTT 1×MMSTT
TABLE III
COMPARISON OF IHVSM AND THE BENCHMARKERS: MAP-HD [5], MMSE-HD [5] AND FOMM-SBSD [7].
We will benchmark the performance of our system against three schemes, namely against that of the
MAP-based and MMSE-based hard decoding schemes (MAP-HD/MMSE-HD), where no softbit source
decoding is employed, as well as against the FOMM-SBSD scheme, where no IHVSM decoding is
employed. In the latter case only one of the two decoders is activated. A brief comparison of the four
schemes is shown in Table III.25
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Fig. 9. Y-PSNR vs Eb/N0 for a Rayleigh channel when the MMSE is employed for pixel estimation. Coastguard and Football sequences.
at the scene borders in real video scenes. The visual comparison of the decoded frames for the Akiyo,
Coastguard and Football sequences are shown in Fig. 10.
Fig. 10. Comparison of the ﬁrst frames recorded at Eb/N0 of 9.4 dB, 3.7 dB and 1.6 dB for the Akiyo, Coastguard and Football sequences,
decoded by MMSE-HD, FOMM-SBSD and IHVSM. MMSE-based pixel estimation is employed.
V. CONCLUSIONS
In this paper, we proposed a symbol-based model of iterative source decoding for video receiver
enhancements, which may be combined with channel decoding. Furthermore, a reduced-complexity ﬁrst-
order Markov model based source decoder was derived. Iterative decoding was performed by exchanging
extrinsic information between two source decoders, namely the HSMD and the VSMD. Our simulation