We present the theory, computational implementation, and applications of a density functional Gaussian-type-orbital approach called DGauss. For a range of typical organic and small inorganic molecules, it is found that this approach results in equilibrium geometries, vibrational frequencies, bond dissociation energies, and reaction energies that are in many cases significantly closer to experiment than those obtained with Hartree-Fock theory. On the local spin density functional level, DGauss predicts equilibrium bond lengths within about 0.02 A or better compared with experiment, bond angles, and dihedral angles to within l--2", and vibrational frequencies within about 3%-5%. While Hat-tree-Fock optimized basis sets such as the 6-3 1 G** set can be used in DGauss calculations to give good geometries, the accurate prediction of reaction energies requires the use of density functional optimized Gaussian-type basis sets. Nonlocal corrections as proposed by Becke and Perdew for the exchange and correlation energies are found to be essential in order to predict bond dissociation energies and reaction energies within a few kcal/mol. The computational efficiency of the present method together with its accuracy, which is comparable to correlated Hartree-Fock based methods, promises a great usefulness of the DGauss approach for the study of large and complex molecular structures.
I. INTRODUCTION
One of the central tasks in computational chemistry is the accurate and efficient prediction of molecular geometries, vibrational frequencies, and energies of chemical reactions. Such predictions are of great value in areas such as synthetic chemistry, molecular biology, catalysis, and materials science. From a great number of systematic calculations, mostly on organic molecules, it has been established that useful energetic, structural, vibrational, and electronic properties can be obtained from Hartree-Fock theory, even on the single-configuration self-consistent-field (SCF) level. ' Today, molecules with about 10-20 carbonlike atoms are being investigated routinely on that level of theory using polarized double-zeta basis sets. For smaller molecules, it is possible to carry out correlated calculations using singlereference as well as multireference wave functions.
Recent advances in the implementation of direct SCF schemes,2*3 combined with the increasing performance of computer hardware, are moving the frontier to molecules of increasing size and complexity. Although the computational requirements for Hartree-Fock theory increase formally with a fourth power in the number of basis functions, this scaling is significantly less for large molecules, especially when their geometry is extended. Novel algorithms for integral evaluations have been pursued and implemented successfully.-Nevertheless, the calculation of four-index, two-electron integrals remains a major computational bottleneck. Recent developments of pseudospectral methods make it possible to carry out Hartree-Fock calculations with an algorithm that scales with a third power in the number of basis functions. ' However, these advances in the implementation of Hartree-Fock calculations do not address the fundamental issue of electron correlation and the need for multireference representations, which is known to be important for many systems such as transition metal complexes and organometallies, but also for relatively simple molecules such as nitromethane. Inclusion of correlation typically increases the computational requirements dramatically thus limiting the range of correlated methods to rather small molecules. For these reasons, there is an urgent need to explore and develop new theoretical and computational methods that include electron correlation and, at the same time, are practical for large systems.
Today, there is increasing evidence'-" that density functional theory (DFT) 12-15 offers a promising alternative to the Hartree-Fock approach. DFT includes electron correlation in a form that does not lead to the scaling problem of Hartree-Fock-based methods. Thus, DFT has the potential to be applicable to fairly large systems. While there is sufficient evidence that DFT provides an accurate description of electronic and structural properties of solids, surfaces, and interfaces,16 relatively little is known about the systematic performance of DFT applied to typical organic molecules.
One of the reasons for this lack of knowledge is the fact that analytic gradient calculations, which are critical for molecular geometry optimizations, have only been developed recently for molecular DFT calculations, while this feature has been available and used widely in Hartree-Fock calculations for well over a decade. ' Furthermore, a number of well-tested Hartree-Fock-based programs are available to the scientific community, which is not the case for molecular DFT programs. There are also other obstacles and limiting factors: (i) There is no systematic theoretical way to improve the accuracy of the so-called local spin density (LSD) approximation; (ii) besides the expansion of molecular orbi-tals in finite basis sets, there are issues of adequate representations of the electron density and the exchange-correlation potential; (iii) more than one explicit form for the exchangecorrelation potential have been proposed; and (iv) in the past, simplifications in the shape of the potential such as the muffin tin potential have introduced a somewhat uncontrolled approximation and an element of arbitrariness.
Many of the obstacles mentioned above have now been overcome and there is the opportunity for molecular DFT methods to become a useful and accurate tool in the investigation of molecular structures and chemical reactions. The practical implementation of DFT leads to effective one-electron Schr6dinger equations or " Kohn-Sham equations" which are very similar to the Hartree-Fock equations, except that in the Kohn-Sham equations, the orbital-dependent exchange operator of the Hartree-Fock equations are formally replaced by an exchange-correlation operator that depends only on the total electron density (and spin density in spin-polarized calculations). This makes the form of the matrix elements simpler and the one-particle wave functions can be represented not only by Gaussian-type orbitals, but also by a variety of other functions such as Slater-type orbitals 17*'8 numerical functions,19-*' plane waves,22*23 2 or augmented plane waves. 24-26 Completely numerical ("basis set free") solutions of the density functional equations have been proposed as well. 27 It turns out, however, that Gaussian-type basis functions are appealing in molecular DFT calculations for the same reasons as in Hartree-Fock theory. The calculation of multiple-center integrals is fast and contracted basis sets can be found which are accurate, but still relatively small and efficient. The simple analytic form of the wave functions enables the analytic calculation of energy gradients. Furthermore, there is a wealth of experience from Hartree-Fock calculations on the choice of basis sets. This experience can be transferred directly to molecular DFT calculations. As pointed out earlier, there is a great need for systematic comparisons between Hartree-Fock-based results and DFT results. Using the same type of basis set facilitates this comparison.
For these reasons, we have developed a highly efficient molecular density functional implementation using a linear combination of Gaussian-type orbitals (LCGTO) and an overall approach that is amenable to systematic comparisons with existing Hartree-Fock and correlated ab initio methods. In this way, we hope a bridge can be built between the wealth of experience gained from molecular Hartree-Fock calculations and the newer molecular DFT approach. This similarity should help gain a clearer picture of the strengths and weaknesses of both the Hartree-Fock and the density functional approaches so that each method can be applied in the best possible way to address the many challenging problems of theoretical and computational molecular science. The present work builds conceptually on previous efforts, especially by Sambe and Felton, ** Dunlap, and Salahub.30 Currently, the use of Gaussian-type orbitals in density functional calculations is also pursued by a number of groups.29-39 For the present implementation, many algorithmic and computational aspects have been reconsidered, further developed, and coded in a new computer program, which is called DGauss. In essence, the present LCGTO density functional approach relies on a variational, analytic representation of the electron density and the fact that the exchange-correlation terms are a smooth function of the density, which can be accurately fitted by using a numerical integration. Together with efficient algorithms for integral and gradient evaluations, all basic computational components are thus in place for accurate geometry optimizations, evaluation of vibrational frequencies, and computation of reaction energies.
In the following sections of this paper, we will first present the theoretical background and the computational implementation of the present density functional Gaussiantype-orbital approach. Then, various computational levels, including basis sets and grid resolutions, are defined and the sensitivity of the computed molecular properties to these levels is tested for methylamine. The accuracy and reliability of this approach is then illustrated for a number of typical molecules containing C, N, 0, H, and F atoms. The results include optimized molecular structures, vibrational frequencies and IR intensities, bond dissociation energies, hydrogenation reactions, and energies of isodesmic reactions. In addition, results are presented for two molecular systems CH,NO, and C,F,, where correlation effects are known to be important. While the present approach is targeted for the study of large molecular structures requiring 1000 basis functions and more, the aim of the present work is the assessment of the accuracy of DGauss. To this end, various classes of small molecules are investigated where systematic comparisons with experiment, Hartree-Fock, and correlated methods are possible.
II. THEORETICAL ASPECTS
A. SCF equations and single point energies In density functional theory,'*-l5 the total energy, including electron correlation effects, is written in the form
(1) Here, Tis a kinetic energy term, U is the electrostatic interaction energy between all electrons and nuclei, and E,, is the exchange-correlation energy of the system.
The total electron densityp in Eq. ( 1) can be related to single-particle wave functions by p(r) = 2 Iqi(r) I*,
002 where the summation extends over all occupied electronic levels.
A variational principle applied to Eq. ( 1 ), together with the definition of the one-particle wave functions (2)) leads to effective one-particle Schrijdinger equations, usually referred to as Kohn-Sham equations, of the form H$i = l itlrit (3) where H represents a one-particle Hamiltonian operator, rji are one-electron wave functions [molecular orbitals ( MOs) 1, and ei can be interpreted as one-electron energies (MO energies). DFT can be generalized to spin-unrestricted systems. In that case, the Hamiltonian operator also depends on the spin and separate MOs and MO energies are obtained for the spin-up and spin-down levels. For simplicity, we disfg,; s = l,...,N,] in the form cuss here only the spin-restricted case, although both the spin-restricted and the spin-unrestricted cases are implekc (r) = C kg,. mented in the present program. 5
As a consequence of the form for the total energy expression in Eq. ( 1)) the effective one-particle Hamiltonian operator H can be written as (12) H=[ -1/2V*+ V,(r) +p,,(r)].
(4) Hartree atomic units are used here with h */(4$m) = 1 and e* = 1. V, is the electrostatic (or Coulomb) potential
consisting of the electron-nuclear attraction Substituting expressions (4)-( 12) in Eq. (3) and applying a variational principle analogous to that used in Hartree-Fock theory leads to a system of equations that determines the coefficients in expansion ( 10) :
(H, -EiSw )Ciq = 0.
(13) These equations have to be solved in a self-consistent procedure. The matrix elements in Eq ( 13) are given as follows:
and the electron+lectron repulsion V,(r) = p(r')l/Jr --'I&'. I
Here, R, denotes the position of atom a with the atomic number Z, . The sum in Eq. (6) extends over all atoms of the molecular system. Hpp = h, + 2 P, bdlrl + C P, [wl (14) r s and
Equations ( 13) and ( 14) contain one-electron and two-electron integrals defined by
The exchange-correlation potential is expressed by the termpXc which is related to the exchange-correlation energy by kc = swap.
(8) In the so-called local density approximation (LDA) ,I3 the total exchange-correlation energy is approximated by
ci hllrl =J J gp (r)g, (r) (l/jr -r'l )g,(r')dr dr ', (17) WI =sg, b-k, (rk, (r)dr, (18) hl =sgp (rk, (r)dr.
where E,, [p(r) ]dr is the exchange-correlation energy in a volume element dr in which the local density isp( r); exe [p] is the exchange-correlation energy per electron in a correlated (i.e., interacting) electron system of constant density p.
In the present implementation, we use the form for E,, [p] as given by Vosko, Wilk, and Nusair.40 It is generally believed that this represents one of the best analytic functional forms available for LDA potentials. It should be noted that no empirically adjustable parameters are incorporated in this potential.
It should be noted that the one-electron integrals h,, as well as the overlap integrals S,, are identical to those found in the Roothaan-Hartree-Fock equations.' Without the density expansion of Eq. ( 1 1 ), the term Z,p, (pqllr) of Eq. ( 14) would contain
The molecular orbitals $i are represented by Gaussians in the same way as in the Hartree-Fock method *i = C cipgp (10) P with &,;p = l,..., N} being a set of contracted Gaussian basis functions.
which represent the familiar four-index, two-electron Coulomb integrals of the Hat-tree-Fock theory. The last term in Eq. ( 14) can be compared formally with the exchange integrals of the Hat-tree-Fock theory. However, as discussed above, the term includes correlation effects.
Following Dunlap, the density fitting coefficients p, in Eq. ( 11) are defined such that the Coulomb energy Following Sambe and Felton, the electron density is also expanded in a set of Gaussian-type functions. Because of the finite number of Gaussians in this auxiliary set, this representation amounts to the approximation p(r) =p'(r) = Cp,g,
r with&;r= 1 ,...,N,} being a set of auxiliary basis functions. Similarly, the exchange-correlation potential ,uu,, (r) is expanded in another auxiliary set of Gaussian-type functions AS ss &p(r) ( l/lr -r'l )Sp(r')dr dr ' (21) arising from the difference between the fitted and original density Sp(r) =p(r) -p'(r) (22) is minimized while maintaining charge conservation. Using the definition of the density matrix P, ppq = 2 cipciq i (23) with the summation extending over all occupied molecular orbitals, we find the coefficients pr to be determined by ~&&??ll~ 'l -* w j-g, (l,m) . (24) The Lagrange multipliers A guarantee charge conservation.29 The matrix C is defined by its elements
(25) All the integrals necessary to calculate the density fitting coefficientsp, can be obtained from analytic, Coulomb-type integrals.
The fitting coefficients for the exchange-correlation potential in Eq. ( 11) are given by the following relations: P, =p;' s g, (r)pu,, (r)dr (26) d with S, being overlap matrix elements defined in Eq. ( 12). The evaluation of the integrals in Eq. (26) is done numerically as will be discussed below. Recently, a method for the variational fitting of the exchange-correlation potential has been formulated, 41 but not yet implemented in the present approach.
Based on the self-consistent charge density, Dunlap derived an expression for the LDA total energy which is exact to second order in the error of the density fit of Eq. ( 11) . The explicit form, which resembles the corresponding expression of the Hartree-Fock theory, is E LDA =;p&tq +~/%b~~~rl +~dfd) I s (27) Similar to the expansion of the exchange-correlation potential given in Eq. ( 12), the exchange-correlation energy needed for the total energy expression (27) is expanded in a set of Gaussian-type functions in the form c,(r) =Cv,.
In fact, the Sam: set of functions &,} is used as in the expansion of ,u,, . The integrals [ rllr'] are defined in Eq. (25) U, = l/2 C Z,Z,./jR, -R,. 1
aa denotes the Coulomb repulsion energy between all nuclei.
B. Analytic energy gradients
One of the advantages in using Gaussian-type basis functions is the possibility of evaluating the first derivatives of the total energy with respect to nuclear displacements analytically. 4'd7 The energy gradient can be written as Expressions (3 1) and (32) contain in essence derivatives of three-index integrals, which can be calculated analytically in the same way as the integrals in the SCF calculations. The exchange-correlation term in Eq. (31) is evaluated by a numerical integration (33) which turns out to be more accurate than using the fitted form (34) ofpXc provided a sufficiently accurate grid is used for the numerical integration
Spurious one-center contributions to the exchange-correlation forces are eliminated in a similar way as has been done by Versluis and Ziegler.48 The matrix W is an energy weighted density matrix similar to that used in the gradients in the Hartree-Fock theory.
C. Nonlocal exchange-correlation corrections
It is known that the local density approximation tends to overestimate binding energies.'-" One way to correct for this error is the inclusion of nonlocal correction terms using the density gradient. To this end, the exchange-correlation energy is written in the form
where E ," and E ," are gradient corrections to the exchange and the correlation energies, respectively. Two different forms for these gradient corrections are considered here. One form uses a correction to the exchange energy proposed by Becke49*50 and an expression for the correlation corrections given by Langreth and Mehl, which was later refined by Perdew." This approach is referred to as the Becke-Perdew (BP) gradient correction. In the BP correction, the exchange part is written in the form
I7 where x, FE Ivpl/p4,/3.
(37) The label (7 denotes spin up or spin down. Expression (36) has the correct asymptotic behavior and contains a constant b, which is determined by fitting the exact exchange energies of inert gases. The correlation part in the BP correction has the form E,G= f(p,,ps) exp{ s The definition of the functions f and g is given by Perdew."
The other form of the nonlocal corrections to the total energy is based on the work of Becke'* and Stoll, Pavlidou, and Preuss53 and thus is referred to as the BSPP approach. Here the exchange energy is due to Becke." It is asymptotically correct and contains two parameters b and c in the form
D The parameters b and c are determined by fitting the exact atomic exchange energies for all atoms in the Periodic Table  and using an appropriate average to make the expression independent of any particular atom. The correlation energy in this correction has the form53
where E, is the LSD correlation energy.
III. COMPUTATIONAL IMPLEMENTATION
A. Basis sets While Gaussian basis sets are convenient for the calculation of multicenter integrals, great care has to be used in the construction of these basis sets in order to find the right balance between accuracy and efficiency. While the familiar Hartree-Fock optimized basis sets such as Pople's 6-3 lG** basis set"54 give reasonable molecular geometries when used in molecular DFT calculations, reaction energies are more sensitive and Hartree-Fock optimized basis sets are inadequate. To this end, new all-electron LSD optimized basis sets have been developed" for all elements from H to Xe and are used in the present investigation. The optimization procedure is based on the work of Tatewaki and Huzinaga56 as implemented for LSD optimization by Andzelm et al.57 For the elements B to Ne, this double-zeta basis set with polarization functions (DZVP) is built from nine s-type and five p-type primitive Cartesian Gaussians, augmented by one dtype polarization function. These primitives, written as (621/41/l), are contracted to three s-type and twop-type functions. Together with the polarization functions, this results in a [3/2/l ] contracted set. For hydrogen, a (41) set is used in this DZVP set. These LSD-optimized Gaussian basis sets cause only small basis set superposition errors (BSSE) and exhibit a high quality for the valence orbitals, as judged by comparison with energies and orbitals obtained from a numerical procedure.47T57 By adding p-polarization functions to the H basis and using the DZVP basis sets for the other atoms, a so-called DZVPP basis is defined. A more accurate basis set, called DZVP2, is obtained by adding one s-and one p-type primitive to the set for the atoms B to Ne. This results in a (721/51/l) basis set. In the DZVP2 basis, polarization functions are also added to H atoms resulting in a (41/l ) basis for hydrogen.
Corresponding to these orbital basis sets are auxiliary basis sets to represent the electron density [ Eq. ( 11) 
B. Analytical integrals
In contrast to the usual implementations of the Hartree-Fock method, the present DFT method requires the evaluation of only two-and three-index integrals. A recursive scheme, developed originally by Obara and Saika (OS ) 4 for the computation of four-index integrals over Cartesian Gaussian functions, has been reformulated for three-index integrals to meet the needs of DFT.42,43 The resulting scheme turns out to be computationally highly efficient on vector and parallel computers.
Two kinds of three-index integrals are needed-coulomb integrals I, and overlaplike integrals I,, for the evaluation of exchange-correlation terms. Following the notation of OS, these two types of integrals have the form
and
(42) with a and b denoting orbital basis functions and c representing an auxiliary basis function used in the expansion of the electron density, the exchange-correlation potential, and the exchange-correlation energy. Again, the symbol ]I stands for the Coulomb operator l/lr -r'l. Equation (39) of OS can be rewritten for three-index Coulomb integrals to give the following recursive expression:
Here, Ii denotes a px, pv, or p, function and the function c + li has an angular momentum number one order higher than c. The superscript (m) refers to the order of the incomplete F function which is needed in the evaluation of electron repulsion integrals. The prefactors Wand Q are determined by the distances between the centers of the Gaussian functions and their exponents. The values for 7, {, and p depend only on the Gaussian exponents. Ni is a generalized Kronecker delta as defined by OS. Following a procedure implemented in the Aster-ix program,59 the incomplete I function is evaluated from an efficient four-term interpolation formula yielding an accuracy of 10 -'* in the integrals. In essence, Eq. (43 ), together with "transfer formulas" of the type (4.4) and explicit formulas for integrals with low angular momenta, allow the evaluation of all Coulomb integrals involving higher angular momentum quantum numbers. For example, integrals containing d functions can be built from integrals with only s and p functions. Similar relationships can be obtained for the overlaplike integrals needed in the exchange-correlation terms. For the integrals in the gradient calculations, a modified OS method due to Head-Gordon and Pople' has been used.
The evaluation of the Coulomb and exchange-correlation integrals as needed in the construction of the Hamiltonian matrix elements ( 14) lends itself to parallelism in the index rof Eq. ( 14). To this end, shared exponents ofs,p, and d fitting functions are highly advantageous. A similar strategy for parallelism is used in the evaluation of the density fitting coefficients given in Eqs. (24) and (25).
The computing times for calculating the Coulomb integrals for the Hamiltonian matrix elements ( 14) and for calculating the integrals for the density fits (24) and (25) is approximately the same, whereas the evaluation of the overlaplike integrals for the exchange-correlation fit (18) requires about half that time. In the current vectorized and parallel implementation of a direct SCF scheme, approximately 15 million three-index integrals per second can be generated on an eight-processor CRAY Y-MP system at a sustained computational rate of over 1 billion floating point operations per second (GFLOPS) .60 Compared with a oneprocessor system, a speedup of approximately 7.3 has been observed. Thus, the evaluation of about 350 million integrals for a molecular system with about 1000 basis functions can be accomplished in about 160 s of real time by using all eight processors of a CRAY Y-MP system simultaneously.
C. Grid design and numerical integrations
Numerical integrations are used to determine the exchange-correlation terms in Eqs. (12), (26), (28), (31), and (34). Furthermore, in the present program, the multipole moments are obtained by using a numerical integration. These integrations use a finite adaptive grid which is construtted in the following way2tr6r : around each atom, a polar coordinate system is defined. Within these local coordinate systems, a radial mesh is constructed leading to a sequence of radial shells. On each shell, an angular grid is defined such that its resolution is adapted to the variation of the exchangecorrelation potential. For example, close to the nuclei, the radial shells are densely spaced, but each shell contains relatively few angular points. Further away from the nuclei, the situation is reversed and a higher number of angular points is required, while the radial shells might be more widely spaced.
Using this kind of grid, any three-dimensional molecular multicenter integral I with the integrand F(r) can be decomposed into a sum of one-center integrals of the following form:
A A
The weighting function wA is close to 1 near the center A and diminishes in the vicinity of other centers. At every point of real space, the weighting functions have to be normalized to 1,
The one-center integrals are then solved within a polar coordinate system using the finite grid described above IA = ss wA(r,R)F(r,il)r2drdt2.
Here, the radial integration is accomplished using a method by Becke6' applying a Gauss-Chebyshev quadrature, while a Stroud-Lebedev quadrature is employed for the angular integration.62s63
The angular grid is constructed in the following adaptive way: at the beginning of a calculation, the atomic electron densities are superposed resulting in an electron density which has in essence the shape of the molecular density. Then, polar coordinate systems are defined around each atom center and radial grids are defined to meet the criteria for the Gauss-Chebyshev quadrature. On each radial shell, a set of angular points is created. These sets correspond to the Stroud-Lebedev quadrature and contain the following number of points : 12, 32, 50, 72, 110, 194, and 302 . Once a set is selected, the values of the exchange-correlation energy E,, (r) corresponding to the superposed electron densities are calculated and an assessment is made how accurately the current angular grid can integrate the function E,, (r) . Angular grids of increasing resolution are chosen until the integration is guaranteed to have an error of less than 10 -'. In order to minimize any sensitivity of the numerical integration on the specific orientation of the molecule, angular grids on subsequent radial shells are rotated with respect to each other.47 Typically, about 1000 grid points per atom are obtained from this procedure.
The weighting function of Eqs. (45)- ( 47) is chosen to be Idd] are not calculated explicitly, but estimated by the simple formula3s4 with pA (r) being the atomic density of center A.
The SCF procedure involves the following sequence:
where N, and Nb are normalization factors, a and b exponents, and A and B the positions of Gaussian functions.
An estimate of the values for the three-index overlaplike integrals [pqs] in Eq. (54) 
A similar strategy as used for the update of the Hamiltonian matrix elements can also be employed for the fitting coefficients p, as given by Eq. (24). An update of a density fitting coefficient is not necessary if
The procedure (see Ref. 47 for a preliminary description) is started with a superposition of atomic densities which defines the coefficients @:"'}. In the case of a geometry optimization, the SCF results from the previous geometry are taken as a SCF starting point for the new geometry.
The Hamiltonian matrix elements of two subsequent iterations i and i + 1 can be written in the form ( 58) contains the same types of three-index Coulomb integrals as in Eq. (54) and hence the same procedure for estimating their values is used. In the present calculation, the value for Td is set to 10 -lo. This concept for updating as used in the direct SCF can also be applied to the evaluation of the total energy.
Using &. (14), P4 P4 * (51) E. Geometry optimizations and vibrational analysis
An update of a Hamiltonian matrix element Hpq is not necessary if AH,, is smaller than a certain numerical threshold. In the present calculations, a threshold of 10 -lo is used, although it was found that a value of 10 -' still leads to acceptable molecular properties of chemical accuracy.
In order to determine the threshold, only an upper bound or estimate and not the exact values for the integrals are required. This fact leads to significant savings in the computational effort. The following conditions for the thresholds are obtained from Eq. ( 52) :
where the symbol est [ ] denotes an estimate of an integral. Hence, a Hamiltonian matrix element of a new iteration is updated only if it can be expected to be larger than TP and TP defined by Eqs. (53) and (54).
The geometry optimizations and the calculation of vibrational frequencies follow well-established techniques of quantum chemistry.-Specifically, the present approach uses a procedure for geometry optimizations as implemented in the GRADSCF program. 65 Three differences compared with HartreeFock calculations are important to mention: (i) Because of the nonvariational character of the present formulation of energy gradients, the energy minimum does not coincide strictly with vanishing gradients. The resulting inconsistencies are tolerable. For example, for equilibrium bond lengths, this discrepancy is only several thousands of one Angstrom, which is one order of magnitude smaller than the accuracy of the method compared with experiment. (ii) Gradient calculations are faster than SCF calculations and thus gradients are evaluated for each new geometry in the optimization procedure. (iii) Due to the numerical integrations, there is residual numerical noise in the total energy. Close to equilibrium, this noise is relatively smaller for the gradients than for the total energy. Therefore, the final steps in the geometry optimization are based on the gradient alone. The vibrational frequencies are calculated by a finite difference technique using a displacement of 0.02 a.u. The infrared intensities are evaluated also by finite differences in the dipole moments. In the present program, dipole moments are calculated by straight numerical integrations using the same grid as for the gradients, which is finer than that used for the SCF energies.
IV. COMPUTATIONAL LEVELS AND NUMERICAL SENSITIVITY
In the present implementation, the following major computational parameters need to be defined: the orbital basis set; the auxiliary basis sets; the grid resolution for the numerical integrations; the accuracy in the analytical inte-grak; the convergence in the SCF procedure; and the convergence in the gradient optimization.
In order to enable systematic comparisons, we define several computational levels, as given in Table I . The DZVP level is characterized by a double-zeta orbital basis set with polarization functions except for hydrogen atoms. On this level, a set of auxiliary functions, called A 1, is used as defined in Table I . The grid resolution, the integral accuracy, the SCF convergence, and the gradient convergence are chosen to be on a medium level as explained in Table I . The DZVPP level differs from the DZVP level only in the orbital basis sets for hydrogen, where p-polarization functions are included on the DZVPP level. Most of the calculations repc-ted in this paper were carried out on this level.
A somewhat cruder level is denoted DZVP-lc. Here, the same orbital and auxiliary basis sets are used as on the DZVP level, but a coarser grid is used for the numerical integration resulting in about half the number of grid points as on the DZVP level. The integral accuracy is lower and the convergence criteria for the SCF procedure and the gradient optimizations are less stringent than those of the DZVP level. An even more economic level is obtained by reducing the number of auxiliary functions used in the fitting of the electron density and the exchange-correlation terms. This level is denoted DZVP-3c since a so-called d 3 auxiliary basis set is used (cf. Table I. ) DZVP-lf denotes a level which has the same orbital and auxiliary sets as the DZVP level, but applies more stringent criteria for the grid resolution, the integral accuracy, and the SCF and gradient convergence criteria. Note that about four times more grid points are used for the numerical integration as on the DZVP-lc level. The DZVP2-2f level can be considered to be close to the limits of a double-zeta orbital basis set with one polarization function. Here, a larger auxiliary basis set, denoted A 2, is used than on the DZVP level. The grid resolution, integral accuracy, and the convergence criteria are the same as on the DZVP-lf level. Table II shows the sensitivity of calculated geometric, vibrational, and energetic properties on the computational levels for Omethylamine. The calculated bond lengths differ by 0.004 A or less comparing the various levels listed in Table I. The largest variation in the bond angles is 1.4" for the hypemetted chain (HNC) angle. Overall, there is relatively little sensitivity of geometric variables on the choice of computational levels. This is gratifying since, e.g., the numerical grid resolution varies by a factor of four between DZVP-lc and DVPP-lf. It should be pointed out, though, that the gradient convergence criterion may have to be tightened from the default value of 8 x 10 -4 to about 5 X 10 -' a.u. in order to obtain accurate dihedral angles and vibrational frequencies for low frequency or strongly anharmonic torsional modes.
The frequencies reported in Table II were obtained by a finite difference technique using nuclear displacements of 0.02 bohr and analytic first derivatives. For all but the lowest frequency modes, the different computational levels give frequencies that are consistent to within better than 4% which is approximately the same size as the difference between theory and experiment (note that the experimental values are not the harmonic frequencies and a direct comparison can be misleading). For the lowest frequency, the DZVP-3c and DZVP-lc levels deviate substantially from the other results. The vibrational zero point energy provides a convenient measure for the quality of the vibrational frequencies. While the results from DZVP and higher are very consistent, some deviations are found for the calculations using fairly rough numerical grids and convergence criteria. However, even for these economic choices of computational parameters, the TABLE I. The definition of computational levels including orbital basis sets, auxiliary basis sets, grid resolutions, integral accuracies, SCF convergence thresholds, and gradient convergence criteria. The most common levels are DZVP and DZVPP with A 1 auxiliary basis sets and medium selections for the numerical grid, integral accuracy, and convergence criteria.
'Following the notation of Huzinaga, the basis sets for carbonlike atoms are: DZVP-(621/41/1)/[ 3/2/l]; DZVPZ-( 72 l/5 l/l )/[ 3/2/l 1. The basis set denoted DZVPP is the same as DZVP except that p-polarization functions are added for H atoms. The corresponding Pople basis sets are 6-3 lG* (DZVP) and 6-3 lG** (DZVPP). bThe auxiliary basis sets are uncontracted and defined as follows: A 1 (7/3/3); A 2 (8/4/4); A 3 (7/3/2). 'The grid selection can be coarse (c) with about 500 points/atom, medium (m) with about 1100 points per atom, or fine (f) with about 2500 points/atom. dThe accuracy in the analytical integral evaluation is low (1) at 10 -*, medium (m) at lo-lo, or high (h) at 10 -"; the corresponding accuracy in the numerical integration is 10 -I", 10 -I*, or 10 14, respectively. 'The SCF convergence threshold for the density (total energy) is loose (1) at 10 -4( 10 -6), medium (m) at 5~ IO-'(5x IO-'), or tight (t) at 10-5(10-7). 'The convergence criterion for the largest gradient component is loose (1) at 10 -3, medium (m) at 8 x 10 -4, and tight (t) at 5x IO-'. TABLE II. Ground-state geometries, vibrational frequencies, dipole momenta, and C-N bond dissociation energies of methylamine obtained with various basis sets and selections of computational parameters. An explanation of the computational levels is given in Table I results are still reasonable. The calculated dipole moment ranges between 1.41 and 1.52 D. A significant changes arises from the inclusion ofppolarization functions on the hydrogen atoms. In fact, the sensitivity on the orbital basis set is larger than on the resolution of the grid or the choice for auxiliary basis sets.
The C-N bond dissociation energy provides a gauge for the sensitivity of calculated reaction energies as a function of the computational level. This energy is calculated by separately optimizing the fragments 'CH, and *NH, as well as the complete molecule and then subtracting the total energy of the complete molecule from the sum of the total energies of the fragments. In these calculations, the methylamine molecule is in a singlet state, whereas the fragments are in a doublet state. The step from the compact A 3 auxiliary basis set, used in the DZVP-3c calculation, to the more flexible A 1 set, employed in the DZVP-lc results, causes a significant change in the calculated bond dissociation energy. The other modifications of basis sets and computational parameters lead to changes of less than 1.2 kcal/mol.
In summary, both the DZVP and DZVPP levels of computational parameters provide accurate and computationally efficient choices of orbital basis sets, auxiliary basis sets, grid resolutions, integral accuracies, and SCF and gradient convergence criteria. While bond distances, bond angles, dipole moments, and total energy differences are fairly insensitive within the range of computational levels defined in Table I, low frequency modes deserve special attention if a high accuracy is needed.
V. RESULTS FOR MOLECULES CONTAINING C, N, 0, H, AND F
A. Ground state geometries Table III shows calculated and experimental ground state geometries of small molecules and fragments containing the elements C, N, 0, H, and F. All calculations were done within local spin density functional theory using a DZVPP computational level as described in the previous section. For the cases in which the spin state is other than a singlet, the multiplicity is given explicitly in Table III .
The calculated C-C single bond lengths are typically 0.01-0.02 8, too short compared with experiment. The formal C-C single bond in cyclopropene is an exception. In this case, theory and experiment agree to within 0.001 A. The C = C double bond and the aromatic C-C bond are very well described by this level of theory and agree typically within a few thousandths of an A with experiment. For example, the computed C = C bond lengths in propene and butadiene agree to within 0.003 and 0.002 A with experiment. LSD theory on the DZVPP level overestimates the C=C triple bond in acetylene by 0.014 A. Also, the theoretical bond length in the carbon dimer is too long by about 0.02 A.
In many cases, the calculated C-H bond length is too long'Op' I by about 0.01 to 0.02 A, which is also found, possibly even more pronounced, for O-H, N-H, and H-F distances. The overestimation of the C-H bond length is particularly noticeable in the small fragments CH, CH,, and CH,. These systems contain only a few electrons and the electron gas approximation underlying the LSD theory can be expected to be less appropriate than for bonds with more electrons (such as double bonds and aromatic systems).
For single and double bonds between carbon and oxygen atoms, similar trends are found as between carbon atoms. The computed lengths for the C-O single bonds in methanol and dimethylether are too short by about 0.01 A. In contrast, the C = 0 bond in formaldehyde is close to experiment (0.004 A too long) and about 0.01 A too long in formic acid and carbon dioxide. The C = 0 bond length in ketene is overestimated by 0.016 A and by the surprising amount of 0.030 A in formamide. The calculated C = 0 bond in the CO molecule is 0.016 A too long.
The bonds between C and N seem to repeat this pattern. The equilibrium distances in the molecules 0, , N, , and F, are fairly well described by the LSD/DZVPP approa$h and deviate from experiment by 0.007, 0.021, and 0.020 A, respectively. The ambiguity in the experimental values for the O-O distance in hydrogen peroxide make an assessment of the theoretical value difficult.
Calculated bond angles deviate in many cases by less than 1" from the experimental values. A notable exception is the O-N-O angle in nitrogen dioxide, where the present theoretical approach yields a value which is 2.5" smaller than experiment ( 133.5" vs 136.0"). Possibly, LDF theory does not include enough repulsion between the 0 atoms in NO,.
Vibrational frequencies
Table IV provides a comparison of computed and measured vibrational frequencies for typical small molecules. As is well known,' Hartree-Fock theory on the SCF level fairly systematically overestimates vibrational frequencies by about 10%. The MP2 level of theory provides vibrational frequencies which are closer to experiment, but still mostly too high. On the other hand, LSD theory on the DZVPP level yields frequencies which are overall too low, but at least as close to experiment as those obtained from second-order MQller-Plesset (MP2) theory.
The present calculations give C-C and C = C bond stretching frequencies which are remarkably close to the harmonic frequencies deduced from experiment. The frequency of the single C-C bond stretching mode is about 1% too high, which might be related to the fact that the present calculations result in a C-C bond length which is slightly too short compared with experiment (cf. Table III ). The LSD C-H stretching frequencies are typically too low by about I%-2%, which might be related to the overestimation of the C-H equilibrium bond length. In many cases, but not all, the low frequency modes involving bending and torsion are cal-TABLE III. A comparison of calculated and experimental ground state geometries of small molecules containing C, N, 0, H, and F. The LSD calculations were carried out on the DZVPP level of accuracy as defined in Table I The values obtained from the LSD calculations A comparison of the vibrational zero point energies obare consistently smaller than those obtained from Hartreetained from experiment and various levels of theory provide Fock and MP2 computations. The differences between the a global measure for the agreement between theory and ex-LSD results and experiment are about the same as between the MP2 calculations and experiment. For C,H,, C, H,, H, CO, and CH, F, the LSD and MP2 values for the zero point energies bracket the (harmonic) experimental values.
It should be noted that the values reported in Table IV were obtained by a finite difference technique using analytic first derivatives and atomic displacements of 0.02 a.u. Given the numerical sensitivity in this method, there is a residual uncertainty in the values. Given the evidence from Table II , this uncertainty should be less than about 30 cm -'.
C. C-H bond energies
In order to compute the bond energies for the successive removal of H atoms from methane, calculations have been performed on the H ( *S) and C ( 3P) atoms and the molecules CH(311), CH, (38), CH, (*A), and CH, ('A) . Full geometry optimizations were carried out leading to the structures reported in Table V . As in the previous cases, all calculations were performed on the LSD/DZVPP level. For the final geometries, nonlocal corrections to the total energy (NLSD) were evaluated using the functional forms proposed by Becke and Perdew (BP) as discussed in Sec. II C.
In Table V , the LSD and NLSD bond energies are compared with results from Hartree-Fock and correlated ab initie methods.'*66 This comparison is meaningful since the same type of basis sets, namely a valence double-zeta basis with polarization functions, has been used in all calculations given in Table V. In the case of the CH-H bond, the LSD level of theory overestimates the experimental value by as much as 15 kcal/ mol. In contrast, the NLSD approach agrees with the experimental values within 6 kcal/mol for the CH fragment and 2 kcal/mol for CH,-H and CH,-H. All correlated ab initio methods experience difficulties in calculating the bond energy of the CH radical. The best approach closed-coupled configuration interaction (CCCI), underestimates the energy by 6 kcal/mol.
In order to compare the various methods, the error (defined here as the average absolute deviation from experiment) is presented in the last column of Table V. While the LSD bond energies are consistently overestimated by about 10 kcal, the results show that, nevertheless, the energies obtained from LSD theory are closer to experiment than those computed at the Hartree-Fock level. A dramatic improvement in the calculated bond energies is found when nonlocal corrections are included. In fact, the NLSD energies are substantially better than the Hartree-Fock and ground valence bond (GVB) results, and are comparable with the sophisticated and computationally demanding MP4 and CCC1 treatments. The vibrational frequencies obtained with LSD theory give vibrational zero point energies (ZPE) within 0.2 kcal/mol of the corresponding experimental values.
D. C-C bond energies and dissociation potential curves for ethylene functional calculations were carried out on the LSD/DZVPP level of theory with nonlocal corrections evaluated for the optimized LSD geometries. The CH,, CH,, and CH fragments were calculated in their electronic ground state as discussed above.
Whereas the LSD level of theory gives bond energies which are too large by 20-30 kcal/mol, the NLSD results lead to a surprising agreement with experiment. In fact, none of the correlated Hartree-Fock based methods shown in Table VI comes as close to experiment as the present NLSD approach.
An important aspect in the study of chemical bonding is a theory's ability to describe the entire energy hypersurface throughout a bond dissociation or bond formation process. To this end, the potential curve for the dissociation of the reaction H2C=CH2('A)-+H,C:(3B) +:CH,(3B) has been calculated using LSD and NLSD theory (cf. Fig.  1 ). The C-C bond distance was varied in steps between 1 .O and 4.0 A and for each C-C distance, all other geometric parameters were optimized. As can be seen from Fig. 1 , the overall shape of the potential curve is the same for both the LSD and NLSD approaches with the LSD energies being consistently lower than the NLSD values. The assumption of a singlet state within a spin-restricted calculation and maintaining D,, symmetry of the system throughout the dissociation process leads to a wrong dissociation limit. In fact, using this artificial restriction, SCF convergence problems appear at a C-C separation of about 4 A, while the total energy energy is still rising with increasing C-C separation (cf. Fig. 1) . A similar problem occurs for GVP-PP calculations as reported by Carter and Goddard. 66 In local spin density functional theory, the spin state of a molecule is defined by the occupation numbers of the spin a and /? one-particle eigenstates.'," '" For limit since the cr and r electrons of each CH, fragment are now, correctly, triplet coupled. However, as the separation between the two C atoms diminishes, the energy of the quintet state of ethylene is higher than that of the singlet state (cf. Fig. 1 ). An antiparallel coupling of the triplet states of the CH, fragments is needed to describe correctly the dissociation process of ethylene. Spin unrestricted LSD calculations assuming a formal singlet state achieves this goal. In these calculations, the a and fi spin densities around the two carbon atoms turn out to be different as the distance is increased. As a consequence, the symmetry of the system is reduced to C,, . Now, at large distances, each fragment goes locally into a triplet state, but the spin densities on the two fragments have opposite signs and hence the spin state of the total system is formally still a singlet. As the two fragments approach each other, the magnitude of the spin density on each fragment diminishes until it vanishes for C-C distances smaller than 2.0 A.
The upper panel in Fig. 1 shows the number of unpaired electrons on each CH, fragment as a function of C-C separa- tion. Starting from the equilibrium distance of 1.336 A, the spin densities are zero up to a separation of about 2 A. For increasing distances, the number of unpaired electrons on each fragment rises quickly to a value close to 2 near 4 A. At this point, there are essentially two CH, fragments, each in a triplet state, but with antiparallel spin. This spin localization effect can be monitored conveniently by examining the Mulliken charges for spin a and p obtained from spin polarized calculations (cf. Table VII) . Near the equilibrium distance, the Mulliken charge from the a electrons is the same on both carbon atoms. At larger distances, this charge increases on one carbon atom while it diminishes on the other. The opposite is true of the Mulliken charge from thep electrons. This spin separation is practically completed for a distance of about 4.0 A. There is a considerable gain in energy due to this spin localization as can be seen from Table VII amounting to about 40 kcal/mol at a separation of 3.5 A. It is computationally advantageous to start this series of calculations with large C-C distances where the localization of the spins occurs spontaneously and then to diminish the separation step by step, using the densities of a and B electrons from the previous step as input for the smaller distance. It is gratifying to see that LSD theory describes this "antiparallel" spin system correctly. In fact, a somewhat similar case has been found for the Cr, molecule, where the spins on the two Cr atoms have opposite signs (antiferromagnetic coupling). Also in the case of Cr,, LSD theory correctly describes the binding curve.67 E. Bond dissociation energies involving the atoms C, N, 0, and F The direct calculation of dissociation energies for processes of the form A -B-+A + B is known to be a difficult task for ab initio approaches. In fact, Hartree-Fock theory yields bond energies which are in a very poor agreement with experiment. In some cases, such as the dissociation of the F, molecule, Hartree-Fock theory predicts a negative dissociation energy and the use of correlated methods is mandatory. Often, the MP2 level of theory is sufficient to bring the agreement between calculated and experimental data within a few kcal/mol. Table VIII provides a comparison of calculated and experimental bond dissociation energies. The LSD and NLSD results using the DZVPP computational level are presented together with HF, MP2, and MP4 results. The DZVPP basis set used in the density functional calculations is comparable to the 6-31G** basis underlying the HF and MP calculations.
The LSD results are too large by about the same amount as the HF results are too small. Both the LSD and HF levels of theory are inadequate for quantitative statements about bond dissociation energies. The NLSD results, with the exception of molecules containing F, are comparable to the results from MP2 and MP4 calculations. On average, the NLSD values are comparable with the MP4 results. The F, molecule is a noticeable exception. It is possible that the limitations in the present basis set for F causes the relatively large error. 48*50 In addition, the assumption of spherical symmetry in the F atom used in atomic calculations leads to a higher energy than in the case when this spherical symmetry is removed. If this effect is taken into account, the energy per fluorine atom is reduced by about 6 kcal, which improves the values for the bond dissociation energies significantly.
F. Energies of hydrogenation reactions
It is known that Hartree-Fock theory is quite successful in predicting the hydrogenation energies of compounds containing first row elements.' For many systems, the 6-31G* level of HF theory yields hydrogenation energies that are within 3-5 kcal/mol of the experimental values. The MP2 calculations bring improvements to the energetics, although there exist cases where even the MP4 level of theory gives errors of over 10 kcal/mol, e.g., in the reaction of hydrogen and oxygen. In Table IX , LSD and NLSD (BP) energies of selected hydrogenation reactions are presented as calculated using the DZVPP computational level. The resulting energies are compared with the HF, MP2, MP4, and experimental values as reported by Hehre ef al. ' Becke-Perdew (BP) corrected NLSD energies are listed in Table IX . The results obtained with Beck+Perdew-Pavlidou-Stoll corrections (cf. Sec. II C) show a somewhat larger error compared with experiment than the BP corrections. 47 The results given in Table IX are grouped into reactions involving single, double, and triple bonds, respectively. With the exception of a few reactions, notably the hydrogenation of 0,, ab initio methods reproduce experimental values within -4 kcal/mol. Surprisingly, the HF energies are on the average better than correlated results. In fact, the hydrogenation energies for molecules with single bonds seem to be particularly well captured by Hartree-Fock theory, although it is rather disturbing that systematic improvements over the single determinant description provided by MP2 and MP4 calculations increase the discrepancy between theory and experiment.
The LSD approach shows serious deficiencies for reactions involving triple bonds, while the hydrogenation of single bonds is fairly well described. On the other hand, the NLSD (BP) method provides a more uniform account for exchange and correlation for a variety of different bonds. On average, the NLSD approach performs as well as the correlated MP2 and MP4 methods. The energetics obtained with the NLSD approach are much closer to MP4 results than those obtained using the LSD method.
The comparison with experimental data cannot be done 'The average error with respect to experimental data. exactly since the temperature corrections to vibrations were not calculated. We assume that the translational and rotational temperature contributions for hydrogenation reactions can effect the energetics by about 1 kcal/mol. The zero point energy contributions have been calculated and are shown in Table IX. In the earlier discussion of vibrational properties, it has been shown that vibrational zero point energies obtained with the LSD approach agree very well with experimental data for organic molecules (within 1 kcal/ mol). Thus, a comparison of the theoretical and experimental values (given in parentheses in Table IX) , which are corrected for zero point energies, can be assumed to be significant within about 2 kcal/mol. While the agreement between NLSD and experiment is quite reasonable for a substantial number of reactions, significant errors of up to about 10% do exist including the hydrogenation of H, 0, , F, , and 0,.
G. Energies of isodesmic and other reactions
A set of typical organic reactions involving H, C, N, 0 atoms in various types of bonds are presented in Tables X and XI. The reaction energies were calculated by comparing reactants and products which were fully optimized at the LSD/D;ZVPP level.
The results reported in Table X confirm that the LSD method is not reliable in studying the energetics of reactions which are typical for organic chemistry. On the other hand, the NLSD approach overcomes most of the deficiencies of the local density approximation. In fact, the average error of 7 kcal/mol (see Table X ) is close to the error of HartreeFock-based methods. In general, the largest error appears for reactions involving triple bonds. Table XI contains several examples for isodesmic reactions as calculated by the HF, LSD, and NLSD methods. The results are compared with experimental heats of reactions corrected for zero-point vibrational energy and extrapolated to 0 K. Uncorrected heats are given in parentheses. On average (see Table XI ), the NLSD method performs much better than the LSD approach. The NLSD results are comparable in accuracy to HF calculations. The average error of the NLSD approach in this series is 1.7 kcal/mol. The largest discrepancy is 8.5 kcal/mol for the reaction with neopentane.
There is a need for a more systematic study of the influence of different nonlocal gradient corrections and the basis sets on the calculated heats of reactions. For example, the reaction involving HCN (cf. Table X), when calculated6* with a triple-zeta basis for C and N, yields energies of -24 and 0 kcal/mol for LSD and NLSD (BP) calculations, respectively, compared with values of -29 and -5 kcal/mol which are obtained from the DZVPP level.
H. Nitro compounds-CH, NO,
Molecules containing nitro groups are difficult to treat using single determinant wave functions. For example, the SCF calculation incorrectly predicts the ground state of nitromethane to be a triplet. Multiconfiguration SCF (MCSCF) calculations correctly give the ground state as a singlet. In recent studies,69 it was found that the optimized geometry obtained from LSD/6-3 lG** calculations agrees better with experiment than the results of MCSCF calculations using the same basis set. Although Pople's 6-3 lG* and 6-31G** basis sets seem to be adequate for LSD geometry optimizations, they are inadequate to describe reaction energies.38
To this end, the geometry and energetics of nitromethane are studied on the DZVP2 level. The results, given in Table XII , are compared with MCSCF calculations and experiment as reported by Redington and Andzelm.69 For comparison, LSD/6-31G** calculations are also presented. The small differences in the optimized geometries between the present results and those reported in Ref. 69 are due to more accurate gradient calculations performed in the present study.
The geometries obtained using both 6-31G** and DZVP2 basis sets are quite similar and compare well with MCSCF and experimental data. The differences in the dipole moments are more pronounced. The LSD-optimized basis set is more diffuse than the 6-3 lG** set and this leads to larger delocalization of the change distributions. Contrary to the energetics of isodesmic reactions, which are im- 6-31G** DZVPZ Table I for an explanation of the computational levels. 'From Ref. 71. proved significantly when LSD-optimized basis sets are used, the difference between singlet and triplet states of nitromethane does not depend as much on the level of basis set. The singlet state is found to be lower in energy than the triplet state by 2.74 eV on the LSD level and 2.48 eV on the NLSD ( Table XIII , geometric and energetic properties of FC= CF and F, C = C are reported, while the vibrational frequencies and infrared spectrum are shown in Table XIII . In order to establish the dependence of the results on the choice of basis sets and accuracy of computational parameters, a series of DGauss calculations have been carried out using basis sets and computational parameters as given in Table I .
The examination of the results in Tables XIII and XIV lead to the following conclusions: The equilibrium bond distances vary by less than 0.01 w within the range of the chosen computational parameters. The most economical level TABLE XIV. Harmonic vibrational frequencies (in cm -' ) and infrared intensities (in km/mol) for F, C = C and FC= CF. For the latter molecule, only IR active frequencies are given. The vibrational modes are denoted as follows: asymmetric stretch (as); stretch (s); scissor (SC); rock (r); symmetric stretch (~9); and wag (w).
Level"
FCmCF F,C=C DZVP-3c performs almost as well as the standard DZVP level. Apparently, the choice of orbital basis set influences the geometry more than other parameters, including fitting, auxiliary functions, and size of the grid. The relative energies of difluoracetylene and difluorovinylidene defined as AE = E(F,C = C:) -E(FC=CF)
show a greater dependence on the choice of computational parameters. The computationally economic DZVP-3c level is inadequate, whereas the standard DZVP level seems to be converged sufficiently within the class of polarized doublezeta basis sets.
The harmonic vibrational frequencies and infrared intensities (see Table XIV ) show satisfactory consistency of the results. The largest relative deviation of 6% is found for the frequency of the lowest mode, which is a rocking mode of the CF, group. Again, the DZVP-3c level may be inadequate especially for lower frequencies. Apparently the auxiliary basis A 3, which is more constrained than the A 1 set, is not sufficient to describe the low motion of the CF, group. As expected, infrared intensities are more dependent on the choice of orbital basis set than the corresponding frequencies.
A direct comparison of the DFI calculations with the CCSD results of Gallo and Schaefer" is meaningful since double-zeta plus polarization functions were used in both theoretical approaches. Excluding the crude DZVP-3c level, the LSD and CCSD C-C and C-F bond distances agree within 0.009 and 0.012 A, respectively. Using the NLSD (BP) corrections, the energetics is considerably closer to the CCSD results compared with that resulting from the LSD level. The difference of 5 kcal/mol between NLSD and CCSD theories could be attributed to the incomplete treatment of correlation by the CCSD method and to the approximations inherent in the BP corrections.
The vibrational frequencies, obtained on the LSD level, agree quite well with the CCSD results except for the low CF, rocking mode. For this vibration, the LSD results are markedly lower than CCSD values. The same main futures of the IR spectrum are predicted by both CCSD and LSD theories. The infrared intensities of the normal modes also agree quite well between the two different theoretical approaches with the exception of the CC symmetric stretch of F,C = C, for which LSD theory predicts a significantly weaker intensity.
VI. SUMMARY AND FUTURE PERSPECTIVES
In this work, we have presented the theory, implementation, and applications of a density functional Gaussian-type orbital approach for the calculation of molecular geometries, vibrational properties, and reaction energies. The current implementation, called DGauss, uses contracted Gaussian-type orbitals including d functions as orbital basis. The electron density is expanded variationally in auxiliary basis sets, which are constructed from even-tempered uncontracted Gaussians. A similar expansion is used for the exchangecorrelation terms, where the expansion coefficients are obtained from numerical integration using a density-adaptive grid. A direct SCF method is employed to solve the KohnSham equations. Energy gradients are evaluated analytically thus allowing the efficient optimization of molecular geometries. Second derivatives are calculated by a finite difference method. An important capability of the present implementation is its ability to calculate nonlocal corrections to the exchange-correlation energy.
The calculations reported here have been performed with LSD optimized orbital basis sets of double-zeta quality for the valence electrons plus polarization functions. These basis sets are known to be necessary for accurate predictions of reaction energies. 38,47s7 Together with auxiliary basis sets of the type (7/3/3) for C-like atoms, a grid resolution of about 1000 points per atom, SCF convergence thresholds of 5 X 10 -5 a.u. for the density fitting coefficients and 5 X 10 -7 hartree for the total energy, and a gradient convergence threshold of 8 x 10 -4 a.u., an accurate, yet computationally efficient computational level is established which is called DZVPP. This level corresponds to 6-31G** Hartree-Fock calculations. Dropping the polarization functions on the H atoms, a DZVP level is defined which is comparable with the 6-3 lG* level.
For small molecules containing C, N, 0, H, and F atoms, equilibrium bond distances are predicted within about 0.01-0.02 A. For example, the DZVPP level typically underestimates the single C-C bond and overestimates the C=C bond length by about 0.01-0.02 A, while the calculated C = C bond distances agree within about 0.001 A. H-X bond lengths (X = C, N, 0, F) are typically overestimated by about 0.01-0.02 A. Bond angles and dihedral angles are predicted with lo-2". Equilibrium geometries predicted by LSD/DZVPP (and also LSD/DZVP) calculations are comparable to those obtained from the Hartree-Fock theory for typical organic and small inorganic molecules. However, LSD theory maintains this level of accuracy also for molecules such as FOOF,73 C, F, , and nitromethane, where the Hartree-Fock theory leads to much larger errors.
LSD/DZVPP calculations give vibrational frequencies which are consistently closer to experiment than those obtained with Hartree-Fock theory. In fact, the LSD results are comparable to MP2 results. In general, LSD/DZVPP frequencies are somewhat lower than experiment, while Hartree-Fock and MP2 calculations tend to be too high.
Nonlocal corrections to the total energy are found to be essential for the quantitative prediction of dissociation energies. For example, the local spin density (LSD) approximation gives a dissociation energy of 204 kcal/moI for ethylene, whereas the nonlocal corrections (NLSD) proposed by Becke and Perdew"*'* give a value of 178 kcal/mol which is almost suspiciously close to the experimental result of 179 kcal/mol. It is gratifying to see that the complete curve for the dissociation of ethylene into two methylene fragments is described properly by NLSD calculations, provided that a spin unrestricted approach is taken that allows an antiparallel orientation of the spins in the two ethylene fragments.
Density functional theory on the NLSD/DZVPP level gives absolute bond dissociation energies which are comparable to results from correlated methods such as MP2, MP4, and even MCSCF and coupled cluster methods. This accu-racy, combined with the computational efficiency of the present density functional implementation, i.e., a scaling with less than a third power in the number ofbasis functions, promises to make this a powerful approach for the quantitative study of complex chemical reactions.
For example, in the current implementation, the direct SCF procedure for a system with 119 basis functions takes 55 s per processor on a CRAY Y-MP computer. In contrast to Hartree-Fock methods, the analytic evaluation of energy gradients is faster than the SCF. In fact, for the example mentioned above, the gradients take only 28 s of processor time. A molecule with 55 1 basis functions requires about 20 min for one SCF and about 8 min for the gradients.47 Both the SCF and the gradient calculations lend themselves to computational parallelization.60 Thus, it is conceivable to use the present implementation of density functional theory for the investigation of molecular dynamics, yet without the shortcomings of quasiclassical force-field models. Using today's computational technology, an energy and force calculation for a system consisting of 100 atoms can be done within about 1 h of computing time. If we assume a gain of three orders of magnitude in computing power over the next five to ten years by using novel high-speed computer architectures, a single step (energy and gradient) could then be accomplished within a few seconds. Using time steps of a few femtoseconds in a molecular dynamics calculations, the evolution of a 100 atom system over a few hundred picoseconds could be computed within about 100 h of computing time.
preach for the study of molecular geometries, vibrational properties, and reaction energies. The accuracy of this approach is comparable to elaborate correlated Hartree-Fockbased method while its computational efficiency surpasses that of single-reference Hartree-Fock calculations, especially for larger molecules. Hopefully, these characteristics will make the present approach a significant enrichment to the repertoire of quantum chemical methods and enable the investigation of complex molecular structures of scientific and technological importance.
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