1. Introduction. Let f(x) be a polynomial of degree n with coefficients in the center K of a division ring D. Herstein [l] has shown that the number of zeros of f(x) in D is either ^ n or infinite. In this paper we investigate the situation for polynomials whose coefficients are in D, but not necessarily in K. Here one must distinguish between two types of polynomials, which we call left and general.
A left polynomial is an expression of the form f(x) -a0xn + a^"'1 + • ■•+a", where akE:D (k = 0, • ■ -,n). Equality of two such polynomials is defined in the usual way. If a0 9^ 0, n is called the degree of f(x). If c G D, we define /(c) = a0cn + Oic"_I +-h a"; if /(c) = 0, c is called a zero or root of /(x). In §2 we prove that the number of distinct zeros of a left polynomial of degree n is either ^ n or infinite. This includes in particular a new proof of Herstein's result, avoiding the use of the CartanBrauer-Hua theorem. Left polynomials can be added in the obvious way, and multiplied according to the rule (a0xmH-r-aJ(&0x"H-\-= c0xm+n-\-+ cm+n, where c« = S»+>-*a«"^/» triey then f°rm 3 rmg DL [x] . However, the specialization maps f(x) -»/(c) of DL[x] onto D are not homomorphisms if c G P-To overcome this difficulty we are led to introduce general polynomials. Roughly speaking, a general polynomial is a sum of terms of the form a0xaiX • • ■ Ok^\Xak, where a0, • • • ,aA£ D.
But there are certain identifications which must be made in order to obtain the various distributive laws, and to guarantee that cx = xc for c£K; therefore we now give a more careful description.
Consider first the set S of all finite sequences (ao,ab ■ • -,ah), where a;G D. It is easily seen that S forms a semigroup under the product 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (a0, ab • • •, ak) -(c0a0, cxah chak), where c0, • • •, c* £ if, and cücx ■■■ck=l. We consider the quotient ring R/ a, where a is the ideal generated by Each element (a0) constitutes a residue class mod a, and these classes form a subring D' of R/ a which is isomorphic to D. We now identify D' with D, and write a0 instead of (a0). Let x denote the residue class of (1,1) mod a; then it is easily verified that 2. Left polynomials. Our first two theorems are essentially due to Richardson [3] ; however his proofs are not quite correct, as pointed out by Rohrbach [4] . Proof. Let f(x) = a0x" + c^x""1 + • • • + a". The theorem is trivial if n = 0 or 1, so we may suppose n^2.
If c is a root of /(x), let g(x) = aox""1 + (oi + a0c)x"-2 + (o2 + axc + a0c2)x"~3
.
Then a simple calculation shows that /(x) =g(x)(x -c).
Equating coefficients, we obtain a0 = b0, al = bl -b0c, o2 = b2 -bxc,
a" = -6"-iC.
Multiplying the equation for a, on the right by c"_1 and adding, we get /(c) = 0. This completes the proof. Proof. The proof is by induction on n. It is clear that a polynomial of degree zero has no roots, and a polynomial of degree one has exactly one root. Hence the theorem is true for n < 2. Now suppose n 2 2, and assume that the theorem has already been proved for polynomials of degree < n. 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use remembering that xtf1 == tf1* in the ring Z)l [x] . Another application of Theorem 1 now shows that i,c,l,rl is a root of g0(x) (i = 1, • ••,«). Since degg0M < the induction hypothesis implies that two of the elements tfiiti1 are conjugate (they may be equal). But if, say, tiC^f1 is conjugate to t2c2t2\ then c, is conjugate to c2, completing the induction. Theorem 3. // D is a noncommutative division ring, then the centralizer Z(c) of any element cGfl is infinite.
Proof. We suppose Z(c) is finite, and obtain a contradiction as follows. The center K of D is contained in Z(c), so K is a finite field; say K = GF(q). If c G K, then Z(c) = D, which is infinite by Wedderburn's theorem. Hence c £ X. Another application of Wedderburn's theorem shows that Z(c) is a field, and hence Z(c) = GF(g'), where / > 1. The mapping u: a->aq is an automorphism of Z(c) with fixed field K. By a well-known theorem [2, p. 162], u can be extended to an inner automorphism of D. Thus there is an element t£D such that tat1 = aq for all a£Z(c).
In particular tct'1 = c", and by iteration, tfct'1 = cqf = c. Hence ('GZ(c), which implies that t is of finite order. From these facts it follows easily that there are only a finite number of distinct elements of the form ^hjc't* (Kj^K) and that they form a subring E(ZD. The nonzero elements of E form a finite semigroup E* C D*; hence E* is a group, and £ is a division ring. This contradicts Wedderburn's theorem, since tc = c't ^ ct. By hypothesis y = 1 and y = t are solutions of (2). Now (2) clearly has the following properties: (i) If yi and y2 are solutions, so is yx + y2-(ii) If y is a solution and zGZ(c), then yz is a solution. Combining these properties we see that t + z is a solution of (2) for any zEZ(c).
Moreover t + z^0 since t(£Z(c).
Hence t + z is a solution of (1), and so (t + z)c(t + z)is a zero of /(x). To complete the proof we show that the elements (t + z)c(t + z)1 are all distinct and apply Theorem 3. Suppose that (t + 2i)c(i + z,)= (r + z2)c(t + z2) ~\ where zuz2 EZ(c). Then (t + z2) \t + zx) commutes with c, so that (r 4-z2) \t + zx) = z3 where z3 G 2(c). Thus t + zx= (t+ z2)z3 = te3 + z223. If «3^1, this implies that t = {z2z3 -2^(1 -23)_1, which is in Z(c) since Z(c) is a division ring. This contradicts the fact that fct-1 ^ c. Hence z3 = 1, which means that t + Zi = t + z2, or finally zx = z2.
Theorem 5. If f(x) £DL[x] has degree n, then the number of zeros of fix) is either ^n or infinite.
Proof. If f{x) has more than n zeros, then two of them lie in the same conjugacy class by Theorem 2. By Theorem 4, this class contains infinitely many zeros of f{x). 
.,£,) = 0 (i=l,---,d).
We note that each /, is either identically zero or of degree ^ n.
To avoid endless separation of cases in what follows, we make the convention that 0 is a homogeneous polynomial of degree n for any n^O. 
