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Ordinal Hyperplane Loss
Bob Vanderheyden, Ying Xie
Introduction
• The problem of ordinal classification occurs in a large and growing 
number of areas. 
• Some of the most common source and applications of ordinal data 
include 
• rating scales, 
• medical classification scales, 
• socio-economic scales, 
• meaningful groupings of continuous data
• facial age estimation, etc. 
• The problem of predicting ordinal classes is typically addressed by 
either performing n-1 binary classification for n ordinal classes or 
treating ordinal classes as continuous values for regression. 
• However, the first strategy doesn’t fully utilize the ordering 
information of classes and the second strategy imposes a strong 
continuous assumption to ordinal classes. 
Unseparated Classes
Class 1 Class 2 Class 3
Separated Classes
Class 1 Class 2 Class 3
𝜙 𝑥
• Solid line Hyperplane Centroids (HCs) 
are the mean hyperplane values for the 
class; require minimum 1 unit 
separation7
Hyperplane Centroid
Margin Boundary
𝛾𝑖𝑗 Margin Distance From i to j HC
𝛾𝑟𝑔
Point distance
OHPL: Three Class Example – Hyperplane Centroids
• Hyperplane Point Loss
For two points, 𝒙𝟏and 𝒙𝟐 ∈ ℝ
𝑛 and given a gradient 𝒘 ∈ ℝ𝑛:
Parallel hyperplanes 𝐻1 and 𝐻2 through 𝒙𝟏 and 𝒙𝟐, respectively can be defined as 
𝐻1 = 𝒙: 𝒘
′𝒙 = 𝒘′𝒙𝟏 = 𝑏1
𝐻2 = 𝒙: 𝒘
′𝒙 = 𝒘′𝒙𝟐 = 𝑏2
Distance between the hyperplanes is:      d 𝐻1, 𝐻2 = 𝒘′𝒙𝟏 −𝒘′𝒙𝟐 = 𝑏1 − 𝑏2
For dataset S, define the hyperplane centroid for the kth class as:  
𝐻𝐶𝒌 = 𝒙: 𝒘
′𝒙 =
1
𝑛𝑘
 
𝑦𝑖=𝑘
𝒘′𝒙𝒊 =
1
𝑛𝑘
 
𝑦𝑖=𝑘
𝑏𝑖 = 𝑏𝑘
Hyperplane Centroid Loss (HCL) is the loss contribution to the total loss calculation, for a required 
minimum separation of 1 unit, is defined as7:     
𝐻𝐶𝐿 = 
𝑖<𝑘
max 1 + 𝑏𝑖 − 𝑏𝑖+1, 0
Hyperplane Centroid Loss (error)
Hyperplane Point Loss
Similarly, the distance from a point, to a hyperplane is the distance from the parallel hyperplane through 
the point, to the hyperplane7.  
d 𝐻1, 𝒙2 = 𝒘′𝒙𝟏 −𝒘′𝒙𝟐 = 𝑏1 − 𝑏2
The sum of loss (error) contribution of an point, to the total loss is the point’s Hyperplane Point Loss 
(HPPL)7. For k classes, 𝑆𝑖 = 𝒙: 𝑆 𝑦 = 𝑖, 𝑖 ∈ 0, 1, 2, … , 𝑘} and margin 𝛾
𝐻𝑃𝑃𝐿 = 
𝑖≤𝑘
 
𝑗∈𝑆𝑖
max(𝑑 𝒙𝑖𝑗 , 𝑯𝑪𝒊 − 𝛾, 0) = 
𝑖≤𝑘
 
𝑗∈𝑆𝑖
𝑚𝑎𝑥(|𝒘′𝒙𝑖𝑗 − 𝑏𝑖| − 𝛾, 0)
= 
𝑖≤𝑘
 
𝑗∈𝑆𝑖
max 𝑏𝑖𝑗 − 𝑏𝑖 − 𝛾, 0 + max 𝑏𝑖 − 𝑏𝑖𝑗 − 𝛾, 0
OHPL Total Loss = HCL + HPPL7
OHPLnet
Deep Learning hasn’t been directly applied to the ordinal 
classification problem, until the creation of OHPL.
The Deep Neural Network (DNN) learns
• an optimal mapping 𝝓 𝒙 into a desired space 
• optimal hyperplane gradient 𝒘7 in that space
such that OHPL is minimized.
OHPLnet can be used with any DNN architecture to create 
an ordinal classifier.
OHPLnet7
Convolutional Neural Networks7
Recurrent Neural Networks7
OHPLnet
OHPLnet
•OHPLnet: Establish hyperplane centroids, employing the transitive property to
ensure that the classes are properly ordered while minimizing point distance
from the point’s corresponding hyperplane centroid7.
•Two-Stage OHPLnet: Optimize the solution, by sequentially establishing the
hyperplane centroids then use the fixed values, to minimize point distance from
the hyperplane centroid. Very Effective for problems where the opposing
“forces” of pushing hyperplanes apart is in strong conflict with drawing points
closer to the hyperplane centroid.
•OHPLall: Instead of relying on the transitive property, establish the appropriate
hyperplane centroid ordering and distance from by comparing each pair of
hyperplane centroids while minimizing the point distance from the
corresponding hyperplane centroid, resulting in
𝑘
2
elements in the HCL
calculation. Very effective when mini-batch is required.
•Double Batch Sampling: The data are first sampled into a large batches (e.g., 64K
records), with each data point being sampled once and only once for each epoch (pass
through the dataset). Within each large batch, the standard mini-batch (e.g., 64 records)
processing are utilized. The large batch is used to calculate the hyperplane centroids, for
the processing of each mini-batch.
•Stratified Epoch Sampling: At the beginning of each epoch, a single stratified sample is
created. This sample is scored with the current model weights at the beginning of each
mini-batch and used to calculate the class hyperplane centroids.
•Stratified Sampling: Upon initialization of the algorithm, a single stratified sample is
created. This sample is scored with the current model weights at the beginning of each
mini-batch and used to calculate the class hyperplane centroids.
Github Code
• https://github.com/ohpl/ohpl
