Abstract. We obtain new non-existence results of perfect p-ary sequences with period n (called type [p, n]). The first case is a class with type [p ≡ 5 (mod 8), p a qn ′ ]. The second case contains five types [p ≡ 3 (mod 4), p a q l n ′ ] for certain p, q and l. Moreover, we also have similar nonexistence results for PAPSs.
Introduction
Let n be a positive integer, p a rational prime and ζ p a primitive p-th root of unity (we can take ζ p to be exp( 2πi p )). Definition 1.1. A complex sequence a = (a 0 , a 1 , . . . , a n−1 , . . . ) with period n is called a p-ary sequence (resp. an almost p-ary sequence) if a j = ζ bj p where b j ∈ Z for all i ≥ 0 (resp. a 0 = 0 and a j = ζ bj p where b j ∈ Z for all 1 ≤ i ≤ n − 1). A complex sequence a = (a 0 , a 1 , . . . , a n−1 , . . . ) with period n is called perfect if C a (t) = 0 for all 1 ≤ t ≤ n − 1, where C a (t) = n−1 k=0 a kāk+t is the autocorrelation with a bar meaning the complex conjugation.
For simplicity, we denote a perfect p-ary (resp. an perfect almost p-ary) sequence with period n as a PPS (resp. PAPS ) with type [p, n].
A natural question is when PPSs (PAPSs) do exist. This is equivalent to the existence of certain kinds of relative difference sets. See [2, 9, 12] for details. Their results imply that PPSs (PAPSs) can be constructed if the corresponding relative difference sets exist. By using various techniques in combinatorial design theory, several classes of such sequences have been constructed (see [2, 9, 12, 10] ). On the other hand, there are some nonexistence results on such sequences (and related difference sets), see [2, 9, 14, 17] . Here we need the concept of "self-conjugate". See [21, 12] . Definition 1.2. Let p be a prime integer, m = p a m ′ where a ≥ 0 and (p, m ′ ) = 1. We call p to be self-conjugated with respect to m if there exists s ∈ Z such that p s ≡ 1 (mod m ′ ). Namely, if
Now we give a list of typical non-existence results of PPSs (PAPSs) with reference at the beginning of each item:
(1) (Ma and Ng [14] ) PPSs with type [p, q l n ′ ] where p = q are two primes, p ≥ 3, (q, n ′ ) = 1, q is self-conjugate w.r.t. p and l ≥ 1 is odd. (2) (Liu and Feng [12] ) PPSs with type [p, p a q l n ′ ] where p ≡ 3 (mod 4) is a prime, q is another prime with (q−1, p) = 1, q p = 1 and ord p (q) being odd, n ′ satisfies that n ′ = 1 or p ′ p = −1 for all prime divisor p ′ of n ′ , a ≥ 1 and l is odd such that l < λ/s where s = (p − 1)/ ord p (q) and λ is the smallest odd integer such that x 2 + py 2 = 4q λ has solution (x, y), x, y ∈ Z. (3) (Liu and Feng [12] ) PAPSs with type [p, q l n ′ + 1] where p ≡ 3 (mod 4), p | q l n ′ − 1 is a prime, q, n ′ , a and l are the same as the above (2) . In this article we have two main results. The first one shows the non-existence of PPSs with type [p, p a qn ′ ], where p ≡ 5 (mod 8) is a prime, q runs through a infinite set of primes and n ′ is the same as (2) in the above list. 
Remark 1.4. Since p ≡ 5 (mod 8), we have ord p (q) = (p − 1)/4 is odd for all q ∈ Q p . It follows that q is not self-conjugate w.r.t p, which says that our case is not contained in [14] ((1) in the above list). Moreover, our case is also different from [12] ( (2) in the above list) since p ≡ 3 (mod 4). Thus our result is new.
In the second main result we obtain the non-existence of PPSs with five types:
Theorem 1.5. Let p ≡ 3 be a prime, q = p another prime and f = ord p (q). Suppose that the triple (p, f, l 0 ) equals to one of the following value:
(31, 5, 1), (127, 9, 1), (127, 21, 3), (139, 23, 1), (151, 15, 3) .
and
Suppose further that for each p ∈ { 31, 127, 139, 151}, the corresponding q satisfies that
Then there is no PPPs with type
Remark 1.6. For the same reason, this case is also not contained in [14] ((1) in the above list), and the result [12] ((2) in the above list) can only deal with type [p, p a q l n ′ ] where l < λ/s. By direct calculation for (p, f ) in the cases listed in Theorem 1.5, the corresponding λ/s ≤ l 0 . Thus the results in Theorem 1.5 are also new.
For the proofs of the two theorems, we need some facts in algebraic number theory which are contained in Section 2. With these preparations, we can prove Theorem 1.3 and 1.5 in Section 3 and 4, respectively.
We also have corresponding non-existence results for PAPSs, which are similar to Theorem 1.3 and 1.5. See the last section.
Basic Facts in Algebraic Number Theory
The methods for proving non-existence results of PPSs often involve algebraic number theory, mainly the basic arithmetic (ideals, units, class groups etc.) of cyclotomic fields and their subfields. The standard reference are [8] and [21] . In this section, we list some facts needed later, with proofs or references. The reader who does not care the proofs may skip to the next section.
For any number field F , denote by o F the ring of integers of F . The latter ring is a Dedekind domain and we often consider the fractional ideals in it, which are o F modules of the form a/α, where a ⊆ o F is an integral ideal and α ∈ o F is a nonzero element. Denote by I F the set of nonzero fractional ideals of F , which, one can show, under multiplication, is a free abelian group generated by all prime ideals. By a principal fractional ideal we mean a fractional ideal of the form αo F where α ∈ F × . Clearly, P F ⊆ I F as a subgroup, and the quotient I F /P F , denoted by Cl(F ), is called the class group of F . Class groups play an important role in classical algebraic number theory. One of the nontrivial facts is that Cl(F ) is a finite abelian group for all F , and by h(F ) we denote the cardinality of Cl(F ), called the class number of F .
We need the basic knowledge of the decompositions of prime ideals in extension fields, the decomposition groups and the decomposition fields. We refer the reader to [8, Section I.6, Section III.7]. We also use properties of Artin maps and we need a corollary of class field theory, that is, there exists a finite unramified abelian extension H F /F (called the Hilbert class field ) for every F , such that the map Cl(F ) −→ Gal(H F /F ) induced by Artin map is an isomorphism (see [8, Section V.13] ). In particular, a prime ideal p of F is principal if and only if p splits completely in H F , and we have h(
For two subfields of the cyclotomic field Q(ζ p e ) where p e is a prime power, we have the divisibility of class numbers.
Proof. Since E/F is abelian and p is totally ramified in L/Q, the result follows from [ 
Proof. The argument is quite simple. Let a be a fractional ideal of F such that ao E is trivial in Cl(E). Then ao E = αo E for some α ∈ E. Taking norm to F gives a
F ]) = 1, therefore raising to the power to [E : F ] is an automorphism on Cl(F ). Hence a is also trivial in Cl(F ). This prove the injectivity.
For some cases, we have the following more strong statements.
Proof. The statement of [19, Corollary to Proposition 4, pp. 2723] says that if M is any subfield of Q(ζ n ) with the only roots of unity ±1, and a is an ideal of M such that aā is principal in M and a is principal in Q(ζ n ), then a 4 is principal in M . Now we apply this result with M = F and n = p. Let a be any ideal of F that is principal in E. Then a become principal in L. Also aā is clearly principal in F since F is imaginary quadratic. It follows that a 4 is principal in F . On the other hand, by Gauss' genus theory (c.f. [21, Theorem 10.4 (b)]) or Lemma 2.8 below, we know that h(F ) is odd. Thus a is principal in F . The injectivity follows.
To show that the set Q p in Theorem 1.3 is infinite in the subsequent section, we need a special case of Chebotarev's density theorem and compare class numbers. We first introduce Definition 2.4. Let K be any number field and S be a set of prime ideals of o K . Denote all prime ideals of o K by P K . The Dirichlet density of S is the limit (if exists)
There may exists some other definitions but they are equivalent. Now we have the statement: Next we consider a wider class of number fields containing cyclotomic fields, namely: Definition 2.6. A CM-field E is a totally imaginary quadratic extension of a totally real number field E + . The field E + is the maximal real subfield of E. That a field is totally real (resp. imaginary) means that all embeddings of the field into C is real (resp. imaginary).
As mentioned above, we want to compare certain class numbers. For this purpose, we mainly use the following facts about CM-fields: Proposition 2.7 (c.f. [21] , Section 4, pp. 38-43). Let E be CM and E + its maximal real subfield. For convenience, let h, U, W, R and d be the class number, unit group, group of roots of unity, regulator and discriminant of E respectively, and let h + , U + , R + and d + denote the corresponding objects for E + . Then we have: 
We also need a result for the parity of the class numbers of a special class of CM-fields.
Lemma 2.8 (See [5] , Corollary 13.13). Let E be CM which is Galois over Q with Gal(E/Q) a cyclic group of order 2 k , k ≥ 1. Then h(E) is odd if and only if exactly one finite rational prime ramifies in E/Q.
Next we introduce Stickelberger ideals. Suppose p is a prime, K = Q(ζ p ) and
We mainly use these following properties of the Stickelberger ideal:
The Stickelberger ideal S p annihilates the ideal class group Cl(M ), where M is a subfield of K such that p is the minimal integer with the property that M ⊆ Q(ζ p ).
Proof. See [21, Lemma 6.9 and Theorem 6.10].
Notation. Through this paper, we fix the following notation. Let p be an odd prime and denote ζ k a primitive k-th root of unity. Let K = Q(ζ p ). In the remaining of this paper we mainly deal with Q(ζ p ) and write ζ = ζ p for simplicity. Let
The starting point of our method is the following Thus for our purpose we need to investigate the equation αᾱ = n where α ∈ Z[ζ p ]. So we mainly study the idealic behaviour of each p dividing n, in the cyclotomic field K.
Non-existence result for PPSs with type
In this section, we will prove Theorem 1.3. We start with the definition of Q p . As the assumptions in the theorem, let p ≡ 5 (mod 8) be a prime and
and E be the unique subfield of K having degree 4 over Q. Then the order of q modulo p tells us that E is the decomposition group of q in K and depends only in p. Thus we write E p = E and it is well known that K contains the unique real quadratic subfield
To show that Q p is infinite, we only need to show that the Dirichlet density δ(Q p ) > 0, since any finite set has zero density by the definition. 
Then we have
with ϕ being the Euler's totient function.
Proof. Let H M be the Hilbert class field of M . Since there is a finite prime totally ramified in L/M and
× are exactly all the element in Gal(L/M ) having order f . Moreover, we can interpret the constraint that p is principal as (p, H M /M ) = 1. Under the isomorphism (3.3), we know that
A direct application of Proposition 2.5 yields
.
Let S 1 be the set of primes of M having relative degree one over Q. An elementary argument (c.f. [8, Section 4.6, (4.6.2)] tells us that δ(S ∩ S 1 ) = δ(S). Let p ∈ S ∩ S 1 and p = p ∩ Z. Since M/Q is Galois, p splits completely in M and every p ′ in M lying over p is also principal. Moreover, the assumption that L/Q is Galois ensures that all (p ′ , L/M ) are conjugate and hence having the same order f . It follows that
The proof is complete.
The following lemma gives a lower bound for the density of Q p .
Lemma 3.4. Let p ≡ 5 (mod 8) be a prime and Q p defined by (3.1). Then we have
Proof. Clearly K and E p are both Galois over Q. Let q ∈ Q p and Q be any prime in E p lying over q. Since E p is the decomposition field of q in K, q splits completely in E p . Thus we have (Q, K/F p ) = (q, K/Q), which has order (p − 1)/4. Applying Lemma 3.2 we obtain
A similar analyze for K/F p yields
In view of Q p = S(
where the second line is due to the fact that we can sum the densities of two disjoint sets, which is easily seen by the definition. So we finish the proof.
Our next goal is to show that if p > p 0 for some p 0 , the density δ(Q p ) is positive. Recall that and log(h
By Proposition 2.7 (b) and (c) we have
Hence, noting that log d Proof. Let p ≡ 5 (mod 8) and q ∈ Q p . Recall that ord p (q) = (p − 1)/4 is odd and E p is the decomposition field of q in K = Q(ζ p ) with [E p : Q] = 4, so we have the prime decomposition
It is also noted before that the complex conjugation is not in the decomposition group of q. Thus we may assume Q 3 =Q 1 and Q 4 =Q 2 . Now we assume that the equation (3.8) has solution β ∈ o Ep , so we have
It follows that the only possible decompositions of β are (3.9)
Write Gal(E p /Q) = σ with σ of order 4. It follows that we can assume
Correspondingly, rising to the power to 1−σ, 1−σ 3 , σ 2 −σ or σ 2 −σ 3 , we obtain the same equation
On the other hand, by the definition (3.1), we know that there is a prime ideal Q in E p over q such that Q is not principal while q = P ∩ o Fp is principal. With loss of generality, we may assume that Q 1 = Q. Since q is principal, so is qo Ep = Q 1Q1 , which means that
Combining with (3.10), we have Q 2 1 = 1 in Cl(E p ). However, since p is the unique finite rational prime that ramifies in E p /Q, Lemma 2.8 tells us that h(E p ) is odd. It follows that Q 1 = 1 in Cl(E p ), which is an contradiction because Q 1 is not principal by the previous argument. Thus the assumption we made before is false and we complete the proof for (a).
Next, let p ≡ 5 (mod 8) and suppose that h p > h + p . By Lemma 3.4, we know that
Thus Q p is a infinite set and (b) is correct. For the last assertion (c), recall that E p /F p is CM and we use Lemma 3.5 to obtain Although we have shown that Q p is infinite, one do not know whether a given q is in Q p . However, this can be done when we know the Hilbert class field H Fp and H Ep of F p and E p , respectively. We now describe this method as follows. Proof. Since H L is the Hilbert class field of L, so we know that P is principal if and only if P splits completely in H L . Note that P does not divide the discriminant of Ξ L . Then a direct application of Kummer theorem (c.f. [11, Proposition 25, Chapter I.8]) tells us that P splits completely in H L if and only if Ξ L (x) = 0 has a solution over o L /P, which is to say that Ξ L (x) = 0 has a solution over o E /p, since P is a prime ideal of L having relative degree one over M .
In our case where E p /Q is cyclic and F p is real quadratic, we know that both K Ep/Q and K Fp/Q exist. Hence we have Ξ Ep and Ξ Fp with integral coefficients. Then we have Proof. Apply Lemma 3.11 to E p /Q and F p /Q and then the result follows from the definition of Q p . Now the problem left is to find the Hilbert class polynomials for E p and F p . For the real quadratic field F p , the polynomial Ξ Fp is quite easy to obtain (c.f. Starks method described by Cohen [4] , who also gives a list of these polynomials). As for E p , which is a CM-field and is cyclic of degree 4 over Q, we could use complex multiplication to calculate Ξ Ep . This is more complicated than the imaginary quadratic case where elliptic curves and the j-invariant are enough. In the case of degree 4 CM-fields, we work with curves of genus 2, three j-invariants and three igusa class polynomials. See Streng [20] or Enge et al. [7] for complete description of the method. There is also an implementation of the algorithm by Enge et al., CMH [1], which enables us to calculate the individual igusa class polynomials. We can use igusa class polynomials instead of the Hilbert class polynomial, or calculate the Hilbert class polynomial by them. This solves the whole problem. We give an example to illustrate this method. Proof (sketch). For p = 101 we have F p = Q( √ 101) and E p = Q(α) where α is a root of x 4 + 101x 2 + 101. Using GP calculator (see [18] ) we obtain that h + p = h(F p ) = 1 and h(E p ) = 5. Using CMH (see above), we obtain that the first igusa class polynomial of E p is Ξ(x), which is also the Hilbert class polynomial of E p since it already has degree 5. Also we know q = 2542000616863 is the only prime inQ p that divides the discriminant of Ξ(x). The assertion follows by Corollary 3.12.
Let us turn to the
Proof of Theorem 1.3. If there exist PPS with type [p, n], where p ≡ 5 (mod 8) be a prime and n = p a qn ′ , then by Proposition 2.11 we know that
Here K = Q(ζ p ). [12, Lemma 2.4 (2)] tells us that
Next by [12, Lemma 2.4 (1)] we obtain that
We may assume p > 5. Then ord p (q) = (p − 1)/4 > 1 and so (p, q − 1) = 1. Recall that E p is the decomposition field of q in K, so we use [12, Lemma 2.4 (3)] to obtain that ββ = q for some β ∈ o K and β 2 ∈ o Ep .
But [K :
E p ] = ord p (q) = (p − 1)/4 is odd, so in fact we have β ∈ o Ep . Thus the theorem follows from Proposition 3.7.
4. Non-existence result for PPSs with type [p ≡ 3 (mod 4), p a q l n ′ ] for certain p, q and l
We will prove Theorem 1.5 in this section. The main ideal is the application of Stickelberger relations, which was used by the first author and Jianing Li [13] for showing non-existence results for some bent functions. First we fix some additional notation. Suppose n = p a q l n ′ and p ≡ 3 (mod 4) be as in the theorem. Then we know that f := ord p (q) is odd. Thus g := ϕ(p) f is even and we set u = g/2. Recall that K = Q(ζ p ) and let E be the unique subfield of K having degree g over Q. Then E is the decomposition group of q in K and is CM with E + = E ∩ R its maximal real subfield (the argument is similar as before, see Section 3). It is well known that K contains the unique imaginary quadratic subfield F = Q( √ −p) ⊂ E. Suppose the prime decomposition of q in E is (4.1)
If there is a PPS with type [p, n], then as in the proof of Theorem 1.3, a similar argument using Proposition 2.11 and [12, Lemma 2.4] yields the equation
Since f is odd, the complex conjugation is not in the decomposition group of q. Thus we may assume Q u+k =Q k , k = 1, 2, . . . , u. Then we have
where l k ,l k are nonnegative integer such that l k +l k = l for all k = 1, 2, . . . , u.
For convenience we write x k for Q k in Cl(E) and view Cl(E) additively. Hence (4.2) becomes
where l k +l k = l, k = 1, 2, . . . , u.
Thus we obtain the To show (4.3) is not solvable in the above sense, we have to exploit the relations between x k 's in Cl(E). By (4.1) we have We want to find more relations.
Let x k + x u+k = 0, k = 1, 2, . . . , u.
However, these relations above are not enough. We need the Stickelberger ideal introduced in Section 2. Let Q = Q 1 and correspondingly x = x 1 . Let c be an integer not divisible by p. Since it is well-known that p is the minimal integer such that F ⊆ Q(ζ p ), it follows that p is also the minimal one such that E ⊆ Q(ζ p ). By Proposition 2.10, we have
Let w be a primitive root mod p. Recall G = Gal(K/Q). Then the decomposition group of q in K is q = w g ⊆ G = (Z/pZ) × . It follows that we can assume
Let k c,a = [ We now combine these p − 1 equations, together with the equation (4.5) and the u equations (4.7), to give a whole collection of equations (1) If (p, f ) = (31, 5) the first column of the matrix in (4.12) tells us that 18x 1 = 0 in Cl(E).
, we know h(E) is also odd. It follows that 9x 1 = 0 and ord(x 1 ) = 1, 3 or 9 in Cl(E).
We claim that ord(x 1 ) = 9. Recall F = Q( √ −p) = Q( √ −31) ⊆ E and let q F = Q 1 ∩ o F . By the table in [4, Section 12.1.2] we know that Ξ 31 (x) is the Hilbert class polynomial of F . Thus h(F ) = deg(Ξ 31 (x)) = 3 and the same argument as in the proof of Lemma 3.11 tells us that q F is not principal if and only if Ξ 31 (x) ≡ 0 (mod q) is not solvable. By the assumption in Theorem 1.5 we know this is the case and then q F has order 3 in Cl(F ). If ord(x 1 ) = 1, i.e. Q 1 = 1 in Cl(E), then taking norm gives q F = 1 in Cl(F ), which is a contradiction. If ord(x 1 ) = 3, then x 1 ∼ = Z/3Z and we may assume x 1 = 1 mod 3. The second column of the matrix reads 8x 1 + 2x 2 = 0. Since 2 can be canceled from every equation, we have x 2 = −4x 1 . Hence x 2 = −x 1 = −1 mod 3 and similarly x 3 = 1 mod 3. Thus x k = ±1 mod 3 ∈ Z/3Z for all k = 1, 2, . . . , 6. But we know three of all six x k 's (i.e. Q k 's) lie over q F . Suppose that q F o E = Q k1 Q k2 Q k3 . If all these three x k1 , x k2 , x k3 are the same, say 1 mod 3, then qo E = 1 in Cl(E). Since Cl(F ) −→ Cl(E) is injective (Proposition 2.3), we have q F = 1 in Cl(F ), a contradiction. Otherwise we may assume x k1 = −x k2 = 1 and then x k1 + x k2 = 0. Taking norm gives q 2 F = 1, which is also false. Thus we have ord(x 1 ) = 9 and using the matrix again we obtain (x 1 , x 2 , . . . , 
Corresponding non-existence results for PAPSs
In this section, we give briefly tow non-existence results for PAPSs, which are similar to Theorem 1.3 and 1.5, respectively. Their proofs are also similar. 
