Let .˝; F ; F; P/ be given, and B a d-dimensional Brownian motion. In order to apply the martingale representation theorem, in this chapter we shall always assume This is a linear SDE with terminal condition Y T D , and thus is called a Backward SDE (BSDE, for short). We emphasize that the solution to a BSDE is a pair of F-measurable processes .Y; Z/. As we will see more clearly in Section 9.4, the component Z is essentially the derivative of Y with respect to B and thus is uniquely determined by Y (and B). We also emphasize that the presence of Z is crucial to ensure the F-measurability of Y. Indeed, if we consider a SDE with terminal condition in the following form:
In this chapter we consider the following nonlinear BSDE: As in Chapter 3, for notational simplicity we shall assume d 2 D d D 1 in most proofs. We remark that, in the standard literature, it is required that f 0 2 L 2 .F/. Our condition here is slightly weaker.
Linear Backward Stochastic Differential Equations
In this section we study the case when f is linear. We first have the following simple result. The well-posedness of this BSDE will follow from the general theory. Here we provide a representation formula for its solution. 
This is a linear BSDE in the form (4.1.1). By Lemma 2.6.1 and Problem 2.10.7 (i) we see that
which implies (4.1.3) immediately.
A Priori Estimates for BSDEs
We now investigate the nonlinear BSDE (4.0.3). 
We proceed in several steps.
Step 1. We first show that
Indeed, note that
Then,
Applying Burkholder-Davis-Gundy inequality we have
which implies (4.2.2) immediately.
Step 2. We next show that, for any " > 0,
Indeed, by Itô formula,
Thus, 
This leads to
which, together with Fubini Theorem, implies that
Applying (backward) Gronwall inequality, we get
Then, by letting t D 0 and plug (4.2.7) into (4.2.6) we have
By (4.2.7) and (4.2.8) and noting that 2ab Ä "a 2 C " 1 b 2 , we obtain (4.2.3) immediately.
Step 3. Plug (4.2.3) into (4.2.2), we get
By choosing " D
2C
for the constant C above, we obtain
This, together with (4.2.3), proves (4.2.1). 
where, similar to (3.2.10)
are bounded by L. Then, by Theorem 4.2.1 we obtain the result immediately.
Well-Posedness of BSDEs
We now establish the well-posedness of BSDE (4.0.3). 
Proof Uniqueness follows directly from Theorem 4.2.3. In particular, the uniqueness means
We now prove the existence by using the Picard iteration. We shall use the local approach similar to that used in the proof of Theorem 3.3.1 and leave the global approach to Exercise. For simplicity we assume
Step 1. Let ı > 0 be a constant which will be specified later, and assume T Ä ı. We emphasize that ı will depend only on the Lipschitz constant L (and the dimensions). In particular, it does not depend on the terminal condition .
Denote
where˛n;ˇn are defined in a similar way as in (4.2.11) and are bounded by L. Applying Itô formula we have
By Problem 2.10.7 (i),
for the above constant C and thus 1 Cı Ä 1 2
, then,
Moreover, by setting t D 0 in (4.3.3), we have
for the above C. Then
By induction we have
Now following the arguments in Theorem 3.3.1 one can easily see that there exists
Therefore, by letting n ! 1 in BSDE (4.3.2) we know that .Y; Z/ satisfies BSDE (4.0.3).
Step 2. We now prove the existence for arbitrary T. Let ı > 0 be the constant in Step 1. Consider a partition 0
; n 1. 
and it is also well posed.
Basic Properties of BSDEs
As in Section 3.4, we start with the comparison result, in the case d 2 D 1. 
(4.4.1)
Assume further that 1 Ä 2 , P-a.s., and f 1 .y; z/ Ä f 2 .y; z/, dt dP a.s. that for any .y; z/. Then,
Then, 
and that f n .y; z/ ! 0 in measure dt dP, for all .y; z/. Then,
Proof First, by (4.2.10) we have
Applying the dominated convergence Theorem we have
This, together with (4.4.4) and (4.4.6), leads to the result.
We conclude this section by extending the well-posedness result to L p .F/ for p 2. 
(4.4.7)
Proof As in Theorem 3.4.3 we proceed in two steps. Again assume d D d 2 D 1 for simplicity.
Step 1. We first assume Y 2 L 1;p .F/; Z 2 L 2;p .F/ and prove (4.4.7). Applying Itô formula we have
(4.4.8)
Following the arguments in Theorem 4.2.1 Steps 1 and 2 one can easily show that, for any " > 0,
Then, by choosing " > 0 small enough we obtain
Next, by (4.4.8) we see that
Then, by (4.4.9) and Burkholder-Davis-Gundy inequality,
This leads to the desired estimate for Z, and together with (4.4.9), proves further (4.4.7).
Step 2. In the general case, we shall use the space truncation arguments in Theorem 3.4.3. We note that the time truncation does not work well here because it will involve Y n which still lacks desired integrability. For each n 1, denote n WD . n/ _ ^n, f n WD . n/ _ f^n. Clearly . n ; f n / satisfy all the conditions of this theorem with the same Lipschitz constant L, and . n ; f n / ! . ; f /; j n j Ä j j; jf n j Ä jf j; j n j Ä n; jf n j Ä n; for all .t; !; y; z/:
F/ be the unique solution to BSDE (4.0.3) with coefficients
are bounded. By the Burkholder-Davis-Gundy inequality, this implies further that Z n 2 L 2;p .F/. Then it follows from Step 1 that
Now similar to the arguments in Theorem 4.2.1, (4.4.7) follows from Theorem 4.4.3 and Fatou lemma.
Some Applications of BSDEs
The theory of BSDEs has wide applications in many fields, most notably in mathematical finance, stochastic control theory, and probabilistic numerical methods for nonlinear PDEs. We shall discuss its connection with PDE rigorously in the next chapter. In this section we present the first two types of applications in very simple settings and in a heuristic way, just to illustrate the idea. 
Application in Asset Pricing and Hedging Theory
This is a linear BSDE. Once we solve it, we obtain that:
Y is the price of the option and Z induces the hedging portfolio:
(4.5.4)
We remark that BSDE (4.5.3) is under the market measure P. In this approach, there is no need to talk about the risk neutral measure. Note that BSDE (4.5.3) is linear, which can be solved explicitly. In particular, for the special example we are presenting, Y 0 can be computed via the well-known Black-Scholes formula. To motivate nonlinear BSDEs, let us assume in a more practical manner that the lending interest rate r 1 is less than the borrowing interest rate r 2 . That is, the self-financing condition (4.5.1) should be replaced by (4.5.5) and therefore, BSDE (4.5.3) becomes a nonlinear one:
Nonlinear BSDEs typically do not have explicit formula. We shall discuss its numerical method in the next chapter.
Applications in Stochastic Control
Consider a controlled SDE:
Here B, X, b, take values in
, respectively, and k 2 K are admissible controls. We assume k takes values in certain Polish space K and is F-measurable. Our goal is the following stochastic optimization problem (with superscript S indicating strong formulation in contrast to the weak formulation in (4.5.12) below):
where f and g are 1-dimensional and thus J S and V S 0 are scalars. If we follow the standard stochastic maximum principle, the above problem will lead to a forward-backward SDE, which is the main subject of Chapter 8 and is in general not solvable. We thus transform the problem to weak formulation as follows. We remark that the weak formulation, especially when there is diffusion control (namely depends on k), will be our main formulation for stochastic control problems and will be explored in details in Part III. Here we just present some very basic ideas. For this purpose, we assume 
(4.5.9)
For each k 2 K , recall the notations in Section 2.6 and denote
Under Assumption 4.5.1 (iii), Â k is bounded and thus it follows from the Girsanov Theorem that B k is a P k -Brownian motion. Since P k is equivalent to P, then (4.5.9) leads to
Compare (4.5.11) with (4.5.7), we modify (4.5.8) as (4.5.12) This is the stochastic optimization problem under weak formulation (with drift control only).
Remark 4.5.2
(i) In strong formulation (4.5.8), P is fixed and one controls the state process X k , while in weak formulation (4.5.8), the state process X is fixed and one controls the probability P k , or more precisely controls the distribution of X. (ii) Although formally (4.5.11) looks very much like (4.5.7), the
(iii) In most interesting applications, it holds that V S 0 D V 0 . However, in general it is possible that they are not equal. Nevertheless, in this section we investigate V 0 . This is partially because the optimization problem (4.5.12) is technically easier, and more importantly because the weak formulation is more appropriate in many applications, as we discuss next. (iv) As discussed in Section 2.8.3, in many applications one can actually observe the state process X, rather than the noise B. So it makes more sense to assume the control k depends on X, instead of on B (or !). That is, weak formulation is more appropriate than strong formulation in many applications, based on the information one observes. In this case, of course, we shall either restrict K to We now solve (4.5.12). For each k 2 K , applying Theorem 2.6.6, the martingale representation theorem under Girsanov setting, one can easily see that the following linear BSDE under P k has a unique solution .
This implies that Y " 0 Ä T". Since " > 0 is arbitrary, we obtain Y 0 Ä V 0 , and hence the equality holds.
Finally, under (4.5.18) it is clear that Y D Y k , which implies (4.5.19) immediately.
Remark 4.5. 4 We emphasize that the optimal control k in (4.5.19) is optimal in weak formulation, but not necessarily in strong formulation. To illustrate the main idea, let us consider a special case:
then the above k provides an optimal control in strong formulation amounts to say the following SDE admits a strong solution:
(4.5.20)
We remark that, in this special case here, actually one can show that k t D k .t; X t / depends only on X t . However, k may be discontinuous in X, and thus it is difficult to establish a general theory for the strong solvability of SDE (4.5.20). Moreover, one may easily extend Theorem 4.5.3 to the path dependent case, namely b, f , and/or g depend on the paths of X. In this case k may also depend on the paths of X and thus (4. Peng, & Rosazza Gianin [53] . This is a special type of the nonlinear expectation which we will introduce in Chapter 10. 
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