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Abstract
Thermoacoustic instability has been an important challenge in the development of high-
performance combustion systems, as it can have catastrophic consequences. The process of
a sudden change in the dynamical behaviour of a thermoacoustic system from a low to a
high amplitude thermoacoustic instability, actually entails as a tipping point phenomenon.
It has been found that when rate-dependent parameters are considered, a tipping-delay phe-
nomenon may arise, which helps in the control of undesirable states that give rise to ther-
moacoustic instabilities. This work aims at understanding rate-dependent tipping dynamics
of the thermoacoustic system with both time-varying parameters and a non-Gaussian Lévy
noise. The latter better describes the severe operating environment of such systems than
simpler types of noise. Through numerical simulations, the tipping dynamical behaviour is
analysed by considering the rate-dependent parameters coupled with the main parameters
of the Lévy noise, including the stability and skewness indices, and the noise intensity. In
addition, we investigate the effectiveness of early warning indicators in rate-dependent sys-
tems under Lévy noise excitation, and uncover a relationship between warning measures and
the rate of change in the parameters. These results inform and enlighten the development
and design of power combustion devices, and also provide researchers and engineers with
effective ideas to control thermoacoustic instability and the associated tipping dynamics.
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Thermoacoustic systems are closely related to propulsion combustion devices such as
solid and liquid rocket motors, aero engines, and gas turbines. A thermoacoustic instability
arises when there is a positive feedback between the non-constant exothermic rate in the
combustion chamber and the acoustic field. Thermoacoustic instabilities lead to self-excited
large amplitude pressure oscillations in the combustion chamber. These typically undesirable
pressure oscillations can lead to catastrophic consequences such as structural damage due to
excessive heat transfer and vibration, ballistic anomalies in the engine, damage to electronic
equipment in aircrafts and satellites, and even to rocket launch missions due to engine
disintegration. Therefore, the occurrence of thermoacoustic instability has been a major
problem faced during the development of high-performance combustion systems. So far,
studies of the thermoacoustic instability are limited to the excitation of Gaussian noise, which
has limitations in describing large jumps. However, the effect of extreme severe operating
environments on thermoacoustic instability cannot be ignored. So it is crucial to introduce
a more appropriate noise portrayal in the study: non-Gaussian Lévy noise. Considering
that the control parameters in real industrial thermoacoustic systems are time-varying, this
work provides referenceable control strategies and early warning signals for thermoacoustic
instability avoidance based on the rate-dependent mathematical model of thermoacoustic
systems.
1. Introduction
The understanding of thermoacoustics dates back more than two hundred years, when
Higgins [1] first discovered the thermoacoustic effect. When he placed a hydrogen flame in
the proper position in a vertical tube with open ends, a sound was excited in the tube, a
phenomenon that has been called a “singing flame”. In 1859, Rijke [2] developed further the
Higgins tube, the Rijke tube with its rich accompaniment and bright sound, which became
the simplest example for studying thermoacoustic instability [2, 3]. Since then, researchers
have continued to develop and refine thermoacoustic theory based on their predecessors. The
understanding and studying of thermoacoustic instability is a challenging problem, since they
are the result of complex interactions between acoustics, combustion, and hydrodynamics,
and it is an urgent problem due to the important device applications.
Traditionally, the transition to thermoacoustic instability is described as a Hopf bifurca-
tion, in which the dynamics of the system undergoes an abrupt change from a combustion
noise state to a thermoacoustic instability [4]. This is actually a tipping phenomenon that
occurs in the thermoacoustic systems. Tipping is an event in a multi-stable system where a
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very small change in inputs causes a sudden, disproportionate change in outputs [5]. From a
mathematical perspective, Ashwin and his co-workers [6] classified tipping into the following
three categories based on the intrinsic occurrence mechanism of tipping, namely bifurcation-
induced tipping (B-tipping), noise-induced tipping (N-tipping), and rate-induced tipping
(R-tipping). Specifically, B-tipping refers to the bifurcation behaviour of the system when
the value of external forces or internal parameters of the system slowly exceeds a critical
threshold. The saddle-node and Hopf bifurcations are typical B-tipping. There are many
natural examples of B-tipping; for example, the dieback of the Amazon rainforest is a typical
B-tipping phenomenon [7]. N-tipping is a phenomenon in which the system state changes
after a noise disturbance. The most typical example of the N-tipping phenomenon in cli-
mate science is the Dansgaard-Oeschger event [8]. R-tipping is a new concept introduced
only in recent years, which considers a system in which the parameters no longer remain
stationary, but become a new time-dependent variable in the system. Tipping occurs when
the rate of change of a system parameter exceeds a certain critical value. In fact, R-tipping
describes a phenomenon in which the system parameters change too quickly for the system to
adapt. A recent paper provides a R-tipping example that describes the collapse mechanism
of the Atlantic meridional flip-flop [9]. Here the Atlantic Meridional Overturning Circulation
(AMOC) is an important component of the global ocean circulation, and when the rate of
ice melting increases beyond a certain critical rate of change, it leads to the collapse of the
AMOC. Since the AMOC plays an important role in world’s climate and in suppressing
global warming, its collapse could lead to irreversible climate change. It is, therefore, of
great interest to conduct research on R-tipping.
Consider that in most industrial thermoacoustic systems, the control parameters are
varied over time to meet the changing demands. Therefore, it is necessary for us to consider
R-tipping in a thermoacoustic system. In particular, when a rate is introduced into the
system, the dynamics hovers around the previous stabilization point due to inertia, i.e., the
system undergoes a tipping-delay phenomenon. Tipping-delay phenomenon refers to the
delay in the value of the parameter where the rate makes tipping occur as compared to
the proposed steady-state case. This tipping-delay phenomenon may provide new control
strategies for thermoacoustic instability avoidance, which also reflects the importance of
conducting research on R-tipping in thermoacoustic systems.
There have been many studies on R-tipping in thermoacoustic systems. Bonciolini et al.
[10] experimentally and numerically verified the tipping-delay phenomenon in rate-dependent
thermoacoustic systems driven by Gaussian white noise. Subsequently, they also found that
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thermoacoustic instabilities can be circumvented when the rate of parameter change is fast
enough [11]. Further, Zhang et al. [12, 13] considered the correlation time of noise, extended
the above findings to systems excited by Gaussian colored noise, and obtained the effect of
noise correlation time coupled with the rate of parameter change on thermoacoustic systems.
In most of the above studies, the random noise is usually assumed to be Gaussian noise
for simplicity of treatment. Gaussian noise is a formal derivative of Brownian motion and is
generally used to describe continuous small random perturbations. Gaussian noise has been
widely used in many fields because it satisfies the central limit theorem and is relatively
simple to handle and easy to derive the theory. However, Gaussian noise is actually an
ideal noise source, which portrays the normal diffusion situation and can only describe small
fluctuations close to the average value, and cannot describe large rises and jumps. There is
strong evidence in practice that many complex phenomena in nature are perturbed by non-
Gaussian noise, such as transient noise in electric currents [14], random energy fluctuations in
statistical mechanics [15], and stock price variations in option pricing [16]. The non-Gaussian
stochastic processes corresponding to these non-Gaussian noises have a path band jump
discontinuity and a probability density function (PDF) showing a heavy-tailed distribution.
Lévy noise is a typical class of non-Gaussian noise that can be used to describe systems where
continuous and jumping random factors take action together, and has been well used in many
practical systems such as the millennium climate change system [17, 18], laser gyroscopes
[19], and seismic environments [20]. Considering that propulsion devices such as rocket
engines, which are closely related to thermoacoustic systems, are often in extreme operating
environments such as extreme cold and heat, and may in turn be subject to extreme loads
or extreme excitations. Such random influences with occasional jumps are more suitable to
be described by Lévy noise which is more common than Gaussian noise. Therefore, in this
work, we consider the dynamical behaviours of a thermoacoustic system driven by a Lévy
process.
Given that the changes caused by tipping are to some extent irreversible and can have
significant adverse consequences for the system, predicting the point at which tipping will
occur before it happens is a critical topic. In general, such predictions are very difficult
because the system state may barely change until reaching a critical point. However, in
recent years, some results have been achieved in proposing effective early warning signals in
systems with B-tipping. Based on the critical slowing down theory, the lag-1 autocorrelation
and the variance become the two most commonly used early warning signals [21]. In addition,
effective early warning indicators are also proposed in the N-tipping system by combining
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the concept of basin stability [22, 23]. The study of early warning signals is more difficult
in systems where both rate and noise are considered, because the parameters are constantly
changing making the signals difficult to identify. For rate-dependent thermoacoustic systems,
a preliminary exploration of early warning for systems excited by Gaussian white noise was
made by Pavithran et al [24]. Nevertheless, it remains to be verified whether the classical
early warning indicators are still effective in rate-dependent systems when the noise excitation
becomes a more general Lévy noise with jumps. This work will attempt to provide answers
to these questions.
This work focuses on the dynamical transition behaviours of a thermoacoustic system
under non-Gaussian Lévy noise excitation, in which when the rate of parameter change is also
considered. The influences of the Lévy noise parameter on the tipping behavior, especially
on the tipping-delay phenomenon specific to rate-dependent systems, are investigated by
numerical simulations. Further, the tipping behaviour under the coupling of the parameter
change rate with the Lévy noise parameters are analysed in details. In addition, we verify
the effectiveness of early warning signals in rate-dependent thermoacoustic systems and give
the relationship between the warning effect and the rate of parameter change.
The main structure of this paper is as follows. The second section briefly introduces the
classical mathematical models in thermoacoustic systems and the basics of Lévy noise. The
third section gives the main findings of this work in three parts. The fourth section makes
some summaries of this paper.
2. Thermoacoustic system with Lévy noise
In recent years, with the deepening of research, the dynamical behaviour of thermoacous-
tic system is better expressed by a Helmholtz equation [10], that is
∂2x
∂t2
− c2∇2x = (γ − 1)∂q
∂t
, (2.1)
where x, c, γ and q denote the acoustic pressure, the speed of sound, the heat capacity ratio,
and the fluctuating component of the heat release rate, respectively. The simplified math-
ematical model (2.2) of the thermoacoustic system is obtained through Laplace transform,








3 = ξ(t), (2.2)
where v is related to the linear growth rate, and β0, β1, and β2 are real parameters. Here
ξ(t) is Lévy noise, which is the formal derivative of Lévy process with respect to time t.
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Lévy process L = {Lt, t ≥ 0} is a stochastic process which has independent and stationary
increments and L0 = 0 almost surely. In addition, L is stochastically continuous, i.e, for
all a > 0 and for all s ≥ 0, lim
t→s
P(|Lt − Ls| > a) = 0, where P is the probability measure
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where α ∈ (0, 2] is the stability index, β ∈ [−1, 1] is the skewness index, and σ > 0 represents
the scale parameter σ = D1/α and D is the noise intensity.


























Figure 1: The probability density functions (PDFs) of Lévy noise. (a) Results under different stability index
α with β = 0, D = 1. (b) Results under different skewness index β with α = 1.3, D = 1.
Figure 1 exhibits the PDFs of Lévy noise. As can be seen from Figure 1(a), the smaller
α makes the distribution narrower and higher, and it has a heavy tail. When α = 2, it
degenerates to Gaussian distribution. Figure 1(b) shows that the PDFs are symmetric when
β = 0. Under the condition of 1 < α < 2, for β > 0, the PDF is skewed to the left,
while PDF is skewed to the right for β < 0. Since the moments above the α order diverge
[25], the numerical simulation is prone to overflow when α ≤ 1. To ensure that the results
are theoretically meaningful, the following research of this paper is focused on the case of
1 < α ≤ 2 to study influences of the stability index, the skewness index and the noise
intensity of the Lévy noise on the thermoacoustic system (2.1).
3. Results
3.1. Effect of Lévy parameters on rate-dependent systems
In this section, we mainly study the influences of several important parameters of Lévy
noise on the rate-dependent thermoacoustic system (2.2), especially the tipping-delay phe-
nomenon. The form of parameter variation considered in this section is a linearly increasing
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function, i.e. v(t) = v0 + Rt, where v0 is the initial value and R is the rate of the system
parameters.
3.1.1. Stability index α
We first consider the stability index α. When α = 2, the Fokker-Planck-Kolmogorov
(FPK) equation of the amplitude can be deduced by a stochastic averaging method. Fur-
thermore, the approximate analytical solution of the probability density can be obtained by
solving the FPK equation [12]. The contour diagram in Figure 2 describes the transient
dynamical behavior of the system when α = 2, which is the case of Gaussian white noise.
The blue line is the bifurcation behaviour in the steady state of the deterministic dynamics
given by equation (2.2) without the noise term, in which the solid line indicates stability
of the system and the dashed line indicates instability. The red line is the change rate of
amplitude with time dA/dt, which is obtained after considering the mean path of amplitude
A(t) over multiple realizations due to the effect of randomness. We take the maximum of the
change rate (i.e., the vertical purple line) as the time of tipping [24]. The bifurcation the-
ory calculation gives that under steady state, tipping occurs at t = 0.45, and the dynamics
jumps from low-amplitude to high-amplitude state. But after the introduction of rate R, the
tipping occurs around t = 1.1. Therefore, the phenomenon of rate-dependent tipping-delay
from t = 0.45 to t ≈ 1.1 appears in the system, which has been systematically studied in
[12, 13].
Figure 2: The transient dynamical behaviour of the system when α = 2, i.e, excited by Gaussian white noise.
The internal diagram shows the form of the parameter changes v(t) = v0 + Rt for v0 = −9, R = 20 in this
section. Contour map represents the transient probability density, in which the darker the colour, the larger
the probability. The blue line describes the bifurcation behaviour in the steady state of the deterministic
dynamics for reference. The rate of change of amplitude is displayed by the red line to identify the onset of
thermoacoustic instability. The maximum rate of change of A, considered to be the tipping time, is indicated
by the vertical purple line at t ≈ 1.1. Other parameters are β1 = 8, β2 = 2, and ω0 = 120× 2π.
When the stability index α 6= 2, the exact expression of PDF cannot be obtained, so the
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stochastic Runge-Kutta and Monte Carlo simulations for the equation (2.2) are implemented
in our investigation. Figure 3 shows the amplitude A for different α as a function of t. The
red dotted line represents the high amplitude steady state of the system. It can be seen
from the Figure 3 that when α is small, the noisy dynamics crosses the high amplitude state
intermittently, and the smaller α is, the higher the jump frequency is. These intermittent
jumps are similar to the extreme events, which indicates that the model can be used to
describe the influence of extreme working environment on the thermoacoustic system. With
the increase of α, the dynamics tends to Gaussian white noise, and the system is stable,















Figure 3: The amplitude A under different α. (a) α = 1.1, (b) α = 1.3, (c) α = 1.5, (d) α = 1.9. Other
parameters are β = 0, D = 105.
Next, we look at the transient dynamical behaviour of the rate-dependent system excited
by Lévy noise with different α. As shown in Figure 4, tipping occurs fasterly with the
decrease of α, which corresponds to the result in Figure 3. When α is small, the intermittent
jumping of the trajectory makes tipping easier. This shows that compared with Gaussian
noise, Lévy noise makes particles jump to the high amplitude state of the system earlier.
That is, Lévy noise makes the thermoacoustic system to enter the thermoacoustic instability
state more quickly.
We use the timing index of tipping, that is, the maximum value of amplitude change rate
dA(t)/dt mentioned in Figure 2, to quantify the tipping-delay phenomenon under different
α. It can be seen from Figure 5(a) that the larger α is, the later the tipping occurs. The grey
dashed line is the occurrence time of tipping in the steady state, and the difference between
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Figure 4: The contour plot represents the PDF of amplitude A under different stability index α. (a) α = 1.1,
(b) α = 1.5, (c) α = 1.9. Other parameters are β = 0, D = 105.
it and the highest point of amplitude change rate is the delay time δ of the tipping-delay
phenomenon. We find that although compared with Gaussian noise, Lévy noise promotes
the timing of tipping, including the tipping-delay phenomenon. Specifically, the relationship
between the delay time δ and α is shown in Figure 5(b). The delay time δ increases with the
increase of α, and the increasing speed slows down with the increase of α, gradually tending
to be flat. This can be used to reduce the thermoacoustic instability by increasing α, and






























Figure 5: (a) Timing index of tipping, given by dA(t)/dt, under different stability index α. (b) Variation of
delay time δ of tipping-delay phenomenon with different stability index α.
3.1.2. Skewness index β
Next, we consider the influence of the skewness index β on the rate-dependent thermoa-
coustic system. Firstly, we consider the paths of the amplitude A, as shown in Figure 6 for
details. Here, take the values at both ends of the range [−1, 1] as an example. There are no
significant differences in the shape, the size and frequency of intermittent jumps among the
paths of the amplitude, and the results are similar under different α. Therefore, we come to
the conclusion that there is not much difference in the paths of the amplitude A when β is
different.
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Figure 6: Paths of the amplitude A under different skewness index β. (a) α = 1.1, D = 105, (b) α = 1.9,
D = 105.
For the response x, from Figure 7(a), when the skewness index β > 0, the large jump of
the system appears more in the direction of x > 0, while when β < 0, the large jump of the
system appears more in the x < 0 direction. Furthermore, in order to show the effect of β
on the response, the probability density is calculated statistically, as shown in Figure 7(b).
Among them, the blue solid line is the probability density for β = 1, the red dotted line
is the probability density for β = −1, the ordinate corresponds to x ∈ [−10, 10] of the left
graph, and the abscissa takes the logarithm value of the PDF in order to more clearly show
the change of the probability density. It can be seen from the Figure 7 that when β = 1
the probability density shows a heavy tail in the direction of x > 0, and when β = −1 the
probability density is more concentrated in the direction of x < 0. Moreover, the PDFs of
β = 1 and β = −1 are symmetric with respect to x = 0, and the area of the blue and red
shaded parts are equal. Therefore, the skewness index β affects the response x, but has little
effect on the amplitude A. The reason is that in the process of calculating amplitude A, the
response x is squared to eliminate the influence of β.


















Figure 7: (a) The paths of the response x under different skewness indices β. (b) Probability density of
semi-logarithmic graph under different skewness indices β.
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3.1.3. Noise intensity D
Finally, we consider the effect of noise intensityD on tipping. Figure 8 shows the transient
probability density of the system under different noise intensities. It can be seen that the
higher the noise intensity D is, the earlier the tipping occurs.
Figure 8: The contour plot represents the PDF of amplitude A under different noise intensity D. (a)
D = 5.0× 103, (b) D = 104, (c) D = 5.0× 104. Other parameters are α = 1.5, β = 0.
Similarly, we use the timing index of tipping to observe the tipping-delay phenomenon
under different noise intensities. In Figure 9(a), the tipping time in the steady state, rep-
resented by the dashed line, is taken as a reference, and the tipping-delay phenomenon still
exists when the noise intensity D is changed. Combining with Figure 9(b), it is found that
the larger the noise intensity D is, the shorter the delay time δ is, and the delay time is
basically linear with the noise intensity. This reveals that the noise intensity of Lévy noise





























Figure 9: (a) Timing index of tipping under different noise intensity D. (b) Variation of delay time δ of
tipping-delay phenomenon with different noise intensity D.
3.2. Effect of rate coupled with Lévy parameters
In this section, we mainly study the influence of the rate of the system parameters
coupled with Lévy parameters on the rate-dependent thermoacoustic system. In view of the
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conclusion in the previous section that the skewness index has little effect on the amplitude,
we consider only the stability index and the noise intensity in this section. The parameter
time dependence is considered to be a linear function first increasing and then decreasing,
as detailed in the diagram inside Figure 10(a). Moreover, we unify the time scale so that
the systems with different rates can be considered in the same parameter space.
3.2.1. Coupling of rate and stability index
Figure 10: The contour plot represents the PDF of system amplitude A under different stability index α
and the rate of parameter R. The internal diagram in (a) shows the form of the parameter changes in this
section. Here, D = 5.0 × 103, β = 0. The stability index α increases from top to bottom. (a)(b) α = 1.1,
(c)(d) α = 1.5, (e)(f) α = 1.9. Each column corresponds to the results for a particular rate. (a)(c)(e) R = 20,
(b)(d)(f) R = 100.
Figure 10 shows the transient dynamical behaviour of the amplitude A under different
α and R versus t/tramp, where tramp = (vm − v0)/R = [11− (−9)]/R to normalize the time.
Among them, the left column is the case of a small rate of the parameter change, and the
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right column is the case of a large rate, the value of α gradually increases from top to bottom.
Consistent with the results in the previous section, with the increase of α, the tipping-delay
time becomes longer and the state of particles becomes more concentrated. On this basis,
considering the effect of rate of change, it is found that the increase of rate makes the delay
time longer. The contour map of tipping time under different R and α is seen in Figure
11 when the parameter increases. That is, when the low amplitude state jumps to the high
amplitude state, the time of tipping occurrence increases with increasing R and α, and the
delay time also increases. This shows that both the rate of change R and the stability index
α can promote the tipping-delay phenomenon.
Figure 11: Contour map of the occurence time of tipping under different stability index α and the rate of
parameter R.
3.2.2. Coupling of rate and noise intensity
Next, the influence of the noise intensity D and rate R on the rate-dependent thermoa-
coustic system is considered. It can be seen from Figure 12 that the large noise intensity D
makes the particle state more dispersed, which makes tipping to happen earlier. But large
rate R prolongs the occurrence time of tipping. Therefore, the occurrence time of tipping in
Figure 12(a) with small noise intensity and small rate is similar to that in Figure 12(d) with
larger noise intensity and larger rate, and Figure 13 shows this rule more clearly. Conse-
quently, in addition to the control strategy mentioned in the previous section 3.1, we can also
mitigate the thermoacoustic instability by increasing the rate of change of the parameters
when the noise intensity is relatively high.
3.2.3. The role of rate of parameter change
The parameters considered in this section are first an increasing function and then a
decreasing one. After unifying the time scale, the system with different rate is guaranteed to
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Figure 12: The contour plot represents the PDF of system amplitude A under different noise intensity D
and the rate of parameter R. Here, α = 1.5, β = 0. The noise intensity D increases from top to bottom.
(a)(b) D = 104, (c)(d) D = 5.0 × 104. Each column corresponds to the results for a particular rate. (a)(c)
R = 20, (b)(d) R = 100.
Figure 13: Contour map of the occurence time of tipping under different noise intensity D and the rate of
parameter R.
14
be in the same parameter space. We find that the parameter value of tipping is delayed after
introducing the rate of change. Furthermore, it can be seen from Figure 14 that through the
timing index of tipping, it is found that when the parameter increases, the size of rate has an
obvious influence on tipping-delay phenomenon, that is, the abscissa values of the maximum
point of the two curves in the Figure 14 is obviously different. However, when the parameter
falls, the abscissa values of the minimum points of the two curves are almost the same,
which indicates that the size of rate of parameter change has little effect on the tipping-
delay phenomenon. It is noticed that the effect of rate on the rise and fall of parameter is
different, not only in the system excited by ordinary Lévy noise, but also in the case of α = 2
Gaussian white noise.













































Figure 14: Timming index of tipping in the form of increasing first and then decreasing. (a) α = 2, D =
5.0× 103, (b) α = 1.9, D = 105, (c) α = 1.1, D = 5.0× 103.
In order to explore the causes of the above phenomena and the internal mechanism of
tipping when the parameters rise and fall, we observe the change of the potential function.
Taking the case of Gaussian white noise in Figure 14(a) as an example, the expression of
the potential function can be derived from the stochastic differential equation obtained by
the stochastic averaging method. It can be seen from Figure 15(a) that when the parameter
increases, that is, v increases from −9 to 11, the potential function changes from monostable
state to bistable state and then into monostable state, while when the parameter decreases,
the process is the opposite.
Combining with the change curve of barrier height in Figure 15(b), it can be concluded
that the initial condition of parameter is v = −9, and the barrier height of potential function
is about 60. The initial condition of parameter falling is v = 11, and the barrier height of
potential function is about 35. When the barrier height decreases close to 0, the system
enters into bistability, and tipping is very easy to occur. The higher the barrier height is,
the more difficult it is for tipping to occur. Therefore, for tipping, the difficulty is greater
when the parameters rise than when they fall. At this time, rate, as a factor contributing











































Figure 15: Influences of the parameter v on potential function. (a) Variation of potential function U(A)
under different parameter v. (b) Relationship between barrier height ∆U and parameters v.
we consider that the weight of rate in the factors that promote tipping is a fixed value, the
greater the total difficulty of tipping, the larger contribution of the rate is needed, and the
the effect difference between different rates. It is like when we are climbing a 2000-meter
mountain, if we use crutches and other equipment, we will feel that the effect of assistance
is obvious. However, if the mountain we climb is only 500 meters, the presence or absence
of crutches seems to have little effect on the climbing speed, and the quality of crutches is
not so important. From the perspective of barrier height difference, the difficulty of tipping
when the parameter rises is greater than that when the parameter falls, so the size of rate
has a significant effect on tipping-delay when the parameter rises, while the size of rate has
little effect on tipping-delay when the parameter falls. As generalisation of Gaussian white
noise, the result in Lévy noise has similar mechanism and phenomenon.
3.3. Early warning signals for Lévy rate-dependent tipping system
This section considers the early warning signals of rate-dependent thermoacoustic system
excited by Lévy noise. Figure 16 shows the variation of the amplitude A, lag-1 autocorrela-
tion (AC), variance (VAR), skewness (SKEW), kurtosis (K), and entropy (Entropy) during
tipping, see the Appendix for the definitions. The red dashed line in each subfigure represents
the maximum value of amplitude change rate, which is the timming index of tipping. As
can be seen from Figure 16(a), the location of timing index of tipping is about in the middle
of the transition process from low amplitude to high amplitude. The lag-1 autocorrelation
and variance plotted in Figures 16(b) and (c) are commonly used early warning indicators
in B-tipping, which are based on the theory of critical slowing down. The skewness and
kurtosis shown in Figures 16(d) and (e) are indicators to describe the probability density.
The skewness is a measure of the asymmetry of the probability density, and the kurtosis
reflects the shape of the probability density peak. The entropy calculated in Figure 16(f) is
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an indicator reflecting the degree of confusion in the system, and it has not been considered
as an early warning signal in the rate-dependent system before.


















































































Figure 16: Variations of (a) amplitude A, (b) lag-1 autocorrelation, (c) variance, (d) skewness, (e) kurtosis,
and (f) entropy with time. The point of the maximum rate of change of A is marked by a red dashed line.
From Figure 16, the highest values of variance and kurtosis are after the timing index
of tipping, which cannot be used as early warning signals under the current system. The
highest values of lag-1 autocorrelation, skewness and entropy all appear no later than the
timing index of tipping, and they all suddenly increase before tipping, so they can make
predictions about tipping. The highest values of lag-1 autocorrelation and skewness under
different parameters cannot be determined. We can only predict tipping when they reach
the highest point. However, the highest point of entropy must be 1, and it is near the
occurrence of tipping. In this way, we can judge how long before the tipping will take place
by the difference between the current entropy value and the maximum value of 1. Compared
with lag-1 autocorrelation and skewness, entropy has more maneuverability in controlling
the system.
Next, the warning effect of entropy on rate-dependent system is considered in both time
space and parameter space. Figures 17(a-e) show the variation of entropy with time under
different rates R in time space. Take Entropy = 0.05 as the threshold for example (the
yellow dotted line in the Figure 17), then make the difference between the time when the
entropy first passes the threshold and the actual time when tipping occurs (the maximum
value of amplitude change rate), and the difference is regarded as the warning time (the blue
shaded part in the Figure 17). We find that the larger the rate R is, the earlier the tipping
17
occurs and the shorter the warning time is.





























































































































Figure 17: Early warning of (a-e) entropy under different rates R in time space. (f-j) entropy under different
rates R in parameter space.
The abscissa of Figures 17(f-j) unifies the time scale, and the actual consideration is the
change of entropy in the parameter space. Similar to the definition in time space, we can
also define the warning of parameter interval in parameter space (the red shaded part in the
Figure 17), that is, the difference between the abscissa value of first passing the threshold of
0.05 and the abscissa of actual tipping. It is found that the larger the rate R is, the larger
the warning of parameter range is, and better the effect is. In conclusion, the early warning
effect of parameter change rate R on time space and parameter space is different. So we
should adjust the change rate of parameters and make the control strategy according to the
18
actual demand of time space and parameter space.
4. Conclusions
In this work, we investigate the dynamical behaviours of rate-dependent thermoacous-
tic systems whose parameters vary with time. We find that systems with subcritical Hopf
bifurcation excited by non-Gaussian Lévy noise are more likely to cause tipping than Gaus-
sian noise, and the delay time of tipping-delay phenomenon is shorter. This indicates that
thermoacoustic instabilities are more likely to occur and more difficult to control for ther-
moacoustic systems in extreme working environments modelled by non-Gaussian Lévy noise.
To this end, we have considered a two-pronged analysis. On the one hand, after our analysis
of several important parameters such as the stability index, the skewness index, and the
noise intensity of Lévy noise, as well as considering the coupling effect of the parameter
change rate, we come up with several control strategies. The occurrence of thermoacoustic
instability can be circumvented by increasing the rate of change of the parameter R, increas-
ing the stability index α and reducing the noise intensity D to delay the onset of tipping.
On the other hand, the tipping points are predicted by early warning signals so that other
control measures can be taken. It is verified that the lag-1 autocorrelation, the skewness and
the entropy can be used as early warning signals. More appropriately, entropy is a better
indicator in comparison with other traditional ones. Entropy has more operability in taking
control of the system, and its early warning effect is also related to the rate of parameter
change.
Our results have important implications for research in the development of power propul-
sion devices such as rocket engines, gas turbines, and space engines. As research continues,
the extreme operating environment of the engine is a factor that cannot be ignored and can
make the systems already prone to thermoacoustic instability even worse. And our investi-
gation on the rate-dependent thermoacoustic system with non-Gaussian Lévy noise provides
theoretical guidance for engine design and effective ideas for subsequent control, which is
also enlightening for the research in related fields.
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Appendix: Basic concepts of early warning measures
In this appendix, we provide some basics definitions used for calculating early warning
signals.
4.1. Variance
Variance (VAR) is a measure of dispersion in probability theory and statistical variance







where µ = 1
N
∑N
i=1 x(i) is the mean and N is the number of data points.
4.2. Autocorrelation
Autocorrelation (AC), is the correlation of a signal with itself at different points in time.
Informally, it is the similarity between two observations as a function of the time difference
between them. It is a mathematical tool to find repeating patterns or to identify funda-
mental frequencies that disappear implicitly in the harmonic frequencies of a signal. The
autocorrelation can be expressed as a function of time delay τ ,
AC(τ) =
1
(N − τ) · VAR
N−τ∑
i=1
[x(i)− µ][x(i+ 1)− µ].
In this paper we use the case when τ = 1, i.e., lag-1 autocorrelation.
4.3. Skewness
Skewness (SKEW) is a measure of the asymmetry of the probability density. If the
skewness is equal to zero, the probability density is symmetric about the mean. If the
skewness is negative, the probability density is skewed to the left and to the right for positive








Kurtosis (K) reflects the shape of the probability density peak. The larger value corre-









Entropy is an effective means to quantify the dynamical characteristics of a system,
and also to react to qualitative changes in the dynamical behaviour of the system through
its changes. If the possible states of the random variable X are X1, X2, . . . , Xn, and the
corresponding probability of each state occurring is P (Xi), i = 1, 2, ..., n. Then, the entropy






The data that supports the findings of this study are available within the article.
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[25] D. Applebaum, Lévy Processes and Stochastic Calculus, Cambridge university press,
2009.
23
