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Abstract
Low velocity impact is a serious hazard for laminated composite structures. It can
result in considerable loss of mechanical performance and must be taken into account
during the design process. Extensive knowledge of the composite damage processes and
advanced numerical simulation tools can help ﬁnd optimal designs and reducing develop-
ment costs. In addition to normal service loads such as bending moments, shear forces,
torques, pressure loads, etc. airframe structures also have to withstand impact loads
resulting from hailstones, runway debris or tool drops during maintenance work. These
impacts are likely to happen while the airframe is stressed under normal service loads.
The superposition of service loads and impact loads is likely to alter the impact response
of a structure compared to an unloaded structure. In this work, the inﬂuence of in-plane
compressive loads on the low velocity impact response of carbon ﬁbre epoxy composites
is studied. Low velocity impact experiments on T800s/M21 UD carbon ﬁbre epoxy lami-
nates, under various compressive pre-strains, have been carried out with impact energies
of up to 45J. The compressive pre-load applied to the structure was observed to signiﬁ-
cantly increase the impact damage and reduce the post-impact strength. To predict the
damage resulting from impacts with and without pre-loads, a 2D damage model has been
developed and implemented into the commercial ﬁnite element code ABAQUS/Explicit.
The model is based on a combination of continuous damage mechanics and fracture me-
chanics with interactions between damage modes considered for both, damage initiation
and damage propagation. Thereby damage degradation is following non-linear propa-
gation laws. The model's material degradation is governed by the material's fracture
toughnesses which are important material input parameters for the damage model. A
detailed series of laboratory tests have been conducted to develop test set-ups for the
measurement of translaminar fracture toughness values, which are used as input units
for the damage model.
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1 Introduction
Despite extensive work on cellulose ﬁbre reinforced phenolic resin during the 1930s and
the application of ﬂax ﬁbre composite in secondary structures of military aircraft of that
time, aluminium alloys have been the material of choice for both military and civil air-
planes until recently. With the development of better matrix systems and carbon ﬁbres
in the 1970s, ﬁbre reinforced plastics advanced to a level where they could compete with
metallic airframe structures. While in the beginning mainly secondary components of
civil aircrafts were manufactured from glass, carbon or aramid ﬁbre reinforced compos-
ites, Airbus introduced large primary aerodynamic structures such as the vertical and
the horizontal stabilizer built from carbon ﬁbre composites in its A320 family in the late
1980s. Since then the use of ﬁbre reinforced composite materials used in civil aircrafts
has increased steadily with carbon ﬁbre reinforced plastics (CFRP) replacing aluminium
in many primary structures. As shown in Fig 1.1 the mass fraction of composite materi-
als in the latest aircraft generation has outrun the usage of metal and accounts for more
than half of the structural weight.
There are several reasons for the increasing popularity of ﬁbre composites. Apart
from the ability to tailor the material to required properties and the good corrosion
resistance of ﬁbre-reinforced composites, the main reason for their popularity are the
outstanding weight-speciﬁc stiﬀness and strength values which enable lighter structures
and hence reduced fuel consumption and higher payload capacity. It is believed that
compared to aluminium alloys, the weight reduction due to the use of CFRP in secondary
structures is up to 20% while primary structures have a mass reduction potential of up to
10% [3]. However, these beneﬁts are gained with higher material costs. By replacing the
29
Chapter 1. Introduction
Composites in Airbus @ Global Investor Forum by Dr Roland Thévenin _V51PR0800355_v1
A310-300
A320 A330 A340-600
A380-800
A350XWB60
40
20
10
0
1985 1988 1993 2002 2007 2013
A400 M
53%
Composite Structural Weight
Co
mp
os
ite
 St
ruc
tur
al 
We
igh
t [%
]
25%
5%
Figure 1.1: Composite structural mass of Airbus aircrafts over the years [2]
traditional airframe design consisting of a multitude of parts riveted together with larger,
fully integrated composite structures, the lower assembly costs can counterbalance the
higher costs for the material.
Fibre composite materials have a wide range of diﬀerent failure modes and are less
intuitive in the design phase than isotropic materials. The full potential of ﬁbre com-
posite materials can only be exploited if structural design takes into account the speciﬁc
properties of composites to avoid over-engineered solutions reducing the weight advan-
tage. In the design process of ﬁbre reinforced structures, predictions of strength and
failure behaviour is more complex than for metallic structures. Typically, a multitude
of experimental tests on various structural levels (see. ﬁg. 1.2) are carried out during
the development process of an aircraft. With the help of reliable computer models, the
design process can be speeded up. Robust and trustworthy simulations can also reduce
the costs in the development by reducing the number of costly experimental tests done.
The aim is to do tests on a lower structural level to verify that the models are reliable
and then replace experimental tests on higher structural levels with simulations.
Despite their excellent in-plane properties, laminated composites have, compared to
traditional metallic structures, a dramatically lower impact resistance. On the one hand,
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Figure 1.2: Typical testing pyramid for airframe development [4]
ﬁbre composite materials normally don't have ﬁbre reinforcement in thickness direction,
the direction a typical impact would load the structure. The lack of reinforcement leads to
a poor damage resistance in thickness direction. On the other hand, composite materials
exhibit brittle failure behaviour. In metallic structures the energy of an impact can
be dissipated by ductile deformation which allows the material to undergo large strains
before it loses its load bearing capacity. The result is a surface dent visible to the naked
eye. In contrast, composites, as brittle materials, don't have the capacity of plastic
deformation but dissipate energy by various failure modes of which many take place inside
the material [5]. Thus, impact damage can be diﬃcult to detect on visual inspection even
if it is severe enough to reduce the structural integrity substantially. These limitations
have to be taken into account when designing composite structures which are likely
to be subjected to transverse loading conditions. With a good understanding of the
impact damage mechanisms and powerful simulation tools, designs with higher impact
resistance can be achieved and too conservative designs neutralizing the weight advantage
of composite materials can be avoided.
The research presented here addresses the problem of low velocity impact damage on
laminated composites with unidirectional reinforcement. The objectives of this work
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were:
• to study the inﬂuence of in-plane pre-loads on the low velocity impact response and
the resulting damage
• to develop a 2D damage model for predicting low velocity impact damage in lami-
nated composite structures
• to investigate new test methods for measuring the translaminar fracture toughness
of ﬁbre composites
Studying the literature, the eﬀect of in-plane stresses on the impact response was
not clear as the published experimental results were highly inconsistent. By conducting
several impact experiments on laminated plates with and without compressive pre-loads,
this work could help to clarify the eﬀect of compressive pre-strains. The experiments
showed a signiﬁcant increase of impact induced damage in plates under pre-compression.
This eﬀect was seen to be originating from the inﬂuence of pre-compression on the damage
propagation rather than the damage initiation.
In this research project, a new model to predict impact damage was developed. It was
implemented in the commercial ﬁnite element software ABAQUS/Explicit and exhibits a
powerful method to prevent mesh sensitive solutions by introducing two diﬀerent charac-
teristic lengths which are calculated based on element shape, material orientation as well
as failure mode. A novel interaction approach for damage propagation was proposed for
this model spanning a failure envelope similar to the damage initiation line seen in mixed
mode loading of ﬁbre composites. The newly developed damage model allows for altering
the unloading characteristic after damage initiation. This enables the user to tailor the
post damage behaviour to the predicted failure behaviour and replaces the arbitrary use
of linear stress release implemented in many damage models.
In the proposed damage model damage propagation for failure modes in ﬁbre and
transverse directions is governed by the corresponding translaminar fracture toughnesses.
Novel experimental procedures were tested to eﬃciently measuring the translaminar frac-
ture toughness in ﬁbre direction under tension and compression.
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When using the proposed damage model to simulate the impact experiments on plates
with and without pre-compression, simulations results were generally in good correlation
with experimental ﬁndings. Under high pre-strains and high impact energies, however,
the simulations were not accurate suﬀering from limitations of a 2D approach.
An overview of publications studying low velocity impact damage and the inﬂuence
of in-plane loads on the impact response as well as a summary of papers on numerical
models to predict impact damage is presented in chapter 2. One of these numerical mod-
els is the base of the damage model developed in this work. It is explained in detail in
chapter 3. To test this base model for feasibility, several initial numerical tests, shown in
chapter 4, were carried out comparing model predictions with experimental results from
the literature. The results of these veriﬁcation tests were generally promising. How-
ever, they also exhibited some weaknesses which were one reason for the enhancements
proposed in the new damage model developed during this research project. The reason-
ing and the implementation for these enhancements are discussed in detail in chapter
5. Experimental ﬁndings published in the literature were not consistent when evaluat-
ing the inﬂuence additional in-plane loads have on low velocity impact damage. Thus,
to get a better understanding how initial loads alter the impact response, low velocity
impact experiments with and without uni-axial pre-compression were carried out. The
experimental set-up and the results are presented in chapter 6. To make the damage
model applicable in industry, material parameters, necessary for the simulation, need to
be easy to obtain. In chapter 7 novel test designs for measuring the translaminar fracture
toughness, a material characteristic which is used in the damage model to describe the
damage process, are presented. The damage model developed in this work was used to
simulate the impact experiments presented in chapter 6. The results of these simulations
are shown in chapter 8.
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2 Literature Review
Laminated composite structures subjected to low velocity impact loading can suﬀer from
various failure modes. Matrix damage, ﬁbre failure and delaminations are reported to
evolve and interact with each other. These damages can reduce the residual strength
of an impacted structure signiﬁcantly. The problem of composite materials subjected
to low velocity impacts has been treated extensively in the literature. Comprehensive
reviews of this topic have been published by Abrate [68], Richardson and Wisheart [5]
as well as Davies and Olsson [9]. It is generally agreed that low velocity impact damage
is caused by interaction of concentrated contact forces near the impact location, shear
stresses inside the laminate and membrane stresses in the bottom layers due to global
bending of the structure. Typical impact damage is schematically shown in Fig. 2.1.
Since the resulting damage can be within the material or on the back face of the impact
it can be diﬃcult to detect the damage with visual inspection.
In commercial aircrafts, dynamic transverse loading conditions are most likely resulting
from in-ﬂight collisions with birds or hailstones, engine blade loss, runway debris or
tool drops [11]. Depending on the impact conditions, the structural response can vary
between elastic impacts without any material damage over barely visible damage to
fatal failure of the structure [5, 11]. Due to their low transverse strength, composite
materials are prone to developing signiﬁcant damage when subjected to impact loading.
Depending on the velocity with which a structure is impacted the impact response can
diﬀer signiﬁcantly and can cause completely diﬀerent damage behaviour. While under low
velocity impacts the structure deforms under the load of the impactor and the resulting
damage can extend to a large area around the impact location, high velocity impacts
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Figure 2.1: Schematic representation of typical low velocity impact damage [10]
typically cause very localized damage near the point of contact [5]. The velocity range
from which impacts are classiﬁed as 'low velocity' impacts is not clear in the literature.
Some sources deﬁned a maximum impact velocity regardless of the impacted structure.
Abrate [7] deﬁned low velocity as impact speed of up to 100m/s while Cantwell and
Morton [12] drew the line at a signiﬁcantly lower level of 10m/s. In contrast to these
ﬁxed velocity values, a classiﬁcation based on the resulting damage was suggested by
Liu and Malvern [13] as well as Joshi and Sun [14]. They classiﬁed impact velocities as
high when penetration damage resulted while delamination and matrix damage resulted
from low velocity impacts. In contrast to that are the conclusions of I.H. Choi [15] who
reported that high-velocity and low-velocity impact response were very similar as long
the energy was the same. Another classiﬁcation was based on the structural response of
the impacted plate. Thereby, low velocity impact speeds were impact speeds at which
the contact duration between impactor and target was long enough for the structure to
deform in phase with the impactor (illustrated in Fig. 2.2). In contrast to that were high
velocity or ballistic impacts where material damage was very localised and mainly caused
by through-thickness stress waves. Davies and Robinson [17] deﬁned low velocities as
impact speeds at which stress wave propagation in thickness direction does not play a
signiﬁcant role in the damage process. Assuming that the stress wave propagates with
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High velocity impact
Low velocity impact
Figure 2.2: Schematic representation of impact response under high and low impact ve-
locity [16]
the speed of sound, they could calculate the velocity vtrans which deﬁnes the transition
between low velocity and high velocity impact for a material with the failure strain c
and the speed of sound c based on the following equation:
c =
vtrans
c
(2.1)
With this equation the transition velocity between low and high speeds for typical epoxy
composites is between 10m/s and 20m/s.
2.1 Impact Damage description
After impacting a composite structure, a multitude of matrix cracks can be observed.
A typical crack alignment was observed and categorised by Choi and Chang [18]. They
identiﬁed two kinds of matrix cracks (illustrated in Fig. 2.3): In the bottom ply cracks
along the ﬁbres could be observed. These so-called tension cracks were assumed to be
induced by in-plane normal stresses due to ﬂexural deformation of the laminate [18,19].
Shear cracks occurred near the centre ply, a place of maximum transverse shear stresses.
Due to high contact stresses, shear cracks could also be initiated in the vicinity of the
impact location and were observed to be inclined at approximately 45
◦
[18, 20].
In several studies a relation between a laminate's ﬂexural deformation and observed
matrix failure was assessed: Cantwell and Morton [16, 21] tested carbon ﬁbre laminates
with diﬀerent lay-ups under high- and low velocity impacts. They concluded from their
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Figure 2.3: Types of matrix cracks: (a) shear crack, (b) tensile crack [6]
Figure 2.4: (a) pine tree pattern, (b) inverse pine tree pattern of cracks in impacted
laminates [6]
results, that the specimens' target stiﬀness was inﬂuencing the low velocity impact re-
sponse signiﬁcantly. They concluded that depending on the laminate's bending stiﬀness,
matrix cracks propagate from the impacted surface or the back surface towards the lam-
inate's centre. If the global deﬂection of the impacted structure was negligible, damage
was ruled by high contact forces resulting in high shear stresses within the laminate. This
causes a so-called pine tree pattern of shear cracks developing from the impacted surface
down into the laminate. With decreasing bending stiﬀness the global deﬂection of the im-
pacted laminate increases. Resulting membrane stresses at the back surface cause cracks
in the bottom layers evolving upwards in a reversed pine tree pattern [10,16,19,21]. Both
damage patterns are shown schematically in Fig. 2.4. These pine tree patterns could be
conﬁrmed by Jih and Sun [19] as well as deFreitas et al. [10] for carbon-epoxy laminates
and by Shyr and Pan [22] for E-glass laminates.
Before complete matrix failure due to tensile loads, multiple matrix cracks are reported
to accumulate in plies oriented perpendicular to the loading direction (see Fig. 2.5).
Thereby, in glass and carbon ﬁbre laminates the number of cracks per area  also called
crack density  is observed to reach a maximum value prior to failure as reported by
Berthelot [23] in his review paper on cracking in glass-ﬁbre and carbon-ﬁbre laminates.
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The concept of a maximum crack density was also utilized by Puck and Schurman [24]
as well as Williams and co-workers [25] in their description of damage in laminated
composite materials. The maximum crack density is a material characteristic. The
eﬀect of matrix cracks on the composite's mechanical performance is reported to be
quite small [26]. However, as will be discussed later on, matrix cracks are reported
to play an important role in the formation of delaminations. The crack-density was
successfully introduced into a impact damage model for ﬁbre laminates by Raimondo and
co-workers [27]. They argued that, when modelling impact damage with ﬁnite elements,
multiple matrix cracks can occur within one element. To account for the total energy
dissipated in one element they introduced the crack density into their degradation model.
Despite removing any mesh parameter, their results did not show any sensitivity to mesh
size. A conclusive explanation for this was not given.
Figure 2.5: Matrix crack accumulation prior to ply failure [23]
Among the observed damage modes in impacted composite structures, delaminations
are of great concern. While a small amount of matrix cracks is reported to aﬀect the
residual strength of impacted composites only marginally, even small areas of delamina-
tion can yield a signiﬁcant reduction of residual mechanical properties [68]. Thereby,
delaminations occur only at interfaces of layers with diﬀerent ﬁbre orientation. At the
interface between layers of equal orientation no delaminations can be observed [2830].
In several studies the shape of impact induced delaminations in both, carbon ﬁbre and
glass ﬁbre laminates has been described as two-lobed or 'peanut-like' with the main axis
oriented along the ﬁbre direction of the particular interface's lower ply [18, 20, 2833].
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One example of such a peanut-shaped delamination is shown in Fig. 2.6.
Figure 2.6: Peanut-shaped delamination in carbon-epoxy laminate [18]
According to Olsson [34], in thin laminates delaminations have mainly been observed
at the mid-plane interface since the contact forces are negligible in these laminates. In
contrast, delaminations in thick laminate initiate close to the impacted surface. DeMoura
and Goncalves [30] found for every impact only one extensive delamination which was
located in the outermost interface adjacent to the bottom ply.
Liu [29] explained the formation of delaminations due to impact by bending stiﬀness
mismatching between adjacent plies with diﬀerent ﬁbre orientations. He postulated that
the diﬀerence in bending rigidities of adjacent plies with diﬀerent ﬁbre orientations cause
a delamination in their connective interface. The area of delamination was reported to
increase with increasing ﬁbre angle diﬀerence of adjacent plies. This was supported by
Olsson [34] who found cross-ply laminates to be most prone to delaminations.
Lesser and Filippov [35] explained the occurrence of impact induced delaminations
with the diﬀerent deformation behaviour of plies with diverse ﬁbre orientations. Based
on simulations of single layers under transverse load, they concluded, that the plies of a
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laminate under transverse loading would separate if they were not bonded together. To
keep the bonded layers in a composite deform as one plate, high interlaminar stresses are
necessary. If these stresses exceed a certain threshold, delaminations occur.
The ﬁrst to identify the close relation between matrix cracks and delaminations was
Takeda in 1981 [36]. Studying the impact behaviour of [0,90,0] glass/epoxy laminates
he observed that delaminations were initiated by through-the-thickness matrix cracks
parallel to the ﬁbres of the top ply. Joshi [20], also studying [0,90,0] laminates, stated
that delaminations can be initiated by shear cracks originating from the top ply. When
reaching the interface, the crack is unable to penetrate the middle layer and propagates
as a delamination in the interface between upper and middle layer. The interaction of
matrix cracks and delamination has been conﬁrmed in multiple later papers [18,22,3739].
Figure 2.7: Interacting matrix cracks and delaminations in impacted glass/epoxy speci-
mens published by Takeda [36] (left: front, right: back)
Renault [38] gave a physical explanation for delaminations based on the interaction
with matrix cracks similar to observations made by Takeda [36]. He stated that transverse
matrix cracks originate in the impact zone below the impactor and expand along the ﬁbre
direction. The resulting disjointed strip of ﬁbres slides in transverse direction and causes
a zone of interlaminar tension stress between adjoining plies. This stress was assumed to
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trigger the formation of delaminations. Thereby, the area of interlaminar tension stress
was presumed to be limited by transverse matrix cracks along the ﬁbre direction in both
plies adjacent to the relevant interface.
Choi and Chang [18] also explained delamination processes with the existence of matrix
cracks. However, their model diﬀered between delaminations induced by shear cracks and
those induced by tension cracks (see Fig. 2.8). Shear cracks were assumed to originate
near the laminate's mid-plane where the shear stress is at maximum. Following these
shear cracks, serious delaminations at the bottom interface of the cracked ply occur. At
the top interface only smaller delaminations could develop. In contrast, delaminations
induced by tension cracks develop in the bottom interface of the laminate. They are
triggered by matrix tension cracks caused by high membrane stresses originating from
the deﬂection of the laminate.
Delamination induced Shear Cracking Delamination induced Bending Cracking
Figure 2.8: Delaminations induced by shear and bending cracks [18]
de Moura and Goncalves [30] observed a similar interaction between matrix cracking
and delaminations with one major delamination only. Liu [37] examined the interaction
of matrix cracks and delamination processes using a model based on fracture mechanics
following the classiﬁcation of Choi and Chang. According to Liu, the type of matrix
cracks had a substantial inﬂuence on the delamination growth: while delaminations
due to tension cracks grew in a stable manner proportional to the load, the growth of
delaminations initiated by shear cracks was unstable. Olsson [34] also followed the Choi-
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Chang classiﬁcation and compared the two diﬀerent delamination initiation processes.
He concluded that the strain energy release rate for mid-plane shear cracks was higher
than for back face bending cracks.
Opposing to the theory of matrix crack induced delaminations, Caprino et al. [40]
could ﬁnd no evidence that delaminations are initiated by matrix cracks. They observed
extensive delaminations without evidence of macroscopic intralaminar cracks. They pos-
tulated that delamination is the ﬁrst damage and that shear stresses play the main role
in delamination initiation. It was assumed that σ13 and σ22 in the layer below the de-
lamination and σ23 in the ply above the delaminated interface mainly contribute to the
growth of delaminations. Finn and Springer [41] came to a similar conclusion naming
σ12 and σ22 in the lower ply and σ12 as well as σ23 in the upper lamina as main stresses
to facilitate delamination growth.
In contrast, matrix cracking was identiﬁed to be the ﬁrst damage to occur by Lammer-
ant and Verpoest [39]. They loaded [904, 04]s carbon/epoxy pre-preg plates in a quasi-
static manner. Damage development during the test was monitored using an acoustic
emission technique which enabled to distinguish between matrix cracking and delami-
nations. The ﬁrst damage observed was a matrix crack in the bottom layer. It was
assumed to initiate the growth of a small delamination at the bottommost interface.
With increasing load, two more matrix cracks initiated in the mid-plane ply causing a
delamination in its lower interface. The delamination started to grow from the intersec-
tion of matrix cracks in the middle ply and the bottom ply. Under further loading, more
matrix cracks were observed in the mid-plane lamina above the delamination zone while
the delamination grew until its width equalled the length of the matrix cracks.
Compared to other damage modes such as matrix cracking or delaminations, ﬁbre
failure due to low velocity impact is not extensively considered in the literature. This is
mainly due to the fact that most research has concentrated on low-energy impacts which
typically don't cause ﬁbre failure. This damage mode only occurs for substantial impact
energies [5]. Fibre failure typically occurs after the onset of delaminations and/or matrix
cracks and is closely related to ﬁnal failure of the structure [5,42]. In the top plies, ﬁbres
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have been reported to fail due to compression or shear stresses close to the impact area
while ﬁbre failure occurred in the bottom plies due to high bending stresses [5,9,22,43].
In thin laminates ﬁbre failure is reported to aﬀect more plies and to be more substantial
than in thick laminates which indicates the importance of membrane stresses for ﬁbre
failure initiation [9, 43]. Extensive ﬁbre damage was observed near delaminated areas
with ﬁbre breakage extending in perpendicular direction to the ﬁbre orientation [43].
Since ﬁbres are the major load carrying constituents, failure of them is reported to have
a greater inﬂuence on the impact response and the post-impact behaviour than matrix
cracking or delaminations [32,44].
Figure 2.9: Fibre damage due to low velocity impact in glass/epoxy laminates [22]
The onset of impact damage has been reported to start above a certain threshold
value for impact energy or contact force, respectively. Takeda et al. [36] reported that
the formation of matrix cracks in glass/epoxy cross-ply laminates could be observed
only for impact tests in which the impact velocity exceeded a certain minimum value.
Similar results have been published for carbon/epoxy cross-ply laminates by Her and co-
workers [45]. Choi and Chang [18] also reported the existence of an impact energy thresh-
old for more sophisticated lay-ups of carbon/epoxy composites. Below this threshold, no
delaminations occurred, while above signiﬁcant damage could be observed. Butcher and
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co-workers [46, 47] identiﬁed a critical impact energy above which ﬁrst impact damage
could be observed. Ambur and Starnes [48] investigated the inﬂuence of laminate thick-
ness on the impact energy threshold value for several quasi-isotropic and orthotropic
graphite-bismaleimide laminates. They observed energy threshold for damage initiation
which was a non-linear function of the plate thickness.
In their evaluation of data from more than 500 impact experiments of the Air Force
Research Laboratory (AFRL) data base, Shoeppner and Abrate [49] could not ﬁnd proof
for the existence of an impact damage energy threshold. The experiments showed that
damage size grew with increasing impact energy. However, no evidence for a distinct
energy threshold could be found. Instead, Schoeppner and Abrate identiﬁed a load
threshold for delamination onset. The existence of a load threshold rather than an energy
threshold was also conﬁrmed in experiments performed by Sjoblom [44] on laminates of
carbon ﬁbres in thermoset and thermoplastic matrix systems. Davies et al. [32] also found
proof for a load threshold for delamination damage when testing quasi-isotropic carbon-
epoxy laminates of diﬀerent thickness and various boundary conditions. They observed a
sudden increase in delamination damage once a critical contact load was exceeded. Based
on the analytical calculation of the energy release of a circular delamination within an
isotropic plate [50], they deﬁned a closed form equation for the delamination threshold
load Pc:
P 2c =
8pi2Et3Gc
9(1− ν2) (2.2)
In a subsequent publication, Davies [51] extended the analytical model using an energy
balance model comparing kinetic energy and static deformation energy to determine the
necessary energy to start delamination damage.
In addition to impact velocity, impact energy, contact force and laminate thickness,
the stacking sequence of a laminate has been studied for its inﬂuence on impact dam-
age by several researchers [5254]. Hong and Liu [52] tested [05/θ5/05] and [θ3/03/θ3]
glass/epoxy laminates in order to determine the eﬀect of ﬁbre orientation on low veloc-
ity impact damage. The experiments showed, that in case of a laminate with all layers
oriented in the same direction, e.g. θ = 0◦, no delaminations occurred. For laminates
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with θ 6= 0◦ increasing delamination areas could be observed for increasing values of θ
(see Fig. 2.10). With increasing angle θ the minimum energy to cause delaminations
decreased. Thus, for the same impact energy, laminates with a larger angle θ suﬀered
from larger delaminations. Hong and Liu explained this by the mismatch of bending
stiﬀness between adjacent layers which promotes the creation of delaminations.
Figure 2.10: Delamination in [05/θ5/05] laminates under low velocity impact as a function
of ply angle θ published by Hong and Liu [52]
In contrast to that were the results published by Fuoss et al. [53] who used a FE-model
with eight-node solid elements. In their model an increase of θ in a [05/θ5/05] laminate
decreased the predicted delamination area. Furthermore, it was observed that stacking
angles of 30◦ and lower resulted in an increase of damaged area. When studying the
eﬀect of ply angle distribution through the thickness, Fuoss and co-workers concluded
that ply grouping reduced the impact resistance. To increase damage resistance they
proposed to avoid ply grouping.
A similar conclusion to increase damage resistance was given by Lopes et al. [54, 55]
who investigated the eﬀect of the stacking sequence on the low velocity impact damage
in carbon/epoxy composite plates. They concluded that the stacking sequence has a
signiﬁcant eﬀect on the impact resistance and with the right dispersion of the stacking
sequence, impact resistance can be maximized. To improve impact resistance, Lopes and
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Figure 2.11: Delamination prediction of [05/θ5/05] laminates under low velocity impact
as a function of ply angle θ published by Fuoss et al. [53]
co-workers recommended maximizing the diﬀerence between ﬁbre angels of two successive
plies. That would reduce the interlaminar shear stresses at interfaces, which are relatively
high at clustered plies, and increase the number of interfaces at which delaminations can
occur. Thus, the impact energy could be dissipated in more delaminations of controlled
extension.
2.2 Numerical Damage Modelling
Impact models have been published using both, two dimensional and three dimensional
ﬁnite element analyses. Two dimensional modelling approaches have the advantage of
signiﬁcantly lower computational costs compared to an analysis in 3D. However, only
in-plane stress components can be obtained. Thus, certain failure modes are diﬃcult
to model. Comparing two and three dimensional modelling approaches, Davies and
Zhang [32] stated that 2D models were only valid when there were no signiﬁcant through-
thickness stresses. For point impact, they argued, this was not true. Thus, they recom-
mended the use of 3D models for impact simulations. Another comparison of 2D and 3D
models for predicting impact damage was undertaken by Kaerger et al. [56, 57]. They
concluded that with both modelling approaches valid results could be obtained. However,
more detailed damage predictions, such as sub-laminate buckling, could only obtained
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with a three dimensional analysis.
2.2.1 Static Modelling
Several experimental studies agreed that low velocity impacts and quasi-static loads in
thickness direction with the same peak-load cause similar damage in laminated com-
posites. Elber [58] compared the damage behaviour of [0, 45,−45, 90]s graphite/epoxy
laminates subjected to low velocity impact with the damage resulting from quasi-static
tests of the same plates. When the peak force in the static tests was chosen to equal
the maximum contact loads in the impact experiments, the load-displacement behaviour
and the resulting damage was observed to be very similar to the damage seen in speci-
mens subjected to impact loads (see Fig. 2.12). The amount and distribution of both,
delamination damage and ﬁbre failure in the static tests was reported to resemble the
observed impact damage. This was conﬁrmed by Kaczmarek and Maison [59] for ﬂat
Figure 2.12: Comparison of load-displacement curves and delamination damage of static
(left) and dynamic (right) loading of composite plates [58]
carbon/epoxy plates with [452, 02,−452, 902]s and [02, 902, 02, 902]s lay-ups. Weirdie and
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Lagace [60] compared damage and load history of convex and concave graphite/epoxy
laminated shells subjected to low velocity impacts and quasi-static loading, respectively.
The tested shells had a [±45n, 0n]s lay-up with n varying between 1 and 3 and diﬀer-
ent curvature. When comparing impact experiments and quasi-static testing, equivalent
damage could be observed in almost all specimen conﬁgurations if the peak load in the
experiments were the same. Shape, extent and distribution of delamination damage as
well as the load history were reported to be alike between dynamic and static loading (see
Fig. 2.13). Only in very thin specimens with a long span signiﬁcant diﬀerences between
static tests and impact loading could be observed.
Figure 2.13: Comparison of load-displacement behaviour of concave (left), ﬂat (centre)
and convex (left) shells under static and dynamic loading [60]
Based on these experimental ﬁndings, de Freitas et al. [10] proposed a quasi-static
ﬁnite element analysis to model impact damage in composites without the need for an
expensive dynamic model. They modelled impact damage with four node shell elements
under quasi-static central loading. The load used in the simulation was set equal to the
peak contact force obtained from impact experiments. For the damage prediction of in-
plane damage, the Tsai-Hill criterion was implemented. Delamination damage was not
modelled explicitly but approximated by the area where matrix damage was predicted.
Although neither damage accumulation nor delamination damage was taken into account,
qualitative simulation results were considered to correlate well with C-scan images from
experiments. However, the extent of damage was considerably under-predicted. The
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authors acknowledged that disregarding the structural weakening due to accumulated
damage was a major reason for the under-prediction of damage. Another quasi-static
numerical analysis was performed by Fuoss and co-workers [53] who used 3D eight node
solid elements to model a composite plate. The quasi-static load corresponded to peak
loads from impact experiments and was applied as a point load in the centre of the
plate. Only the damage onset for matrix failure and delamination was modelled using
the impact damage criteria proposed by Choi and Chang [18]. Although this modelling
technique was successfully used in parametric studies to identify parameters aﬀecting
damage resistance, Fuoss et al. [53] acknowledged that the actual extent of impact damage
could not be predicted. They stated that for a detailed damage prediction progressive
damage modelling had to be included to account for damage accumulation during the
impact.
2.2.2 Degradation Models
After damage initiation, composite materials are able to redistribute the loads and carry
substantially higher loads before fatal failure occurs. However, with increasing load
damage accumulates and the material performance decreases until the ultimate load is
reached. To predict the correct impact behaviour up to the point of ultimate failure,
the accumulating damage has to be accounted for in the model [61]. Nevertheless, there
are several studies which did not include the weakening eﬀect of accumulating damage
when simulating low velocity impact. Setoodeh et al. [62] proposed a 3D elasticity based
ﬁnite element analysis without damage prediction or material degradation. Since only
the elastic plate response was obtained and no prediction of impact damage was possible,
the signiﬁcance of this model was limited. Choi and Chang [18] developed failure criteria
for the prediction of matrix cracks and delamination due to low velocity impact on
composites. Their model only predicted the onset of damage. Any weakening of the
structure due to damage was not considered. Several other authors followed the same
procedure using the Choi-Chang criterion without degrading any material properties.
Aslan et al. [63] used the Choi-Chang criterion to model low velocity impact experiments
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on [0, 90, 0, 90]s glass/epoxy laminates. They were able to give a prediction for the
impact damage threshold but did not publish a comparison of predicted and measured
damage. Tiberkak et al. [64] as well as Her and Liang [45] also implemented the Choi-
Chang criterion into a ﬁnite-element software. However, neither of the authors published
any comparison to experimental results but used their numerical models for parametric
studies to give qualitative results regarding impact resistance.
To account for the loss of mechanical performance, various models reduce certain
material properties to a lower constant value after damage initiation has been predicted.
These models allow the modelling of material behaviour after damage initiation and
can give a prediction of the damage tolerance of composite materials. However, when
modelling progressive damage using ﬁnite elements, degradation models can exhibit mesh
sensitivities. Since the potential damage energy increases with the size of the ﬁnite
element, the model prediction can vary with the size of the elements used to discretise
the structure [27, 65,66].
A very simple model was published by Chang and Chang [67]. They treated the lamina
as elastic until a failure criterion had predicted failure initiation. In case of matrix failure
onset E2 and ν12 were set to zero while all other material properties were kept constant.
In case of ﬁbre failure, E2 and ν12 were set to zero and E1 and G12 were degraded
using Weibull distribution based on the extent of the predicted ﬁbre failure. Another
model with stiﬀness deletion was published by Bouvet et al. [65]. It consisted of 3D solid
elements connected with each other by spring elements (see Fig. 2.14). After the onset of
damage had been predicted, the stiﬀnesses of the corresponding springs were gradually
eliminated to account for the impact damage. To prevent numerical instabilities when
reducing material properties, the material properties were not changed instantaneous, but
reduced progressively over a pre-deﬁned number of time steps. The authors reported a
good correlation between impact experiments and simulation but also noted a signiﬁcant
mesh sensitivity of the simulation prediction.
Kaerger et al. [56,57] presented a simple modelling approach which assumed a residual
load bearing capacity after damage initiation. Their model only degraded the material
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Figure 2.14: Finite element model with spring elements connecting solid brick elements
developed by Bouvet et al. [65]
properties in case of ﬁbre failure. In this case the stiﬀness value in ﬁbre direction was
reduced to 0.3E11 while all other properties remained unchanged. The impact damage
model of Hou et al. [68] was based on solid 3D ﬁnite elements. Failure was predicted
by stress based failure criteria for impact damage developed by the authors. Depending
on the predicted failure mode diﬀerent stresses were zeroed. Delamination resulted in
eliminating all stresses in the thickness direction (σ33 = σ23 = σ13 = 0) while matrix
cracking was modelled by setting σ22 and σ12 to zero. If ﬁbre failure was predicted, a
total loss of stability was assumed and all stresses were purged. The stresses were not
eliminated instantaneously but were reduced over a pre-deﬁned constant time to avoid
numerical instabilities. Wang et al. [69] also set certain material properties to zero after
damage initiation had been predicted by Hashin's failure criteria. Fibre damage resulted
in deletion of the entire element, matrix cracking set E22 and ν12 to zero and delamination
was modelled by setting E33 = G12 = G23 = ν23 = ν13 = 0. The model published
by Li et al. [70, 71] follows a similar approach to account for the material weakening
due to impact damage. However, instead of setting stiﬀnesses and Poisson ratios to
zero, material properties were reduced to non-zero residual values using experimentally
determined variables d and e describing the damage resisting capabilities of laminates
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(see tab. 2.1).
Damage Mode Degradation rule
Fibre failure E∗i = max(Ei/d, e), ν
∗
ij = max(νij/d, e), G
∗
ij = max(Gij/d, e)
Matrix cracking E∗2 = max(E2/d, e), ν∗12 = max(ν12/d, e), G∗12 = max(G12/d, e)
Matrix crushing E∗2 = max(E2/d, e), ν∗12 = max(ν12/d, e)
Table 2.1: Degradation law according to Li [70]
Cui and co-workers [66] published an impact damage model based on the failure criteria
published by Hou [68,72]. However, similar to Li and co-workers [70], Cui et al. degraded
material properties to non-zero values. Instead of experimental values for the material
degradation, in this model the material properties were reduced to ﬁxed fractions of their
pristine value as listed in tab. 2.2
Damage Mode Degradation rule
Fibre failure E∗xx = 0.07Exx
Matrix cracking E∗yy = 0.2Eyy, G∗xy = 0.2Gxy, G∗yz = 0.2Gyz
Matrix crushing E∗yy = 0.4Eyy, G∗xy = 0.4Gxy, G∗yz = 0.4Gyz
Fibre-matrix shear-out G∗xy = ν∗xy = 0
Delamination E∗zz = G∗xz = G∗yz = ν∗xz = ν∗yz = 0
Table 2.2: Degradation law according to Cui [66]
Another way of degrading material properties due to damage is the concept of Con-
tinuum Damage Mechanics (CDM) developed by Kachanov [73] and Rabotnov [74]. The
idea behind CDM is to represent the inﬂuence of microscale defects by homogenizing
damage to element level. The damaging eﬀect of accumulating damage is represented
by a continuous degradation of certain material properties [25, 75]. The damage state
within the material is represented by an internal state variable d varying between d = 0
for the undamaged state and d = 1 for complete failure. Thus, it is possible to deﬁne the
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damage state of a material over the full range of deterioration, from the virgin material
without damage to the fully failed material [76, 77]. One of the ﬁrst authors to apply
CDM to composite materials was Talreja [78] who introduced two damage variables to
degrade material constants: one for modelling material degradation in ﬁbre direction and
one to represent damage in transverse direction. Another early application of CDM to
the ﬁeld of composites was published by Frantziskonis [79, 80] who used only one single
damage variable to represent the weakening eﬀect of various damage mechanisms. Dam-
age evolution was modelled using a quadratic polynomial of in-plane strains ij . The
damage variable r was then deﬁned as:
r = a(11)
2 − a1122 + b(22)2 + c(12)2 (2.3)
where a,b,c were empirical material constants. Final failure was assumed to occur when
r reached a critical value rcr.
Ladeveze and Le Dantec [8183] proposed a damage model which gained great pop-
ularity for impact damage modelling. It is based on a shell element formulation with
two scalar damage variables d22 and d12 governing the stiﬀness reduction of individual
plies of a laminate. The damage variable d22 accounts for the damage in the ﬁbre-matrix
interface due to transverse loading and degrades the Young's modulus in transverse di-
rection. Damage variable d12 degrades the in-plane shear modulus and models matrix
microcracking. The damage variables vary between 0 for the undamaged material and
1 when fully damaged. At any damage state, the damaged moduli in traverse direction
ED22 and shear G
D
12 can be expressed by means of the damage variables and the material
properties of the undamaged material E022 and G
0
12, respectively:
ED22 = (1− d22)E022 (2.4)
GD12 = (1− d12)G012 (2.5)
The evolution of damage deﬁned by d22 and d12 is related to the damaged material strain
energy U
U =
1
2
[
σ211
E01
− 2ν
0
11
E01
σ11σ22 +
〈σ22〉2+
E02(1− d12)
+
〈σ22〉2−
E02
+
σ212
2G012(1− d12)
]
(2.6)
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Partial derivatives of U with respect to the corresponding damage variable were deﬁned
as:
Y22 =
∂U
∂d22
=
1
2
〈σ22〉2+
E02(1− d22)2
(2.7)
Y12 =
∂U
∂d12
=
1
2
σ212
G012(1− d12)2
(2.8)
The derivatives Yd and Yd′ , called thermodynamic forces, are analogous to strain energy
release rates used in classical fracture mechanics [84] and are used to describe damage
propagation. In a general form, damage evolution in the single ply is described by the
conjugated quantities Y22 and Y12 as:
d12 = f12(Y22, Y12) (2.9)
d22 = f22(Y22, Y12) (2.10)
where f22 and f12 are evolutional functions derived from experimental tests. Ladeveze
and Dantec [83] proposed the following evolution law as a valid approach for carbon-epoxy
materials:
d12 =
1
Y
1/2
c
[
(Y12 + b12 Y22)
1/2 − Y 1/20
]
(2.11)
d22 = b22 d12 (2.12)
where Y0, Yc, b12 and b22 are material constants describing the degradation process ob-
tained from material tests. To account for the brittle behaviour of the ﬁbre-matrix
interface in transverse tension, a brittle-damage threshold for Y12 was introduced above
which instantaneous failure occurred. It was assumed that cracks close under transverse
compression. Thus, Young's modulus in transverse direction was only aﬀected by ac-
cumulated damage when loaded in tension but remained constant in compression. To
account for inelastic strains, Ladeveze and Le Dantec incorporated a plasticity model
with isotropic hardening. To account for irreversible deformations due to matrix damage
permanent strains p22 and 
p
12 were deﬁned based on eﬀective transverse stress σ22 and
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eﬀective shear stress σ12:
σ˜22 =
σ22
1− d22 (2.13)
σ˜12 =
σ12
1− d12 (2.14)
Assuming only matrix damage accounts to permanent deformations, the elastic domain
function was deﬁned as:
f (σ˜, R) =
√
σ˜212 + a
2 σ˜222 −R (p˜)−R0 (2.15)
where R0 is the initial threshold value for inelastic strain and R(p˜) is the hardening
function of the accumulated plastic strain p˜. Both, R(p˜) and R0 are obtained from cyclic
shear loading tests shown in Fig. 2.15.
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Figure 2.15: Cyclic shear testing to obtain material constants for the Ladeveze damage
model [85]
In ﬁbre direction, the model assumed brittle linear elastic material behaviour for ten-
sion and brittle non-linear elastic behaviour under compression. The elastic modulus in
ﬁbre direction E1 was assumed to be independent of any accumulated damage. Thus,
no degradation of E1 was implemented. Ultimate failure in ﬁbre direction was predicted
using a strain threshold for tension and compression.
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Figure 2.16: Simulation of a tensile test using Ladeveze's original model (left) and the
model with delay eﬀect in Ladeveze's updated model (right) [86]
In subsequent publications Ladeveze enhanced the base model to also account for the
inﬂuence of ﬁbre failure [86,87]. Furthermore, the mesh sensitivity of this damage model,
which has been reported in several studies [86, 88] was reduced by changing the damage
evolution law. The original equation for damage evolution d = f(Y ) was replaced by a
formulation with delay eﬀect:
d˙ =
k
a
[1− exp (−z a)] (2.16)
with
z = f(Y )− d (2.17)
where k and a are additional material constants. In this updated damage propagation
formulation a variation of thermodynamic force Y does not lead to an instantaneous
variation of the damage variable d. Especially for high damage rates this was assumed
to be more realistic and the mesh dependency of the original model could be reduced
(see Fig. 2.16).
The damage model developed by Ladeveze and Dantec has been used by Pickett and
co-workers [89] to model impact damage in carbon-epoxy laminates. They followed the
approach of the original Ladeveze model [82] with damage modelling of matrix dam-
age in transverse and shear loading but without degrading material properties in the
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ﬁbre direction. The damage propagation shown in equation 2.9 was implemented and
permanent strains due to shear damage were accounted for. Additional to intralami-
nar damage, in some of the simulations delamination damage was modelled using seven
cohesive interfaces for an 18 ply laminate.
In general, the authors stated that their impact models based on Ladeveze's damage
model gave encouraging results and modelled structural failure modes well. However,
no comparison between predicted damage and the damage measured in experiments was
presented. Models without the ability to simulate delamination damage over-predicted
the contact force signiﬁcantly. The predictions of peak force and absorbed energy in
simulations where delaminations were considered were much better, but lower than the
experimental values. In all simulations problems with mesh sensitive solutions were
reported.
Johnson et al. [9092] also used the Ladeveze damage model with direct damage
propagation to model low velocity impacts on fabric reinforced composites. Diﬀerent
development stages were published. Firstly, models with only one damage parameter
(d = d11 = d22 = d12) were used to simulate impact damage in glass/epoxy plates repre-
sented by shell elements with one central cohesive interface [90]. However, the qualitative
results showed substantial under-prediction of contact loads and energy absorption. In a
next step ﬁbre and shear damage were modelled independently from each other in shell
models without cohesive interfaces [92]. The qualitative damage results showed good
agreement with the damage seen in experiments. However, the predicted loads were sub-
stantially higher than the ones measured in the experiments. When introducing several
cohesive interfaces into the model [91] feasible results for damage extent and contact
loads were obtained simulating impact on carbon/epoxy plates.
Iannucci and co-workers followed a slightly diﬀerent approach in their progressive dam-
age model. Iannucci [93] proposed a 2D shell element model for predicting low velocity
impact damage based on CDM combined with a fracture mechanics approach to describe
the propagating material damage. The material degradation due to accumulative dam-
age was modelled using three damage variables varying between 0 for the undamaged
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material and 1 for complete damage. These variables were accounting for damage due
to normal stresses in ﬁbre direction (d1), normal stresses in transverse direction (d2) and
in-plane shear stresses (d3) and degraded the elastic moduli as well as the Poisson ratios
obtaining the following equation for the stress-strain relation of a damaged lamina [93]:
σ11
σ22
σ12
 = 1Z

(1− d1)E011 (1− d1) (1− d2) ν021E011 0
(1− d2) (1− d1) ν012E022 (1− d2)E022 0
0 0 Z G012 (1− d3)
·

11
22
212

(2.18)
With:
Z = 1− (1− d1) (1− d2) ν12ν21 > 0 (2.19)
where E011, E
0
22 and G
0
12 are the nominal elastic properties of the undamaged material
in ﬁbre and transverse direction as well as in shear, respectively. This model was subse-
quently expanded by using 5 damage variables to model tensile and compressive damage
in tension and compression independently from each other [94,95]. Before damage initi-
ation, linear elastic behaviour was assumed for direct stresses while shear behaviour was
modelled with a non-linear formulation. Permanent strains due to accumulating matrix
damage were accounted for in later models [95]. After damage initiation in one partic-
ular damage mode, the corresponding stiﬀness was gradually reduced following a linear
unloading path until complete damage with no residual stiﬀness was reached (residual
stiﬀnesses in compression were introduced in [95]). Thus, direct stress modelling followed
the bi-linear stress-strain relationship outlined in Fig. 2.17.
The evolution of damage variables was expressed with a simple strain relation:
di =
max,i
max,i − 0,i
[
1− 0,i
ii
]
(2.20)
where ii is the current strain. With this bi-linear model, the dissipated energy (area
under stress-strain curve) could be expressed using only two strain values: Strain at
damage initiation 0 and failure strain max. Using these constants the dissipated energy
per unit volume Uf could be written as:
Uf =
1
2
σ0max (2.21)
58
Chapter 2. Literature Review
Strain
S
tre
ss
 [M
P
a]
0.0
0.2
0.4
0.6
0.8
1.0
D
am
ag
e 
(d
1)
stress
damage
E
ε0  εmax
GC
Figure 2.17: Bi-linear stress-strain response for direct stresses [95]
To prevent strain localization problems and mesh dependent solutions during material
degradation, a crack smearing approach developed by Baºant [96] was implemented. The
idea was to relate the energy dissipated during damage evolution to the energy required to
increase the fracture area. This combination of damage mechanics and fracture mechanics
resulted in the following relation between dissipated speciﬁc energy Uf and intralaminar
fracture energy Gf :
Uf =
Gf
le
(2.22)
Since the strain energy Uf is a volumetric energy while Gf is an energy per area, the
characteristic length le was introduced as an additional length scale. It was deﬁned as
le =
√
Ae where Ae was the areal size of the particular ﬁnite element. Combining (2.21)
and (2.22) it is possible to relate the value for the failure strain max with the fracture
energy:
max =
2Gf
σ0 le
(2.23)
By introducing the mesh parameter le, a mesh independent solution for the material
degradation was achieved as shown in Fig. 2.18.
This model has been implemented for UD carbon/epoxy laminates [95] as well as for
woven carbon ﬁbre composites [93, 94]. The ﬁrst models were implemented without the
ability to dissipate energy in delamination damage. Hence, no prediction for this damage
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Figure 2.18: Mesh sensitivity study of the Iannucci model with diﬀerent mesh densities
[93]
mode could be made. However, good agreement with damage extent, load history and
energy dissipation was reported. Later, Iannucci and Willows [94] added cohesive ele-
ments to be able to model interlaminar damage. Donadon et al. [97] extended the model
of Iannucci for a three-dimensional stress state to be used with 8-noded brick elements.
Similar to the original model, the stress-strain relation in the longitudinal and transverse
direction were modelled as bi-linear with two strain constants to describe the dissipated
energy. However, since the model contained three dimensional stress information it was
possible to model damage initiation due to transverse compression in more detail using
a quadratic strain criterion proposed by Puck and Schuermann [24,98].
Damage models very similar to the ones developed by Iannucci and co-workers have
been published by Maimi et al. [99, 100] for shell elements and by Lopes et al. [54, 55]
for three-dimensional solid elements. Their models' degradation laws are also based on
Baºant's crack band model [96] relating the fracture energy to the strain energy. Besides
the damage initiation criteria, the main diﬀerence to Iannucci's model was the material
softening behaviour. While Iannucci and co-workers assumed a bi-linear stress-strain
behaviour (see Fig. 2.17), the models by Maimi et al. and Lopes et al. modelled the
softening with a convex non-linear function as shown in ﬁgure 2.19.
Hu and Zhang [101] developed a 2D energy based impact damage model. The in-plane
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Figure 2.19: Non-linear unloading due according to the model of Lopes et al. [55]
material degradation was similar to the one published by Iannucci and co-workers. It
included three damage variables degrading material moduli and Poisson's ratios. Damage
evolution was similar to the damage model of Ladeveze et al. [8183] and was governed
by derivatives of the strain energy.
Bayandor et al. [102] published a so called Bi-Phase model. This was a CDM based
damage model in which damage of matrix and ﬁbres were modelled independently from
each other using three diﬀerent damage parameters: df for ﬁbre failure, ds for matrix
shear damage and dv representing volumetric damage in the matrix. After damage
initiation had been predicted, modulus degradation was modelled independently in each
medium by degrading the entire corresponding stiﬀness matrices:
Mf = Mf0 (1− df ) (2.24)
Mm = M
(
01− dm) (2.25)
where Mf0 and M
m
0 are the undamaged ﬁbre and matrix stiﬀness matrices and d
m =
ds + dv is the damage parameter for matrix damage. The overall stiﬀness matrix for
the damaged material was then calculated using the rule of mixtures. For the damage
evolution a total of thirty experimentally obtained parameters were necessary. Several
researchers have used this bi-phase model to describe the damage processes in composites
subjected to low velocity impacts [89, 103]. Thereby, a sensitivity to mesh size was
discovered [103].
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Matzenmiller et al. [104] proposed a shell element damage model similar to the one
published by Ladeveze and le Dantec [82]. On a lamina scale, diﬀerent damage modes
were incorporated by reducing appropriate elastic moduli. Additional to the matrix dom-
inated damage modes considered in [82], in this model ﬁbre damage was taken into ac-
count when degrading the material properties. Damage was identiﬁed by use of Hashin's
failure criteria and propagated using Weibull functions. Williams and Vaziri [88] evalu-
ated the damage model by Matzenmiller et al. [104] and found it to provide promising
results. However, they proposed some enhancements to avoid mesh size dependent so-
lutions and to include rate dependencies. This had been done by Williams et al. in a
subsequent paper [25] based on a sub-laminate rather than on a lamina level. In contrast
to most other CDM models, the work by Matzenmiller et al. and its subsequent enhance-
ments accounted for interactions between diﬀerent failure modes after damage initiation.
Many researchers implemented interaction failure criteria to predict damage initiation
but modelled damage propagation for every damage mode independently. Matzenmiller
et al. [104] assumed linear interaction between matrix and ﬁbre dominated damage modes
and quadratic interaction of t transverse matrix damage and shear induced matrix dam-
age. In the thermodynamic force space, the potential outlined in Fig. 2.20 described the
possible damage states.
Figure 2.20: Interaction of damage modes proposed by Matzenmiller at al. displayed in
the thermodynamic force space [104]
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Figure 2.21: Evolution of elastic domain with σ2 − σ12 interaction [105]
A second damage model with damage mode interaction was published by Maimi and
co-workers [105]. Based on their base model [99, 100] discussed earlier, a CDM model
with interaction of failure modes was implemented. For damage propagation an interre-
lation between transverse stresses and shear stresses was assumed. Thus, the ﬁnal failure
envelope was predicted by inﬂating the damage initiation line (see Fig. 2.21).
2.2.3 Delamination Modelling
Although delamination is considered the most severe failure mode during low velocity
impacts [6], several publications did not model delamination damage and considered only
in-plane damage [10, 88, 92, 95]. In many papers delaminations were neglected because
of the inability of shell elements to model through-the-thickness stresses which play an
important role in delamination damage. To be able to give a prediction of delamina-
tion, deFreitas et al. [10] postulated that matrix cracks give a good estimation of the
delaminated area. In their publication, this assumption provided fair results.
Many researchers have used cohesive interface elements between shell elements to model
delamination damage in composites [54,65,94,101,106109]. Cohesive elements are three-
dimensional interface elements representing the resin rich regions between the plies of the
impacted structure. They use damage mechanics and fracture mechanics to establish the
behaviour of an interface and allow displacement discontinuities across the crack. After
exceeding the strength limit, the stiﬀness of cohesive elements is gradually reduced to
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zero. The work necessary to split two adjacent layers is represented by the fracture
toughness GC [110]. Thereby, three diﬀerent fracture modes (outlined in Fig. 2.22) with
corresponding fracture energies are modelled. Usually, degradation in all three modes is
Mode I Mode II Mode III
Figure 2.22: Fracture modes: Mode I  tension; Mode II  in-plane shear; Mode III 
out-of-plane shear [111]
modelled with a bi-linear stress-strain behaviour with the dissipated energies matching
the corresponding fracture energies (see Fig. 2.23).
Figure 2.23: Loading and unloading behaviour of cohesive elements implemented in
ABAQUS [1]
For mixed mode loading, several authors [39, 91, 112] proposed interaction of damage
modes of the form: (
G1
G1c
)α
+
(
G2
G2c
)α
= 1 (2.26)
where α is usually set to 1 or 2.
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To reduce the computational costs, many studies followed the so-called stacked-shell
approach: instead of modelling every interface, only a certain number of interfaces be-
tween sub-laminates of the structure are represented by cohesive elements. However,
cohesive elements can alter the structures initial stiﬀness reducing the structures ﬂexural
stiﬀness substantially [110,113,114].
Instead of using cohesive interface, Johnson and co-workers [90,91] implemented cohe-
sive contact deﬁnitions with a stacked-shell approach in their impact damage model. The
Cohesive contact interfaces imposed traction forces between corresponding slave nodes of
the upper ply and master surfaces of the lower ply. Compared to a cohesive element imple-
mentation, the computational cost could be reduced signiﬁcantly since the total number
of elements was drastically reduced. The interface properties could be degraded following
a stress-displacement model based on fracture energies. Johnson et al. reported good
results using the cohesive contact formulation. However, Heimbs [115], when comparing
impact models with cohesive contact and cohesive elements, found cohesive elements to
be computationally more eﬃcient.
The implementation of damage models using three dimensional ﬁnite elements has
the advantage that all stress components can be obtained. This is especially impor-
tant for modelling inter-ply damage modes where through-the-thickness stresses play an
important role [32]. The ability to obtain a three dimensional stress tensor enabled re-
searchers, using the computational more expensive 3D analysis, to predict delamination
damage without the need for interface elements. Using the quadratic interaction criteria
for intralaminar stresses developed by Chang and Chang [67]:(
σ33
Zt
)2
+
(
σ23
S23
)2
+
(
σ31
S31
)2
= 1 (2.27)
and Yeh and Kim [116] (
σ33
Zt
)2
+
σ223 + σ
2
31
S2
= 1 (2.28)
impact induced delamination was modelled in several studies using 3D elements [66, 68,
69].
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2.3 Impact on pre-loaded Structures
Despite the fact that aircraft structures are likely to carry additional service loads when
subjected to impacts, most studies published in the literature are concerned with impacts
on unloaded structures. The eﬀect of pre-existing in-plane loads is studied in only a
limited number of publications with most of them focusing on the eﬀect of tensile pre-
loads. Thereby, diﬀerent authors came to substantially diﬀering conclusions on the eﬀect
additional in-plane loads have on the impact behaviour.
2.3.1 Experimental Results
Butcher [47] and Butcher and Fernback [46] studied the low velocity impact behaviour
of carbon/epoxy laminates under tensile pre-load with and without back support. The
specimens of dimensions 50 x 6.25 mm had thicknesses of 1.6, 2.4 and 3.2mm and were
impacted by a pendulum carrying a 60◦wedge-shaped indenter. A critical impact energy
was identiﬁed above which the laminate lost strength. This critical energy was observed
to be sensitive to the applied tensile pre-stress. With increasing pre-stress the critical
energy to produce impact damage was largely reduced for all tested laminates. It was
noticed that the tensile strength after impact was signiﬁcantly lower in the presence of
additional in-plane loads. Furthermore, a transition of failure mode from bending failure
for low pre-load to tensile failure for high pre-load was observed.
Mines et al. [117] investigated the eﬀect of in-plane uni-axial tensile pre-load on UD
carbon/epoxy composites subjected to loads in thickness direction. They argued that
quasi-static loading conditions approximate low velocity impacts suﬃciently and con-
ducted their tests under quasi-static loading conditions. The transverse load was applied
through a cylindrical roller ( = 15.9 mm) with a loading speed of 1mm/min. Initial
in-plane loads were varied between 0 and 30kN with the latter being equivalent to 17%
of the maximum panel failure load. Mines and co-workers observed a stiﬀening of the
plates with increasing pre-load represente by an increase of the peak transverse load (see
Fig. 2.24). While the absorbed energy was found to stay constant, the failure mode of
the plates changed when pre-loads were applied. Specimens pre-stressed with low values
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of initial in-plane load (0-5 kN) failed in a bending failure mode starting from the bottom
layer. At higher pre-load values the observed failure mode changed to a cross-sectional
failure starting from the top ply. The transition was found to happen in a pre-load range
of 5 to 10 kN. With increasing pre-stressing an increase of transverse failure load was
reported. However, a solid explanation for this strengthening eﬀect was not given.
Figure 2.24: Eﬀect of tensile pre-load on the contact load and energy absorption of car-
bon/epoxy composites observed by Mines et al. [117]
Another study reporting a change of failure modes due to the application of tensile
pre-strains was published by Pickett et al. [89]. They tested UD carbon ﬁbre composite
plates under uni-axial tensile pre-strains of 0.25%. Plates made of diﬀerent carbon ﬁbre
composite materials and manufactured with diﬀerent lay-ups were tested. Each plate (600
x 200 mm) was impacted by a 50mm steel impactor (21.1kg) with an energy of 350J. It was
observed that applying a tensile pre-strain did not signiﬁcantly change the peak contact
force between impactor and plate. However, plates under tension absorbed more energy
and showed more extensive damage than unloaded ones. The pre-load was observed to be
able to change the occurring failure mode and could cause catastrophic failure in plates
which did not suﬀer from complete failure when not under pre-compression. An example
of the substantially altered impact response due to pre-tension is shown in Fig. 2.25.
In contrast to that are the ﬁndings of a study published by Mitrevski et al. [118]. They
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Figure 2.25: Change of impact failure mode due to tensile pre-strain observed by Pickett
et al. [89]
studied the impact response of glass ﬁbre polyester composites under bi-axial tensile pre-
loads. Tensile strains of 0µ, 500µ and 1000µ were applied in both in-plane directions
before the specimens were impacted with energy levels of 4J and 6J using various impactor
shapes. With increasing pre-tension both, a reduction of contact duration and plate
deﬂection was observed which was explained by the stiﬀening eﬀect of the tensile strains.
However, damage extent, peak load and energy absorption were reported to be unaﬀected
by the pre-load for all combinations of impactor shapes and impact energies.
Another study of impacts on composite plates under bi-axial pre-load was published by
Whittingham et al. [119]. They tested [(0,+45,−45, 90)s]4 quasi-isotropic carbon/epoxy
composite panels under initial bi-axial stress subject to low velocity impacts. The plates
of 1.6mm thickness were loaded in uni-axial tension, equi-biaxial tension/tension or ten-
sion/compression with maximum pre-strain values of ±1500µ and were tested with im-
pact energies of 6J and 10J. Similar to the ﬁndings of Mitrevski et al. [118], for none of
the tested conﬁgurations an eﬀect of pre-load on the peak contact force or the absorbed
energy could be observed. Neither the indentation depth (6J) nor the perforation depth
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(10J) were aﬀected by the presence of pre-loads.
Schoeppner and Abrate [49] analysed more than 500 impact test records of the Air
Force Research Laboratory (AFRL) data base. This included 133 data sets of impact
tests on carbon/epoxy specimens under tensile pre-stress. Tests were carried out on
AS4/3501-6 [(45/0/ − 45/90)s]n laminates with n=2,4,6,8. The specimens were pre-
loaded in tension with pre-strain values of 0, 800, 1600 and 2400µ and were impacted
with energies between 10 and 60J. From this data, Schoeppner and Abrate concluded that
tensile pre-strain had no eﬀect on the peak contact load or on the delamination threshold
load (Fig. 2.26). However, they found evidence for an inﬂuence of tensile pre-load on
the energy delamination threshold and a contribution to damage propagation.
Figure 2.26: Eﬀect of tensile pre-load on damage threshold load in graphite/epoxy lami-
nates [49]
Chiu et al. [120] published a study comparing the inﬂuence of tensile and compressive
pre-loads. Their experiments were carried out on quasi-isotropic T300/976 graphite-
epoxy plates. The specimens were pre-loaded uni-axially in tension or compression to a
stress equivalent to 20% of the plates' ultimate compression strength. It was observed
that damage occurred only above a certain energy threshold. This threshold was not
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altered by the existence of pre-loads. A signiﬁcant inﬂuence of pre-load on the peak
contact force was observed. The peak force of the plate in pre-compression was lower
and the one of plates under tension higher than it was observed in plates without pre-
load: Fcompression < Fbaseline < Ftension. According to Chiu and co-workers this was
caused by the altered ﬂexural stiﬀness which is increased by in-plane tension and lowered
by compression. Furthermore, an eﬀect of pre-load on the damage size was ascertained.
Compared to specimens without pre-load, in cases with applied pre-stress the impact
damage was found to be of larger extent. Thereby, as shown in Fig. 2.27, an initial tensile
stress caused larger damage areas than pre-compression: Abaseline < Acompression <
Atension. The increase in damage due to tensile pre-stress was explained with the fact
that impact damage was dominated by tensile stresses. Thus, higher tension induced
the larger damage. That should mean that in case of pre-compression the damage had
to be smaller. However, as explained by Chiu et al., the compressive stress caused the
specimen to buckle causing damage due to large deformation.
no pre-strain compressive pre-strain tensile pre-strain
Figure 2.27: Comparison of delamination damage in impact specimens without pre-strain
and with tensile and compressive pre-strain by Chiu et al. [120]
In contrast to this are the ﬁndings published by Tweed and co-workers [121] who
compared the inﬂuence of tensile and compressive pre-strains on the impact response
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of ﬁbre composites made of carbon, glass and aramid ﬁbres embedded in a toughened
epoxy matrix. While pre-tension only caused a slight increase of damage area in car-
bon ﬁbre composites, the presence of compressive pre-strains caused a large increase of
delamination damage. For both loading directions, carbon ﬁbre composites exhibited
reduced strain-to-failure values compared to specimens without pre-load. In compression
the glass ﬁbre and the aramid composite did not show any sensitivity to the application
of pre-stress. In tension, the strain-to-failure values of aramid coupons decreased, while
glass ﬁbre specimens showed a raising strain-to-failure value. Summarizing the results,
Tweed et al. stated that pre-loading impact samples had a signiﬁcant inﬂuence on the
damage resulting damage with compression being more damaging than tension.
Another study comparing the eﬀect of tensile and compressive pre-loads was published
by Robb at al. [122]. In their work, They applied bi-axial pre-loads to glass/polyester
composite plates based on chopped strand mat E-glass. The pre-strain values in x- and
y-direction were applied independently from each other and varied in a range of ±6000µ.
Each plate was then impacted with an impact energy of 21.5 J. When comparing the
peak impact loads, equi-biaxial tension/tension loading caused a maximum while ten-
sion/compression loading resulted in the lowest value (Fig. 2.28 (a)). However, the eﬀect
was signiﬁcant only for very high strain levels near the maximum test value of 6000µ.
The maximum value for bi-axial tension could be explained by the stiﬀening of the plate.
However, the minimum value was expected to be observed for bi-axial compression rather
than for shear loading. This eﬀect was in contrast to Hertz' contact law and could not
be fully explained. The absorbed energy was minimal for tension/tension loading and
reached the largest value when compressive load components were applied (Fig. 2.28 (b)).
The damage area was seen to be largely increased in the presence of tension/compression
loading. In contrast, tension/tension and compression/compression loading as well as
pre-strains below 2000µ had little eﬀect on the extent of damage (see Fig. 2.28 (c)).
As shown in Fig. 2.29, the shape of damage envelopes was seen to be aﬀected by the
presence of initial in-plane strains. Tensile loads caused a perpendicular orientation of
damage while under compression the damaged area was elongated parallel to the applied
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Figure 2.28: Inﬂuence of pre-strain on peak force (a), absorbed energy (b) and damage
area (c) according to Robb et al. [122]
load.
Figure 2.29: Typical delamination envelopes for diﬀerent pre-load conditions [122]
Heimbs et al. [113] also investigated the inﬂuence of compressive pre-strains on compos-
ites subjected to impact loads. Plates made of three diﬀerent carbon-ﬁbre epoxy materials
were tested: non-crimp fabric with a [−45, 0, 45, 90]3s lay-up (type A), pre-preg tape with
a [−45, 0, 45, 90]3s lay-up (type B) and pre-preg tape with a [0, 45, 0,−45, 02, 45, 0,−45,
902, 0]s lay-up (type C). The pre-load was set to 80% of the test plate's buckling load.
Each plate was then impacted by a spherical steel impactor (=25.4 mm, m=1.85 kg)
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with an energy of 40J. The test results showed an increase of plate deﬂection, absorbed
energy and damage area in the presence of compressive pre-strains. The eﬀect of pre-load
on the maximum contact force was not signiﬁcant. The authors explained the increase
in damage with an increased delamination propagation due to the compressive stresses.
Similar results were obtained for carbon ﬁbre/epoxy [−45/0/45/90]3s plates in a previous
study by Heimbs and co-workers [123].
pre-load pre-load
pre-loadpre-load
no pre-load no pre-load
no pre-loadno pre-load
Figure 2.30: Delamination damage in plates with diﬀerent lay-ups with and without com-
pressive pre-load [113]
Impacts on buckled composite plates were studied by Zhang et al. [124]. In their study,
carbon/epoxy laminated plates were under compressive pre-load exceeding the specimen's
critical buckling load Pcr before being subjected to low velocity impacts. Plates with
two diﬀerent thicknesses were tested. They had a [±45/90/0]2s and [±45/90/0]4s lay-up
giving a nominal laminate thickness of 2mm and 4mm, respectively. The thinner plates
were impacted under pre-loads of P = Pcr, causing a buckling mode of one half-wave
length curve upwards or downwards and P = 2.5Pcr which caused a deformation in
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buckling mode two (Fig. 2.31 (a)). When impacting the buckled plate with an energy
Figure 2.31: Impact on Buckled plates [124]
of 13.5J, it was observed that the dynamic response slightly changed depending on the
buckling mode. However, the peak contact force and the delamination area of the thin
laminates were not signiﬁcantly altered in the presence of pre-loads. The small eﬀect
of pre-load on the impact response was explained with the low values of strain required
to cause buckling which were well below the matrix and ﬁbre failure threshold. The
4mm thick plates were only pre-loaded into the ﬁrst buckling mode with P = Pcr and
P = 1.2Pcr (Fig. 2.31 (b))and impacted with three diﬀerent energy levels (12J, 20J,
32J). For all energy levels only a slight reduction of contact force due to pre-loading
could be observed. However, the extent of damage was signiﬁcantly inﬂuenced by pre-
compression. The eﬀect of pre-loads was negligible for impacts with 12J. However, pre-
compression altered the impact damage in plates impacted with higher energies. While
a pre-load of P = Pcr caused a small reduction of damage in the 20J impact case, an
increase of pre-load to P = 1.2Pcr caused complete failure upon impact. When impacted
with 30J, the pre-load of P = Pcr caused the damage area to increase by 50% (see Fig.
2.32). When testing the compression after impact (CAI) strength of the thick plates,
a signiﬁcant increase in CAI strength could be observed for low energy impact tests.
This was explained as a result of the reduced contact force due to the softening eﬀect
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of compressive pre-load. For impacts with higher energies, however, the pre-compression
was noticed to reduce the CAI-strength. Especially when the pre-load reached values
near the compression strength, the number of impact induced interior delaminations
grew substantially and caused a reduction of CAI of 32-34%.
Figure 2.32: Delamination damage in buckled plates with [±45/90/0]4s lay-up (top) and
[±45/90/0]2s lay-up (bottom) [124]
2.3.2 Analytical Modelling
Several authors used plate theory to describe the inﬂuence of initial loads on low velocity
impact response in closed form expressions [125,126].
Khalili and co-workers [125] performed an analytical analysis of the inﬂuence of tensile
in-plane loads on the impact response of ﬁbre reinforced composite plates. They based
their analysis on the diﬀerential equation for plates under in-plane loads Nx and Ny with
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plate deﬂection w(x, y, t):
D11
∂4w(x, y, t)
∂x4
+ 2(D12 + 2D66)
∂4w(x, y, t)
∂x2∂x2
+D22
∂4w(x, y, t)
∂y4
+ ρh
∂2w(x, y, t)
∂t2
= f(x, y, t) +Nx
∂2w(x, y, t)
∂x2
+Ny
∂2w(x, y, t)
∂y2
(2.29)
Assuming a large plate and thus neglecting any disturbance from the boundaries, Khalili
et al. solved this equation using Fourier transformation method. As a result they ob-
tained an expression for the central deﬂection w0(t) of the plate which they used to
perform a parametric study to identify the inﬂuence of initial loads. The analysis was
performed for the case of a very low energy impact with a spherical steel impactor with
a mass of 0.59 kg and a radius of 25.4 mm impacting a transverse isotropic composite
plate of 8 mm thickness with a velocity of 0.5 m/s. Khalili and co-workers studied the
inﬂuence of a uniform bi-axial tensile load Nx = Ny applied in longitudinal and trans-
verse direction, respectively. Varying the bi-axial pre-stress from Nx = Ny = 0 kN/m to
Nx = Ny = 300 kN/m resulted in a slight increase of the maximum contact force of 6%.
At the same time the central deﬂection of the plate was signiﬁcantly reduced by 66%
while the impact duration was 50% shorter for the pre-stressed case. The qualitative
results of this matched the experimental ﬁndings published in [89, 118] well. Applying
the pre-load in longitudinal and transverse direction separately from each other in an
uni-axial fashion, led to the conclusion that a pre-stress in transverse direction (Ny) is
more inﬂuential in altering the impact response in terms of contact force, impact duration
and plate deﬂection (Fig. 2.33) than a loading in x-direction (Nx). The general eﬀects
of uni-axial and bi-axial pre-stress were found to be alike.
Similar results were published by Zheng and Binienda [126] who also performed para-
metric studies based on the plate diﬀerential equation. They investigated the inﬂuence
of pre-loads in both, tension and compression. The solution of the diﬀerential equation
was applied to an impact problem of a carbon/epoxy plate impacted by a spherical steel
indenter. Just like Khalili et al., the analysis of Zheng and Binienda showed no signiﬁcant
eﬀect of pre-stress on the contact force but a substantial eﬀect on the plate's deﬂection.
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Figure 2.33: Analytical prediction of the inﬂuence of uni-axial and bi-axial pre-load on
maximum contact force by Khalili et al. [125]
Comparing tensile and compressive pre-loads, they identiﬁed a softening of the plate due
to compression resulting in an increase of deﬂection with increasing compression stress.
By contrast, a tensile pre-stress caused a stiﬀer plate with a decreased deﬂection and
increased contact load (see Fig. 2.34).
2.3.3 Numerical Modelling
The inﬂuence of pre-loads on the impact response of ﬁbre composite plates has been
studied using ﬁnite element models by several authors. Sun and Chen [127] used a
2D ﬁnite element model to perform parameter studies on the inﬂuence of in-plane pre-
loading on the impact behaviour of graphite/epoxy composite plates. They combined an
empiric power law for modelling the contact between impactor and plate with a ﬁnite
element analysis using 9-noded shell elements. The contact law was used to calculate
the permanent indentation due to impact before the global deformation was obtained
from the ﬁnite element analysis. No damage modelling was included in the model. Thus
only the dynamic impact response could be evaluated. They compared the results of
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Figure 2.34: Analytical prediction of inﬂuence of tensile and compressive pre-loads on
the impact response by Zheng and Binienda [126]
impact simulations of plates under various pre-loading conditions with Px = Py = 0,
Px = Py = 3Pc, Px = Py = 0 and Px = Py = −0.75Pc where Pc was the critical
buckling load of the plate. From the results of their simulations, Sun and Chen observed
a stiﬀening of the plate under tensile loading which resulted in an increase of contact
force and a reduction of both, central deﬂection and contact duration. A compressive
pre-load was observed to have the opposite eﬀect leading to a reduction of contact force
and a signiﬁcantly higher central deﬂection. Although the contact force was reduced
due to the softening of the plate, Sun and Chen expected the pre-compression to cause
more severe damage due to the high bending strains resulting from the increasing plate
deﬂection.
A similar study of low velocity impact on bi-axially pre-loaded composites was pub-
lished by Choi [15]. The graphite/epoxy composite plates used in the simulation had the
same properties as in the study by Sun and Chen [127] and were subjected to the same
pre-load conditions. Two diﬀerent impact situations with an impact energy of 3.84J each
were modelled: a high-velocity/low-mass impact with m=8.537g and v=30m/s and a low-
velocity/high-mass impact with m=1kg and v=2.77m/s. The damage resulting from the
impact was predicted using a criterion for delamination onset similar to the one proposed
by Choi and Chang [18]. This delamination criterion was applied only to the bottom
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interface of the laminate to estimate the extent of delaminations. The simulation did not
show a signiﬁcant eﬀect of the pre-load on the maximum contact force. However, the
central deﬂection was increased by pre-compression and reduced by tensile pre-loading.
When comparing the delamination damage (shown in Fig. 2.35), the simulation showed
a slight increase of damaged area when compressive pre-load was applied. Under tensile
pre-load the damaged area did not change signiﬁcantly compared to the unloaded case.
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Figure 2.35: Delamination prediction in composite plates under bi-axial pre-loads by Choi
[15]
Mikkor and co-workers [103] presented another 2D FE analysis for impact damage
prediction of composite plates under pre-load. The model was implemented in the com-
mercial ﬁnite element software Pam-Crash and used the bi-phase damage model presented
by Bayandor et al. [102] to predict ﬁbre as well as matrix damage. Delaminations could
not be predicted. However, Mikkor et al. estimated the area of delaminations by the
extent of matrix shear cracking which was assumed to provide feasible predictions. The
model was used to predict impact damage in carbon/epoxy plates under tensile pre-loads.
The plates were impacted with a spherical steel indenter with impact velocities between
1.5m/s and 90m/s. The model over-predicted the in-plane damage considerably since no
delamination was modelled and thus an important failure mode to dissipate energy was
missing. Tensile pre-loads were not seen to alter the amount of damaged area. Further-
more, pre-loading did aﬀect the predicted residual strength after impact only for very
high impact velocities close to the critical impact energy at which catastrophic failure
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occurred. However, the simulation predicted a change of failure modes from complete
failure in plates without pre-loading to penetration of the plate when tensile pre-stresses
were applied.
Heimbs et al. [113] presented an explicit ﬁnite element model to predict the impact
damage of carbon/epoxy plates under compressive pre-load. They followed a stacked shell
element approach where sub-laminates, presented by shell elements, were connected with
contact formulations to be able to predict delamination failure. For the detection of in-
plane damage, the Chang/Chang criteria [67] for matrix and ﬁbre failure were introduced.
After damage initiation, stress levels were kept constant until failure strains were reached.
At this point, complete failure of the particular ply was assumed and all stiﬀnesses were
set to zero. To apply the compressive pre-load prior to the impact, Heimbs et al. tested
an implicit-explicit switching. Here the pre-loading of the plate was modelled under
LS-DYNA implicit while for the impact modelling it was switched to explicit analysis.
Although this approach of pre-load modelling was very computational eﬃcient, it could
not be used in the analysis since the cohesive element implementation was not supported
under LS-DYNA implicit. Thus, the whole analysis, i.e. pre-loading and impacting, was
modelled using an explicit analysis. For the simulation, composite plates in a quasi-
isotropic [−45◦/0◦/45◦/90◦]3s lay-up were impacted by a rigid impactor with 40J impact
energy. The laminate was split into three sub-laminates with two cohesive layers in
between. The only intralaminar damage mode to be observed was matrix tensile failure
starting from the bottom plies of the plate. The extent of matrix failure was slightly
increased by the application of compressive pre-load. Furthermore, the pre-compression
resulted in a larger delamination area and a higher value of absorbed energy. In contrast
to experimental ﬁndings discussed in chapter 2.3.1, the simulation showed an increase of
maximum contact force and a reduction of contact duration due to compressive pre-load.
When comparing diﬀerent numbers of interfaces, Heimbs observed that too few interfaces
led to under-predicted energy absorption while too many interfaces reduced the bending
stiﬀness dramatically [113, 115]. Furthermore, it could be observed that the mesh size
had a strong inﬂuence on both, the intralaminar damage model and the delamination
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damage formulation.
2.4 Conclusion
Low velocity Impact damage has been investigated intensively over the last three decades.
There is a good qualitative understanding of the damage to be expected and many mod-
els have been published to predict the extent of damage numerically. Although most
authors obtained good correlations with their own experimental results there is no inde-
pendent comparison of impact models. Failure modes are usually modelled independently
from each other. Interaction is mostly taken into account for the prediction of damage
initiation but is usually not considered in the modelling of damage propagation.
Although in real-life applications it is likely that structures carry additional loads while
being subjected impact loads, the eﬀect of initial in-plane loads on impact damage has
not been investigated very extensively yet. There are some experimental studies pub-
lished in the literature. However, some of these experimental studies give contradicting
the conclusions on how in-plane loads alter the impact response. There is more experi-
mental work necessary to get a better understanding of the inﬂuence pre-loads have on
composites subjected to low velocity impact. Computer models can help to understand
the failure processes during impact on pre-loaded composites. Several analytical studies
have been published modelling the inﬂuence of in-plane loads on the elastic response of
plates under impact loads. However, only few numerical models for damage prediction
in pre-loaded composites have been published. Such models can be used in the design
process of composite structures. Furthermore, robust numerical models can assist in
getting a better understanding of the damage processes and the inﬂuence of pre-loads on
the impact damage.
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3 Description of Original Model
The modelling work of this PhD is based on previous work of Iannucci and Willows [94]
and Iannucci and Ankersen [128]. They described a damage model for shell elements to
model low velocity impact damage. It models the gradual loss of mechanical performance
due to material damage using a Continuum Damage Mechanics (CDM) approach: After
damage initiation is detected, corresponding material properties are reduced at lamina
level by means of damage variables di which vary between a value of di = 0 for the
undamaged `virgin' material and di = 1 in case of complete failure of the material.
In composite materials several of such damage variables di are used to model diﬀerent
damage modes with their corresponding degradation of certain material properties. For
the one dimensional case with only one damage variable d, damage is represented by the
proportion of damaged material smeared over the element and can be deﬁned as:
d =
Ad
A
(3.1)
where A is the total cross-section and Ad is the damaged area. The larger the damaged
area, the higher is the stresses σ¯ to be carried by the undamaged cross-section. These
stresses  also called eﬀective stresses  can be written in terms of the damage variable
d and the nominal stresses σ as:
σ¯ =
σ
1− d (3.2)
The degradation of the initial material stiﬀness E0 due to damage can then be modelled
as:
E = (1− d)E0 (3.3)
This concept is used in the damage model described here to predict the gradual loss of
material performance due to accumulated damage.
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3.1 Damage Modes
Since composite materials can fail in several diﬀerent failure modes, multiple damage
variables are necessary to accurately describe the damage process in such materials. The
models presented by Iannucci and Willows [94] and Iannucci and Ankersen [128] are
formulated for shell elements and can only model intralaminar damage. Thereby, ﬁve
diﬀerent damage modes are modelled independently from each other. For each damage
mode, one separate damage variable di is used. Thus, for each material ply in each
element ﬁve damage variables are used to degrade the corresponding material properties.
Damage and the associated material degradation are modelled in the local material co-
ordinates of the considered material ply. Damage modes are subdivided according to the
stresses acting in respect to the local material orientation of the considered ply:
• d1 : degradation of E11 due to tensile stresses in longitudinal direction
• d2 : degradation of E22 due to tensile stresses in transverse direction
• d3 : degradation of G12 due to in-plane shear stresses
• d4 : degradation of E11 due to compressive stresses in longitudinal direction
• d5 : degradation of E22 due to compressive stresses in transverse direction
3.2 Damage Initiation
Material degradation due to evolving damage starts at the point of damage onset. Thus,
for an accurate modelling of progressive damage the point at which failure initiates is
an important value. The following failure criteria were used to predict damage onset for
diﬀerent damage modes.
3.2.1 Fibre Damage
For ﬁbre damage a maximum stress criterion was implemented to predict the onset of
damage of both tensile and compressive ﬁbre failure:
83
Chapter 3. Description of Original Model
Figure 3.1: Fracture of UD ply under transverse compression and shear loading [129]
• Longitudinal tension (d1): σ11XT = 1
• Longitudinal compression (d4): |σ11|XC = 1
Where X is the strength in longitudinal direction and the indices T and C stand for tensile
and compressive loading, respectively.
3.2.2 Matrix Damage
For the matrix damage initiation the interaction of transverse direct stresses and shear
stresses can have a signiﬁcant eﬀect. Transverse compressive stresses are known to in-
crease the materials original shear strength while tensile stresses in transverse direction
can reduce the shear stress at damage initiation. To account for that, diﬀerent damage
initiation criteria have been implemented.
3.2.2.1 Damage Initiation under transverse compression
To include the strengthening eﬀect of transverse compressive stresses, the Mohr-Coulomb
criterion, as described in [129], was implemented for damage initiation in case of trans-
verse compressive stresses in transverse direction (σ22 < 0).
In this case damage initiation is calculated on the base of the eﬀective shear stresses
τTeff and τ
L
eff acting in the fracture plane with angle α (see Fig. 3.1):
I (α) =
(
τTeff
STC
)2
+
(
τLeff
SLC
)2
≤ 1 (3.4)
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The eﬀective stresses τTeff and τ
L
eff in transverse and longitudinal direction, respec-
tively, depend on the fracture angle α under which failure occurs and are deﬁned as:
τTeff =
〈−σ22cosα (sinα− ηT cosα )〉 (3.5)
τLeff =
〈
cosα
(|τ12|+ ηLσ22cosα )〉 (3.6)
with the coeﬃcients for transverse and longitudinal inﬂuence:
ηT = − 1
tan 2α0
(3.7)
ηL = −S
L
C cos 2α0
YC cos2 α0
(3.8)
The longitudinal shear strength SLC is taken as equal to the materials in-plane shear
strength SC :
SLC = SC (3.9)
while the strength in transverse direction is:
STC = YC cosα0
(
sinα0 +
cosα0
sin 2α0
)
(3.10)
The fracture angle α deﬁning the failure plane is not known a-priori for an arbitrary
bi-axial loading. For typical UD carbon-epoxy composites it varies between 0◦ for pure
shear loading and 53◦ for damage due to sole transverse compression [129]. The actual
fracture angle can be computed by ﬁnding the angle α which maximizes the criterion
I (α) in (3.4). However, to reduce the computational cost, in this damage model the
criterion is evaluated only for the extreme fracture angles of 0◦ and 53◦ for pure shear
loading and pure compression, respectively. The maximum value is then taken as the
result of the damage initiation criterion:
I (α) = Max {I (α = 0◦) , I (α = 53◦)} (3.11)
In Fig. 3.2 the failure curves for diﬀerent fracture angles are displayed. As can be seen,
the simpliﬁcation used in this damage model gives accurate results for the most part of
the damage area. Only inside the green shaded area the result is only approximated and
the strength is slightly over-predicted.
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Figure 3.2: Failure envelopes for diﬀerent fracture angles [129]
3.2.2.2 Damage Initiation under transverse tension
To account for the weakening eﬀect of tensile transverse loads, a quadratic interaction
criterion of shear stress τ12 and transverse direct stress σ22 was implemented:(
τ12
SC
)2
+
(
σ22
YT
)2
= 1 (3.12)
3.3 Tensile and Compressive Loading
Tensile and compressive damage are modelled separately for both, longitudinal and trans-
verse direction. However, since the same stiﬀness is used to model tensile and compressive
behaviour, the damage variables d1 and d4 can be combined to model the degradation
of the Young's modulus in ﬁbre direction E11. The same can be done with d2 and d5 to
degrade the transverse stiﬀness E22:
(1− dx) = (1− d1) (1− d4) (3.13)
(1− dy) = (1− d2) (1− d5) (3.14)
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Thus, the stiﬀness degradation of each material ply can be expressed as:
E11 = (1− dx)E011 (3.15)
E22 = (1− dy)E022 (3.16)
(3.17)
Where E011, E
0
22 are the initial stiﬀnesses of the undamaged material in longitudinal and
transverse direction, respectively.
To guarantee a symmetric material stiﬀness matrix, the following relationship of Pois-
son's ratios and Young's moduli must be fulﬁlled at any time and for the damaged and
undamaged material:
ν12
E11
=
ν21
E22
(3.18)
Thus, to realize positive-deﬁniteness the Poisson's ratios have to be degraded in a similar
manner to the Young's moduli:
ν12 = (1− dx) ν012 (3.19)
ν21 = (1− dy) ν021 (3.20)
The 2D stress-strain relation for each material ply can then be written as:σ11
σ22
 = 1
N
 (1− dx)E011 (1− dx) (1− dy) ν021E011
(1− dy) (1− dx) ν012E022 (1− dy)E022
 11
22
 (3.21)
With:
N = 1− (1− dx) (1− dy) ν12ν21 > 0 (3.22)
3.3.1 Stress-Strain Behaviour
Until damage initiation, the material behaviour is modelled as linear elastic for tensile
and compressive loading in both, ﬁbre and transverse directions. After damage initia-
tion is detected, a linear unloading is assumed resulting in in zero stiﬀness and hence
zero stress when complete damage occurs. For the material degradation due to damage
propagation, a bi-linear stress-strain response, as shown schematically in Fig. 3.3 is as-
sumed. The linear unloading between damage initiation and complete failure is modelled
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by degradation of the corresponding stiﬀness. The related damage variable increases
from zero at the point of damage initiation until it reaches unity at the point of complete
damage. For each damage mode (i.e. tensile ﬁbre damage, compressive ﬁbre damage,
tensile matrix damage and compressive matrix damage) this is done individually.
Figure 3.3: Bi-linear stress-strain behaviour and damage propagation for loading in lon-
gitudinal or transverse direction
3.3.2 Damage Propagation
To simplify the degradation model, Poisson coupling is neglected in the formulation of
the unloading behaviour after damage initiation. Following this simpliﬁcation, damage
propagation is described only in terms of of the directly related true strains. Thus, to
fully describe the linear unloading between damage onset and ﬁnal failure shown in Fig.
3.3, only three values of corresponding strains are necessary for each damage mode:
1. σc: stress at damage initiation
2. 0: strain at damage initiation
3. max: strain at complete material failure
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With this simpliﬁcation, stress in the damaged material at the current strain level  > 0
can be calculated as:
σ() =
σc
max − 0
(max − ) (3.23)
The stress is also deﬁned in terms of the corresponding damage variable d and the
undamaged stiﬀness E0 as:
σ() = (1− d) E0  (3.24)
When combining (3.23) and (3.24) an equation for the propagation of the damage variable
d results which ensures a linear stress release:
d() =
max
(max − 0)
(
1− 0

)
(3.25)
The stress and strain at damage initiation result directly from the damage initiation
criteria described in section 3.2. Thus, to be able to describe the complete damage
process the only unknown to be determined is max  the strain at complete failure. To
compute max fracture mechanics are introduced and it is postulated that the energy
dissipated during the damage process equals the material's critical fracture energy GC
in the same damage mode.
The strain-energy consumed during the damaging of the material is a volumetric energy
and is represented by the area underneath the stress strain curve. Since the fracture
energy is an energy per unit area, another length scale has to be introduced to be able
to compare both values:
1
2
σCmax =
GC
l∗
(3.26)
Thereby, σC is the stress at damage initiation and GC the intralaminar fracture toughness
for the corresponding damage mode. l∗ is the characteristic length which is a parameter
describing the ﬁnite element mesh. It is calculated as:
l∗ =
√
Ae (3.27)
where Ae is the area of the ﬁnite element.
Thus the strain value for complete damage can be written as:
max =
2GC
σc l∗
(3.28)
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This means that max can vary with the element size used in the simulation. However,
since the strain energy result contains some inﬂuence of the mesh size, by introducing
the characteristic length the mesh sensitivity is eliminated and the stress-displacement
response and the dissipated energy remain constant.
3.3.3 Permanent Damage Strain
Before damage initiation, material under tensile or compressive load is modelled in a
linear-elastic manner. Thus, unloading of the material before damage onset results in a
linear unloading following the previous loading path. After damage has initiated, voids
develop inside the material. Some of these voids might close during load reduction.
However, other defects can remain causing a permanent strain of the unloaded struc-
ture. To account for such permanent damage strains due to matrix damage, the damage
model uses material variables β2 and β5 to deﬁne the permanent set due to tensile and
compressive matrix damage.
In the formulation of stress reset due to material damage Poisson eﬀects were neglected
to simplify the model. When modelling permanent strains, again Poisson eﬀects were not
taken into account to assure a consistent model formulation resulting in a certain degree
of inaccuracy. Neglecting these coupling terms, the stress-strain behaviour of transverse
stresses can be expanded from equation (3.21) into:
˙σ22 =
1
N
[
d
dt
[(1− d2)] (1− d5)E022 22 + (1− d2)
d
dt
[(1− d5)]E022 22
+ (1− d2) (1− d5)E022 ˙22
] (3.29)
with N deﬁned previously in (3.22).
For structures under tensile loading the damage variable for compressive damage d5
remains constant. Thus, the increment of the irreversible stress component ˙σ22ir for
material under transverse tension is:
˙σ22 =
1
N
[
−d˙2 (1− d5)E022 22 + (1− d2) (1− d5)E022 ˙22
]
(3.30)
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Similarly to the formulation for tensile damage, the irreversible stress for compressive
damage is deﬁned as:
˙σ22 =
1
N
[
−d˙5 (1− d2)E022 22 + (1− d2) (1− d5)E022 ˙22
]
(3.31)
While a variation of strains is reversible, a change of damage is permanent. Thus,
the irreversible stresses induced by permanent material damage are controlled by the
damage derivatives d˙2 and d˙5. The inﬂuence of these irreversible stresses is dependent on
the material and is deﬁned in the model by the material variables β2 and β5, respectively.
The resulting stress increments of the damaged material after load reversal for tensile
stresses are then:
˙σ22 =
1
N
[
(1− dy) E022 ˙22 − β2 d˙2 (1− d5) E022 22
]
(3.32)
while the increments for compressive loading are:
˙σ22 =
1
N
[
(1− dy) E022 ˙22 − β5 d˙5 (1− d2) E022 22
]
(3.33)
3.3.4 Unloading Behaviour
Before damage initiation a linear-elastic material behaviour is assumed for tensile and
compressive loading. Thus, before damage initiation loading and unloading follow the
same loading curve. When unloading after damage initiation, a linear stress-strain be-
haviour, described by the incremental stress formulations in equation (3.32) and (3.33),
is utilised. For βi = 1 the unloading curve passes through the origin of the stress-strain
space (Fig. 3.4, left) while for βi > 1 a permanent damage strain is incorporated result-
ing in a stress-free structure at non-zero strains (Fig. 3.4, right). When re-loading, the
previous un-loading curve is followed until the point of unloading is reached from where
damage can accumulate again.
3.3.5 Maximum Element Size
There is an upper limit for the size of the elements in the ﬁnite element model. It is
deﬁned by the strain at failure max in comparison to the damage initiation strain 0.
91
Chapter 3. Description of Original Model
ε22
σ22
σC
εmaxε0 ε22
σ22
σC
εmaxε0
Figure 3.4: Unloading and reloading in transverse direction without and with permanent
damage strain
Physically, the strain value at ﬁnal failure cannot be smaller than the strain at damage
initiation. Using (3.28), the condition 0 < max can be written as.
σc
E
<
2GC
σc l∗
(3.34)
Thus, for the characteristic element length l* the following condition must be fulﬁlled:
l∗ <
2GC E
σ2c
(3.35)
That means that the maximum element size l∗max is a material property which diﬀers
depending on the failure mode considered. For a typical carbon/epoxy composite (see
tab. 3.1 for material properties) the maximum element sizes for diﬀerent failure modes
are as follows:
• ﬁbre tension: l∗max = 12.2mm
• matrix tension: l∗max = 3.0mm
• ﬁbre compression: l∗max = 27.3mm
• matrix compression: l∗max = 5.5mm
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Thus, to ensure exact results for this example the mesh should consist of elements with
a characteristic length of not larger than 3.0mm in the region where damage will take
place.
Modulus Strength Fracture Toughness
Fibre Tension 138 GPa 1500 MPa 100 kJ m−2
Matrix Tension 11 GPa 27 MPa 0.1 kJ m−2
Fibre Compression 138 GPa 900 MPa 80 kJ m−2
Matrix Compression 11 GPa 200 MPa 10 kJ m−2
Table 3.1: Material data sheet for T300-BSL914C
3.3.6 Debris Strength
In case of damage due to compressive direct stresses, the damage model accounts for a
residual strength of the crushed material under compression by the inclusion of a debris
strength. Debris strength XCF and YCF for compression in longitudinal and transverse
direction, respectively, can be deﬁned. Instead of unloading the material to zero stress,
the compressive stress will not fall below a residual value which is kept constant even if
the damage value reaches one (see Fig. 3.5). Under tensile loading the material is not
aﬀected by the debris strength and the stiﬀness is zero in case of complete damage.
3.4 Shear Loading
3.4.1 Stress Strain Behaviour
To account for the non-linear in-plane shear response, the stress-strain curve is divided
into four sections between the unloaded state and ﬁnal failure of the material. A loading
curve is followed by a linear unloading after damage initiation. During the loading process
a linear stress-strain response for low strains is followed by a non-linear transition phase
which connects to a second linear segment for high strains until damage onset.
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Figure 3.5: Debris strength (example with XCF = 70MPa and XC = 200MPa )
This non-linear stress-strain behaviour for shear loading as well as the linear unloading
of the material due to propagating damage is implemented in the model by the deﬁnition
of an instantaneous shear modulus G∗12. With this implementation, shear stresses cannot
be calculated directly from the current shear strain value but have to be incrementally
calculated from the shear stress in the previous step τ old12 by using the instantaneous shear
modulus G∗12 and the strain increment γ˙12:
τnew12 = τ
old
12 +G
∗
12 γ˙12 (3.36)
For low strains below the transition strain γ0 at which the non-linear stress-strain be-
haviour starts (γ12 < γ0) linear elastic material behaviour is assumed and the instanta-
neous shear modulus is set equal to the initial shear modulus G012:
G∗12 = G
0
12 (3.37)
For strains greater than γ0 the instantaneous shear modulus is deﬁned by an exponential
function connecting the linear behaviour at low strains with the linear regime at high
strains which is deﬁned by the constant modulus Gult12 . For strains larger than γ0 and
below damage initiation (γ0 > γ > γi) the instantaneous modulus is deﬁned by the
maximum of the exponential transition phase and the ultimate shear modulus for high
strains Gult12 :
G12 = max
{
G12ult , G
0
12 e
−λ(γ−γ0) [1− λ (γ − γ0)]
}
(3.38)
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where the strain at transition is deﬁned as:
γ0 = G
0
12/SC0 (3.39)
Thus, to model the non-linear stress-strain behaviour under shear loading, ﬁve Param-
eters are needed:
• G012: Shear modulus for linear behaviour at low shear strains
• G12ult: Shear modulus for linear behaviour at high shear strains
• SC0: Shear stress at which transition from linear to non-linear behaviour occurs
• SC : Shear strength
• λ: Curve ﬁtting parameter to describe the degree of non-linearity
After damage initiation, shear stresses are linearly reduced from the shear strength SC
to zero. The linear stress release is modelled by deﬁning a negative shear modulus which
reduces the stresses incrementally if shear deformation is increased:
G∗12 =
SC
γ1 − γmax (3.40)
In Fig. 3.6 the diﬀerent sections for calculating the incremental shear modulus are
schematically presented. The linear sections for low strains (red) and high strains (blue)
are connected with the exponential function (green). After damage onset is predicted,
the stress is linearly reduced until zero (pink).
3.4.2 Damage Propagation
The shear damage d3 is calculated indirectly via the shear stress. It is deﬁned by the
diﬀerence between a linear elastic behaviour of the material with the shear modulus for
low strains G012 and the actual shear stress τ12:
d3 = 1− |τ12|
γ12 G012
(3.41)
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SC/(γ1-γmax)
γ1γ0
τ12
γ12γmax
SC
SC0
G120 e-λ(γ-γ0) [1-λ(γ-γ0)] 
Figure 3.6: Non-linear shear response
Thus, according to the stress-strain behaviour discussed in chapter 3.4.1 damage starts
to accumulate as soon as the linear regime for low strains is exceeded (i.e. γ12 > γ0)
and the actual shear stress τ12 < γ12 G012. Since the stress reduction due to propagating
damage is implemented via the instantaneous shear modulus G∗12, the damage variable
d3 is not necessary to model the stiﬀness degradation due to shear damage. d3 is mainly
used to make shear damage available for post processing and to describe the unloading
path in case of load reversal.
3.4.3 Unloading Behaviour
Similar to load reversal under direct stresses, a linear elastic behaviour for low shear
strains is assumed. As soon as this linear elastic regime is exceeded, shear damage builds
up and in case of load reduction, an unloading path diﬀerent from the loading curve
results. Permanent damage strains can result and in the model their value is controlled
by the material variable β3. Like for the loading case, the shear stresses during unloading
are controlled by the instantaneous shear modulus G∗12 which is deﬁned as:
G∗12 = β3 (1− d3)G012 (3.42)
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Figure 3.7: Shear damage propagation
This value is not only used during unloading but also for re-loading up to the strain level
at which the current damage state d3 was reached. The loading, unloading and re-loading
behaviour under shear deformation is shown in Fig. 3.8: The material is ﬁrst loaded from
O to A following the non-linear stress-strain behaviour described in section 3.4.1. When
unloading, the stress-strain behaviour is governed by the instantaneous shear modulus
deﬁned in equation (3.42) resulting in a stress-free state between B and O due to the
damage induced permanent strain. When re-loading the structure, a linear behaviour
governed by G∗12 is assumed until point A is reached again. From there on, additional
damage can accumulate and the behaviour is again described by the initial non-linear
description from equation (3.38) until damage onset is predicted at point C. From there
the material experiences a linear unloading. A load reversal at point D results in linear
unloading with an re-calculated G∗12 until the stress reaches zero at point E. Re-loading
results in passing point D again before the material completely fails at point F.
3.4.4 Shear rate dependency
Strain rate eﬀects can have a major inﬂuence in dynamic load cases. Thus for the impact
damage model presented here the stiﬀening and strengthening eﬀect of shear strain rate
97
Chapter 3. Description of Original Model
τ12
γ12O F
A
B
C
D
E γ1
SC
Figure 3.8: Shear loading, unloading and re-loading
Figure 3.9: Strain rate enhancement factor
γ˙12 is accounted for. An enhancement factor αrate is deﬁned as:
αrate = 2− e
−γ˙12
κ (3.43)
Where κ is a material parameter deﬁning the shear rate at which the enhancement is
applied. For higher values of κ the enhancement is shifted to higher strain rates and vice
versa. In Fig. 3.9 a typical response for UD carbon epoxy composite with κ=20s-1 is
displayed.
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To check the damage model for its ability to model correct damage predictions, various
numerical tests have been conducted.
4.1 Damage Onset Criteria
To verify the damage initiation criteria of the damage model, single element and multi
element simulations have been carried out. Material data and test results from the World
Wide Failure Exercise (WWFE) [130,131] were utilized as veriﬁcation data. Damage on-
set was tested for direct stresses in ﬁbre direction and transverse direction in combination
with superposed shear loads. For a ﬁrst veriﬁcation, tests on single element models were
carried out to predict damage onset. The simulations consisted of a single square S4R
conventional shell element [1] of 2mm lateral length. It consisted of one material ply with
0.1mm thickness and three integration points through the thickness. Direct and shear
loads were applied as shell edge loads to the edges of the element as shown in Fig. 4.1.
The proportion between direct and shear loads was varied using an automated python
script varying the load values in 25 steps between pure shear load and pure tension or
compression, respectively. In a second step, damage initiation was tested in multi element
tests simulating the actual WWFE experiments as described in [131].
4.1.1 Bi-axial failure envelope for combined longitudinal and shear loading
(σ11 vs. τ12)
The experimental tests to obtain the σ11 vs. τ12 failure envelope published in the WWFE
were carried out on axially wound T300/BSL914C carbon/epoxy tubes. The tubes had a
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x
y
Figure 4.1: Single element test with combined tension and shear loading along the edges
diameter of 32mm and a wall thickness of 2mm. They were tested by diﬀerent laboratories
under a combination of torsion and tension or compression loading, respectively. The
resulting damage stresses are displayed in Fig. 4.2. For the simulation, the material data
given by the WWFE (listed in table 4.1) was used as input variables for the damage
model. For the non-linear shear behaviour the following values were obtained by simple
parameter optimization: λ = 47.7, Sc0 = 32.3MPa and Gult = 652MPa. A comparison
of the shear stress vs. strain curve from the model and the experimental values published
in [130] is shown in Fig. 4.2.
As a result of the single element simulations the damage initiation curve shown in Fig.
4.3 was obtained. In comparison to the various experimental results presented in the
WWFE the model's prediction is not perfect. However, considering that the diﬀerent
experimental tests give quite diﬀerent results - especially for the shear strength value,
the model seems to give a valid prediction of the failure envelope.
To test the damage model's capability to deal with multi element models and to verify
it based on a simulation close to the real world experiment, a simulation of the axially
wound tube used in the experiment was carried out. By doing so, any possible inﬂuence
of boundary conditions on the results of the single element simulations could be obviated.
The model of the tube consisted of S4R conventional shell elements [1] with one material
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Figure 4.2: Non-linear shear behaviour of T300/BSL914C; Comparison of model predic-
tion and experimental values from the WWFE [130]
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Figure 4.3: σ11 vs. τ12 failure envelope single element simulation
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E11 138 GPa
E22 11 GPa
ν 0.28
G12 5.5 GPa
XT 1500 MPa
YT 27 MPa
SC 80 MPa
XC 900 MPa
YC 200 MPa
Table 4.1: Material data sheet for T300-BSL914C as given by the WWFE [130]
layer oriented in axial direction and three integration points in thickness direction. While
at one end all displacements were constrained the other end was tied to a point on the
central axis at which longitudinal translations and rotations were applied (see Fig. 4.4).
The material was deﬁned using the properties listed in table 4.1
Figure 4.4: Shell element model used to obtain the σ11 vs. τ12 failure envelope
The stresses at failure were calculated from the reaction force FR and reaction moment
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MR at the reference point using the following equations:
σ11 =
FR
2 pi r t
(4.1)
τ12 =
MR
2 pi r2 t
(4.2)
where r is the tube's radius and t the wall thickness. The failure envelope obtained from
this simulation is shown in Fig. 4.5 where the results are compared with the experimental
ﬁndings of the WWFE.
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Figure 4.5: σ11 vs. τ12 failure envelope multi element simulation
The prediction of the multi-element model is signiﬁcantly diﬀerent from the results
obtained on single elements. Instead of a shear strength independent of any stresses
in ﬁbre direction, as seen in the single element tests, the simulation of tubes under
combined longitudinal and torsional loading resulted in a predicted shear strength that
increases with longitudinal loads. This behaviour was also seen in the experimental
results published in [131] but could not be explained. Since the dependency of the shear
strength was only observed when modelling the full-scale test set-up and not on a single
element scale it is assumed that this behaviour originates from the test method and is
not a material characteristic.
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4.1.2 Bi-axial failure envelope for combined transverse and shear loading
(σ22 vs. τ12)
The σ22 vs. τ12 failure envelope published in the WWFE [131] was obtained from tests
on axially wound tubes made of E-glass MY750-HY917. The test tubes had an inner
diameter of 60mm with a laminate thickness of 2mm and were under combined tension
or compression and torsion loading. For the simulations the test data listed in table 4.2
was used. The non-linear shear behaviour was modelled using the following parameters:
λ = 49, Sc0 = 23.3MPa and Gult = 50.2 resulting on the shear loading behaviour shown
in Fig. 4.6.
E11 53.48 GPa
E22 17.7 GPa
ν 0.278
G12 5.83 GPa
XT 1140 MPa
YT 35 MPa
SC 72 MPa
XC 570 MPa
YC 114 MPa
Table 4.2: Material data sheet for E-glass-LY556/HT907 as given by the WWFE [130]
Using the materials data from table 4.2 the damage envelope shown in Fig. 4.7 was
obtained.
It can be seen that the model prediction does not correlate well with the experimental
data published for the WWFE. This is due to the fact that the test results published
in [131] did not correlate well with the originally published material data [130] listed in
table 4.2. From the published test results the mean values for pure loading conditions
were calculated obtaining a transverse tensile strength of YT = 40 MPa, a transverse
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Figure 4.6: Non-linear shear behaviour of E-glass-LY556/HT907; Comparison of experi-
mental values from the WWFE [130] and model prediction
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Figure 4.7: σ22 vs. τ12 failure envelope with material properties published in [130]
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compression strength of YC = 137.4MPa and a shear strength of SC = 61.2MPa. When
adjusting the input data of the damage model with these values the damage prediction
correlates much better with the published experimental values (see Fig. 4.8).
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Figure 4.8: σ22 vs. τ12 failure envelope with material properties concluded form test data
published in [131]
The results show that the quadratic interaction criterion for tensile loads predicts dam-
age initiation well. In case of compressive transverse stresses not all initiation stresses
match the experimental values perfectly. This might be due to the simpliﬁcations intro-
duced which are discussed in chapter 3.2.2.1. However, the general trend of increased
sear strength due to compression in transverse direction is captured.
In a next step the actual test set-up of the WWFE was simulated with a multi element
model. The model consisted of S4R conventional shell elements [1] of 2.5mm lateral
length. The tube was represented by one material layer of 2mm thickness and three
integration points through the thickness. The boundary conditions were modelled in the
same way as for the axially wound tube in the previous chapter. The model is pictured
in Fig. 4.9.
The failure stresses shown in Fig. 4.10 were calculated using equations 4.1
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Figure 4.9: Shell element model used to obtain the σ22 vs. τ12 failure envelope
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Figure 4.10: σ22 vs. τ12 failure envelope from multi element simulation with material
properties concluded form test data published in [131]
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4.2 Mesh Sensitivity
The proposed damage model is based on the Baºant theory [96] to reduce the inﬂuence of
element size on the model's prediction. To verify how sensitive the model is to mesh size,
simulations with varying element sizes have been carried out similar to mesh sensitivity
studies published Baºant [132], Iannucci [93, 95] and Pinho [133]. Square specimens of
an areal size of 1mm2 and a thickness of 0.01mm were loaded in tension by a uniform
displacement in transverse direction. The specimens were discretised using one single
element, 9 elements, 25 elements and 100 elements, respectively. The used meshes as
well as the predicted failure for each case can be seen in Fig. 4.11.
1x1 3x3 5x5 10x10
Figure 4.11: Tensile specimens with diﬀerent element sizes, failed elements are red
The specimens always failed in a band perpendicular to the loading direction without
an outside trigger to initiate damage initiation in a certain location. The resulting load-
displacement curves (shown in Fig. 4.12) were independent of element size. Thus, the
energy dissipated in the damage process is independent of the size of the elements used
to discretise the structure.
Additional to checking the model for mesh size dependencies, the model was also
checked for dependencies on element shapes. The same tensile test used for the mesh
size analysis was used to investigate the result using diﬀerent shaped elements. For the
simulation, the specimen was meshed with elements of about the same size but diﬀerent
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Figure 4.12: Load-displacement curves for tensile tests with diﬀerent mesh size
aspect ratios. Mesh 1 consisted of square elements with a lateral length of 0.143mm
resulting in an area of 0.02mm2 per element. Mesh 2 and Mesh 3 comprise rectangular
elements with about the same area but an aspect ratio of 0.5 and 2, respectively. The
mesh and the resulting damage are shown in Fig. 4.13.
The load-displacement curves for this test, shown in Fig. 4.14, do not match but show
a strong dependency on the used element shape with more dissipated energy in specimens
with a larger damage band width.
This problem is due to the way ABAQUS calculates the characteristic element length
l∗. In ABAQUS l∗ is deﬁned as the square root of the element's area AE :
l∗ =
√
AE (4.3)
This gives an accurate estimate of the characteristic length only if the element's aspect ra-
tio is near unity. In other cases the damage propagation will be aﬀected by discretisation
of the structure and might give misleading results.
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Figure 4.13: Tensile specimens with the same element size but diﬀerent aspect ratios
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Figure 4.14: Load-displacement curves for tensile tests with elements of diﬀerent aspect
ratios
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5.1 Mesh Sensitivity due to Element Shape
The characteristic length l∗ is introduced to the model to relate the volumetric strain
energy with the fracture toughness GC which is the energy per created fracture surface
(length of crack times material thickness). Thickness and element dimension in crack
direction are accounted for by the strain energy release rate. The characteristic length
should represent the missing geometric dimension, the length perpendicular to the ori-
entation of the crack. When dealing with anisotropic materials, the directions of cracks
are dependent on the material orientation and the failure mode. Thus, the correspond-
ing characteristic length is also dependent on the material orientation and is diﬀerent
depending whether matrix or ﬁbre failure occurs. As outlined in Fig. 5.1, ﬁbre failure
results in a crack in transverse direction with the corresponding characteristic length in
ﬁbre direction while cracks in ﬁbre direction have the element's dimension in transverse
direction as the corresponding characteristic length. To obtain feasible results in an arbi-
trary mesh, element shape and material orientation have to be taken into account when
calculating the characteristic length.
As shown in chapter 4.2, the damage model's result of tensile specimens did not show
any sensitivity to the size of ﬁnite elements when using square elements. However,
discretising the structure with elements of varying aspect ratio, a non-physical variation
of dissipated energy could be observed (see Fig. 4.14). This problem is caused by the
way ABAQUS calculates the characteristic length of an element. For an element of size
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l*
l*
fibre failure transverse matrix failure
Figure 5.1: Direction of characteristic length l∗ for ﬁbre and matrix failure
AE the characteristic length is deﬁned as:
l∗ =
√
AE (5.1)
which is correct for square elements and a valid approximation for elements with an
aspect ratio near one. For elements with aspect ratios signiﬁcantly diﬀerent from one the
approximation of the characteristic length is not correct and can cause results inﬂuenced
by the mesh used in the ﬁnite element model.
To overcome this form of mesh sensitivity induced by the approximation of the charac-
teristic length, its default calculation implemented in ABAQUS was replaced by a routine
which computes a characteristic length in ﬁbre and one in transverse direction for each
element before the start of the simulation. Both characteristic lengths are stored as state
variables for each element and are left unchanged throughout the simulation. Thus, the
calculation of the characteristic lengths is computational eﬃcient as it is done only once.
However, changes of element shape due to deformations are not accounted for.
To be able to calculate the characteristic length within the ABAQUS User Subroutine
environment, the elements' nodal connectivity as well as the nodes' locations have to
be known. ABAQUS has no direct way of obtaining this information from within a
user material. To by-pass this shortcoming, the necessary information is fed in to the
VUFIELD subroutine directly from the input ﬁle. Within VUFIELD it is possible to
compute the characteristic length and store the information in ﬁeld variables accessible
from the VUMAT environment. This procedure is done only once before the simulation
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starts. Thus, the computational cost is kept low. However, the characteristic length is
not updated during the computation  the inﬂuence of element deformation is neglected.
5.1.1 Obtaining Nodal Connectivity and Storing it in State Variables
The nodal connectivity of elements and the geometric location of the nodes are read in
automatically from the input ﬁle. Elements are stored in vectors together with their nodal
connectivity. From the nodal coordinates, the characteristic lengths for each element and
each ply can be calculated.
5.1.2 Geometric calculation of the characteristic length
In a ﬁrst step, the characteristic length of arbitrary 4-node elements was calculated
based on geometric considerations. Before calculating the characteristic length, the nodal
coordinates (x,y) and the elements' nodal connectivity is read from the input ﬁle and is
then stored into separate vectors. These vectors are then used to access the necessary
information. In a second step, the nodal coordinates are transferred into the material
coordinates by simple coordinate transformation based on the ply angle θ:
x′ = cos(θ) x+ sin(θ) y (5.2)
y′ = − sin(θ) x+ cos(θ) y (5.3)
Where (x′, y′) are the material coordinates and (x, y) are the global coordinates. The
rotation angles are stored for every element and each layer separately and are accessible
from within the VUFIELD environment in ABAQUS.
The calculation of the characteristic length is done based purely on geometric consid-
erations of the element's nodal coordinates. Thereby two diﬀerent characteristic lengths
are calculated, one in ﬁbre direction (l∗f ) and one in transverse direction (l
∗
t ). To calculate
the characteristic lengths, the element is separated into i diﬀerent sub-intervals. In each
of these sub-intervals characteristic lengths lfi and lti are calculated which are then used
to evaluate the element's characteristic length in longitudinal and transverse direction,
respectively. For the calculation of the characteristic length in y-direction, the element
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is divided into sub-intervals based on the x-coordinates of its nodes. The nodes are or-
dered from N0 (the one with the lowest x-coordinate) to N3 (the one with the highest
x-coordinate). These sub-intervals are deﬁned by two nodes Ni and Ni+1 (see Fig. 5.2).
x1
ly1
N0
N3
N1
ly2 ly3
Sub1
N2
x2
Figure 5.2: Calculating the characteristic lengths in sub-intervals of an element in mate-
rial coordinates
The calculation starts with deﬁning the x-coordinate of the centre of the ﬁrst sub-
interval:
xmid1 =
x′(N0) + x′(N1)
2
(5.4)
Next, the linear equations for the edges between N0 and its adjacent nodes are computed.
For the example displayed in Fig. 5.2 this is:
f1a(X) =
y′(N3)− y′(N0)
x′(N3)− x′(N0)(X − x
′(N0)) + y′(N0) (5.5)
f1b(X) =
y′(N1)− y′(N0)
(x′(N1)− x′(N0)(X − x
′(N0)) + y′(N0) (5.6)
The values of these two functions are then evaluated at X = xmid1 to calculate the
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characteristic length for this sub-interval:
lt1 = f1a(xmid1)− f1b(xmid1) (5.7)
The characteristic lengths for the second and the third interval are computed in the same
way. The characteristic length in y-direction for the entire element with nc nodes is then
calculated from the function values of the diﬀerent intervals weighted by the size of the
corresponding intervals:
l∗t =
nc−1∑
i=1
lti |x′(Ni)− x′(Ni−1)|
nc−1∑
i=1
|x′(Ni)− x′(Ni−1)|
(5.8)
For l∗f the procedure is the same with the nodes ordered according to their y-coordinates
and lengths calculated in x-direction. The characteristic lengths of 8-noded continuous
shell elements as well as linear triangular elements are calculated in the same way.
5.1.3 Calculation of the characteristic length based on shape functions
A diﬀerent approach to calculate the characteristic length is based on the element's shape
function. This is based on a paper published by Oliver [134] who proved the following
relation between speciﬁc energy gf and fracture energy Gf :
gf = Gf
∂ϑ(x′, y′)
∂x′
=
Gf
l∗
(5.9)
where ϑ(x′, y′) is a function to be determined and l∗ is the characteristic length. That
means that the characteristic length can be calculated from the function ϑ as follows:
l∗ =
(
∂ϑ
∂x′
)−1
(5.10)
Donadon and Iannucci [135] applied this theory to calculate the characteristic length in
3D hexahedron solid elements. A simpliﬁed way for 2D shell elements is explained here.
To fulﬁl equation 5.9, ϑ has to be continuous and diﬀerentiable. Thus, a simple solution
for ϑ is the following solution based on the C0 shape functions Ni of an element with nc
nodes in isoparametric coordinates ξ and η:
ϑ (ξ, η) =
nc∑
i=1
Ni(ξ, η)ϑi (5.11)
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Thereby ϑi is the value of ϑ at the corresponding node.
In anisotropic materials the characteristic length is dependent on the material orien-
tation. Using the following coordinate transformation: x′
y′
 =
 cos θi sin θi
− sin θi cos θi
 x
y
 (5.12)
a characteristic length in ﬁbre direction l∗f and one in transverse direction l
∗
t can be
calculated using equation (5.10) as:
l∗f =
(
nc∑
i=1
[
∂Ni(ξ, η)
∂x
cos θi +
∂Ni(ξ, η)
∂y
sin θi
]
ϑi
)−1
(5.13)
l∗t =
(
nc∑
i=1
[
−∂Ni(ξ, η)
∂x
sin θi +
∂Ni(ξ, η)
∂y
cos θi
]
ϑi
)−1
(5.14)
Thereby the partial derivatives are calculated as: ∂N∂x
∂N
∂y
 =
 ∂x∂ξ ∂y∂ξ
∂x
∂η
∂y
∂η

−1 ∂N∂ξ
∂N
∂η
 (5.15)
ξ
η
(1,-1)
(1,1)
(-1,1)
(-1,-1)
Figure 5.3: Element in isoparametric coordinates
For an arbitrary four node element as shown in Fig. 5.3 the shape functions Ni in
isoparametric coordinates ξ and η are:
Ni =
1
4
(1 + ξiξ) (1 + ηiη) (5.16)
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where (ξi, ηi) are the coordinates of the ith node. For such an element the partial
derivatives of the global coordinates with respect to the isoparametric coordinates are:
∂x
∂ξ
=
1
4
nc∑
i=1
xiξi (1 + ηiη) (5.17)
∂x
∂η
=
1
4
nc∑
i=1
xiηi (1 + ξiξ) (5.18)
∂y
∂ξ
=
1
4
nc∑
i=1
yiξi (1 + ηiη) (5.19)
∂y
∂η
=
1
4
nc∑
i=1
yiηi (1 + ξiξ) (5.20)
5.1.4 Veriﬁcation
When the square tensile test specimen, tested in chapter 4.2, was meshed with rectangular
elements with varying aspect ratios and simulated using ABAQUS' default calculation
of the characteristic length, a non-physical inﬂuence of the ﬁnite element mesh on the
load-displacement behaviour could be seen (see Fig. 5.4).
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Figure 5.4: Load-displacement curves for tensile tests with elements of diﬀerent aspect
ratios using ABAQUS' default calculation of the characteristic length
These tests were repeated with the same rectangular elements using the updated cal-
culation of the elements' characteristic lengths. The geometric approach and the im-
plementation based on shape function gave identical load-displacement curves; when
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checking the characteristic lengths for various elements, botch methods gave identical
values. Thus, the load-displacement response of the tensile tests was the same. As
shown in Fig. 5.6, the resulting load-displacement curves show a signiﬁcant reduction of
mesh sensitivity compared to results of the same test using the original model (Fig. 5.4).
7x7 5x10 10x5
Figure 5.5: Tensile specimens meshed with rectangular elements of diﬀerent aspect ratios
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Figure 5.6: Load-displacement curves for tensile tests with elements of diﬀerent aspect
ratios using the updated way of calculating the characteristic length
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5.2 Mesh Sensitivity due to Multiple Cracks within one
Element
The post damage material behaviour implemented in the damage model is governed
by the material's fracture toughnesses for diﬀerent failure modes. Thereby, following
Baºant's damage modelling formulation [96], it is assumed that the energy dissipated
during the complete failure of the element equals the fracture toughness for the corre-
sponding damage mode. In this formulation, it is assumed that an element fails from
a single crack perpendicular to the ﬁbre orientation for ﬁbre failure or a crack parallel
to the ﬁbres for matrix failure. However, for tensile and compressive matrix damage, it
has been observed that multiple matrix cracks develop before complete structural fail-
ure occurs. Thereby, a critical number of matrix cracks per unit length exists at which
structural failure occurs [136, 137]. This so called critical crack density is a material
parameter and deﬁnes how much energy is dissipated before complete material failure.
Gayathri et al. [138] reported for carbon/epoxy laminates typical value of critical crack
density between 3 mm−1 and 10 mm−1. By contrast, damage governed by ﬁbre failure
occurs as a single crack without the prior accumulation of cracks [136]. As indicated in
Fig. 5.7 the number of cracks in each element can vary and depends on the size of the
element and the critical crack density. Depending on the number of cracks developing in
a)
ly*
b)
ly*
Figure 5.7: Elements developing one (a) and three (b) cracks, respectively, before failure
one element prior to failure, a multitude of the fracture energy of one single crack can
be dissipated within one element. In the old model, the energy dissipated in one element
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with the characteristic length l∗ due to matrix failure was deﬁned as
ED =
Gc
l∗
(5.21)
where Gc is the fracture energy of the considered matrix failure mode. When allowing
multiple cracks, the total amount of energy dissipated in an element with a number of
Ncracks cracks is increased to
gf = Ncracks
Gc
l∗
(5.22)
Following the original approach of relating the volumetric strain energy with the fracture
energy, this leads to the following expression for elements with multiple cracks:
1
2
σc max = Ncracks
Gc
l∗
(5.23)
When introducing the material's critical crack density ηc which is deﬁned by the critical
number of cracks Ncracks per unit length l at ﬁnal failure:
ηc =
Ncracks
l
(5.24)
the energy relation for an element with multiple matrix cracks simpliﬁes to:
1
2
σcmax = Gc ηc (5.25)
From this, the strain at which ultimate failure occurs can be computed as:
max =
2Gc ηc
σc
(5.26)
Including the critical crack density eliminates the characteristic length l∗ from the
damage propagation. Thus, the damage description lacks the mesh parameter which has
been introduced to avoid mesh size dependencies. The damage model implementation
with the crack density governing the energy dissipation in matrix damage modes, as
described in equation (5.25), has been tested for mesh size sensitivity using the tensile
test simulation of a square specimen of 1mm lateral length as used in section 4.2 (see Fig.
5.8). Results of the tensile test simulations using the damage model with crack densities
are shown in Fig. 5.9. The degradation process is highly dependable on the size of the
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1x1 3x3 5x5 10x10
Figure 5.8: Tensile specimens with diﬀerent element sizes, failed elements are red
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Figure 5.9: Load-displacement behaviour of tensile tests simulated with 1, 4, 9, 25 and
100 elements using material degradation based on crack densities.
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ﬁnite elements used in the simulation. Without the mesh parameter l∗, the dissipated
energy is proportional to the size of the ﬁnite elements. The mesh size sensitivity seen
in the model with crack densities replacing the characteristic length discouraged the
implementation of this approach in the damage model for impact modelling. In contrast
to that is the study by Raimondo et al. [27]. They published a modelling approach for
3D elements following a very similar degradation model where the introduction of crack
density eliminates the characteristic length l∗ from the equation for the calculation of
energy dissipation. They used a crack density of 5mm−1, a value consistent with the
typical values stated by Gayathri et al. [138], to model impact damage in carbon/epoxy
laminates. In contrast to the tensile tests performed for this work, Raimondo and co-
workers reported no signiﬁcant sensitivity to element size in the results of their impact
simulations. They could not give a sound explanation for the absence of mesh sensitivity
in their model but speculated that topological information is fed into the model by the
crack density.
One possible explanation for a mesh-independent solution of impact simulations using
such an approach is that in impacts where ﬁbre failure contributes signiﬁcantly to the
energy dissipation, the mesh dependency of such a crack density approach can be negligi-
ble. This, however, would mean that for diﬀerent impact situations where matrix failure
is the main damage mode, the result would be dependent on the mesh size. In certain
circumstances the mesh dependencies induced by the removal of the meshing parameter
l∗ could be balanced out by the introduction of the ability to dissipate the energy of
several cracks within one element. However, it is not believed that the mesh dependency
seen in the tensile test simulations will disappear in impact simulations. To check the
mesh dependency when modelling impact damage, impact simulations on plates with dif-
ferent mesh sizes were carried out. To reduce the inﬂuence of other damage modes, the
composite plate was modelled with one element in thickness direction without cohesive
interfaces. Since no interlaminar damage is modelled the prediction accuracy is limited.
However, this focuses the possible damage on intralaminar damage modes and will make
possible mesh dependencies appear more clearly. The impact response of impact simula-
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tions on plates with diﬀerent element sizes using the crack density approach are shown
in Fig. 5.10. For this particular case, a considerable sensitivity of the simulation on the
impact response was observed. In contrast to [27], the crack density approach to evalu-
ate the dissipated energy in matrix damage is not judged as a mesh objective modelling
technique.
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Figure 5.10: Impact response for models with the crack density approach using square
element with 1mm, 1.5mm and 2mm lateral length
It is still believed that when modelling matrix damage, the possibility of multiple
cracks within one element should be accounted for to give a realistic estimate of the
energy dissipation in this failure mode. However, in a lamina under transverse tension,
cracks would develop over the whole width of the layer and energy would dissipate in
several elements simultaneously. This behaviour is not replicated correctly by the crack
density approach described above where a single crack band is formed in which the entire
energy dissipation takes place. Thus, a completely diﬀerent modelling approach would
be necessary to include the eﬀect of the development of multiple cracks prior to failure.
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5.3 Non-linear Damage Propagation
Damage models with a linear stress release are widely accepted as valid instruments
to model damage propagation. This is a very simple way of modelling the material
degradation and to incorporate the fracture toughness as the governing parameter for
material deterioration. However, the usage of a simple linear unloading law is highly
arbitrary and is not based on any physical reasoning.
When comparing the fracture toughness values for initiation and propagation, the
initiation value is typically considerably smaller than the value for propagation of the
crack [139, 140]. This means that a large stiﬀness reduction can be assumed just af-
ter crack initiation while the stiﬀness reduction due to crack propagation is expected
to be less steep. Based on the concept of diﬀerent fracture toughness values for initia-
tion and propagation, Davila and co-workers [140] proposed a softening law deﬁned by
superposition of two linear unloading laws (shown in Fig. 5.11). When modelling the
damage process in compact tension specimens, this bi-linear softening was reported to
give considerably more realistic results than a linear unloading.
Figure 5.11: Bi-linear softening law proposed by Davila et al. [140]
Instead of modelling the softening behaviour with two diﬀerent linear laws, material
softening could be expressed with an exponential formulation which would still allow to
model the eﬀect of diﬀerent fracture toughnesses for crack initiation and propagation.
Such a formulation would lead to a model in line with other physical decay processes
which follow exponential formulations (e.g. heat transfer, radioactive decay, capacitor
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discharge, etc.) and is considered physically more feasible than a linear softening law.
Based on these considerations, the bi-linear stress-strain behaviour of the original model
was replaced by an exponential formulation which allows for diﬀerent unloading scenarios
deﬁned by a parameter φ. The stress-strain behaviour after damage initiation is governed
by the parameter φ as follows:
σ() =
exp
(
(0−)φ
max−0
)
− 1
exp (φ)− 1 σc (5.27)
This softening behaviour allows the unloading behaviour from σc at 0 to zero stress when
complete failure occurs at max. As shown in Fig. 5.12 the magnitude of the parameter φ
governs the unloading behaviour between the strain values for damage initiation 0 and
ﬁnal failure max in the following way:
• φ→ 0 : linear unloading path
• φ < 0 : concave unloading path
• φ > 0 : convex unloading path
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Figure 5.12: Unloading behaviour between 0 and max for diﬀerent values of φ
In terms of the damage variable d, the stress at an arbitrary damage state can be
expressed as:
σ = (1− d)E0  (5.28)
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Combining (5.27) and (5.28) an equation for the damage variable d can be found which
describes the damage propagation to obtain an exponential unloading:
d() =
0
[
1− exp
(
(0−)φ
max−0
)]
+ i [exp (φ)]
i [exp (φ)− 1] (5.29)
The fracture energy governs the damage propagation in this damage model: it is
assumed that the energy under the stress-strain curve equals the fracture energy of the
corresponding failure mode. As shown in Fig. 5.12, for ﬁxed values of 0 and ﬁnal failure
max the energy dissipated in the degradation process would be altered by the choice of φ.
Thus, to relate the damage process to the fracture energy, the strain at ﬁnal failure has
to be calculated based on the stress σc and strain 0 at damage initiation, the fracture
toughness GC and the degradation parameter φ. Therefore, similar to the original model
with linear unloading, the total strain energy Utot has to equal the fracture energy Gc
divided by the characteristic length l∗:
Utot =
Gc
l∗
(5.30)
The strain energy Utot for the loading and unloading of the element is deﬁned as:
Utot =
∫ max
0
σ()d (5.31)
Thereby, it consists of the energy during loading Uload and the energy during the unload-
ing process Uunl:
Utot =
∫ 0
0
σ()d︸ ︷︷ ︸
Uload
+
∫ max
0
σ()d︸ ︷︷ ︸
Uunl
(5.32)
Since a linear elastic material behaviour is assumed before damage initiation, the strain
energy during loading can be calculated as:
Uload =
1
2
σc 0 (5.33)
To calculate the energy during unloading, the stress equation (5.27) is integrated:
∫
σ()d =
σc
(
− (max−0) exp
(
(max−)φ
max−0
)
φ − 
)
exp(φ)− 1 (5.34)
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Thus, the energy consumed during unloading can be calculated as:
Uunl =
∫ max
0
σ()d =
σc
(
− (max−0)φ − max
)
exp(φ)− 1 −
σc
(
− (max−0) exp(φ)φ − 0
)
exp(φ)− 1 (5.35)
That gives the following equation for the total strain energy :
Utot =
1
2
σc 0 +
σc
(
− (max−0)φ − max
)
exp(φ)− 1 −
σc
(
− (max−0) exp(φ)φ − 0
)
exp(φ)− 1 (5.36)
Combining (5.36) and (5.30) it is possible to solve for max to calculate the strain at
ultimate failure:
max =
σc0 [φ exp(φ) + φ+ 2− 2 exp(φ)] + 2Gcφl∗ [1− exp(φ)]
2σc [1 + φ− exp(φ)] (5.37)
The failure strain max is dependent on the degradation parameter φ as well as the
fracture toughness GC and the stress and strain at damage initiation. As shown in Fig.
5.13, the strain at ultimate failure increases with increasing values of φ.
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Figure 5.13: Damage behaviour for diﬀerent propagation parameters φ resulting in dif-
ferent values for max
5.3.1 Alternative Implementation
The exponential softening law described in the previous section is modelled with one
constant degradation parameter φ to describe the softening behaviour for all damage
modes. Since diﬀerent damage modes show very diﬀerent damage processes, it can be
assumed that the degradation after damage onset will also show diverse characteristics.
Furthermore, assigning a value to φ without physical reasoning is just as arbitrary as
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modelling the softening law with a straight line. Thus, to give the model a better physical
foundation, a diﬀerent implementation of the exponential degradation was considered.
Instead of deﬁning the unloading behaviour by the strains for damage initiation 0, the
strain for complete failure max and the degradation variable φ, as it is described in the
previous section, the softening could also be described in terms of 0 and φ only:
σ() = σc exp [φ (0 − )] (5.38)
With this implementation, the stress will be exponentially reduced from the stress at
damage onset σc. However, it will not be zero at a real strain value but converges
asymptotically to zero:
lim
→∞σ() = 0 (5.39)
Following the modelling approach presented by Maimi et al. [100], a cut-oﬀ strain max
can be computed: Thereby, max can be deﬁned as the strain at which the stress becomes
less than k times the stress at damage initiation:
σ (max) = k σc (5.40)
When choosing k suﬃciently small, the energy dissipation for strains  > max is negligible
and energy dissipation during the material degradation can be expressed as:
Uunl =
∫ max
0
σc exp [φ (0 − i)] d (5.41)
using (5.38) and (5.40), the cut-oﬀ strain max can be deﬁned as:
max =
φ0 − ln(k)
φ
(5.42)
which allows to calculate the energy consumed in the unloading phase:
Uunl =
(1− k)σc
φ
(5.43)
Following the Baºant theory [96], the total strain energy can be related to the fracture
energy of the corresponding damage mode Gc and the characteristic length l∗:
1
2
σc0︸ ︷︷ ︸
Uload
+
(1− k)σc
φ︸ ︷︷ ︸
Uunl
=
Gc
l∗
(5.44)
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Thus, the degradation coeﬃcient φ can be computed for each damage modes indepen-
dently as:
φ =
2(1− k) σc l∗
2Gc − 0 σc l∗ (5.45)
This modelling approach gives the softening law a valid physical foundation and avoids
arbitrary assumptions for the stress-strain behaviour in the unloading phase. Instead of
only pure brittle failure the model allows for modelling other forms of damage propa-
gation. From (5.45), a diﬀerent degradation parameter, and thus a diﬀerent unloading
behaviour, is obtained for every failure mode. Due to time restrictions, this modelling
approach has not been implemented in the damage model. However, it is seen as a better
alternative and is recommended to be implemented in a future version of this model.
5.4 Interactive Damage Propagation
For the prediction of matrix damage onset an interaction between transverse tensile
stresses and shear stresses is widely accepted and has been implemented into various fail-
ure criteria for composite materials [110]. However, in continuous damage modelling most
published models have treated transverse tensile failure and shear failure independently
from each other when modelling damage propagation. In this work it is believed that if
there is a clear indication for an interaction between tension and shear in the damage
initiation process it is very likely that the interaction does not stop with damage onset.
Thus, in the damage propagation prediction of matrix failure an interaction of tensile
and shear load has been incorporated into the damage model presented here. Turon et
al. [141] implemented a similar model for damage propagation where the evolution of the
damage surface was derived from the damage initiation surface shown in Fig. 5.14.
Similar to the matrix failure criteria under transverse tension, a power law based on
the maximum strains for pure tensile and shear loading, respectively, has been assumed:(

max
)2
+
(
γ
γmax
)2
= 1 (5.46)
where the pure mode maximum strains are computed according to the original model's
equation (3.28).
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Figure 5.14: Damage initiation envelope and equi-damage lines in the relative displace-
ment space in the model by Turon et al. [141]
Similar to pure mode damage propagation, for interactive matrix damage modelling
a linear unloading of the structure is assumed between damage initiation and ultimate
failure of the material. Similar to damage propagation in pure damage modes, interactive
damage propagation is described by means of the strain values at initiation (d, γd), the
strains at ﬁnal failure (f , γf ) as well as the current strain state (i, γi). The damage
propagation rules resemble the ones of pure damage modes in the original model (see
equation (3.25)) but are adapted to the two-dimensional strain space. Therefore, a
combined strain comb is deﬁned which follows a line from the origin via the point of
damage initiation to the ﬁnal failure of the material (see Fig. 5.15).
For the two dimensional strain space of the interactive damage propagation the com-
bined strain values are deﬁned as follows:
0,comb =
√
2d + γ
2
d (5.47)
i,comb = 0,comb +
√
(i − d)2 + (γi − γd)2 (5.48)
max,comb = 0,comb +
√
(f − d)2 + (γf − γd)2 (5.49)
where (i, γi) is the current strain state, (d, γd) are the strains at damage initiation
and (f , γf ) are the ultimate failure strains.
The calculation of damage initiation strains (d, γd) and ﬁnal failure strains (f , γf )
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Figure 5.15: Damage propagation path with combined strain values
is based on the current strain state (i, γi) and is re-calculated at every time step to
account for load re-distribution and changes in damage mode ratio. For the deﬁnition
of the strain values at damage initiation and ﬁnal failure two diﬀerent models describing
the post-damage behaviour have been considered:
• propagation radially along a straight line through the origin and the current strain
state
• propagation on a straight line between actual damage initiation point and current
strain
5.4.1 Radial Matrix Damage Propagation
Damage is assumed to propagate along a straight line through the origin of the shear
strain vs. tensile strain graph and the current strain state (i, γi) (see Fig. 5.16). Thus,
the damage propagation trajectory is deﬁned by the following line equation:
γ =
γi
i
 (5.50)
131
Chapter 5. Development of Original Model
γmax
 
γ0
γ
ε ε0 εmax
(εd,γd) 
(εi,γi) 
(εf,γf) 
Figure 5.16: Radial damage propagation through origin
For both, damage initiation and ﬁnal failure elliptical envelopes with the following
equations are assumed:
γe =
√
γ20(1−
2
20
) (5.51)
γE =
√
γ2max(1−
2
2max
) (5.52)
Intersecting these with the damage propagation line leads to the following equations for
predicted initiation strain and failure strain, respectively:
d =
0γ0√
20γi + γ0i
i (5.53)
f =
maxγmax√
2maxγi + γmaxi
i (5.54)
5.4.2 Damage Propagation from actual initiation point
The stress state (d, γd) at which matrix damage is predicted for the ﬁrst time is stored
in state variables. Damage propagation is then assumed to follow a straight line between
this point and the current strain level (i, γi). The only unknowns for the damage state
to be computed are (f , γf ). Damage follows the line with the following equation:
γ =
γi − γd
i − d (− i) + γi (5.55)
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Figure 5.17: Damage propagation through actual damage initiation point
The point at which this line intersects with the ﬁnal failure envelope deﬁnes the failure
strain f . It can be computed by calculating the root of the following second order
polynomial:(−γ2max 2d − γ2max 2i + 2 γ2max i d − 2max γ2i + 2 2max γi γd − 2max γ2d) 2
+ 2 2max
(−γi γd i + γ2i d + γ2d i − γi d γd) 
+ 2max
(
γ2max 
2
d + γ
2
max 
2
i − 2 γ2max i d − γ2d 2i + 2 γi d γd i − γ2i 2d
)
= 0
(5.56)
which can be solved analytically:
f =
max
γ2max 
2
d + γ
2
max 
2
i − 2 γ2max i d + 2max γ2i − 2 2max γi γd + 2max γ2d
·
[
− max γi d γd + max γ2i d + max γ2d i − max γi γd i
± (−γ2max (−γ2max 2d + γ2i 2d − 2 γi d γd i + 2 γ2max i d − 2max γ2d
+ γ2d 
2
i − γ2max 2i + 2 2max γi γd − 2max γ2i ) (d − i)2
)1/2 ]
(5.57)
5.4.3 Conclusion
For the damage propagation of matrix damage an interactive behaviour with quadratic
interaction of tensile loads and shear loads, similar to the initiation criterion for matrix
damage, has been implemented. The ﬁnal failure envelope is deﬁned by an ellipse spanned
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by the failure strain values for pure loading conditions. The combined damage variable
deﬁning the damage state was calculated assuming damage propagation along a straight
line between the origin of the strain space and the current strain value (see section 5.4.1).
This approach was believed to give the most realistic results, especially when considering
unloading and re-loading of the structure along diﬀerent loading paths. The stress-strain
relationship in transverse and shear direction for an element under combined loading is
shown in Fig. 5.18. Damage initiation is predicted using a quadratic interaction criterion.
After damage initiation both, transverse direct stress and shear stress are linearly reduced
until they simultaneously reach zero at the fully failed damage state.
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
LE
12
LE22
Initiation
Failure
Load Path
0.0
0.2
0.4
0.6
0.8
1.0
1.2
0.E+00
5.E+07
1.E+08
2.E+08
2.E+08
3.E+08
0 0.01 0.02 0.03 0.04 0.05 0.06
Da
m
ag
e 
d2
St
re
ss
 S
22
LE22
S22 d2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
0.
E+
00
2.
E+
07
4.
E+
07
6.
E+
07
8.
E+
07
1.
E+
08
0
0.
01
0.
02
0.
03
0.
04
0.
05
0.
06
0.
07
Damage d3
Stress S12
LE
12
S1
2
d3
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compression  Experiments
As discussed in chapter 2.3, the results published in the literature on the eﬀect of initial
in-plane loads on the low velocity impact response are quite inconsistent. While some
authors reported no signiﬁcant eﬀects of pre-existing in-plane loads on the low veloc-
ity impact behaviour of composites [119, 124], others observed an increase of damage
extent due to compressive pre-loads [113, 121, 123] while a reduction of damage in the
presence of initial compressive strains was reported as well [120]. Most studies published
discuss the eﬀect of pre-loads on the overall impact response and the resulting damage.
However, it has not been studied whether the reported eﬀects are based on a change
in damage initiation and/or damage propagation due to applied pre-loads. To obtain a
better understanding of the eﬀect pre-loads have on low velocity impacts several series
of experiments have been carried out. The objective was to identify the inﬂuence of
compressive pre-loads on the resulting impact damage as well as the inﬂuence on damage
initiation and the propagation of diﬀerent damage modes.
The obtained test data is also used to verify the predictions of the damage model by
comparing simulation results with the experimental ﬁndings.
6.1 Test set-up
6.1.1 Drop Tower
Impact experiments were carried out using a drop weight tower. The specimens were
impacted by an impactor with a hemispherical impactor tip dropped from a height spec-
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iﬁed by the desired impact energy. The impactor was guided along rails to assure an
accurate impact in the centre of the specimens. Just before contact it passed a speed
trap to account for friction losses and obtain a precise value for the impact energy of
each test. After the ﬁrst impact, the rebounding impactor was manually stopped to
prevent multiple impacts. The mass of the impactor could be adjusted and was set to
the maximum possible of 2.63 kg. That allowed a maximum impact energy of 45J. The
hemispherical impactor tip had a diameter of 16mm and was attached to a piezoelectric
load cell. Data from the load cell and the speed trap were collected by a data logger
operating at 100kHz. The test set-up is illustrated in Fig. 6.1.
Figure 6.1: Test set-up for impact of pre-loaded plates
The displacement of the impactor was not measured directly but was calculated in a
post-precessing step. Based on Newton's second law the acceleration of the impactor
was calculated from the contact load and the impactor's mass. Since the initial velocity
was known, the impactor speed and displacement could then be calculated for every time
step by numerical integration.
6.1.2 Impact rig
The test specimens were held in place by a specially designed impact rig. The require-
ment for the impact rig was to hold standard impact test specimens (rectangular plates
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of 150mm x 100mm) securely in place during impact and allowing the homogeneous ap-
plication of uni-axial compression strain. The rig, shown in Fig. 6.2, was manufactured
by the aeronautics workshop from steel proﬁles. It was designed to ﬁt into an already
existing compression apparatus consisting of a hydraulic ram bolted into a steel frame.
For the impact tests the whole set-up was positioned under the impactor of the drop
tower in a way that the specimens were impacted precisely at their centre.
Figure 6.2: CAD model of the impact rig designed for low velocity impacts on composite
plate under initial in-plane compression
The impact rig was designed to support the impact specimens around their four edges
within 10 mm deep notches constraining the plates against displacements in thickness
direction. In-plane displacements in longitudinal direction were possible to allow the
application of pre-strains. The height of the notches could be adjusted according to the
plate's actual thickness. The boundary conditions are illustrated in ﬁg 6.3. While the
supports for both long edges and one of the short edges were ﬁxed, the plate to fasten
the second short edge was movable in axial direction allowing the application uni-axial
pre-loading. The pre-load was applied to the coupons via the compression rig by means
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of a hydraulic ram and a hand pump. The amount as well as the uniformity of the pre-
strain in the coupons was observed by two strain gauges applied to the bottom surface
of each specimen. Their location is marked in Fig. 6.3. Finite element analysis was used
to check that no buckling of specimens would occur for a pre-strain of 3000µ. This was
also conﬁrmed by a test plate equipped with ﬁve strain gauges applied to both the top
and bottom surfaces prior to the impact tests.
Figure 6.3: Boundary conditions of plates under initial compression
6.2 Inﬂuence of pre-compression on low velocity impact
damage - 1st Test
Low velocity impact tests on coupons with and without pre-load were carried out to
study the inﬂuence of initial in-plane loads on the impact response. The rectangular
specimens were impacted with energies causing substantial material damage. Prior to
the impact, the specimens could be loaded uni-axially in compression. Diﬀerent com-
binations of pre-load and impact energy were tested. To quantify the damage caused
by the impacts, the delamination area was measured using non-destructive ultrasonic
C- scanning. Compression after impact tests were carried out to establish the eﬀect of
138
Chapter 6. Low velocity impact under initial compression  Experiments
pre-loads on the post-impact structural integrity.
6.2.1 Test matrix
Specimens were impacted with and without uni-axial compressive pre-load. The magni-
tude of pre-load was varied between diﬀerent tests and was chosen to represent realistic
operational loads aircrafts may undergo in service. According to Whittingham at al. [119]
skins of civil aircrafts typically experience operational strains up to 1500 µ during their
service life with peak strains reaching 3000µ. Thus, for the experiments three sets of pre-
strains were tested: a high pre-strain value of 3000 µ, an intermediate pre-compression
of 1500 µ and, for comparison, a set of tests without initial in-plane loads. The three
pre-strain values were combined with three diﬀerent impact energy levels of 15 J, 30 J
and 45 J which assured signiﬁcant material damage without penetrating the panels. For
each combination of impact energy and pre-load ﬁve individual tests were performed. An
overview of the test program is given in the test matrix shown in table 6.1.
Table 6.1: Number of tests carried out for each combination of impact energy and pre-
load
Pre-strain
Impact Energies
15J 30J 45J
0 µ 5 5 5
1500 µ 5 5 5
3000 µ 5 5 5
6.2.2 Coupons
The specimens were manufactured from M21/34%/UD134/T800s, a pre-preg compos-
ite with unidirectional high strength carbon ﬁbres embedded in a toughened epoxy
matrix, in hand lay-up technique. The coupons consisted of 36 plies arranged in a
[±452, 02, 902,−452, 02, 02,+452, 02]s lay-up resulting in a cured thickness of 4.45mm.
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After curing each composite plate was checked for internal voids using ultrasonic C-scan
before being cut into test coupons. The specimens were cut to rectangles with 150mm
length and 100mm width with their edges ﬁnished on a milling machine to assure paral-
lel edges for an accurate application of pre-loads. All test coupons were ﬁtted with two
FLA-5-11 strain gauges on their bottom surface to monitor the applied pre-strain (their
location is shown in Fig. 6.3).
6.2.3 Impacts without pre-loads
Fig. 6.4 shows the impacted surfaces and Fig. 6.5 shows the backside of specimens sub-
jected to diﬀerent combinations of pre-loads and impact energies. On all tested specimens
a circular indentation from the impactor was visible on the impacted surface. Originating
from the contact region, surface cracks of various lengths, oriented perpendicular to the
ﬁbre direction of the top ply, could be observed. In tests without pre-load, increasing the
impact energy from 15J to 30J increased the length of the cracks on the top surface sub-
stantially. When increasing the impact energy further to 45J, a change of visual damage
pattern could be observed; a reduction of cracks on the top surface was accompanied by
extensive back face splitting
In Fig. 6.6, the force-time and force-displacement curves for impacts with 15J, 30J
and 45J without pre-load are shown. It can be seen that the contact force increases with
increasing impact energy. For the peak load a linear increase with the impact velocity
could be observed which correlates with results published in the literature [127]. From
the graphs the approximate damage initiation load could be deduced. For all energy
levels, damage initiation was observed to start at the same load value of about 5900N.
Consistent with published results [6], the impact duration increased with higher impact
energies. The energy dissipated during the impact process was characterized by the area
enclosed by the load-displacement curve. Comparing the energy absorbed during the
impact, it can be seen that the total value as well as the percentage of the impact energy
dissipated during the impact increased with increasing impact energy. The percentage
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15J 30J 45J
0µε
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Figure 6.4: Impacted surfaces of specimens
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Figure 6.5: Back face of impacted specimens
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Figure 6.6: Loading curves of impact tests without pre-loads: 15J (blue), 30J (green),
45J (red)
of absorbed energy was between 55% for the 15J impact and 69% for the 45J impact.
It increased almost linearly with the impact energy (see Fig. 6.15). The increase in
absorbed energy suggests more pronounced damage due to higher impact energies. This
could be conﬁrmed from visual inspection and C-scanning of the samples. Typical C-scan
images of samples with diﬀerent pre-loads and impact energies are displayed in Fig. 6.7.
As shown in Fig. 6.14 the total delamination area increased when the impact energy
was raised. However, unlike mentioned in previously published studies [52, 142] a linear
relation between delamination area and impact energy could not be observed.
6.2.4 Impacts with pre-loads
From studying the literature, the eﬀect of compressive pre-loads on low velocity impact
damage was not clear. Diﬀerent eﬀects with quite diﬀerent results for the damage extent
had been discussed:
• Reduced contact force due to stiﬀness reduction ⇒ Reduction of damage induced
by contact loads
• Increased plate deﬂection due to reduced plate stiﬀness ⇒ Increase of damage due
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Figure 6.7: C-scan images of impacted plates with and without pre-load
to bending stresses
• Additional in-plane stresses ⇒ In-plane compressive damage possible
Which of these eﬀects governs the impact response depends on the magnitude of pre-
load and impact energy. The visible damage on the impact surface, shown in Fig. 6.4,
was signiﬁcantly aﬀected by the presence of initial compression stresses. Cracks on the
impacted surface originating from the impact location were seen to extent farther in the
presence of initial compressive loads. Additional cracks on the top surface developed
under high pre-strains. As shown in Fig. 6.5 impacts with 15 J energy did not cause
considerable back face damage. Only under high pre-compression a splitting of the back
ply could be observed which can be explained with the larger deformations seen under
large pre-strains. Impacts with higher energies caused ﬁbre splitting on the back face
in combination with delaminations of the bottom interfaces. The back face damage
increased substantially under the inﬂuence of pre-strains. A combination of high impact
energy and large pre-strain resulted in compressive failure of the plates (see Fig. 6.8): In
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the top ply, ﬁbre failure and ﬁbre splitting were observed, forming a crack spanning form
one edge to the other. It merged with extensive delaminations and further ﬁbre failure
within the coupons forming a crack-band through the whole thickness.
Figure 6.8: Plate impacted with 45J under 3000µ pre-strain
The inﬂuence of compressive pre-load on the force-time response of impacts with 15J,
30J and 45J, respectively, can be seen in ﬁg. 6.9, ﬁg. 6.10 and ﬁg. 6.11 where exemplary
samples of the impact tests are compared. The results showed a softening of the plates
due to pre-loads resulting in a reduction of contact load (Fig. 6.12) and an increase in
plate deﬂection (see Fig. 6.13) and impact duration. Comparing the impact responses
of tests without pre-load and tests with only moderate pre-load, it can be seen that the
overall impact response was very similar. However, the peak contact force was reduced
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Figure 6.9: Exemplary samples of 15J impact tests with pre-loads
by about 5% and the contact duration was slightly longer when an initial strain of
1500µ was applied. For a combination of large pre-strains and 45J impact energy the
deﬂection was disproportionately increased due to the change of failure mode towards
compressive failure of the specimens. The damage initiation load was approximately the
same as for the unloaded case. In comparison, plates under high pre-strain responded
in a quite diﬀerent manner. Large pre-strains caused a reduction of damage initiation
loads compared to tests without or with only moderate pre-load. The peak load was
signiﬁcantly reduced by between 15% and 25% and the original bell-shaped response was
replaced by a ﬂatter force-time curve indicating additional damage.
In tests with impact energies of 15J and 30J, pre-loads increased the delamination size
in impacted coupons considerably (see Fig. 6.14). The observed delaminated area of
impacts with an energy of 45J did not increase signiﬁcantly when compression stresses
were applied. However, as shown in Fig. 6.7 impacts in this energy range on unloaded
plates did already cause extensive delaminations almost extending over the whole plate.
Thus, there was only limited space for further expansion of delaminations.
The energy absorbed during impact is a value which gives a good estimate of the
amount of damage caused by the impactor. In Fig. 6.15 the energy dissipated during the
impact is shown for diﬀerent combinations of impact energy and pre-strains. It increased
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Figure 6.10: Exemplary samples of 30J impact tests with pre-loads
Figure 6.11: Exemplary samples of 45J impact tests with pre-loads
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Figure 6.12: Peak contact forces
Figure 6.13: Impactor tip displacement
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Figure 6.14: Delamination area (maximum envelope measured by C-Scan)
only slightly when applying a pre-strain of 1500µ. However, initial strains of 3000µ
resulted in a substantial increase in energy absorption. This eﬀect was more distinct for
higher impact energies and suggested more extensive damage induced by high pre-strains.
6.2.5 Compression after impact
To evaluate the inﬂuence of initial in-plane loads on the specimen's post-impact structural
integrity, the compression after impact (CAI) behaviour of specimens with diﬀerent pre-
load conditions and diﬀerent impact energies were compared. The coupons were placed in
a rig designed according to the AITM1-0010 standard [143] for compression after impact
(see Fig. 6.16) and loaded in compression until compression failure occurred. Uniformity
of the loading was monitored during the test by strain gauges applied to the front and
the back surface of the coupons. Load, cross head displacement and longitudinal strains
were recorded.
Coupons failed in compression in an instantaneous event. A crack aﬀecting all plies of
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Figure 6.15: Energy absorbed during impact
Figure 6.16: Fixture to test CAI strength [143]
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the laminate developed over the width of the plate passing through the impact location
(see Fig. 6.17 for an example of a plate after CAI test).
Figure 6.17: Fracture of a coupon after CAI testing
The post impact compression strains of front and back face of coupons with diﬀerent
impact conditions are shown in Fig. 6.18. Plates impacted with none or only moderate
pre-loads initially showed a linear strain response during compression. After a certain
point, the front and back face strains of plates impacted with 30J and 45J started to
diverge. This point marks the start of plate buckling. The experimental results showed
that with increasing impact energy, plate buckling occurred at lower loads. Similarly, an
increase in pre-load during the impact also decreased the buckling load. For high pre-
strains a signiﬁcant diﬀerence between front and back strains could be observed indicating
a non-uniform post-impact compression of the plates.
In Fig. 6.19, the specimens' average compressive strengths after impact are listed.
With increasing impact energy, the CAI strength was reduced. Between tests with the
same pre-strain values, an almost linear reduction of compression strength with increasing
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15J 30J 45J
0µε
1500µε
3000µε
Figure 6.18: Back-to-back strains in CAI tests (red: front surface, blue: back surface)
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Figure 6.19: Compression after impact (CAI) strength
impact energies could be observed. The strength reduction was on a similar level for
tests without pre-load and tests with a pre-strain of 1500 µ. Specimens with high pre-
compression showed a much steeper decline in strength for increasing impact energies.
Between impacts of the same energy, the inﬂuence of pre-loads was very clear. For all
impact energies a signiﬁcant reduction in strength was observed when a pre-load was
applied. This eﬀect was more pronounced for a combination of high impact energy
and high pre-compression and is explained by the more extensive delaminations found in
plates impacted under pre-compression. These delaminations can reduce the compression
strength considerably by facilitating sub-laminate buckling which can trigger complete
compression damage.
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6.3 Inﬂuence of pre-compression on the onset and
propagation of low velocity impact damage
A second series of test was carried out to get a better understanding of how pre-
compression alters the impact response. The aim was to determine how the additional
damage induced by compressive pre-loads originates. The ﬁrst set of experiments showed
that compressive pre-loads can increase the damage caused by low velocity impact sub-
stantially. To get a better understanding whether these eﬀects are based on a change in
damage initiation or by facilitating damage propagation, another set of experiments was
carried out. Plates with diﬀerent pre-loads were tested with low impact energies to deter-
mine the eﬀect of pre-compression on the onset of damage. Test specimens for these tests
were also made of T800s/M21. However, only pre-preg material of a higher grade was
available. The ply-thickness of the used M21/34%/UD268/T800s was twice the thick-
ness of the previously used material. Thus laminates with a [±45, 0, 90,−45, 0, 0,+45, 0]s
lay-up were manufactured resulting in test coupons with the same thickness as the one
used in previous tests. Although the laminates were manufactured in the exact same way
as the ones used in the previous set of impact experiments, they were of lesser quality.
While the tool face of the laminates was even, the laminates' top sides were uneven and
wavy. When comparing the cross-section of laminates used in the previous tests made
from thinner grade material with cross-sections from laminates made of the heavier grade,
the diﬀerence in quality is apparent (see Fig. 6.20).
Tests were carried out in the same impact rig and under the same conditions as in the
ﬁrst set of experiments. The damage onset energy was identiﬁed in an iterative process
of impacting specimens and subsequently evaluating the damage using C-scan ultrasonic
inspection technique. Near the damage energy threshold a total number of 6 impacts
were performed for each pre-load value. The resulting delamination areas are listed in
Fig. 6.21. Additional to impact velocity and contact force, the longitudinal strain of
the plates was recorded to evaluate how much of the strain energy is dissipated in the
damage process.
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M21/34%/UD134/T800s M21/34%/UD268/T800s
Figure 6.20: Comparison of laminate quality with thin grade (left) and heavy grade
(right) pre-preg material
6.3.1 Damage Onset
On optical inspection of the plates after impact, only minimal damage could be observed
by the naked eye. After each impact test the damage state inside the material was
evaluated by measuring the delamination size using ultrasonic C-scan. The resulting
delamination area was used to quantify the damage and to evaluate the inﬂuence of
initial pre-loads. In Fig. 6.21 the delamination area is shown for diﬀerent combinations
of impact energies and pre-strains.
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Figure 6.21: Delamination (left) and maximum contact load (right) for impacts with low
energies under diﬀerent levels of pre-strain
Plates impacted with up to 3.5J only showed a minimal indentation on the top surface
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where the impactor hit the plate. None of the specimens showed any surface cracks. Tests
with 2.5J did not show any delamination damage under ultrasonic inspection. The force-
time curves for these impacts, shown in Fig. 6.22 do not show any damage process such
as ﬂattening of the force-time curves or sudden load drops. The absorbed energy (area
enclosed in the force-displacement curves) is near zero which indicates an almost elastic
impact without dissipating any energy. However, the eﬀect of pre-compression is visible
in a softening of the impact response resulting in a reduction of peak force (see Fig. 6.21
(right)) and increase of both, displacement and impact duration. This eﬀect is notice-
able for tests under high pre-strains. Moderate pre-compression resulted in only minimal
change of impact response. When increasing the kinetic energy of the impactor, delami-
nation damage started to evolve. In plates tested with 3.5J impact energy delaminations
could be observed for the ﬁrst time. Near this energy level the resulting delamination
size was slightly smaller when the plate was under initial compression. Thereby, larger
pre-strains resulted in reduced delamination size.
Figure 6.22: Typical impact response for 2J impacts with 0µ,1500µ and 3000µ pre-
strain
Fig. 6.23 and ﬁg 6.24 show the force-time and the force-displacement curves for impacts
with 3.5J and 4.5J, respectively. With increasing impact energy the softening eﬀect of the
pre-compression is more distinct: a reduction of peak force and an increased displacement
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Figure 6.23: Typical impact response for 3.5J impacts with 0µ,1500µ and 3000µ pre-
strain
Figure 6.24: Typical impact response for 4.5J impacts with 0µ,1500µ and 3000µ pre-
strain
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can be seen for impacts on plates with initial pre-strains. The onset of damage is visible
as load drops with subsequent high-frequent oscillating in the load curves. The onset
of damage can be seen to occur at slightly lower contact loads when pre-compression is
applied.
6.3.2 Damage Propagation
As shown in Fig. 6.25, the eﬀect of reduced delamination due to pre-loading was reversed
when the impact energy was increased. With increasing impact energy a steep increase
of delamination size could be observed in plates with large pre-strains. Plates without or
with only moderate pre-compression exhibited an increase of delamination size as well.
However, the increase was not as steep as in plates under high pre-compression.
Figure 6.25: Delamination for impacts with higher energies under diﬀerent levels of pre-
strain
With increasing impact energy, the damaging eﬀect of compressive pre-loads on the im-
pact strength became more distinct. From the force-time and force-displacement curves
shown in Fig. 6.26 the increase of damage caused by pre-loading of the structure can
be identiﬁed by the stronger ﬂattening of the load curves and the increase in absorbed
kinetic energy (area enclosed by the load-displacement curve). The load at which damage
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started to accumulate was constant between tests with diﬀerent pre-strains.
Above an energy level of about 18.5J plates pre-strained with 3000µ showed a dramatic
change of damage behaviour: impacts triggered fatal compressive failure of the plates
with cracks through the whole thickness from one side to the other as shown in Fig.
6.27. Plates with no or only moderate pre-strain impacted with the same energy showed
superﬁcial cracks around the impact location on the top surface as well as ﬁbre splitting
on the back face plies. However, they kept their structural integrity. In the force-time
and force-displacement curves the change of damage mode is visible as a sudden load
drop at the time the plate failed in compression (see Fig. 6.28). The impact energy at
which compression failure of the specimen could be observed was considerably lower than
in previous experiments. This can be explained by the lesser quality of the laminates
with ﬁbres not accurately oriented in loading direction.
Figure 6.26: 11.5J impacts with 0µ,1500µ and 3000µ pre-strain
In Fig. 6.29 the percentage of the kinetic energy absorbed during the impact is listed
for diﬀerent combination of impact energy and pre-strain. When increasing the impact
energy, the amount of energy absorbed increases. While in low energy impacts the pre-
strain does not aﬀect the energy absorption, tests with higher energies show that pre-
compression increases the percentage of dissipated energy. This correlates well with the
increase of delamination area. Another source of energy for the material's degradation
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Figure 6.27: Specimen pre-strained with 3000µ and impacted with 18.5J
Figure 6.28: 18.5J impacts with 0µ,1500µ and 3000µ pre-strain
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originated from the applied pre-load. The strain measured by the strain gauges was
recorded during the impact and the values before and after the impact were compared.
In Fig. 6.30 the amount of pre-strain energy absorbed during the impact are listed for
tests with 1500µ and 3000µ pre-strains are listed. While there is no signiﬁcant amount
of energy released in impacts with low impact energies, a substantial amount of energy
from the pre-loading is dissipated when the impact energy is increased.
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Figure 6.29: Percentage of impact energy absorbed during impact
6.4 Conclusion
The impact response and the resulting damage of the tested composite plates was seen
to be directly related to the impact energy. Low impact energies mainly caused matrix
cracks and only a limited amount of delamination resulted from the impacts. With higher
impact energies, contact force as well as plate deﬂection increased. This was accompa-
nied by less visible damage on the impacted surface. At the same time more pronounced
back side damage and more extensive delaminations were observed indicating a transi-
tion from contact induced damage for low impact energies to bending induced damage
for higher impact energies. The amount of internal damage, represented by the energy
dissipated during the impact process, increased linearly with the impact energy. Simulta-
neously, the CAI strength of the impacted plates was observed to linearly decrease with
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Figure 6.30: Percentage of pre-load energy absorbed during impact
increasing impact energies. A compressive pre-load was observed to soften the impact
response. Under pre-compression the contact force decreased in comparison to tests with-
out pre-stress while the plate deformation and contact time increased. The augmented
bending caused a relocation of visible damage from the impacted surface towards the
back face of the specimens. With increasing pre-strains, an increase in delamination
damage and absorbed energy could be observed. This eﬀect was more pronounced when
large pre-strains were combined with high impact energies. For a combination of high
impact energy and large pre-strain values, a change of failure pattern could be observed.
Plates tested under these conditions failed due to in-plane compression damage. With
increasing impact energy the delamination area in plates under initial stresses showed
a steeper increase of delamination area than in unloaded plates. The more extensive
delamination damage caused signiﬁcant reduction of CAI strength and plate buckling
at lower strains. This is assumed to be caused by the more pronounced delaminations
reducing the structural integrity of the panels. The eﬀect of pre-loads facilitating impact
damage could be observed only for impact energies above a certain limit. For energies
near the delamination threshold energy the opposite eﬀect was observed with smaller
162
Chapter 6. Low velocity impact under initial compression  Experiments
delaminations in plates with initial compressive strains. The delayed delamination onset
is attributed to a combination of contact load reduction due to softening of the plates and
the superposition of pre-stresses and bending stresses resulting in a lower tensile stress
level. When increasing the impact energy, delaminations in pre-loaded plates were seen
to outgrow the damage in unloaded plates with growth rate signiﬁcantly larger in plates
under pre-strains. From the experimental results it can be concluded that compressive
pre-loads facilitate the growth of delamination damage rather than their initiation.
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7 Translaminar Fracture Toughness for
Fibre Failure
Fracture toughness values are essential material parameters when modelling damage
propagation. To make full use of the weight saving advantages of composite structures,
more damage tolerant designs are introduced which makes the use of reliable modelling
techniques capable of predicting damage propagation essential in the design process. By
replacing time-consuming experiments with simulations, time and costs during the design
process can be substantially reduced. Thus, for the input parameters of models describ-
ing damage propagation in composite materials, reliable test methods to obtain fracture
toughness values are necessary. These test methods should deliver reliable results but
should be simple and quick to carry out so that the time advantage of replacing exper-
iments by numerical methods is not countervailed by time consuming test campaigns
measuring the material input parameters.
7.1 Specimen Designs for translaminar Fracture Toughness
Identiﬁcation
There are various diﬀerent test designs and data reduction techniques to obtain translami-
nar fracture toughness values for composite materials. A comprehensive review discussing
diﬀerent test techniques for measuring the fracture toughness associated with ﬁbre frac-
ture has been published by Laﬀan et al. [144]. Most test designs for the evaluation of
fracture toughnesses in composite materials are originally derived from tests developed
for metals. In the literature several specimen designs have been used for testing the
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fracture toughness for ﬁbre failure in tension and compression. In Fig. 7.1 an overview
of commonly used designs is shown.
All specimen designs shown in Fig. 7.1, are capable of deriving the tensile fracture
toughness, while the four point bending (4PB) and the centre notched specimens as
well as specimens resembling the compact tension (CT) design have been used to also
measure the fracture toughness for compression damage in ﬁbre direction. Additional
to the initiation fracture toughness, the stable crack growth in four point bending and
compact tension as well as the closely related extended compact tension (ECT) designs,
allows the measurement of the propagation values of the fracture toughness [144].
The compact tension design is a widely used test set-up for the identiﬁcation of fracture
toughness of ﬁbre composites [139,145148]. From experimental data obtained with this
test method, fracture toughness values were frequently computed following the stress
intensity factor approach described in the ASTM E399 standard [149]. However, this
method was originally developed for metals and it has been reported that errors can
occur if the anisotropic nature of composites is not accounted for [139,150,151]. Problems
with unintentional failure modes and cracks propagating perpendicular to the intended
direction were observed when testing CT specimens [147, 152, 153]. Specimen designs
similar to CT specimens, such as ECT specimens, have been used for the measurement
of fracture toughness of composites to avoid the problems seen with the CT design [147,
151,152]. The adaptation of ECT to ﬁbre composite materials led to the standardisation
of the test method for translaminar fracture toughness of laminated composites in ASTM
E1922-04 [154]. Due to their stable crack growth, ECT and CT specimens allow for the
measurement of the propagation fracture toughness by observing the crack growth during
the experiment. The optical observation of the crack front, however, was reported as a
source for possible inaccuracies. To solve this, digital image correlation (DIC) has been
used to accurately locate the crack tip [151, 155]. The design of CT specimens was also
used to measure the fracture toughness in compression [139]. However, due to contact
forces across the kink-band, feasible results could only be obtained for the initiation
value.
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Figure 7.1: Specimen designs for testing translaminar fracture toughness: a) compact
tension (CT), b) four point bending (4PB), c) double edge notched (DEN), d)
extended compact tension (ECT), e) centre notched tension(CNT), f) single
edge notched (SEN) [144]
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Another specimen design used for fracture toughness testing of composite materials
in tension and compression is that of CNT specimens. Fracture toughness values were
derived from test data using the stress intensity factor approach developed for isotropic
materials. The usage of data reduction techniques based on isotropic assumptions was
thereby identiﬁed as the reason for certain inaccuracies [144]. Because of unstable crack
growth, this test design only allows for the measurement of the initiation fracture tough-
ness. Similarly, SEN and DEN specimen exhibit instantaneous failure which makes it
impossible to obtain values for the propagation fracture toughness. Both type of speci-
mens were used in conjunction with the stress intensity factor approach to identify the
fracture toughness of laminated composites [146,151]. The scatter in DEN tests has been
reported to be comparatively large compared to 4PB tests [151]. A potential asymmetry
between the two machined notches in respect to crack tip sharpness and location was
named as a possible explanation.
Diﬀerent geometric parameters of the test specimens were studied for a possible in-
ﬂuence on the test results. Scaling of DEN specimens was reported to result in higher
fracture toughness results for larger specimens [156]. Similarly, a study reports a 20%
increase of KIC when in-plane dimensions of CT specimens were doubled [157]. In con-
trast to that is a paper by Laﬀan et al. [150] who could not observe sizing eﬀects in
CT tests . Harris and Morrison [158] tested carbon-epoxy cross-ply laminates with the
number of plies varying between 8 and 120 using CT, CNT and 3PB specimens. They
compared the results obtained with these methods and studied the inﬂuence of laminate
thickness. The laminate thickness did not change the results obtained from CT and 3PB
while CNT tests showed a signiﬁcant inﬂuence of the laminate thickness when the failure
load was utilized to compute the fracture toughness. However, if the maximum load was
replaced by the load at damage onset, results were independent of the number of plies
and were consistent between the diﬀerent test methods. Laﬀan et al. [150] could also ﬁnd
no signiﬁcant inﬂuence of laminate thickness on fracture toughness results obtained with
CT specimens. However, the stacking sequence was reported to inﬂuence the fracture
toughness results: doubling the 0◦ plies in a cross-ply laminate resulted in an increased
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length of pulled out ﬁbres almost doubling the fracture toughness value. The notch
tip radius, another geometric parameter of test specimens, did not have any signiﬁcant
inﬂuence on the results obtained with CT specimens [145].
7.2 Data Reduction Methods for Calculating the
translaminar Fracture Toughness
There are several data reduction methods to obtain the fracture toughness values from
experimental tests. Many methods used in the open literature are originally developed
for isotropic materials. They are still widely used although the feasibility of applying
these methods to composite materials without accounting for their orthotropic behaviour
is challenged in several papers [139,151,159].
7.2.1 Area Method
The area method is a very simple way of calculating the fracture toughness from experi-
mental test results. It relates the energy dissipated during damage propagation directly
to the propagation of the crack a. For a load-displacement curve shown in Fig. 7.2 and
a crack growth of ∆a the fracture toughness of the laminate with thickness t can be
expressed as [159]:
GlamIC =
1
2t∆a
(P1d2 − P2d1) (7.1)
with critical loads Pi and their corresponding displacements di.
7.2.2 Stress Intensity Method
A widely used method to derive the fracture toughness from experiments is based on
the stress intensity factor KIC . From the stress intensity factor KIC the critical strain
energy release rate GIC of a laminate with the elastic moduli E1 and E2 in longitudinal
and transverse direction, can be obtained as follows [160]:
GlamIC =
K2IC√
2E1E2
√√
E1
E2
+
E1
2G12
− ν12 (7.2)
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Figure 7.2: Load-displacement behaviour, dissipated energy is deﬁned by the shaded area
[159]
where ν12 is the laminate's in-plane Poisson's ration and G12 its shear modulus.
The calculation of the stress intensity factor KIC is speciﬁc to the specimen design.
For CT and ECT specimens the calculation is deﬁned in the ASTM E399 standard [149]
as:
KIC =
PC
t
√
w
f(a/w) (7.3)
where PC is the load at crack propagation, a is the crack length and w is the width
deﬁned in Fig. 7.1(a). The geometric function f(a/w) is a correction factor accounting
for the ﬁnite dimensions of the specimen. In many studies f(a/w) is calculated according
to ﬁndings made for isotropic materials [146,151] as follows:
f(a/w) =
2 + a/w
(1− a/w)1.5
[
0.886 + 4.64
( a
w
)
− 13.32
( a
w
)2
+ 14.72
( a
w
)3 − 5.6( a
w
)4]
(7.4)
The use of this correction factor, however, is reported to cause signiﬁcantly wrong results
when used with composites [139,159].
KIC for CNT specimens is deﬁned as [157,161]:
KIC = σc
√
pia f(a/w) (7.5)
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where σc is the far ﬁeld stress at damage initiation and the correction factor f(a/w) is
deﬁned as [162]:
f(a/w) = 1.77 + 0.227
(
2a
w
)
− 0.51
(
2a
w
)2
+ 2.7
(
2a
w
)3
(7.6)
For SEN and DEN specimens, KIC is computed as [151]:
KIC = σc
√
a f(a/w) (7.7)
with the far ﬁeld stress σc. The correcion factor f(a/w) for SEN can be obtained from
[162]:
f(a/w) = 1.99 + 0.41
( a
w
)
+ 18.7
( a
w
)2 − 38.48( a
w
)3
+ 53.85
( a
w
)4
(7.8)
The correction factor for DEN specimens is given by [151]:
f(a/w) = 1.98 + 0.36
(
2a
w
)
− 2.12
(
2a
w
)2
+ 3.42
(
2a
w
)3
(7.9)
Stress intensity factor KIC for 4PB specimens is calculated according to [151]:
KIC =
6cPC
√
pia
2wt2
f(a/w) (7.10)
with the load at damage propagation PC and the specimen's geometric parameters given
in Fig. 7.1(b). The corresponding geometrical function f(a/w) is computed as [151]:
f(a/w) = 1.12− 1.39
( a
w
)
+ 7.32
( a
w
)2 − 13.1( a
w
)3
+ 14.0
( a
w
)4
(7.11)
7.2.3 Compliance Method
The compliance C is deﬁned as the displacement u per unit load P :
C =
u
P
(7.12)
For a cracked specimen, the compliance is a geometry constant which depends on the
specimen's dimensions and the crack length. It increases when the crack length a in-
creases. In Fig. 7.3 the load-displacement curve of a linear elastic specimen under load
controlled and displacement controlled loading is illustrated. An increase of the crack
170
Chapter 7. Translaminar Fracture Toughness for Fibre Failure
length of δa results in a load drop from P1 to P2 for displacement controlled loading.
When tested under load controlled condition, a growth in crack length results in an
increase of displacement from u1 to u2. The energy dissipated to form the new crack
surface is the area between the loading curve and the unloading curve shaded blue in Fig.
7.3. For the case of constant displacement, the energy diﬀerence δU can be expressed
P1
P2
P
uu1
a+δa
a
P1
P
uu2
a+δa
a
u1
Figure 7.3: Load-displacement behaviour for cracked specimen under constant displace-
ment (left) and constant load (right) condition
as [163]:
δU =
1
2
(P1 − P2)u1 = 1
2
u1δP (7.13)
For constant load conditions, the dissipated energy is deﬁned as [163]:
δU =
1
2
P1 (u1 − u2) = 1
2
P1δu (7.14)
For the same crack growth the dissipated energies have to be the same for both loading
conditions [163]:
1
2
u1δP =
1
2
P1δu (7.15)
The energy dissipated during crack growth can then, for both cases, be expressed using
the compliance [163]:
δU =
1
2
CPδP (7.16)
The strain energy release rate with respect to the crack length a is deﬁned as [163]:
G =
δU
δa
(7.17)
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Using equations 7.14 and 7.16 the energy release rate can be computed using the change
of compliance with respect of crack length [163]:
G =
1
2 t
P 2
δC
δa
(7.18)
Using equation 7.18, the fracture toughness can be evaluated by determining the com-
pliance of specimens with diﬀerent crack lengths and approximate δCδa from this data.
For specimens with continuous crack growth the crack length can be measured during
the test at diﬀerent times optically or with the help of digital image correlation equip-
ment. From the load-displacement points (Pi, di) at damage propagation (see Fig. 7.2),
the compliance for diﬀerent crack lengths can be obtained from the experimental data.
Equations to approximate the compliance as a function of crack lengths have been deﬁned
using polynomials [151]:
C = c3 a
3 + c2 a
2 + c1 a+ c0 (7.19)
as well as exponential functions [150]
C = (α a+ β)ξ (7.20)
The coeﬃcients ci as well as α β and ξ in eq.(7.19) and (7.20) are found by curve ﬁtting
techniques based on the experimental data points for compliance vs. crack length. The
derivative of the approximation function is then used in equation 7.18 to calculate the
fracture toughness. If tests were carried out with a specimen design not exhibiting stable
crack growth, the compliance method for evaluating the fracture toughness can be used
by testing several specimens with machined cracks of diﬀerent length. The compliance
results originating from these tests are then used to calibrate the approximation function.
This compliance calibration method can also be used with ﬁnite element modelling where
the compliance originates from FE models with diﬀerent crack lengths [150].
7.2.3.1 Change of Strain Energy
According to equation (7.17), the fracture toughness is deﬁned as:
GIC =
δU
δa
(7.21)
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Using a ﬁnite element model of the test outline to calculate the strain energy for diﬀerent
crack lengths, the fracture toughness can then be calculated in a similar way as with the
compliance method for ﬁnite element models.
7.2.4 J-Integral
The concept of the J-integral is another way of calculating the strain energy release
rate. It was developed by Cherepanov [164] and Rice [165] who could prove that in case
of small-scale yielding the energetic counter integral around a crack equals the strain
energy release rate [166]. Thereby, the J-integral is deﬁned as the counter integral along
the curve Γ over the strain energy density W around the crack tip:
J =
∫
Γ
W∂y − (n ◦ σ) δu
∂x
∂s (7.22)
with the stress tensor σ, the deformation vector u, the normal vector n (see Fig. 7.4)
and the the strain energy density W deﬁned as:
W =
∫ 
0
σij∂ij (7.23)
Figure 7.4: Crack tip coordinate system and contour Γ of the J-integral [166]
The J-integral can be evaluated based on the specimen geometry and material infor-
mation using ﬁnite element solvers. Pinho et al. [139], proposed to compute a normalised
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J-integral for diﬀerent crack lengths modelling the specimen with one ply of unity thick-
ness with the elastic properties of the laminate and loading it with a unit load. The
results can then be used to deﬁne the normalised strain energy release rate f(a):
f(a) = J ·
(
1mm
1N
)2
(7.24)
which can be approximated with suitable polynomial or exponential functions using the
results from the normalised J-integrals.
Following equation (7.2) and (7.4), the fracture toughness can then be calculated from
the the strain energy release rate f(a) as [139]:
GIC =
(
PC
t
)2
f(a) (7.25)
where PC is the load at damage propagation obtained from experiments and t is the
thickness of the corresponding specimen.
7.3 Translaminar Fracture Toughness Experiments  Tension
The measurement of the tensile fracture toughness in ﬁbre failure mode, was carried
out on double edge notched (DEN) specimens. They consist of a simple design, are
quick to manufacture and are tested in a simple, straightforward experimental set-up:
DEN specimens are placed in the grips of a testing machine and loaded in tension until
failure. Failure occurs instantaneously between the notch tips without previous crack
propagation. This makes the experiment simple to carry out as only the load and,
depending on the data reduction method, the displacement needs to be recorded. Because
failure occurs in an instant manner, DEN tests can only determine the initiation fracture
toughness while the propagation value cannot be measured with this specimen design.
However, for the presented damage model only one value is necessary.
7.3.1 Specimen Design
The tested DEN specimens were manufactured in hand lay-up technique from T800s/M21
carbon-epoxy pre-preg material. Two cross-ply lay-ups were tested:
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1. [[90, 0]4 , 90]S lay-up resulting in an average laminate thickness of 2.25mm
2. [[90, 0]3 , 90]S lay-up resulting in an average laminate thickness of 1.74mm
Each plate was inspected for voids using ultrasonic C-scans before end taps were applied
and specimens were cut by means of a wet saw. DEN specimens consist of a simple
rectangular coupon with one notch at each of its longitudinal edges along the specimen's
centre line. A schematic sketch of a DEN specimen is shown in Fig. 7.5. The specimens
25
100
r
a
10°
25
25
Figure 7.5: Dimensions of the DEN Specimens
tested here had a length of 150mm, a width of 25mm and were reinforced at their ends
with square end taps of 25mm lateral length. Several tests on diﬀerent specimen designs
were carried out by Antonio Tricarico [153] as part of his ﬁnal year project at the Imperial
College aeronautics department in 2009. He tested diﬀerent material systems and various
ways of introducing the notches into the specimens. He cut the notches using a wire saw
and then manually sharpened the notch tip with a scalpel and a razor blade obtaining
notch tip radii of 250µm, 100µm and 25µm. The process of notch tip sharpening was
quite labour intensive and due to a high amount of manual labour the result varied
substantially. Cutting the notch tips by hand resulted in a non-uniform sharpening
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of the crack over the plies of the laminate causing substantial scatter. To avoid this
problem in the experiments carried out for this work, all tests discussed here were carried
out with notches machined by a diamond disc saw with a v-shaped edge producing v-
shaped notches with a constant radius between diﬀerent specimens. The notch tips were
inspected with optical microscopy (see Fig. 7.6) and a notch tip radius of 25µm was
measured.
100 μm
Figure 7.6: Microscopic image of the machined notch tip
Between diﬀerent tests the notch length was altered; specimens with a=1.5mm, a=3.0mm,
a=5.5mm, a=6.0mm and a=7.5mm were tested with four specimens for each conﬁgura-
tion.
7.3.2 Testing
The testing of DEN specimens were carried out using an Instron 4505 testing machine
with a 100kN load cell. Tests were performed under displacement control in tension at
a loading rate of 1mm/min. The specimens were hold by Instron grips at their end taps
and were carefully aligned with the testing axis.
In a ﬁrst test series, DEN specimens with the [[90, 0]4 , 90]S lay-up were tested. Cross
head displacement and load history were recorded directly from the testing machine using
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a data logger. A comparison of load-displacement curves of specimens with diﬀerent notch
lengths are shown in Fig. 7.8. After a non-linear response in the beginning of the test,
linear elastic force-displacement behaviour was observed until the specimens failed with
the instantaneous development of a crack between the two notch tips (see Fig. 7.7 for
an image of specimens before and after the test).
Figure 7.7: DEN specimens before (left) and after (right) testing
As expected, the failure load decreased with increasing notch length. However, the
tensile stiﬀness (the slope in the force-displacement curves) was not consistently lower in
specimens with longer notches. Specimens with the same notch length also showed a large
variation in compliance, much larger than the variation of failure load. This behaviour
is believed to be caused by slip between grips and specimens which prevented the mea-
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Figure 7.8: Load-displacement results of ﬁrst DEN test series for specimens with notch
lengths between a=1.5mm and a=7.5mm
surement of feasible displacement results. This problem is also shown by displacement
values much higher than a realistic failure strain would allow. Thus, only the results for
failure loads could be used to calculate the fracture toughness as the displacement could
not be trusted.
In a second series of DEN tests, specimens with the [[90, 0]4 , 90]S lay-up and the
thinner [[90, 0]3 , 90]S lay-up were tested. The specimens were manufactured and tested
in the same way as before, but to avoid problems with the displacement measurements
caused by slip between specimen and machine grips this time the strain of each specimen
was recorded with a contactless optical strain measurement system. The Imetrum Video
Gauge system used for strain measurement consisted of a camera and a data logger to
feed in the load of the testing machine. Each specimen was marked with two white
circles 70 mm apart from each other along the longitudinal centre line. To obtain high
contrast target markers for the strain measurement each white circle was marked with
a small black dot in its centre. In Fig. 7.9 a DEN specimen prepared for optical strain
measurement is shown.
The use of an optical system to measure the specimen deformation allowed accurate
results without the inﬂuence of possible slippage between specimen and grips. Further,
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70mm
Figure 7.9: DEN specimen with markers for optical strain measurement
the machine compliance, incorporated in displacement data obtained from cross head
displacement, did not inﬂuence the measurement as the data was obtained directly from
the specimens. The load data was recorded and joined with the optical data by a USB-
data recorder. This device produced slightly noisy results which is why the load curves
obtained with this system are oscillating.
The resulting load-displacement graphs (see Fig. 7.10 for the [[90, 0]4 , 90]S lay-up and
Fig. 7.11 for the [[90, 0]3 , 90]S lay-up) showed consistent results with a reduction of both,
failure loads and the tensile stiﬀness when increasing the notch length. The non-linear
behaviour in the beginning of the previous experiments could not be observed when
detecting the strain with the optical measurement system; the inﬂuence of slipping seen
before could be eliminated. In specimens with large notch lengths, a slightly non-linear
behaviour shortly before failure could be observed. This is likely to be caused by an
interaction of the stress ﬁelds near the two notch tips.
For the failure load comparison the data from the ﬁrst and second test series could
be utilised. In Fig. 7.12 a comparison for the failure loads of the 18-ply and the 14-ply
laminate is shown.
For the calculation of the compliance of the specimens only test results from the second
test series could be used. The results for both lay-up types are shown in Fig. 7.13. With
increasing notch length, the compliance of specimens with either of the lay-ups increased
with generally larger values for specimens with the thinner laminate.
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Figure 7.10: load-displacement graphs for DEN tests on specimens with [[90, 0]4 , 90]S
lay-up and notch lengths between a=1.5mm and a=7.5mm
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Figure 7.11: load-displacement graphs for DEN tests on specimens with [[90, 0]3 , 90]S
lay-up and notch lengths between a=1.5mm and a=7.5mm
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Figure 7.12: Failure load of DEN specimens with [[90, 0]4 , 90]S lay-up (blue) and
[[90, 0]3 , 90]S lay-up (red)
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Figure 7.13: Compliance of DEN specimens with [[90, 0]4 , 90]S lay-up (blue) and
[[90, 0]3 , 90]S lay-up (red)
181
Chapter 7. Translaminar Fracture Toughness for Fibre Failure
7.3.3 Data Reduction
Diﬀerent data reduction techniques have been used to evaluate the fracture toughness
from the DEN test results.
7.3.3.1 Stress Intensity Factor
For the Stress intensity factor approach, discussed in chapter 7.2.2, only the specimens'
dimensions as well as the measured failure loads were necessary for calculating the frac-
ture toughness of the material. For double edge notched specimens the stress intensity
factor KIC and the ﬁnite dimension correction factor f(a/w) were calculated using equa-
tions (7.7) and (7.9), respectively.
From the value of the stress intensity factor and the elastic properties of the laminate
(obtained using the LAP laminate analysis program), the critical strain energy release
rate GlamIC of the laminate could be obtained using equation (7.2). The material's fracture
toughness associated with ﬁbre fracture can then be obtained from the value following
an approach based on the rule of mixture [139,145].
G0IC = G
lam
IC
t
t0
−G90IC
t90
t0
(7.26)
where G90IC is the fracture toughness associated with failure of the 90
◦ plies and t0 and
t90 are the combined thicknesses of all 0◦ and 90◦ plies, respectively. According to [167],
the fracture toughness for translaminar transverse matrix failure can be approximated
with the value for interlaminar toughness between two 0◦ plies. But since the critical
energy release rate value for translaminar tensile matrix failure is much smaller than the
one for ﬁbre fracture, the inﬂuence of G90IC in equation (7.26) can be neglected without
any signiﬁcant loss of accuracy [150]. Thus, to calculate the fracture toughness for ﬁbre
failure, equation (7.26) can be simpliﬁed to
G0IC = G
lam
IC
t
t0
(7.27)
Using equation (7.2) and (7.27), the fracture toughness values for the DEN tests of test
series one and two were calculated. In Fig. 7.14, the results for specimens with diﬀerent
notch lengths and lay-ups are listed.
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Figure 7.14: Fracture toughness values of DEN specimens with [[90, 0]4 , 90]S lay-up
(blue) and [[90, 0]3 , 90]S lay-up (red)obtained using the stress intensity fac-
tor approach
Comparing the results from specimens with diﬀerent lay-ups, no signiﬁcant diﬀerence
in fracture toughness could be observed; all observed diﬀerences were within the scatter.
Regarding notch length, a consistent result could be observed. Only specimens with
a notch of 1.5mm were slightly smaller than the values obtained from specimens with
longer notches. A moderate average scatter of 6.5% for the 18-ply laminate and 4.5% for
the 14-ply laminate could be observed.
7.3.3.2 Compliance Method
From the test data of the second DEN test series, the fracture toughness was computed
using the compliance calibration method. As discussed in paragraph 7.2.3, the fracture
toughness can be computed based on the change of compliance C with variation of the
crack length a:
G =
P 2C
2 t
δC
δa
(7.28)
where PC is the load at damage propagation and t is the laminate thickness.
DEN specimens with notches of diﬀerent lengths had been tested and a reliable mea-
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surement of the displacement could be made using optical strain measurement. From the
resulting load-displacement curves the tensile stiﬀness and hence the compliance of each
specimen could be derived. These values were then used to calibrate the parameters α,
β and ξ of the compliance approximation function:
C = (α a+ β)ξ (7.29)
The resulting compliance approximations for the [[90, 0]4 , 90]S lay-up and [[90, 0]3 , 90]S
lay-up are shown in Fig. 7.15 together with the corresponding test results.
0
0.000005
0.00001
0.000015
0.00002
0.000025
0.00003
0 1 2 3 4 5 6 7
0
0.00001
0.00002
0.00003
0.00004
0.00005
0.00006
0.00007
0 1 2 3 4 5 6 7 8
Co
m
pl
ia
nc
e 
[m
m
/N
]
Notch length [mm]
18 plies test data
18 plies approximation
14 plies test data
14 plies approximation
Figure 7.15: Test results for the compliance of specimens with 18 and 14 plies and their
approximations based on eq. (7.29)
With the correct values for α, β and ξ, the laminate fracture toughness could then be
calculated combining equation (7.28) and (7.29):
G =
P 2C
2 t
α ξ (α a+ β)ξ−1 (7.30)
Assuming that the inﬂuence of the critical strain energy release rate of the 90◦ plies
can be neglected, an average fracture toughness of 179kJ/m2 could be obtained for the
fracture toughness associated with ﬁbre failure. The individual results for the specimens
with 18 plies and 14 plies and diﬀerent crack lengths are shown in Fig. 7.16.
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Figure 7.16: Fracture toughness values of DEN specimens with [[90, 0]4 , 90]S lay-up
(blue) and [[90, 0]3 , 90]S lay-up (red)obtained using the compliance method
7.3.3.3 J-integral
For the calculation of the J-integral, the DEN specimen was modelled in ABAQUS/Standard
using 4-noded shell elements (S4R). Because of the specimen's symmetry, a quarter model
with symmetry boundary conditions was used in the simulation (see Fig. 7.17).
X
Y
Z
q
Figure 7.17: FE mesh of the quarter DEN specimen
The elastic properties of the laminates were calculated with a laminate analysis soft-
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ware and assigned to a single ply with a thickness of 1mm. A shell edge load of 0.08N/mm
was applied resulting in a cumulative load of 1N. The J-integral was evaluated on 20 in-
tegration contours on models with crack length varying between 1.5mm and 7.5mm.
The normalised energy release rate from equation (7.24) was approximated with a
cubic function of the form:
f(a) = c3a
3 + c2a
2 + c1a+ c0 (7.31)
With the simulation results suitable values for ci could be obtained by parameter ﬁtting
operations. The fracture toughness could then be calculated:
GIC =
(
PC
t
)2
f(a) (7.32)
using the failure loads from the experiments and the thickness of the corresponding spec-
imens. The results obtained by this reduction method are shown On average, a fracture
toughness value of 132.6kJ/m2 could be obtained from this method. The detailed results
for laminates of 14 and 18 plies and diﬀerent crack lengths are shown in Fig. 7.18.
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Figure 7.18: Fracture toughness values of DEN specimens with [[90, 0]4 , 90]S lay-up
(blue) and [[90, 0]3 , 90]S lay-up (red)obtained using J-integrals
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7.4 Translaminar Fracture Toughness Experiments 
Compression
In the literature, only compact compression (CC) and centre notch specimens are re-
ported to be used for testing the translaminar fracture toughness in compression. Anto-
nio Tricarico [153] used CC specimens to measure the compressive fracture toughness of
T800s/M21 in the experimental work he carried out for his ﬁnal year project. He reported
problems using the CC specimen design. Instead of propagating the crack, compressive
loads resulted in splitting the specimens near the holes used for load application. Only
by using a milling machine to remove several layers of the laminate along the centre line
of the specimen, a crack propagation under compressive loading could be triggered. To
avoid such problems and to investigate a new test method, a diﬀerent design was studied
for this work.
7.4.1 Specimen Design
When developing a new test method for measuring the compressive fracture toughness,
the focus was to develop a test set-up similar to the DEN tests where damage is clearly
marked by a sudden failure of the specimen. To prevent buckling of the specimen prior
to compression failure, a sandwich design consisting of two composite face sheets with
a foam core was chosen. For the crack initiation, a notch was cut in the centre of one
edge of the front-facing laminate. For a schematic outline of the single edge notched
compression (SENC) specimen see Fig. 7.19.
Specimens for the following tests were manufactured from T800s/M21 pre-preg ma-
terial for the face sheets and Rohacell51WF for the foam core. The composite plates
were inspected for voids using ultrasonic C-scan before the coupons for the top and the
back face were cut by means of a wet saw. To obtain a good bond between face sheets
and foam core, the surfaces facing the core were grid blasted. Before the sandwich was
assembled a notch was cut into one edge of the specimen's front face. The tool used to
cut the notch was the same as to cut the notches for the DEN specimens discussed in
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Figure 7.19: SENC specimen conﬁguration
chapter 7.3.1 leading to the same notch tip radius of 25µm. After the laminate plates
were thoroughly degreased, sheets of FMA 300-2 adhesive ﬁlm were placed between face
sheets and foam core. All components were carefully aligned before placing the assembly
in a hot press for an hour to cure the adhesive. The ﬁnished sandwich specimen had an
overall length l = 165mm, a width w = 65mm, a foam core thickness tc = 25mm and
a core length lc = 100mm (compare Fig. 7.19). The front ends of the sandwich were
straightened on a milling machine to obtain parallel edges. For testing, the sandwich's
top and bottom were placed in aluminium blocks with two grooves allowing to accom-
modate the prolonging composite sheets. The sandwich was ﬁxed within the aluminium
blocks by ﬁlling the space between composite sheets and aluminium block with liquid
Wood's metal, an alloy based on bismuth, lead, tin and cadmium with a melting point
of approximately 70◦C. To provide for parallel surfaces, the blocks were ﬁnalized on
a milling machine before the testing could start. The sandwich panel, casted into the
aluminium blocks and placed in the testing machine, is shown in Fig. 7.20.
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Figure 7.20: SENC specimen casted into aluminium blocks
7.4.2 Testing
The tests were carried out using an Instron 4505 testing machine with a 100 kN load cell
at a cross head displacement speed of 0.5mm/min. For the test, the specimens, casted
into aluminium blocks, were placed in the testing machine centrally under the load cell.
No other grips or ﬁttings were used; the load was applied directly to the aluminium
blocks. Load and cross head displacement were recorded.
Three diﬀerent specimen designs were tested in the test campaign. Due to shortage of
the original material T800s/M21/UD134, for a ﬁrst test a heavier grade of T800s/M21
was used to check the feasibility of the test lay-out. The sandwich face sheets were made
of T800s/M21/UD268 which ply thickness is twice the one of T800s/M21/UD134. The
composite panels were manufactured of 8 plies in a [90, 0]2s lay-up resulting in a face
sheet thickness of 1.99mm. The dimensions according to Fig. 7.19 were:
• face sheet length l=165mm
• sandwich width w=65mm
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• core length lc=100mm
• notch length a=7mm
Due to a fault with the data logging system, the load-displacement data obtained from
this test was lost. Thus, the results of this feasibility test could only be evaluated qual-
itatively. Failure of the specimen occurred in an instant event without the observation
of any damage propagation prior to complete failure of the specimen. The sandwich
panel failed due to compressive failure of the notched composite sheet. A straight crack
propagated from the notch tip to the opposite edge of the front laminate resulting in
a sudden load drop. When inspecting the cross section of the notched skin, the crack
was not straight through all plies but angled in regards to the thickness direction (see
Fig. 7.21) which is typical for shear driven compression failure. The layers with ﬁbres
in loading direction failed in planes only slightly angled from the thickness direction.
The 90◦ layers, in contrast, failed in large angles with respect to the thickness direction
typical for transverse compression failure [98].
Figure 7.21: Crack in thickness direction of the SENC specimen
No other damage could be observed on the front or back face sheets or the foam core.
The adhesive between the face sheets and the foam core was fully intact. Despite not
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having the load-displacement data of this test, the qualitative results promised a feasible
specimen design.
Since the failure mode observed in the ﬁrst test phase was as desired for the determi-
nation of the fracture toughness, for the second test phase sandwich panels of the same
dimensions were manufactured with the lighter version of T800s/M21 for the composite
skins. The [90, 0]4s lay-up resulted in a face sheet thickness of 1.98mm. Load and cross
head displacement were recorded with a data logging system. The load-displacement
curves of the SENC test are shown in Fig. 7.22. After a short non-linear response in the
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Figure 7.22: Load-displacement graphs of SENC specimens, 2nd design
beginning of the test linear force displacement behaviour could be observed with a very
similar compressive stiﬀness of the sandwich panels once the linear response was reached.
The non-linearity in the beginning of the test and the quite diﬀerent displacements until
a linear loading of the specimen could be observed is attributed to settling of the speci-
mens within their blocks and deforming the soft Wood's metal ﬁlling the space between
laminate and aluminium blocks. Unlike in the ﬁrst feasibility test, specimens failed due
to buckling of the sandwich rather than compressive failure of the notched front face
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at loads between 44kN and 50kN. The catastrophic failure of the sandwich resulted in
fracture of the foam core and de-bonding from skins as shown in Fig. 7.23.
Figure 7.23: Compression failure of the foam core, 2nd design
A global buckling of the sandwich panel as observed in the experiments for design 2 can
be approximated by Euler's equation for buckling of columns under compression. The
critical buckling load for a homogeneous column according to Euler can be calculated as
Fc =
EIpi2
(KL)2
(7.33)
where E is the elastic modulus, I is the area moment of inertia, L is the free length of the
column and K is a parameter which depends on the boundary conditions. For a sandwich
panel, an equivalent ﬂexural rigidity EIeq can be deﬁned to account for the material mix
of sandwich core and face sheets. EIeq is deﬁned by the area moments of inertia and the
corresponding elastic modulus of the constituents. For a sandwich panel with t << w
the equivalent ﬂexural rigidity can be approximated as [168]:
EIeq ≈ wt
3
c
12
Ec + 2Es
[(
tc
2
)2
wt+
wt3
12
]
(7.34)
where Ec and Es are the elastic moduli in longitudinal direction of the core and the skins,
respectively. Thus, to prevent a global buckling of the sandwich prior to compression
failure of the notched face sheet, several parameters could be changed:
• Increasing the core thickness tc
• decreasing the free length L
• increasing the skin thickness t
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Considering that the core thickness is predeﬁned by the available core material, the
easiest way of changing the design was to change the face sheet thickness or the free
length. Increasing the thickness of the skins would increase the buckling load, but would
also increase the load necessary to cause compressive failure of the notched skin. Thus,
the free length L was seen as a simple way of increasing the critical buckling load.
Thus, the specimen design was adjusted by reducing the core length lc by 20mm
resulting in a specimen with a total length l of 145mm; all other dimensions were kept
the same as in the tests before. In the following tests, specimens with skins made of the
following lay-ups were tested with notches of 6mm and 7.5mm:
• [[90, 0]2 , 90]S lay-up resulting in a laminate thickness of 1.23mm
• [[90, 0]3 , 90]S lay-up resulting in a laminate thickness of 1.73mm
• [[90, 0]4 , 90]S lay-up resulting in a laminate thickness of 2.22mm
Because of the problems obtaining meaningful displacement values from the cross head
displacement read from the testing machine, the Imetrum Video Gauge optical strain
measurement system was used for the optical measurement of displacements. As targets
for the motion tracking, white spots with a central black dot were applied to the front
face of the specimens like it was done for DEN testing. In four out of six tests, three
longitudinal strains were measured across the width of the specimen to monitor the
uniformity of the applied load. In Fig. 7.24 the prepared specimen is shown with the
motion tracking markers and the three corresponding longitudinal strains measured on
the left (L), in the centre (C) and on the right (R) of the specimen.
In Fig. 7.25 the longitudinal strains (L) , (C) and (R) of three diﬀerent specimens
are shown over the entire loading path until failure.
When comparing the three diﬀerent longitudinal strains across the specimen width,
most specimens showed an uneven strain distribution across the width. Since in diﬀerent
specimens diﬀerent sides exhibit larger deformations it is concluded that this behaviour
is caused by uneven loading rather than an eﬀect of the notch. Specimen A, a sandwich
with the thinnest laminate and a notch length of 6mm failed in buckling rather than by
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Figure 7.24: SENC specimen with markers for optical strain measurement and three lon-
gitudinal strains measured during testing
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Figure 7.25: Longitudinal strains L , C and R of specimen A,B,D,and F
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compression failure of the front face. The non-uniform loading of the specimen combined
with the small face sheet thickness is believed to have caused this failure mode.
From the load vs. cross head displacement plots (shown in Fig. 7.26), a linear load
displacement behaviour could be seen for most tests. However, some specimens showed
indications of damage processes such as load drops and sudden ﬂattening of the loading
curve prior to complete failure of the specimen.
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Figure 7.26: Force-displacement graphs for SENC specimens with 3 diﬀerent lay-ups and
two diﬀerent notch lengths each
As expected, the failure loads increased with increasing laminate thickness (see Fig.
7.27). The length of the notch had varying inﬂuence on the failure load. In specimens
with face sheets made of [[90, 0]2 , 90]S laminates, no diﬀerence in peak load could be
observed between the specimen with a 6 mm notch and the one with a 7.5 mm notch.
However, the specimen with 6 mm notch failed in buckling rather than compression failure
of the notched laminate and the result cannot be taken into account for calculation of the
fracture toughness. While an increase in notch length resulted in a decrease in failure
load for the specimens with 14 ply skins, the opposite was the observed in specimens
with the [[90, 0]4 , 90]S laminate.
The force-displacement graphs suggest that those specimens exhibiting the higher fail-
ure load suﬀered from damage prior to complete compression failure. That might have
caused a load re-distribution resulting in a higher failure load.
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Figure 7.27: Failure Load of SENC specimen with diﬀerent lay-ups and notch lengths
Under closer inspection of the cracks, it could be veriﬁed that they originated, as
intended, from the notch tip. However, cracks did not propagate in a straight line but
exhibited direction changes of 90◦ resulting in short cracks parallel to the ﬁbre direction
(see Fig. 7.28).
Figure 7.28: Crack propagation in SENC specimens with [[90, 0]3 , 90]S lay up (left) and
[[90, 0]4 , 90]S lay-up (right)
In the thickness direction, angled, step-like cracks could be observed. As shown in Fig.
7.29, near the centre cracks were seen to propagate within a 90◦ ply before continuing in
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thickness direction. In several specimens a multitude of ﬁbre cracks within the same ply
could be seen sometimes accompanied by extensive ﬁbre splitting. This behaviour was
not limited to a certain lay-up or notch length but was observed in diﬀerent combinations.
It is believed that small misalignments during the manufacturing process of the specimens
caused a non-uniform loading and thus a large scatter with diﬀerent failure modes.
Figure 7.29: Crack propagation in thickness directions of SENC specimens with diﬀerent
lay-ups and notch lengths
7.4.3 Data Reduction
Since the test design for the SENC specimens was completely new, there exists no stan-
dardised data reduction technique. To obtain fracture toughness values, a ﬁnite element
model of the specimen was used. The model was assembled from one notched composite
plates representing the front skin, another composite plate representing the back skin and
a central core. Tie constraints were used to connect the foam core with the composite
face sheets. The composite plates were both discretised using 8-noded S8R shell ele-
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ments. The foam core was represented by 8-noded C3D8R linear brick elements [1] with
the isotropic material properties of Rohacell 51WF found in the literature (E = 22MPa,
ν = 0 [169]). Due to it's symmetry the specimen could be represented by a half-model
with symmetry boundary conditions along the centreline. An image of the ﬁnite element
model is shown in Fig. 7.30.
Symmetry Plane
Notch
Figure 7.30: Finite element half-model of the SENC specimen with symmetry plane at
the front right
Simulations with ten diﬀerent crack lengths were carried out to obtain the change of
compliance C as a function of crack length a. The compliance was obtained by applying
a unity displacement to the edges of the composite face sheets and recording the result-
ing loads in longitudinal direction. The compliance was then approximated using the
following equation:
C = c3a
3 + c2a
2 + c1a+ c0 (7.35)
The coeﬃcients ci of (7.35) were obtained from parameter ﬁtting operations using the
data from the ﬁnite element simulations. Using equation (7.18) and Neglecting the
inﬂuence of the 90◦ plies, the laminate's fracture energy in compression was calculated.
The individual results for sandwiches with diﬀerent face sheet thicknesses and notch
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lengths are presented in Fig. 7.31. On average, a compression fracture toughness in ﬁbre
direction of 49.03 kJ/m2 was obtained. The result had a scatter of 9.4%.
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Figure 7.31: Compression fracture toughness values of SENC specimens with face sheets
made of 10, 14 and 18 plies
7.5 Conclusion
The DEN specimen used to obtain the translaminar fracture toughness associated with
ﬁbre tensile allowed for a simple test set-up with specimens which were simple to man-
ufacture without the excessive need for material. The results from these tests do not
allow to obtain values for the propagation value of the fracture toughness but only give
the value for the initiation.
The results for GIC calculated with diﬀerent data reduction methods are listed in ﬁg.
7.32. When compared to published values [170], they are generally in good correlation
to the published initiation value. Only the value obtained using the compliance method
generated a signiﬁcantly higher value. One reason might be the way how the notches
were cut. Because of the v-shape of the tool used to cut the notches, an increase of
notch length resulted in a wider notch. This might have increased the softening eﬀect
the notches had resulting in a disproportionally increase of the compliance and thus a
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Figure 7.32: Comparison of DEN fracture toughness results with diﬀerent data reduction
methods and published value obtained from CT tests [170]
higher value for the fracture toughness.
After testing, the DEN specimens were inspected to check for additional damage in-
side the laminates. The specimens were examined using X-ray inspection to visualize
possible matrix cracks near the line of fracture. In ﬁg. 7.33 exemplary X-ray images of
DEN specimens with 6mm and 7.5mm notch lengths are shown. It can be seen that ex-
tensive cracks originated from the fracture plane and propagated parallel to the loading
direction into the laminate. This damage behaviour was observed in specimens of all
conﬁgurations. The energies obtained from the DEN tests did not only represent tensile
failure between the notches but also additional damage resulting in longitudinal cracks
originating at the fracture plane. Thus, the fracture toughness values for pure tensile
failure are expected to be lower than the values obtained from DEN testing. Simulations
of the DEN specimen suggests that including some 45◦ plies in the lay-up can eliminate
matrix damage parallel to the ﬁbres.
SENC specimens were quite labour-intensive to manufacture and the sandwich design
necessitated a quite large amount of material for the tests. The manual assembly of
the specimens was quite complex and gave room for inaccuracies due to superimposed
misalignments. The test results showed that these small imprecisions could cause signif-
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Figure 7.33: X-ray images of DEN specimens with 6 mm (top) and 7.5 mm (bottom)
notch length after tensile test
icant problems during the tests. Due to the arbitrary behaviour of the tested specimens,
the results of these tests cannot be fully trusted and a diﬀerent test method for the
measurement of compression fracture toughness is recommended.
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8 Modelling of Low Velocity Impact
Tests
The damage model developed for this work was used to simulate the low velocity impact
experiments with and without pre-load as described in chapter 6. Simulations were
carried out using ABAQUS/Explicit with shell elements used to represent the T800s/M21
composite plate.
8.1 Finite Element Model
The ﬁnite element model consisted of a spherical impactor and a composite plate with
suitable boundary conditions. As in the experiment, the impactor's mass was kept con-
stant at 2.6kg while diﬀerent impact energies were simulated by altering the impact ve-
locity. Interaction between impactor and plate was modelled using the ABAQUS general
contact algorithm between the outer surfaces of all instances of the model. To compare
the simulation results with the experimental ﬁndings, the impactor displacement and the
contact load between impactor and plate were recorded. Furthermore, various damage
variables were logged to understand which damage process occurred at diﬀerent points
in the time during the impact event.
8.1.1 Impactor
In the experiment, a hemispherical steel indentor with a diameter of 16mm was used to
impact the composite plates. For the simulation the hardness of the steel impactor was
assumed to be signiﬁcantly higher than the plate's hardness. Thus, the impactor was
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modelled as a discrete rigid shell with a concentrated mass representing the mass of the
entire drop weight tied to its reference point.
8.1.2 Boundary Conditions
For the modelling of the boundary conditions, several approaches were tested. Firstly,
displacement boundary conditions were applied restraining movements in thickness di-
rection within an area of the plate enclosed between the notches of the impact frame (see
Fig. 8.1).
Figure 8.1: Impact model with displacement boundary conditions applied to a rectangu-
lar frame along the edges of the top and bottom surfaces (shaded in red)
However, simulations showed that the mounting used in the experiments was not mod-
elled correctly. The loading curves resulting from this modelling technique (shown in Fig.
8.2) were substantially stiﬀer in the early stage of the impact before material damage
than in the experimental results. In the experiment, the plate was not clamped in the
notches, but a small clearance between plate and steel frame was present to allow for the
application of pre-strains. Thus, clamping the area of the plate enclosed in the notches
does not give a feasible representation of the experiment.
To represent the boundary conditions of the experiment exactly, the impact frame
which held the specimens in place during the experiments was modelled and included
in the simulation. The frame was represented by analytical rigid shells with boundary
203
Chapter 8. Modelling of Low Velocity Impact Tests
0
2
4
6
8
10
12
0 0.0002 0.0004
Fo
rc
e 
[k
N
]
Time [s]
0
2
4
6
8
10
12
-2.7 -1.7 -0.7
Fo
rc
e 
[k
N
]
Displacement [mm]
0
Figure 8.2: First 0.5ms of a 30J impact: comparison of experiments (black) and simula-
tion with boundary conditions modelled as shown in Fig. 8.1 (red)
conditions applied to their reference points restraining displacements and rotations in all
directions. A clearance of 0.1mm between upper frame and plate was introduced. The
detailed simulation of boundary condition is shown in Fig. 8.3. With this modelling
technique, simulation results are in good correlation with the experiments as shown in
Fig. 8.4.
Z
Y X
2
12615
10
Figure 8.3: Boundary Conditions with detailed simulation of impact frame
8.1.3 Composite Plate  Layered Shell Approach
The proposed damage model has been implemented for both, S4R conventional shell
elements and SC8R continuous shell elements. Simulations with both element types
have been carried out and the model worked with both of them. For the following
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Figure 8.4: First 0.5ms of a 30J impact: comparison of experiments (black) and simula-
tion with boundary conditions modelled as shown in Fig. 8.3 (red)
impact simulations, composite plates were represented by continuous shell elements. For
impact simulations where the load is in thickness direction, this element type captures the
through-thickness response more accurately and allows for better contact modelling [171].
The material parameters used for the modelling of the composite plate are listed in
Tables 8.1, 8.2 and 8.3. The properties are based on experimental tests from diﬀerent
literature sources [4, 172, 173]. For values not available, empirical data recommended
by research staﬀ from the aeronautics department at Imperial College was used. The
exponential damage propagation was modelled with a degradation parameter φ = 3 for
all damage modes. This is an arbitrary value, however, the use is not more arbitrary
than using linear softening laws.
With a layered shell approach all layers of a laminate are represented by one shell ele-
ment in thickness direction. Thus, one element represents multiple layers. Because of the
small number of elements necessary to discretise a structure, this modelling technique
is computationally very eﬃcient. However, delamination failure modes, which are an
important mode in impact events, cannot be modelled with shell elements only. Despite
the fact that some researchers argue that delamination damage can be approximated
by the extent of intralaminar matrix damage [10], it is expected that a model without
205
Chapter 8. Modelling of Low Velocity Impact Tests
the possibility to form delaminations will dissipate less energy during the impact and
might dissipate energy consumed by delaminations in the experiment by generating dif-
ferent kind of in-plane damage in the simulation. This could change the impact response
signiﬁcantly.
Elastic Properties
Exx 166 GPa Young's Modulus in ﬁbre direction
Eyy 8.1 GPa Young's Modulus in transverse direction
νxy 0.33 Poisson ration
Gxy 5.1 GPa Initial Shear Modulus
Gultxy 0.2 GPa Ultimate Shear Modulus
Table 8.1: In-plane elastic properties used for modelling the composite plate
Strengths
XT 2.9 GPa Tensile strength in ﬁbre direction
YT 0.058 GPa Tensile strength in transverse direction
SC 0.064 GPa Shear strength
XC 1.66 GPa Compression strength in ﬁbre direction
YC 0.25 GPa Compression strength in transverse direction
Table 8.2: In-plane strengths used for modelling the composite plate
8.1.4 Composite Plate  Stacked Shell Approach
To predict delamination due to impact damage, a stacked shell approach can be pursued.
With this modelling technique the composite plate is discretised using shell elements,
representing sub-laminates consisting of several plies, which are connected by cohesive
contact deﬁnitions or cohesive elements. The use of a cohesive damage zone model allows
predicting the onset and the propagation of delamination damage in the interfaces where
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Fracture Toughnesses
G1Ct 152 kJ/m2 Fracture energy under tension in ﬁbre direction
G2Ct 0.4 kJ/m2 Fracture energy under tension in transverse direction
G1Cc 106 kJ/m2 Fracture energy under compression in ﬁbre direction
G2Cc 0.4 kJ/m2 Fracture energy under compression in transverse direction
Table 8.3: In-plane fracture toughnesses used for modelling the composite plate
cohesive elements are introduced. For the damage prediction, cohesive surface tractions τ
and interface displacements δ are related to the fracture energy necessary to produce the
opening of the interface. Although cohesive contact is supposed to be computationally
more eﬃcient, the opposite was reported by Heimbs [115] who modelled delamination
due to impact in ABAQUS/Explicit using cohesive contact and cohesive elements. He
found models with cohesive contact deﬁnitions to be computationally signiﬁcantly more
expensive. Thus, in the simulations presented here COH3D8 cohesive elements [1] were
used. To include cohesive zones, the plates were modelled as 3D solid instances parti-
tioned along the thickness direction resulting in plates consisting of several stacked layers.
Layers of SC8R continuous shell elements representing the sub-laminates were connected
with sections of cohesive elements. Elements of diﬀerent types were combined within one
part with adjacent elements sharing nodes. No tie constraints between shell elements
and cohesive elements were necessary.
Damage initiation in the cohesive layer was predicted using a quadratic nominal stress
criterion for the traction stresses τi [1]:(
tn
τ0n
)2
+
(
τs
τ0s
)2
+
(
τt
τ0t
)2
(8.1)
Damage propagation in cohesive elements was modelled with a linear unloading of the
elements after damage onset resulting in a bi-linear relation of traction τ and separation
δ as shown in Fig. 8.5. The unloading behaviour is governed by fracture energy GC and
the point of damage initiation δ0m. To account for interaction between diﬀerent failure
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modes, the following quadratic power law was used [1]:(
Gn
GCn
)2
+
(
Gs
GCs
)2
+
(
Gt
GCt
)2
= 1 (8.2)
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Figure 8.5: Bi-linear behaviour of cohesive zone
The material properties to model the cohesive layer in T800s/M21 were provided by
DLR-Stuttgart for the MAAXIMUS project partners [174].
The number of cohesive layers was varied between diﬀerent simulations. A small num-
ber of cohesive elements is computationally more eﬃcient. However, impact experiments
result in multiple delaminations in several interfaces. In a model with only few cohesive
layers, the model's prediction would be less accurate and delamination damage would be
concentrated in these few cohesive layers. A larger number of cohesive layers allows a
more realistic distribution of delaminations, but also increases the computational time
signiﬁcantly and can diminish the cost advantage of 2D elements compared with three
dimensional modelling. Furthermore, the introduction of several cohesive layers can sig-
niﬁcantly reduce the ﬂexural stiﬀness due to transverse shear deformations in the contact
interface [113,114].
208
Chapter 8. Modelling of Low Velocity Impact Tests
Elastic Properties of the Cohesive Layer
Exx 204GPa Young's Modulus
Gxy 74GPa Shear Modulus
Strength of Cohesive Layer
X 99MPa Tension strength
S 95MPa Shear strength
Fracture Energies of the Cohesive Layer
GI 0.408kJ/m
2 Fracture energy in Mode I
GII 0.651kJ/m
2 Fracture energy in Mode II
Table 8.4: Material parameters used for modelling the cohesive layer [174]
8.2 Simulations of Impacts on composite plates without
pre-load
The experiments on unloaded carbon ﬁbre epoxy plates, as described in chapter 6.2.3,
have been simulated in ABAQUS/Explicit using the presented damage model. The
composite plate was discretised using a layered shell approach without cohesive layers
and with a stacked shell approach with diﬀerent number of cohesive interfaces.
8.2.1 Layered Shell Approach
The simulations were carried out on composite plates represented by one layer of con-
tinuum shell elements. In Fig. 8.6, Fig. 8.7 and Fig. 8.8 the simulation results (red) for
15J, 30J and 45J, respectively, are compared to the corresponding experimental results
(black). From the load-time and load-displacement graphs, it can be seen that the sim-
ulations give a good correlation with the experiments in the early stage of the impact.
This suggests a good modelling of the boundary condition and correct elastic properties
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of the plate. However, the damage resulting from the impact is not captured accurately.
The onset of matrix damage (green circle) and ﬁbre failure (blue circle) is marked in the
load-time graphs. The onset of ﬁrst failure was marked by tensile matrix damage for
all energy levels. The point of this ﬁrst damage onset coincides well with the damage
initiation load observed in the experiments, marked by a change of slope in the loading
curves. However, the layered shell modelling approach did not capture the material soft-
ening due to damage properly. Although a noticeable change in the slope of the loading
results from damage initiation, the post damage behaviour in the simulation is substan-
tially stiﬀer than in the experiments. The dissipated energy, deﬁned by the area enclosed
by the load-displacement curve, is only a fraction of the amount dissipated in the exper-
iments (see Fig. 8.9 for a comparison of energy dissipation). This can be explained by
the development of delaminations in the experiments which could not be modelled with
this modelling technique. Simulations of the 30J and the 45J impact predicted both, ma-
trix and ﬁbre failure while the 15J simulation showed only matrix damage. Both failure
modes were mainly found near the bottom face indicating the damage to be governed by
bending stresses. Some localized matrix damage was predicted near the impact location
at the top surface.
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Figure 8.6: Comparison of simulation (red) and experimental results (black) of 15J no
pre-load impact without cohesive layers (green circle: matrix damage onset)
Images of the predicted matrix damage are shown in Fig. 8.10. Despite the fact that in
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Figure 8.7: Comparison of simulation (red) and experimental results (black) of 30J im-
pact no pre-load without cohesive layers (green circle: matrix damage onset,
blue circle: ﬁbre failure onset)
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Figure 8.8: Comparison of simulation (red) and experimental results (black) of 45J im-
pact no pre-load without cohesive layers (green circle: matrix damage onset,
blue circle: ﬁbre failure onset)
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Figure 8.9: Comparison of predicted energy absorption (red) modelled without cohesive
layers and average dissipated energy in the experiments (blue)
the literature matrix damage was named as a valid approximation for delamination dam-
age in simulations without the ability to model delaminations [10], the area of predicted
matrix damage was signiﬁcantly smaller than the delaminations detected by C-scans (see
Fig. 8.11).
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Figure 8.10: matrix damage prediction in simulations without cohesive layers
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Figure 8.11: C-scan images of impacted plates without pre-load
8.2.2 Stacked Shell Approach
As shown in the previous paragraph, impact simulations using models without the abil-
ity to dissipate energy in delamination damage are very limited in their accuracy for
predicting a feasible impact response as they miss a crucial damage mode of low veloc-
ity impacts. The stacked shell approach includes layers of cohesive elements in between
continuous shell elements representing the sub-laminates. This allows to model both,
interlaminar as well as intralaminar damage.
In the following simulations each cohesive layer had a thickness of 0.01mm. With
increasing numbers of cohesive layers, the number of sub-laminates, each represented
by one continuous shell element in thickness direction, increased. An overview of the
sub-laminates resulting from the inclusion of cohesive layers is given in tab. 8.5.
# cohesive Sub-Laminates
1 [−45, 45, 0, 90,−45, 02, 45, 0][0, 45, 02,−45, 90, 0,−45, 45]
3 [−45, 45, 0][90,−45, 02, 45, 0][0, 45, 02,−45, 90][0,−45, 45]
5 [−45, 45, 0][90,−45, 0][0, 45, 0][0, 45, 0][0,−45, 90][0,−45, 45]
8 [45,−45][0][90,−45][02, 45][02][45, 02][−45, 90][0][−45, 45]
12 [45,−45][0][90][−45][02][45][02][45][02][−45][90][0][−45, 45]
Table 8.5: Lay-up of models with diﬀerent number of cohesive layers
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In a ﬁrst set of simulations, the impacts with 15J, 30J and 45J were simulated with
a plate consisting of two sub-laminates connected by a central cohesive layer of 0.01mm
thickness. The force-time and force-displacement response is shown in Fig. 8.12, Fig.
8.13 and Fig. 8.14.
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Figure 8.12: Simulation of 15J impacts with one cohesive layer
[ ]
0
2
4
6
8
10
12
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004
Fo
rc
e 
[k
N
]
Time [s]
0
2
4
6
8
10
12
-6 -5 -4 -3 -2 -1 0
Fo
rc
e 
[k
N
]
Displacement [mm]
Figure 8.13: Simulation of 30J impacts with one cohesive layer
With the inclusion of one central cohesive layer the overall impact response for all
energy levels showed a much better correlation with the experimental data, indicating
the importance of delamination damage in low velocity impacts. The elastic response of
the plate was not altered by the inclusion of cohesive elements and the modelling of the
boundary conditions seems correct. Like in the previous simulations without cohesive
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Figure 8.14: Simulation of 45J impacts with one cohesive layer
elements, all simulations exhibited matrix damage while ﬁbre failure was only predicted
for 30J and 45J impacts. Damage initiation was marked by a simultaneous occurrence of
matrix tensile failure and delamination onset. For all energy levels the damage initiation
loads matched the experimental values well. However, the predicted impact response
was softer than the experimental results for all energy levels causing an over-estimated
contact time and a too strong stiﬀness reduction damage initiation. The energy dissipated
during the impact is substantially increased compared to simulations without cohesive
layers but is still signiﬁcantly lower than in the experiments (see Fig. 8.15).
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Figure 8.15: Comparison of predicted energy absorption (red) modelled with one cohesive
layer and average dissipated energy in the experiments (blue)
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At the same time the delamination extent predicted in the simulation was substantially
larger (see Fig. 8.16) than the delamination envelope measured in tested specimens. The
delamination damage prediction for the 30J and 45J impact is mainly limited by the
boundary conditions. While in the experiments energy could be dissipated in delamina-
tions located in several interfaces throughout the thickness, in the simulation only one
interface was available where delamination damage could occur. On the one hand, this
increased the size of the delamination in this interface. On the other hand it limited the
amount of energy to be dissipated in delamination damage.
15J 30J 45J
100
150
100 100
Figure 8.16: Predicted delamination damage with one central cohesive layer
Adding two additional cohesive layers, one near the top and one near the bottom
surface, was intended to allow for a better spread of delaminations over the thickness of
the laminate. The impact response of the simulations on plates with 3 cohesive layers is
shown in Fig. 8.17, Fig. 8.18 and Fig. 8.19.
Adding additional cohesive layers resulted in a post-damage behaviour correlating with
the experimental data more accurately than with only one layer of cohesive elements. The
stiﬀness of the plate is not reduced as much as before and the slope of the loading curve
after damage onset matches well with the experiments. Matrix damage initiation and
delamination onset emerge simultaneously with delamination starting in the central in-
terface while matrix damage is observed in the bottom most layer at ﬁrst. The maximum
envelope of delaminations in all interfaces of the 15J impact is shown in Fig. 8.20 on the
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Figure 8.17: Simulation of 15J impacts with three cohesive layers
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Figure 8.18: Simulation of 30J impacts with three cohesive layers
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Figure 8.19: Simulation of 45J impacts with three cohesive layers
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left with the delamination predictions of the individual interfaces on the right. Compared
to the previous simulation with a single layer of cohesive elements, the energy dissipated
in delamination damage is dispersed over the interfaces resulting in a smaller envelope
of all delaminations. The major area of delamination was, however, the interface in the
centre of the plate. For higher energy impacts, the major delamination was also found
in the central interface with signiﬁcantly smaller delaminations in the top and the bot-
tom interfaces (see Fig. 8.21 for the delaminations of the 45J impact). The sizes of the
delamination envelopes of the 30J and 45J impacts was not substantially reduced.
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Figure 8.20: Predicted delamination in plates with 3 cohesive layers impacted with 15J,
left: max envelope, right: individual delaminations
In models with three cohesive layers, the amount of energy dissipated during the impact
increased signiﬁcantly compared to simulations with only one cohesive interface. As
shown in Fig. 8.22, for low energy impacts the predicted energy absorption gives a good
estimate of the experimental value. For higher impact energies, the energy dissipation is
substantially under-predicted.
Including ﬁve cohesive layers in the model of the composite plate resulted in a good
correlation between simulation results and experimental impact response as can be seen
in Fig. 8.23, Fig. 8.24 and Fig. 8.25. Matrix damage onset matched with the damage
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Figure 8.21: Predicted delamination in plates with 3 cohesive layers impacted with 45J,
left: max envelope, right: individual delaminations
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Figure 8.22: Comparison of predicted energy absorption (red) modelled with three cohe-
sive layers and average dissipated energy in the experiments (blue)
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initiation loads read from the experimental load curves. Delamination onset coincided
with matrix damage initiation in all simulations and 30J and 45J impact simulations
predicted minor ﬁbre failure.
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Figure 8.23: Simulation of 15J impacts with ﬁve cohesive layers
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Figure 8.24: Simulation of 30J impacts with ﬁve cohesive layers
The additional layers of cohesive elements allowed for more energy dissipation. How-
ever, the increase was smaller than before when adding additional cohesive interfaces.
For the low energy impact case, dissipated energy stayed almost constant compared to
models with three cohesive layers and showed a very good prediction. Increasing impact
energies resulted in an increase of dissipated energy. However, the higher the impact
energies, the larger was the discrepancy between predicted energy absorption and exper-
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Figure 8.25: Simulation of 45J impacts with ﬁve cohesive layers
imental value suggesting additional failure processes under high impact energies which
could not be captured by the shell element model. A comparison of predicted energy
dissipation and experimental values is shown in Fig. 8.26.
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Figure 8.26: Comparison of predicted energy absorption (red) modelled with ﬁve cohesive
layers and average dissipated energy in the experiments (blue)
Due to the additional cohesive layers, the delamination envelopes were reduced in
comparison to previous simulations resulting in a realistic estimate for the low energy
impact (see Fig. 8.27). Higher impact energies resulted in delamination predictions
signiﬁcantly larger than the delaminations resulting from the experiments.
Increasing the number of cohesive interfaces to eight revealed a problem also reported
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Figure 8.27: Predicted maximum envelope of all delaminations in simulations with ﬁve
cohesive layers
in the literature [115]: with increasing number of interfaces a reduction of ﬂexural stiﬀ-
ness of the plate could be observed resulting in an oﬀset between the experiments and
the simulation in the early stage of the impact (see Fig. 8.28, Fig. 8.29 and Fig. 8.30).
Despite the oﬀset in the early stage of the contact, the force-time and force-displacement
response in the later stage of the impact loading correlated well with the experiments.
The additional layers of cohesive elements allowed for more energy dissipation during the
impact resulting in a realistic amount of energy dissipated in the simulations. Matrix
damage onset was predicted at a very low load in the early stage of the contact. This
damage was a small, very localized matrix failure near the impact location. The ma-
jor matrix damage and delaminations originating from the plate's bending deformation
initiated at a similar load as in other simulations.
The delamination envelope of the 15J impact is very similar in size and shape to
the delaminations detected in the experimentally tested plates. Predicted maximum
envelopes of delaminations in impacts with higher energies were smaller due to a better
dispersion of delaminations through the thickness but were still considerably larger than
in the experiments. The major delaminations for all energy levels were found near the
centre of the laminate.
When assuming that no delaminations occur between layers with the same ﬁbre orien-
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Figure 8.28: Simulation of 15J impacts with eight cohesive layers
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Figure 8.29: Simulation of 30J impacts with eight cohesive layers
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Figure 8.30: Simulation of 45J impacts with eight cohesive layers
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Figure 8.31: Predicted maximum envelope of all delaminations in simulations with eight
cohesive layers
tation, including twelve cohesive layers into the model meant that almost all interfaces
in which delaminations were possible had the ability to develop delamination damage.
In the load-time and load-displacement curves of the simulations an increased oﬀset be-
tween simulation and experiment in the elastic part of the contact could be observed
(see Fig. 8.32, Fig. 8.33 and Fig. 8.34). The problem of cohesive layers changing the
ﬂexural stiﬀness of the plate was already noticed with 8 cohesive layers but increased
considerable when introducing additional cohesive layers.
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Figure 8.32: Simulation of 15J impacts with twelve cohesive layers
The delamination envelope for the 15J impact did not change considerably by introduc-
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Figure 8.33: Simulation of 30J impacts with twelve cohesive layers
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Figure 8.34: Simulation of 45J impacts with twelve cohesive layers
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ing additional cohesive layers. However, the predicted delaminations for higher impact
energies were reduced to a size comparable with the delamination extent in the experi-
ments (see Fig. 8.35). While there were hardly any delaminations in the interfaces near
the top or bottom of the laminate, interfaces near the centre accounted for the bulk of
delamination damage.
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Figure 8.35: Predicted maximum envelope of all delaminations in simulations with twelve
cohesive layers
The dissipated energy in models with eight and twelve cohesive layers increased only
slightly compared to models with only ﬁve interfaces. This increase was only observed for
impacts with 30J and 45J. The energy absorption for the low energy case was constant.
8.2.3 Conclusion
The simulation of low velocity impact damage using the presented 2D damage model
resulted in good predictions of the impact response of plates without in-plane pre-
compression. To obtain accurate results, it was essential to allow delamination dam-
age in the composite plate. In simulations using the layered shell approach, which does
not allow modelling delamination damage, damage onset predictions correlated well with
damage initiation loads seen in the experiments. However, the softening of the plate due
to material damage was not simulated correctly. Since the reduction of ﬂexural stiﬀness
due to delamination damage cannot be reproduced by intralaminar damage on its own,
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an over-stiﬀ impact response with signiﬁcantly over-predicted contact loads resulted.
Without the ability to create delaminations, the energy dissipated in the damage process
was only a fraction of the one observed in experimental tests; showing the important role
delaminations play in low velocity impact damage. The inclusion of cohesive elements
enabled the prediction of delamination damage and even a single layer in the centre of
the plate resulted in a signiﬁcantly more realistic impact response than with the layered
shell modelling approach. The number of cohesive layers included in the model of the
composite plate did not change the contact loads signiﬁcantly but had a strong inﬂu-
ence on the delamination size and the energy dissipated in the damage process. Results
suggest that too few numbers of cohesive layers cause an unrealistic concentration of
delamination damage in these layers resulting in signiﬁcantly larger delaminations than
realistic. At the same time, the limited number of possible delamination interfaces also
limited the amount of energy being dissipated. The increase of cohesive interfaces re-
sulted in a better dispersion of delaminations through the thickness with a more realistic
maximum delamination envelope. However, a very large number of cohesive interfaces
reduced the plates bending stiﬀness causing a substantially diﬀerent impact response
in the beginning of the contact. The best compromise between enough cohesive zones
to dissipate a realistic amount of energy and not too many cohesive interfaces to not
change the plate's bending stiﬀness signiﬁcantly was found using ﬁve cohesive interfaces.
These models resulted in an impact response which reproduced a good prediction for the
loading curve and the energy consumed during the impact.
Damage initiation was predicted at loads also seen as the damage initiation loads in the
experiments. Although matrix and delamination damage is not linked directly within the
model, both damage modes occur simultaneously. This resembles the behaviour reported
in several experimental studies well.
The impact response predictions are in very good correlations with the experimental
results for impacts with 15J and 30J. The prediction for higher impact energies, especially
regarding delamination size, is less accurate. With increasing energies, the predicted en-
ergy dissipated in the simulation was increasingly underestimated while the delamination
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envelopes in the simulations were larger than seen from experiments. It is believed, that,
due to their high contact loads, higher impact energies cause additional failure modes not
entirely captured by the proposed damage model. Due to its two dimensional approach,
damage induced by through the thickness loads, as expected near the contact location
of the impactor, cannot be predicted.
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8.3 Simulations of Impacts on pre-loaded composite plates
The low velocity impact experiment on plates under initial compression, as discussed in
chapter 6.2.4, were simulated using the 2D damage model. The pre-load was, just like
in the experiments, applied to the plate by applying longitudinal displacements to the
impact rig's support of the short edges of the plate.
The plate, the impactor and the impact rig were modelled in the exact same way as for
the simulations of impacts on plates without pre-loads. The boundary conditions were
modelled in a very similar manner as before with the plate being held by the rigid shells
representing the impact rig. The longitudinal rails of the impact frame were constraint
against displacements and rotations in any direction for the entire simulation. In the
experiments, compressive pre-loads were applied to the plate by applying a longitudinal
displacement to one of the short ends of the impact rig (as described in section 6.1.2).
The resulting longitudinal strains were measured with strain gauges applied to the surface
of the plates. Following the modelling approach described by Pickett et al. [89], the pre-
strain was introduced into the simulation model by applying displacement boundary
conditions to the plate prior to the impact. In this simulation, the pre-load displacement
was applied to the the rigid rails representing the impact rig. The experimental pre-load
was determined by the nominal strains measured by the strain gauges applied to the
composite plates. From these values, the displacements applied in the simulation were
calculated by the simple strain relation:
∆l =  l0 (8.3)
where ∆l is the displacement and l0 the nominal length of the coupons. For plates
(nominal length 150mm) with a pre-strain of 1500µ a longitudinal displacement of
0.225mm and for plates with a pre-strain of 3000µ a displacement of 0.45mm was
obtained. In the simulation, the pre-load was applied to both ends of the plate by
displacements towards each other (see ﬁg. 8.36). Therefore, the guides on both sides
were moved by 0.1125mm and 0.225mm, respectively, in a smooth step function over a
time period of 2ms. All other degrees of freedom were restricted and once the desired
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pre-strain was achieved, the displacement in longitudinal direction was kept constant
over the duration of the impact.
Figure 8.36: Applying pre-strain to the composite plate prior to impact
To eliminate oscillations in the plate caused by the pre-loading, a viscous pressure
was applied to the plate after the pre-loading step. Following the work of Prior [175] a
pressure load of 0.1MPa was applied to the top surface of the plate. Using a smooth
step the pressure was applied and reduced again over a time span of 10ms. As shown
in ﬁg. 8.37, the oscillation resulting from applying the pre-load completely faded away
during the application of the viscous pressure load.
8.3.1 Simulation of impact on plates with a pre-strain of 1500µ
Prior to the impact, plates were pre-loaded in compression to a strain value of 1500µ
in the manner described in the previous section. After all oscillations had faded away,
the plate was impacted with impact energy levels of 15J, 30J and 45J. Simulations were
carried out on models with diﬀerent number of cohesive interfaces. In the following,
only selected examples of the simulation results are presented. Results of all simulations
carried out can be found in the appendix. Similar to the results of the impact simulations
on unloaded plates, simulation results on models without cohesive elements, and thus
without the ability to dissipate energy in delamination, did not deliver feasible results.
As shown in ﬁg. 8.38 for the 30J impact, the simulations predicted an over-stiﬀ response
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Figure 8.37: pre-loading with subsequent damping using viscous pressure
compared with the experimental results. First damage was matrix failure (indicated with
a green circle in the force-time graph).
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Figure 8.38: 30J impact with 1500pre-strain and without cohesive layers
The damage initiation load was predicted at a correct level, however, the resulting
softening of the structure was not as severe as seen in the experiment resulting in an over-
stiﬀ impact response. The energy dissipated in the damage process was only between
20% and 30% of the energy dissipated in the experiments, indicating that major damage
modes were not captured by the simulation (see ﬁg. 8.39).
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Figure 8.39: Energy dissipation in simulations of impacts with 1500µ pre-strain modelled
without cohesive interfaces (red) compared to experimental results (blue)
After including one cohesive layer in the model of the composite plate, the impact
response was, compared to the previous model without cohesive interfaces, much closer
to the experimental test results. In models with a single layer of cohesive elements in
the centre of the laminate, a signiﬁcant structural weakening could be observed soon
after the simultaneous onset of matrix and delamination damage. This resulted in a
considerable load drop in the early stage of the impact not seen in simulations without
pre-load. Facilitated by the pre-strain, the delamination growth was very rapid and
resulted in delaminations extending over large areas of the plate. As shown in ﬁg. 8.40
for the example of a 45J impact, the simulation predicted a more extensive weakening
than what was seen in the experiments.
In ﬁg. 8.41 the response of the same 45J impact pre-loaded to 1500µ is shown modelled
with three cohesive layers instead of a single one. Increasing the number of cohesive
interfaces to three reduced the load drop in the beginning of the impact signiﬁcantly
allowing for a more realistic impact response. At the same time, the addition of interfaces
allowed for more energy being dissipated during the impact.
The additional delaminations, however, did not reduce the overall delamination enve-
lope considerably when compared to simulations with only one cohesive layer (compare
ﬁg. 8.42 and 8.43). The prediction in both cases was signiﬁcantly larger than what
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Figure 8.40: 45J impact with 1500µ pre-strain and one cohesive layer
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Figure 8.41: 45J impact with 1500pre-strain and three cohesive layers
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had been observed in the experiments. For comparison, delaminations detected by C-
scanning of plates pre-loaded to 1500µ are shown in ﬁg. 8.44. However, the energy
dissipation, especially for higher impact energies, increased signiﬁcantly to values around
80% of the dissipated energy measured in the experiments (see ﬁg. 8.45).
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Figure 8.42: Predicted delamination damage with one central cohesive layer and 1500µ
pre-strain
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Figure 8.43: Predicted delamination damage with three cohesive layers and 1500µ pre-
strain
When a total of ﬁve cohesive layers were placed within the laminate, the structural
weakening following the ﬁrst damage was not as severe as in the simulations with fewer
cohesive layers. As shown in ﬁg. 8.46, ﬁg. 8.47 and ﬁg. 8.48, the impact response
234
Chapter 8. Modelling of Low Velocity Impact Tests
15J 30J 45J
150 150 150
10
0
Figure 8.44: C-scan images of impacted plates with a pre-strain of 1500µ
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Figure 8.45: Energy dissipation in simulations of impacts with 1500µ pre-strain modelled
with three cohesive interfaces (red) compared to experimental results (blue)
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for all impact energy levels resembled the experimental results pretty accurately. Both,
pre-damage and post-damage behaviour was predicted in close resemblance to the exper-
iments.
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Figure 8.46: 15J impact with 1500µ pre-strain and ﬁve cohesive layers
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Figure 8.47: 30J impact with 1500µ pre-strain and ﬁve cohesive layers
The dissipated energy was only slightly under-predicted with the force-displacement
curves showing a good correlation with the test results. With predicted energy dissipation
of between 75% and 83% of the experimental value, the energy dissipation did not change
substantially (see ﬁg. 8.49).
Delaminations were dispersed throughout the laminate thickness with individual de-
laminations considerably smaller than in models with fewer cohesive interfaces. The
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Figure 8.48: 45J impact with 1500µ pre-strain and ﬁve cohesive layers
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Figure 8.49: Energy dissipation in simulations of impacts with 1500µ pre-strain modelled
with ﬁve cohesive interfaces (red) compared to experimental results (blue)
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major delaminations were found in the centre of the laminate accounting for the major
contribution to the overall delamination envelope shown in ﬁg. 8.50. Compared to the
experimental results, delamination prediction was still slightly over-predicted.
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Figure 8.50: Predicted delamination damage with ﬁve cohesive layers and 1500µ pre-
strain
As seen in impact simulations on plates without pre-loads, a larger number of cohe-
sive layers caused a reduction of the plate's ﬂexural stiﬀness resulting in a softening of
the plate accompanied by premature damage initiation. With eight cohesive layers in-
troduced to plates under initial strains of 1500µ, these damages were small and very
localized and the later stage of the impact response was reasonably close to the ex-
perimental results; especially with low impact energies (see ﬁg. 8.51). Impacts on the
same plate model with 45J (impact response shown in ﬁg. 8.52) resulted in a signiﬁcant
alteration of the impact response due to the additional cohesive layers.
The delamination envelope was not signiﬁcantly changed by increasing the number of
cohesive layers to eight.
While the increase from three to ﬁve cohesive layers resulted in a signiﬁcant reduction
of the maximum delamination envelope, increasing the number of cohesive interfaces
further did not change the predicted delamination extent considerably. Results of impact
simulations on plates with twelve cohesive interfaces led to signiﬁcant alterations to the
impact response for all impact energies as shown in ﬁg. 8.54 for the example of a 15J
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Figure 8.51: 15J impact with 1500µ pre-strain and eight cohesive layers
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Figure 8.52: 45J impact with1500µ pre-strain and eight cohesive layers
15J 30J 45J
100
150
100 100
Figure 8.53: Predicted delamination damage with eight cohesive layers and 1500µ pre-
strain
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Figure 8.54: 15J impact with 1500µ pre-strain and twelve cohesive layers
As shown in ﬁg. 8.56, the delaminations were only slightly reduced compared to
simulations with ﬁve or eight cohesive layers.
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Figure 8.55: Predicted delamination damage with twelve cohesive layers and 1500µ pre-
strain
Similarly, the energy dissipation increased only marginally compared to simulations
with ﬁve cohesive interfaces.
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Figure 8.56: Predicted delamination damage with twelve cohesive layers and 1500µ pre-
strain
8.3.2 Simulation of impact on plates with a pre-strain of 3000µ
The simulations of impacts on pre-loaded specimens were repeated with plates under
initial pre-strains of 3000µ. Again, all simulation results are shown in the appendix
while here only exemplary results are shown.
Like in the previous simulations, models without the ability to develop delamination
damage did not result in feasible predictions. When a single cohesive layer was included
in the model, the damage behaviour was similar to the results seen with plates under a
pre-load of 1500µ: The damage initiation load, where matrix damage and delamination
damage started, was predicted accurately. However, the subsequent loss of stiﬀness in
the plate, caused by a quick extension of delamination damage, resulted in a substantial
load drop in the early stage of the impact not seen in the experiments. This behaviour
could be seen for all energy levels. As an example, the load curves for the 15J impact
with one cohesive layer are shown in ﬁg. 8.57.
Increasing the number of cohesive layers to three did not change the impact response
considerably and a large load drop in the beginning of the impact was still present for
all energy levels. Unlike in the case of impacts on plates with initial strains of 1500µ,
increasing the number of cohesive interfaces further to ﬁve did not solve this problem.
When comparing the impact response of 30J impact with three cohesive layers (ﬁg. 8.58)
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Figure 8.57: 15J impact with 3000µ pre-strain and one central cohesive layer
with the one for the same impact on a plate with ﬁve cohesive layers (ﬁg. 8.59) it can
be seen that the load drop in the beginning of impact was reduced but still present.
However, the behaviour after the load drop in the simulation with ﬁve cohesive layers
was closer to reality with a more feasible peak load. Energy absorption for lower energies
was quite close to reality while the prediction for 45J was only 65% of the actual value
obtained from experiments (see ﬁg. 8.60).
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Figure 8.58: 30J impact with 3000µ pre-strain and three cohesive layers
When increasing the number of cohesive element layers to ﬁve, a signiﬁcant reduction
of predicted delamination could be observed in the case of 15J impact energy. For higher
energies, the predicted delamination envelope stayed almost constant when comparing
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Figure 8.59: 30J impact with 3000µ pre-strain and ﬁve cohesive layers
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Figure 8.60: Energy dissipation in simulations of impacts with 3000µ pre-strain modelled
with ﬁve cohesive interfaces (red) compared to experimental results (blue)
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models with one, three and ﬁve cohesive layers (compare ﬁg. 8.61 and ﬁg. 8.62).
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Figure 8.61: Predicted delamination damage with one cohesive layer and 3000µ pre-
strain
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Figure 8.62: Predicted delamination damage with ﬁve cohesive layers and 3000µ pre-
strain
In comparison to the delamination size obtained from C-scanning of the coupons tested
in the experiment (shown in ﬁg. 8.63), the predicted delamination extent is signiﬁcantly
over-predicted as shown in ﬁg. 8.62.
Including eight layers of cohesive elements in the plate was seen to alter the ﬂexural
stiﬀness of the plate considerably changing the elastic response in the early stage of
the impact for low impact energies and causing pre-mature damage initiation in plates
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Figure 8.63: C-scan images of impacted plates with a pre-strain of 3000µ
impacted with 45J. This damage was rather small and localized to the vicinity of the
contact location. Unlike the behaviour in the beginning of the contact, the subsequent
post-damage loading behaviour was in good agreement with the experimental ﬁndings.
However, the instant load drops caused by compression failure of specimens impacted
with 45J were not predicted by the model.
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Figure 8.64: 30J impact 3000 pre-load with 8 cohesive layers
Increasing the number of cohesive layers to twelve intensiﬁed the unrealistic behaviour
in the early stage of the impact. Pre-mature damage initiation could be seen for all
impact energy values resulting in considerable discrepancy between load prediction and
experimental loading curves (ﬁg. 8.66). Like in models with fewer cohesive layers, the
sudden load drop caused by a change from impact to compression damage, seen in the
experiments for a combination of large pre-strains and high impact energies, could not be
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Figure 8.65: 45J impact 3000 pre-load with 8 cohesive layers
seen in the simulations (ﬁg. 8.67). The amount of energy from the impactor dissipated
in the damage process is predicted quite accurately for the lower energy impacts. Due
to problems modelling the compression fracture of plates impacted with 45J, the impact
response was not predicted properly and the dissipated energy was signiﬁcantly too small.
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Figure 8.66: 15J impact 3000 pre-load with 12 cohesive layers
The additional cohesive interfaces allowed for a better dispersion of delamination dam-
age throughout the thickness of the plate. The resulting delamination envelope is in good
correlation to the damage found in the experiments (see ﬁg. 8.68).
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Figure 8.67: 45J impact 3000 pre-load with 12 cohesive layers
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Figure 8.68: Predicted delamination damage with 12 cohesive layers and 3000µ pre-
strain
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8.3.3 Conclusion
For composite plates under initial compressive loading, delaminations extended quickly
over large areas during the early stage of the impact at relatively low contact loads.
This phenomenon could not be observed in plates without pre-loads and it is concluded
that the pre-compression facilitated the growth of delaminations signiﬁcantly which is
an explanation for the increase of delamination size seen in experiments with pre-loaded
plates. In models with only few cohesive layers the eﬀect of delamination growth pro-
moted by compressive in-plane strains resulted in unrealistic predictions of the impact
response. It is believed that the concentration of all delamination damage in a small
number of interfaces resulted in a quick increase of delaminations over a vast area caus-
ing a sudden premature reduction of contact load. With increasing numbers of cohesive
interfaces delamination damage was dispersed over the thickness of the laminate with
smaller individual delaminations. These were less prone to instant spreading and with
a minimum of ﬁve cohesive layers the early load drop in tests with pre-strains could be
avoided. Similar to simulations of plates without pre-load, increasing numbers of cohe-
sive layers caused signiﬁcant change of ﬂexural behaviour resulting in unrealistic impact
loads in the early stage of the contact. Especially for high energy impacts this could
cause pre-mature damage initiation. With a suﬃcient number of cohesive layers, the
impact loads and the energy dissipated during the impact was predicted well for plates
under initial strains of 1500µ. In plates with higher pre-strains a realistic prediction
could be obtained for low impact energies. However, the change of damage mode from
membrane and contact stress induced damage to compression failure of the entire plate,
as it was observed for a combination of large pre-strains and high impact energies, could
not be predicted correctly by the simulations. When comparing impact simulations with
diﬀerent levels of pre-compression, impacts with low and moderate impact energies show
the same softening in the presence of moderate pre-compression as in the experiments.
As shown in Fig.8.69 and Fig.8.70, pre-strains of 1500µ result in a reduction of contact
load and an increase of deﬂection and contact duration for impacts with 15J and 30J. In
these cases, the increase of absorbed energy (area enclosed by the load-deﬂection curve)
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indicates additional damage due to initial in-plane loads. Unlike in the experiments,
higher pre-strains in the simulation do not result in further softening of the plate. Simi-
larly, in simulations of high energy impacts the prediction of the impact response is not
showing the expected softening (Fig. 8.71). In these simulations pre-mature damage
is followed by contact loads exceeding those of unloaded plates. This behaviour cannot
be fully explained. Possibly, the premature damage initiation results in unrealistic load
re-distributions causing this unrealistic response. In future, it would be advisable to
check the modelling of the pre-load application by applying elastic material properties
to the plate. In a next step, the damage model could be applied to the impact simula-
tion. This approach would allow to exclude any uncertainties caused by the modelling
of pre-load application. Furthermore, it would clearly show the eﬀect the modelling of
in-plane damage has on the impact prediction.
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Figure 8.69: Eﬀect of pre-strains on predicted impact response of 15J impacts
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Figure 8.70: Eﬀect of pre-strains on predicted impact response of 30J impacts
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Figure 8.71: Eﬀect of pre-strains on predicted impact response of 45J impacts
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9 Conclusions and Perspective
Low velocity impact events are a serious threat to laminated composite structures and
can reduce the load bearing capacity severely. The resulting failure modes are compli-
cated and not intuitive and can be aﬀected by additional loads carried by the structure.
The low velocity impact tests carried out for this work allowed to get a better under-
standing on how pre-strains can alter the impact response of carbon ﬁbre epoxy plates.
However, still more experiments with diﬀerent set-ups are needed to get a comprehensive
explanation on the eﬀect of in-plane loads on impact damage. The experiments on plates
with and without compressive pre-strains showed that initial in-plane loads can have a
signiﬁcant inﬂuence on the low velocity impact response and the resulting damage. Plates
under pre-compression exhibited larger delamination damage and dissipated more energy
during the impact loading. At the same time transverse deﬂection increased and lower
contact loads were observed. The damaging eﬀect of pre-strains was more pronounced
under high impact energies. At very low impact energies near the energy threshold for
delamination damage slightly smaller delaminations could be observed in plates under
pre-strains. With increasing impact energies this eﬀect was reversed and specimens un-
der compression suﬀered from larger delamination damage. The increase of delamination
damage with increasing impact energy was steeper in plates under pre-compression. It
can be concluded that compressive pre-loads facilitate the propagation of delamination
damage. At the same time there is evidence that pre-compression, by reducing the im-
pact loads, can delay the onset of damage. However, due to the small number of data
points near threshold energy for delamination onset and the poor quality of the tested
laminates, more tests are necessary to support or refute this conclusion. Furthermore, a
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more detailed understanding of the damage processes could be obtained by visualisation
techniques like CT-scanning which give a 3D localisation of damage rather than a 2D
damage envelope.
In the design process of ﬁbre reinforced components, reliable computer models can help
developing optimal designs in shorter time. The damage model presented here is based
on a physically valid approach. The sensitivity to mesh size was reduced by introduc-
ing diﬀerent characteristic lengths for diﬀerent failure modes. The damage propagation
phase was modelled allowing interaction between diﬀerent matrix failure modes and fol-
lowing a non-linear softening seen as a more realistic modelling approach than the widely
used linear degradation. The resulting model showed good correlation with experimen-
tal results for low to medium impact energies. For the accuracy of the predictions, the
ability to dissipate energy in delamination damage modes was seen as very important.
The number of cohesive layers had a signiﬁcant eﬀect on the simulation quality and with
increasing numbers of cohesive interfaces, the damage prediction accuracy increased.
However, with increasing numbers of cohesive element layers the ﬂexural stiﬀness of the
plates were altered modifying the impact response considerably. The use of cohesive con-
tacts should be considered to avoid the softening eﬀect of cohesive elements. While the
impact predictions of low and medium impact energies are seen as in good correlation to
experimental results, the prediction of impacts with high energies were under-predicting
the energy absorption notably. This indicates that certain damage modes, exhibiting
in higher energy impacts, could not be predicted accurately. The use of 3D models,
which are able to predict damage originating from stresses in thickness directions, might
give better results for impacts with high energies which were seen to cause high contact
stresses. The simulations of impacts on plates with compressive pre-loads conﬁrmed the
facilitating eﬀect of in-plane compressive loads on delamination growth. The predictions
of impact under moderate pre-loads were in good agreement with the impact response
seen in experiments. However, predictions of tests under high pre-strains were not pre-
dicted accurately and the compression damage seen in impacts with high energies could
not be predicted with this modelling technique..
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The idea of developing new tests for the measurement of translaminar fracture tough-
nesses for ﬁbre fracture was to reduce the complexity of the tests and thus reduce the
eﬀort to obtain the input parameters for the damage model. Reducing time and costs
associated with the measurement of material parameters can increase the cost eﬀective-
ness of simulations compared to experimental studies and might facilitate the use of
simulations in more applications.
In contrast to other test set-ups described in the literature, crack growth in the tests
presented here is unstable and as a result only the initiation values of the fracture tough-
nesses can be obtained. However, as the presented damage model does not use initiation
and propagation values, such tests were evaluated as feasible substitutes if reliable re-
sults can be obtained while simultaneously reducing test eﬀort. The DEN test set-up
allowed the consistent measurement of translaminar fracture toughness with results in
good correlation with other test set-ups. The specimen manufacturing as well as the
test procedure were very simple and quick to carry out. However, the matrix damage
observed away from the fracture planes indicate additional damage modes not associated
with ﬁbre fracture. Simulations suggest that introducing additional angled layers will
result in a reduction of these additional failure modes. It is recommended to carry out
DEN tests on laminates with some 45◦ plies to verify the reduction of failure modes
away from the fracture line. The test lay-out of SENC tests cannot be recommended
for the measurement of the compressive fracture toughness. The manufacturing of the
specimens proved to be complicated and time consuming. Furthermore, the manufactur-
ing process allowed for several opportunities to induce inaccuracies and misalignments in
the specimens which made it diﬃcult to obtain feasible and reliable results. Other test
set-ups such as compact compression or four point bending might be more appropriate
to obtain reliable results.
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A Input Deck for Damage Model
The damage model is implemented in the commercial ﬁnite element code Abaqus/Explicit
as a user material VUMAT. Material parameters are included by a line based input
scheme. Each line can include up to eight parameters. The presented model has 28
input parameters spread over ﬁve lines of input deck. Table A.1 shows the order of the
input parameters.
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Appendix A. Input Deck for Damage Model
1 Exx Young's Modulus in ﬁbre direction
2 Eyy Young's Modulus in transverse direction
3 νxy Poisson ration
4 Gxy Initial Shear Modulus
5 Gultxy Ultimate Shear Modulus
9 β1 Permanent strain parameter for tension in ﬁbre direction
10 β2 Permanent strain parameter for tension in transverse direction
11 β3 Permanent strain parameter for shear
12 β4 Permanent strain parameter for compression in ﬁbre direction
13 β5 Permanent strain parameter for compression in transverse direction
17 G1Ct Fracture energy under tension in ﬁbre direction
18 G2Ct Fracture energy under tension in transverse direction
19 e3f Factor to establish ultimate shear failure strain
20 G1Cc Fracture energy under compression in ﬁbre direction
21 G2Cc Fracture energy under compression in transverse direction
25 XT Tensile strength in ﬁbre direction
26 YT Tensile strength in transverse direction
27 SC Shear strength
28 XC Compressive strength in ﬁbre direction
29 YC Compressive strength in transverse direction
30 φ Parameter deﬁning exponential unloading behaviour
31 interact Parameter deﬁning the interaction of damage propagation
33 YC Residual compressive strength in ﬁbre direction
34 YC Residual compressive strength in transverse direction
35 λ Parameter for describing the non-linear stress-strain behaviour in shear
36 κ Parameter for strain rate enhancement
37 SCi Shear stress at transition between liner and non-linear behaviour
38 c Shear strain at damage initiation
Table A.1: Input parameters for the damage model as an Abaqus
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B Impact simulations on plates with
1500µ pre-strain
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Figure B.1: 15J impact with 1500µ pre-strain and with 1 cohesive layer
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Figure B.2: 30J impact with 1500µ pre-strain and with 1 cohesive layer
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Figure B.3: 15J impact with 1500µ pre-strain and with 3 cohesive layers
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Figure B.4: 30J impact with 1500µ pre-strain and with 3 cohesive layers
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Figure B.5: 30J impact with 1500µ pre-strain and with 8 cohesive layers
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Figure B.6: 30J impact with 1500µ pre-strain and with 12 cohesive layers
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Figure B.7: 45J impact with 1500µ pre-strain and with 12 cohesive layers
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C Impact simulations on plates with
3000µ pre-strain
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Figure C.1: 30J impact with 3000µ pre-strain and with 1 cohesive layer
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Figure C.2: 45J impact with 3000µ pre-strain and with 1 cohesive layer
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Figure C.3: 15J impact with 3000µ pre-strain and with 3 cohesive layers
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Figure C.4: 45J impact with 3000µ pre-strain and with 3 cohesive layers
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Figure C.5: 15J impact with 3000µ pre-strain and with 5 cohesive layers
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Figure C.6: 45J impact with 3000µ pre-strain and with 5 cohesive layers
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Figure C.7: 15J impact with 3000µ pre-strain and with 8 cohesive layers
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Figure C.8: 30J impact with 3000µ pre-strain and with 12 cohesive layers
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