Abstract. In this paper, we propose a new stochastic neutral cellular neural networks model with time delay driven by G -Brownian motion (G-SNCNNs for short). By using fixed point theory and G -expectation analysis methods, the exponential stability and some sufficient conditions on the exponential stability in mean square of the solutions for G-SNCNNs are presented. Finally, a typical case is given to illustrate the effectiveness of the theoretical result.
Introduction
Neural networks models applied in numerous areas such as combinatorial optimization, signal processing and pattern recognition. Many models are extended to general case, for example, [1] , et al. and the references therein. The applications of neural networks heavily depend on their dynamic behaviors. Among them, their stability plays an important role in many fields of science and engineering applications. However, there are only a few results on the exponential stability, such as, [2] , and so on. In [3] , the criteria for exponential stability for a stochastic neural network (SNNs, for short) was established by Guo et al. Very recently, Chen et al. [4] discussed the stability for neutral stochastic delay systems and stochastic coupled neural networks of neutral-type. These stochastic versions focused on the stochastic neural network driven by classical Brownian motions. As far as we know, the exponential stability for a stochastic neural network driven by G -Brownian motion has not been developed. However, in some stochastic environments, the systems are affected greatly by the model uncertainty. To describe it, G -expectation theory and the notion of G -Brownian motion have been well established by Peng [5] . Since then, many works have been well developed on stochastic differential equations driven by G -Brownian motion, for example, [6] - [9] and so on. Up to now, there are few results applying G -expectation theory to neural networks fields. G -Brownian motion has many interesting properties and can characterize the uncertainty or ambiguity of the real phenomenon, such as rallies, crashes and rates in the financial markets, sudden environmental shocks and volatility smile for risky assets, and so on. As a consequence, exponential stability for a stochastic neural network driven by Brownian motions cannot describe these abrupt phenomena while exponential stability for stochastic neural networks with delay driven by G -Brownian motion (GSNCNNs for short) fit the reality. Hence, investigating exponential stability for a G-SNCNNs is meaningful and challenging. In this paper, we provide the G-SNCNNs model and discuss the exponential stability for GSNCNNs. By using fixed point theory and G-expectation analysis methods, some sufficient conditions on the exponential stability in mean square of the solutions for G-SNCNNs are provided. An example is given to illustrate the effectiveness of the theoretical result. The paper is organized as follows. In section 2, some notations and preliminaries are stated, more details can be found in [5] - [9] . In section 3, we show the exponential stability for G-SNCNNs. In section 4, we propose an example to illustrate the result. [3] ) Assume  is a Banach space and X is a bounded, convex and closed subset of  . Let ,: U S X  satisfy the following conditions: (1) Ux Sy X  for any , x y X  , (2) U is a contraction mapping, (3) S is continuous and compact. Then US  has a fixed point in X .
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Exponential Stability
In this section, we prove that equation (1) is exponentially stable under the following assumptions (A1) (1) 
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