This is a companion note to Zinde-Walsh (2010) to clarify and extend results on identification in a number of problems that lead to a system of convolution equations. Examples include identification of the distribution of mismeasured variables, of a nonparametric regression function under Berkson type measurement error, some nonparametric panel data models, etc.
observation.
See, e.g., reviews of Carroll, Rupert and Stefanski (1995); Chen, Hong and Nekipelov (2009); the problem is examined in Cunha, Heckman and Schennach (2010) .
Suppose that g is the density of a mismeasured variable, x * , z is observed and has density w 1 ; z = x * + u, where u is measurement/contamination error independent of x * with a density, f. Another observation, x, on x * is available:
where u x is not necessarily independent but E(u x |x * , u) = 0. Consider y = g(x * ) + u y ; (3)
Here (3)- (5) provide a regression with z representing a second measurement or possibly a given projection onto a set of instruments for the unobserved x * . Here y, z or x, y, z are observed; u is a Berkson type measurement error independent of z; u y , u x have zero conditional (on z and the other errors)
expectations. Denote w 1 = E(y|z), density of measurement error f.
Example 3. Panel data model with two periods.
Evdokimov (2010).
Here let x (or z) represent the observed variable in the first period, and z (x) for the second, x * is the nonparametric function m(X, α), where α is the idiosyncratic component and the densities are conditional on the same value X for the two periods; the same distributional assumptions as in Example 1 are used.
The models lead to the same system of convolution equations. All vectors
By independence in all cases we get
For examples 1 and 3 define density of z by f z ; by x k the kth component of the vector x and consider
Denote the observable E(f z x k |z) by w 2k , k = 1, ...d.
For example 2
Denote here E(x k y|z) by w 2k , k = 1, ...d.
Thus for all the examples we need to solve the system of convolution The next section 2 presents the full solution to system of equations (6) extending all the results in the current literature. for well-posedness in stronger topologies additional conditions need to be
provided. An example shows that a Gaussian density for both functions would lead to violation of well-posedness. Classes of nonparametric models that include the Gaussian and that lead to a well-posed problem are defined.
Further, the issue of regularizattion is discussed.
2 The identification result 
Thus if e.g. b grows no faster than a polynomial, it is in S ′ , so that the analysis here applies to binary choice and polynomial regression. Convolutions with generalized functions from some classes are defined for such functions (as discussed in Zinde-Walsh, 2010). For conditional density of Example 3 some extra assumptions on the joint density of the regressors are required.
Consider now Fourier transforms (F
Assumption 2. Either φ or γ is a continuous function such that it satisfies (7) .
The continuity assumption on the characteristic function is typically made;
any characteristic function satisfies(7) .
By Theorem 1 of Zinde-Walsh 2010 then the following system of equations 
with the uniquely defined continuous functions κ k (ξ) that solve
with the uniquely defined continuous functions κ k (ξ) that solve 
Now consider ε n = ε + b n → ε. We show that ε n φ −1 does not converge in
But the sequence b n (x)φ(x) −1 does not converge. Indeed if it did then b n (x)φ −1 (x)ψ(x)dx would converge for any ψ ∈ S. But for ψ ∈ S such that ψ(x) = exp(− |x|)
This diverges.
Thus, e.g. for the Gaussian distribution there are models with unknown functions that are far from each other in S ′ , but that lead to observable functions that are arbitrarily close. it is necessary that the correspondingb n converge to zero (a.e.).
If this assumption holds
Theorem 2 Under conditions of Theorem 1 and the Assumption 4 applying to generalized functions ε i,n , i = 1, 2 if ε i,n → ε i in S ′ , then the corresponding solutions γ n given by (9) or (10) converge to γ in S ′ .
Proof. From the conditions of the theorem η i,n = ε i,n − ε i converges in S 
x k g * f * (F t −1 (ψ)) = w 2k * (F t −1 (ψ)), k = 1, ...d. Thus as long as g is such a function it can be expressed via the regularized solution. As in Schwartz the subspace of all functions of exponential type (for any finite C) can also be considered. However, the regularized solutions may not come close to a true g that does not belong to this subspace.
