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We study the collective dynamics of colloidal suspensions in the presence of a time-dependent
potential, by means of dynamical density functional theory. We consider a non-linear diffusion
equation for the density and show that spatial patterns emerge from a sinusoidal external potential
with a time-dependent wavelength. These patterns are characterized by a sinusoidal density with
the average wavelength and a Bessel-function envelope with an induced wavelength that depends
only on the amplitude of the temporal oscillations. As a generalization of this result, we propose a
design strategy to obtain a family of spatial patterns using time-dependent potentials of practically
arbitrary shape.
I. INTRODUCTION
The emergence of spatio-temporal patterns in systems
driven away from equilibrium has been always intriguing
for scientists and laymen alike [1, 2]. Understanding how
collective patterns emerge from the local interactions is
not only a question of scientific curiosity, but also of tech-
nological interest, for the resulting patterns are related in
a non-trivial way to the physical properties of the system.
Colloidal suspensions are an example of such systems.
With a typical size of the order of the micron, individual
colloidal particles are characterized by Brownian motion,
in very dilute suspensions. However, as the density in-
creases, correlations among these random walkers lead
to their spontaneous self-organization into mesoscopic
structures that extend over length scales that are much
larger than the typical range of the particle-particle in-
teractions [3–6].
Several strategies have been explored to control self-
organization to drive it towards desired structures in-
cluding, for example, the fine tuning of the particle-
particle interactions [7–9], the control of the suspending
medium [10], and the presence of external constraints
such as: interfaces [11, 12], substrates [9, 13–16], or elec-
tromagnetic fields [17–28]. In this paper, we will consider
the case of electromagnetic fields. They not only help to
control the rotational degrees of freedom [23] or fine tune
the particle-particle interactions [21, 22, 24], but they can
also act as virtual molds to induce spatial periodic pat-
terns [25–27], as we discuss below.
The time evolution of the system will be described us-
ing dynamic density functional theory [29, 30]. Assum-
ing an adiabatic evolution, it is possible to write down a
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non-linear diffusion equation for the local density, from
the equilibrium Helmholtz free energy functional. Such
a coarse-grained description still grasps several relevant
non-equilibrium properties and allows accessing the rele-
vant time and length scales of pattern formation [31, 32].
The paper is organized in the following way. The model
and the methods are discussed in the next section. Re-
sults are presented and discussed in Sec. III. Final re-
marks are made in Sec. IV.
II. MODEL AND METHODS
Let us consider a system of colloidal particles in the
overdamped regime. The interaction between two parti-
cles is described by a purely-repulsive pairwise potential
V (r), where r is the distance between particle centers.
The potential associated to the external field Vext is as-
sumed periodic (sine function) along the x-direction. For
stationary periodic potentials, particles tend to accumu-
late along the minima of the potential forming bands
along the y-direction [33]. In order to study the effect of
time-dependent potentials, we consider that the charac-
teristic wavelength of the external field creating the spa-
tial lattice oscillates periodically in time around unity.
Thus the particle-field interaction is described by the po-
tential,
Vext(~r, t) = V0 sin ([1− V1 sin (ωt)]x) , (1)
where ω is a frequency and t is the time in units of the
Brownian time τB = r
2
pγ(kBT )
−1 (the time over which
a colloidal particle diffuses over a region equivalent to
r2p), where rp is the radius of the colloidal particles, kB
is the Boltzmann constant, T is the temperature, and γ
the Stokes coefficient. V0 and V1 are the amplitudes of
the potential and oscillations, respectively. In the limit
V1 = 0, the stationary potential with unit wavelength is
recovered, setting the units of length, while for V0 = 0,
ar
X
iv
:1
70
6.
02
06
7v
1 
 [c
on
d-
ma
t.s
of
t] 
 7 
Ju
n 2
01
7
2purely-repulsive particles are expected to be distributed
uniformly in space.
The Helmholtz free energy functional of the system can
be approximated as [29],
F [ρ(~r, t)] = kBT
∫
ρ(~r, t)
[
log
(
ρ(~r, t)Λ2
)− 1] d~r
+
1
2
∫ ∫
ρ(~r, t)ρ(~r′, t)V (|~r − ~r′|)d~r′d~r
+
∫
ρ(~r, t)Vext(~r, t)d~r ,
(2)
where, Λ is the thermal de Broglie wavelength (with units
of length) and ρ(~r, t) is the (number) density, defined as
the number of colloidal particles per unit area, in two
dimensions. The first term is the free energy of the ideal
gas, the second term corresponds to a mean-field approx-
imation of the pairwise correlations, and the third one is
the interaction with the external field.
From the dynamic density-functional theory (DDFT),
assuming adiabatic evolution of the system, one can ob-
tain the time evolution of the density from the equilib-
rium Helmholtz free energy functional [29],
γ
∂ρ(~r, t)
∂t
= ∇
[
ρ(~r, t)∇δF [ρ(~r, t)]
δρ(~r, t)
]
. (3)
Assuming the local density approximation (LDA) [33],
ρ(~r′, t) ≈ ρ(~r, t) + (~r′ − ~r)∇ρ, and the functional defined
in Eq. (2), one can obtain a non-linear diffusion equation
for the time evolution of the density,
γ
∂ρ
∂t
= ∇
[
Aρ∇ρ+ ∂Vext
∂x
ρi
]
+ kBT∆ρ . (4)
Here, i is the unit vector directed along the x-axis, and
A =
∫
V (~r′) d~r′, where the integral is over the entire
space, is a positive constant for a purely-repulsive pair-
wise interaction [33]. The first two terms are related to
the particle-particle and particle-field interactions, while
the third one results from the interaction with the sus-
pending medium.
III. RESULTS
Given the translational invariance of Vext(~r, t) along
the y-direction (see Eq. (1)), we solve numerically a 1D
version of Eq. (4) in a finite domain, with periodic bound-
ary conditions, to reduce finite-size effects. The domain
size is such that x ∈ [−400, 400] in length units; numeri-
cal results for a smaller domain x ∈ [−200, 200] revealed
no significant dependence on the domain size. Without
loss of generality, we consider γ = 1 and kBT = 1, which
can be mapped to any other values by properly rescal-
ing x and t, in Eq. (4). kBT = 1 sets the energy scale,
such that V0 is defined in units of kBT . Rescaling the
mean density, one can also assume that A ∈ {±1, 0}. As
initial conditions, we considered a uniform density profile
(ρ0 = 1/(2pi)). Tests with different initial conditions, but
the same average density, revealed no dependence of the
final pattern on the initial conditions.
As summarized in Fig. 1, spatio-temporal patterns are
obtained in the presence of the time-dependent field.
While for slow variations of the wavelength of the po-
tential (low ω), the density follows the time evolution of
the potential (Figs. 1(a)-(c)), for sufficiently rapid varia-
tions (high ω), a spatial pattern emerges with a station-
ary envelope and a non-stationary filling, that persists
over time (Fig. 1(d)). However, the characteristic wave-
length of the emerging pattern does not seem to depend
on the value of ω. We also observe dynamical localiza-
tion at the center of the box, which is not observed in
the stationary case (V1 = 0). This is a consequence of
the shape of the potential (1), since at x = 0 the value
of the potential does not change with time.
A. Effect of the averaged potential
The appearance of a new spatial scale in a time-varying
potential can be understood using averaging arguments.
At high enough ω, we assume that the temporal depen-
dence of the density is much slower than the variation
of the potential. Then, the density can be considered
approximately constant during one period of the poten-
tial oscillation, i.e., in the interval (t, t + 2pi/ω), ω  1.
Performing the average over one period (i.e., multiplying
by 2pi/ω and integrating from t = τ to t = τ + 2pi/ω),
we conclude that the rapidly oscillating potential can be
approximated by an effective averaged potential:
〈V (x)〉 = ω
2pi
∫ 2pi/ω
0
Vext(x, t)dt. (5)
Thus, instead of Eq. (4), we consider
∂ρ
∂t
= ∇
[
Aρ∇ρ+ d〈V (x)〉
dx
ρi
]
+ ∆ρ, (6)
where, according to the above discussion, we rescaled γ
and kBT to unity. To obtain a time-independent solu-
tion, we solve the 1D version of this equation,
[Aρxρ+ 〈V (x)〉xρ]x + ρxx = 0, (7)
where ρx and ρxx are the first and second spatial deriva-
tives along the x-direction, respectively. This equation
can be integrated, which givesAρxρ+〈V (x)〉xρ+ρx = C0,
where C0 is some constant. We set C0 = 0, correspond-
ing to ρx = 0 when ρ = 0, and we integrate the resulting
equation again, which gives
Aρ+ ln ρ = −〈V 〉+ C1. (8)
For the particular choice (1), we find
〈V 〉 = V0 sin(x)J0(V1x), (9)
3FIG. 1. Time evolution of the density profile ρ(x, t), for a 1D system with V1 = 0.025, and different values of ω, namely: (a)
1, (b) 2, (c) 3, and (d) 10. The results were obtained by solving Eq. (4) numerically, in a domain with size 800 and periodic
boundary conditions. Asymptotically, a spatially varying pattern emerges with a characteristic wavelength that decreases with
V1.
where J0 is the zero-order Bessel function. Thus, if
V1  1, as in Fig. 1, the average potential consists of
the product of a rapidly oscillating sin(x) and a slowly
varying envelope J0(V1x). The latter can be used to com-
pute the smooth envelope of the density ρs:
Aρs + ln ρs = −V0J0(V1x) + C2. (10)
When A = 0 this equation admits a simple analytical
solution; for nonzero A it has to be solved numerically.
The constant C2 is determined from the value of the mean
density. Thus the slow spatial scale is described by the
oscillating zero-order Bessel function J0(V1x). At large
|x|, the distance between the successive zeros of J0(x)
approaches pi. Thus the distance between the “nodes”
of the pattern ρs can be estimated as pi/V1, which is in
good agreement with the numerical results.
In order to make a simple check, we consider A = 0 in
Eq. (10) and obtain
ρs = B exp[−V0J0(V1x)], (11)
where B = exp(C2). Thus, the slow envelope is pro-
portional to exp[−V0J0(V1x)], in agreement with the ob-
served pattern, see Fig. 2. For nonzero A, Eq. (8) is
solved numerically (see Fig. 3 and the example for A = 1,
in the next section).
B. Designing spatial patterns
In the previous section, we have shown that a spa-
tial pattern emerges from the interaction with a time-
dependent potential. We now develop a framework to
reverse-engineer the pattern and determine the external
potential that leads to a given pattern. To do so, let us
first show how to use a combination of sine potentials
with time-dependent wavelengths to obtain an effective
average potential with a slow cosine-shaped envelope.
Let us consider a potential in the form of the superpo-
sition Vext =
∑∞
n=0 Vn, where a 2pi/ω-periodic (in time)
elementary block reads
Vn = V
(n)
0 sin
([
1− V (n)1 sin (ωt)
]
x+ 2nωt
)
,
n = 0, 1, . . . .
(12)
Notice that Eq. (1) was generalized by adding a time-
dependent spatial shift 2nωt, i.e., now in the expan-
sion over the propagation, non-stationary waves are used.
The average of the nth elementary block reads
〈Vn〉 = V (n)0 sin(x)J2n(V (n)1 x), (13)
where J2n is the 2nth Bessel function. Thus the average
of the superposition has the form
〈V 〉 = sin(x)
∞∑
n=0
V
(n)
0 J2n(V
(n)
1 x) (14)
and the density profile is given by Eq. (8).
We now consider an example of another average po-
tential that can be dynamically engineered. To this end,
we use the expansion of the cosine function on Bessel
functions,
cos z = J0(z)− 2J2(z) + 2J4(z)− 2J6(z) + . . . . (15)
Thus, for V
(1)
1 = V
(2)
1 = . . . = V1, V
(0)
0 = 1, V
(1)
0 =
V
(3)
0 = V
(5)
0 = . . . = −2, and V (2)0 = V (4)0 = V (6)0 = . . . =
2, the average potential is
〈V 〉 = sin(x) cos(V1x). (16)
For small V1, the average potential has the structure of
the slow envelope cos(V1x) and fast filling sin(x). Omit-
ting the latter contribution, using Eq. (8) we obtain for
the smooth envelope ρs of the density
Aρs + ln ρs = −V0 cos(V1x) + C4, (17)
where C4 is a constant. When A = 0, this equation ad-
mits a simple analytical solution; for nonzero A it should
be solved numerically. Recall that the constant on the
right-hand side is obtained from the value of the mean
4FIG. 2. Density, ρ(x), at t = 0, for a 1D system. The blue
curve was obtained by solving Eq. (4), in a domain with size
800 unit lengths and periodic boundary conditions, for A = 0,
(a) V0 = 0.5, V1 = 0.025 and (b) V0 = 1, V1 = 0.05. The red
curves are given by B exp [−V0J0(V1x)], where B was adjusted
to fit the numerical data.
density. In practice, the expansion (15) is truncated at a
finite number of terms, and therefore the resulting aver-
aged potential will be affected by the truncation. Fig-
ure 3 depicts the numerical results for eight terms in
the expansion (15). The resulting pattern (blue line in
Fig. 3(b)) is compatible with the envelope ρs, estimated
from Eq. (17), corresponding to the red line.
Even more generally, normalizing the interval along
the x-axis to [0, 1], one can use the fact that the Bessel
functions form a complete set, i.e., on a given interval
[0, 1], the Bessel functions
√
xJn
(
V
(n)
k x
)
, constitute a
complete set, and thus any functional dependence of the
envelope on the average potential (〈V 〉(x)) can be ex-
panded in Bessel functions. Thus, with a proper param-
eterization of the potential given by Eq. (12), one can
FIG. 3. (a) Time evolution of the density profile ρ(x, t), ob-
tained by solving Eq. 8 in a 1D domain with 800 unit lengths
and periodic boundary conditions. Vext corresponds to a
cosine-shaped potential, obtained from Eq. (14), truncated
after eight terms. (b) Comparison of the density profile ρ(x),
at t = 10 (blue curve), with the slow envelope ρs (red curve)
found numerically from Eq. (17). The other parameters are
A = 1, ω = 20, and V1 = 0.025.
obtain the targeted envelope.
In short, to obtain a given periodic pattern, one needs
to invert Eq. (8) to compute the average potential 〈V (x)〉,
which supports the given pattern. Then, the average
potential is expanded in terms of Bessel functions (or
Fourier series over cosines) and the potential in Eq. (12)
is parameterized accordingly.
IV. FINAL REMARKS
We have studied the collective dynamics of colloidal
suspensions in the presence of time-varying potentials.
Using dynamic density-functional theory, the local in-
teractions can be coarse-grained to obtain a non-linear
diffusion equation for the time evolution of the density,
allowing us to access the relevant time and length scales
to observe the formation of spatio-temporal patterns. For
5a potential with sinusoidal spatial symmetry and a char-
acteristic wavelength that varies periodically with time,
we have shown that a spatial pattern emerges, at high
enough frequencies, with a stationary envelope. How-
ever, the new characteristic length, does not seem to de-
pend on the frequency of oscillations but rather on their
amplitude. Using averaging arguments, we obtained an
equation for the envelope of the pattern and its depen-
dence on the amplitude of the oscillations. This equa-
tion is in good agreement with the patterns obtained by
numerical solution of the non-linear diffusion equation.
The patterns described here resemble Faraday patterns,
which typically appear in vibrating recipients. Different
from those patterns, here it is the wavelength of the ex-
ternal field that oscillates rather than the magnitude of
the field.
After establishing the relationship between the poten-
tial and the properties of the emerging pattern, it was
possible to develop a reverse engineering strategy to tune
the pattern by changing the amplitude and frequency of
the potential oscillations. Any pattern envelope that can
be expanded over a series of Bessel functions can be ob-
tained with this method. To access the relevant time
and length scales, we have considered a coarse-grained
(continuum) description of the colloidal suspension, as-
suming that the size of the colloidal particles is much
smaller than the other length scales. For values of the
average wavelength comparable to the particle size, one
expects that the discrete nature of the particles plays a
role, and other methods should be considered. In partic-
ular, it is interesting to check under what conditions the
rapidly varying (sine) term of the density profile becomes
irrelevant (a constant) and the profile given by the slowly
varying envelope.
The framework developed here can be extended to
other potentials and patterns. For convenience, we have
considered expansions in Bessel functions, but other com-
plete sets could be used. For example, under certain con-
ditions, the Fourier-Bessel expansion can be considered
instead, where a complete set is defined using the or-
thogonal versions of the Bessel function of the first kind.
Future work may consider these possible extensions.
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