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Abstract
A class of structure seeking neural networks is presented which are capable of learning para-
metric structures under unsupervised mode. The functionality of the class of networks is analo-
gous to that of the classical Hough transform, one of the most widely used algorithms in visual
pattern recognition. However, the present class of networks provide a much more e/cient rep-
resentation with a highly reduced storage space, capability of quantifying the impreciseness in
the input, and ability to handle sparse data sets. The e1ectiveness of the network and its newly
de2ned learning rules is demonstrated on di1erent data sets under noisy conditions.
Keywords: Hough transform; Unsupervised learning; Parametric representation
1. Introduction
Hough transform [3,5,15] is, in general, a mapping from a feature space to parameter
space of structures embedded in the input feature space. For example, Hough transform
(and generalized Hough transform) converts lines or edges (curves or boundaries) in
an image space into clusters of points in the parameter space. The task is then to
detect the clusters (peaks) in the parameter space. A parametric representation of any
2D shape (the boundary) can be given as \j/(x,y,&) = 0 where 0 = [61,62,...] is a126 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
parameter vector, the dimensionality of which determines the complexity of the shape
(or shape boundary). For example,
\jj: x1 cos <p + x2 sin <p - r (1)
represents a straight line with 0 = [(f),r]. Any general conical shape including the dual
straight lines has a quadratic representation
\\): a1x12 + a2x22 + a3x1x2 + a4x1 + a5x2 + a6 (2)
with 0 = [a1;a2;:::;a6] being the parameter vector, the parameters are not necessarily
independent. Similarly, cubic and higher-order shapes in two and higher dimensions
can be de2ned. In the problem of extracting clusters having speci2c forms, the input
dimension may be much more than two.
Given a set of points (data vector) X = [x1 ; x2..: ; xN], the task of Hough transform
is to obtain an estimate for 0 such that it can describe the embedded structures in the
data vector. One of the mostly used techniques is linear and=or nonlinear regression,
however, the regression models are useful in 2nding single structure embedded in the
data vector. Hough transform is useful when multiple such structures are present in the
data vector or more precisely 0={Jt @i is a union of a set of parameters (here the words
vector and set are used interchangeably. In dealing with single structure, a parameter
vector or a set of parameters is the representation; similarly, multiple structures is a
union set of parameters). In other words, Hough transform technique can be viewed
as an unsupervised multi-class regression problem where the class information is not
known a priori.
In Hough transform, an accumulator array A(0) is de2ned such that 0 represents
a quantized parameter space. For each data point (xi1;xi2) (if two dimensional which
is not necessary), the accumulator array A is updated as A(0) <— A(0) + c, where c
is a contribution of the point and 0 is the quantized slot containing the parameter 0
such that \\){xi\,Xi2,0) = 0. Thus, a point in the feature space (e.g., image space) is
transformed to parametric curve in the parameter space. For a subset of such points
forming a parametric shape in the feature (input) space, the corresponding parametric
curves will pass through a single point 0' in the parametric space. Therefore, a local
peak will be formed in the quantized accumulator space corresponding to 0 containing
the parameter 0'. Corresponding to all such structures in the feature (input) space, the
task is to identify the local peaks which correspond to the quantized parameter values
of the structures.
The peak selection may be performed by di1erent methods such as thresholding
(either global or local), clustering, or iterative re2nement [4,8,9,17,21,30]. However,
selection of proper threshold or elimination of spurious clusters lead to problems in
proper identi2cation of peaks. The requirement of a huge storage space to explicitly
represent the quantized parameter space poses even a more serious problem. It is evident
that the storage and thereby the computation time increases exponentially with the
number of parameters or the size of the parameter vector. Reduction of storage space
has been attempted by many alternative algorithms including [12,13,18-20,22,25,29].
In this article, a class of two-layered neural networks is presented which accepts the
data vectors (or coordinates in two=three dimensional space) sequentially as input andJ. Basak, A. Das / Neurocomputing 51 (2003) 125-145 127
learns the structures embedded in the data vectors. The networks obtain the parametric
representation of multiple structures (or shapes) simultaneously through unsupervised
learning. The parametric representation thus obtained is analogous to that obtained
by the Hough transform in terms of quantized parameters. However, the proposed
methodology not only reduces the space requirement but also provides an e/cient
way of visual information representation. The size of the networks grow linearly with
the increase in the dimensionality and the required number of independent parameters.
Theoretical investigation has also been made about the capacity of the network to
quantify the impreciseness or noise in the input data set.
2. Parametric form of structures
Any linear structure in an n-dimensional space can be represented as
(3)
where x=(x1;x2..: ;xn) represents the variable on the hyperplane, and 6 is the distance
of the hyperplane from the origin (in Euclidean sense), with a normalization constraint
A set of m such linear segment (hyperplanes) can be represented as
Wx = 0 (5)
with W = [w1;w2; :::;wm] an m x n matrix and 0 = [di,d2,...,dm] an m x 1 vector, where each wi together with 0, represent the parameters of the ith linear segment. The
normalizing constraint is
||wi|| = 1 for all i: (6)
Similarly, any nonlinear structure of second order (quadratic) can be represented as
[(x-v)
TA(x-v)]
1/
2 = 0 (7)
with ||det(A,)|| = 1. A special case of such a quadratic representation is a dual straight
line, where
A =
1 a
a a
2 (8)
in two-dimension (similarly, dual hyperplanes can be represented in higher dimensions).
A is a singular matrix such that if ||det(A)|| is forced to unity then 6 will approach
in2nity. This is the same concept as looking into a pair of parallel line segments as
an ellipse segment with an in2nite length of the major axis.
One way of handling the task of identifying multiple structures of known parametric
form is to have a maximum likelihood estimate (linear or nonlinear regression) from128 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
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Fig. 1. Network architecture.
a mixture distribution
(9)
where \i is a parameter vector specifying the ith cluster (\i collectively is the su/cient
statistic of the distribution) with ^;. K,=1. For example, in the case of simple clustering,
4> may be chosen as a Gaussian kernel with \i = [u.;,£;] with mean and covariance
matrix as the set of parameters of the distribution.
However, it is di/cult to design a maximum likelihood estimator for a multimodal
distribution (as in the case of unimodal distribution) to estimate the parameters simul-
taneously. Attempts are made to estimate the parameters and the mixing coe/cients
using expectation-maximization (EM) algorithm and other methods [23,24,28]. A spe-
cial case of such EM algorithms is the fuzzy c-means (FCM) algorithm [11].
3. Identification of structures
3.1. Neural network architectures
Let us now consider a class of neural networks having two layers namely, in-
put and output layers (Fig. 1). The networks accept a sequence of input vectors
x(t) = [x1(t);x2(t);:::;xn(t)], n being the number of input nodes equal to the di-J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 129
mensionality of the input and produces a corresponding sequence of output vectors
y(t) = [y1(t);y2(t);:::;ym(t)], m being the output nodes representing the estimated
number of structures embedded in the input data set. The number of structures to be
identi2ed is user de2ned. The sequence of vectors is identi2ed by the variable t, and
in the sequel, let us drop the variable in the general treatment.
Given an image consisting of edge=line pixels or a set of data points in the higher
dimension, each point is fed to the network as input (size of the input layer is the
same as the dimensionality of the data vectors) and the network updates the param-
eter weights in an unsupervised mode. After convergence, the active output node(s)
corresponding to an input vector represent(s) the parametric structure(s) which consist
of the input data. The output activation essentially represent(s) the extent to which
the input vector belongs to the structure(s). If it is perfectly on that structure, then
the output node is fully active and the activation decreases as the distance of the data
vector increases from the corresponding structure.
Each output node corresponds to a parametric structure such that the weights of the
links from input layer to the output node represent the parameter vector. For example,
in the case of only linear structures, input received by the ith output node is
where [wij] represents the parameter vector of the ith structure. Under properly trained
condition, UI = 0 for all x belonging to the ith structure. Threshold values in the output
nodes are [0,]. Similarly, for a nonlinear (quadratic) or conical structure the activation
received by the output node (as in the network in Fig. 1) is
ui = [(x-v,)
TA1(x-v1)]
1/2-0/, (11)
where [vi] represents the weights from input to the output layer, and [Ai] and [0,] are
stored in the output nodes. The neural network model in the case of nonlinear structure
identi2cation, resembles the structure of RBF networks [16] where the hidden nodes
store the covariance matrices (analogous to Ai) and the links between input and hidden
layers store the centers of receptive 2elds (analogous to vi). Note that Fig. 1 refers
only to the second case since it is more general one and can also represent straight
lines as described in Eq. (8).
The nature of the output of the network depends on the activation function f(:) which
is an on-center bell-shaped function such that when the total input received (Eqs. (10)
and (11)) is zero, the output node is fully active and the activation decreases as the
total input received is positive or negative. f(:) can be chosen as a Gaussian basis
function, i.e.,
Note that, f(:) can have other forms also including Cauchy distribution function [7,27]
of the form yi= 1=(1 + (uj/X
2)) which has a long and heavier tail than the Gaussian
form. The width of the bell shaped function depends on the parameter X such that for
a large X, the attraction between the structures is high leading to a higher interference130 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
(necessary in the initial state), and for small X, the interference is rather small with a
high localization (necessary when the network settles in the desired state).
3.2. Learning rules
In order to identify (learn in the unsupervised mode) the structures, a continuous
and di1erentiable objective function E is de2ned such that E is zero for any given
input if the data point belongs to any of the parametric structures, i.e., yi = 1 for any
i. Mathematically,
- n y
E(x)= JJ(1 - yi(x)) ; (12)
J=\
where a > 0 is a parameter determining the steepness of the function near minima (a
2xed point). The objective is to obtain a parameter set such that E is minimized for
the given input data set. Considering steepest descent, the updating rules for linear
structures become
j
(13)
where f> is a learning rate parameter. Computing the derivatives, the updating rules for
linear structures become
(14)
where
2aBE
y = —^- O
5)
is the e1ective learning rate for the parameters. The parameter w is updated subject
to the condition that ||w|| = 1. Considering the normalization operation (analogous to
PC A networks [1,26]), the updating rule for w is given as
The updating of w is dependent of X and vice-versa. The e1ective learning rates of
the two parameters need not necessarily be the same. The learning rate for dt can be
considered as ky in the on-line mode of learning such that
(17)J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 131
In the batch mode of learning, the network can be allowed to converge on 6 2rst for the
given input data set. After convergence, the network will be allowed to converge on w
and the process can be repeated. In order to ensure a faster and improved convergence
of the network, it is very much crucial to select the e1ective learning rate which has
been discussed in the next section.
For nonlinear (second order) structures, minimization of E needs to be performed on
v, A and 0. Analogous to that in the linear structures, the adaptation of the parameters
can be performed in two stages of the batch mode learning. First, considering Ai to be
an identity matrix, vi and 0, can be updated for all i until convergence for a given input
data set. After convergence of the network, the parameters vi and Ai are updated till
convergence. Note that the parameter set vi are updated twice. This is due to the fact
that vi, in a sense, determines the position of the centers of the second order structures
(for circles or ellipses) and Ai determines the approximate shape of the structures.
Therefore, in the 2rst phase, the approximate centers and the sizes are found out. In
the second phase, the centers are 2nd tuned along with 2nding the actual shapes of
the structures. In the 2rst stage of updating, considering steepest descent, the learning
rules are given as
^-V-^-Vx-v,), (18)
where y, the e1ective learning rate has the same expression as in Eq. (15). The learning
rule for dt remains the same as in Eq. (14).
In the second stage of learning (after convergence of the 2rst phase), the parameters
vi and Ai are updated. For conical structures like circles and ellipses (in two and higher
dimensions), Ai is restricted to be symmetric one such that the updating rule becomes
and
--diag((x-Vi)(x-Vi)
T) : (20)
As mentioned before, in order to ensure a faster and improved convergence, the learning
rate needs to be properly selected. For steepest descent, y is selected at every step of
iteration such that by linear interpolation (greedy 2rst order algorithm) E + LE = 0.
From the 2rst order approximation,
AE=-aEj2j^~ (21)
so that
(22)132 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
Considering the Gaussian form of activation function,
__^£ 2 A /on
where for linear structures, LUI is given as
LUI = Y
 Lwij
xj ~
 A®i- (
24)
j
For nonlinear structures,
AM, = ( -^- j Avi + trace ( -^- I AAi + ( -^- I Ar,. (25)
In the batch mode learning of linear structures, in the 2rst phase, Lw = 0 and therefore
the learning for 6 with the optimal rate is given as
In the next phase, A6 = 0 and thus the learning rule of w with optimal learning rate
is given as
M;(0(T^§))[*/(0 - Wij(Ui(t) + 60]
Lwij = wij ^4— . (27)
In the case of nonlinear structures, similar mathematical analysis can be made to obtain
the batch mode learning in the two stages. In the 2rst stage the adaptation rules are
given as
(29)
In the second stage, the adaptation rules are given as
(30)J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 133
where W = 2XX
T - diag(XX
T), X = (x - vi), P = (x - vi)
TAi(x - vO and @P=@vi =
-2Ai(x - vi).
Note that the learning rule for Ai has been derived by considering it to be a sym-
metric matrix. If the restriction is relaxed then it may be di/cult to obtain a good
convergence of the network on Ai. In order to obtain a good convergence for a larger
number of free parameters (Ai is not restricted to be symmetric), the updating rules can
be represented as a combination of rotation, scaling and shearing of the shape along
with the translation. The respective learning rules can be derived in the guideline as
provided in Ref. [7]. The updating rules reveal that the changes in parameter values are
independent of the selection of X. The parameter X, is however, implicitly embedded
in the output y of the network. Initially, when the parameter values of the network are
far from the 2xed point, the denominator is very small. To account for this situation
the learning rate is clamped to a constant value when the denominator is very small.
4. Detection of impreciseness
The class of neural networks, as described in the previous sections, identi2es multiple
structures embedded in the input data set through unsupervised learning. It has been
mentioned that the performance of the network depends on the width of the bell shaped
output activation function. With the help of this class of networks it is also possible to
quantify the noisy nature or impreciseness in the structures identi2ed by the network.
Under noiseless condition, a single structure is parametric ally de2ned as (x; 0) = 0.
Under noisy condition, the points generated from the true structure are deviated and
(x; 0) is a random variable with zero mean. In the case of Gaussian noise, a structure
can be de2ned as
no
where e=i//(x; 0). The parameter a represents the standard deviation of the distribution
such that the deviation of a point from the true structure depends on a.
To quantify the noise or impreciseness embedded in the structures, an objective
function is chosen such that after convergence of the network if there exists some i for
every input x such that yi(x) = 1 then the impreciseness should be zero (this is due
to the fact that all the data points perfectly belong to some of the structures identi2ed
by the network). If yi = 0 for all i and for all x after convergence of the network
then also the impreciseness should be zero (indicating that no point belongs to any of
the structures identi2ed by the network, in other words, the network has completely
failed to identify any single structure). Otherwise, the objective function should have
a nonzero value indicating the amount of vagueness present in the input with respect
to the structures identi2ed by the network.
Let us de2ne y0
 =
 maxi=1;:::;m{
yi} such that the total impreciseness in the input data
is
x)ln(y0(x)): (33)134 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
The objective function is analogous to the output entropy (as used in the blind sepa-
ration problem [10,31]), however, instead of considering the distribution of the output,
here the impreciseness is measured based on the maximally active output node. There-
fore, H(:) will be zero if none of the output nodes are active for any input or any
one of output nodes is fully active for any given input from the data set. In order to
quantify the noise or impreciseness in the input for a particular structure, the parameter
X of the activation function should be such that it is equal to (or a linear multiple of)
the variance of the noise in the data set for that structure. Therefore, given a structure
i identi2ed by the network, the impreciseness or noise associated with the structure is
Xi = argmaxH(yi; X), (34)
where
H(yi) = ~Z)>''0
K)
lnO''0
K))- (35)
X
Let Qj represents the subset of data points in the input belonging to the ith structure.
In that case,
m_
~dX
= 0: (36)
In other words, considering the Gaussian form of activation function,
(37)
ut'exp(-l
For su/ciently large number of data points (from the law of large numbers),
2 Jo°° ui
where p(ui) is the distribution of UI = $(x;<9,). For white noise (additive Gaussian
noise),
^(^) (39)
such that a is the variance of the noise. Considering k = Xj/a,
% = ^^
 (40
)
such that k = 1, i.e., X = a. In other words, the theoretical result shows that under
this framework, the noise impreciseness quanti2ed by the network with respect to its
identi2ed structures is equal to the variance of noise in the input. In order to operate
for detecting the noise, the network 2rst identi2es the parametric structures. After
convergence of the network, the impreciseness is identi2ed by updating the width XJ. Basak, A. Das / Neurocomputing 51 (2003) 125-145 135
such that the function H(:) is maximized, i.e.,
AA-f (4,,
0 A
with respect to every individual structure identi2ed. It provides an updating rule after
convergence as follows:
(i) Let the network converge with the given data set.
(ii) Present the data points sequentially to the network to 2nd to which structure it
belongs to.
(iii) Get the mostly activated output node (say the node is i).
(iv) Update A, for the node i such that
AAi = -\ yi ln(yi)(1 + ln(yi)): (42)
Do not update X for other nodes.
(v) Repeat the process until it converges.
5. Experimental results
The algorithm has been implemented in a MATLAB environment and its e1ective-
ness has been tested on di1erent sets of generated data. The data points are generated
from linear structures as well as nonlinear (quadratic) structures. Noise is then injected
into the data points in such a way that each point is randomly shifted horizontally
or vertically (results in two-dimensional cases are reported for sake of simplicity in
visualization) with an amplitude 6 b with uniform distribution where b is the noise
amplitude. The performance of the network is measured under various noisy conditions
with di1erent types of data classi2ed according to level of complexity.
5.1. Detection of linear structures
Fig. 2 illustrates the performance of the network when designed to detect only
straight line segments. Table 1 summarizes the performance of the network designed
to detect linear structures under various noisy conditions and di1erent values of X.
5.2. Detection of nonlinear structures
In the next class of experiment, to test the e1ectiveness of the network for identi2-
cation of nonlinear (quadratic) structures, the data sets are divided according to their
levels of complexities as (i) circular shapes (full & partial) with dense data, (ii) a
mixture of line and circle segments with dense data, (iii) same as (i) and (ii) with
sparse data, (iv) full and partial ellipses with dense data, (v) a mixture of ellipse and
circle segments, or ellipse and line segments with dense data, (vi) a mixture of lines
and full or partial circular or elliptic shapes with dense data, and (vii) same as 4-
6 with sparse data. The illustrative examples of di1erent case studies are shown in136 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
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No. of Iterations
Fig. 2. (a) The linear segments identi2ed by the network under noisy condition with noise amplitude = 2:0
and X = 15. (b) The change in error of the network with the number of iterations, the error has the same
expression as in Eq. (12) summed over all the data points.
Figs. 2-9. The performance of the network is demonstrated in Table 2 for di1erent
noise amplitudes with A = 45. The performance is measured as
where u,=exp(—ui2). The performance measure indicates the fact that if a point perfectly
belongs to any one of the detected structures, i.e., vi = 1 for some i then it adds no
error. However, if it is far from all the structures, i.e., vi = 0 for all i then it adds toJ. Basak, A. Das / Neurocomputing 51 (2003) 125-145 137
Table 1
Performance of the network for di1erent values of X and di1erent noise amplitudes
X
5
8
12
16
20
0
3.4 x 10-'
3.7 x 10-
4
3:08 x 10-
5
5:26 x 10-
6
1:04 x 10-
5
1
0.0067
0.0092
0.0104
0.0090
0.0087
2
0.0304
0.0470
0.0442
0.0333
0.0285
3
0.0569
0.0679
0.0660
0.0608
0.0578
4
0.0854
0.0815
0.0818
0.1006
0.0952
Performance indicates the error or impreciseness in detecting the structures and is given as Perf =
l/NJ2x EL (1 ~~
 vi(
x)) where vi = 1=(1 + (ui=5)
2) such that Perf depends only on the error or impre-
ciseness and independent on the selection of X.
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Fig. 3. Case 1.
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Fig. 6. Case 4.
the error. Essentially, P represents a kind of impreciseness or 1 — P reOects the extent
or accuracy to which the network has detected the structure. If the data is noisy then
P will be large. In order to get uniformity between situations having sparse and dense
data sets, the measure is normalized by the total number of data points.
It may be noted here that during convergence, the network may encounter certain
di/culties in obtaining the desired solution. First of all, the selection of X sometimes
plays an important role. If X is selected very small then the network does not converge
at all. However, for wide range of X (10-50), the performance of the network remains
satisfactory and also it depends on the size of the image. We noted that it is better to
select a larger value for X initially and then towards the convergence, the value of X can
be reduced to order to obtain the proper localization of the structures. The performance
of the network also deteriorates if the number of output nodes is not selected properly.J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 139
OUTPUT OF HOUGH TRANSFORM NETWORK
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Fig. 7. Case 5.
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Fig. 8. Case 6.
If it is more than the desired number of nodes then it is not very harmful (within a
certain limit) because multiple nodes converge to the same solution. If the number of
nodes is less than the desired one then the network converges to some spurious solutions
with average e1ect from di1erent structures. Interference between di1erent structures
(particularly, the second order structures) poses another problem in the identi2cation.
It is found that if a small circle of ellipse segment is placed close to another large
circular or elliptical or linear segment (having a large count of data points) then the
identi2ed smaller structure is dragged towards the larger one.
5.3. E:ectiveness in real-life images
The e1ectiveness of the network has also been tested in detecting structures from
real-life images. It may be mentioned here that a number of attempts have been made140 J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
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to extract elliptical structures from real-life images using di1erent variations of Hough
transform. In most of these approaches special algorithms and techniques (e.g., use
of directional information, clustering in the quantized parameter space) techniques are
employed to obtain proper parametric structural descriptions and reduce spurious de-
tection. In this section, we provide a set of results illustrating the structures identi2ed
by the proposed network from the real-life images without incorporating any domain
knowledge. Figs. 10-12 illustrate structures identi2ed from the gray images after edge
point detection. As discussed before, the results reveal the fact that in the presence of
a large number of structures, the network encounters localization problem. However,
with a sparse data set or less number of structures the problem of interference gets
highly reduced and the structures are properly identi2ed.J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 141
Table 2
Performance of Hough transform network
Noise in terms of maximum shift of pixels
Cases ±0 ±2 ±4 ±6 ±8 ±10 ±12 Comments
Case 1 No. pixels 193 461 533 598 740 811 866 Only
Network T 57.55 68.02 81.95 98.76 102.66 68.76 71.90 circles
P 4.162e-5 6.079e-5 7.119e-5 8.059e-5 4.72e-4 6.818e-4 7.606e-4 (dense)
Case2 No. pixels 242 334 456 480 537 603 664 Circles
Network T 74.17 98.33 146.93 199.51 190.45 210.67 232.29 + line
P 1.713e-4 2.506e-4 4.110e-4 6.002e-4 7.023e-4 7.910e-4 8.004-4 (dense)
Case3 No. pixels 68 71 78 83 88 92 97 Sparse
Network T 64.58 66.13 67.45 69.05 70.03 71.24 72.12
P 1.044e-5 2.674e-5 4.887e-5 6.099e-5 8.225e-5 1.384-4 1.969e-4 2.396e-4
Case4 No. pixels 132 230 343 405 514 656 784 Only
Network T 85.33 86.54 91.97 100.95 148.43 190.36 226.73 ellipse
P 1.761e-4 3.142e-4 7.809e-4 1.104e-3 1.180e-3 1.222e-3 1.29e-3 (dense)
Case5 No. pixels 311 357 410 447 523 607 684 Ellipse
Network T 94.35 114.44 154.65 245.32 312.13 298.57 354.11 + line
P 3.421e-4 5.644e-4 7.403e-4 9.006e-4 1.525e-3 2.346e-3 4.537e-3 (dense)
Case6 No. pixels 142 167 178 230 263 293 324 Any
Network T 84.74 88.31 102.55 142.74 190.38 261.11 319.54 (dense)
P 3.865e-4 5.453e-4 8.549e-4 1.002e-3 1.232e-3 1.476e-3 1.932e-3
Case7 No. pixels 42 54 67 80 93 103 124 Any
Network T 84.74 88.31 102.55 142.74 190.38 221.11 239.54 (dense)
P 1.223e-4 1.323e-4 1.466e-4 1.575e-4 1.656e-4 1.895e-4 2.021e-4
T is the CPU time in seconds and P = l/NJ2x (Tlf=i (1 ~~
 vi)) i
s the performance measure where
N is the number of object pixels.
6. Discussion and conclusions
A class of neural networks is presented and discussed which learns parameteric
structures in unsupervised modes. The networks introduces a class of structure seeking
algorithms. Theoretical convergence properties [7] of the network can also be proved
under certain restrictions. It can be worth mentioning here that various attempts have
been made in the line of connectionist Hough transform [2,4,6,8,9,14]. However, the
main objectives of these approaches are to provide with neural algorithms for e/cient
formation and detection of peaks or clusters in the quantized parametric space as used in
the classical Hough transform. However, the present approach is conceptually di1erent
in the sense that it does not explicitly represent the parameter space, rather it is stored
as weights of the links. Thus the class of networks reduces the storage space drasticallyI-I. J. Basak, A. Das / Neurocomputing 51 (2003) 125-145
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and increases in size only linearly with the increase in dimensionality or the number
of parameters.
The class of networks provide a way of visual information representation such that
if a visual object boundary is scanned and the pixels are presented to the network
input then it will generate a spatio-temporal sequence which can be interpreted by
other networks. On top of this two-layered model, certain hierarchical models can be
designed for providing more meaning inter-relationships between di1erent structures
such that more meaningful interpretations can be derived from spatio-temporal patterns
generated by the network. An way of measuring the impreciseness or vagueness has
been discussed in this article which will provide to characterize the structures more
meaningfully as well as to decide the width of di1erent clusters. The impreciseness
measure can also provide a guideline for attentional mechanism [8] in generating the
interpretable spatio-temporal output from a given image with the help of such kind of
structure seeking networks.J. Basak, A. Das / Neurocomputing 51 (2003) 125-145 143
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