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EXTREMAL TRANSITIONS VIA QUANTUM SERRE DUALITY
RONGXIAO MI AND MARK SHOEMAKER
ABSTRACT. Two varieties Z and Z˜ are said to be related by extremal tran-
sition if there exists a degeneration from Z to a singular variety Z and a
crepant resolution Z˜ → Z. In this paper we compare the genus-zero
Gromov–Witten theory of toric hypersurfaces related by extremal transi-
tions arising from toric blow-up. We show that the quantum D-module
of Z˜, after analytic continuation and restriction of a parameter, recovers
the quantum D-module of Z. The proof provides a geometric explanation
for both the analytic continuation and restriction parameter appearing in
the theorem.
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1. INTRODUCTION
Two smooth projective varieties Z and Z˜ are said to be related by an
extremal transition if there exists a singular variety Z together with a pro-
jective degeneration from Z to Z and crepant resolution Z˜ → Z . Topolog-
ically the spaces Z and Z˜ are related by a surgery.
Motivation for studying extremal transitions comes from birational ge-
ometry, where they provide a bridge between different connected compo-
nents of moduli. A famous conjecture known as Reid’s fantasy [38] pre-
dicts that any pair of smooth Calabi–Yau 3-folds may be connected via a
sequence of flops and extremal transitions. Phrased another way, if we con-
sider two varieties as equivalent if they are related by a birational crepant
transformation, then the moduli space of Calabi–Yau 3-folds is connected.
This has been verified for a large class of examples [11, 4, 5].
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2 MI AND SHOEMAKER
Furthermore, Morrison [36] showed that extremal transitions are natu-
rally compatible with mirror symmetry. It was checked in many cases that
if Zm is mirror to Z , then a mirror Z˜m to Z˜ may be constructed by apply-
ing a “dual transition” toZm, by first contracting and then smoothing. This
relationship was conjectured to hold generally.
The two conjectures together suggest a tantalizing strategy for under-
standing mirror symmetry generally. If one can determine how both the
A-model (Gromov–Witten theory) and the B-model (variation of Hodge
structures) vary under extremal transitions, then one could-in principle-
prove mirror symmetry for an arbitrary Calabi–Yau 3-fold by connecting it
via extremal transitions to an example where the mirror theorem is known.
The first steps towards this ambitious goal were initiated by Li–Ruan [30],
where the behavior of Gromov–Witten theory was determined for small
transitions of 3-folds, a type of extremal transition where the the exceptional
locus of Z˜ → Z consists of finitely many rational curves. For the specific
case of conifold transitions between Calabi–Yau 3-folds, the A and B mod-
els together were systematically studied by Lee-Lin-Wang in [29].
Beyond the setting of mirror symmetry and 3-folds, the interplay be-
tween Gromov–Witten theory and birational geometry is a rich subject in
its own right. One of most prominent and well-studied examples of this
is the crepant transformation conjecture (also known as the crepant resolu-
tion conjecture) which predicts a deep relationship between the Gromov–
Witten invariants of smooth varieties related by crepant birational trans-
formation. While it is not possible to give a complete account of all of the
progress on this subject here, examples of results of this type may be found
in [10, 16, 17, 28, 15].
In contrast to the crepant transformation conjecture, our understand-
ing of the behavior of Gromov–Witten theory under extremal transitions
is much less complete. With the notable exception of small transitions be-
tween 3-folds [30, 29], there are only a few examples of extremal transitions
where the Gromov–Witten theory has been studied. These examples were
studied by Iritani–Xiao in [27], and by the first author in [34, 35]. Prior
to this, it was not clear what kind of statement one should expect for the
change of Gromov-Witten theory under general extremal transitions in ar-
bitrary dimensions.
1.1. Results. In this paper we compare the genus-zero Gromov-Witten the-
ory of toric hypersurfaces related by an extremal transition induced from
a toric blow-up on the ambient space. This includes a very large family of
interesting examples, including non-small extremal transitions in arbitrary
dimensions. The setup is roughly as follows.
Let X be a smooth toric Deligne–Mumford stack with projective coarse
moduli space and let X˜ → X be the blow-up of X along a torus-invariant
subvariety V . Let Z be a hypersurface in X , defined by the vanishing of
a general section of a semi-ample line bundle. By degenerating the section
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appropriately, we obtain a variety Z which acquires singularities along V .
Under certain numerical conditions, the proper transform of Z in X˜ , de-
noted by Z˜ , will be a crepant resolution of Z . In this case Z and Z˜ are
related by extremal transition through the singular variety Z (see Section 4
for details). In the case where Z and Z˜ are Calabi–Yau, this was one of the
cases considered by Morrison in formulating his conjectural connection to
mirror symmetry [36, Section 3.2].
Our results are formulated in terms of the quantum D-module QDM(Z),
a collection of data consisting of:
• the Dubrovin connection ∇Z , a flat connection lying over the ex-
tended Ka¨hler moduli and encoding the genus-zero Gromov–Witten
theory of Z ;
• a pairing SZ , flat with respect to ∇Z .
More precisely, we consider the ambient quantum D-module ofZ , QDMamb(Z),
defined by restricting the state space H∗(Z) to those insertions pulled back
from X . An additional important piece of data is the Γ̂-integral structure
defined by Iritani. This is a lattice of ∇Z -flat sections determined by the
K-theory K0(Z).
The main theorem may be paraphrased as follows:
Theorem 1.1 (Theorem 8.2). The Dubrovin connection ∇Z˜ is analytic along a
specified direction yr+1, and may be analytically continued to a neighborhood of
yr+1 = ∞. The monodromy invariant part around yr+1 = ∞, when restricted to
yr+1 = ∞, contains a subquotient which is gauge-equivalent to ∇Z . This equiva-
lence is compatible with the pairing and integral structures on QDMamb(Z) and
QDMamb(Z˜).
The form of the correspondence given above is a slight modification of
that conjectured by the first author in [35]. A similar formulation also ap-
peared in [27].
It is interesting to note that the theorem described above consists of two
distinct steps: (1) analytic continuation of ∇Z˜ ; and (2) restriction of flat
sections to yr+1 = ∞ (restricting y˜r+1 = 1/yr+1 to zero). The appearance of
analytic continuation is reminiscent of the crepant transformation conjec-
ture, which can be formulated similarly [16, 15], but without a restriction
of variables. Our proof yields a geometric explanation for both of the above
steps.
To our knowledge this is the first result on the Gromov–Witten theory
of extremal transitions that includes varieties of arbitrary dimension and
includes a large family of non-small extremal transitions. Furthermore, a
(somewhat surprising) upshot of our proof is that the integral lattices may
also be compared. We expect the techniques developed here to apply more
broadly. We plan to explore this in future work, with the hope of better
understanding mirror symmetry for a large class of varieties.
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1.2. Strategy of proof. At the heart of our proof is the use of quantum Serre
duality to compare quantum D-modules. Let D and D˜ denote the divisors
on X and X˜ which define the hypersurfaces Z and Z˜ respectively. Define
T := tot(OX (−D)) and T˜ := tot(OX˜ (−D˜)).
Originally proven by Givental [23], quantum Serre duality is the name
given to a correspondence between the genus-zero Gromov–Witten theory
of Z and T (resp. Z˜ and T˜ ). This was reformulated by the second au-
thor in [39] as an isomorphism between the ambient quantum D-module
of Z and the narrow quantum D-module of T (resp. Z˜ and T˜ ). The narrow
quantum D-module is defined by restricting the state space H∗(T ) to those
insertions which can be represented by classes of compact support.
It therefore suffices to compare the (narrow) quantum D-modules of T
and T˜ . The benefit of this perspective is the existence of an intermediate
toric variety, denoted T , which relates to both T and T˜ . The toric variety
T is obtained from T˜ by a flop, and is simultaneously a partial compactifi-
cation of T , compactifying the fibers of tot(OX (−D)|V ) ⊂ T .
Figure 1 provides a picture of the fans in the case of X = P2, D = −KX
and V a point. In this picture the bottom vertex is the origin and each line
out of the origin is a primitive ray vector.
FIGURE 1. Fans representing the toric varieties (1) T , (2) T ,
and (3) T˜ .
The proof then proceeds in two steps, each of independent interest. First,
using the work of [15], we prove a narrow version of the crepant transfor-
mation conjecture for non-compact toric varieties. In particular this applies
to T˜ and T .
Theorem 1.2 (Theorem 6.13). Given toric varieties Y− and Y+ related by a
crepant variation of GIT across a codimension-one wall, the narrow quantum D-
modules are gauge equivalent after analytic continuation along a specified path.
This equivalence preserves the narrow pairing and identifies the integral lattices.
Second, we use the specific geometry of the partial compactification
i : T ↪→ T
to compare their respective Gromov–Witten invariants.
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Theorem 1.3 (Corollary 7.5). The monodromy invariant part of QDMnar(T )
around q′ = 0 (where q′ is a coordinate corresponding to the divisor T \ T ),
when restricted to q′ = 0, contains a submodule which maps surjectively to
QDMnar(T ) via i∗. This map is compatible with the flat pairing, and identifies
the integral lattice generated by K0X (T ) with that generated by K0X (T ).
Theorem 1.1 then proceeds by combining Theorems 1.2 and 1.3 with
quantum Serre duality. Schematically we have:
(1.2.1)
QDMnar(T ) QDMnar(T ) QDMnar(T˜ )
QDMamb(Z) QDMamb(Z˜).
QSD
restrict CTC
QSD
From this perspective, the variety T plays a crucial role in understanding
the relationship between the quantum D-modules ofZ and Z˜ . The appear-
ance of analytic continuation in Theorem 1.1 is explained by the crepant
transformation between T˜ and T , and the restriction of parameters is due
to the partial compactification T ↪→ T .
1.3. Connections to other results. The behavior of Gromov–Witten theory
under small transitions among 3-folds was first studied in [30]. In [29],
it was shown that the A and B model of Z considered together are deter-
mined by the A and B models of Z˜ for conifold transitions between Calabi-
Yau 3-folds. Beyond 3-folds, particular cases of small transitions arising
as toric degenerations were considered in [27], where a similar statement
to our main theorem was proven. Examples of non-small extremal transi-
tions were studied by the first author. These include cases of triple point
transitions in [34] and degree-4 Type II transitions in [35]. In the latter pa-
per, a general conjecture was formulated using the language of quantum
D-modules.
The Calabi–Yau case of the toric hypersurface transitions we consider
have appeared before, for instance in showing that for large classes of known
examples, the ”web” of Calabi–Yau 3-folds is connected [11, 4, 5], an impor-
tant step towards verifying Reid’s fantasy.
The intermediate space T has appeared previously in the context of Landau–
Ginzburg models. After adding an appropriate superpotential w : T → C,
the corresponding LG model is known as an exoflop, and was studied in [3].
In the context of derived categories, the category of matrix factorizations on
the LG model w : T → C was used to prove an equivalence of categories
between the derived categories arising from different Berglund–Hu¨bsch–
Krawitz mirrors [21].
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2. GROMOV–WITTEN THEORY PRELIMINARIES
In this section, we will briefly review the basics of Gromov-Witten theory
and set notations for the rest of this paper. Our presentation here mainly
follows [1].
2.1. Quantum D-module. LetX be a smooth Deligne-Mumford stack over
C, whose coarse moduli space is projective. We denote by IX the inertia
stack of X , and by I¯X the rigidified inertia stack [1, Section 3.4]. Recall
that points of IX are given by pairs (x, g) where x is a point of X and g ∈
AutX (x) is an element of the isotropy group of x. We denote the twisted
sectors of IX by Xν for ν ranging over some index set R. Let
I : IX → IX
denote the natural involution on components of IX which maps (x, g) to
(x, g−1).
Definition 2.1. Define the Chen–Ruan (CR) cohomology of X to be
H∗CR(X ) := H∗(IX ),
where cohomology is always taken with coefficients in C unless otherwise
specified. Define the Chen–Ruan pairing on H∗CR(X ) to be
〈α, β〉X :=
∫
IX
I∗β ∪ α.
Let Eff = Eff(X ) ⊂ H2(X ,Q) denote the cone of effective curve classes.
For d ∈ Eff, g, n ≥ 0, let M g,n(X , d) denote the moduli space of repre-
sentable degree-d stable maps from genus-g orbi-curves with n markings
to the target space X [1, Section 4.3]. For 1 ≤ i ≤ n, we have evaluation
maps:
evi : M g,n(X , d)→ I¯X .
There is a canonical isomorphism H∗(IX ) ∼= H∗( I¯X ), which allows us
define ev∗i α for α ∈ H∗CR(X ).
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Definition 2.2. For d ∈ Eff an effective curve class and α1, · · · , αn ∈ H∗CR(X ),
define the Gromov-Witten invariant
〈α1ψb11 · · · αnψbnn 〉Xg,n,d :=
∫
[M g,n(X ,d)]vir
n
∏
i=1
ev∗i αi ∪ ψbii ,
where ψi is the first Chern class of the i−th cotangent line bundle over
M g,n(X , d), and [M g,n(X , d)]vir is the virtual fundamental class defined as
in [6] and [1, Section 4.4].
Definition 2.3. We introduce the double bracket notation for generating se-
ries of genus-zero Gromov-Witten invariants. For α1, · · · , αn ∈ H∗CR(X ),
and t a point in H∗CR(X ),⟪α1ψb11 , · · · , αnψbnn ⟫X (Q, t) := ∑
d∈Eff
Qd ∑
k>0
1
k!
〈α1ψb11 · · · αnψbnn , t, · · · , t〉X0,n+k,d.
Here the sum is over all terms in the stable range: (n+ k, d) 6= (0, 0), (1, 0), (2, 0)
and the variables Qd lie in an appropriate Novikov Ring [32, III 5.2.1]. If t is
a formal parameter then the restriction to Q = 1 is well-defined. By a slight
abuse of notation we denote⟪α1ψb11 , · · · , αnψbnn ⟫X (t) := ⟪α1ψb11 , · · · , αnψbnn ⟫X (Q, t)|Q=1.
Definition 2.4. Let 〈−,−〉X denote the Poincare pairing of X . For α, β ∈
H∗CR(X ), the quantum product α ?t β is defined by the equation
〈α ?t β,γ〉X = ⟪α, β,γ⟫X (Q, t),
for all γ ∈ H∗CR(X ).
The Chen–Ruan product α · β is defined by equation
〈α · β,γ〉X = ⟪α, β,γ⟫X (0, 0),
Unless otherwise specified, when multiplying classes in H∗CR(X ) we al-
ways use the Chen–Ruan product.
Notation 2.5. Fix a basis {φi}i∈I of H∗CR(X ) in such a way that there ex-
ists a partition I′ä I′′ ⊂ I such that {φi}i∈I′′ is a basis for H2(X ) and
{φi}i∈I′ forms a basis for H 6=2(X ) ⊕⊕ν 6=id H∗(Xν). Denote the dual ba-
sis by {φi}i∈I . For any t ∈ H∗CR(X ), we write t = ∑i∈I tiφi. We denote
qi := et
i
for each i ∈ I′′. We will make use of the rings C[[t]] = [[ti]]i∈I and
C[[q, t′]] = C[[qi]]i∈I′′ ⊗C[[ti]]i∈I′ .
By the divisor equation,
(2.1.1) ⟪α1, · · · , αn⟫X (Q, t) = ⟪α1, · · · , αn⟫X (Q · q, t′),
where
qd := ∏
i∈I′′
q〈φi ,d〉
X
i .
Consequently, the quantum product α ?t β lies in H∗CR(X )[[Q, q, t′]], and
the restriction to Q = 1 is well-defined.
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Definition 2.6. The Dubrovin connection for X is given by the collection of
operators ∇Xi ∈ End(H∗CR(X ))[[Q, q, t′]][z, z−1] defined by
∇Xi = ∂i +
1
z
φi ?t (−)
for i ∈ I.
One can extend the definition of ∇X to the z-direction as well. Define
the Euler vector field
E := ∂ρ(X ) +∑
i∈I
(
1− 1
2
deg φi
)
ti∂i
where ρ(X ) := c1(T X ) ⊂ H2(X ).
Define the grading operator Gr by
Gr(α) :=
deg α
2
α
for α in H∗CR(X ). We define
∇Xz∂z := z∂z −
1
z
E •Xt +Gr .
This meremorphic connection is flat by standard arguments using the
WDVV equation and homogeneity [19].
Definition 2.7 (Definition 3.1 of [25]). The fundamental solution operator
LX (Q, t, z) ∈ End(H∗CR(X ))⊗C[[t]][z−1]
is defined as
LX (Q, t, z)α := α+∑
i∈I
⟪ α−z− ψ1 , φi⟫
X
(t)φi,
where the denominator should be interpreted as a power series expansion
in 1/z. This may be expressed alternatively as
(2.1.2)
α+ ∑
d∈Eff
Qd ∑
n>0
1
n!
I∗evn+2∗
(
ev∗1(α)
−z− ψ1
n+1
∏
k=2
ev∗k (t) ∩ [M g,n+2(X , d)]vir
)
By the divisor equation,
(2.1.3) LX (Q, t, z)α = LX (Q · q, t′, z)∏
i∈I′′
et
iφi/zα.
We denote the restriction to Q = 1 by
LX (t, z) := LX (Q, t, z)|Q=1.
Remark 2.8. It will be convenient for many of the results that follow to re-
strict the Novikov variable to one. We do this without further comment in
what follows, with the notable exception of Section 7, where the Novikov
variable plays a crucial role. By (2.1.1), there is no loss of information in
this restriction.
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Definition 2.9. Define a z-sesquilinear pairing SX (−,−) on H∗CR(X )[[q, t′]]((z−1))
by
SX (u(z), v(z)) = (2piiz)dimX 〈u(−z), v(z)〉X .
Proposition 2.10 (Proposition 2.4 of [24] and Remark 3.2 of [25]). The quan-
tum connection ∇X is flat. The operator
LX (t, z)z−Grzρ(X ) ∈ End(H∗CR(X ))⊗C[[t]][log z]((z−1/k))
is a fundamental solution for the quantum connection:
(2.1.4) ∇Xi
(
LX (t, z)z−Grzρ(X )α
)
= ∇Xz∂z
(
LX (t, z)z−Grzρ(X )α
)
= 0
for i ∈ I and α ∈ H∗CR(X ). The pairing SX is flat with respect to ∇X . For
α, β ∈ H∗CR(X ), we have
〈LX (t, z)z−Grzρ(X )α, LX (t, z)z−Grzρ(X )β〉X = 〈α, β〉X .
Definition 2.11. The quantum D-module is defined to be the data
QDM(X ) := (H∗CR(X )[[q, t′]][z, z−1], SX ,∇X ).
2.2. Narrow quantum D-module. Many of the definitions above can be
naturally extended to a non-proper target Y , provided the evaluation maps
are proper. In this scenario, we will introduce an analogous notion of quan-
tum D-module, namely, narrow quantum D-module. See [39] for details of
this construction.
Let Y be a smooth Deligne-Mumford stack with quasi-projective coarse
moduli space. In this section we assume that all evaluation maps
evi : M g,n(Y , d)→ I¯Y
are proper.
Definition 2.12. Let H∗CR,c(Y) = H∗c (IY) be the Chen-Ruan cohomology
with compact support. There is natural forgetful morphism
ϕ : H∗CR,c(Y)→ H∗CR(Y).
Define the narrow (Chen–Ruan) cohomology of Y , denoted by H∗CR,nar(Y),
to be the image of ϕ inside H∗CR(Y).
For α ∈ H∗CR(Y) and β ∈ H∗CR,c(Y), define
〈α, β〉Y :=
∫
IY
I∗α ∪ β.
There is a non-denegerate pairing on H∗CR,nar(Y). Given β ∈ H∗CR,nar(Y), let
β˜ ∈ H∗CR,c(Y) denote a lift of β, that is an element satisfying ϕ(β˜) = β. For
α, β ∈ H∗CR,nar(Y), we define the pairing
〈α, β〉Y ,nar := 〈α, β˜〉Y .
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One checks this definition is independent of the choice of lift [39, Corol-
lary 2.9].
For α1, · · · , αn ∈ H∗CR(Y) ∪ H∗CR,c(Y), the Gromov-Witten invariant
〈α1ψb1 · · · αnψbn〉Yg,n,d =
∫
[M g,n(Y ,d)]vir
n
∏
i=1
ev∗i αi ∪ ψbi
is well-defined when at least one of αi is in H∗CR,c(Y). Again using lifts, the
invariant is also well-defined if αi, αj ∈ H∗CR,nar(Y) for some i 6= j.
Using compactly supported cohomology, most of the definitions in Sec-
tion 2.1 go through directly for a non-proper target Y . For α, β ∈ H∗CR(Y)
define α ?t β ∈ H∗CR(Y)[[q, t′]] to be the element satisfying
〈α ?t β,γ〉Y = ⟪α, β,γ⟫Y (t),
for all γ ∈ H∗CR,c(Y). Similarly, for α ∈ H∗CR(Y) and β ∈ H∗CR,c(Y), define
α ?t β ∈ H∗CR,c(Y)[[q, t′]] to be the element satisfying
〈α ?t β,γ〉Y = ⟪α, β,γ⟫Y (t),
for all γ ∈ H∗CR(Y).
The Dubrovin connection∇Y and fundamental solution LY (t, z)z−Grzρ(Y)
are defined exactly as in Section 2.1. To avoid confusion we denote these
operators by∇Y ,c and LY ,c(t, z)z−Grzρ(Y) respectively when they are acting
on compactly supported cohomology.
By [39, Proposition 4.6], the connection∇Y and the fundamental solution
LY (t, z)z−Grzρ(Y) preserve the narrow cohomology. We denote the restric-
tions to H∗CR,nar(Y) by ∇Y ,nar and LY ,nar(t, z)z−Grzρ(Y) respectively.
Definition 2.13. Define a z-sesquilinear pairing SY (−,−) as follows. For
u(z) ∈ H∗CR(Y)[[q, t′]][z, z−1] and v(z) ∈ H∗CR,c(Y)[[q, t′]][z, z−1], let
SY (u(z), v(z)) = (2piiz)dimY 〈u(−z), v(z)〉Y .
For u(z), v(z) ∈ H∗CR,nar(Y)[[q, t′]][z, z−1], define
SY ,nar(u(z), v(z)) = (2piiz)dimY 〈u(−z), v(z)〉Y ,nar.
Analogues of Proposition 2.10 hold. In particular we have the following
relation between ∇Y and ∇Y ,c.
Proposition 2.14 (Proposition 4.4 of [39]). The connections ∇Y and ∇Y ,c are
dual with respect to the pairing SY (−,−):
(2.2.1) ∂iSY (u, v) = SY (∇Yi u, v) + SY (u,∇Y ,ci v).
Furthermore, for α ∈ H∗CR(Y) and β ∈ H∗CR,c(Y),
(2.2.2) 〈LY (t,−z)α, LY ,c(t, z)β〉Y = 〈α, β〉.
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The map ϕ : H∗CR,c(Y) → H∗CR(Y) commutes with the quantum connec-
tion and the fundamental solution. It follows that ∇Y ,nar is a flat connec-
tion with fundamental solution LY ,nar(t, z)z−Grzρ(Y), and the pairing SY ,nar
is flat with respect to ∇Y ,nar. See [39, Section 4.2] for details.
Definition 2.15. The narrow quantum D-module for Y is defined to be the
data
QDMnar(Y) := (H∗CR,nar(Y)[[q, t′]][z, z−1], SY ,nar,∇Y ,nar).
2.3. Ambient quantum D-module. In this section we consider a restricted
quantum D-module of a complete intersection.
Let X be a smooth Deligne-Mumford stack with projective coarse mod-
uli space.
Definition 2.16. A vector bundle E → X is convex if, for any stable map
f : C → X from a genus-zero orbi-curve to X ,
H1(C, f ∗E) = 0.
Let E → X be a convex vector bundle with a transverse section s ∈
Γ(X , E). Let
k : Z ↪→ X
be the inclusion of the zero locus Z = Z(s).
Definition 2.17. Define the ambient cohomology of Z to be
H∗CR,amb(Z) := j∗H∗CR(X ).
We make the following assumption:
Assumption 2.18. The Chen–Ruan pairing on H∗CR,amb(Z) is non-degenerate.
The above assumption is equivalent to the statement that H∗CR,amb(Z)
decomposes as ker(k∗)⊕ im(k∗). It holds, for instance, if E is a semi-ample
line bundle on a toric variety X [33], the setting of Section 4.
Given t¯ ∈ H∗CR,amb(Z), the quantum product ?t¯ preserves H∗CR,amb(Z),
as do the quantum connection and the fundamental solution [25, Corol-
lary 2.5]. We can therefore make the following definition.
Definition 2.19. The ambient quantum D-module for k : Z ↪→ X , is defined
to be
QDMamb(Z) := (H∗CR,amb(Z)⊗C[[q¯, t¯′]][z, z−1], SZ ,∇Z ),
whereC[[q¯, t¯′]] is defined as in Notation 2.5, but using a basis of H∗CR,amb(Z).
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2.4. Integral structures. In [24], Iritani defines an integral lattice of flat sec-
tions in ker(∇X ). We review the construction here.
Given E → X a vector bundle, let Eν → Xν denote the restriction of E
to the twisted sector Xν. Given a point (x, gν) ∈ Xν, the group 〈gν〉 acts on
E|x. The vector bundle Eν splits as
Eν =
⊕
0≤ f<1
Eν, f
where Eν, f is the Eigenbundle for which the stabilizer gν acts by e2pii f .
Let K0(X ) denote the Grothendieck group of bounded complexes of vec-
tor bundles on X . Recall [41, 42] the definition of the orbifold Chern char-
acter:
c˜h : K0(X )→ H∗CR(X )
E 7→⊕
ν∈T
∑
0≤ f<1
e2pii f ch(Eν, f ).
Assumption 2.20. We assume that the stack X has the resolution property,
and the map c˜h : K0(X )→ H∗CR(X ) is an isomorphism.
Assumption 2.20 holds, for instance, if X is a smooth toric stack.
Definition 2.21. Define the Gamma class Γˆ : K0(X ) → H∗(IX ) to be the
multiplicative class
Γ̂(E) =
⊕
ν∈T
∏
0≤ f<1
rk(Eν, f )
∏
i=1
Γ(1− f + ρν, f ,i),
where {ρν, f ,i}rk(Eν, f )i=1 are the Chern roots of Eν, f . Denote by Γ̂X the class
Γ̂(T X ).
Let
deg0 : H
∗(IX )→ H∗(IX )
denote the operator which multiplies a homogeneous class by its (unshifted)
degree. In [24], Iritani defines a map sX (t, z) : K0(X )→ ker(∇X ).
Definition 2.22. For E ∈ K0(X ), define sX (t, z)(E) to be
1
(2pii)dimX
LX (t, z)z−Grzρ(X )
(
Γ̂X ∪IX (2pii)deg0 /2I∗(c˜h(E))
)
.
Proposition 2.23 (Section 3.2 of [25]). The map sX identifies the pairing in K-
theory with SX (−,−) up to a sign:
SX (sX (t, z)(E), sX (t, z)(F)) = (−1)dim(X )χ(E, F).
Definition 2.24. Define the integral structure of QDM(X ) to be
{sX (t, z)(E)|E ∈ K0(X )}
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The integral structure of QDM(X ) forms a lattice in the space of flat
sections of ∇X .
Next we consider the case were Y is not proper. We can apply Defi-
nition 2.22 without change to obtain an integral lattice in ker(∇Y ). With
slight modifications we can also define a lattice in ker(∇Y ,c) and ker(∇Y ,nar).
For V a closed and proper substack ofY , let K0V (Y) denote the Grothendieck
group of bounded complexes of vector bundles which are exact off of V .
Define
K0c(Y) := lim→ K
0
V (Y)
to be the direct limit over all proper substacks V ⊂ Y . There exists a com-
pactly supported orbifold Chern character c˜hc : K0c(Y) → H∗CR,c(Y) [39,
Definition 8.4]. Let
ϕK0 : K
0
c(Y)→ K0(Y)
denote the natural map. By [39, Proposition 8.5],
(2.4.1) ϕ ◦ c˜hc = c˜h ◦ ϕK0 .
Assumption 2.25. We assume that the stack Y has the resolution property
and the map c˜h : K0c(Y)→ H∗CR,c(Y) is an isomorphism.
Assumption 2.25 holds if Y is the total space of a vector bundle bundle
on a proper toric stack.
Following Definition 2.22, we make the following definition.
Definition 2.26. For E ∈ K0c(Y), define sY ,c(t, z)(E) to be
1
(2pii)dimY
LY ,c(t, z)z−Grzρ(Y)
(
Γ̂Y ∪IY (2pii)deg0 /2I∗(c˜hc(E))
)
.
Define the integral structure of ker(∇Y ,c) to be
{sY ,c(t, z)(E)|E ∈ K0c(Y)}.
We have the following analogue of Proposition 2.23:
Proposition 2.27. For E ∈ K0(Y) and F ∈ K0c(Y),
SY (sY (t, z)(E), sY ,c(t, z)(F)) = (−1)dim(Y)χ(E, F).
By (2.4.1), c˜h(E) is supported in the narrow cohomology for all E ∈
im(ϕK0) ⊂ K0(Y). We can therefore define the following.
Definition 2.28. For E ∈ im(ϕK0) ⊂ K0(Y), define sY ,nar(t, z)(E) to be
1
(2pii)dimY
LY ,nar(t, z)z−Grzρ(Y)
(
Γ̂Y ∪IY (2pii)deg0 /2I∗(c˜h(E))
)
.
Define the integral structure of QDMnar(Y) to be
{sY ,nar(t, z)(E)|E ∈ im(ϕK0) ⊂ K0(Y)}.
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Let k : Z → X be the inclusion of a closed substack in a proper Deligne–
Mumford stack X as in Section 2.3. Again with Assumption 2.20, we can
define an integral structure on the ambient quantum D-module QDMamb(Z)
to be
{sZ ,amb(t, z)(E)|E ∈ im(k∗) ⊂ K0(Z)}.
2.5. Quantum Serre duality. Consider the setting of Section 2.3, where
E → X is a convex vector bundle, and k : Z → X is the zero locus of a
transverse section of E.
Consider the total space of the dual bundle:
T := tot(E∨).
Quantum Serre duality is the name given to a close relationship between
the Gromov-Witten theory of T and the Gromov-Witten theory of Z . It
was first described mathematically by Givental [23] and later generalized
by Coates–Givental in [14]. The correspondence was formulated as a re-
lationship between quantum D-modules in [26]. The formulation below
using narrow quantum D-modules was given by the second author in [39].
Definition 2.29. Define the map∆T : H∗CR,nar(T )[z, z−1]→ H∗CR,amb(Z)[z, z−1]
as follows. For α ∈ H∗CR,nar(T ), define
∆T (α) := k∗ ◦ pic∗(α˜)
where α˜ ∈ H∗CR,c(T ) is a lift of α. This is independent of the choice of lift by
[39, Lemma 6.10] Define ∆¯T := (2piiz)rk(E)∆T .
Definition 2.30. Define the map fˆ : H∗CR(T )→ H∗CR,nar(T )[[q, t′]] by
fˆ (t) :=∑
i∈I
⟪e(E∨), φi⟫T (t)φi,
where here {φi}i∈I and {φi}i∈I are dual bases of H∗CR,nar(T ). Define
f¯ (t) = ∆T ( fˆ (t))− piic1(k∗(E∨)).
Note that f¯ (t) lies in H∗CR,amb(Z)[[q, t′]].
Theorem 2.31. [39, Theorem 6.14] The map ∆¯T identifies the quantum D-
module QDMnar(T ) with the pullback f¯ ∗QDMamb(Z). Furthermore it is com-
patible with the integral structures and the functor k∗ ◦ pi∗, i.e., the following
diagram commutes:
(2.5.1)
K0(T )X k∗(K0(X ))
QDMnar(T ) f¯ ∗QDMamb(Z).
k∗◦pi∗
sT,nar(t,z)(−) sZ ,amb( f¯ (t),z)(−)
∆¯T
Remark 2.32. We note that when X is a toric stack, the lattice generated by
the left vertical map spans the space of solutions in QDMnar(T ).
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3. TORIC PRELIMINARIES
We consider toric varieties constructed as stack quotients via GIT. As this
section is primarily to set notation and recall previous results, the exposi-
tion is condensed. We refer the reader to [15] for further details.
3.1. GIT description. The initial data consists of
• A torus K ∼= (C∗)r;
• the lattice L = Hom(C∗, K) of co-characters of K;
• a set of characters D1, . . . , Dm ∈ L∨ = Hom(K,C∗);
• a choice of a stability condition ω ∈ L∨ ⊗R.
Given the above, the map
(D1, . . . , Dm) : K → (C∗)m
defines an action of K on Cm. Given I ⊂ {1, . . . , m}, we denote by Ic the
complement of I.
Definition 3.1. Define ∠I ⊂ L∨ ⊗R to be the subset
∠I :=
{
∑
i∈I
aiDi|ai ∈ R>0
}
.
Define the set of anticones (with respect to ω) to be
Aω := {I ⊂ {1, . . . , m} |ω ∈ ∠I} .
For each I, consider the open set
UI = (C∗)I × (C)Ic := {(x1, . . . , xm)|xi 6= 0 for i ∈ I} ⊂ Cm
and let Uω denote the union Uω :=
⋃
I∈Aω UI . We define the toric stack Xω
to be the GIT quotient
Xω := [Cm //ω K] := [Uω/K],
where brackets denote that we are taking the stack quotient. We will denote
the underlying coarse toric variety as
Xω := Uω/K.
Define the set S ⊂ {1, . . . , m} to be the collection of i ∈ {1, . . . , m} such
that i ∈ I for all I ∈ Aω.
Assumption 3.2. As in [15], we assume in what follows that
• {1, . . . , m} ∈ Aω;
• for each I ∈ Aω, the dimension of ∠I is maximal (equal to r).
The space of stability conditions ω ∈ L∨ ⊗R has a wall and chamber
structure. Let
Cω =
⋂
I∈Aω
∠I .
Then for any ω′ ∈ Cω, Xω = Xω′ . We call Cω the extended ample cone.
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3.2. Fan description. We obtain the more familiar fan description of Xω
from the GIT data as follows. Consider the short exact sequence
(3.2.1) 0→ L (D1,...,Dm)−−−−−→ Zm β−→ N→ 0,
where β is defined to be the quotient map of Zm by L. For 1 ≤ i ≤ m, let
bi := β(ei) and let bi denote the image of bi in N⊗R. For I ⊆ 1, . . . , m, let
σI denote the cone generated by {bi}i∈I .
Definition 3.3. Define the fan Σω in N⊗R to be the collection of all cones
Σω := {σI}Ic∈Aω .
The collection (N,Σω, β, S) is called an S-extended stacky fan.
The elements bi for i ∈ S are called the extended vectors. It can be checked
that for i ∈ S, bi lies in the support of Σ.
3.3. Cohomology. Each of the characters Di for 1 ≤ i ≤ m defines a divisor
ui ∈ H∗(Xω). The class ui may be defined as the first Chern class of the line
bundle Li → Xω given by
(3.3.1) Li := [Uω ×C/K]→ [Uω/K],
where the action of K on the last factor of C is given by the character Di.
Alternatively ui is Poincare´ dual to
{(x1, . . . , xm) ∈ Uω|xi = 0}/K.
The cohomology ring of Xω is then given by the Stanley-Reisner presenta-
tion [7, Lemma 5.1]
(3.3.2) H∗(Xω) = C[u1, . . . , um]/(J + J),
where
J =
〈
χ−
m
∑
i=1
〈χ, bi〉ui|χ ∈ N∨ ⊗C
〉
,(3.3.3)
J =
〈
∏
i/∈I
ui|I /∈ Aω
〉
.
Note that for i ∈ S, ui = 0 ∈ H∗(Xω).
It will also be convenient to describe the narrow cohomology of H∗(Xω),
which follows from the work of [8].
Definition 3.4. Let Σ be a fan whose support in N⊗R is a rational polyhe-
dral cone. We say a cone σ ∈ Σ is an interior cone if the interior σ◦I of σI is
contained in |Σ|◦, the interior of the support of Σ.
Lemma 3.5. The narrow cohomology H∗nar(Xω) is generated as an H∗(Xω)-
module by {
∏
i∈I
ui σI is an interior cone of Σ
}
.
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Proof. By [8, Proposition 2.4] and the discussion following [8, Remark 2.5],
the compactly supported cohomology of Xω is given by⊕
σI∈Σ, σ◦I ⊆|Σ|◦
C[u1, . . . , um]FI
modulo a natural set of relations analogous to those in (3.3.3). Here FI is
just a formal symbol. Furthermore, the map ϕ : H∗CR,c(Xω) → H∗CR(Xω) is
given by
FI 7→∏
i∈I
ui.

3.4. The ample cone. Equation 3.3.2 implies, in particular, that H2(Xω;R) ∼=
L∨ ⊗ R/∑j∈SRDj. Using (3.2.1), one can find a canonical isomorphism
L∨ ⊗R ∼= H2(Xω)⊕⊕j∈SRDj. For each j ∈ S, let σIj denote the smallest
cone of Σ which contains bj. Then bj = ∑i∈Ij cijbi for cij ∈ Q>0. Define
ξ j ∈ L⊗Q by
(3.4.1) Di · ξ j

1 if i = j
−cij if i ∈ Ij
0 if i /∈ Ij ∪ {j}.
Then
(3.4.2) L⊗R ∼= H2(Xω;R)⊕
⊕
j∈S
Rξ j.
Dualizing we see that
(3.4.3) L∨ ⊗R ∼=
⋂
j∈S
ker(ξ j)⊕
⊕
j∈S
RDj,
hence
⋂
j∈S ker(ξ j) ∼= H2(Xω;R).
Denote by
θ : L∨ ⊗R→ H2(X ;R)
the quotient by 〈Di〉i∈S. Note that this map satisfies θ(Di) = ui.
Under the splitting (3.4.3), the cone
(3.4.4) Cω ∼= C′ω ×
(
∑
i∈S
R>0Di
)
⊂ H2(Xω;R)×
⊕
j∈S
RDj,
where C′ω is the cone of ample divisors. The Mori cone is then given by
NE(Xω) = C′ω∨ ⊂ H2(Xω;R).
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3.5. Chen–Ruan cohomology. For ν ∈ L⊗Q, define
Iν := {i|Di · ν ∈ Z}.
Define the latticeKω ⊂ L⊗Q to be the set
{ν ∈ L⊗Q|Iν ∈ Aω} .
The set K/L indexes components of the inertia stack IXω. Namely, for
ν ∈ K, the corresponding component Xω,ν of IXω is given by
Xω,ν := [(Uω)gν/K],
where
(3.5.1) gν := (exp(2piiD1 · ν), . . . , exp(2piiDm · ν)) ∈ K.
The component Xω,ν may be described concretely as
{[(x1, . . . , xn) ∈ Uω|xi = 0 if i /∈ Iν}/K].
In particular, it is also a toric variety constructed as in Section 3.1, using K
and ω as before, but restricting to those characters {Di|i ∈ Iν}. One may
construct the analogous exact sequence to (3.2.1):
0→ L (Di)i∈Iν−−−−→ Z|Iν| βν−→ Nν → 0.
Let Σω,ν denote the corresponding fan in Nν ⊗R.
The Chen–Ruan cohomology (Definition 2.1 below) of Xω is then given
as a vector space by
H∗CR(Xω) =
⊕
ν∈K/L
H∗(Xω,ν),
where H∗(Xω,ν) may be written explicitly by Section 3.3.
3.6. Proper evaluation maps. Because we do not assume that our toric
stack is proper, we include a preliminary lemma to guarantee that the quan-
tum D-module (as well as the compactly supported and narrow quantum
D-module) is well-defined.
Lemma 3.6. LetYω be a toric stack defined as a GIT quotient as in Section 3.1. For
fixed g, n, d, and for 1 ≤ i ≤ n, the evaluation map evi : M g,n(Yω, d)→ IYω is
proper.
Proof. The toric stack Yω is defined as a stack GIT quotient [Cm //ω K],
which maps to the coarse underlying toric variety Cm //ω K. The latter is
projective over the affine space (Cm)K. Given a semi-stable orbifold curve
C, a morphism C → (Cm)K must be constant. Any stable map C → Yω
lies in a fiber of Yω → (Cm)K. Therefore the space M g,n(Yω, d) coin-
cides with the moduli space of stable maps to Yω relative to (Cm)K (in
the sense of [2]). This moduli space is denoted as Kg,n(Yω/(Cm)K, d). It
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is shown [2] that Kg,n(Yω/(Cm)K, d) is proper over (Cm)K. The evaluation
map evi : M g,n(Yω, d)→ IYω fits into the diagram
M g,n(Yω, d) I¯Yω
Cm //ω K
(Cm)K.
evi
The map M g,n(Yω, d) → (Cm)K is proper, therefore evi is as well, by [40,
Lemma 01W6]. 
3.7. Hypersurfaces. LetXω be a smooth and proper toric Deligne–Mumford
stack. Choose a divisor D = ∑mi=0 aiDi, with ai ∈ Z. Let
φD : N⊗R→ R
be the support function for D, a piecewise-linear function which is linear on
each cone of Σω and characterized by the condition that φD(bi) = −ai for
i /∈ S. (See [20, Chapters 4 and 6] for a discussion of the support function.)
We make the following assumptions on D.
Condition 3.7. The function φD satisfies the following:
(1) For each σ ∈ Σω, there exists an element mσ ∈ N∨ such that
φD(n) = 〈mσ, n〉
for n ∈ |σ|;
(2) The graph of φD is convex and φD(bi) ≥ −ai for i ∈ S.
See [20, Chapters 14 and 15] for details on these conditions. Our purpose
in making these assumptions is explained in the following lemma.
Lemma 3.8. Under the assumptions above, D is basepoint free and OXω (D) is a
convex line bundle on Xω.
Proof. By Part (1) of Condition 3.7, D is pulled back from a Cartier divisor
D on the coarse space Xω. See [20, Theorem 15.1.1 and Proposition 15.1.3]
for the proof when Σω is a fan rather than a stacky fan. The general case
follows from a similar argument. By [20, Proposition 15.1.3], Part (2) of
Condition 3.7 implies that D is nef. By [20, Theorem 15.1.1], D is basepoint
free and thus so is D.
Let f : C → Xω be a stable map from a genus-zero n-marked orbi-curve
C. Let r : C → C be the map to the underlying coarse curve. By [2, The-
orem 1.4.1], the map C → Xω → Xω factors through a map f : C → Xω.
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Therefore f ∗OXω (D) = r∗ f ∗OX(D). We observe that
H1 (C, f ∗OXω (D)) = H1 (C, r∗( f ∗OXω (D)))
= H1
(
C, r∗(r∗ f ∗OXω (D))
)
= H1
(
C, f ∗OXω (D)⊗ r∗(OC)
)
= H1
(
C, f ∗OXω (D)
)
,
where the third equality is the projection formula.
Since D is basepoint free, we have a map |D| : Xω → PM such that
OXω (D) is the pullback of OPM(1). We conclude that
H1
(
C, f ∗OXω (D)
)
= H1
(
C, f ∗ ◦ |D|∗OPM(1)
)
.
As OPM(1) is convex, the above is zero. 
Corollary 3.9. For a general section s ∈ Γ(Xω,OXω (D)), The zero locus Z(s) is
a smooth orbifold.
Proof. By Lemma 3.8 D is basepoint free. The result then follows from a
general version of the Bertini theorem [37, 2.8] and [43, Theorem 2.1]. 
As another consequence of Lemma 3.8, the results of Section 2.5 hold for
these hypersurfaces.
For future reference we record the following facts about OXω (D). We
may express a section s ∈ Γ(Xω,OXω (D)) as
s =∑
j
cjmj
where each mj is a torus invariant section of D and cj ∈ C. Define
∆D := {m ∈ (N⊗R)∨|〈m, n〉 ≥ φD(n) for all n ∈ N⊗R}.
Then the torus invariant sections mj are identified with lattice points in ∆D.
Under this correspondence, the element mj ∈ N∨ is identified with the
rational function
m
∏
i=1
x
〈mj,bi〉
i =
m
∏
i=1
x
〈mj,bi〉+ai
i
xaii
.
Note that given mj ∈ N∨, viewed as a (rational) section of OXω (D), the order
of vanishing of mj along Di is then
(3.7.1) ordDi(mj) = 〈mj, bi〉+ ai.
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4. GEOMETRIC SETUP FOR EXTREMAL TRANSITIONS
Definition 4.1 ([36]). Given two smooth projective varietiesZ and Z˜ , we say
they are related by an extremal transition if there exists a singular variety Z
together with
• a projective degeneration S → ∆ of Z to Z = S0;
• a projective crepant resolution ψ : Z˜ → Z (i.e. a birational mor-
phism such that ψ∗(KZ ) = KZ˜ ).
We may extend the above definition to the case where Z and Z˜ are
smooth Deligne–Mumford stacks with projective coarse moduli space. In
this case we require that ψ is an orbifold crepant resolution of Z , i.e. Z˜ is
smooth as a stack.
In this section we give a general construction which yields extremal tran-
sitions between toric hypersurfaces. This is related to a well-known con-
struction [11, 4] of transitions between toric Calabi–Yau hypersurfaces. How-
ever here we focus on toric blowups, while also generalizing beyond the
Calabi–Yau setting.
4.1. Toric blow-ups. Let K be a torus and let D1, . . . , Dm ∈ Hom(K,C∗)
denote a set of characters. Choose a stability condition ω to obtain the toric
variety X = Xω as in Section 3. Consider a toric subvariety V defined by
the vanishing of a subset of the homogeneous coordinates x1, . . . , xm. By
possibly reordering the divisors D1, . . . , Dm, we can assume without loss of
generality that V is defined by the vanishing of the first k coordinates. To
avoid a trivial situation we assume 〈ρ1, . . . , ρk〉 is a cone of Σω - in particular
{1, . . . , k} ∩ S = ∅.
We may realize the map
BlV (X )→ X
as an instance of toric wall crossing. Let K̂ denote the torus K×C∗ and let
L̂ := Hom(C∗, K̂) ∼= L⊕Z.
For 1 ≤ i ≤ m we define D̂i ∈ L̂∨ as follows:
(4.1.1) D̂i :=
{
(Di, 1) if i ≤ k
(Di, 0) if k < i ≤ m
and define
D̂e := (0,−1).
Let β : Zm → N be the map from (3.2.1). We extend this to a map
β : Zm+1 → N by defining be = β(em+1) := ∑ki=1 β(ei). The following
sequence is exact.
0→ L (D1,...,Dm,De)−−−−−−−→ Zm+1 β−→ N→ 0.
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Choose 0 < e 1 and define
ω+ := ω⊕ (e)
ω− := ω⊕ (−e).
We will consider the GIT quotients [Cm+1 //ω+/− K̂], where the action of
K on Cm+1 is given by (D̂1, . . . , D̂m, D̂e)T. Let Aω+,− ⊂ P({1, . . . , m, e})
denote the corresponding sets of anticones. Let Σω+/− ⊂ N⊗R denote the
respective fans.
Proposition 4.2. The toric stack [Cm+1 //ω− K̂] is equal to X .
Proof. This follows immediately from the observation that J is an anticone
of Aω if and only if J ∪ {m + 1} is an anticone of Aω− . Therefore Σω− =
Σω. 
On the other hand, define
X˜ := [Cm+1 //ω+ K̂].
Proposition 4.3. The toric stack X˜ is equal to BlV (X ). More precisely, the fan
Σω+ for X˜ contains exactly the following maximal cones:
(1) For every maximal cone σ = cone{bi}i∈I of Σω such that I does not
contain {1, . . . , k}, the cone σ is in Σω+ .
(2) For every maximal cone σ = cone{bi}i∈I of Σω such that I contains
{1, . . . , k} and for each 1 ≤ iˆ ≤ k, the cone cone{bi}i∈I\{iˆ} ∪ {be} is in
Σω+ .
Proof. Consider σ = σI a maximal cone of Σω. Then J = Ic is a minimal
anti-cone of Aω. Assume first that {1, . . . , k} is not contained in I. Then
{1, . . . , k} ∩ J 6= ∅. By assumption, there are constants cj > 0 such that
∑
j∈J
cjDj = ω.
Furthermore,
∑
j∈J
cjD̂j =
ω, ∑
j∈{1,...,k}∩J
cj
 .
By shrinking e if necessary, we may assume that
e < ∑
j∈{1,...,k}∩J
cj.
Then
∑
j∈J
cjD̂j +
−e+ ∑
j∈{1,...,k}∩J
cj
 D̂e = (ω, e).
Therefore J ∪ {e} is a minimal anticone of Aω+ .
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Next, assume that {1, . . . , k} is contained in I. Then the anticone J = Ic
is disjoint from {1, . . . , k}. As before, there are constants cj > 0 such that
∑
j∈J
cjDj = ω.
Therefore,
∑
j∈J
cjD̂j + eD̂iˆ =
(
ω+ eDiˆ, e
)
for 1 ≤ iˆ ≤ k. By Lemma 4.4 below with v1 = D̂iˆ and v2 = (0, 1), the stabil-
ity conditions
(
ω+ eDiˆ, e
)
and (ω, e) lie in the same maximal chamber of
L̂∨ ⊗R. Therefore J ∪ {iˆ} is a minimal anticone of Aω+ .
We observe that the union of the support of each of the cones described
above is equal to |Σω| = N⊗R. This guarantees that there are no maximal
cones of Σω+ other than those described above. 
Lemma 4.4. Let ω and D̂1, . . . , D̂m, D̂e be as above. Consider the wall and cham-
ber structure on L̂∨ ⊗R determined by {D̂1, . . . , D̂m, D̂e}.
Let v1 and v2 in L̂∨ ⊗R be vectors with last coordinates either both positive
or both negative. Consider the stability conditions ωi(e) := (ω, 0) + evi for
i = 1, 2. Then for e positive and sufficiently small, ω1(e) and ω2(e) lie in the
same maximal chamber.
Proof. Let Cω ⊂ L∨ ⊗R denote the closure of the (maximal) chamber con-
taining ω. We first claim that with respect to the wall and chamber structure
on L̂∨ ⊗R determined by {D̂1, . . . , D̂m, D̂e}, the stability condition (ω, 0)
is not contained in the closure of any wall other than Cω ⊕ (0).
To see this, assume the contrary, that W ′ ⊂ L̂∨ ⊗R is a wall such that
(ω, 0) ∈ W ′. If W ′ ⊂ L∨ ⊗ R ⊕ (0) then W ′ = W ′′ ⊕ (0) for W ′′ ⊂
L∨ ⊗R a wall with respect the wall and chamber structure determined by
{D1, . . . , Dm}. By Assumption 3.2, W ′′ must be dimension r and therefore
must be Cω. So we may assume that W ′ is not a subset of L∨ ⊗R⊕ (0).
By assumption W ′ has dimension less than r + 1. Therefore there must
exist a set J = {j1, . . . , js} ⊂ {1, . . . , m, e} with s < r + 1 and non-negative
constants c1, . . . , cs such that
(ω, 0) =
s
∑
i=1
ciD̂ji .
Because W ′ is a wall not contained in L∨ ⊗R⊕ (0), at least one of D̂ji has
a nonzero last coordinate which then forces e to be in J. Without loss of
generality we may assume js = e. We conclude that
ω =
s−1
∑
i=1
ciDji .
Because s− 1 < r, this contradicts Assumption 3.2. This proves the claim
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We now show that for e positive and sufficiently small, ωi(e) lies in a
maximal chamber. If we assume the contrary, then the line segment
Si := {ωi(e)|0 < e 1}
must be contained in a wall Wi. By assumption on vi, Si is not contained
in L∨ ⊗R⊕ (0). But this contradicts the fact that (ω, 0) is not contained in
the closure of any wall other than Cω.
To show that ω1(e) and ω2(e) lie in the same maximal chamber, we must
show there is not a wall through (ω, 0) which separates ω1(e) and ω2(e)
for e positive and sufficiently small. By assumption, the sign of the last
coordinate of ω1(e) and ω2(e) is the same, so the wall L∨ ⊗R⊕ (0) does
not separate them. Then again by the fact that (ω, 0) is not contained in the
closure of any wall other than Cω, we reach the desired conclusion. 
By the above two propositions we see that a toric blow-up is an example
of a (discrepant) toric wall crossing. In this case the wall W is generated by
the vector (0, 1).
4.2. Extremal transition. Choose a divisor D = ∑mi=0 aiDi on X satisfying
Condition 3.7. Let s ∈ Γ(X ,OX (D)) be a general section. Define the hy-
persurface
Z := Z(s).
This is a smooth Deligne–Mumford stack by Corollary 3.9. Recall that we
may express the section s as
s =∑
j
cjmj,
where the sum ranges over all of the lattice points mj in ∆D
We may degenerate the section to some s by setting some of the cj to zero.
Define
cj :=
{
cj if ∑ki=1 ordDi mj ≥ k− 1
0 otherwise,
where ordDi mj is given by (3.7.1). Consider the section s = ∑ cjmj. Then
Z := Z(s)
is a degeneration of Z . It will contain (and will usually develop singulari-
ties on) V . One can often find a resolution of Z as follows.
EXTREMAL TRANSITIONS VIA QUANTUM SERRE DUALITY 25
Let q : X˜ → X denote the blowup map. The pullback of D to X˜ is given
by
q∗(D) =
m
∑
i=1
aiD̂i − φD(be)D̂e(4.2.1)
=
m
∑
i=1
aiD̂i − φD
(
k
∑
i=1
bi
)
D̂e
=
m
∑
i=1
aiD̂i +
(
k
∑
i=1
ai
)
D̂e.
Define the divisor D˜ to be
(4.2.2) D˜ :=
m
∑
i=1
aiD̂i +
(
1− k +
k
∑
i=1
ai
)
D̂e.
Note that ∆D˜ is a subset of ∆D. Precisely, the element mj ∈ ∆D lies in ∆D˜
if and only if
〈mj, be〉+
k
∑
i=1
ai ≥ k− 1.
The left hand side of the above equation is equal to ∑ki=1 ordDi mj (viewing
mj as a section of D), and therefore ∑ cjmj defines a general section of D˜.
To avoid confusion with s, we denote this section by s˜ ∈ Γ(X˜ , D˜), although
both s and s˜ may be expressed as ∑ cjmj.
We will always assume Condition 3.7 holds for D˜ as well as for D. Under
this assumption, if we have chosen {cj} sufficiently general, then
Z˜ := Z(s˜)
will be a smooth variety (or orbifold). Z˜ may also be described as the
proper transform of Z under the map q : X˜ → X .
Proposition 4.5. The hypersurfaces Z and Z˜ are related by an extremal transi-
tion through Z in the sense of Definition 4.1.
Proof. We must check that the resolution ψ : Z˜ → Z is crepant.
We first claim that the singular locus of Z is codimension at least 2. Note
that Z and Z˜ are isomorphic outside of V , so the claim is immediate if the
codimension of V in X is at least three. We are left with the case that V is
codimension 2 in X (and therefore codimension 1 in Z). In this case, the
section s is defined to be a general section which vanishes on V . We may
therefore express s as
s = x1 f (x) + x2g(x).
where f and g are general sections of OX (D − D1) and OX (D − D2) re-
spectively. A local coordinate computation shows that the singular locus is
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given by
{x1 = x2 = f (x) = g(x) = 0}.
The claim will follow if we can show that at least one of f or g is non-
vanishing on V . By Condition 3.7, D˜ is basepoint free. There must therefore
exist at least one torus-invariant section mj ∈ Γ(X˜ ,OX˜ (D˜)) which is non-
vanishing on De. Representing mj as a lattice point in ∆D˜ ⊂ N∨ ⊗R, by
(4.2.2) and (3.7.1) we have that
〈mj, be〉+ a1 + a2 − 1 = 0.
On the other hand, since mj also lies in ∆D,
〈mj, bi〉+ ai ≥ 0
for i = 1, 2. Since be = b1 + b2, it follows that for i equal one of 1 or
2, 〈mj, bi〉 + ai = 1, and for the other 〈mj, bi〉 + ai = 0. Without loss of
generality, we assume that 〈mj, b1〉 + a1 = 1,. Then mj corresponds to a
torus-invariant section of D which vanishes to order 1 at D1 and order 0
at D2. In homogeneous coordinates, it may therefore be written as x1 f j(x)
where f j(x) is nonvanishing on V . We conclude that a general section f of
OX (D− D1) is nonvanishing on V . This proves the claim that the singular
locus of Z is codimension at least 2.
We may therefore calculate the canonical class on the complement of the
singular locus. Let S ⊂ V denote the singular locus of Z . Let U denote
the complement X \ S . Then s|U is a regular section of OU(D), whose zero
locus is smooth. Applying the adjunction formula to Z \ S ↪→ U and then
extending to all of Z , we conclude that
KZ = k
∗
(KX + D),
exactly as if Z were smooth.
Consider the commutative diagram
Z˜ X˜
Z X .
k˜
ψ q
k
We must show that p∗(KZ ) = KZ˜ . Again applying the adjunction formula,
KZ˜ = k˜
∗(KX˜ + D˜).
It therefore suffices to show that
(4.2.3) q∗(KX + D) = KX˜ + D˜.
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The pullback q∗(KX ) = q∗(−∑mi=1 Di) is equal to
−
m
∑
i=1
D̂i − φKX (be)D̂e = −
m
∑
i=1
D̂i − φKX
(
k
∑
i=1
bi
)
D̂e
= −
m
∑
i=1
D̂i − kD̂e
= KX˜ + (1− k)D̂e.
On the other hand, by (4.2.1) and (4.2.2),
q∗(D) = D˜ + (k− 1)D̂e.
Equation (4.2.3) follows. 
Remark 4.6. The construction of extremal transitions given above can be
generalized to the case where the map X˜ → X between the ambient spaces
is a weighted blow-up. In this modification, we replace D̂i from (4.1.1) with
(Di, wi) for 1 ≤ i ≤ k, where wi are positive integers, and we replace (4.2.2)
with
D˜ :=
m
∑
i=1
aiD̂i +
(
1+
k
∑
i=1
wi(ai − 1)
)
D̂e.
The results of the paper hold in this context as well, with the same proofs,
although the notation is slightly more cumbersome. We leave the details to
the reader.
4.3. Examples. This setup includes many well-known examples.
Example 4.7 (Conifold transition). Let K = C∗, m = 5, k = 2, and D1 =
· · · = D5 = ω = 1 ∈ Hom(K,C∗) ∼= Z. Define
D =
5
∑
i=1
Di = −KX .
Then Z = Z(s) is a smooth quintic 3-fold in X = P4. Degenerating the
section s, we obtain a section s¯ which may be written as x1 f (x) + x2g(x).
The variety Z = Z(s¯) contains P2 = Z(x1, x2) and has 16 nodes at
x1 = x2 = f (x) = g(x) = 0.
The variety X˜ is equal to BlP2 P4. The divisor D˜ is equal to ∑5i=1 D̂i +
D̂6 = −KX˜ , and the section s˜ defines a smooth Calabi–Yau Z˜ which re-
solves the singularities of Z . The map Z˜ → Z contracts curves. The tran-
sition between Z and Z˜ is a conifold transition.
One checks explicitly that D and D˜ both satisfy Condition 3.7.
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Example 4.8. More generally we can let K = C∗, choose any m and k with
1 < k < m, and let D1 = · · · = Dm = ω = 1 . For any choice of a1, . . . , am,
the divisor
D =
m
∑
i=1
aiDi ∼=
(
m
∑
i=1
ai
)
H
satisfies Condition 3.7 if d = ∑mi=1 ai is positive. Here H is a hyperplane.
The section s defines a degree c hypersurface Z of dimension m− 2 in X =
Pm−1, and Z = Z(s¯) is a singular hypersurface which vanishes at {x1 =
· · · = xk} ∼= Pm−k−1. In this case X˜ = BlPm−k−1 Pm−1, and
D˜ ∼= dH + (1− k)E,
where H is the pullback of a generic hyperplane in Pm−1 and E is the ex-
ceptional divisor. Since X˜ is a smooth variety, Part (1) of Condition 3.7 is
automatic for D˜. By [20, Theorem 15.1.1], the divisor D˜ will satisfy Part (2)
of Condition 3.7 provided D˜ is nef. The nef cone for X˜ is generated by the
rays D̂1 = (1, 1) and D̂m = (1, 0). Condition 3.7 is therefore satisfied if
(d, k− 1) lies in the cone generated by (1, 1) and (1, 0), or equivalently, if
d ≥ k− 1.
In this way we generate numerous examples of transitions in any di-
mension for hypersurfaces of any degree. The case of m = 5, k = 4, and
a1 = · · · = a5 = 1 gives the cubic transition studied by the first author in
[34].
Example 4.9. There is no particular reason to restrict to X a projective space.
Generalizing the above example, we consider a product of projective spaces
X = Pm1−1 × · · · ×Pmr−1,
by choosing each Di from {ej}1≤j≤r, where ej = (0, . . . , 0, 1, 0, . . . , 0) is the
vector with 1 in the jth coordinate and zeroes in all other coordinates.
By reordering {Di}1≤i≤m, the set V may be given by
r⋂
j=1
{xj,1 = · · · = xj,k j = 0},
where {xj,i}1≤i≤mj are homogeneous coordinates on the jth factor of X ,
Pmj−1. After choosing appropriate a1, . . . , am, the divisor D is conjugate
to ∑rj=1 djHj, where Hj is the pullback of the hyperplane class from P
mj−1.
Then D will satisfy Condition 3.7 if dj ≥ 0 for all j, and D˜ will satisfy Con-
dition 3.7 if for all j with k j 6= 0,
dj ≥
(
r
∑
l=1
kl
)
− 1.
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Example 4.10. For an orbifold example, let K = C∗. Choose positive integers
c1, . . . , cm−1, let Di = ci for 1 ≤ i < m, and let Dm = ω = 1. Then X
is the weighted projective space P(c1, . . . , cm−1, 1). The fan for X lies in
Rm−1 and contains the rays bi = ei = (0, . . . , 1, . . . , 0) for 1 ≤ i < m and
bm = (−c1, . . . ,−cm−1). Let a1 = · · · = am−1 = 0 and am = d > 0. If d
is divisible by each of c1, . . . , cm−1 then D will satisfy Condition 3.7. The
divisor D˜ will satisfy Condition 3.7 if
d ≥ cˆ(k− 1)
where cˆ := max ({c1, . . . , ck}).
5. THE TOTAL SPACES
We want to compare the Gromov–Witten theory of Z and Z˜ , as defined
in Section 4. By quantum Serre duality (Theorem 2.31), it suffices to com-
pare the Gromov–Witten theory of the total spaces of the line bundles −D
and −D˜. Define
T := tot(OX (−D)) and T˜ := tot(OX˜ (−D˜)).
We can represent both T and T˜ as a toric GIT quotient. We will focus on
T˜ .
Let K̂ denote the torus K×C∗ and recall the definition of D̂1, . . . , D̂m, D̂e
from Section 4.1. Define
D̂f := −
m
∑
i=1
aiD̂i −
(
1− k +
k
∑
i=1
ai
)
D̂e =
(
−
m
∑
i=1
aiDi, 1− k
)
.
We will consider the GIT quotients [Cm+2 //ω+/− K̂], where the action of K̂
on Cm+2 is given by (D̂1, . . . , D̂m, D̂e, D̂f). Let Âω+,− ⊂ P({1, . . . , m, e, f})
denote the corresponding sets of anticones.
Define β̂ : Zm+2 → N̂ := N⊕Z by
β̂(ei) :=

(β(ei), ai) if 1 ≤ i ≤ m(
∑kj=1 β(ej), 1− k +∑kj=1 aj
)
if i = e
(0, 1) if i = f,
where β : Zm → N is the map from (3.2.1) for X = Xω. A simple check
shows that
(5.0.1) 0→ L̂ (D̂1,...,D̂m,D̂e,D̂f)−−−−−−−−−→ Zm+2 β̂−→ N̂→ 0,
is exact. Define b̂i := β̂(ei). We denote the fans corresponding to the GIT
quotients [Cm+2 //ω+/− K̂] by Σ̂ω+/− .
Proposition 5.1. The total space T˜ may be expressed as the toric GIT quotient
[Cm+2 //ω+ K̂]. Furthermore j ∈ Sω if and only if j ∈ Sω+ .
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Proof. Given σI = cone{bi}i∈I a cone of Σω+ , let σ̂I := cone{b̂i}i∈I ∪ {b̂f}. It
follows immediately from considering anticones that each cone σ̂I is a cone
of Σ̂ω+ . Note that for i ∈ {1, . . . , m, e},
b̂i =
(
bi,−φD˜(bi)
)
.
As a consequence, the union ⋃
σ∈Σω+
|σ̂|
is the set of all points n ∈ N̂⊗R such that the last coordinate of n is greater
than or equal to−φD˜(n). By the convexity assumption on the support func-
tion (Part (1) of Condition 3.7), this set is equal to
cone{b̂i}i∈{1,...,m,e,f}\S = cone{b̂i}i∈{1,...,m,e,f}
and therefore must be equal to |Σ̂ω+ |. Therefore {σ̂}σ∈Σω+ must contain
every cone of Σ̂ω+ .
We have shown that σ is a cone of Σω+ if and only if σ̂ is a cone of Σ̂ω+ .
This implies that (Cm+2)ss(ω+) = (Cm+1)ss(ω+)×C and therefore that the
map [Cm+2 //ω+ K̂] → [Cm+1 //ω+ K̂] = X˜ is a vector bundle. To see that it
is the total space of −D˜, it suffices to recall that
D̂f = −D˜.
The second part of the proposition follows as well from the description of
the cones of Σ̂ω+ . 
Corollary 5.2. The only interior ray of Σ̂ω+ is b̂f.
Proof. This follows from the description of |Σ̂ω+ | in the proof of Proposi-
tion 5.1. 
Next we investigate the GIT quotient with respect to the stability condi-
tion ω−. As the next proposition shows, it is not equal to T . Let
T := [Cm+2 //ω− K̂].
Proposition 5.3. The toric stack T is a partial compactification of T . The fan
Σ̂ω− for T contains precisely the following two sets of maximal cones:
(1) For every maximal cone σI of Σω− , the cone σ̂I := cone{b̂i}i∈I ∪ {b̂f} is
in Σ̂ω− ;
(2) For every maximal cone σI of Σω− such that I contains {1, . . . , k}, the
cone σ′I := cone(b̂i, b̂e) is in Σ̂ω− .
Furthermore j ∈ Sω if and only if j ∈ Sω− .
Remark 5.4. The fan formed by the type (1) cones gives the toric stack T .
The type (2) cones serve to partially compactify T . See Corollary 5.6 below.
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Proof. By an identical argument as in Proposition 5.1, we see that the type (1)
cones lie in Σ̂ω− .
We now show that the type (2) cones lie in Σ̂ω− . Convexity of D implies
that D lies in the closure of the extended ample cone [20, Theorem 15.1.1
and Proposition 15.1.3]. Therefore, for all J ∈ Aω, there exist a set of non-
negative constants {dj}j∈J such that
∑
j∈J
djDj =
m
∑
i=1
aiDi.
Since D̂j = (Dj, 0) for j /∈ {1, . . . , k}, we have
(5.0.2) (0,−1) = 1
k− 1
(
∑
j∈J
djD̂j + D̂f
)
whenever J is disjoint from {1, . . . , k}. Let σI be a cone of Σω such that I
contains {1, . . . , k}. Let J denote the complement Ic in {1, . . . , m}. We claim
that J ∪ {f} is an anticone of Âω− . Choose constants cj > 0 such that
∑
j∈J
cjDj = ω.
Using the above two equations we observe that
∑
j∈J
cjD̂j +
e
k− 1
(
∑
j∈J
djD̂j + D̂f
)
= (ω, e).
Therefore J ∪ {f} is an anticone of Âω− .
The union of the support of all type (1) and (2) cones is easily seen to be
equal to the support of Σ̂ω+ = cone{b̂i}i∈{1,...,m,e,f}, which implies there are
no other maximal cones.
The final statement of the proposition follows immediately from the de-
scription of maximal cones. 
Figure 1 in the introduction provides a picture of the fans in the case of
X = P2, D = −KX and V a point. In this picture the bottom vertex is the
origin and each line out of the origin is a primitive ray vector.
In the table below we list the relevant toric varieties constructed in this
section, together with the toric data defining them. Recall that K̂ = K×C∗,
L̂ = L⊕Z, N̂ = N⊕Z.
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toric stack divisor sequence GIT quotient
X 0→ L (D1,...,Dm)−−−−−→ Zm β−→ N→ 0 [Cm //ω K]
X 0→ L̂ (D̂1,...,D̂m,D̂e)−−−−−−−→ Zm+1 β−→ N→ 0 [Cm+1 //ω− K̂]
X˜ = BlV X 0→ L̂ (D̂1,...,D̂m,D̂e)−−−−−−−→ Zm+1 β−→ N→ 0 [Cm+1 //ω+ K̂]
T˜ = tot(−D˜) 0→ L̂ (D̂1,...,D̂m,D̂e,D̂f)−−−−−−−−−→ Zm+2 β̂−→ N→ 0 [Cm+2 //ω+ K̂]
T 0→ L̂ (D̂1,...,D̂m,D̂e,D̂f)−−−−−−−−−→ Zm+2 β̂−→ N→ 0 [Cm+2 //ω− K̂]
Recall that the connected components of IT are indexed by K̂ω−/L̂.
These components can be separated into two groups based on whether or
not they intersect T .
Definition 5.5. Define the following complementary subsets of K̂ω− :
K̂intω− :={ν ∈ K̂ω− |De · ν ∈ Z}
K̂fracω− :={ν ∈ K̂ω− |De · ν /∈ Z}.
The following observations are more or less immediate from the above
description of T . We record them here for future use.
Corollary 5.6. The open locus {xe 6= 0} ⊂ T is equal to T . The locus {xe 6=
0} ⊂ IT is equal to IT .
The connected components of IT are of the following two types:
(1) The elements ν ∈ K̂intω−/L̂ index those components T ν of IT which are
partial compactifications of a corresponding component Tν of IT . In par-
ticular the embedding Kω ↪→ K̂ω− ⊂ L̂⊗Q given by f 7→ ( f , 0) in-
duces an isomorphismKω/L ∼= K̂intω−/L̂.
(2) For ν ∈ K̂fracω− /L̂, the component T ν of IT is supported on the locus
{xe = 0}.
Proof. The first statements follow from the fact that
[
(
Cm+2 ∩ {xe 6= 0}
)
//ω− K̂] = [C
m+1 //ω K],
where the action of K on the last factor of Cm+1 is given by the restriction of
D˜f ∈ hom(K̂,C∗) to K ∼= K× {1} ⊂ K̂. The GIT quotient on the right hand
side is easily seen to be T , by an argument similar to Proposition 5.1.
It follows from the definitions that
Kω/L ∼= K̂intω−/L̂,
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where the isomorphism is induced by the inclusion f 7→ ( f , 0). The set
K̂intω−/L̂ indexes exactly those twisted sectors which have a nontrivial inter-
section with {xe 6= 0}.
The elements of K̂fracω− /L̂ correspond to components of IT supported on
{xe = 0}. 
5.1. Comparison of narrow cohomology. In this section we identify the
narrow cohomology of T with a subquotient of the narrow cohomology of
T . We also compare the ample and Mori cones.
Lemma 5.7. The narrow cohomology H∗CR,nar(T ) contains the subspace ufH∗CR(T ).
Proof. We work with each component of IT individually. For ν ∈ K̂fracω− /L̂,
we claim that ufH∗(T ν) = 0. The toric stack T ν may be represented as the
GIT quotient
[(Cm+2)gν //ω− K̂],
where gν ∈ K̂ is as in (3.5.1). By assumption on ν, De · ν /∈ Z, so the e-th
(= m + 1st) coordinate of a point in (Cm+2)gν must be zero. It follows that
a semistable point of (Cm+2)gν must be nonzero in the m + 2nd coordinate
or equivalently, that the natural section of Lf|T ν is nowhere vanishing. This
implies that under the map ιν : T ν → T , the class uf pulls back to zero. The
claim follows by [39, Remark 2.14 ].
Next consider the untwisted sector T ⊂ IT . Because Σω− and Σω+ have
the same support, it follows from Corollary 5.2 that b̂f is an interior ray of
Σ̂ω− . By Lemma 3.5 this implies ufH∗(T ) ⊆ H∗nar(T ).
For ν ∈ Kω/L ∼= K̂intω−/L̂, the map ιν : T ν → T is a closed embedding.
By [39, Proposition 2.5], ι∗ν maps H∗nar(T ) to H∗nar(T ν). From this we have
ufH∗(T ν) = ufι∗ν
(
H∗(T )) = ι∗ν (ufH∗(T )) ⊆ H∗nar(T ν).

Proposition 5.8. The pullback i∗ : H∗CR(T ) → H∗CR(T ) restricts to a surjective
map ufH∗CR(T )→ ufH∗CR(T ) = H∗CR,nar(T ).
Proof. For ν ∈ K̂fracω− /L̂, the summand ufH∗(T ν) is zero by the previous
proof. We must check that for ν ∈ K̂intω−/L̂ ∼= K/L, the pullback i∗ν :
H∗(T ν)→ H∗(Tν) maps ufH∗CR(T ν) surjectively onto ufH∗CR(T ).
For a given twisted sector ν ∈ K̂intω−/L̂, consider the Stanley-Reisner
presentations of H∗(T ν) and H∗(Tν) as described in (3.3.2). The pullback
i∗ν : H∗(T ν) → H∗(Tν) is given simply by setting ue to zero in the Stanley-
Reisner presentation of H∗(T ν). It follows that the restriction
i∗ν : ufH∗CR(T ν)→ ufH∗CR(Tν)
is surjective. 
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Lemma 5.9. We have the following comparisons between (co-)homology of T and
T .
(1) The map L⊗R → L̂⊗R = L⊗R⊕R given by l 7→ (l, 0) defines a
canonical isomorphism H2(T ;R) ∼= H2(T ;R)⊕R.
(2) The map L∨ ⊗R→ L̂∨ ⊗R = L∨ ⊗R⊕R defines a canonical isomor-
phism H2(T ;R) ∼= H2(T ;R)⊕R.
(3) Under the isomorphism above, the extended ample cones are related as:
Cω− = Cω ×R≥0(0,−1).
(4) The ample cones and Mori cones satisfy the same relationship:
C′ω− = C
′
ω ×R≥0(0,−1),
and
NE(T ) = NE(T )×R≥0(0,−1).
Proof. By Proposition 5.3, j ∈ Sω if and only if j ∈ Sω− . By (3.4.2),
L̂⊗R ∼= H2(T ;R)⊕
⊕
j∈S
Rξ̂ j,
where ξ̂ j ∈ L̂⊗Q is as in (3.4.1). Proposition 5.3 also implies that the fan
for T consists of the Type 1 cones of Σ̂ω− . Note also that for 1 ≤ j ≤ m,
b̂j =
(
bj,−φD(bj)
)
.
The second part of Condition 3.7 for D then implies that for j ∈ S, b̂j is
contained in one of the cones of T . It follows by (3.4.1) that ξ̂ j = (ξ j, 0),
where ξ j ∈ L⊗Q is the corresponding element for ω. Under the splittings⊕
j∈S
Rξ̂ j ⊕ H2(T ;R) = L̂⊗R = L⊗R⊕R =
⊕
j∈S
Rξ j ⊕ H2(T ;R)⊕R,
the summand H2(T ;R) on the left is identified with H2(T ;R)⊕R on the
right.
From the equation above we see that
⋂
j∈S ker(ξ̂ j) =
⋂
j∈S ker(ξ j) ⊕R.
This implies the second claim by (3.4.3).
To compare the extended ample cones, we use Proposition 5.3, which
implies that the anticones are of the form
(1) if I ⊂ {1, . . . , m} is an anticone of ω, then Î = I ∪ {e} is an anticone
of ω−;
(2) if I ⊂ {1, . . . , m} is an anticone of ω which is disjoint from {1, . . . , k},
then I′ = I ∪ {f} is an anticone of ω−.
First observe that ⋂
Î of type (1)
∠ Î = Cω ×R≥0(0,−1).
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To see that this is equal to Cω− it suffices to show that the further inter-
section with ∠I′ for the anticones I′ of type (2) does not change the set.
This follows from the following claim: if I ⊂ {1, . . . , m} is an anticone of ω
which is disjoint from {1, . . . , k}, then ∠ Î is contained in ∠I′, where ∠ Î and
∠I′ are the corresponding anticones of types (1) and (2) associated to I.
To prove the claim we show that (0,−1) ∈ ∠I′. This too follows from
the convexity assumption of Condition 3.7 for D. Again using (5.0.2), for I
disjoint from {1, . . . , k},
(0,−1) = 1
k− 1
(
∑
i∈I
ciD̂i + D̂f
)
∈ ∠I′.
The claim follows and we conclude that
Cω− =
 ⋂
Î as in (1)
∠ Î
⋂ ⋂
I′ as in (2)
∠I′
 = ⋂
Î as in (1)
∠ Î = Cω ×R≥0(0,−1).
The comparison of ample cones follows from this and (3.4.4). The com-
parison of Mori cones is then immediate. 
6. CREPANT TRANSFORMATION CONJECTURE
In this section we recall the crepant transformation conjecture proven in
[15], and use it to prove analogous statements in compactly supported and
narrow cohomology. The results of this section will be applied specifically
to T˜ and T .
6.1. Wall crossing. We begin by recalling the general wall crossing setup
of [15]. To be notationally consistent with the specific setup we will use in
Section 5, we will consider toric varieties Yω+ and Yω− arising as GIT stack
quotients by a torus K̂ ∼= (C∗)r+1 of dimension r + 1. The corresponding
rank r+ 1 lattice Hom(C∗, K̂) will be denoted by L̂. Choose stability condi-
tions ω+,ω− ∈ L̂∨ ⊗R lying in cones Cω+ and Cω− of maximal dimension
which are separated by a codimension-one wall. Denote by Yω+ and Yω−
the corresponding toric stacks. Define (N̂, Σ̂ω+ , β̂, S+) and (N̂, Σ̂ω− , β̂, S−)
denote the extended stacky fans.
Define W denote the hyperplane separating Cω+ and Cω− and define
CW := W ∩ Cω+ = W ∩ Cω− .
Let e ∈ L̂ be a primitive generator of W⊥. We assume without loss of
generality that ω+ · e > 0. Under these assumptions, Yω+ and Yω− are
birational, via a common toric blow-up defined in [15, Section 6.3.1]
(6.1.1)
Ŷ
Yω− Yω+ .
pi− pi+
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If we assume further that (∑1≤i≤m Di) · e = 0 then Yω+ and Yω− are K-
equivalent. This is the setting of [15].
Consider the fan consisting of the cones Cω+ , Cω− , and their faces. Let
M denote the corresponding toric variety. This is an open subset of the
secondary toric variety associated to Σ̂ω+ and Σ̂ω− . Let P+/− denote the
torus fixed point ofM associated to the cone Cω+/− , and let C denote the
torus invariant curve between P+ and P−. The correspondence given by
the crepant transformation conjecture of [15] takes place on a formal neigh-
borhood M̂ of C inM. Following [15], it is more convenient to work with
a smooth cover ofM.
Choose integral bases {p+1 , . . . , p+r+1} and {p−1 , . . . , p−r+1} of L̂∨ such that
• p+/−i ∈ Cω+/− for 1 ≤ i ≤ r + 1;
• p+i = p−i ∈ CW for 1 ≤ i ≤ r.
For d̂ ∈ L̂, let yd̂ denote the corresponding element of C[L̂]. We have
inclusions
C[C∨ω+ ∩ L̂] ↪→ C[y1, . . . , yr+1] yd̂ 7→
r+1
∏
i=1
yp
+
i ·d̂
i
C[C∨ω− ∩ L̂] ↪→ C[y˜1, . . . , y˜r+1] yd̂ 7→
r+1
∏
i=1
y˜p
−
i ·d̂
i .
The coordinates are related by the change of variables
y˜i = yiy
ci
r+1 for 1 ≤ i ≤ r;(6.1.2)
y˜r+1 = y−1r+1,
where ci ∈ Z are determined by the change of basis from {p+i } to {p−i }.
Note that by assumption p+r+1 · e = −p−r+1 · e = 1. LetM′ denote the toric
variety corresponding to the fan whose cones consist of Ĉω+ = cone{p+1 , . . . , p+r+1},
Ĉω− = cone{p−1 , . . . , p−r+1}, and their faces. There is a birational map
M′ →M
induced by the map of cones.
We will consider a modification ofM′, whose sheaf of functions is ana-
lytic in the last coordinate (r + 1) and formal in the other coordinates. Let
Cω+/− denote the analytic complex plane, with coordinates yr+1 and y˜r+1
respectively. These glue to form an analytic P1,an via the change of vari-
ables y˜r+1 = y−1r+1. Define the sheaves
OÛ ′+ := O
an
C+
[[y1, . . . , yr]]
OÛ ′− := O
an
C− [[y˜1, . . . , y˜r]].
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which also glue over P1,an via (6.1.2). Let M̂′ denote the corresponding
ringed space, and let Û ′+ and Û ′− be the open sets given by yr+1 6= 0 and
y˜r+1 6= 0 respectively.
Remark 6.1. The setup above differs slightly from that given in [15], where
the authors define overlattices ˜̂L+ and ˜̂L− of L̂, and choose {p+/−1 , . . . , p+/−r+1 }
to be an integral basis of ˜̂L∨+/−. These coordinate are used to define a va-
riety Mreg [15, Equation 5.10], which is a smooth cover of M. One can
check that the bases may be chosen so that the map Mreg → M factors
throughM′ → M. There are induced maps M̂reg → M̂′ → M̂ between
the completions of the analytic spaces.
The overlattices ˜̂L+ and ˜̂L− of L̂ correspond to finite covers ofM and
M′. The deck transformations of these covers corresponds under the mir-
ror theorem to Galois symmetries of the quantum D-module [24, Sections 2.2
and 2.3].
By [15, Remarks 5.10 and 6.6], the mirror theorem and crepant trans-
formation conjecture of [15] are both compatible with this Galois action,
consequently the results in this section are equally valid on M̂reg and M̂′.
Notation 6.2. By Lemma 5.9, for the particular case of Yω− = T and Yω+ =
T˜ , we may set p−r+1 ∈ Cω− to be (0,−1) = De. We fix this choice in later
sections.
6.2. Mirror theorem and CTC. We recall the main result of [15]. In contrast
to that paper we work non-equivariantly.
Let
c := ∏
{j| Dj·e 6=0}
(Dj · e)Dj·e.
Let M̂′+/− denote U ′+/− \ {ye = c}.
Definition 6.3. Define the Fourier–Mukai transform
FM := pi+∗ ◦ pi∗− : K0(Yω−)→ K0(Yω+),
wherer pi+/− is as in (6.1.1). Because pi+ and pi− are proper, we can also
define
FMc := pi+∗ ◦ pi∗− : K0c(Yω−)→ K0c(Yω+).
Theorem 6.4. [15, Theorem 5.14] There exists an open subset M̂◦+ ⊂ M̂′+ such
that M̂′+ \ M̂◦+ is a discrete set and yr+1 = 0 ∈ M̂◦+. On M̂◦+ × Spec(C[z])
there exists
• A trivial H∗CR(Yω+)-bundle
F+ := H∗CR(Yω+)⊗OM̂◦+ [z];
• A flat connection ∇+ = d + z−1A(y, z) on F+ with logarithmic singu-
larities at {yi = 0} for 1 ≤ i ≤ r + 1;
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• A mirror map τ+ : M̂′+ → H∗CR(Yω+), of the form
(6.2.1) τ+ = σ+ + τ˜+ with τ˜+ ∈ H∗CR(Yω+)⊗OM̂◦+
where
σ+ :=
r+1
∑
i=1
θ+(p+i ) log yi
and τ˜+|y1=···=yr+1=0 = 0;
such that∇+ is the pullback of the quantum connection ∇Yω+ of Yω+ by τ+.
The above is a D-module formulation of the mirror theorem from [13],
itself a generalization of the work of [23, 31]. The connection∇+ is gener-
ated by the I-function I+(y, z) of [13] after specializing the Novikov vari-
ables appropriately. An analogous result holds for Yω− .
Next we state the crepant transformation conjecture proven in [15], which
relates the connections ∇+ and ∇−. The comparison may be made on
M̂◦ := M̂◦+ \ {yr+1 = 0}∩M̂◦− \ {y˜r+1 = 0} and depends on a path of ana-
lytic continuation in P1,an \ {ye = 0, c,∞} from a neighborhood of y˜r+1 = 0
to a neighborhood of yr+1 = 0. We choose a path γ from log ye = −∞ to
log ye = ∞ such that the real part of log ye is always increasing, the imag-
inary part of log ye is 0 when log |ye|  0 or log |ye|  0, and γ contains
the point
log |c|+ pii
 ∑
j:Dj·e>0
Dj · e > 0
 .
Theorem 6.5 (crepant transformation conjecture [15]). There exists a gauge
transformation
Θ ∈ Hom (H∗CR(Yω−), H∗CR(Yω+))⊗OM̂◦ [z]
such that
• the connections∇− and∇+ are gauge equivalent via Θ:
∇+ ◦Θ = Θ ◦∇−;
• analytic continuation of flat sections is induced by a Fourier–Mukai trans-
formation:
Θ
(
sYω− (τ−(y), z)(E)
)
= sYω+ (τ+(y), z)(FM(E)).
Remark 6.6. In fact the theorem as stated in [15] takes place on an open
subset of the universal cover of M̂′+ ∩M̂′− (as that is where the I-functions
are single-valued). However the results are equally valid on M̂◦, by [15,
Remark 6.6] (see also Remark 6.1).
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6.3. Compactly supported CTC. We recall from Section 2.2 the compactly
supported quantum connection ∇Y ,c and the compactly supported funda-
mental solution LY ,c(t, z).
Definition 6.7. With M̂◦+/− and the mirror map τ+/− : M̂′+/− → H∗CR(Yω+/−)
given as in Theorem 8.2, define the trivial H∗CR,c(Yω+/−)-bundle over M̂◦+/−×
Spec(C[z])
F+/−,c := H∗CR,c(Yω+/−)⊗OM̂◦+/− [z].
Define the connection
∇+/−,c := τ∗+/−(∇Yω+/− ,c).
By Proposition 2.14,∇+/− and∇+/−,c are dual with respect to SYω+/− .
Definition 6.8. Define the OM̂◦ [z]-valued homomorphism
Θc ∈ Hom (H∗CR,c(Yω−), H∗CR,c(Yω+))⊗OM̂◦ [z]
via the equation
(6.3.1) SYω+ (Θα,Θcβ) = SYω− (α, β)
for all α ∈ H∗CR(Yω−) and β ∈ H∗CR,c(Yω−).
Theorem 6.9 (compactly supported CTC). The connections ∇−,c and ∇+,c
are gauge equivalent via Θc:
∇+,c ◦Θc = Θc ◦∇−,c.
Furthermore, analytic continuation of flat sections is induced by a Fourier–Mukai
transformation:
Θc
(
sYω− ,c(τ−(y), z)(E)
)
= sYω+ ,c(τ+(y), z)(FM(E)),
for all E ∈ K0c(Yω−).
Proof. For all u(z) ∈ H∗CR(X )[[q, t′]]((z−1)) and v(z) ∈ H∗CR,c(X )[[q, t′]]((z−1)),
SYω+
(
Θ ◦∇−u(z),Θcv(z))+ SYω+ (Θu(z),Θc ◦∇−,cv(z))
=SYω−
(∇−u(z), v(z))+ SYω− (u(z),∇−,cv(z))
=∂iSYω− (u(z), v(z))
=∂iSYω+ (Θu(z),Θcv(z))
=SYω+
(∇+ ◦Θu(z),Θcv(z))+ SYω+ (Θu(z),∇+,c ◦Θcv(z))
=SYω+
(
Θ ◦∇−u(z),Θcv(z))+ SYω+ (Θu(z),∇+,c ◦Θcv(z)) .
The first and third equalities follow from the definition of Θc. The second
and fourth follow from Proposition 2.14. The fifth equality follows from
Theorem 6.5. Cancelling SYω+ (Θ ◦∇−α,Θcβ) from the top and bottom
expression finishes the proof of the first statement.
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To compare flat sections with the Fourier–Mukai transformation, con-
sider E ∈ K0(Yω−) and F ∈ K0c(Yω−).
SYω+
(
sYω+ (τ+(y), z)(FM(E)), sYω+ ,c(τ+(y), z)(FMc(F))
)
=(−1)dim(Yω+ )χ(FM(E),FMc(F))
=(−1)dim(Yω− )χ(E, F)
=SYω−
(
sYω− (τ−(y), z)(E), sYω− ,c(τ−(y), z)(F)
)
=SYω+
(
ΘsYω+ (τ−(y), z)(E),ΘcsYω+ ,c(τ−(y), z)(F)
)
=SYω+
(
sYω+ (τ+(y), z)(FM(E)),ΘcsYω+ ,c(τ−(y), z)(F)
)
.
As {sYω+ (FM(E))|E ∈ K0(Yω−)} span the flat sections of∇+ and the pair-
ing SYω+ is nondegenerate, we conclude that
ΘcsYω− ,c(τ−(y), z)(F) = sYω+ ,c(τ+(y), z)(FM(F)).

6.4. Narrow CTC. In this section we use the compactly supported crepant
transformation conjecture to prove a corresponding statement in narrow
cohomology.
Definition 6.10. With M̂◦+/− and the mirror map τ+/− : M̂′+/− → H∗CR(Yω+/−)
given as in Theorem 8.2, define the trivial H∗CR,nar(Yω+/−)-bundle over M̂◦+/−×
Spec(C[z])
F+/−,nar := H∗CR,nar(Yω+/−)⊗OM̂◦+/− [z].
Define the connection
∇+/−,nar := τ∗+/−(∇Yω+/− ,nar).
The following proposition was suggested to the second author by Iritani
in private communication.
Proposition 6.11. Provided Assumption 2.25 holds for Yω+/− , the following dia-
gram commutes:
(6.4.1)
K0c(Yω−) K0(Yω−)
K0c(Yω+) K0(Yω+)
ker(∇−,c) ker(∇−)
ker(∇+,c) ker(∇+)
ϕK0
FMc FM
ϕK0
ϕ
Θc Θ
ϕ
where the vertical arrows are sYω+/− ,c(τ+/−(y), z)(−) and sYω+/− (τ+/−(y), z)(−).
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In particular, the map Θ ∈ Hom (H∗CR(Yω−), H∗CR(Yω+)) ⊗ OM̂◦ [z] sends
H∗CR,nar(Yω−) to H∗CR,nar(Yω+).
Proof. Commutativity of the top square is immediate from the definition of
K0c . Commutativity of the front and back squares follows from (2.4.1) and
that the fundamental solutions satisfy
ϕ ◦ L+/−,c = L+/− ◦ ϕ.
Commutativity of the left and right square are Theorems 6.9 and 6.5 respec-
tively. Commutativity of the bottom square then holds if the maps sYω+/− ,c
are surjective. This holds because Assumption 2.25 holds for the total space
of a vector bundle on a smooth toric stack. 
Definition 6.12. DefineΘnar ∈ Hom
(
H∗CR,nar(Yω−), H∗CR,nar(Yω+)
)
⊗OM̂◦ [z]
to be the restriction of Θ to H∗CR,nar(Yω−).
Theorem 6.13 (narrow CTC). The transformation Θnar satisfies the following:
• the connections∇−,nar and∇+,nar are gauge equivalent via Θnar:
∇+,nar ◦Θnar = Θnar ◦∇−,nar;
• analytic continuation of flat sections is induced by a Fourier–Mukai trans-
formation:
Θnar
(
sYω+/− ,nar(τ−(y), z)(E)
)
= sYω+/− ,nar(τ+(y), z)(FM(E));
• The pairing is preserved:
SYω+ ,nar(Θnarα,Θnarβ) = SYω− ,nar(α, β).
Proof. The first point and second point are automatic from the fact that
∇+/−,nar, Θnar, and sYω+/− ,nar are restrictions of ∇+/−, Θ and s respec-
tively. The third point is due to the fact that for α ∈ H∗CR,nar(Yω−) and
β ∈ H∗CR,c(Yω−),
SYω+ ,nar(Θnarα,Θnar ◦ ϕ(β)) =SYω+ ,nar(Θα,Θ ◦ ϕ(β))
=SYω+ ,nar(Θα, ϕ ◦Θcβ)
=SYω+ (Θα,Θcβ)
=SYω− (α, β)
=SYω− ,nar(α, ϕ(β)).

7. D-MODULE OF THE PARTIAL COMPACTIFICATION
In this section we identify a subquotient of a certain restriction of ∇T ,nar
with ∇T ,nar. The results rely on the specific geometry of T .
42 MI AND SHOEMAKER
7.1. Restricting the Novikov variable.
Notation 7.1. Lemma 5.9 allows us to express any d̂ ∈ NE(T ), as d + d′
where d ∈ NE(T ) and d′ is a multiple of (0,−1). We can then decompose
the Novikov ring of T into the part coming from T and the part coming
from ue. Let Q′ = Q(0,−1) denote the Novikov variable corresponding to
the last factor of NE(T ) = NE(T ) ⊕Z≥0(0,−1). Given d̂ ∈ NE(T ), we
write
Q̂d̂ = Qd(Q′)d
′
,
where Qd is a monomial in the Novikov ring for T .
We will focus on the subspace ufH∗CR(T ), which may be alternatively
described as
im
(
j∗ : H
∗
CR(X )→ H∗CR(T )
)
,
where j : X → T is the closed embedding obtained by composing j : X →
T with the inclusion T ⊂ T .
Lemma 7.2. After restricting to Q′ = 0, the quantum D-module∇T ,nar preserves
the subspace ufH∗(T ). Furthermore, the map i∗ : ufH∗CR(T ) → H∗CR,nar(T ) is
compatible with quantum D-modules after this restriction:
(7.1.1)
i∗
(
LT ,nar(Q̂, t, z)|Q′=0z−Grzρ(T )α
)
= LT ,nar(Q, i∗t, z)z−Grzρ(T )i∗(α)
whenever α ∈ ufH∗CR(T ).
Proof. Let f : (C, p1, . . . , pn) → T be a stable map of degree d = (d, 0) in
H2(T ;Q) × {0} ⊂ H2(T ;Q). By [18] and [12, Section 2.2], the map f is
determined by r + 1 line bundles (corresponding to the factors of K̂), and
for each character D̂i, a section si of the corresponding line bundleLi → C
(here Li = f ∗Li from (3.3.1)). By the condition on d, the line bundle Le is
trivial and the section se is constant. Therefore f maps entirely to the locus
{xe 6= 0} = T or {xe = 0} = T \ T . This implies in particular that we have
the following cartesian diagram:
(7.1.2)
M g,n(T , d) M g,n(T , d)
IT I T .
evi evi
i
(By a slight abuse of notation we will denote both the maps T → T and
IT → I T by i.)
We claim further that f maps entirely to X or T \X . From above, we can
split the argument into two cases depending on whether f maps to T or to
T \ T . If f maps entirely to T \ T then f maps to T \ X . If f maps entirely
to T then f may be described by a map f to X together with a section s of
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f
∗
(OX (−D)). By assumption D is nef and therefore f ∗(OX (D)) has non-
negative degree. Thus the degree of f
∗
(OX (−D)) is non-positive which
forces the section s to be constant. This shows the claim. We therefore have
a second cartesian diagram
(7.1.3)
M g,n(T \ X , d) M g,n(T , d)
I T \ I¯X I T .
µ˜
evi evi
µ
Given α ∈ ufH∗CR(T ) = im(j∗), we note that α ∈ ker(µ∗) and therefore
ev∗i α ∈ ker(µ˜∗)
by (7.1.3). From [22, Proposition 1.7] we have
evi∗µ˜∗ = µ∗evi∗,
therefore
µ∗evn+2∗
([
M g,n+2(T , d)
]vir ∩ ψa1 ∪ ev∗1(α) ∪ n+1∏
k=2
ev∗k (t)
)
= 0
for α ∈ ufH∗CR(T ). Working term by term on the expression (2.1.2), we
conclude that LT ,nar(Q̂, t, z)|Q′=0α lies in ker(µ∗) = im(j∗) = ufH∗CR(T ).
This shows that LT ,nar(Q̂, t, z)|Q′=0 preserves the subspace ufH∗CR(T ).
Next we prove (7.1.1). It suffices to show
(7.1.4) i∗LT ,nar(Q̂, t, z)|Q′=0α = LT ,nar(Q, i∗t, z)i∗α,
We make use of (7.1.2). The perfect obstruction theory onM g,n(T , d) is the
restriction of the perfect obstruction theory onM g,n(T , d), and so they are
compatible in the sense of [6, Definition 5.8]. By functoriality [6, Proposi-
tion 5.10],
i!
[
M g,n(T , d)
]vir
=
[
M g,n(T , d)
]vir
.
From this we observe that
i∗evn+2∗
([
M g,n+2(T , d)
]vir ∩ ψa1 ∪ ev∗1(α) ∪ n+1∏
k=2
ev∗k (t)
)
=evn+2∗i
!
([
M g,n+2(T , d)
]vir ∩ ψa1 ∪ ev∗1(α) ∪ n+1∏
k=2
ev∗k (t)
)
=evn+2∗
(
i!
([
M g,n+2(T , d)
]vir) ∩ ψa1 ∪ ev∗1(i∗α) ∪ n+1∏
k=2
ev∗k (i
∗t)
)
=evn+2∗
([
M g,n+2(T , d)
]vir ∩ ψa1 ∪ ev∗1(i∗α) ∪ n+1∏
k=2
ev∗k (i
∗t)
)
.
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This gives a term-by-term identification of the left and right sides of (7.1.4).

Notation 7.3. Following Notation 2.5, by decomposing H∗CR(T )with respect
to twisted sectors and degree, there is a canonical way to write a point
t ∈ H∗CR(T ) as t′ + t(0,2) where t(0,2) ∈ H2(T ). By Part 2 of Lemma 5.9, the
point t(0,2) may be canonically written as t′(0,2) + s · ue where t′(0,2) ∈ H2(T )
and s is a scalar. We note that ue is identified with (0,−1) under (3.4.3). For
d ∈ H2(T ;Q), let qd = e〈t
′
(0,2),d〉T . Let q′ denote es. Then for d̂ = d + d′ ∈
H2(T ;Q),
e〈t(0,2),d̂ 〉
T
= qd · (q′)d′ .
We consider the monodromy of QDMnar(T ) around q′.
Lemma 7.4. The monodromy invariant part of the narrow quantum D-module
of T around q′ = 0 is spanned by the flat sections LT ,nar(t, z)z−Grzρ(T )α for α
ranging over ⊕
ν∈K̂intω−/L̂
ker
(
ue · − : H∗nar(T ν)→ H∗nar(T ν)
)
.
In particular, it contains the flat sections
{LT ,nar(t, z)α|α ∈ ufH∗CR(T )}.
Proof. As described in [24, Sections 2.2 and 2.3], the monodromy transfor-
mation of flat sections is given by the Galois action defined in [24, Proposi-
tion 2.3]. The monodromy around q′ = 0 corresponds to the action of Le:
for α ∈ H∗(T ν),
(7.1.5)
dG(Le)LT ,nar(G(Le)−1t, z)z−Grzρ(T )α = LT ,nar(t, z)z−Grzρ(T )e2piiuee2piimν(Le)α,
where Le is as in (3.3.1) and mν(Le) is the weight of the generator of the
generic isotropy group of T ν on the line bundle Le.
We prove the second claim first. For α ∈ ufH∗CR(T ), α · ue = 0 and by
Lemma 5.7, α is supported on the twisted sectors for which mν(Le) = 0.
In this case the section LT ,nar(t, z)z−Grzρ(T )α is invariant under the mon-
odromy transformation by (7.1.5).
For the first statement, choose a basis {αi}i∈I of H∗CR,nar(T )((z−1)) such
that each αi is homogeneous and supported on a single twisted sector T νi .
Then a section LT ,nar(t, z)z−Grzρ(T ) ∑i∈I ciαi is monodromy invariant if and
only if
LT ,nar(t, z)z−Grzρ(T )∑
i∈I
ciαi = LT ,nar(t, z)z−Grzρ(T )∑
i∈I
cie2piiuee2piimνi (Le)αi,
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or equivalently, if
∑
i∈I
ciαi =∑
i∈I
cie2piiuee2piimνi (Le)αi.
As multiplication by e2piiuee2piimν(Le) preserves H∗(T ν) for each twisted sec-
tor, we can work with each summand individually. Let Iν ⊂ I be the sub-
set such that {αi}i∈Iν is a basis for H∗(T ν). By considering the top de-
gree nonzero homogeneous term of ∑i∈Iν ciαi, we see that it must lie in
ker(ue · −), and that mνi(Le) must be zero if ∑i∈Iν ciαi is nonzero. There-
fore for ν ∈ K̂fracω− /L̂, ci = 0 for i ∈ Iν. For ν ∈ K̂intω−/L̂, we use descending
induction on the top degree of the left hand side to see that
∑
i∈I
ciαi ∈ ker(ue · −).

The previous two lemmas together yield the following.
Corollary 7.5. The monodromy invariant part of QDMnar(T ), when restricted to
q′ = 0, contains a sub-D-module QDMnar(T )|ufH∗CR(T ) which maps surjectively
via i∗ onto QDMnar(T ).
This map of D-modules is compatible with the pairings. It relates the integral
structures as follows: for E ∈ K0X (T ),
i∗
(
sT ,nar(t, z)(E)|q′=0
)
= sT ,nar(t, z)(i∗E).
Proof. By Lemma 7.4, the monodromy-invariant flat sections of ∇T con-
tain the span of LT ,nar(Q̂, t, z)|Q̂=1z−Grzρ(T )α for α ∈ ufH∗CR(T ). Equa-
tion (2.1.3) implies that
LT ,nar(Q̂, t, z) = LT ,nar(Q̂, t′, z)e−t
′
(0,2)/z(q′)−ue/z Q=Q·q
Q′=Q′·q′
.
Thus for α ∈ ufH∗CR(T ), restricting LT ,nar(Q̂, t, z)α to q′ = 0 is the same as
restricting the Novikov variable Q′ to zero. Then by Lemma 7.2,
(7.1.6) i∗
(
LT ,nar(t, z)|q′=0z−Grzρ(T )α
)
= LT ,nar(i∗t, z)z−Grzρ(T )i∗(α).
This shows that the pullback i∗ maps ∇T ,nar|ufH∗CR(T ) to ∇
T ,nar.
To see that the pairings match, we apply the projection formula [9, Propo-
sition 6.15] twice:
〈j∗α, j∗β〉T ,nar = 〈α, β ∪ uf〉X
= 〈j∗α, j∗β〉T ,nar
= 〈i∗ j∗α, i∗ j∗β〉T ,nar.
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We note that the pairing 〈−,−〉T ,nar may become degenerate when restricted
to ufH∗CR(T ).
For E ∈ K0X (T ), c˜h(E) is entirely supported in ufH∗CR(T ). The last state-
ment follows from (7.1.6) and the definition of s. 
7.2. Interaction with the mirror theorem. Recall the connection∇T ,nar on
M̂◦−. By Definition 6.10, this is the pullback of ∇T ,nar via a mirror map
τT := τ− : M̂′− → H∗CR(T ).
We consider the monodromy invariant submodule around y˜r+1 = 0.
Proposition 7.6. The monodromy invariant part of ∇T ,nar, when restricted to
y˜r+1 = 0, contains a submodule which maps surjectively via i∗ onto (i∗ ◦ τT )∗(∇T ,nar).
This identification is compatible with the pairings and integral structures as in
Corollary 7.5.
Proof. Consider the pullback LT ,nar(τT (y), z) of the fundamental solution
matrix via the mirror map τT (y). By Theorem 8.2, the mirror map is given
by
τT (y) =
r+1
∑
i=1
log(y˜i)θ−(p−i ) + τ˜T (y).
From Notation 6.2 we observe that θ−(p−r+1) = θ
−(De) = ue. Thus we are
in the setting of Corollary 7.5, with y˜r+1 playing the role of q′. The result
follows. 
8. MAIN THEOREM
In this section we prove the main theorem, relating the narrow quantum
D-modules of Z and Z˜ . We recall the relations between the various stacks
described in Sections 4 and 5:
(8.0.1)
T T T˜
Z X X˜ Z˜
i
pi pi
k
j
j
j˜
k˜
Consider the following diagram, which combines the maps appearing in
quantum Serre duality, the narrow crepant transformation conjecture, and
EXTREMAL TRANSITIONS VIA QUANTUM SERRE DUALITY 47
the previous section:
H∗CR(T ) M̂◦− M̂◦ M̂◦+ H∗CR(T˜ )
H∗CR(T ) M̂◦−|y˜r+1=0
H∗CR,amb(Z) H∗CR,amb(Z˜),
i∗
τT τT˜
τZ˜
f T˜
f T τZ
where here τZ and τZ˜ are defined to be the compositions.
Notation 8.1. We recall the following maps:
• Let Θnar ∈ Hom
(
H∗CR,nar(T ), H∗CR,nar(T˜ )
)
⊗ OM̂◦ [z] be the gauge
equivalence as given in Definition 6.12 with respect to the wall cross-
ing between T and T˜ .
• Let ∆¯T : H∗CR,nar(T ) → H∗CR,amb(Z) denote the quantum Serre du-
ality map for T (Definition 2.29).
• Let ∆¯T˜ : H∗CR,nar(T˜ ) → H∗CR,amb(Z˜) denote the quantum Serre du-
ality map for T˜ .
Our main theorem states, roughly, that the quantum D-module QDMamb(Z˜),
together with its associated integral structure, can be analytically continued
to a neighborhood of yr+1 = ∞ (y˜r+1 = 0), and that the restriction of the
monodromy invariant part to y˜r+1 = 0 has a sub-quotient which is gauge-
equivalent to QDMamb(Z). As a result, the quantum D-module for Z is
determined by the quantum D-module for Z˜ after pullback by a mirror
map. The theorem follows almost immediately from the results of previ-
ous sections, namely:
(1) Theorem 6.13, the (narrow) crepant transformation conjecture, which
relates QDMnar(T ) to QDMnar(T˜ );
(2) Proposition 7.6, which relates QDMnar(T ) to QDMnar(T ); and
(3) Theorem 2.31, quantum Serre duality, which relates QDMnar(T ) to
QDMamb(Z) and QDMnar(T˜ ) to QDMamb(Z˜).
To formulate a precise statement, we make use of the ambient quan-
tum D-module of T . Define the quantum D-module∇ to be the pullback
τ∗T ∇T ,nar, together with the pulled-back integral structure and pairing.
Theorem 8.2. The quantum D-module∇ on M̂◦ satisfies the following:
• In a neighborhood of yr+1 = 0, ∇ is gauge-equivalent to τ∗Z˜∇Z˜ ,amb via
the transformation ΘZ˜ := ∆¯T˜ ◦Θnar;
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• The monodromy invariant part of∇ around y˜r+1 = 0, when restricted to
y˜r+1 = 0, contains a sub-module which maps surjectively to τ∗Z∇Z ,amb
via the gauge transformation ΘZ := ∆¯T ◦ i∗;
• Both transformations preserves the pairing: for α, β ∈ ufH∗CR(T ),
ST ,nar(α, β) = SZ ,amb(ΘZα,ΘZβ);
for α, β ∈ H∗CR,nar(T )
ST ,nar(α, β) = SZ˜ ,amb(ΘZ˜α,ΘZ˜β).
In particular, for α, β ∈ ufH∗CR(T ),
SZ ,amb(ΘZα,ΘZβ) = SZ˜ ,amb(ΘZ˜α,ΘZ˜β).
• The integral lattice of τ∗Z∇Z ,amb is obtained from the restriction of the
monodromy invariant sublattice of the integral lattice of τ∗Z˜∇Z˜ ,amb to
y˜r+1 = 0. More precisely, for all E ∈ K0(X ),
sZ ,amb(τZ (y), z)(k∗(E)) = ΘZ
(
(ΘZ˜ )−1sZ˜ ,amb(τZ˜ (y), z)(k˜
∗pi∗FMj∗E)
)
y˜r+1=0.
Proof. The first bullet follows immediately from Theorem 6.13 and Theo-
rem 2.31, as does the statement about the pairing for Z˜ . These theorems
further show that the integral structure on ∇ coincides with the integral
structure of τ∗Z˜∇Z ,amb.
The second bullet follows immediately from Proposition 7.6 and The-
orem 2.31, as does the statements about the pairing for Z . These results
also imply that the integral lattice of∇|ufH∗CR(T ) induced by K
0
X (T ), when
restricted to yr+1 = 0, maps to the lattice of integral solutions of τ∗Z∇Z ,amb.
For the reader’s convenience, we present the last statement of the theo-
rem in detail:
ΘZ
(
(ΘZ˜ )−1sZ˜ ,amb(τZ˜ (y), z)(k˜
∗pi∗FMj∗E)
)
y˜r+1=0
=ΘZ
(
(Θnar)−1sT˜ ,nar(τT˜ (y), z)(FMj∗E)
)
y˜r+1=0
=∆¯T ◦ i∗
(
sT ,nar(τT (y), z)(j∗E)
)
y˜r+1=0
=∆¯T
(
sT ,nar(i∗ ◦ τT (y), z)(j∗E)
)
=sZ ,amb(τZ (y), z)(k∗(E)).
Here the first and last equality are Theorem 2.31, the second equality is
Theorem 6.13, and the third is Proposition 7.6. 
8.1. Special cases. In some cases a stronger statement is possible. Consider
the following two conditions:
EXTREMAL TRANSITIONS VIA QUANTUM SERRE DUALITY 49
(1) The map
i∗|ufH∗CR(T ) : ufH
∗
CR(T )→ H∗CR,nar(T )
is an isomorphism.
(2) There is an equality
ufH∗CR(T ) =
⊕
ν∈K̂intω−/L̂
ker
(
ue · − : H∗nar(T ν)→ H∗nar(T ν)
)
.
When condition (1) holds, the narrow quantum D-module of T may be
identified with a submodule of the monodromy invariant part of ∇T ,nar
rather than a subquotient. If condition 2 holds, then by Lemma 7.4∇T may
be identified with a quotient of the monodromy invariant part of ∇T ,nar
rather than a subquotient. If both of the above conditions are satisfied,
then the map ΘZ identifies QDMnar(T ) with (the restriction to y˜r+1 = 0
of) the monodromy invariant part of∇T ,nar. This in turn implies a stronger
form of Theorem 8.2.
Given condition (1), the map i∗|ufH∗CR(T ) may be inverted, which in turn
defines a map σ : H∗CR,nar(T )→ H∗CR,nar(T ) given by composing (i∗|ufH∗CR(T ))
−1
with the inclusion ufH∗CR(T ) ⊂ H∗CR,nar(T ).
Under conditions (1) and (2), Theorem 8.2 may be rephrased as follows.
Theorem 8.3. When conditions (1) and (2) are satisfied, the quantum D-module
∇ on M̂◦ satisfies the following:
• In a neighborhood of yr+1 = 0, ∇ is gauge-equivalent to τ∗Z˜∇Z˜ ,amb via
the transformation ΘZ˜ = ∆¯T˜ ◦Θnar;• The monodromy invariant part of ∇ around y˜r+1 = 0, when restricted
to y˜r+1 = 0, is guage equivalent to to τ∗Z∇Z ,amb via the transformation
ΘZ = ∆¯T ◦ i∗;
• For α, β ∈ H∗CR,amb(Z),
SZ˜ ,amb(ΘZ˜ ◦ (ΘZ )−1α,ΘZ˜ ◦ (ΘZ )−1β) = SZ ,amb(α, β),
where (ΘZ )−1 := σ ◦ (∆¯T˜ )−1.
• The integral lattice of τ∗Z∇Z ,amb is equal to the restriction of the mon-
odromy invariant sublattice of the integral lattice of τ∗Z˜∇Z˜ ,amb to y˜r+1 =
0.
We conclude with examples illustrating when the above conditions hold,
and give examples showing they do not always hold.
Example 8.4. Consider Example 4.8, where Z is a degree-d hypersurface in
projective space X = Pm−1, and Z˜ is a hypersurface in X˜ = BlPm−k−1 Pm−1.
The GIT description of T is given by D̂1 = · · · = D̂k = (1, 1), D̂k+1 = · · · =
50 MI AND SHOEMAKER
D̂m = (1, 0), D̂e = (0,−1), and D̂f = (−d, 1− k), with stability condition
ω− = (1,−e). We check below whether (1) and (2) are satisfied.
Note that both conditions concern only the cohomology of twisted sec-
tors T ν for ν ∈ K̂intω−/L̂. In this case that is only the untwisted sector. Thus
we restrict our attention to T . By (3.3.2), and the description of the fan
given in Proposition 5.3, one computes
(8.1.1) H∗(T ) = C[u, e]/〈eum−k, um, (−du + (k− 1)e)e〉,
where u and e denote the divisors in H2(T˜ ) corresponding to Dm and De
respectively. A homogeneous basis is given by
{1, u, . . . , um, e, eu, . . . , eum−k−1}.
On the other hand, T = OPm−1(−d) and
H∗(T ) = H∗(Pm−1) = C[u]/〈um〉.
The map i∗ : H∗(T ) → H∗(T ) simply sends u to u and e to 0. The vector
space ufH∗(T ) is equal to 〈−du + (k − 1)e〉. It follows immediately that
condition (1) is satisfied for all choices of m, k, d.
By Lemma 3.5, the narrow cohomology is generated as a module by uf
and u1 · · · uk. In this case the module is 〈−du + (k− 1)e, (u− e)k〉. By Con-
dition 3.7 for D˜, d ≥ k− 1. If d = k− 1, then (−du+ (k− 1)e)uk−1 and (u−
e)k are scalar multiples of each other, and thus H∗nar(T ) = 〈−du+(k− 1)e〉.
Condition (2) will therefore be satisfied automatically.
We next consider the case d > k− 1. In this case one checks that uk lies in
the span of (−du+(k− 1)e)uk−1 and (u− e)k, and therefore lies in H∗nar(T ).
We can express the narrow cohomology more simply as
H∗nar(T ) = 〈−du + (k− 1)e, uk〉.
From (8.1.1), ker
(
ue · − = e · − : H∗(T )→ H∗(T )
)
is equal to 〈−du+(k−
1)e, um−k〉. This module is rank one in degrees
1, 2, . . . , m− k− 1, m− k + 1, . . . , m− 1
and rank two in degree m− k, with generators (−du+ (k− 1)e)um−k−1 and
um−k. We conclude that
ker
(
ue · − = e · − : H∗(T )→ H∗(T )
)
= ufH∗(T )⊕C · um−k.
Condition (2) is therefore satisfied if and only if um−k /∈ H∗nar(T ), which in
turn holds if and only if m− k < k.
In summary, in the setting of Example 4.8, condition (1) is always satis-
fied. Condition (2) is satisfied if and only if either d = k− 1 or if m− k < k.
In particular, the example of the cubic transition of the quintic 3-fold (m =
d = 5 and k = 4), both conditions are satisfied and Theorem 8.3. This is
consistent with [34].
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Example 8.5. For an example where condition (1) fails, we consider a par-
ticular case of Example 4.10. Let m = 5, k = 2, D1 = D2 = D3 = D6 = 1,
D4 = D5 = 2, and ω = 1. Then X = P(1, 1, 1, 2, 2, 1). Let a1 = · · · = a4 =
a5 = 0 and a6 = 8. Then Z is a degree 8 Calabi–Yau hypersurface in X and
Z˜ is a hypersurface in BLP(1,2,2,1)P(1, 1, 1, 2, 2, 1). Note that Condition 3.7
holds for both D and D˜ in this case.
The inertia stack IX has a twisted sector X1/2 ∼= P(2, 2) corresponding
to the element 1/2 ∈ Kω/L. The corresponding twisted sectors in IT and
IT are
T1/2 =
(
OP(2,2)(−8)
)
T (1/2,0) = P
(
OP(2,2) ⊕OP(2,2)(−8)
)
.
We compute the cohomology rings
H∗(T1/2) = C[u]/〈u2〉
H∗(T (1/2,0)) = C[u, e]/〈u2, (−8u + e)e〉.
Again the map i∗1/2 : H
∗(T (1/2,0)) → H∗(T1/2) is given by sending u to u
and e to 0. Note that the element uf · u = (−8u + e)u ∈ H∗(T (1/2,0)) is a
nonzero element in ker(i∗|ufH∗CR(T )). Thus condition 1 fails.
Remark 8.6. The general statement of Theorem 8.2, relating QDMamb(Z)
to a subquotient of QDMamb(Z˜) (rather than simply a sub-module) is not
surprising. Indeed the examples of extremal correspondences in [27] take a
similar form.
It would be interesting to better understand what conditions on Z and
Z˜ would imply conditions (1) and (2) above.
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