This collection of Matlab 7.0 software supplements and complements the package UTV TOOLS from 1999, and includes implementations of special-purpose rank-revealing algorithms developed since the publication of the original package. We provide algorithms for computing and modifying symmetric rank-revealing VSV decompositions, we expand the algorithms for the ULLV decomposition of a matrix pair to handle interference-type problems with a rank-deficient covariance matrix, and we provide a robust and reliable Lanczos algorithm which -despite its simplicity -is able to capture all the dominant singular values of a sparse or structured matrix. These new algorithms have applications in signal processing, optimization and LSI information retrieval.
Introduction
The Matlab package UTV Tools 1 [7] from 1999 provides a collection of algorithms for computing and modifying (i.e., up-and downdating) rank-revealing decompositions of general matrices. These decompositions have many applications in signal processing, where they are used as fast and reliable alternatives [11, 23] to the versatile but computationally expensive and hard-to-update singular value decomposition (SVD).
Since the publication of UTV Tools more work has been done in the area of rankrevealing decompositions and algorithms. This work is motivated by the interest in using specialized rank-revealing algorithms, designed to take advantage of the underlying structure of the problem in consideration. The present package provides Matlab implementations of some of these newly developed algorithms, with emphasis on algorithms that expand the application areas of the original package (hence the name of the new package). Similar to the first package, the routines in this package can be considered as templates for more specialized implementations, perhaps in other computer languages, that can exploit the computer hardware.
Symmetric rank-revealing VSV decompositions for semidefinite and indefinite matrices were developed in [15, 19] to provide algorithms and decompositions that take into account the symmetry of the matrix. Compared to the general UTV decompositions, the VSV decompositions lead to savings in computer time as well as advantages in the approximation properties of reduced-rank matrix approximations derived from the symmetric decompositions. The rank and subspace information provided by the VSV decompositions have applications, e.g., in deflation methods for solving block-structured symmetric indefinite systems [9] arising in optimization algorithms and PDE solvers.
The rank-revealing ULLV decomposition was originally developed for revealing the rank of a matrix quotient, defined as the product of one matrix and the pseudoinverse of another matrix, and with applications in noise reduction problems with broadband noise where the noise covariance matrix has full rank. When the noise covariance matrix is rank deficient (which is the case for interference or narrow-band noise) then the correct matrix quotient involves a weighted pseudoinverse [12] , and the corresponding ULLV decomposition must reflect this. The most convenient way to deal with the full-rank and the rank deficient cases is to provide two different ULLV algorithms for the two variations of the decomposition.
While rank-revealing decompositions are convenient tools for dense matrices, they may be less suited for large sparse or structured matrices. For this reason we also provide a Lanczos algorithm for computing the dominant singular triplets of a matrix. Our algorithm demonstrates that if such an algorithm is based on complete reorthogonalization and explicit restarts, then the code need not be very complicated. The core of our implementation requires less than 100 lines of Matlab code, has a simple structure, and is thus suited for implementation on dedicated hardware platforms (in contrast to many other sophisticated -and much more general -implementations in mathematical software libraries).
In addition to the above algorithms, and for completeness, we provide implementations of a few simple and "heuristic" algorithms which will often reveal the numerical rank, but without the safety (and slight overhead) of a genuine rank-revealing algorithm.
Finally, we provide a few scripts that demonstrate the use of our functions in connection with rank-deficient KKT systems in optimization, noise and interference reduction in signal processing, and signal extraction in NMR signals.
In the following sections we summarize the algorithms, giving new theory where it is needed. We conclude with a few numerical examples and an overview of the new package. Throughout the paper, the norm · denotes the 2-norm, while I and E denote the identity matrix and the exchange matrix (consisting of the columns of the identity matrix in reverse order). Moreover, L and R always denote lower and upper triangular matrices, V is always an orthogonal matrix, is always a permutation matrix, and is always a signature matrix. We also make use of Matlab's colon notation to indicate submatrices, e.g., Q(:, 1 : k) denotes the submatrix consisting of the first k columns of Q, while T (1 : k, 1 : k) denotes the leading k × k submatrix of T .
The symmetric VSV decomposition
The rank-revealing VSV decomposition of a symmetric matrix was first discussed by Luk and Qiao [19] (for Toeplitz matrices). A careful study of various algorithms based on initial triangular factorization can be found in [15] , while a study of the accuracy of approximations based on the VSV decomposition is given in [6] .
Definitions
Assume that the symmetric matrix A ∈ R n×n has numerical rank k, i.e., there is a well-defined gap between the kth singular value σ k and the next. Then the rank-revealing VSV decomposition of A takes the form
where the symmetric matrix S is partitioned such that it reveals the numerical rank of A, i.e., the singular values of the k ×k leading submatrix S 11 approximate the first k singular values of A, while the norms S 12 and S 22 of the off-diagonal and trailing blocks are both of the order σ k+1 , cf. [15, 19] . The matrix V is orthogonal, and it is partitioned such that the column spaces of the two blocks V 1 and V 2 are approximations to the subspaces spanned by the first k and the last n − k right singular vectors of A, respectively. In the signal processing literature, these two subspaces are referred to as the signal and noise subspaces. See [6] concerning the accuracy of these approximations.
For practical purposes, we choose to compute and represent the matrix S in the factored form
in which T is an upper or lower triangular matrix, and is a signature matrix, i.e., a diagonal matrix with ±1 on the diagonal, such that the inertia of A is preserved in the inertia of . If A is positive definite then is the identity matrix. For semidefinite matrices, it was found in [15] that the optimal form of T is lower triangular, because this choice leads to more accurate approximations of the signal and noise subspaces. Our package therefore includes software for computing the VSV decomposition A = V L T LV T of a symmetric semidefinite matrix. We provide two functions hvsvsd and lvsvsd, optimized for the high-rank case (k ≈ n) and low-rank case (k n), respectively.
For indefinite matrices, the singular vector estimation (which is part of the VSV algorithm) is simpler when T is upper triangular, while a lower triangular T provides a decomposition that is consistent with the semidefinite case. We provide high-rank VSV algorithms for both forms: the functions hvsvid_L and hvsvid_R compute the lower triangular form A = V L T LV T and the upper triangular form A = V R T RV T , respectively. In the low-rank case the dilemma vanishes, and the function lvsvid computes the lower triangular form.
An alternative, but more expensive, approach to computing a high-rank indefinite VSV decomposition with a lower triangular T is to first compute the upper triangular form A = V R T RV T and then compute the QR factorization R T = QL T which yields the lower triangular form
T . This approach is easy to implement using Matlab's qr function, but it is more expensive and therefore we do not provide an implementation.
Hypernormal rotations and their break-down
Hypernormal transformations are introduced in [3] , and their use in our VSV algorithms is discussed in [15] . The "building blocks" of hypernormal transformations are Givens and hyperbolic rotations, the latter performing the transformation (for |α| > |β|):
where c 2 − s 2 = 1. The hyperbolic transformation is not defined when |α| = |β|, and it is has large elements |α| and |β| when |α| is close to |β|.
In our algorithms, the hyperbolic transformations are used to annihilate fill in the triangular matrix during the revealment steps (see figure 1) . Consider the following situation, where a right Givens rotation has introduced a nonzero element " * " in position (i + 1, i):
If the fill satisfies |r i+1,i | ≈ |r ii | then we introduce large elements in the updated R which cancel in the product R T R; an undesirable situation in numerical computations. Our remedy is to detect this situation and resort to a "fix". When |r i+1,i | − |r ii | < 10 −5 R(i : i + 1, i : i + 1) , we perform a cyclic permutation of columns i through i + 2, leading to the form
after which we use hypernormal transformations to annihilate the two elements below the diagonal in columns i and i + 1. We then return to the condition estimation step and restart the revealment process. If we only permuted columns i and i + 1 then the difficulty would arise again in the restarted revealment step.
Algorithms
The generic algorithm for computing the VSV decomposition of a symmetric semidefinite matrix is quite simple, because the singular values of T are the square roots of the singular values of A when = I . First we compute the symmetrically pivoted Cholesky factorization A T = C T C, cf. [16] , using the implementation from [17] with rook pivoting. Then we compute the rank-revealing ULV decomposition ECE = UL V T using high-rank and low-rank functions from UTV Tools. As a result, we obtain the desired
T . The generic algorithm for indefinite matrices starts with a symmetrically pivoted
T , using the rook pivoting implemented in [17] .
Next, the middle block diagonal matrix D is replaced by the signature matrix,
where W is an orthogonal block diagonal matrix with 1 × 1 and 2 × 2 blocks on the diagonal; see [15, section 4.2] .
Finally, we reveal the rank of the product L L T , by "peeling off" the small or large singular values one at a time. Our algorithms take basis in the following two reformulations and partitionings with R = L T , L = E L T E and = E E:
The indefinite VSV algorithms are summarized in figure 1 . Following the ideas from [5] in the low-rank case, we can now determined orthogonal transformations such that they, when applied symmetrically to L T L, ensure that the singular values of the Low-rank VSV algorithm lvsvid.
and let w k estimate the corresponding right singular vector.
High-rank VSV algorithms hvsvid_T with T = L or R.
Compute
and let w k estimate the corresponding right singular vector. In the high-rank case we follow the ideas from [19] and construct orthogonal transformations which ensure that the smallest singular values of A are revealed in the (2, 2)-block in (3) and (4). This involves the computation of the smallest singular value and corresponding right singular vector of the (1, 1)-block. In the upper triangular case (3) this is done by means of inverse iterations applied to the submatrix R T 11 1 R 12 .
In the lower triangular case (4), however, it is impractical to apply inverse iterations to the submatrix L 
Block QR refinement
In analogy with block QR refinement of UTV decompositions, we can apply a similar algorithm to the VSV decompositions in order to reduce the norm of the offdiagonal blocks. We discuss the algorithm for the upper triangular version only; the algorithm for the lower triangular version is practically the same.
Given R partitioned as in (3) we first apply a sequence of right orthogonal transformations to annihilate the submatrix R 12 , thus filling out the elements in the (2, 1)-block. These elements, in turn, are annihilated by means of left hypernormal transformations which create new elements in the (1, 2)-block.
We now justify this approach when applied to The block QR refinement is implemented in the function vsv_qrit which determines whether it is applied to a semidefinite or an indefinite matrix and, in the latter case, whether it is applied to the L or R version.
Rank-one modifications
We also provide algorithms for rank-one modifications of the form
where ω = ±1 and v a vector. Equation (5) can be recast as
When A is semidefinite and ω = 1, the updating is equivalent to a rank-one update of the ULV decomposition where the numerical rank cannot decrease. The updating is implemented in function vsvsd_up and uses functions from UTV Tools. When ω = −1 or when A is indefinite then the numerical rank of A can stay the same, or it can increase or decrease by one. Then the updated factors are computed by applying left hypernormal rotations to annihilate the row v T V . This modification algorithm is implemented in the two functions vsvid_L_mod and vsvid_R_mod.
For efficiency reasons one should avoid to apply the rank-revealing post processing to the full S matrix. We partition
T 2 ) according to (3) and apply right Givens rotations G such that
At the same time we apply left hypernormal rotations H to maintain the triangular form of the (2, 2)-block. Introducing
Since S = R T R reveals the rank of A, we know that both norms R T has been annihilated, it suffices to reveal the rank of the leading (k +1)×(k +1) submatrix of the updated S factor.
The gap-revealing QLP factorization
Stewart [24] introduced the so-called QLP factorization
in which Q and P are orthogonal, and L is lower triangular. The factorization is gap revealing in the sense that the absolute values of the diagonal elements of L often track the singular values of A; but there is no guarantee that this is always the case. Hence, the factorization is not rank-revealing in the strict sense used in this package.
To compute the QLP decomposition, we compute a pivoted QR factorization A P = QR followed by a second pivoted QR factorization R T Q = P L T , and thus
T . For high-rank matrices, this is easy to implement with Matlab's QR factorization which uses the algorithm from [10, section 5.4.1], and it is implemented in function hqlp.
For low-rank matrices, Huckaby and Chan [18] implemented a more efficient algorithm using interleaved left and right Householder transformations. The algorithm essentially produces one row of L at a time, starting from the top, and stops as soon as a gap is revealed. A this stage, the heuristic is that if we compute the full QLP factorization then the norms of the (2, 1)-and (2, 2)-blocks of L will be small. Hence we can neglect these blocks and return the low-rank approximation
where the gap appears between singular values σ k and σ k+1 . This algorithm is implemented in function lqlp, and we emphasize that is computes the rank-k matrix approximation in (7), not a full factorization.
The ULLIV decomposition
The ULLV decomposition of a matrix pair (A, B) with A ∈ R m×n , B ∈ R p×n was originally defined for the case m n rank(A) and p n = rank(B) in [20] . Algorithms for computing and modifying this decomposition are included in UTV Tools.
In certain applications, such as interference reduction [12, 14] , the matrix B does not have full column rank. This led Luk and Qiao [21] to define an alternative decomposition, which we shall refer to as the ULLIV decomposition. Assume again that m n rank(A) while B has full row rank, i.e., rank(B) = p < n. Then the ULLIV decomposition takes the form
in which I is an identity matrix of order n − p, U A ∈ R m×n has orthonormal columns, and U B ∈ R p×p and V ∈ R n×n are orthogonal. Moreover, L A ∈ R n×n and L ∈ R p×p are both lower triangular. As shown in [12] , when rank(B) < n it is the matrix quotient AB † A that is required, and whose numerical rank should be revealed. (8) it is proved in [12] that
showing that the leading p × p block of L A must be rank revealing. To compute such a ULLIV decomposition, we start with the QR factorization B = (L, 0)V T followed by the QR factorization
Setting U B = I we thus have an initial decomposition, which is then made rankrevealing by applying the similar steps from the ULLV algorithm to L and U B as well as to the first p columns of L A , U A and V . This algorithm is implemented in function
ulliv.
An efficient algorithm for updating the ULLIV decomposition when a row a T is appended to A is described in [21] . The algorithm takes its basis in the formulation
In the first stage, the partial row d(p + 1: n) T is annihilated by means of left Givens rotations which are absorbed in U A ; these rotations maintain the small and rankrevealing elements in L A (1 : p, 1 : p). In the second stage, the remaining elements of the row d T are annihilated by interleaved right and left Givens rotations -this stage is identical to the ULLV updating algorithm from UTV tools, and modifies U B and L as well as the first p columns of U A , L A and V . Small elements are maintained in rows k + 2 to p of L A , where k is the numerical rank. In the third stage, which is also identical to that of ULLV updating, the numerical rank of the updated L A (1 : p, 1 : p) is revealed. The complete algorithm is implemented in function ulliv_up_A.
When a row b
T is appended to B then we must distinguish whether the rank increases or stays the same, because of our assumption that B has full row rank. An updating algorithm for the former case is described in [21] ; we found it convenient to augment the algorithm with an additional stage, which simplifies the rank-revealing step.
This algorithm takes its basis in the formulation
In the first stage, we use right Givens rotations to reduce the partial row f T 2 to the form (φ, 0, . . . , 0) with φ = f 2 . These rotations are also applied to the columns of V , and due to the presence of the matrix I the same rotations are propagated from the right to the last n − p columns of L A . The resulting fill is annihilated again by means of left Givens rotations which are absorbed in U A .
We now interchange rows p + 1 and n + 1 of the third factor, as well as the same columns of the second factors. This results in factors with the structure
Note the zero column and the spike in the second factor of A. The ε symbols represent rows k + 1, . . . , p with small elements that reveal the numerical rank k. In order to maintain as many small elements as possible in L A we augment the Luk-Qiao algorithm by first performing a cyclic downshift of rows k+1 through p+1, and then we annihilate the resulting horizontal spike in row k + 1 by means of right Givens rotations:
When these rotations are propagated into L from the left, they create fill which is annihilated again by means of right Givens rotations. The triangular structure of L A and L is thus maintained, and L A has small elements in rows k + 2 through p + 1.
The remaining steps are identical to the algorithm from [21] . The single "1" in the bottom row of the third factor is chased to the left by interleaved swaps of neighbor columns and Givens rotations applied to the rows to annihilate the fill. These transformations are propagated to the left and right, and they create fill in the second factor of A which, in turn, is annihilated with left Givens rotations. A final Givens rotation applied to rows 1 and n+1 annihilates the "1" in position (n+1, 1), and a simple scaling restores the identity matrix I p+1 .
Having thus obtained a zero bottom row in the third factor we neglect the rightmost column of the first two factors. The result is a new factorization in which L and I have dimensions (p + 1) × (p + 1) and (n − p − 1) × (n − p − 1), respectively. Finally, we reveal the rank of the updated L A (1 : p + 1, 1 : p + 1) by at most two rank-revealing steps. The complete algorithm is implemented in function ulliv_up_B.
If the rank of B is known to stay the same after the updating, then the algorithm should accommodate this fact. Ideally, the element φ in the reduced f T 2 should be zero, or very small. When this is the case, it is simple to annihilate f T 1 by means of strategic Givens rotations. Otherwise, it is required to apply a ULV rank-revealing step to the
This step is guaranteed to produce small elements in the bottom row which can therefore safely be neglected. When applied to the full third factor, a single fill is created in position (p + 1, p), and we can use strategic Givens rotations to chase this element to the left. In both cases the resulting U B has dimensions (p + 1) × p, and thus neither the updated B nor the updated U B conform to our requirements of the ULLIV decomposition. We do not provide implementations.
A Lanczos algorithm with reorthogonalization and restarts
We now describe our Lanczos-based routine lsvdrr for computing the largest p singular values σ i and associated right singular vectors v i of a matrix A. Our algorithm uses full reorthogonalization and explicit restarts, and it is based on the work in [8] with modifications that make it more reliable and possibly faster.
If we apply k steps of the Lanczos algorithm [10, sections 9.1-2] to the matrix A T A (by first multiplying with A and then by A T ), cf. figure 2, then in exact arithmetic we produce an n × k matrix V k with orthonormal columns, and a k × k symmetric semidefinite tridiagonal matrix T k , such that AV k = V k T k . Then it is well known that some of the large eigenvalues of T k will approximate some of the large eigenvalues of A T A. Since these eigenvalues are the squares of the singular values of A, we thus have a basic procedure for iteratively computing approximations to the large singular values of a matrix.
More precisely, let T k = S k k S T k denote the eigenvalue decomposition of T k , and let θ (k) i denote these eigenvalues. Moreover, let y (k) i denote the columns of the matrix
i ) are called the Ritz pairs associated with the kth step of the Lanczos process, and some of the Ritz pairs will approximate some of the eigenpairs of A T A. Since this Lanczos algorithm is based on the implicit formation of the matrix A T A, there is no guarantee that it can provide accurate estimates of the small singular values of A in finite-precision computations. This does not cause a problem here, however, because our algorithm is intended solely for the computation of the largest singular values.
A more severe difficulty with finite-precision computations in the Lanczos algorithm is that the Lanczos vectors (the columns of V k ) lose orthogonality as the Ritz values converge. This, in turn, leads to various difficulties with repeated and spurious eigenvalues of T k that do not represent approximations to eigenvalues of A T A. A number of sophisticated remedies have been proposed for overcoming these difficulties, many of them involving partial or selective reorthogonalization, combined with methods for monitoring the accuracy of the Ritz values, cf. [10, section 9.2]. With the inclusion of Basic Lanczos algorithm getrtzp.
1. Initialization:
Use error estimates e (k) i (9) to identify n c converged Ritz pairs.
Lanczos SVD algorithm with reorthogonalization and restarts lsvdrr.
Initialization:
use getrtzp to compute n c Ritz pairs; 4.
RP ← RP ∪ {set of new Ritz pairs}; 5.
use getrtzp to compute n c Ritz pairs; 9.
if necessary, swap new Ritz pair(s) with pair(s) in RP. these techniques, the Lanczos algorithm can be used as a general-purpose method for computing, in principle, any portion of the eigenvalue spectrum of A. Our goal here, on the other hand, is to provide a simple Lanczos algorithm solely for computing the largest p singular values of a matrix, suited as a basis for dedicated hardware implementations. For this reason, we use complete reorthogonalization among the Lanczos vectors (which takes place after step 5 in the getrtzp algorithm in figure 2 ). As long as p is not large, the additional computational work involved in this approach is acceptable, the actual code is very simple, and the storage requirements for the Lanczos vectors and the converged Ritz vectors are known a priori.
Our stopping criterion for the Lanczos process is based on an estimate of the error in (θ
1/2 , when considered an approximation to σ j ; different indices i and j are needed because there is no guarantee that the Ritz values converge in the "natural order". From [10, theorem 9.1.2], we know that the error σ in the ith Ritz value is bounded above as
where β k is the bottom off-diagonal element of T k , and s ki is the ith element of the bottom row of S k . If we write (θ
showing that the quantity
provides an estimate of the error inσ
1/2 considered as an approximation to a singular value σ j of A. Our criterion for accepting a Ritz value as converged is therefore
where τ is a user-specified tolerance, and σ max is an estimate of the largest singular value σ 1 . From [10, theorem 8.1.2] we also know that ifṽ (k) i is the approximate eigenvector associated with θ
showing that small error estimates e (k) i guarantee small residuals. Furthermore, according to [22, theorem 11.7.2] , small residuals imply a small subspace angle between the subspaces spanned by the exact and approximate eigenvectors.
Unfortunately, the number of Lanczos iterations needed to capture p singular values, within the accuracy estimates provided by (9) , may exceed p by a large factor. The cure to this difficulty is to restart the Lanczos process with an initial vector that is orthogonal to the set of converged Ritz vectors. This is easily archived in our algorithm, where the Ritz vectors are explicitly saved.
Let n crp denote the total number of converged Ritz pairs, and let 0 be a fixed number greater than p, chosen by the user. Each time the Lanczos process is (re)started, we perform iterations, where = 0 or = 0 − n crp . The former choice, which is the default, generally leads to faster computations. The latter choice ensures that a total of 0 Lanczos vectors are used, but the performance is slower.
When we have reached a stage where
have converged according to (10) , there is no guarantee that we have computed approximations to the desired p largest singular values. Our heuristic remedy for this difficulty is to restart the Lanczos process additional ρ 0 times, where ρ 0 is a small number (the default is ρ 0 = 2). Experiments in [8] show that these additional restarts indeed improve the reliability of the algorithm, at little extra cost.
Upon completion our algorithm lsvdrr returns approximationsσ i andṽ i to the largest p singular values and corresponding right singular vectors. Approximations to the left singular vectors can then be computed asũ i = Aṽ i /σ i , and we emphasize that these vectors are not orthonormal. If an SVD routine is available, one can instead compute a diagonal matrix and two matrices U and V with orthonormal columns satisfying A V = U , by means of the following procedure:
More details about this approach can be found in [8] , which also includes numerical results concerning the accuracy and efficiency of the lsvdrr algorithm.
Numerical examples
We conclude with three demonstrations of the use of our package. The first example is available in the script vsviddemo, and shows how the three routines hvsvid_L, hvsvid_R and lvsvid can be used to compute symmetric indefinite VSV decompositions (1) of rank deficient matrices of the form
Such matrices are called KKT systems or saddle point systems, and they arise in constrained optimization and many other areas; see the survey in [1] . In our test problems, M is an m × m symmetric semidefinite and rank-deficient matrix, and N = M with a q × m random matrix. The resulting matrix A has dimension n = m + q, and it is rank deficient and symmetric indefinite. We generate 500 test matrices, and for each matrix and each VSV decomposition we compute the numerical rank r, the backward error A − V T T T V T , and the subspace angle between the numerical null space (spanned by the last n − r singular vectors of A) and the approximate null space spanned by the last n − r columns of V . A typical example of the results from such a test is shown in figure 3 for m = 12 and q = 2. Occasionally, the errors are in the range 10 −13 -10 −9 , while most of the errors are less than 10 −13 . The second test problem is available in the function ullivdemo and illustrates the use of the ULLIV decomposition in noise and interference reduction. We generate a clean signal s ∈ R N of length N = 256 consisting of a sum of 9 sinusoids with unit amplitude; see the DFT spectrum in the top of figure 4. The noisy signal is generated by adding white noise and an interfering signal to the clean signal; the white noise is generated by the Matlab command 0.02*randn(N,1), and the interfering signal is a sum of 16 random sinusoids with average amplitude 0.5. The DFT spectrum of the noisy signal is shown in the middle of figure 4.
The filtered signal is then computed by means of the subspace method described in [14] . This involves the computation of the ULLIV decomposition (8) of a 217 × 40 Hankel matrix X and a 32 × 40 matrix E, the former consisting of the noisy signal, and the latter representing the signal subspace of the interfering signal. From the ULLIV decomposition and the numerical rank p we then construct the matrix
Finally, we construct the filtered signal by averaging along the antidiagonals of X. The DFT spectrum of the filtered signal is shown in the bottom of figure 4 , and we see that we have indeed reduced the interference while maintaining most of the clean signal. In the third test problem, which is available in the script lsvdrrdemo, we compute the k largest singular values and right singular vectors of a complex Toeplitz matrix of size 513 × 512 constructed from an NMR signal available as Data Set 002 at the BioSource database [2] of MRS signals. See, e.g., [25] for an application of such computations. The computations are performed for p = 5, 10, 15 and 20, and for each p we compare the errors in the singular values and vectors, as well as the computing times, with those of the Matlab function svds. We used the tolerance τ = 10 −10 in the convergence criterion (10) , and the matrix-vector multiplications with the Toeplitz matrix are done via Matlab's fft function. Figure 5 shows that for this test problem (using Matlab version 7.0 on a 1.4 GHz Pentium), lsvdrr computes accurate singular values and right singular vectors faster than the general-purpose Lanczos routine svds. For comparison, Matlab's dense SVD routine computed all the singular values and right singular vectors in 9.2 seconds. 
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