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Resumo
Dado um grupóide G localmente compacto, hausdorﬀ e étale, es-
tudamos representações da ∗-álgebra Cc(G) a ﬁm de construir as C∗-
álgebras cheia e reduzida de G.
Conseguimos caracterizar a simplicidade da C∗-álgebra cheia, a par-
tir de certas propriedades topológicas de G. Finalmente, fazemos o uso
do teorema principal para discutir a simplicidade de certas C∗-álgebras
bem conhecidas.
viii
Abstract
Given a groupoid G locally compact, hausdorﬀ and étale, we study
representations of the ∗-algebra Cc(G) ir order to build the full and the
reduced C∗-algebras.
We accomplish a caracterization of the full C∗-algebras' simplicity,
from certain topological properties of G. Finally, we apply the main
theorem in order to discuss the simplicity of some well known C∗-
algebras.
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Introdução
A essência deste trabalho é, além de caracterizar a simplicidade da
C∗-álgebra de um grupóide, estudar grupóides em si e temas relaci-
onados com os mesmos. Um grupóide pode ser deﬁnido como uma
categoria pequena na qual todo morﬁsmo é isomorﬁsmo e é uma estru-
tura que permeia várias áreas em Matemática. Para referências sobre
o tema, recomendamos [7], de onde nos baseamos para escrever o pri-
meiro capítulo deste trabalho. Citamos ainda o livro de Jean Renault
[13] que é uma referência clássica para o assunto.
Como é comum em Álgebra de Operadores, a partir de uma estru-
tura base tenta-se construir de maneira inteligente C∗-álgebras. Neste
caso, o trabalho em questão estará interessado em, a partir de um gru-
póide topológico com certas propriedades particulares, construir C∗-
álgebras destes grupóides. Esta teoria é muito estudada e já se mostrou
muito útil, uma vez que várias C∗-álgebras conhecidas acabam sendo
isomorfas à C∗-álgebra de um certo grupóide. Por exemplo, considere
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H um grupo discreto agindo em um espaço X localmente compacto e
Hausdorﬀ. O produto cruzado desta ação é isomorfo à C∗-álgebra do
grupóide de transformação de tal ação. Tal resultado é bem conhecido
na área de Álgebras de Operadores e pode ser deduzido de resultados
mais gerais, tais como o principal resultado em [1]. Outros exemplos
clássicos de C∗-álgebras isomorfas à C∗-álgebras de grupóides são as
Álgebras de Rotação e Álgebras de Cuntz, que serão discutidas no ﬁnal
deste trabalho.
A classe de grupóides em que estaremos interessados neste traba-
lho é a dos grupóides étale, localmente compacto e Hausdorﬀ. Iremos
trabalhar principalmente com grupóides efetivos e minimais. Grupói-
des principais e topologicamente principais formam uma classe especial
de grupóides efetivos e também serão abordados e estudados. Além
destes, trataremos rapidamente de grupóides amenable, uma classe de
grupóides muito interessante e que estão bastante relacionados com o
teorema principal desta dissertação.
A principal referência deste trabalho é a [10] e o Teorema 5.1 desta
referência, citado abaixo, é o teorema base da dissertação.
Teorema. (Teorema 5.1 de [10]) Seja G um grupóide étale, lo-
calmente compacto e Hausdorﬀ e que satisfaz o segundo axioma de
enumerabilidade. Então C∗(G) é simples se e somente se as condições
a seguir forem satisfeitas:
1) C∗(G) ' C∗r (G),
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2) G topologicamente principal,
3) G minimal.
Ainda na referência [10], o Lema 3.1 da mesma nos aﬁrma que to-
pologicamente principal implica em efetivo e que vale o contrário caso
o grupóide satisfaça o segundo axioma de enumerabilidade. Ademais,
durante a fase de preparação, conseguimos concluir que poderíamos
omitir a hipótese de G satisfazer o segundo axioma de enumerabili-
dade caso trocássemos topologicamente principal por efetivo e assim o
ﬁzemos, ou seja, mostramos o seguinte resultado:
Teorema. (Teorema Principal) Seja G um grupóide étale, local-
mente compacto e Hausdorﬀ. Então C∗(G) é simples se e somente se
as condições a seguir forem satisfeitas:
1) C∗(G) ' C∗r (G),
2) G efetivo,
3) G minimal.
Além disso, na Seção 4.3, será exposto ao leitor um roteiro indi-
cando que o teorema principal pode ser escrito em termos de grupóides
amenable da seguinte forma:
Teorema. (Teorema Principal em termos de Amenabilidade) Seja
G um grupóide étale, localmente compacto e Hausdorﬀ. Então C∗(G)
é simples se e somente se G for amenable, minimal e efetivo.
Uma vez que o trabalho é baseado em um teorema principal e que
tal demonstração é bastante técnica, a seguir é exposto ao leitor uma
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breve estratégia da demonstração e das construções fundamentais ao
longo do texto. Considere G um grupóide étale, localmente compacto e
Hausdorﬀ. Deﬁnindo Cc(G) o conjunto das funções contínuas f : G→
C com suporte compacto, o Teorema 1 do trabalho mostra que Cc(G)
possui uma estrutura de ∗-álgebra. A ﬁm de construir as C∗-álgebras
cheia e reduzida de G, estudamos representações de Cc(G), ou seja,
∗-homomorﬁsmos Cc(G) → B(H), onde H é um espaço de Hilbert.
Em particular, na Seção 3.2 construímos a representação regular de
Cc(G), denotada por piλ, e mostramos que esta representação é ﬁel.
Assim, estamos em condições de deﬁnir as C∗-álgebras cheia e reduzida.
Ambas são completamentos de Cc(G), com respeito às seguintes C∗-
normas:
Para f ∈ Cc(G),
‖f‖u := sup
pi rep
‖pi(f)‖,
‖f‖r := ‖piλ(f)‖,
onde ‖.‖u é a norma da C∗-cheia e ‖.‖r é da reduzida.
Tendo construído as C∗-álgebras, estamos em condições de discutir
o teorema principal. Ainda no contexto de representações, a Proposição
26 constrói, para cada u ∈ G(0), uma representação de C∗(G), deno-
tada por pi[u]. Usamos estas representações para estudar a representação
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soma direta de pi[u] (para u ∈ G(0)) e concluir que tal representação é
injetiva quando restrita à C0(G(0)). Com isto, conseguimos demonstrar
a Proposição 27, fundamental para o trabalho. Tal proposição estuda
grupóides efetivos e os relaciona com ideais das C∗'s cheia e reduzida.
A seguir, após uma série de resultados auxiliares, conseguimos con-
cluir a Proposição 28, que, no mesmo estilo da Proposição 27, relaciona
grupóides minimais com ideais das C∗-álgebras.
Uma vez demonstradas as proposições 27 e 28, o teorema funda-
mental, Teorema 4 no texto, segue de maneira muito simples.
O trabalho contém 4 capítulos, organizados como segue:
No primeiro capítulo, abordamos a teoria elementar de grupóides.
Começamos estudando grupóides num contexto algébrico, para poste-
riormente deﬁnir e estudar propriedades de grupóides topólogicos. Da-
mos um foco especial à classe dos grupóides étale, localmente compacto
e Hausdorﬀ, que serão abordados por todo o texto. É neste capítulo
que provamos inúmeras propriedades a respeito de tais grupóides e que
serão fundamentais para as construções feitas nos capítulos 2 e 3. Ter-
minamos o capítulo com exemplos variados, desde os mais básicos até
exemplos mais complexos. Em particular, estudamos ações de grupos,
grupóides de transformação e mostramos que existe uma equivalência
entre certas ações e seus respectivos grupóides de transformação. Este
capítulo foi baseado nas referências [9] e [7] para as propriedades de
grupóides e os exemplos mais básicos. O exemplo mais elaborado do
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capítulo e provavelmente do texto, foi retirado de [18].
No segundo capítulo, já estamos interessados basicamente em gru-
póides topológicos. O objetivo deste capítulo é fazer a construção da ∗-
álgebra Cc(G) para G um grupóide étale, localmente compacto e Haus-
dorﬀ. Um capítulo pequeno mas técnico, fundamental para deﬁnirmos
as C∗-álgebras de grupóides, no capítulo seguinte. As referências [9] e
[17] foram as mais usadas nesta parte do texto.
O terceiro capítulo consagra a construção das C∗-álgebras cheia e
reduzida de um grupóide étale, localmente compacto e Hausdorﬀ. Am-
bas C∗-álgebras são completamentos da ∗-álgebra Cc(G) construída no
capítulo anterior. Para podermos deﬁnir as normas que serão usadas
nos completamentos, estudamos representações de Cc(G). Em parti-
cular, estudamos a representação regular de Cc(G), base para a cons-
trução da C∗-reduzida, e também mostramos que esta representação
é injetiva, fato extremamente útil para justiﬁcarmos que a até então
C∗-seminorma que dá origem à C∗-cheia é, de fato, uma C∗-norma.
Concluímos o capítulo mostrando que C0(G(0)) pode ser vista como
sub-C∗-álgebra de C∗(G), fato de grande valia para uma construção no
capítulo seguinte. Novamente, as referências [9] e [17] foram as mais
usadas neste capítulo.
O quarto e último capítulo trata dos resultados principais deste
trabalho. Começamos o capítulo estudando um pouco mais a fundo
grupóides. Em particular, grupóides minimais e efetivos são estudados
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com mais detalhes e são apresentadas proposições que caracterizam
convenientemente tais grupóides. Posteriormente apresentamos várias
construções importantes por si só, que nos levam a concluir o resultado
principal de maneira bem simples, apenas combinando os resultados an-
teriores. Então abordamos de maneira expositiva o conceito de amena-
bilidade para grupóides. Citamos vários fatos conhecidos e referências
para o tema. Em particular, diante dos fatos citados, conseguiremos
reescrever o teorema principal em termos de amenabilidade. Final-
mente concluímos o trabalho com uma seção de exemplos e aplicações
do teorema principal. Nesta seção, o objetivo é provar a simplicidade
ou a não simplicidade de certas C∗-álgebras fazendo uso do teorema
principal. Estudamos grupóides discretos e retomamos os assuntos de
ações de grupos e grupóides de transformação. Também tratamos de
C∗-álgebras de grupos, além das Álgebras de Rotação e de Cuntz. A
referência mais usada neste capítulo foi a [10], artigo base para esta
dissertação. Muitas outras referências foram usadas para construir a
Seção 4.3 e estas são citadas no decorrer da seção.
Os pré-requisitos para esta dissertação são poucos. Consideramos
que o leitor conheça um básico de Topologia e de Álgebra de Ope-
radores, no nível da referência [8], por exemplo. Na última seção do
trabalho temas mais avançados são abordados. Recomendamos [6], [2]
e [15] para temas como C∗-universal, Álgebras de Rotação e Produtos
Cruzados.
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Capítulo 1
Preliminares
1.1 Grupóides e Categorias
Este capítulo trata de apresentar deﬁnições e propriedades básicas a
respeito de grupóides. Em particular, nesta seção, iremos tratar apenas
o caso algébrico, além de justiﬁcar que podemos estudar grupóides com
um viés categórico.
Deﬁnição 1. Sejam G um conjunto e G(2) ⊂ G × G. Então G é um
grupóide se existirem aplicações (γ, η)→ γη de G(2) em G e γ → γ−1
de G em G (chamados, respectivamente, de multiplicação e inversa)
tais que:
(a) (Associatividade) Se (γ, η) e (η, ξ) estão em G(2), então (γη, ξ)
e (γ, ηξ) estão em G(2) e vale que (γη)ξ = γ(ηξ).
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(b) (Propriedade involutiva (ou involução)) Para qualquer γ ∈ G,
vale que (γ−1)−1 = γ.
(c) (Lei do cancelamento) Para qualquer γ ∈ G, tem-se que
(γ−1, γ) ∈ G(2) e se (γ, η) ∈ G(2), então γ−1(γη) = η e (γη)η−1 = γ.
O conjunto G(2) é chamado de conjunto dos pares componíveis. Um
elemento (γ, η) ∈ G(2) é dito um par componível e γ−1 é dito o inverso
de γ.
Deﬁnição 2. Seja G um grupóide. O conjunto dos elementos γ ∈ G
tais que γ = γ−1 = γ2 é denotado por G(0) e chamado de espaço de
unidades de G. A função r : G → G(0) deﬁnida por r(γ) = γγ−1 é
chamada de range e a função s : G→ G(0) deﬁnida por s(γ) = γ−1γ é
chamada de source.
Para qualquer γ ∈ G(0), deﬁnimos Gγ := s−1(γ) e Gγ = r−1(γ).
A proposição a seguir mostra algumas propriedades básicas dos con-
juntos e mapas deﬁnidos acima.
Proposição 1. Seja G um grupóide. Então vale que:
(a) Dados γ, η ∈ G, temos que (γ, η) ∈ G(2) se, e somente se s(γ) =
r(η).
(b) Se (γ, η) ∈ G(2), então r(γη) = r(γ) e s(γη) = s(η).
(c) Para qualquer γ ∈ G, tem-se que s(γ) = r(γ−1) e r(γ) = s(γ−1).
(d) Se (γ, η) ∈ G(2), então (η−1, γ−1) ∈ G(2) e temos que
(γη)−1 = η−1γ−1.
9
(e) Para qualquer γ ∈ G, tem-se que s(γ), r(γ) ∈ G(0). Ademais, r
e s são retrações em G(0).
(f) Para qualquer γ ∈ G, temos que (r(γ), γ), (γ, s(γ)) ∈ G(2) e vale
que r(γ)γ = γ = γs(γ).
Demonstração: (a) Sejam γ, η ∈ G tais que (γ, η) ∈ G(2). A lei do
cancelamento garante que (γ−1, γ) ∈ G(2). Usando a associatividade,
temos que (γ−1γ, η) ∈ G(2), de modo que
(γ−1γ)η = γ−1(γη) = η,
onde a igualdade da direita segue da lei do cancelamento.
Novamente pela lei do cancelamento, temos que (η, η−1) ∈ G(2).
Assim, podemos escrever
ηη−1 = ((γ−1γ)η)η−1 = γ−1γ,
onde a igualdade da direita é novamente justiﬁcada pela lei do cance-
lamento. Portanto, concluimos que γ−1γ = ηη−1, ou seja, s(γ) = r(η).
Agora suponha que s(γ) = r(η). Temos que (γ, γ−1) ∈ G(2), donde
segue que (γ, γ−1γ) ∈ G(2), usando a associatividade. Por hipótese,
γ−1γ = ηη−1, de modo que (γ, ηη−1) ∈ G(2). Analogamente, mostra-
se que (ηη−1, η) ∈ G(2). Assim, usando a associatividade, segue que
(γ, (ηη−1)η) ∈ G(2). Mas a lei do cancelamento garante que (ηη−1)η =
η, donde segue o resultado.
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(c) Seja γ ∈ G. Usando a involução, temos
r(γ−1) = γ−1(γ−1)−1 = γ−1γ = s(γ).
A outra igualdade é análoga.
(b) Se (γ, η) ∈ G(2), então γη ∈ G, de modo que ((γη)−1, γη) ∈
G(2). Ademais, (γ, η) ∈ G(2) também garante que (γη, η−1) ∈ G(2).
Daí, pela associatividade, temos que ((γη)−1, (γη)η−1) ∈ G(2), ou seja,
((γη)−1, γ) ∈ G(2), pela lei do cancelamento. Agora, usando o item
(a), temos s((γη)−1) = r(γ). Pelo item (c), temos s((γη)−1) = r(γη),
donde segue o resultado. O outro caso é análogo.
(d) Combinando os itens já demonstrados, temos que, se (γ, η) ∈
G(2), então s(γ) = r(η), de modo que r(γ−1) = s(η−1), o que garante
que (η−1, γ−1) ∈ G(2).
Ademais, s(η) = s(γη) = r((γη)−1) garante que (η, (γη)−1) ∈ G(2),
de modo que (η−1η)(γη)−1 = (γη)−1, pela lei do cancelamento. Por
outro lado, usando a associatividade e a lei do cancelamento, obtemos
η−1γ−1 = (η−1γ−1(γη))(γη)−1
= (η−1(γ−1(γη)))(γη)−1 = (η−1η)(γη)−1,
donde segue o resultado.
(e) Usando os itens anteriores, temos que, para qualquer γ ∈ G,
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s(γ)−1 = (γ−1γ)−1 = γ−1γ = s(γ).
Além disso, r(s(γ)) = r(s(γ)−1) = s(s(γ)), o que garante que
(s(γ), s(γ)) ∈ G(2). Pela lei do cancelamento, segue que
s(γ)s(γ) = (γ−1(γγ−1))γ = γ−1γ = s(γ),
ou seja, s(γ) ∈ G(0). Usando que r(γ) = s(γ−1), segue também que
r(γ) ∈ G(0).
Agora, para qualquer u ∈ G(0), temos que
s(u) = u−1u = u2 = u
e
r(u) = uu−1 = u2 = u,
o que mostra que r e s são retrações em G(0).
(f) Seja γ ∈ G. Mais uma vez fazendo o uso dos itens anteriores,
temos que
s(r(γ)) = s(γγ−1) = s(γ−1) = r(γ),
o que mostra que (r(γ), γ) ∈ G(2). Daí, pela lei do cancelamento, segue
que
r(γ)γ = (γγ−1)γ = γ.
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O outro caso é análogo. Fica, portanto, demonstrada a proposição.
1.1.1 Grupóides como categorias
Grupóides também podem ser deﬁnidos em termos de categorias.
Lembramos que uma categoria C consiste de:
(i) uma classe de objetos Ob(C);
(ii) para todo par (u, v) de objetos em C, existe um conjunto de
morﬁsmos HomC(u, v) de u para v;
(iii) para qualquer objeto w em Ob(C), existe um único morﬁsmo
Iw em HomC(w,w) chamado morﬁsmo identidade;
(iv) para quaisquer objetos u, v, w em Ob(C), existe uma função
HomC(u, v)×HomC(v, w)→ HomC(u,w)
(f, g)→ g ◦ f
chamada composição de morﬁsmos, que satisfaz o seguintes axiomas:
(a) para quaisquer objetos u e v, o morﬁsmo identidade Iu satisfaz
f ◦Iu = f e Iu◦g = g, para quaisquer f ∈ HomC(u, v) e g ∈ HomC(v, u);
(b) a composição é associativa, ou seja, para quaisquer f ∈ HomC(u, v),
g ∈ HomC(v, w) e h ∈ HomC(w, z), temos que
h ◦ (g ◦ f) = (h ◦ g) ◦ f.
Escrevemos u
f
// v ou f : u → v, para indicar que temos um
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morﬁsmo f ∈ HomC(u, v). Ademais, u é denominado por domínio de f
e v codomínio de f . A coleção de todos o morﬁsmos é denotado por
Hom(C).
Também lembramos que uma categoria é dita pequena se o Ob(C)
e Hom(C) são conjuntos. Ademais, um morﬁsmo f : u → v é um
isomorﬁsmo se existir um morﬁsmo g : v → u tal que f ◦ g = Iv e
g ◦ f = Iu, tal morﬁsmo g é denotado por f−1.
Com isso, estamos em condições de deﬁnir um grupóide em termos
de categorias:
Deﬁnição 3. Um grupóide é uma categoria pequena na qual todos os
morﬁsmos são isomorﬁsmos.
A deﬁnição acima, além de elegante, é muito útil, visto que possi-
bilita uma interpretação geométrica do grupóide. Neste trabalho, usa-
remos essencialmente a primeira deﬁnição, mas, a ﬁm de completude,
vamos mostrar que tais deﬁnições coincidem e como podemos fazer tal
interpretação geométrica.
Seja G uma categoria pequena na qual todos os morﬁsmos são iso-
morﬁsmos. Deﬁna G := Hom(G). É imediato ver que existe uma corres-
pendência biunívoca entre os objetos de uma categoria e os morﬁsmos
identidade, ou seja,
{u ∈ Ob(G)} ↔ {Iu ∈ Hom(G) |u ∈ Ob(G)}
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u←→ Iu
de modo que podemos deﬁnir G(0) := Ob(G) e, via a correspondência,
termos que G(0) ⊂ G.
Uma vez que todo morﬁsmo é isomorﬁsmo, podemos deﬁnir a in-
versão em G da maneira óbvia. Ademais, para qualquer morﬁsmo
γ : u→ v, deﬁnimos as funções source e range por
s : G→ G(0) γ 7→ u
r : G→ G(0) γ 7→ v,
ou seja, estamos interpretando γ como uma ﬂecha de u = s(γ) para
v = r(γ)
u = s(γ)
γ
--
r(γ) = v
Assim, dados quaisquer morﬁsmos γ : v → w e η : u→ v, a função
composição garante que
u
γ◦η
33
η
((
v
γ
((
w ,
onde v = s(γ) = r(η), o que nos motiva a deﬁnir
G(2) := {(γ, η) ∈ Hom(G)×Hom(G) | s(γ) = r(η)},
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de tal forma que a multiplicação em G é deﬁnida por
G(2) → G (γ, η) 7→ γ ◦ η := γη.
Observamos que, para qualquer morﬁsmo γ : u→ v, temos γγ−1 =
Iv e γ−1γ = Iu. Daí, usando a correspondência acima, podemos iden-
tiﬁcar Iv = v = r(γ) e Iu = u = s(γ). Também é fácil perceber que,
novamente via a correspondência, G(0) é exatamente o conjunto dos
morﬁsmos γ tais que γ = γ−1 = γ2. De fato, é claro que qualquer Iu
satisfaz Iu = Iu
−1 = Iu2. Por outro lado, dado um morﬁsmo γ : u→ v
tal que γ = γ−1 = γ2, temos u = v, visto que γ = γ−1, e γ = γ2
garante que γγ−1 = Iu = γ2γ−1 = γ, de modo que γ ∈ G(0).
Finalmente, a partir das deﬁnições da categoria G, é imediato veriﬁ-
car as outras propriedades restantes para garantir que G é um grupóide,
de acordo com a deﬁnição 1.
Agora, devemos mostrar que, a partir de um grupóide G ﬁxado,
podemos enxergar G como uma categoria pequena G onde os morﬁs-
mos são isomorﬁsmos. De fato, deﬁna Ob(G) := G(0) e Hom(G) := G.
Começamos por observar que, uma vez que G é um conjunto, natural-
mente a categoria G será pequena.
Qualquer γ ∈ G é interpretado como γ ∈ HomG(s(γ), r(γ)), de
modo que a multiplicação do grupóide garante a boa deﬁnição da função
composicão. Mais precisamente, sejam γ, η ∈ G tais que (γ, η) ∈ G(2),
ou seja, s(γ) = r(η). Segue que γη := ξ ∈ G satisfaz s(ξ) = s(η) e
16
r(ξ) = r(γ). Assim, a função composição
HomG(s(η), r(η))×HomG(s(γ), r(γ))→ HomG(s(ξ), r(ξ))
(η, γ)→ γ ◦ η := γη = ξ
está bem deﬁnida. Ademais, a associatividade do grupóide garante a
associatividade da composição dos morﬁsmos.
Também é claro que a inversão do grupóide garante que todo γ ∈ G
visto como morﬁsmo será um isomorﬁsmo. Finalmente, vamos construir
os morﬁsmos identidade para qualquer u ∈ G(0). Uma vez que u =
s(u) = r(u) e que G(0) ⊂ G, podemos deﬁnir Iu sendo exatamente u ∈
G. Daí, é claro que para quaisquer γ, η ∈ G tais que s(γ) = u = r(η),
temos que γ ◦u = γu = γs(γ) = γ e u◦η = uη = r(η)η = η, garantindo
a propriedade dos morﬁsmos identidade. Fica assim demonstrada a
equivalência entre as deﬁnições apresentadas.
1.2 Grupóides Topológicos
Até então, tratamos de grupóides apenas no contexto algébrico. No
entanto, podemos muni-los com topologias, enriquecendo bastante sua
estrutura. De fato, neste trabalho, estaremos interessados em grupóides
com topologia, conhecidos como grupóides topológicos. Mais precisa-
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mente:
Deﬁnição 4. Seja G um grupóide com uma estrutura de espaço topo-
lógico. Considere G(2) com a topologia induzida da topologia produto e
G(0) com a topologia induzida. Então G será dito um grupóide topoló-
gico se as aplicações multiplicação e inversa forem contínuas.
OBS.: Segue diretamente da deﬁniçao anterior que, num grupóide
topológico, as funções range e source também serão contínuas.
Vamos agora estudar algumas propriedades e deﬁnições básicas dos
grupóides topológicos. Para isso, considere G um grupóide topológico
localmente compacto e Hausdorﬀ.
Proposição 2. Os conjuntos G(0) e G(2) são fechados de G e G×G,
respectivamente.
Demonstração: Considere uma net ui em G(0) convergindo para u em
G. Como as funções range e source são contínuas, temos que r(ui) →
r(u) e s(ui) → s(u). Mas ui ∈ G(0), de modo que r(ui) = s(ui) = ui,
garantindo que u = s(u) = r(u) ∈ G(0), ou seja, G(0) é fechado de G.
Seja agora uma net (γi, ηi) em G(2) convergindo para (γ, η) em
G × G. Portanto temos que γi → γ e ηi → η, o que garante que
s(γi)→ s(γ) e r(ηi)→ r(η). Mas s(γi) = r(ηi), de modo que
s(γ) = r(η), isto é, (γ, η) ∈ G(2), como gostaríamos.
A ﬁm de justiﬁcar mais algumas propriedades relacionadas com gru-
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póides topológicos, vamos usar dois fatos de topologia geral, a saber:
(1) Seja X um espaço topológico. Então um subconjunto A é aberto
se, e somente se para qualquer elemento a ∈ A e uma net xi convergindo
para a, existe um índice i0 tal que xi ∈ A para todo i0  i (informal-
mente, diremos que, nesse caso, xi ∈ A para índices suﬁcientemente
grandes ou que xi ∈ A eventualmente).
(2) Seja f : X → Y uma aplicação sobrejetiva e contínua entre
espaços topológicos X e Y .
Então f é uma aplicação aberta se, e somente se para qualquer net
(yi) ∈ Y convergente, digamos, yi → f(x), existe uma subnet (yj) e
elementos (xj) ∈ X tais que xj → x em X e yj = f(xj), para todo j.
Proposição 3. Seja G um grupóide tal que G(0) é um aberto em G.
Então para qualquer g ∈ G(0), temos que r−1(g) e s−1(g) são espaços
discretos, ou seja, para qualquer net convergente hi → h em r−1(g),
temos que hi = h para índices i′s suﬁcientemente grandes (e análogo
para s−1(g)).
Demonstração: Temos hi → h com r(hi) = r(h) = s(h−1). Segue
que h−1hi → h−1h = s(h) ∈ G(0).
Temos que G(0) é aberto, de modo que h−1hi ∈ G(0) eventualmente
(pelo fato (1) citado acima). Portanto h−1hi = s(h−1hi) = s(hi) =
h−1i hi para tais índices i
′s.
Pela lei do cancelamento, segue que, novamente para tais índices,
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h = hi, garantindo que r−1(g) é discreto. A demonstração para s−1(g)
é análoga.
1.2.1 O caso Étale
Vamos agora deﬁnir e estudar algumas propriedades dos grupóides
étale. Esta é uma importante classe de grupóides e grande parte dos
teoremas e proposições deste trabalho serão feitas sobre esta classe.
Deﬁnição 5. Um grupóide topológico G é dito étale se as funções
r, s : G → G(0) forem homeomorﬁsmos locais, ou seja, para qualquer
g ∈ G, existe uma vizinhança aberta U de G tal que s(U) é aberto e
s|U : U → s(U) é homeomorﬁsmo. Em particular, segue que r e s são
aplicações abertas.
Proposição 4. Suponha que G é um grupóide topológico tal que as
funções range e source são aplicações abertas. (Em particular, se G é
étale, já que todo homeomorﬁsmo local é uma aplicação aberta.) Então
a aplicação multiplicação G(2) → G também é aberta.
Demonstração: Considere A,B ⊂ G abertos. Vamos mostrar que
AB := {αβ|(α, β) ∈ G(2), α ∈ A, β ∈ B}
é aberto. Considere um elemento αβ ∈ AB e uma net yi → αβ. Basta
mostrar que yi ∈ AB eventualmente, como já foi discutido. Temos que
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r(yi) → r(αβ) ∈ r(A). Como a função range é aplicação aberta, se-
gue (da caracterizaçao de aplicação aberta anteriormente citada) que,
passando a uma subnet se necessário, existe uma net αi em A tal que
αi → α e r(αi) = r(yi). Portanto temos que (α−1i , yi) ∈ G(2) e a net
α−1i yi → β ∈ B. Mas como B é aberto, segue que α−1i yi ∈ B even-
tualmente, de modo que αiα
−1
i yi = yi ∈ AB eventualmente, como
gostaríamos.
Deﬁnição 6. Seja G um grupóide topológico. Um subconjunto U ⊂ G
é dito uma bisseção se as restrições r|U , s|U das funções range e source
a U forem homeomorﬁsmos sobre a imagem.
Proposição 5. Se G for étale, então o conjunto Bis(G) das bisseções
abertas forma uma base para a topologia de G.
Demonstração: Considere A um aberto de G e x ∈ A. Como G é
étale, existem vizinhanças abertas U1 e U2 de x tais que as funções
range e source são homeomorﬁsmos em tais respectivas vizinhanças.
Assim, deﬁna V := A ∩ U1 ∩ U2. Segue que V é aberto, x ∈ V ⊂ A
e que as funções range e source são homeomorﬁsmos em V, ou seja,
V ∈ Bis(G). Isso garante que Bis(G) é base para a topologia de G.
Corolário 1. Se G é étale, então é G(0) é aberto em G.
Demonstração: Basta observar que para qualquer u ∈ G(0), existe
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g ∈ G tal que r(g) = u e que, para tal g, existe uma bisseção aberta
U garantindo que r(U) seja um aberto contendo u. Assim, segue que
G(0) é escrito como união de tais abertos.
Seguindo com a notação da proposição anterior, vamos provar dois
resultados importantes a respeito da estrutura de Bis(G), que serão
fundamentais adiante.
Proposição 6. Seja G étale. Temos que:
(1) Se U ∈ Bis(G), então U−1 := {γ−1|γ ∈ U} ∈ Bis(G).
(2) Se U, V ∈ Bis(G), então
UV := {γη|(γ, η) ∈ U×V ∩G(2) ∈ Bis(G)×Bis(G)} = p(U×V ∩G(2)),
onde p é a multiplicação do grupóide. Ademais, UV ∈ Bis(G).
Demonstração: Para demonstrar (1), basta observar que r|U−1 :
U−1 → r(U−1) = s(U) é precisamente a composição s ◦ ι, onde ι :
U−1 → U é a inversão em G. Como a função source é um homeomor-
ﬁsmo em U e a função inversão é um homeomorﬁsmo (já que é bijetivo,
contínuo e com inversa ι−1 = ι, pois para todo γ ∈ G, (γ−1)−1 = γ),
temos que U−1 é aberto e r|U−1 é homeo na imagem. Analogamente,
s|U−1 será homeo sobre a imagem, o que demonstra (1).
Agora considere U e V bisseções abertas. Vamos mostrar que UV
é também uma bisseção aberta.
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Antes de mais nada, observemos que, sem perda de generalidade,
podemos considerar que s(U) = r(V ). De fato, deﬁna os abertos E :=
s(U) ∩ r(V ), U ′ := s|U−1(E) e V ′ := r|V −1(E). Como U e V são
bisseções abertas, segue que E = s(U ′) = r(V ′) e que U ′ e V ′ são
também bisseções abertas.
Ademais, temos que U × V ∩G(2) = U ′ × V ′ ∩G(2), pois se
(g, h) ∈ U × V ∩ G(2), então s(g) = r(h) ∈ E, de modo que existem
g′ ∈ U ′, h′ ∈ V ′ tais que s(g) = s(g′) e r(h) = r(h′), mas, como
as funções range e source são homeomorﬁsmos em U e V , segue que
g = g′, h = h′. Portanto temos que UV = U ′V ′ e assim podemos
considerar as bisseções abertas U e V tendo s(U) = r(V ).
Agora deﬁna por φ a composição U → s(U) = r(V ) → V, ou seja,
φ := r|V −1 ◦s|U e então considere f : U → U ×V ∩G(2), x 7→ (x, φ(x)).
É claro que φ é homeomorﬁsmo e que f é contínua e injetiva. Ademais,
f é sobrejetiva, pois para qualquer (g, h) ∈ U × V ∩ G(2), temos que
s(g) = r(h) garante que h = r|V −1 ◦ s|U (g) = φ(g). Denotando por
pi1 a projeção de U × V ∩ G(2) em U, observamos que pi1 é injetiva e
sobrejetiva em U .
De fato, como pi1 ◦ f = IdU e f sobrejetiva, segue que pi1 é injetiva.
Ademais, para qualquer u ∈ U, temos que s(u) ∈ s(U) = r(V ), de modo
que s(u) = r(h), para certo h ∈ V, logo existe (u, h) ∈ U × V ∩ G(2)
que garante a sobrejetividade de pi1 em U . Com isso, podemos concluir
que, como pi1 é contínua, f e pi1 são homeomorﬁsmos.
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Agora considere p : U × V ∩ G(2) → UV := W e observe que para
qualquer (g, h) ∈ U × V ∩ G(2), vale que r(gh) = r(g), de modo que
vale a seguinte igualdade:
r|W ◦ p = r|U ◦ pi1. (1.1)
Do que ﬁzemos antes, sabemos que r|U ◦pi1 é homeomorﬁsmo. Ade-
mais, como p é sobrejetora, segue que r|W é injetora (usando a igual-
dade (1.1) e o fato de r|U ◦ pi1 ser homeomorﬁsmo) e portanto bijeção
sobre r(W ). Também observamos que p é injetora. De fato, se p(x) =
p(y), então novamente via (1.1) segue que r|U ◦ pi1(x) = r|U ◦ pi1(y), o
que garante que x = y.Mais uma vez fazendo o uso de (1.1), concluimos
que r(W ) = r(U) é um conjunto aberto. Finalmente, como r|U ◦ pi1 é
homeomorﬁsmo e r|W , p são bijeções contínuas, segue que são também
homeomorﬁsmos.
Uma vez que U×V ∩G(2) é aberto, segue queW é aberto. Analoga-
mente, conseguimos mostrar que s|W é homeomorﬁsmo sobre a imagem,
o que demonstra (2), como gostaríamos.
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1.3 Exemplos
1.3.1 Exemplos canônicos
Exemplo 1. Qualquer conjunto X pode ser visto como um grupóide de
modo trivial. De fato, podemos enxergar qualquer ponto x ∈ X como
uma ﬂecha trivial:
x
x
** x
Assim, as função range e source, bem como a inversão no grupóide
são deﬁnidas como sendo a identidade em X, ou seja, s = r = ι = IdX ,
onde ι : X → X denota a inversão. Também deﬁne-se
G(2) = {(x, y) ∈ X ×X | s(x) = x = r(y) = y}
= {(x, x) ∈ X ×X |x ∈ X},
de modo que a multiplicação é dada por
G(2) → G , (x, x) 7→ x.
Também observamos que, se X é um espaço topológico, então o
grupóide acima é um grupóide topológico étale.
Exemplo 2. Todo grupo (G, ·) pode ser visto como um grupóide de
maneira canônica. De fato, seja e ∈ G a identidade de G. Deﬁna
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G(0) = {e}, de modo que para qualquer g ∈ G, s(g) = r(g) = e. Assim,
G(2) = G×G, donde segue que a multiplicação é dada por
G(2) → G , (g, h) 7→ g · h
Também é claro que a inversão no grupóide é dada pela inversão já
existente do grupo.
Ademais, se G é um grupo topológico, isto é, um grupo que também
é um espaço topológico no qual as operações de multiplicação e inversão
são contínuas, também é um grupóide topológico, por deﬁnição. Como
G(0) consiste de apenas um ponto, observe que G é étale se e somente
se a sua topologia é discreta, ou seja, G é um grupo discreto.
Exemplo 3. Seja X um conjunto qualquer. O produto cartesiano X×
X := G pode ser visto como um grupóide sobre X (ou seja, o espaço
de unidades G(0) é identiﬁcado com X) da seguinte maneira: Para
qualquer g = (x, y) ∈ G, enxergamos g como uma ﬂecha
y
g=(x,y)
** x ,
ou seja, a partir da correspondência
{(x, x) ∈ X ×X |x ∈ X} ↔ X
(x, x)←→ x,
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deﬁnimos r((x, y)) = x e s((x, y)) = y. Segue que G(2) é deﬁnido por
G(2) = {((x, y), (x′, y′)) ∈ G×G | y = x′}
e a multiplicação é dada por
G(2) → G , ((x, y), (y, y′)) 7→ (x, y′).
Geometricamente, para g = (x, y) e h = (x′, y′), temos
y′
h
,,
gh
11x′ = y
g
++ x
Naturalmente, a inversa é deﬁnida por [(x, y) → (y, x)], de modo
que, para qualquer g = (x, y) ∈ G, temos que
gg−1 = (x, y)(y, x) = (x, x) ' x = r(g)
e
g−1g = (y, x)(x, y) = (y, y) ' y = s(g).
É também fácil ver que
G(0) = {g ∈ G | g = g−1 = g2}
= {(x, x) ∈ G |x ∈ X} ' X,
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donde segue que G é um grupóide sobre X.
No contexto topológico, se X for um espaço topológico discreto e
G um grupo discreto, então obtemos um grupóide étale, se munirmos
G = X ×X com a topologia produto.
Exemplo 4. (Grupóide de isotropia) Seja G um grupóide e u ∈ G(0).
Deﬁna G(u) := Gu ∩ Gu = {γ ∈ G|s(γ) = r(γ) = u}. Usando as
propriedades básicas de grupóides, temos que G(u) é um grupo com a
multiplicação de G e com elemento neutro u. A união
Iso(G) := ∪u∈G(0)G(u) = {γ ∈ G|s(γ) = r(γ)}
tem uma estrutura natural de grupóide, apresentada a seguir. Deﬁna
Iso(G)(2) := {(γ, η) ∈ G×G|γ, η ∈ G(u), u ∈ G(0)}
A partir de Iso(G)(2) deﬁnido acima, segue que se (γ, η) ∈ Iso(G)(2),
então existe u ∈ G(0) tal que u = s(γ) = r(η), de modo que γη está
bem deﬁnido e temos que s(γη) = s(η) = u = r(γ) = r(γη). Ademais,
para qualquer γ ∈ G(u), temos que γ−1 ∈ G(u). Portanto deﬁna as
aplicações multiplicação e inversão exatamente como em G. Por cons-
trução, as funções range e source coincidem em Iso(G) e temos que
Iso(G)(0) = G(0).
O grupóide Iso(G) é conhecido por grupóide de isotropia de G.
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Proposição 7. Seja G um grupóide localmente compacto, Hausdorﬀ e
Iso(G) seu grupóide de isotropia. Então Iso(G) é fechado na topologia
induzida, de modo que também será localmente compacto e Hausdorﬀ.
Demonstração: Basta observar que, se (ξi) é uma net em Iso(G)
convergente para ξ ∈ G, então s(ξi) = r(ξi), de modo que s(ξ) = r(ξ),
uma vez que as funções range e source são contínuas. Daí segue que ξ ∈
Iso(G), garantindo que é fechado em tal topologia. Sendo fechado em
G, também será localmente compacto Hausdorﬀ, fatos bem conhecidos
de topologia geral.
Exemplo 5. (Grupóide de Deaconu-Renault) Seja X um espaço com-
pacto de Hausdorﬀ e σ : X → X uma aplicação de recobrimento, ou
seja, σ é um homeomorﬁsmo local sobrejetor. Seja
G := {(x, n, y) ∈ X × Z×X; existem k, l ≥ 0 tais que
n = k − l e σk(x) = σl(y)}.
Então deﬁna
G(2) = {((x, n, y), (w,m, z)) ∈ G×G|y = w}
e as operações em G
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(x, n, y)(y,m, z) := (x, n+m, z), (x, n, y)−1 := (y,−n, x).
Com estas operações, G é um grupóide cujo espaço de unidades G(0)
pode ser identiﬁcado com X. De fato, começamos por observar que a
multiplicação está bem deﬁnida. Considere (x, n, y), (y,m, z) ∈ G tais
que n = k− l e m = s−p, de modo que σk(x) = σl(y) e σs(y) = σp(z).
Portanto n+m = (k + s)− (l + p) e segue que
σk+s(x) = σs(σk(x)) = σs(σl(y)) = σl(σs(y)) = σl(σp(z)) = σl+p(z),
o que mostra a boa deﬁnição da multiplicação. O caso da inversão é
imediato. Ademais, observamos que as operações de associatividade,
lei do cancelamento e involução seguem diretamente do fato de que Z
possui tais propriedades, de modo que G tem uma estrutura de grupóide.
Agora, seja ξ = (x, n, y) ∈ G(0). Segue que ξ = ξ2 = ξ−1, e, em
particular, (x, n, y) = (y,−n, x), donde segue que x = y e n = −n,
de modo que n = 0. Asssim, ξ = (x, 0, x), de forma que identiﬁcamos
naturalmente G(0) com X. Também é imediato observar que, sobre a
identiﬁcação acima, temos r(x, n, y) = x e s(x, n, y) = y.
Concluímos este exemplo mencionando que é possível munir G com
uma topologia na qual G será um grupóide de Hausdorﬀ, localmente
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compacto, com G(0) aberto em G. (Teorema 1 de [23]). Além disso,
na Seção 1.3.3 vamos abordar um exemplo de grupóide que engloba o
Deaconu-Renault acima apresentado. Desta forma, no ﬁnal da Seção
1.3.3 vamos concluir que o grupóide de Deaconu-Renault é étale.
1.3.2 Ações de Grupos e o Grupóide de transfor-
mação
A teoria de ações de grupos em conjuntos é bastante rica e usada
em várias áreas da Matemática. Em particular, podemos criar uma
classe muito importante de grupóides a partir de ações de grupos, os
chamados grupóides de transformação.
Lembramos que uma ação de um grupo H (com unidade e) em
um conjunto X é uma aplicação H × X → X, (h, x) → h · x tal que
e · x = x para qualquer x ∈ X e para quaisquer g, h ∈ H,x ∈ X, temos
g(h · x) = (gh) · x.
Deﬁna G := H ×X. Vamos deﬁnir uma estrutura de grupóide em
G da seguinte forma:
G(2) := {((g, x), (h, y))|y = g−1 · x}
e os mapas multiplicação e inversão dados por
((g, x), (h, y))→ (gh, x)
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e(g, x)
−1
:= (g−1, g−1 · x)
A partir dos axiomas de grupo e da ação de grupo apresentada, é
imediato veriﬁcar as propriedades que garantem G ser um grupóide.
Com tal estrutura, G é conhecido como grupóide de transformação.
Ademais, temos que os mapas source e range são dados por
s(g, x) = (g, x)−1(g, x) = (g−1, g−1 · x)(g, x) = (e, g−1 · x)
e
r(g, x) = (g, x)(g, x)−1 = (g, x)(g−1, g−1 · x) = (e, x)
e o espaço de unidades G(0) é dado pelos elementos ξ := (g, x) tais que
ξ = ξ−1 = ξ2, ou seja, os elementos tais que
(g, x) = (g−1, g−1 · x) = (g2, x), o que implica que g = e, de modo que
G(0) = e×X ' X, via (e, x)←→ x.
Considere agoraX um espaço topológico localmente compacto, Haus-
dorﬀ e H um grupo discreto.
Suponha que a ação α : H×X → X é contínua. Isto equivale à dizer
que para qualquer h ∈ H, a função αh : X → X, x 7→ h · x é contínua;
mais ainda, como α−1h = αh−1 segue que cada αh é um homeomorﬁsmo
de X. É comum o termo "ação contínua"mas vamos apenas usar ação,
uma vez que o contexto deixará claro qual ação estamos nos referindo.
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Diante disso, temos:
Proposição 8. Seja α : H×X → X uma ação de um grupo discreto H
em um espaço topológico localmente compacto Hausdorﬀ X. Denotando
por G o grupóide de transformação de tal ação e munindo-o da topologia
produto, G é um grupóide localmente compacto, Hausdorﬀ e étale.
Demonstração: É fácil ver que G tem estrutura de grupóide topoló-
gico, uma vez que a ação α é contínua no sentido deﬁnido previamente.
Ademais, as propriedades topológicas de X e H garantem que G é
localmente compacto e Hausdorﬀ.
Vamos justiﬁcar que G é étale. Para isso, basta mostrarmos que a
função range é um homeomorﬁsmo local. De fato, a demonstração de
que a função source é homeomorﬁmo local é análoga. Explicitamente,
temos r : G→ G(0) dada por r(h, x) = (e, x). Portanto, para qualquer
ξ = (h, x) ∈ G ﬁxado, deﬁna Uξ = {h} × X ⊂ G. Como H tem
topologia discreta, segue que Uξ é aberto em G. Por construção, temos
que r(Uξ) = X, claramente aberto em X. Também é claro que Uξ é
homeomorfmo a X via a função range, o que garante que tal função é
um homeomorﬁsmo local, ou seja, que o grupóide de transformação é
étale.
Finalmente, vamos caracterizar algumas ações de grupo a partir de
propriedades do grupóide de transformação. Para isso, precisamos de
algumas deﬁnições. Salientamos que tais deﬁnições serão particular-
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mente úteis mais adiante, precisamente no Capítulo 4 deste trabalho.
Deﬁnição 7. Seja α : H ×X → X uma ação de um grupo discreto H
em um espaço topológico localmente compacto, Hausdorﬀ.
A ação é dita livre se para quaisquer x ∈ X e h ∈ H, h · x = x
implicar h = e.
A ação é dita topologicamente livre se
{x ∈ X|H(x) = {e}}
for denso em X, onde
H(x) = {h ∈ H|h · x = x}.
A ação é dita minimal se todo aberto H-invariante de X for trivial
(ou X ou ∅). Um aberto A ⊂ X é dito H-invariante se para qualquer
a ∈ A e h ∈ H, tivermos h · a ∈ A.
Deﬁnição 8. Um grupóide topológico G é dito principal se o grupóide
de isotropia de G for igual ao espaço de unidades de G, ou seja, se
Iso(G) = G(0).
O grupóide G será dito topologicamente principal se
{u ∈ G(0)|G(u) = {u}}
34
é denso em G(0). Lembramos que G(u) = {γ ∈ G|s(γ) = r(γ) = u}.
G será dito minimal se os únicos conjuntos abertos invariantes
são os triviais. Um conjunto D ⊂ G(0) é dito um invariante se para
qualquer γ ∈ G tal que s(γ) ∈ D, tivermos r(γ) ∈ D. É fácil ver que
esta deﬁnição é equivalente a dizermos que para qualquer γ ∈ G tal que
r(γ) ∈ D, então s(γ) ∈ D.
No Capítulo 4 deste trabalho, vamos estudar com mais detalhes os
grupóides apresentados na deﬁnição anterior. Agora, vamos nos con-
centrar em caracterizar os grupóides de transformação que satisfazem
as condições da Deﬁnição 8.
Proposição 9. Sejam α : H × X → X ação de um grupo discreto
H sobre um espaço topológico localmente compacto Hausdorﬀ X e G o
grupóide de transformação associado. Então:
(i) G é principal se e somente se α é livre.
(ii) G é topologicamente principal se e somente se α é topologica-
mente livre.
(iii) G é minimal se e somente se α é minimal.
Demonstração: Antes de demonstrar cada item em particular, ﬁxe
um x0 ∈ X qualquer. Através da identiﬁcação G(0) ' X, podemos
considerar x0 ∈ G(0). Segue que os conjuntos
Gx0 = {(g, x)|s(g, x) = (e, g−1 · x) = (e, x0)}
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eGx0 = {(g, x)|r(g, x) = (e, x) = (e, x0)}
podem ser escritos na forma
Gx0 = {(g, g · x0)|g ∈ H}
e
Gx0 = {(g, x0)|g ∈ H}.
Assim, dado ξ ∈ G(x0), existem g, g′ ∈ H tais que ξ = (g, g · x0) =
(g′, x0), donde segue que g = g′ e g ·x0 = x0. Ou seja, podemos escrever
G(x0) = {(g, x0)|g ∈ G, g · x0 = x0} = {(g, x0)|g ∈ H(x0)}.
Vamos agora demonstrar os itens propostos.
(i) Por deﬁnição, G é principal se e somente se G(x) = (e, x) para
todo x, e pela equação acima, isto é equivalente à aﬁrmar que H(x) = e
para todo x, e isto é equivalente a dizer que a ação α é livre.
(ii) Começamos por observar que, para qualquer x ∈ X, valeG(x) =
{x} se, e somente se H(x) = {e}. Isto é imediato, visto que h ∈ H(x)
se, e somente se (h, x) ∈ G(x) e que G(0) = {e} × X ' X. Disto,
é também fácil ver que {x ∈ X|H(x) = {e}} é denso em X se, e
somente se {(e, x) ∈ G(0)|G(x) = {x}} é denso em G(0), o que garante
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a equivalência proposta.
(iii) Faremos ambos os casos por contraposição.
Se α não for minimal, então existe um aberto A não trivial e H-
invariante. Uma vez que G(0) é identiﬁcado com X, considere A visto
'dentro de G(0)', ou seja, deﬁna D = {e} × A ⊂ G(0). Aﬁrmamos que
D é um subconjunto aberto invariante de G. Para isso, seja γ ∈ G tal
que s(γ) ∈ D. Escrevendo γ = (g, x), temos que s(γ) = (e, g−1 ·x) ∈ D,
ou seja, g−1 · x ∈ A. Disto segue que g(g−1 · x) = x ∈ A, de modo que
(e, x) = r(g, x) = r(γ) ∈ D, provando a ida.
Agora, se G não for minimal, então existe um aberto não trivial
D ⊂ G(0) = {e} × X invariante. Para mostrar que a ação não é
minimal, basta encontrarmos um aberto não trivial de X e que seja
H-invariante.
Seja A = piX(D) ⊂ X onde piX é a projeção de H × X em X.
Assim, A é um aberto não trivial, visto que D é aberto e não trivial.
Aﬁrmamos que A é H-invariante. Para isso, sejam h ∈ H e x ∈ A.
Vamos mostrar que h · x ∈ A, o que demonstrará o resultado.
Observamos que (e, h · x) ∈ D. De fato, (e, h · x) = s(h−1, x) e se
s(h−1, x) /∈ D, então r(h−1, x) = (e, x) /∈ D, visto que D é invariante.
Mas isto implicaria que x /∈ A, um absurdo. Segue que s(h−1, x) ∈ D,
garantindo que h · x ∈ A, provando que A é H-invariante.
Para concluir esta seção, vamos estudar mais uma classe de ações,
as ações efetivas. Classicamente, podemos deﬁnir que uma ação α :
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H×X → X de um grupo discreto em um espaço topológico localmente
compacto Hausdorﬀ é efetiva se para quaisquer h1, h2 ∈ H distintos,
existir x ∈ X tal que h1 · x 6= h2 · x. Outra deﬁnição, equivalente a
primeira, é dizer que α é efetiva se
⋂
x∈X
H(x) = {e}.
Uma terceira deﬁnição equivalente para ação efetiva é dizer que o
homomorﬁsmo de grupos abaixo é injetor:
Φ : H → Homeo(X)
h 7→ Φh|x = h · x
É imediato ver que Φ acima deﬁnido é homomorﬁsmo de grupos e
que a caracterização de ação efetiva dada por Φ é equivalente à primeira
apresentada. Ademais, temos que
Ker(Φ) = {h ∈ H|Φh = idX} =
{h ∈ H|h · x = x para todo x ∈ X} =
{h ∈ H|h ∈ H(x) para todo x ∈ X} =
⋂
x∈X
H(x),
o que garante que as deﬁnições acima são equivalentes.
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No Capítulo 4, a noção de grupóide efetivo será crucial. Adiantamos
que um grupóide topológico G é efetivo se, por deﬁnição, o interior de
Iso(G)\G(0) é vazio. Ademais, a Proposição 25 do Capítulo 4 nos
dá uma caracterização de tal conceito. Queremos mostrar que uma
ação é efetiva se, e somente se o grupóide de transformação de tal
ação for efetivo. No entanto, a deﬁnição clássica de ação efetiva não
é forte o suﬁciente para garantir tal equivalência, de modo que, a ﬁm
de conseguirmos nossa caracterização, vamos redeﬁnir a noção de ação
efetiva da seguinte forma:
Deﬁnição 9. Uma ação α : H × X → X de um grupo discreto em
um espaço topológico localmente compacto Hausdorﬀ é efetiva se para
qualquer h ∈ H,h 6= e, e U aberto não vazio de X, existir x ∈ U tal
que h · x 6= x. Equivalentemente, α é efetiva se para todo h ∈ H,h 6= e,
o conjunto
{x ∈ X|h · x 6= x}
é denso em X.
Observemos rapidamente que toda ação livre é efetiva: De fato, seja
U aberto não vazio em X e x ∈ U. Para qualquer h ∈ H, h 6= e, temos
que hx 6= x. Isto vale pois se hx = x, então h = e visto que a ação é
livre.
Proposição 10. Uma ação α : H ×X → X de um grupo discreto H
em um espaço topológico localmente compacto Hausdorﬀ X é efetiva
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se, e somente se G, o grupóide de transformação de tal ação, é efetivo.
Demonstração: Para tal demonstração, começamos por observar que
o grupóide G é étale e portanto possui uma base dada por bisseções
abertas. Ademais, através da Proposição 25 do Capítulo 4, o grupóide
é efetivo se, e somente se para qualquer bisseção aberta não vazia B ⊂
G\G(0), existir γ ∈ B tal que s(γ) 6= r(γ).
Suponha que a ação seja efetiva e seja B uma bisseção aberta não
vazia, B ⊂ G\G(0). Segue que existe γ = (h, x) ∈ B, com h ∈ H,h 6= e,
pois B ∩G(0) = ∅. Como B é aberto, temos uma vizinhança aberta de
Vh de h e U aberto de X não vazios tais que Vh×U ⊂ B. Por hipótese
da ação efetiva, existe um x0 ∈ U tal que h · x0 6= x0. Ademais, para
tal x0 ∈ U, temos ξ := (h, x0) ∈ B. Aﬁrmamos que s(ξ) 6= r(ξ), o
que mostra que G é efetivo. De fato, s(ξ) = s(h, x0) = (e, h−1 · x0)
e r(ξ) = r(h, x0) = (e, x0), o que mostra que s(ξ) 6= r(ξ), pois, do
contrário, teríamos h−1 · x0 = x0, o que implicaria h · x0 = x0.
Agora, considere G efetivo, h ∈ H,h 6= e e U ⊂ X aberto não vazio.
Deﬁna D = {h} × U. Como h 6= e, segue que D ⊂ G\G(0). Uma vez
que G é étale, existe uma bisseção aberta não vazia B ⊂ D. Como G
é efetivo, existe γ ∈ B ⊂ D tal que s(γ) 6= r(γ). Podemos escrever
γ = (h, x), para algum x ∈ X. Segue que s(γ) = s(h, x) = (e, h−1 ·x) 6=
r(γ) = r(h, x) = (e, x), ou seja, h−1 · x 6= x, de modo que h · x 6= x,
mostrado que a ação é efetiva.
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Para concluir esta seção, anunciamos uma relação entre grupóides
topologicamente principais e efetivos, cuja demonstração segue da Pro-
posição 3.6 de [14].
Proposição 11. Seja G um grupóide localmente compacto, Hausdorﬀ
e étale. Então:
(i) Se G é topologicamente principal, então é efetivo.
(ii) Se G é efetivo e satisfaz o segundo axioma de enumerabilidade,
então é topologicamente principal.
Corolário 2. Seja α : H ×X → X uma ação de um grupo discreto H
em um espaço topológico localmente compacto, Hausdorﬀ. Se a ação
for topologicamente livre, então a ação é efetiva.
Demonstração: Seja G o grupóide de transformação de tal ação.
A Proposição 8 garante que G é étale. Assim, usando a Proposição 9,
segue que G é topologicamente principal, pois a ação é topologicamente
livre. Pela Proposição 11 acima, temos que G é efetivo, donde segue,
novamente pela Proposição 9 que a ação é efetiva.
Com as mesmas hipóteses do corolário acima, é possível mostrar que
se H for enumerável e X satisﬁzer o segundo axioma de enumerabili-
dade, então o grupóide de transformação também satisfará o segundo
axioma de enumerabilidade. Neste caso, se ação for efetiva, será topo-
logicamente livre.
No entanto, o exemplo a seguir mostra que nem toda ação efetiva
41
é topologicamente livre. Para isso, vamos exibir um grupóide efetivo
mas não topologicamente principal:
Exemplo 6. Sejam o espaço topológico localmente compacto, Haus-
dorﬀ X = (0, 1)×T com a topologia usual e o grupo (R,+) considerado
como grupo discreto. Deﬁna a ação
α : R×X → X
(t, (s, eiθ)) 7→ (s, ei(θ+2pist))
e considere G o grupóide de transformação associado. É fácil ver que
α de fato deﬁne uma ação. Vamos começar mostrando que G não é
topologicamente principal, de modo que a ação não será topologicamente
livre.
Antes de mais nada, lembramos que G(0) ' X, e podemos, através
desta identiﬁcação, considerar que são iguais. Assim, ﬁxe u ∈ G(0) e
escreva u = (s0, eiθ0). Vamos calcular o grupo de isotropia em u, G(u):
G(u) = {(t, x) ∈ R×X = G|s(t, x) = r(t, x) = u}.
Considere (t, x) ∈ G(u) e escreva x = (s, eiθ). Temos que r(t, x) = x =
s(t, x) = t−1 · x = α(−t, x) = u, ou seja,
(s, eiθ) = (s0, e
iθ0) = (s, ei(θ−2pist)),
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donde segue que u = x e que st ∈ Z. Assim, escrevendo u = (s, eiθ),
temos
G(u) =
1
s
Z× {u}. (1.2)
Com isto, ﬁca claro que, para qualquer u ∈ G(0), o grupo de isotropia
em u é não trivial, o que impossibilita G ser topologicamente principal.
Vamos agora mostrar que G é efetivo, concluindo nosso exemplo.
Para isso, devemos mostrar que o interior de Iso(G)\G(0) é vazio.
Mas, por deﬁnição, o interior de Iso(G)\G(0) é a união de todos os
abertos contidos em Iso(G) e que não se interceptam com G(0). Por-
tanto, ﬁxe U um aberto não vazio satisfazendo U ∩ G(0) = ∅. Vamos
mostrar que U\Iso(G) 6= ∅, o que garantirá que G é efetivo, visto que
todo aberto contido em Iso(G)\G(0) será vazio.
Por hipótese de U , devem existir t ∈ R\{0}, 0 < a < b < 1 e
θ ∈ (0, 2pi) tais que
{t} × ((a, b)× {eiθ}) ⊂ U.
Fixe s ∈ (a, b). Se st /∈ Z, segue de (1.2) que (t, (s, eiθ)) ∈ U\Iso(G).
Por outro lado, se st ∈ Z, seja  > 0 tal que  ∈ (0, 1/t) e s+  ∈ (a, b).
Temos
st < (s+ )t < st+ 1,
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ou seja, (s+)t /∈ Z e, novamente por (1.2), (t, (s+, eiθ)) ∈ U\Iso(G),
o que demonstra o resultado.
1.3.3 Um exemplo mais elaborado
A seguir, apresentamos um grupóide localmente compacto, Haus-
dorﬀ e étale. Tal exemplo foi retirado de [18]. Como mencionado no
ﬁnal do Exemplo 5, vamos usar o exemplo a seguir para concluir que o
grupóide de Deaconu-Renault é étale.
Exemplo 7. Sejam X um espaço compacto Hausdorﬀ, Γ um grupo
(com unidade 1) e P um semigrupo tal que 1 ∈ P ⊂ Γ.
Denote por End(X) o conjunto dos homeomorﬁsmos locais sobre-
jetivos T : X → X. Diremos que P age em X por endomorﬁsmos se
existir uma aplicação θ : P → End(X) tal que θ(1) = IdX e para
quaisquer n,m ∈ P, temos que θn ◦ θm = θmn.
Assumindo uma condição técnica, vamos construir um grupóide
G ⊂ X × Γ × X. Tal grupóide é bastante relacionado ao importante
grupóide de Deaconu-Renault. Portanto, suponha que P−1P ⊂ PP−1
(por exemplo, isso é imediato se P = Nk; Γ = Zk).
Deﬁna
G := {(x, g, y) ∈ X × Γ×X|∃n,m ∈ P, θn(x) = θm(y), g = nm−1}
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eG(2) := {((x, g, y), (x′, h, y′)) ∈ G×G|y = x′}
com as aplicações multiplicação e inversão dadas respectivamente por
(x, g, y)(y, h, z)→ (x, gh, z)
e
(x, g, y)−1 = (y, g−1, x).
Devemos veriﬁcar que as aplicações acima estão bem deﬁnidas, daí
é facilmente veriﬁcável que G tem estrutura de grupóide, com espaço
de unidades G(0) ' X.
Considere (x, g, y) ∈ G. Então existem n,m ∈ P tais que nm−1 = g
e θn(x) = θm(y). Portanto g−1 = mn−1, de modo que (y, g−1, x) ∈ G,
garantindo que a inversão está bem deﬁnida. Agora, considere o par
((x, g, y), (y, h, z)) ∈ G(2). Segue que existem n,m, p, q ∈ P tais que
g = nm−1, θn(x) = θm(y);h = pq−1, θp(y) = θq(z). A hipótese
P−1P ⊂ PP−1 garante que m−1p pode ser escrito da forma m−1p =
uv−1 para certos u, v ∈ P. Daí, segue que mu = pv e portanto
θnu(x) = θu(θn(x)) = θu(θm(y))
= θmu(y) = θpv(y) = θv(θp(y)) = θv(θq(z)) = θqv(z).
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Ademais, nu(qv)−1 = n(uv−1)q−1 = nm−1pq−1 = gh, o que mostra
que (x, gh, z) ∈ G, de modo que a multiplicação também está deﬁnida.
Lembrando que os elementos ξ ∈ G(0) são exatamente os que satis-
fazem ξ = ξ−1 = ξ2 e escrevendo ξ = (x, g, y), segue que x = y e g = e
necessariamente. Portanto temos que
G(0) = {(x, 1, x)|x ∈ X} ' X
Tendo compreendido a parte algébrica de G, vamos agora munir G
com uma topologia de modo que G será um grupóide localmente com-
pacto, Hausdorﬀ, étale. Vamos começar construindo uma base para a
topologia de G. Para quaisquer n,m ∈ P e A,B subconjuntos abertos
de X, deﬁna
∑
(n,m,A,B):= {(x, g, y) ∈ G |x ∈ A, y ∈ B, g = nm−1, θn(x) = θm(y)}
Aﬁrmamos que os conjuntos acima construidos formam uma base
para a topologia de G. De fato, ﬁxe
(x, g, y) ∈
∑
(n1,m1, A1, B1) ∩
∑
(n2,m2, A2, B2).
Vamos construir um conjunto
∑
(n,m,A,B) de forma que (x, g, y) ∈∑
(n,m,A,B) ⊂∑(n1,m1, A1, B1) ∩∑(n2,m2, A2, B2).
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A hipótese P−1P ⊂ PP−1 garante que existem p1, p2 ∈ P tais que
n−12 n1 = p2p
−1
1 . Ademais, g = nim
−1
i e θni(x) = θmi(y), i = 1, 2.
Também temos que θpi : X → X é homeomorﬁsmo local, portanto
existe vizinhança aberta Ui de θni(x) na qual θpi é injetiva.
Deﬁna agora
∑
(n,m,A,B) por
m = m1p1, n = n1p1;
A = A1 ∩A2 ∩ θ−1n1 (U1) ∩ θ−1n2 (U2);
B = B1 ∩B2 ∩ θ−1m1(U1) ∩ θ−1m2(U2).
De g = n1m
−1
1 = n2m
−1
2 e n
−1
2 n1 = p2p
−1
1 segue que m1 =
m2p2p
−1
1 , o que garante que m = m1p1 = m2p2p
−1
1 p1 = m2p2. Ade-
mais, as mesmas igualdades garantem que
n = n1p1 = n2m
−1
2 m1p1 = n2p2.
Portanto, segue que
nm−1 = n2p2p−12 m
−1
2 = n2m
−1
2 = g.
Por construção, x ∈ A e y ∈ B. Também é claro que A e B são
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abertos e que
θn(x) = θn1p1(x) = θp1(θn1(x)) = θp1(θm1(y)) = θm(y),
o que garante que (x, g, y) ∈ ∑(n,m,A,B). Agora seja (x′, g, y′) ∈∑
(n,m,A,B). Para i = 1, 2, temos que
θpi(θni(x
′)) = θnipi(x
′) = θn(x′) = θm(y′) = θmipi(y
′) = θpi(θmi(y
′)).
Mas, observando que θpi é injetiva em Ui e que x
′ ∈ A ⊂ θ−1ni (Ui),
y′ ∈ B ⊂ θ−1mi (Ui), segue que θni(x′) = θmi(y′), o que garante que
(x′, g, y′) ∈⊂ ∑(n1,m1, A1, B1) ∩ ∑(n2,m2, A2, B2), donde segue o
resultado.
Tendo deﬁnido a topologia de G, vamos mostrar que G é um gru-
póide topológico, ou seja, que as aplicações multiplicação e inversão são
contínuas. Primeiro, estudaremos a inversa. Considerando I : G →
G, (x, g, y) 7→ (y, g−1, x) a inversão em G, sejam ξ(x, g, y) ∈ G e uma
net convergente ξi = (xi, gi, yi)→ ξ. Por deﬁnição da base da topologia,
temos ξ ∈∑(n,m,A,B), para certos n,m,A e B. Segue que existe um
índice i0 tal que ξi ∈
∑
(n,m,A,B) para todo i > i0. Daí é claro que
I(ξi), I(ξ) ∈
∑
(m,n,B,A), garantindo a continuidade da inversa.
Agora, considere M : G(2) → G, ((x, g, y), (y, h, z)) 7→ (x, gh, z).
Sejam η = ((x, g, y), (y, h, z)) ∈ G(2) e uma net convergente ηi =
((xi, gi, yi), (yi, hi, zi)) → η. Como G(2) é munido da topologia pro-
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duto, temos que (xi, gi, yi) → (x, g, y) e (yi, hi, zi) → (y, h, z). Nova-
mente usando a deﬁnição da base da topologia, existem n,m, k, l ∈ P e
abertos A,B,C de X tais que (x, g, y) ∈ ∑(n,m,A,B) e (y, h, z) ∈∑
(k, l, B,C). Segue que (xi, gi, yi) ∈
∑
(n,m,A,B) e (yi, hi, zi) ∈∑
(k, l, B,C), para todo índice i > i0, para certo i0. Observando ainda
que existem p, q ∈ P satisfazendo gh = nm−1kl−1 = npq−1l−1 =
np(lq)−1, visto que P−1P ⊂ PP−1, temos
M(((xi, gi, yi), (yi, hi, zi))) = (xi, gihi, zi),M(((x, g, y), (y, h, z)))
= (x, gh, z) ∈
∑
(np, lq, A,C),
garantindo a continuidade de M .
Tendo provado que G é um grupóide topológico, vamos justiﬁcar que
a topologia de G é Hausdorﬀ e localmente compacta. Primeiro, vejamos
que G é Hausdorﬀ. De fato, sejam ξ = (x, g, y), η = (x′, h, y′) ∈ G dis-
tintos. Pela base da topologia, podemos escrever que ξ ∈∑(n,m,A,B) :=
Vξ e que η ∈
∑
(k, l, A′, B′) := Vη. Se x 6= x′, como X é Hausdorﬀ,
segue que existem vizinhanças abertas disjuntas de x e x′, respectiva-
mente. Nesse caso, mesmo que ainda tenhamos g = h e y = y′, segue
que Vξ ∩ Vη = ∅, o que é claro, uma vez que A ∩ A′ = ∅. Se tivermos
y 6= y′, conseguimos separar os pontos de forma análoga. Finalmente,
se tivermos x = x′, y = y′ e g 6= h, é claro que as vizinhanças Vξ e Vη
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serão disjuntas. Assim, ﬁca demonstrado que G é Hausdorﬀ.
Para mostrarmos que é localmente compacto, deﬁna, para quaisquer
n,m ∈ P, o conjunto
E(n,m) := {(x, y) ∈ X ×X | θn(x) = θm(y)}
e uma função
ι : E(n,m)→ G , (x, y) 7→ (x, nm−1, y).
A função ι depende de n,m ∈ P, mas vamos omitir a dependência,
para não carregar a notação. Vamos mostrar que ι é contínua e que
E(n,m) é compacto. Tendo isso sido demonstrado, o argumento de que
G é localmente compacto segue de:
Restringindo a imagem, podemos ver ι : E(n,m)→∑(n,m,X,X),
que é, nesse caso, bijeção contínua. Uma vez que
∑
(n,m,X,X) é
Hausdorﬀ, segue que ι é homeomorﬁsmo, donde segue que
∑
(n,m,X,X)
também é um espaço compacto. Assim, para qualquer ξ ∈ G, existe um
elemento
∑
(n,m,A,B) tal que ξ ∈∑(n,m,A,B) ⊂∑(n,m,X,X), o
que mostra que G é localmente compacto.
Para mostrarmos que E(n,m) é compacto, basta provar que é fe-
chado, uma vez que é um subconjunto do compacto X × X. Conside-
rando uma net (ξi = (xi, yi)) ∈ E(n,m) convergindo para ξ = (x, y) ∈
X ×X, a topologia produto garante que xi → x, yi → y, de modo que
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θn(xi) → θn(x) e θm(yi) → θm(y). Mas θn(xi) = θm(yi), o que ga-
rante que θn(x) = θm(y), ou seja, ξ ∈ E(n,m) e portanto E(n,m) é
compacto.
Vamos agora mostrar que ι é contínua. Para isso, vamos mostrar
que dados ξ ∈ E(n,m) e W uma vizinhança aberta de ι(ξ), existe uma
vizinhança aberta Z de ξ tal que ι(Z) ⊂W.
Sejam (x0, y0) ∈ E(n,m) eW ′ uma vizinhança aberta de ι(x0, y0) =
(x0, nm
−1, y0). A base construída para a topologia de G garante que
existem k, l, A,B tais que
(x0, nm
−1, y0) ∈
∑
(k, l, A,B) ⊂W ′,
em particular, temos que nm−1 = kl−1 e θk(x0) = θl(y0). Ademais, a
hipótese sobre P garante que existem p, q ∈ P tais que k−1n = pq−1.
Como θp : X → X é homeomorﬁsmo local, seja W uma vizinhança
aberta onde θk(x0) é injetiva. Daí, deﬁna os conjuntos
U := A ∩ θ−1k (W ),
V := B ∩ θ−1l (W ),
Z := U × V ∩ E(n,m).
É claro que Z é aberto de E(n,m) e que (x0, y0) ∈ Z. Vamos mostrar
que ι(Z) ⊂W ′, concluindo a continuidade de ι. Seja (x, y) ∈ Z. Temos
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que
θp(θk(x)) = θkp(x) = θnq(x) = θq(θn(x)) = θq(θm(y)) = θmq(y),
pois k−1n = pq−1 e (x, y) ∈ E(n,m). Segue que
θmq(y) = θp(θl(y)),
onde a igualdade acima segue de mq = lp, o que é consequência ime-
diata das igualdades k−1n = pq−1 e nm−1 = kl−1. Observando que
x ∈ U ⊂ θ−1k (W ) e que y ∈ V ⊂ θ−1l (W ), temos que θk(x), θl(y) ∈W, o
que garante que θk(x) = θl(y), uma vez que θp é injetiva em W . Assim,
temos que ι(x, y) = (x, nm−1, y) = (x, kl−1, y) ∈ ∑(k, l, A,B) ⊂ W ′,
como gostaríamos.
Finalmente, vamos mostrar que G é um grupóide étale. Faremos a
demonstração de que a função range é um homeomorﬁsmo local. Para
qualquer ξ = (x, g, y) ∈ G, temos que r(ξ) = (x, g, y)(y, g−1, x) =
(x, 1, x), de modo que podemos ver o mapa range por
r : G→ X, (x, g, y) 7→ x.
Seja ξ = (x, g, y) ∈ G. Segue que ξ ∈ ∑(n,m,A,B), para cer-
tos n,m ∈ P, e A,B abertos de X. Em particular, g = nm−1 e
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θn(x) = θm(y). Agora, usando que θn e θm são homeomorﬁsmos lo-
cais, temos que existem vizinhanças abertas U ⊂ A e V ⊂ B de x e y
respectivamente tais que θn|U e θm|V são homeomorﬁsmos.
Deﬁna H :=
∑
(n,m,U, V ). É claro que ξ ∈ H. Aﬁrmamos que r|H
é injetiva. De fato, sejam (z, g, h), (z′, g, h′) ∈ H tais que z = z′, ou
seja, r((z, g, h)) = r((z′, g, h′)). Segue que θn(z) = θn(z′), de modo que
θm(h) = θm(h
′). Como θm é injetiva em V, segue que h = h′, o que
mostra que r|H é injetiva.
Portanto, até então temos que
r|H : H → r(H) = {z ∈ U | (z, g, h) ∈ H}
é uma bijeção contínua. Vamos mostrar que a inversa [z → (z, g, h)]
está bem deﬁnida e também é contínua.
A boa deﬁnição segue do seguinte fato: Se z = z′ ∈ r(H), então
existem g, g′ ∈ G e h, h′ ∈ V tais que (z, g, h), (z′, g′, h′) ∈ H. Assim, é
claro que g = g′. Ademais, temos que
θm(h) = θn(z) = θn(z
′) = θm(h′),
donde segue que h = h′, visto que θm|V é homeomorﬁsmo.
Resta a continuidade de tal função. Para isso, se zi → z em r(H),
devemos mostrar que hi → h, o que garantirá que (zi, g, hi)→ (z, g, h).
Uma vez que (zi, g, hi), (z, g, h) ∈ H, segue que θn(zi) = θm(hi)
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e θn(z) = θm(h). Mas zi → z garante que θn(zi) → θn(z), ou seja,
θm(hi) → θm(h). Agora, observando que hi, h ∈ V e que θm é home-
omorﬁsmo em V, θ−1m também é contínua, de modo que hi → h, como
gostaríamos.
Para concluir, vamos mostrar que r(H) é aberto. Para isso, se-
jam z ∈ r(H) e uma net convergente zi → z. Queremos mostrar que
zi ∈ r(H) para índices suﬁcientemente grandes. Considere os homeo-
morﬁsmos acima deﬁnidos θn : U → θn(U) e θm : V → θm(V ) e deﬁna
o aberto não vazio W = θn(U) ∩ θm(V ). De fato, W não é vazio pois
para o ξ ﬁxado acima, temos θn(x) = θm(y) com x ∈ U e y ∈ V. Como
z ∈ r(H), temos que z ∈ U de modo que zi ∈ U para todo i  i0, para
certo i0. Ademais, θn(zi)→ θn(z) = θm(h).
Com isso, considerando os índices i  i0, temos que (θm|W )−1(θn(zi))→
(θm|W )−1(θm(h)) = h, de modo que (zi, g, (θm|W )−1(θn(zi))) ∈ H, ou
seja, zi ∈ r(H), concluindo a demonstração.
Considere agora G o grupóide de Deaconu-Renault para um espaço
compacto Hausdorﬀ X e uma aplicação de recobrimento σ : X → X.
É fácil ver que G pode ser escrito em termos do grupóide do Exemplo
7 acima. Basta considerar o grupo dos inteiros com os naturais sendo
o semigrupo. Ademais, a ação θ é deﬁnida por
θ : N→ End(X)
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n 7→ θn|x := σn(x),
ou seja, a composição da função σ. É imediato ver que as hipóteses
necessárias para as construções são todas satisfeitas. Deste modo, con-
cluímos que o grupóide de Deaconu-Renault é étale.
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Capítulo 2
A *-álgebra Cc(G)
Os espaços topológicos que estamos interessados são, antes de mais
nada, Hausdorﬀ e localmente compactos. Nesse contexto, temos dois
resultados fundamentais que serão usados em larga escala e que apre-
sentamos em seguida.
Primeiro, o fato de qualquer aberto de um espaço Hausdorﬀ e lo-
calmente compacto também ter tais propriedades. Segundo, o Lema de
Urysohn para tais espaços, enunciado a seguir.
Lema 1 (Urysohn; versão para espaços localmente compactos, Haus-
dorﬀ). Seja X um espaço Hausdorﬀ, localmente compacto. Dados sub-
conjuntos disjuntos K, F ⊂ X, onde K é compacto e F é fechado,
temos que existe uma função contínua f : X → [0, 1] tal que f |K ≡ 1 e
f |F ≡ 0.
56
Observamos que o lema acima pode ser demonstrado com a versão
usual do Lema de Urysohn para espaços normais, através da compac-
tiﬁcação à um ponto de X.
O objetivo deste capítulo é construir, a partir de um grupóide étale,
localmente compacto e Hausdorﬀ, uma *-álgebra, que posteriormente
nos levará a construção das C∗−álgebras de um grupóide.
Portanto, considere G um grupóide étale, localmente compacto e
Hausdorﬀ.
Seja f : G→ C uma função contínua. Deﬁnimos o suporte de f por
supp(f) := {x ∈ G|f(x) 6= 0}.
Usando esses dois resultados acima, podemos demonstrar o seguinte
fato, muito usado neste trabalho:
Proposição 12. Seja G um grupóide localmente compacto, Hausdorﬀ
e étale. Para qualquer U aberto não vazio de G, existe f ∈ Cc(G) não
nula com supp(f) ⊂ U.
Demonstração: Seja x ∈ U. Como U é aberto, é um espaço localmente
compacto Hausdorﬀ, de modo que existe uma vizinhança aberta B de
x cujo fecho B seja compacto. Agora, usando o mesmo argumento para
B, temos que existe uma vizinhança aberta V de x cujo fecho V seja
compacto. Ou seja, temos as seguintes inclusões
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x ∈ V ⊂ V ⊂ B ⊂ B ⊂ U.
É claro que o fechado G \ B é disjunto do compacto V , de modo
que existe uma função contínua f : G → [0, 1] ⊂ C tal que f |V ≡ 1 e
f |G\B ≡ 0.
Portanto, temos {γ ∈ G | f(γ) 6= 0} ⊂ B, o que garante que
supp(f) ⊂ B ⊂ U, ﬁnalizando a demonstração.
Com isso, deﬁnimos Cc(G) sendo o conjunto das funções contínuas
f : G → C que tenham suporte compacto, ou seja, supp(f) é um
conjunto compacto.
Agora, deﬁnimos C(G) como sendo as funções em Cc(G) que tenham
o suporte contido em alguma bisseção aberta de G, ou seja,
C(G) := {f ∈ Cc(G)|supp(f) ⊂ U,∃U ∈ Bis(G)},
onde Bis(G) é o conjunto das bisseções abertas de G.
Um resultado muito importante, demonstrado usando argumentos
de partição da unidade, garante que
Cc(G) = span C(G),
ou seja, todo elemento de Cc(G) é uma combinação linear ﬁnita de
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elementos de C(G). Tal resultado será fundamental para provarmos
que a estrutura de *-álgebra em Cc(G) apresentada a seguir está bem
deﬁnida. Observamos desde já que, com as informações até aqui, já é
claro que Cc(G) tem estrutura de espaço vetorial.
Ademais, a ﬁm de ﬁxar notação, se U for uma bisseção aberta e
f ∈ C(G) é tal que supp(f) ⊂ U, então diremos que f ∈ Cc(U).
Tendo feito as construções necessárias, estamos em condições de
provar o importante teorema:
Teorema 1. Sejam f, g ∈ Cc(G). Então as operações a seguir estão
bem deﬁnidas e garantem uma estrutura de *-álgebra em Cc(G), como
segue:
f · g : G→ C, x 7→ f · g(x) :=
∑
h∈G;r(h)=r(x)
f(h)g(h−1x)
=
∑
(y,z)∈G(2);yz=x
f(y)g(z)
f∗ : G→ C, x 7→ f∗(x) := f(x−1).
Demonstração: Por ser um teorema com demonstração longa e vários
passos a serem justiﬁcados, optamos por demonstrar o teorema a partir
de uma série de aﬁrmações.
Aﬁrm. 1: Seja f ∈ Cc(U), em que U é bisseção aberta. Então
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f∗ ∈ Cc(U−1).
Observamos que, uma vez demonstrada a aﬁrmação acima, segue
que a aplicação * está bem deﬁnida em Cc(G), visto que Cc(G) =
span C(G) e que é imediato veriﬁcar que * é uma aplicação conjugado
linear.
Já sabemos que U−1 é uma bisseção aberta e é claro que f∗ é
contínua. Convém observar que
supp(f∗) = {x ∈ G|f(x−1) 6= 0} := H,
onde H é apenas uma notação para o conjunto em questão a ﬁm de
facilitar a escrita.
Dado x ∈ supp(f∗), existe uma net (xi) tal que f(x−1i ) 6= 0 e
xi → x. Como f(x−1i ) 6= 0, temos x−1i ∈ supp(f). Ademais, uma vez
que x−1i → x−1, segue que x−1 ∈ supp(f) ⊂ U, portanto x ∈ U−1,
mostrando que supp(f∗) ⊂ U−1.
Resta mostrarmos que supp(f∗) é compacto. Como supp(f) é com-
pacto e a função inversão é contínua, temos que supp(f)−1 é compacto
(onde a notação empregada aqui é a mesma da Proposição 6). É imedi-
ato perceber que H ⊂ {x−1|f(x) 6= 0} ⊂ supp(f)−1. Como supp(f)−1 é
compacto, segue que H ⊂ supp(f)−1, o que mostra que supp(f∗) = H
é compacto, já que é um conjunto fechado contido em um compacto.
Com isso, ﬁca demonstrado a boa deﬁnição da aplicação * em C(G).
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Para termos a boa deﬁnição da involução em Cc(G), basta observarmos
que para quaisquer f, g ∈ Cc(G), vale que (f + g)∗ = f∗ + g∗ e então
usarmos o fato de que Cc(G) é um espaço vetorial e span linear de
C(G). Vamos agora estudar a multiplicação.
Aﬁrm. 2: Dadas f, g ∈ Cc(G), temos que a soma
∑
h∈G;r(h)=r(g)
f(h)g(h−1x)
é ﬁnita, para qualquer x ∈ G.
Fixado x ∈ G, já observamos que, como G é étale, então G(0) é
aberto em G (Corolário 1). Portanto r−1(r(x)) é discreto, tendo em
vista a Proposição 3. Deﬁna
I := {h ∈ G|f(h) 6= 0; r(h) = r(x)}.
É imediato observar que I ⊂ supp(f)∩r−1(r(x)). Uma vez que supp(f)
é compacto e r−1(r(x)) é discreto, temos necessariamente que I é ﬁnito,
garantindo a aﬁrmação e mostrando que a função f ·g está bem deﬁnida.
De fato, I será ﬁnito pois, do contrário, existirá uma net hi ∈ I com
inﬁnitos elementos distintos entre si. Assim, como supp(f) é compacto,
segue que existirá uma subnet hj ∈ supp(f) convergente para h ∈
supp(f). Uma vez que r(hi) = r(x), segue que r(h) = r(x), mostrando
que h ∈ r−1(r(x)), o que é absurdo, visto que r−1(r(x)) é discreto.
Tendo já mostrado que a soma é ﬁnita, continuemos com x ∈ G
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ﬁxado. A próxima aﬁrmação nos dará uma outra maneira de calcular
f · g(x), o que nos será útil mais adiante.
Aﬁrm. 3: Para x ∈ G ﬁxado, temos que
∑
(y,z)∈G(2);yz=x
f(y)g(z) =
∑
y∈G;r(y)=r(x)
f(y)g(y−1x).
De fato, isso é apenas uma "mudança de variável". Considerando
a soma à direita e, para cada y no somatório, escrevendo z = y−1x,
temos que r(z) = r(y−1) = s(y), portanto (y, z) ∈ G(2) e que
yz = y(y−1x) = x, exatamente o que é apresentando no conjunto de
índices da soma à esquerda.
Aﬁrm. 4: Se f, g ∈ C(G), então f · g ∈ C(G).
Dadas tais funções f e g, denotemos por A := supp(f) ⊂ U e
B := supp(g) ⊂ V, onde U e V são bisseções abertas. Fixemos
um x ∈ G. Se f · g(x) 6= 0, então existem y, z tais que yz = x e
f(y), g(z) 6= 0, garantindo que y ∈ A ⊂ U e z ∈ B ⊂ V, ou seja,
x ∈ UV. Ademais, como a função r|U é homeomorﬁsmo e r(y) = r(x),
segue que podemos escrever y = r|U−1(r(x)). Analogamente, podemos
escrever z = s|V −1(s(x)).
Pelo mesmo argumento, se x ∈ UV, então existirão únicos y, z tais
que y ∈ U, z ∈ V e yz = x pois as funções r|U e s|V são homeomorﬁs-
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mos. Portanto, a partir de tais dados, podemos concluir que
f · g(x) =
 f(r|U
−1
(r(x))) g(s|V −1(s(x))), se x ∈ UV
0, se x /∈ UV
Em particular, observamos que f · g|UV é contínua.
Agora, como A e B são compactos, então A × B também será.
Como G(2) é um fechado de G, segue que G(2) ∩ A × B é um fechado
de A×B. Segue daí que AB é compacto, uma vez que a multiplicação
A×B ∩G(2) → AB é contínua e sobrejetora.
É claro que AB ⊂ UV. Vamos justiﬁcar que f ·g se anula fora de AB.
De fato, se x /∈ UV, já vimos que f · g(x) = 0. Agora, se x ∈ UV \AB,
então, sem perda de generalidade, x = yz, para certo y /∈ A, de modo
que f(y) = 0 (lembre-se que A = supp(f)).
Disso, concluimos que AB é um compacto no qual f ·g se anula fora
dele. Pela deﬁnição do supp(f · g), segue que supp(f · g) ⊂ AB, já que
supp(f · g) é o menor fechado que contém os pontos onde f · g não se
anula. Portanto, temos que o fechado supp(f · g) está contido em um
compacto, o que garante que supp(f · g) é compacto.
Para concluir, resta justiﬁcar que f ·g é contínua em todo o domínio,
não apenas em UV. Justiﬁcado tal fato, teremos justiﬁcado que se
f ∈ Cc(U) e g ∈ Cc(V ), então f · g ∈ Cc(UV ), ﬁnalizando a aﬁrmação.
Para justiﬁcar a continuidade de f · g, lembremos que f · g se anula
fora do compacto AB e que AB está contido no aberto UV, onde já
63
sabemos que f.g é contínua. Portanto, dados x ∈ G e uma net xi
convergindo para x, temos que: se x /∈ UV, então x pertence ao aberto
G\AB, de modo que xi ∈ G\AB eventualmente, mostrando que f ·
g(xi) = f · g(x) = 0 para tais índices. Assim, trivialmente temos que
f · g(xi) → f · g(x). Agora, se x ∈ UV, então xi ∈ UV eventualmente,
pois UV é aberto. Logo f · g(xi)→ f · g(x) pois em UV já vimos que
f · g é contínua.
Novamente usando que Cc(G) = span C(G), temos que, a partir
da Aﬁrmação 4, é verdade que se f, g ∈ Cc(G), então f · g ∈ Cc(G).
Por completude, vamos justiﬁcar melhor essa passagem. De fato, se
f ∈ Cc(U) e g ∈ Cc(V ) onde U e V são bisseções abertas, sabemos
que f.g ∈ Cc(UV ) e que UV é bisseção aberta. Agora, considerando
f, g ∈ Cc(G) e escrevendo f e g como span linear de elementos de C(G),
ou seja, f =
∑
fi e g =
∑
gj com fi ∈ Cc(Ui) e gj ∈ Cc(Vj), segue que
f.g =
∑
fi.gj , onde fi.gj ∈ Cc(UiVj), donde segue o resultado.
Finalmente, para concluir que Cc(G) tem estrutura de *-álgebra,
devemos provar que, para quaisquer f, g, h ∈ Cc(G), vale:
(i) (f∗)∗ = f . Basta notar que, para qualquer x ∈ G,
(f∗)∗(x) = f∗(x−1) = f((x−1)−1) = f(x).
(ii) (f ·g)∗ = g∗ ·f∗. Já vimos que, para qualquer x ∈ G, temos que
f · g(x) = ∑αβ=x f(α)g(β). Daí, segue que
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(f · g)∗(x) = f · g(x−1) =
∑
αβ=x−1
f(α)g(β)
=
∑
β−1α−1=x
g∗(β−1)f∗(α−1) =
∑
γη=x
g∗(γ)f∗(η)
= (g∗ · f∗)(x).
(iii) (f ·g) ·h = f ·(g ·h). Usando a expressão da multiplicação como
acima, temos para x ∈ G,
(f · g) · h(x) =
∑
αβ=x
(f · g)(α)h(β)
=
∑
αβ=x
(∑
γη=α
f(γ)g(η)
)
h(β)
=
∑
γηβ=x
f(γ)g(η)h(β), (2.1)
e, por outro lado,
f · (g · h)(x) =
∑
αβ=x
f(α)(g · h)(β) =
∑
αβ=x
f(α)
∑
γη=β
g(γ)h(η)

=
∑
αγη=x
f(α)g(γ)h(η), (2.2)
donde segue a demonstração, visto que as equações (2.1) e (2.2) são
iguais.
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Capítulo 3
C∗-álgebras de um
grupóide
3.1 Representações de Cc(G)
Mais uma vez, estaremos tratando do caso de G um grupóide étale,
localmente compacto e Hausdorﬀ. Lembramos que, nesse caso, G(0) é
um aberto (e fechado) deG.Dessa maneira, usando o mesmo argumento
do ﬁnal do Teorema 1, qualquer função contínua de suporte compacto f
que estiver deﬁnida apenas em G(0), terá uma extensão contínua trivial
para Cc(G), bastando estender com zeros.
Se U é uma bisseção aberta de G e f ∈ Cc(U), então vimos que
f∗ ∈ Cc(U−1) e que f · f∗ ∈ Cc(UU−1). Observamos que, nesse caso,
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UU−1 = r(U) via o homeomorﬁsmo r:
De fato, UU−1 é uma bisseção aberta e homeomorfa a r(UU−1).
Mas, para qualquer xy−1 ∈ UU−1, temos que r(xy−1) = r(x) ∈ r(U) e
que para qualquer r(z) ∈ r(U), temos que zz−1 ∈ UU−1 e r(zz−1) =
r(z), justiﬁcando o homeomorﬁsmo.
Uma vez que r(U) ⊂ G(0), podemos concluir que f · f∗ ∈ Cc(G(0))
para qualquer f ∈ Cc(U). A ﬁm de estudar as representações de Cc(G),
precisamos da seguinte caracterização.
Proposição 13. Cc(G(0)) pode ser escrito como uma união de C∗-
álgebras.
Demonstração: Seja K um compacto contido em G(0). Deﬁna
C(K) : = {f : G→ C | f é continua e se anula fora de K}
= {f : G→ C | supp(f) ⊂ K}.
Com a multiplicação e a involução natural, temos que C(K) é uma
*-álgebra. Ademais, deﬁnindo a norma por ‖f‖∞ := sup
x∈K
|f(x)|, segue
que C(K) é uma C∗-álgebra.
Tendo feita tal construção padrão, a demonstração seguirá de: para
qualquer f ∈ Cc(G(0)), denote por Kf := supp(f). Assim, aﬁrmamos
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que
Cc(G
(0)) =
⋃
f∈Cc(G(0))
C(Kf ).
É claro que se f ∈ Cc(G(0)), então f ∈ C(Kf ). Agora, seja
g ∈ ⋃f∈Cc(G(0)) C(Kf ). Então g ∈ C(Kf ) para certa f ∈ Cc(G(0)).
Portanto g se anula fora do compacto Kf , de modo que supp(g) ⊂ Kf ,
o que mostra que supp(g) é compacto, concluindo que g ∈ Cc(G(0)).
Vamos agora começar de fato a estudar representações de Cc(G).
Para isso, considere pi : Cc(G)→ B(H) uma representação qualquer,
onde H é um espaço de Hilbert e B(H) é a C∗-álgebra dos operadores
limitados em H. Lembramos que, por representação, queremos dizer
que pi é um *-homomorﬁsmo.
Fixemos um f ∈ C(G). Logo, existe U bisseção aberta tal que
f ∈ Cc(U) e f · f∗ ∈ Cc(UU−1) ⊂ Cc(G(0)). Mas, de acordo com
a proposição 8, temos que f · f∗ ∈ A, onde A é alguma das C∗-
álgebras citadas na Proposição. Portanto, se restringirmos pi a A, temos
pi|A : A→ B(H) um *-homomorﬁsmo entre C∗-álgebras, o que garante
que ‖pi(f · f∗)‖ ≤ ‖f · f∗‖∞.
Mas daí segue que ‖pi(f)‖2 = ‖pi(f ·f∗)‖ ≤ ‖f ·f∗‖∞. Aﬁrmamos que
‖f · f∗‖∞ = ‖f‖2∞, donde seguirá que ‖pi(f)‖ ≤ ‖f‖∞, para qualquer
f ∈ C(G). Vamos aos fatos:
Proposição 14. Para qualquer f ∈ C(G), temos ‖f · f∗‖∞ = ‖f‖2∞.
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Demonstração: Suponha f ∈ Cc(U), onde U é uma bisseção aberta.
Para cada x ∈ G, temos que f · f∗(x) =
∑
yz=x
f(y)f(z−1). Conside-
remos agora x ∈ G tal que f · f∗(x) 6= 0. Logo, existe pelo menos um
par (y, z) ∈ G(2) tal que yz = x e f(y), f(z−1) 6= 0, o que garante que
y, z−1 ∈ supp(f) ⊂ U.
Observemos que esse par (y, z) é único, uma vez que U é uma bisse-
ção. De fato, se existisse, por exemplo, algum par (y′, z′) nas mesmas
condições, então teríamos que r(y) = r(x) = r(y′) e que y, y′ ∈ U, o
que seria absurdo, dado que a função range é homeomorﬁsmo em U .
Analogamente justiﬁcamos a unicidade de z.
Mais uma vez usando que yz = x, temos que s(y) = r(z) = s(z−1),
o que garante que y = z−1, uma vez que y, z−1 ∈ U e a função source é
homeomorﬁsmo sobre U . Agora, usando o fato de que a função range
é homeo em U e que r(y) = r(x), segue que podemos escrever y =
r|U−1(r(x)).
Assim, concluímos que para qualquer x ∈ G tal que f · f∗(x) 6= 0,
existe único y ∈ U (a saber, y = r|U−1(r(x))) tal que f · f∗(x) =
f(y)f(y) = |f(y)|2. Portanto, calculamos
‖f · f∗‖∞ = sup
x∈G
‖f · f∗(x)‖ = sup
y∈U
|f(y)|2 = ‖f‖2∞,
onde a igualdade da direita é justiﬁcada uma vez que supp(f) ⊂ U.
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A partir de tal proposição, como já foi citado, podemos concluir o
seguinte lema:
Lema 2. Se pi : Cc(G)→ B(H) é representação, então ‖pi(f)‖ ≤ ‖f‖∞
para qualquer f ∈ C(G). Com isso, segue que sup
pi rep
‖pi(f)‖ < ∞, para
qualquer f ∈ Cc(G).
Demonstração: De fato, f pode ser escrita por f = f1+ ...+fn, onde
cada fi ∈ C(G). Portanto temos que
‖pi(f)‖ ≤
n∑
i=1
‖pi(fi)‖ ≤
n∑
i=1
‖fi‖∞ <∞
Também observamos que o número
∑n
i=1 ‖fi‖∞ não depende da
representação pi, de modo que para qualquer f ∈ Cc(G), temos que
sup
pi rep
‖pi(f)‖ <∞,
onde o supremo é tomado na coleção de todas as representações de
Cc(G).
Vamos agora usar tais fatos para construir a C∗-álgebra (cheia) de
G. Para isso, deﬁnimos
‖f‖u := sup
pi rep
‖pi(f)‖,∀f ∈ Cc(G).
É imediato veriﬁcar que ‖ · ‖u é C∗-seminorma em Cc(G). Mas,
de fato, vamos em seguida fazer uma contrução de uma representação
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ﬁel (injetiva) de Cc(G), o que garantirá que ‖ · ‖u é uma C∗-norma
em Cc(G). Tendo feito isso, deﬁniremos a C∗-álgebra cheia de G como
sendo o completamento de Cc(G) em tal norma, ou seja,
C∗(G) := Cc(G)
‖·‖u
3.2 Representações regulares
Vamos agora na direção de construir a representação de Cc(G)
acima citada. Tal representação é conhecida como representação re-
gular, denotada por piλ. Após sua construção, será possível deﬁnir a
C∗-álgebra reduzida de G.
De fato, a representação regular é uma soma direta (indexada por
G(0)) de certas representações, denotadas por piuλ , ou seja, piλ := ⊕u∈G(0)piuλ .
Portanto, a ﬁm de entendermos a representação regular, ﬁxemos
u ∈ G(0). Associado a tal u, temos o conhecido espaço de Hilbert
l2(s−1(u)) deﬁnido por
l2(s−1(u)) =
ξ : s−1(u)→ C | ∑
g∈s−1(u)
|ξ(g)|2 <∞
 ,
com produto interno dado por
〈ξ, η〉 =
∑
g∈s−1(u)
ξ(g)η(g).
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Agora, deﬁnimos piuλ :
piuλ : Cc(G)→ B(l2(s−1(u)))
f 7→ piuλ(f) : l2 → l2
ξ 7→ piuλ(f)ξ : s−1(u)→ C
g 7→ piuλ(f)ξ(g),
deﬁnido por
piuλ(f)ξ(g) =
∑
h|r(h)=r(g)
f(h)ξ(h−1g)
onde estamos abreviando a notação de l2(s−1(u)) para l2, a ﬁm de
facilitar a escrita.
Precisamos mostrar que tal aplicação está bem deﬁnida e que é,
de fato, um *-homomorﬁsmo. Para isso, vamos seguir um esquema de
demonstração análogo ao feito no Teorema 1. Segue então o
Teorema 2. Seja G étale e u ∈ G(0). Então a aplicação piuλ deﬁnida
acima é uma representação de Cc(G).
Demonstração: Abreviaremos a notação de l2(s−1(u)) por l2, a ﬁm
de facilitar a escrita.
Aﬁrm. 1: Fixados f ∈ Cc(G) e ξ ∈ l2, a soma
∑
h|r(h)=r(g) f(h)ξ(h
−1g)
é ﬁnita (e portanto bem deﬁnida) para qualquer g ∈ s−1(u).
De fato, basta observar que o conjunto de índices da soma tais que
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f não se anula é ﬁnito, pois
{h ∈ G | f(h) 6= 0; r(h) = r(g)} ⊂ r−1(r(g)) ∩ supp(f),
e sabemos que r−1(r(g)) é discreto e supp(f) é compacto.
Aﬁrm. 2: Para qualquer f ∈ C(G) e ξ ∈ l2, temos que ‖piuλ(f)ξ‖ ≤
‖f‖∞‖ξ‖.
Para demonstrar tal desigualdade, ﬁxemos f ∈ Cc(U), onde U é
uma bisseção aberta. Nesse caso, observamos que para qualquer g ∈
s−1(u), o conjunto r−1(r(g)) ∩ supp(f) tem no máximo um elemento.
Sejam x e y elementos de tal interseção. Então r(x) = r(g) = r(y)
e que x, y ∈ supp(f) ⊂ U. Mas a função range é homeomorﬁsmo em
U , garantindo que x = y. Nesse caso, usaremos a notação hg para nos
referir a tal elemento.
Portanto, podemos escrever piuλ(f)ξ da seguinte forma:
piuλ(f)ξ(g) =
 f(hg)ξ(h
−1
g g), ∃!hg ∈ r−1(r(g)) ∩ supp(f)
0, r−1(r(g)) ∩ supp(f) = ∅
Com isso, podemos calcular
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‖piuλ(f)ξ‖2 =
∑
g∈s−1(u)
|f(hg)ξ(h−1g g)|2 ≤
∑
g∈s−1(u)
|f(hg)|2|ξ(h−1g g)|2
≤ ‖f‖2∞
∑
g∈s−1(u)
|ξ(h−1g g)|2 ≤ ‖f‖2∞‖ξ‖2.
Tendo provado a desigualdade enunciada, segue que piuλ(f) está de-
ﬁnida como função e é contínua. Ademais, segue também da desigual-
dade demonstrada que piuλ(f) é contínua para qualquer f ∈ Cc(G).
Por construção, é claro que será um operador linear, de modo que
piuλ(f) ∈ B(l2). Assim, a função piuλ está bem deﬁnida. Segue, nova-
mente por construção, que piuλ é linear.
As próximas duas aﬁrmações mostrarão que piuλ é um *-homomorﬁsmo,
concluindo o teorema.
Aﬁrm. 3: Para quaisquer f0, f1 ∈ Cc(G), temos que
piuλ(f0 · f1) = piuλ(f0)piuλ(f1).
Para provar tal igualdade, devemos avaliar as funções em um ξ ∈ l2.
Mas, uma vez que o conjunto (δg)g∈s−1(u) forma uma base ortonormal
para l2, basta avaliarmos nos elementos da base. Lembramos que as
funções δg são deﬁnidas por
δg(h) =
 1, h = g0, h 6= g
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Portanto, ﬁxando um δg0 , temos
piuλ(f0)δg0(g) =
∑
h;r(h)=r(g)
f0(h)δg0(h
−1g) = f0(gg0−1),
o que nos leva a concluir que
piuλ(f0)δg0 =
∑
g;s(g)=u
f0(gg0
−1)δg.
Portanto, calculamos
piuλ(f0)pi
u
λ(f1)δg0 = pi
u
λ(f0)
 ∑
s(g)=u
f1(gg0
−1)δg

=
∑
s(h)=u
 ∑
s(g)=u
f0(hg
−1)f1(gg0−1)
 δh.
Agora, calculamos
piuλ(f0 · f1)δg0 =
∑
s(h)=u
f0 · f1(hg0−1)δh
=
∑
s(h)=u
 ∑
k;r(k)=r(hg0−1)
f0(k)f1(k
−1hg0−1)
 δh.
Para mostrar a igualdade entre esses termos, vamos mostrar que os
somatórios entre parênteses coincidem. Isso será feito a partir de uma
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mudança de variável.
Para isso, ﬁxemos h ∈ G tal que s(h) = u. É imediato veriﬁcar que
as funções a seguir são bijeções inversas entre si:
φ : s−1(u)→ r−1(r(h)), g 7→ hg−1
ψ : r−1(r(h))→ s−1(u), k 7→ k−1h
Daí, segue que
∑
g∈s−1(u)
f0(hg
−1)f1(gg0−1) =
∑
g∈s−1(u)
f0(φ(g))f1(ψ(φ(g))g0
−1)
=
∑
k∈r−1(r(h))
f0(k)f1(ψ(k)g0
−1)
=
∑
k∈r−1(r(h))
f0(k)f1(k
−1hg0−1).
Apenas enfatizamos que a igualdade
∑
g∈s−1(u)
f0(φ(g))f1(ψ(φ(g))g0
−1) =
∑
k∈r−1(r(h))
f0(k)f1(ψ(k)g0
−1)
segue apenas do fato de, nomeando por k = φ(g), os índices do soma-
tório podem ser tomados no conjunto r−1(r(h)) em vez de s−1(u) uma
vez que temos as bijeções φ e ψ apresentadas.
Aﬁrm. 4: Para qualquer f ∈ Cc(G), temos piuλ(f)∗ = piuλ(f∗).
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Fixando um f ∈ Cc(G), para provar tal igualdade, basta mostrar-
mos que
〈piuλ(f∗)δg0 , δg1〉 = 〈δg0 , piuλ(f)δg1〉 ,
para elementos quaisquer δg0 , δg1 da base ortonormal de l
2. Então, cal-
culando
〈piuλ(f∗)δg0 , δg1〉 =
〈 ∑
s(g)=u
f∗(gg0−1)δg, δg1
〉
=
〈 ∑
s(g)=u
f(g0g−1)δg, δg1
〉
=
∑
s(g)=u
f(g0g−1) 〈δg, δg1〉 = f(g0g−11 )
=
∑
s(g)=u
f(gg−11 ) 〈δg0 , δg〉
=
〈
δg0 ,
∑
s(g)=u
f(gg−11 )δg
〉
= 〈δg0 , piuλ(f)δg1〉 ,
donde segue o resultado. Vale apenas ressaltar que, sem perda de gene-
ralidade, assumimos que o produto interno é linear na primeira variável
e conjugado linear na segunda.
Obs.: Na demonstração do teorema anterior, mais precisamente na
Aﬁrmação 3, foi mostrado que, para qualquer u ∈ G(0) e g0 ∈ s−1(u),
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vale a igualdade
piuλ(f)δg0 =
∑
s(g)=u
f(gg0
−1)δg.
Novamente através de uma mudança de variável, podemos reescrever
tal soma da seguinte forma:
piuλ(f)δg0 =
∑
s(g)=u
f(gg0
−1)δg =
∑
s(g)=r(g0)
f(g)δgg0
De fato, basta notar que as funções
φ : s−1(u)→ s−1(r(g0)), g 7→ gg0−1
ψ : s−1(r(g0))→ s−1(u), h 7→ hg0
são bijeções inversas entre si, donde segue que
∑
g∈s−1(u)
f(gg0
−1)δg =
∑
g∈s−1(u)
f(φ(g))δg
=
∑
h∈s−1(r(g0))
f(φ(ψ(h)))δψ(h)
=
∑
h∈s−1(r(g0))
f(h)δhg0 .
Com isso, observemos que para qualquer f ∈ Cc(G) e h ∈ G ﬁxados,
deﬁnindo u = s(h), podemos escrever
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piuλ(f)δu =
∑
g; s(g)=r(u)=u
f(g)δgu,
de modo que
〈
pi
s(h)
λ (f)δs(h), δh
〉
=
〈 ∑
g; s(g)=u
f(g)δgu, δh
〉
=
∑
g;s(g)=u
f(g) 〈δgu, δh〉 = f(h)
onde a igualdade da direita segue simplesmente do fato de, como esta-
mos numa base ortonormal, vale que
gu = h⇔ g = hu−1 ⇔ g = hu⇔ g = h(h−1h) = h.
Assim, ﬁca demonstrada a seguinte proposição
Proposição 15. Todo f ∈ Cc(G) pode ser expresso através da fórmula
f(h) =
〈
pi
s(h)
λ (f)δs(h), δh
〉
, ∀h ∈ G.
O próximo objetivo é construir a representação regular de Cc(G) e
mostrar que é uma representação ﬁel. Assim, estaremos em condições
de deﬁnir a C∗-álgebra reduzida de G, bem como justiﬁcar com pre-
cisão a construção da C∗-álgebra cheia de G, onde foi assumido que a
representação regular é ﬁel.
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Enfatizamos mais uma vez que para qualquer u ∈ G(0), Cc(G) é
representada via piuλ no espaço de Hilbert l
2(s−1(u)). A partir de tais
espaços, podemos construir outro espaço de Hilbert da seguinte ma-
neira:
Denotando por S a soma direta algébrica
S =
⊕
u∈G(0)
l2(s−1(u)),
deﬁnimos um produto interno em S por
〈x, y〉 =
∑
u∈G(0)
〈xu, yu〉l2(s−1(u)) ,
onde x = (xu) e y = (yu).
Tal produto interno induz de maneira canônica uma norma em S e
o completamento de S em tal norma é um espaço de Hilbert, denotado
por l2(G). Ou seja,
l2(G) :=
⊕
u∈G(0)
l2(s−1(u)).
Tendo criado o espaço de Hilbert acima, ﬁxemos agora f ∈ Cc(G).
Deﬁna a aplicação
piλ(f) : S → S
x = (xu) 7→ (piuλ(f)(xu)).
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Por construção, é imediato observar que piλ(f) é linear. Vejamos
que é contínua. De fato, lembramos que na Aﬁrmação 2 do Teorema
2, foi mostrado que ‖piuλ(f)xu‖ ≤ ‖f‖∞‖xu‖, para qualquer f ∈ C(G).
Disso, segue que
‖piλ(f)(x)‖2 =
∑
u∈G(0)
‖piuλ(f)xu‖2 ≤ ‖f‖∞2
∑
u∈G(0)
‖xu‖2 = ‖f‖∞2‖x‖2,
ou seja, ‖piλ(f)(x)‖ ≤ ‖f‖∞‖x‖, para qualquer f ∈ C(G).
Agora, para um f ∈ Cc(G) qualquer, escrevemos f = f1 + .. + fn,
onde os f ′is estão suportados em bisseções abertas. Segue que
‖piλ(f)(x)‖ ≤
n∑
i=1
‖piλ(fi)(x)‖ ≤
n∑
i=1
‖fi‖∞‖x‖ ≤
(
n∑
i=1
‖fi‖∞
)
‖x‖,
o que demonstra a continuidade de piλ(f).
Sendo, portanto, um operador linear contínuo, piλ(f) tem uma (única)
extensão a l2(G), que, por abuso de linguaguem, terá a mesma notação.
Com isso demonstrado, podemos deﬁnir formalmente a representação
regular de G:
Deﬁnição 10. A representação regular de Cc(G) é o *-homomorﬁsmo
piλ : Cc(G)→ B(l2(G))
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f 7→ piλ(f)
que satisfaz piλ(f)(x) = (piuλ(f)(xu)), para todo x = (xu) ∈ S.
Proposição 16. A representação regular de Cc(G) é ﬁel.
Demonstração: Isto segue como corolário da Proposição 15. De fato,
suponha f ∈ Cc(G) tal que piλ(f) ≡ 0. Portanto, para qualquer x =
(xu) ∈ S, temos que piλ(f)x = (piuλ(f)(xu)) = 0. Em particular, segue
que pis(h)λ (f)δs(h) = 0, para todo h ∈ G, o que demonstra o resultado,
tendo em vista a proposição citada.
3.3 C∗-álgebras
Finalmente, estamos em condições de deﬁnir precisamente as C∗-
álgebras de G.
Deﬁnição 11. Seja G étale. A C∗-álgebra cheia de G é o comple-
tamento de Cc(G) com respeito à C∗-norma
‖f‖u := sup
pi rep
‖pi(f)‖, para toda f ∈ Cc(G),
denotada por C∗(G).
A C∗-álgebra reduzida de G é o completamento de Cc(G) com
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respeito à C∗-norma
‖f‖r := ‖piλ(f)‖, para todaf ∈ Cc(G),
denotada por C∗r (G).
Em relação à norma reduzida, podemos expressa-la de outra ma-
neira, a saber:
Proposição 17. Para qualquer f ∈ Cc(G), temos
‖piλ(f)‖ = sup
u∈G(0)
‖piuλ(f)‖.
Demonstração: Primeiro, observamos que para qualquer u ∈ G(0),
temos que
‖piuλ(f)‖ := sup
‖xu‖≤1
‖piuλ(f)(xu)‖ ≤ ‖piλ(f)‖.
De fato, para qualquer xu ∈ l2(s−1(u)), podemos deﬁnir xu :=
(0...xu..0..) ∈ l2(G), onde a única coordenada possivelmente não nula
é a u-ésima. Assim, segue que
‖piuλ(f)(xu)‖ = ‖piλ(f)(xu)‖ ≤ ‖piλ(f)‖‖xu‖ = ‖piλ(f)‖‖xu‖.
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Portanto, tomando o supremo em u ∈ G(0), segue que
sup
u
‖piuλ(f)‖ ≤ ‖piλ(f)‖.
Agora, calculamos
‖piλ(f)‖ = sup
x∈l2(G),‖x‖≤1
‖piλ(f)x‖ = sup
x∈S,‖x‖≤1
‖piλ(f)x‖
onde a igualdade da direita segue do fato de que S é denso em l2(G).
Mas, para x ∈ S, temos
‖piλ(f)x‖2 = ‖(piuλ(f)(xu))‖2 =
∑
u∈G(0)
‖piuλ(f)xu‖2 ≤ (sup
u
‖piuλ(f)‖)2‖x‖2,
(observemos que a desigualdade acima está bem deﬁnida visto que já
mostramos que supu ‖piuλ(f)‖ é ﬁnito) donde segue que
‖piλ(f)‖ ≤ sup
u
‖piuλ(f)‖,
ﬁnalizando a demonstração.
O resultado acima é um caso particular do seguinte caso mais geral,
cuja demonstração é análoga ao que foi apresentado.
Proposição 18. Considere I um conjunto qualquer e representações
φi : A → B(Hi) de uma C∗-álgebra A em espaços de Hilbert Hi, para
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qualquer i ∈ I. Então existe uma representação
φ := ⊕iφi : A→ B(⊕iHi))
tal que para qualquer x = (xi) ∈ ⊕iHi, vale que φ(a)x = (φi(a)(xi)).
Ademais, ‖φ(a)‖ = supi ‖φi(a)‖, para qualquer a ∈ A.
Naturalmente, a representação construída é nomeada por represen-
tação soma direta.
Para ﬁnalizar este capítulo, vamos mostrar que a C∗-álgebra redu-
zida pode ser vista como um quociente da cheia e mostrar que C0(G(0))
pode ser vista como sub-C∗-álgebra de C∗(G).
Proposição 19. Seja G grupóide localmente compacto, hausdorﬀ e
étale. Então existe um ideal I de C∗(G) tal que
C∗(G)
I
' C∗r (G).
Demonstração: Denotemos por q a função identidade, ou seja,
q : Cc(G)→ C∗r (G) f 7→ q(f) := f
Segue que q é um *-homomorﬁsmo e contínuo na norma cheia, visto
que
‖q(f)‖r = ‖f‖r = sup
u∈G(0)
‖piuλ(f)‖ ≤ ‖f‖u,
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o que garante uma extensão para C∗(G), denotada também por q. É
claro que tal extensão é um *-homomorﬁsmo de C∗-álgebras. Portanto,
denotando por A a imagem de q, temos que Cc(G) ⊂ A. Ademais, como
A é uma C∗-álgebra e Cc(G) é denso em C∗r (G), segue que
C∗r (G) = Cc(G)
‖.‖r ⊂ A = A,
mostrando que q é sobrejetor. Assim, é claro que o ideal I que estamos
procurando é dado por I := Ker q.
A aplicação q criada na proposição anterior é muitas vezes chamada
de aplicação quociente.
Proposição 20. Para qualquer B bisseção aberta de G, existe uma
aplicação linear isométrica da C∗-álgebra C0(B) para C∗r (G).
Demonstração: Antes de mais nada, como já foi demonstrado, temos
que para qualquer f ∈ C(G), ‖f‖r ≤ ‖f‖∞. Assim, ﬁxando B uma
bisseção aberta qualquer, temos que o mapa
θ : Cc(B)→ C∗r (G), f 7→ f
é uma aplicação linear contínua. Agora, usando a Proposição 15, temos
que, para qualquer f ∈ Cc(G) e h ∈ G,
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|f(h)| =
∣∣∣〈pis(h)λ (f)δs(h), δh〉∣∣∣ ≤ ‖pis(h)λ (f)‖,
pois ‖δu‖ = 1,∀u.
Daí, segue que
‖f‖∞ = sup
h
‖f(h)‖ ≤ sup
h
‖pis(h)λ (f)‖ ≤ ‖f‖r,
garantindo que θ é uma isometria, de modo que sua extensão será
também linear isométrica, demonstrando o resultado.
De maneira análoga, o resultado acima também pode ser obtido
para C∗(G) :
Proposição 21. Para qualquer B bisseção aberta de G, existe uma
aplicação linear isométrica de C0(B) para C∗(G).
Demonstração: Já foi demonstrado que, para qualquer f ∈ C(G), vale
que ‖f‖u ≤ ‖f‖∞. Além disso, na proposição anterior, demonstramos
que ‖f‖∞ ≤ ‖f‖r. É claro que ‖f‖r ≤ ‖f‖u, de modo que ‖f‖u =
‖f‖∞.
Assim, temos uma aplicação linear isométrica de Cc(B) para C∗(G),
que se estende isometricamente para C0(B), demonstrando o resultado.
Corolário 3. C0(G(0)) é sub-C∗álgebra de C∗(G).
88
Demonstração: Uma vez que G(0) é uma bisseção aberta de G, de
acordo com a proposição anterior, temos que C0(G(0)) é um subespaço
fechado de C∗(G). Para ser uma subálgebra, devemos veriﬁcar que se
f1, f2 ∈ Cc(G) suportadas em G(0), então o produto f1 ∗ f2 também
é suportado em G(0) e que f1 ∗ f2 = f1 · f2, onde f1 · f2 é o produto
pontual e f1 ∗ f2 representa o produto de convolução, ou seja,
f1 ∗ f2(γ) =
∑
αβ=γ
f1(α)f2(β),
para γ ∈ G.
Mas, uma vez que f1 e f2 estejam suportadas em G(0), temos que α
e β devem ser tomados em G(0). Neste caso, γ = αβ tem única solução
α = β = γ, o que garante que f1 ∗ f2 ∈ Cc(G(0)) e que f1 ∗ f2(γ) =
f1(γ)f2(γ). Para a involução, o tratamento é análogo, ﬁcando assim
demonstrado o corolário.
Como observação ﬁnal, ressaltamos que C0(G(0)) também é sub-
C∗álgebra de C∗r (G) e a demonstração para tal fato é análoga ao que
ﬁzemos acima.
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Capítulo 4
Teorema Principal
4.1 Um pouco mais sobre grupóides
O teorema principal deste trabalho consiste em uma caracterização
da simplicidade da C∗-álgebra cheia de G. Para isso, precisamos apro-
fundar um pouco a teoria de grupóides construída até então. Portanto,
começemos ﬁxando G um grupóide localmente compacto, Hausdorﬀ.
Para qualquer u ∈ G(0), já deﬁnimos o grupo G(u), nomeado por
"grupo de isotropia em u". Diremos que u tem isotropia trivial se
G(u) = {u}. Ademais, para quaisquer D,E ⊂ G(0), deﬁnimos os con-
juntos
GE := {γ ∈ G | r(γ) ∈ E},
GD := {γ ∈ G | s(γ) ∈ D}
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eGED := G
E ∩GD.
Um conjunto D ⊂ G(0) é dito invariante se, para qualquer γ ∈ G
tal que s(γ) ∈ D, então r(γ) ∈ D.
Obs.: A condição acima apresentada é equivalente a dizer que, para
qualquer γ ∈ G tal que r(γ) ∈ D, então s(γ) ∈ D. De fato, considere
γ ∈ G tal que r(γ) ∈ D. Segue que r(γ) = s(γ−1) ∈ D garante que
r(γ−1) ∈ D, ou seja, s(γ) ∈ D. É claro que o outro lado é análogo.
Assim, observamos que se D ⊂ G(0) é invariante, então
D = {r(γ) | s(γ) ∈ D} = {s(γ) | r(γ) ∈ D},
donde segue que GD = GD. É também fácil ver que seD ⊂ G(0) satisfaz
GD = GD, então é invariante. Deixamos então registrado o fato:
Proposição 22. Um conjunto D ⊂ G(0) é invariante se, e somente se
GD = G
D.
A seguir, vejamos que a união, interseção e o complementar de
conjuntos invariantes ainda é um conjunto invariante. Este resultado é
básico mas vamos enunciá-lo como um lema, uma vez que será usado
algumas vezes no decorrer do texto.
Lema 3. Sejam F e Fi conjuntos invariantes de um grupóide G, para
i num conjunto de índices I. Então:
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(i) A união U := ∪i∈IFi é um conjunto invariante.
(ii) A interseção V := ∩i∈IFi é um conjunto invariante.
(iii) D := G(0)\F é um conjunto invariante.
Demonstração: Para provarmos (i), considere γ ∈ G tal que s(γ) ∈ U.
Segue que s(γ) ∈ Fi para certo índice i ∈ I. Como Fi é invariante,
r(γ) ∈ Fi, de modo que r(γ) ∈ U. Um tratamento análogo demonstra
(ii).
No caso de (iii), seja γ ∈ G tal que s(γ) ∈ D. Logo s(γ) /∈ F,
de modo que r(γ) /∈ F, pois F é invariante. Segue que r(γ) ∈ D,
demonstrando o resultado.
Ainda estudando conjuntos invariantes de um grupóide, temos a:
Proposição 23. Seja U ⊂ G(0) um subconjunto qualquer. Deﬁna
[U ] := r(s−1(U)). Então [U ] = s(r−1(U)) e é o menor conjunto in-
variante contendo U .
Demonstração: Primeiramente, para motrarmos que [U ] = s(r−1(U)),
ﬁxe γ ∈ [U ]. Então existe x ∈ G tal que γ = r(x) e s(x) ∈ U. Segue
que γ = s(x−1) e r(x−1) = s(x) ∈ U, garantindo que γ ∈ s(r−1(U)). A
outra inclusão é análoga, donde segue a igualdade desejada.
Para vermos que U ⊂ [U ], basta lembrarmos que as funções source
e range atuam como identidades em G(0). Agora, seja V um conjunto
invariante, contendo U . Dado γ ∈ [U ], existe x ∈ G tal que γ = s(x)
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com r(x) ∈ U, de modo que r(x) ∈ V. Mas V é invariante, logo s(x) =
γ ∈ V, donde concluímos que [U ] ⊂ V.
Denote por I a interseção de todos os conjuntos invariantes que con-
tenham U . Uma vez que I é a interseção de conjuntos invariantes, o
Lema 3 garante que I é um conjunto invariante. Ademais, claramente
U está contido em I. Vamos mostrar em seguida que [U ] é invariante,
o que garantirá a igualdade [U ] = I, concluindo a demonstração. Por-
tanto, seja g ∈ G tal que s(g) ∈ [U ]. Devemos mostrar que r(g) ∈ [U ].
Segue que existe h ∈ G tal que s(g) = r(h) com s(h) ∈ U. Deﬁnindo
k = gh, temos que r(g) = r(k) e s(k) = s(h) ∈ U, provando que
r(g) ∈ [U ].
Vamos agora relembrar as três classes de grupóides que estão rela-
cionadas com o teorema principal do trabalho e estudar algumas pro-
priedades.
Um grupóide G é dito topologicamente principal se o conjunto
dos elementos que possuem grupo de isotropia trivial é denso em G(0).
Ou seja, se G(0) pode ser expresso por
G(0) = {u ∈ G(0) |G(u) = {u}}.
Um grupóide G é dito minimal se G(0) não contém abertos invari-
antes não triviais, ou seja, se apenas os conjuntos ∅ e G(0) são abertos
invariantes.
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Um grupóide é dito efetivo se o interior de Iso(G)\G(0) é vazio.
Obs.: vamos usar a notaçao D◦ para denotar o interior de um conjunto
D.
As próximas duas proposições são caracterizações de grupóides lo-
calmente principais e efetivos. Vale ressaltar que a caracterização para
grupóides efetivos será particularmente interessante ao longo deste ca-
pítulo.
Proposição 24. Seja G um grupóide étale, localmente compacto e
Hausdorﬀ. Então G é topologicamente principal se, e somente se, cada
aberto não vazio invariante de G(0) contém algum ponto com isotropia
trivial.
Demonstração: É claro que se G é topologicamente principal, então
qualquer aberto não vazio (em particular os abertos invariantes!) de
G(0) contém algum ponto com isotropia trivial, uma vez que
{u ∈ G(0) |G(u) = {u}} é denso.
Agora, seja U ⊂ G(0) aberto. Segue que s−1(U) := GU é aberto
e portanto r(GU ) também é aberto, uma vez que a função range é
homeomorﬁsmo local (G étale) e portanto uma aplicação aberta.
A Proposição 23 assegura que r(GU ) é invariante. Assim, por hi-
pótese, r(GU ) possui um ponto u ∈ G(0) com isotropia trivial. Logo
podemos escrever u = r(γ), para certo γ ∈ G tal que s(γ) ∈ U. Fixado
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um tal γ, vemos que
γ−1G(u)γ = γ−1{u}γ = s(γ),
uma vez que u tem isotropia trivial e que u = r(γ) = γγ−1.
Para ﬁnalizar a demonstração, basta mostrarmos que
G(s(γ)) = γ−1G(u)γ,
pois disso segue que s(γ) ∈ U é um ponto com isotropia trivial e como
U foi tomado um aberto qualquer, segue que o conjunto dos pontos de
G(0) que possuem isotropia trivial é denso, ou seja, G é topologicamente
trivial.
É claro que para qualquer η ∈ G(u), temos s(γ−1ηγ) = s(γ) e
r(γ−1ηγ) = r(γ−1) = s(γ), de modo que γ−1G(u)γ ⊂ G(s(γ)).
Por outro lado, considere dado η ∈ G(s(γ)). Daí, deﬁnindo um
ξ := γηγ−1, segue que s(ξ) = s(γ−1) = r(γ) = u e r(ξ) = r(γ) = u, de
modo que η = γ−1(ξ)γ ∈ γ−1G(u)γ, como gostaríamos.
Proposição 25. Seja G grupóide localmente compacto, Hausdorﬀ, étale.
Então são equivalentes:
(1) G é efetivo.
(2) o interior de Iso(G) é G(0), ou seja, Iso(G)◦ = G(0).
(3) para qualquer bisseção aberta não vazia B ⊂ G\G(0), existe um
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γ ∈ B tal que s(γ) 6= r(γ).
Demonstração: Vamos começar mostrando que (1) e (2) são equi-
valentes. Para isso, observamos que, como G é étale, G(0) é aberto e
fechado em G. Assim, para qualquer S ⊂ G,
S◦ = (S ∩G(0))◦ ∪ (S\G(0))◦, (4.1)
onde a união acima é disjunta. De fato, é claro que (S ∩ G(0))◦ ∪
(S\G(0))◦ ⊂ S◦, pela deﬁnição de interior. Agora, seja x ∈ S◦. Logo
x ∈ U, para certo U ⊂ S aberto. Podemos escrever U como união
disjunta U = (U∩G(0))∪(U\G(0)). Portanto, temos duas possibilidades
para tal x ∈ U.
Se x ∈ U ∩G(0), temos que U ∩G(0) é aberto (pois G(0) é aberto)
e que U ∩G(0) ⊂ S ∩G(0), o que mostra que x ∈ (S ∩G(0))◦.
Agora, se x ∈ U\G(0), usando que G(0) é fechado, segue que U\G(0)
é aberto e vale que U\G(0) ⊂ S\G(0), mostrando que x ∈ (S\G(0))◦, o
que demonstra a fórmula (4.1) acima.
Usando a fórmula para S = Iso(G) e lembrando que G(0) ⊂ Iso(G),
segue que
Iso(G)◦ = G(0)
◦ ∪ (Iso(G)\G(0))◦,
onde a união acima é disjunta. Com isso, é imediato ver que (1) e (2)
são equivalentes.
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Vamos agora mostrar que (1) e (3) são equivalentes. Suponha,
portanto, que G seja efetivo e considere B ⊂ G\G(0) uma bisseção
aberta não vazia. Assim, se todo γ ∈ B satisfaz s(γ) = r(γ), então
B ⊂ Iso(G), de modo que B ⊂ Iso(G)\G(0). Mas isso garante que
B◦ = B ⊂ (Iso(G)\G(0))◦ = ∅,
o que contradizB não ser vazio. Assim ﬁca demonstrado que (1) implica
em (3).
Para mostrarmos que (3) implica em (1), lembremos que, como G
é étale, temos uma base para sua topologia dada por bisseções aber-
tas. Vamos escrever D = Iso(G)\G(0) apenas para facilitar a notação.
Devemos mostrar que D◦ é vazio. Assim, supondo que D◦ 6= ∅, segue
que existe uma bisseção aberta nao vazia B tal que B ⊂ D◦. Por hi-
pótese, existe γ ∈ B tal que s(γ) 6= r(γ), ou seja, B * Iso(G). Mas
B ⊂ D◦ ⊂ D ⊂ Iso(G), absurdo. Fica assim demonstrada a proposi-
ção.
4.2 Resultados Principais
Finalmente, vamos começar a discutir os resultados principais deste
trabalho. Em particular, a próxima proposição é de fundamental im-
portância para a demonstração do teorema principal. A ﬁm de demonstrá-
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la, vamos fazer primeiro duas observações.
Obs. 1. Fixado um u ∈ G(0), deﬁna [u] = r(Gu). Vamos justiﬁcar que
dado v ∈ [u], segue que para qualquer γ ∈ Gv, temos que r(γ) ∈ [u].
De fato, temos que v pode ser escrito por v = r(x), para certo x ∈
G, s(x) = u. Ademais, para qualquer γ ∈ Gv, temos s(γ) = v = r(x),
de modo que γx é multiplicável.
Daí, basta observar que r(γ) = r(γx) e que γx ∈ Gu, uma vez que
s(γx) = s(x) = u.
Obs. 2. Para qualquer u ∈ G(0), podemos criar um espaço de Hilbert
da seguinte maneira: Fixado u ∈ G(0), considere [u] = r(s−1(u)) como
na observação anterior. Em seguida, para qualquer v ∈ [u], deﬁna
δv : [u]→ C por δv(w) = 1 se w = v e δv(w) = 0, caso contrário. Como
[u] ⊂ G(0), naturalmente podemos considerar a extensão por zeros de
δv para G(0). Nesse caso, mantendo a mesma notação, temos que δv ∈
l2(G(0)).
Segue que {δv|v ∈ [u]} ⊂ l2(G(0)). Uma vez que l2(G(0)) é um espaço
de Hilbert, podemos deﬁnir o (sub)espaço de Hilbert
l2([u]) = span{δv | v ∈ [u]},
onde o fecho é tomado na topologia de l2(G(0)).
Tendo feito tais observações, podemos enunciar a
Proposição 26. Sejam G um grupóide localmente compacto, Haus-
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dorﬀ, étale e u ∈ G(0). Então existe uma única representação pi[u] de
C∗(G) em l2([u]) = span{δv | v ∈ [u]} (deﬁnido na Observação (2)
acima) tal que para qualquer f ∈ Cc(G) e v ∈ [u],
pi[u](f)δv =
∑
γ∈Gv
f(γ)δr(γ).
Demonstração: Considere ﬁxado f ∈ Cc(G). Vamos usar a notação
H := span{δv | v ∈ [u]}, de modo que l2([u]) = H. Usando a observação
(1) acima, temos que os δr(γ) na fórmula estão bem deﬁnidos. Ademais,
como Gv é discreto e o supp(f) é compacto, temos que a fórmula apre-
sentada na proposição está bem deﬁnida, pois Gv ∩ supp(f) é ﬁnito.
Para quaquer h ∈ H, escrevemos h = ∑v∈[u] hvδv, onde tal soma é
ﬁnita e deﬁnimos
f · h :=
∑
v∈[u]
∑
γ∈Gv
f(γ)hvδr(γ) ∈ H.
Podemos então considerar a aplicação H → H, h 7→ f · h. É claro
que tal aplicação é linear e que se tomarmos h = δv, teremos a fórmula
requerida na proposição.
Vamos mostrar que tal aplicação é contínua, de modo que terá única
extensão para l2([u]).
Antes disso, considerando o produto interno em l2([u]) sendo linear
na primeira variável e conjugado linear na segunda, observamos que
99
para quaisquer v, w ∈ [u], temos
〈f · δv, δw〉 =
∑
γ∈Gv
f(γ)〈δr(γ), δw〉 =
∑
γ∈Gwv
f(γ),
onde a igualdade da direita segue imediatamente do fato de δv, v ∈ [u]
ser uma base ortonormal de l2([u]).
Agora, calculamos
〈δv, f∗ · δw〉 =
〈
δv,
∑
γ∈Gw
f∗(γ)δr(γ)
〉
=
∑
γ∈Gw
f(γ−1)〈δv, δr(γ)〉
=
∑
γ∈Gvw
f(γ−1) =
∑
η∈Gwv
f(η),
o que mostra a igualdade
〈f · δv, δw〉 = 〈δv, f∗ · δw〉. (4.2)
Ademais, por linearidade, é claro que tal igualdade é preservada
para quaisquer h, h′ ∈ H. Vamos agora estudar a continuidade da apli-
cação [h 7→ f · h]. Para isso, considere h decomposto como antes. Pri-
meiramente note que podemos supor que f está suportada em uma
bisseção U ⊂ G já que toda f ∈ Cc(G) é uma soma ﬁnita de tais
funções. Agora, se f ∈ Cc(U) então
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f · h =
∑
v∈[u]∩s(U)
f(sU
−1(v))hvδr(sU−1(v)),
onde sU : U → s(U) denota o homeomorﬁsmo restrição de s. Assim,
‖f · h‖22 =
∑
v,w∈[u]∩s(U)
〈f(sU−1(v))hvδr(sU−1(v)), f(sU−1(w))hwδr(sU−1(w))〉.
Na última soma acima podemos descartar todos os v 6= w pois se
r(sU
−1(v)) = r(sU−1(w)) então v = w já que U é bisseção. Logo
‖f · h‖22 =
∑
v∈[u]∩s(U)
|f(sU−1(v))|2|hv|2 ≤ ‖f‖2∞‖h‖22.
Logo a aplicação [h 7→ f · h] é limitada, com norma no máximo
‖f‖∞. Segue que a função [h 7→ f · h] é linear contínua, se estendendo
a um operador em B(l2([u])), o qual denotaremos convenientemente por
pi[u](f).
Temos portanto uma aplicação linear pi[u] : Cc(G)→ B(l2([u])), f 7→
pi[u](f) e, a partir da igualdade (4.2), segue que pi[u](f∗) = pi[u](f)
∗
.
Vamos agora mostrar que para quaisquer f, g ∈ Cc(G), vale que
pi[u](fg) = pi[u](f)pi[u](g).
De fato, basta mostrarmos que pi[u](fg)δv = pi[u](f)pi[u](g)δv, onde
δv é um elemento qualquer da base ortonormal do Hilbert l2([u]).
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Portanto, calculamos
pi[u](fg)δv =
∑
γ∈Gv
fg(γ)δr(γ) =
∑
γ∈Gv
∑
αβ=γ
f(α)g(β)
δr(γ)
=
∑
αβ∈Gv
f(α)g(β)δr(α),
onde a última igualdade segue do fato de r(γ) = r(α) se αβ = γ.
Agora, calculamos
pi[u](f)pi[u](g)δv = pi[u](f)
∑
β∈Gv
g(β)δr(β)

=
∑
β∈Gv
g(β)
(
pi[u](f)δr(β)
)
=
∑
β∈Gv
g(β)
 ∑
α∈Gr(β)
f(α)δr(α)

=
∑
β∈Gv
∑
α∈Gr(β)
f(α)g(β)δr(α),
o que garante a igualdade requerida, pois somar os pares multipli-
cáveis (α, β) tais que s(αβ) = v é equivalente a somar, para cada β ∈ G
tal que s(β) = v, α ∈ G tais que s(α) = r(β).
Com isso, mostramos que pi[u] é uma representação de Cc(G). Mas
daí é imediato que tal representação terá uma única (devido à unicidade
das extensões já criadas) extensão contínua para C∗(G), pela deﬁnição
da norma na C∗-álgebra cheia. Por abuso de notação, a extensão tam-
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bém será denotada por pi[u], concluindo a demonstração.
A ﬁm de provarmos a próxima proposição, vamos considerar a soma
direta das representações pi[u] deﬁnidas na proposição anterior. Ou seja,
considere: ⊕
[u]
pi[u] := EG : C∗(G)→ B(L),
onde L :=
⊕
[u](l
2[u]).
Observamos queG(0) é particionado nos conjuntos [u] para u ∈ G(0);
a soma direta acima é, portanto, deﬁnida exatamente nesta partição.
É óbvio que G(0) está contido na união dos conjuntos [u] para u ∈ G(0),
visto que u ∈ [u]. Ademais, se v /∈ [u], então vejamos que [u] ∩ [v] = ∅,
donde segue a observação. De fato, suponha v ∈ G(0) tal que v /∈ [u] e
seja x ∈ [u] ∩ [v]. Então existem y, z ∈ G tais que x = r(y) = r(z) com
s(y) = v e s(z) = u. Assim, v = r(y−1z) com s(y−1z) = u, implicando
que v ∈ [u], um absurdo. Temos assim a boa deﬁnição da soma direta
das pi[u]'s acima.
Já sabemos que C0(G(0)) é sub-C∗álgebra de C∗(G). Aﬁrmamos:
Lema 4. A aplicação EG, quando restrita à C0(G(0)), é injetiva.
Demonstração: De fato, considere f ∈ Cc(G(0)) não nula e seja
u ∈ G(0) tal que f(u) 6= 0. Segue que
pi[u](f)δu =
∑
γ∈Gu
f(γ)δr(γ) = f(u)δu,
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pois, se γ ∈ Gu é tal que f(γ) 6= 0, usando que supp(f) ⊂ G(0), temos
γ = s(γ) = u = r(γ).
Agora, lembramos que ‖EG(f)‖ = sup[u] ‖pi[u](f)‖, calculamos
‖EG(f)‖2 ≥ ‖pi[u](f)‖2 ≥ ‖pi[u](f)δu‖2 = 〈f(u)δu, f(u)δu〉 = |f(u)|2 > 0,
o que mostra que EG(f) 6= 0 para qualquer f ∈ Cc(G(0)) não nula.
Considere agora g ∈ C0(G(0)) não nula e ﬁxe u ∈ G(0) tal que g(u) 6= 0.
Ademais, considere uma sequência (fi) em Cc(G(0)) tal que fi → g.
Segue que fi(u)→ g(u) para todo u ∈ G(0).
Uma vez que g(u) 6= 0, existe um α > 0 tal que |g(u)| > α. Assim,
existe um índice i0 tal que |fi(u)| > α/2. Em particular, tais f ′is são não
nulas. A continuidade da aplicação EG garante que EG(fi) → EG(g).
Daí, usando que ‖EG(fi)‖ ≥ |fi(u)|, segue que ‖EG(g)‖ > α/2 > 0, de
modo que EG(g) 6= 0, o que mostra a injetividade de EG em C0(G(0)).
Proposição 27. Seja G um grupóide localmente compacto, Hausdorﬀ,
étale.
(1) Suponha que G é efetivo. Então todo ideal não nulo I de C∗r (G)
satisfaz I ∩ Cc(G(0)) 6= {0}.
(2) Suponha que todo ideal não nulo I de C∗(G) satifaz I∩C0(G(0)) 6=
{0}. Então G é efetivo.
Demonstração: (1) Segue de [19], Teorema 4.4. Em [19], o autor usa
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o termo essencialmante principal para o que chamamos de efetivo.
(2) Vamos provar a contra-positiva. Ou seja, se G não é efetivo,
então deve existir um ideal não nulo I de C∗(G) tal que I ∩C0(G(0)) =
{0}. Aﬁrmamos que um tal ideal é Ker(EG), núcleo da aplicação acima
construída. Como já foi visto que Ker(EG) ∩ C0(G(0)) = {0}, basta
construírmos um elemento não nulo em Ker(EG).
Se G não é efetivo, então existe uma bisseção aberta não vazia
B ⊂ Iso(G) \G(0). Fixada tal bisseção, para cada u ∈ s(B), existe um
único γu ∈ B tal que s(γu) = u, já que a função source é homeomorﬁsmo
sobre B. Agora, usando a Proposição 12, ﬁxe uma f ∈ Cc(G) tal que
supp(f) ⊂ B e deﬁna a função f0 dada por
f0 : G
(0) → C
f0(u); =
 f(γu), u ∈ s(B)0, caso contrário.
É claro que f0 é contínua, pois, quando restrita ao aberto s(B),
temos que f0 = f ◦ sB−1 e, caso contrário, f0 ≡ 0. Ademais, temos que
{u ∈ G(0) | f0(u) 6= 0} ⊂ sB({γ ∈ G | f(γ) 6= 0}),
pois para qualquer u ∈ G(0) tal que 0 6= f0(u) = f(γu), temos que
γu ∈ ({γ ∈ G | f(γ) 6= 0}), e, usando que γu = s−1B (u), segue que u ∈
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sB({γ ∈ G | f(γ) 6= 0}). Com isso, segue que supp(f0) ⊂ sB(supp(f)) ⊂
s(B), o que garante f0 ∈ Cc(G(0)).
Uma vez que B∩G(0) = ∅ e f 6= 0, segue de imediato que f−f0 6= 0.
Para ﬁnalizar a demonstração, vamos mostrar que EG(f−f0) = 0. Para
isso, basta que pi[u](f−f0) ≡ 0, para qualquer u ∈ G(0). Assim, ﬁxando
um u ∈ G(0) e um v ∈ [u], calculamos
pi[u](f − f0)δv =
∑
γ∈Gv
f(γ)δr(γ) −
∑
α∈Gv
f0(α)δr(α).
Primeiro, suponha que v /∈ s(B). Nesse caso, segue que f(γ) =
f0(α) = 0, para quaisquer γ, α ∈ Gv. De fato, se f(γ) 6= 0, então γ ∈
supp(f) ⊂ B, de modo que s(γ) ∈ s(B), mas s(γ) = v /∈ s(B). No caso
de f0, observamo que, por construção, f0 é nula fora de s(B) ⊂ G(0),
logo podemos considerar que α ∈ G(0). Assim, α = s(α) = v /∈ s(B),
logo f0(α) = 0 por deﬁnição da f0. Com isso, ﬁca demonstrado que as
somas
∑
γ∈Gv f(γ)δr(γ) e
∑
α∈Gv f0(α)δr(α) serão nulas nesse caso.
Agora, se v ∈ s(B), segue que existe único γv ∈ B tal que s(γv) = v.
Assim, temos que
∑
γ∈Gv
f(γ)δr(γ) = f(γv)δr(γv)
e que ∑
α∈Gv
f0(α)δr(α) = f0(v)δr(v),
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onde a última igualdade segue do fato de supp(f0) ⊂ s(B) ⊂ G(0).
Ou seja, nesse caso, temos
pi[u](f − f0)δv = f(γv)δr(γv) − f0(v)δr(v) = f(γv)δr(γv) − f(γv)δv.
No entanto, ﬁnalmente usamos que B ⊂ Iso(G), o que garante que
r(γv) = s(γv) = v, donde segue que pi[u](f − f0)δv = 0, concluindo a
demonstração.
Provaremos agora dois lemas que serão úteis na próxima proposição.
Lema 5. Seja G um grupóide localmente compacto, Hausdorﬀ, étale.
Suponha que h ∈ Cc(G), com supp(h) ⊂ B, onde B é uma bisseção
aberta e que f ∈ Cc(G(0)). Então h · f · h∗ ∈ Cc(G(0)) com suporte
contido em r(B) e satisfazendo
(h · f · h∗)(r(γ)) = |h(γ)|2f(s(γ)), para todo γ ∈ B.
Demonstração: Para qualquer α ∈ G, temos
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(h · f) · h∗(α) =
∑
ξβ=α
(h · f)(ξ)h∗(β)
=
∑
ξβ=α
∑
γη=ξ
h(γ)f(η)
h(β−1)
=
∑
γηβ=α
h(γ)f(η)h(β−1)
=
∑
γηβ−1=α
h(γ)f(η)h(β),
onde a última igualdade é apenas uma mudança de variável, usando
a inversão de G.
Para facilitar a notação, vamos escrever g := h · f · h∗.
Agora, considere γηβ−1 tal que h(γ)f(η)h(β) 6= 0. Uma vez que
supp(f) ⊂ G(0), segue que η ∈ G(0), de modo que η = s(η) = r(η).
Ademais, como os pares γη, ηβ−1 ∈ G(2), segue que s(γ) = r(η) e
s(η) = r(β−1) = s(β). Em particular, temos que s(γ) = s(β). Mas
γ, β ∈ supp(h) ⊂ B e B é uma bisseção, donde segue que γ = β.
Com isso, vemos que um elemento γηβ−1 tal que h(γ)f(η)h(β) 6= 0
satisfaz
γηβ−1 = (γs(γ))γ−1 = γγ−1 = r(γ) ∈ r(B).
Ou seja, mostramos que se g(α) 6= 0, então α ∈ r(B), de modo que
g(α) = 0 se α /∈ r(B). Ademais, como B é bisseção, temos que existem
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únicos γ, η tais que γηβ−1 = α. Portanto, temos a fórmula
g(α) = h(γ)f(η)h(β) = h(γ)f(s(γ))h(γ) = |h(γ)|2f(s(γ)),
para todoα = γηβ−1 ∈ r(B).
Finalmente, observando que para tais α′s, vale α = r(α) = r(γ),
donde segue a fórmula do enunciado. Para concluir a demonstração,
resta mostrar que supp(g) ⊂ r(B). De fato, primeiro observamos que
vale a inclusão
{y ∈ G(0) | g(y) 6= 0} ⊂ r({x ∈ G |h(x) 6= 0})
pois, se g(y) 6= 0, segue que y é escrito como y = r(γ) para certo
γ ∈ B e, pela fórmula demonstrada, segue que h(γ) 6= 0, garantindo a
inclusão.
Agora, para qualquer y ∈ supp(g), existe uma net yi → y, com
g(yi) 6= 0. Portanto, para qualquer índice i, podemos escrever
yi = r(xi), onde xi satisfaz h(xi) 6= 0. Ou seja, xi ∈ supp(h), de modo
que yi ∈ r(supp(h)). Uma vez que supp(h) é compacto e a função range
é contínua, segue que r(supp(h)) também é compacto, o que garante
que y ∈ r(supp(h)). Como supp(h) ⊂ B, segue o resultado.
Para o próximo lema, usaremos um teorema de Álgebra de Opera-
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dores bastante conhecido, a saber:
Teorema 3. Seja A = C0(X), onde X é um espaço topológico Haus-
dorﬀ, localmente compacto. Então todo ideal (fechado) J de A é da
forma
C0(U) := {f ∈ C0(X) | f(x) = 0, ∀x /∈ U}
para um único subconjunto aberto U de X, a saber,
U = {x ∈ X | ∃f ∈ J ; f(x) 6= 0}.
Observamos que este ideal pode ser naturalmente identiﬁcado com
a C∗-álgebra padrão C0(U) e por isso estamos usando esse abuso de
notação.
Lema 6. Seja G um grupóide localmente compacto, Hausdorﬀ, étale
e minimal. Então, para qualquer f ∈ Cc(G(0)) não nula, o ideal I de
C∗(G) gerado por f contém Cc(G(0)).
Demonstração: Deﬁna J := I ∩ C0(G(0)). É claro que J é um ideal
de C0(G(0)). Assim, pelo teorema anterior, existe um aberto U de G(0)
tal que J = C0(U). Vamos mostrar que U = G(0), de modo que J =
C0(G
(0)), donde seguirá o resultado.
Para mostrarmos isso, basta mostrarmos que, para qualquer u ∈
G(0), existe uma função g ∈ J tal que g(u) 6= 0. De fato, uma vez
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construída tal função, segue que não pode haver u ∈ G(0) \ U, pois do
contrário teríamos uma função g ∈ J satisfazendo g(u) 6= 0 para u /∈ U,
o que contradiz J = C0(U).
Portanto, ﬁxe u ∈ G(0) e deﬁna V := {v ∈ G(0) | f(v) 6= 0}. Como
f é contínua e não nula, V é um aberto não vazio. Ademais, r(GV ) =
r(s−1(V )) é um aberto não vazio, pois a função source é contínua e
função range é uma aplicação aberta, visto que é um homeomorﬁsmo
local. Observamos que r(Gv) é invariante. Agora, como G é minimal e
r(GV ) 6= ∅, segue que r(GV ) = G(0).
Em particular, da última igualdade segue que existe γ ∈ G tal que
u = r(γ) e s(γ) ∈ V, ou seja, f(s(γ)) 6= 0. Usando a Proposição 12,
podemos considerar uma função h ∈ Cc(G) suportada em uma bisseção
e tal que h(γ) = 1. De fato, como G é étale, sua topologia possui
uma base dada por bisseções abertas, assim basta tomarmos uma tal
vizinhança de γ e usarmos a construção da Proposição 12.
Pelo lema acima, temos
h · f · h∗(u) = |h(γ)|2f(s(γ)) = f(s(γ)) 6= 0.
Assim, deﬁnindo g := h · f · h∗, segue que g(u) 6= 0 e que g ∈ J, visto
que f ∈ I. Fica, portanto, demonstrado o resultado.
Proposição 28. Seja G um grupóide localmente compacto, Hausdorﬀ,
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étale. São equivalentes:
(1) G é minimal.
(2) Para qualquer f ∈ Cc(G(0)), o ideal de C∗(G) gerado por f é
C∗(G).
(3) Para qualquer f ∈ Cc(G(0)), o ideal de C∗r (G) gerado por f é
C∗r (G).
Demonstração: (1) ⇒ (2) e (1) ⇒ (3). Seja f ∈ Cc(G(0)) não nula
e I o ideal de C∗(G) gerado por f . Como G é minimal, o lema an-
terior garante que Cc(G(0)) ⊂ I. Seja agora F ∈ Cc(G) qualquer.
Vamos em seguida mostrar que, para qualquer g ∈ Cc(G(0)) satisfa-
zendo g|r(supp(F )) ≡ 1, g · F = F, o que mostra que F ∈ I, visto
que g ∈ Cc(G(0)) ⊂ I. Mas, como F foi tomada qualquer, segue que
Cc(G) ⊂ I, o que garante que I = C∗(G), visto que Cc(G) é denso.
Primeiro, vamos justiﬁcar que existe g ∈ Cc(G(0)) satisfazendo
g|r(supp(F )) ≡ 1. De fato, denotando por KF o suporte de F , temos
que r(KF ) é compacto pois a função range é contínua. Denotando por
K = r(KF ) e por V = G\G(0), claro que o compacto K é disjunto do
fechado V , de modo que, pelo Lema 1 (Lema de Urysohn) existe uma
função contínua g : G → [0, 1] ⊂ C satisfazendo g|K ≡ 1 e g|V ≡ 0.
Isso garante que supp(g) ⊂ G(0), ou seja, g ∈ Cc(G(0)).
Tendo uma tal g, vejamos agora que g · F = F. De fato, temos que
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g · F (α) =
∑
xy=α
g(x)F (y),
para qualquer α ∈ G. Fixe α ∈ G. Se um par (x, y) satisfaz xy = α
e é tal que g(x)F (y) 6= 0, segue que x ∈ supp(g) ⊂ G(0), portanto
x = s(x) = r(y), o que garante que g(x)F (y) = F (y). Também é claro
que o par (αα−1, α) satisfaz g(αα−1)F (α) = F (α). Aﬁrmamos que
existe um único par (x, y) com xy = α e g(x)F (y) 6= 0. Daí, segue o
resultado.
De fato, se tivermos x1y1 = α = x2y2 com
g(x1)F (y1), g(x2)F (y2) 6= 0,
então r(α) = r(x1) = r(x2), logo x1 = x2. Com isso, segue que
y1 = x1
−1x1y1 = x1−1x2y2 = x2−1x2y2 = y2,
o que garante a igualdade g · F = F, o que conclui a implicação (1)⇒
(2).
Agora, considerando a aplicação quociente q : C∗(G) → C∗r (G),
vamos mostrar que o ideal Ir de C∗r (G) gerado por f é q(I). Daí, uma
vez que I = C∗(G), segue que Ir = C∗r (G), garantindo que (1)⇒ (3).
De fato, podemos escrever I como sendo a interseção de todos os
ideais de C∗(G) que contenham f e, da mesma forma, Ir como sendo
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a interseção de todos os ideais de C∗r (G) que contenham f , ou seja,
I =
⋂
J/C∗(G);f∈J
J e Ir =
⋂
Jr/C∗r (G);f∈Jr
Jr.
Uma vez que q é sobrejetora, a imagem por q de qualquer ideal é
ainda um ideal. Segue que
q(I) =
⋂
J/C∗(G);f∈J
q(J),
o que mostra que Ir ⊂ q(I).
Por outro lado,
q−1(Ir) =
⋂
Jr/C∗r (G);f∈Jr
q−1(Jr),
o que mostra que I ⊂ q−1(Ir). Portanto, segue que q(I) ⊂ q(q−1(Ir)) =
Ir, onde a última igualdade segue do fato de q ser sobrejetora.
(2) ⇒ (1) e (3) ⇒ (1). Façamos a contra-positiva. Se G não é
minimal, segue que existe um aberto invariante U próprio, ou seja, U é
não vazio e existe pelo menos algum u ∈ G(0) \U. Como U é invariante,
o Lema 3 garante que seu complementar G(0) \U também é. Ademais,
u ∈ G(0)\U garante que [u] ⊂ G(0)\U, visto que [u] é o menor conjunto
invariante contendo u.
Agora considere uma f ∈ Cc(G) não nula tal que supp(f) ⊂ U (de
fato, f ∈ Cc(G(0))). Temos que f(v) = 0, para qualquer v ∈ [u], visto
114
que [u] ∈ G(0) \ U. Aﬁrmamos que piuλ(f) = 0. Para mostrarmos isso,
basta calcularmos piuλ(f) em elementos da base ortonormal canônica de
l2(Gu). De fato, para qualquer elemento δγ da base canônica de l2(Gu),
temos
piuλ(f)δγ =
∑
β∈Gu
f(βγ−1)δβ ,
logo, se f(βγ−1) 6= 0, então βγ−1 ∈ U ⊂ G(0), donde segue que
βγ−1 = s(βγ−1) = s(γ−1), de modo que β = γ. Daí, deﬁnindo v :=
βγ−1 = γγ−1 = r(γ) ∈ [u], temos um absurdo, visto que f(v) = 0 para
qualquer v ∈ [u]. Portanto, temos que piuλ(f)δγ = 0, donde segue que
piuλ(f) = 0.
Por outro lado, considere agora uma g ∈ Cc(G(0)) não nula e tal
que g(u) = 1. Segue que
piuλ(g)δu =
∑
β∈Gu
f(β−1u)δβ = g(u)δu,
pois se g(β−1u) 6= 0, então β−1u ∈ supp(g) ⊂ G(0), de modo que
β−1u = s(β−1u) = s(u) = u.
Isso nos mostra que piuλ é uma representação de Cc(G) com kernel
não trivial. Naturalmente, tal representação estende-se para C∗(G) e
C∗r (G), de modo que o kernel em cada uma dessas aplicações será um
ideal não trivial de cada uma das respectivas C∗-álgebras, concluindo
a demonstração.
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Finalmente, agora estamos em condições de demonstrar o teorema
principal deste trabalho:
Teorema 4. Seja G um grupóide localmente compacto, Hausdorﬀ,
étale. Então C∗(G) é simples se, e somente se as seguintes condições
forem satisfeitas:
(1)C∗(G) ' C∗r (G);
(2) G é efetivo;
(3) G é minimal.
Demonstração: Suponha que C∗(G) seja simples. Então a aplicação
quociente q : C∗(G) → C∗r (G) tem kernel trivial, de modo que as C∗-
álgebras são isomorfas. Ademais, por hipótese, o único ideal não nulo
de C∗(G) é exatamente C∗(G). É óbvio que C∗(G) ∩ C0(G(0)) 6= {0},
de modo que, usando a Proposição 27, G é efetivo. Finalmente, C∗(G)
simples garante que, para qualquer f ∈ Cc(G(0)) não nula, o ideal
de C∗(G) gerado por f é exatamente C∗(G), o que garante que G é
minimal, através da Proposição 28.
Suponha agora as três condições sendo satisfeitas e considere um
ideal I de C∗(G) não nulo. A condição (1) garante que I pode ser
tomado como ideal de C∗r (G). Agora, como G é efetivo, usando a Pro-
posição 27, existe f ∈ I∩Cc(G(0)) não nula. Finalmente, como G é mi-
nimal, a Proposição 28 garante que o ideal gerado por f é precisamente
C∗r (G). Mas f ∈ I, de modo que I contém esse ideal, demonstrando o
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resultado.
4.3 Amenabilidade de Grupóides
Amenabilidade de grupóides é uma teoria muito interessante e ao
mesmo tempo técnica. Ela dá certas condições sobre o grupóide que
garantem que C∗(G) ' C∗r (G). Uma vez que a condição C∗(G) '
C∗r (G) é uma das hipóteses do teorema principal desta dissertação, é
fundamental que, no mínimo, divulguemos esta teoria. A referência
padrão é o artigo [4]. Neste trabalho não vamos explorar esta teoria
de forma precisa, nossa intenção é apenas divulgar fatos e referências
para o leitor interessado. Ademais, vamos usar alguns destes fatos para
concluir certos resultados na seção seguinte.
A referência [16] estuda tal teoria para grupóides no contexto deste
trabalho, ou seja, grupóides étale, localmente compacto e Hausdorﬀ.
Assim, seguindo [16], podemos deﬁnir:
Deﬁnição 12. Seja G um grupóide étale, localmente compacto e Haus-
dorﬀ. G é amenable se existir uma net de funções não negativas com
suporte compacto µi : G→ C tais que
∑
β∈Gr(γ)
µi(β)→ 1
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e ∑
β∈Gr(γ)
|µi(β)− µi(βγ)| → 0,
para qualquer γ ∈ G, convergindo uniformemente em subconjuntos com-
pactos de G.
Ademais, o Teorema 5.6.18 de [16] garante que se G é étale, lo-
calmente compacto e Hausdorﬀ, então G é amenable se e somente se
C∗(G) (ou equivalentemente C∗r (G)) for nuclear.
No contexto de ações de grupos, também podemos deﬁnir ações
amenable: seja α uma ação de um grupo discreto H em um espaço lo-
calmente compacto e Hausdorﬀ. Então α é ação amenable se e somente
se o grupóide de transformação associado for amenable. Ademais, uma
condição suﬁciente para a amenabilidade de um grupóide de transfor-
mação G = XoH é a amenabilidade do grupo H. A classe dos grupos
amenable é grande. Por exemplo, todo grupo ﬁnito é amenable. E é
um fato também conhecido que todo grupo abeliano é amenable.
Não é conhecido se pode acontecer que C∗(G) ' C∗r (G) sem que G
seja amenable para grupóides de transformação. Mas isto pode acon-
tecer para grupóides mais gerais, isto é, pode acontecer que C∗(G) '
C∗r (G) sem que G seja amenable. Este foi um problema aberto por
um bom tempo, recentemente solucionado. Veja [24] e [22] para mais
detalhes.
No entanto, para grupóides minimais, as duas condições são equi-
118
valentes, ou seja, se G é um grupóide minimal, então C∗(G) ' C∗r (G)
se e somente se G é amenable. Isto segue do principal resultado de [3].
Desta forma, podemos reescrever o teorema principal deste trabalho
da seguinte forma:
Teorema. (Teorema Principal) Seja G um grupóide étale, local-
mente compacto e Hausdorﬀ. Então C∗(G) é simples se e somente se
G é amenable, minimal e efetivo.
4.4 Exemplos e aplicações do teorema prin-
cipal
4.4.1 Grupóides discretos
Seja G um grupóide discreto, ou seja, um grupóide algébrico, mu-
nido da topologia discreta. É fácil ver que G é étale, localmente com-
pacto e Hausdorﬀ, de modo que podemos usar toda teoria discutida
ao longo do trabalho. Vamos descrever completamente os grupóides
discretos que se encaixam nas hipóteses do teorema principal, isto é, os
grupóides minimais e efetivos.
No caso em que G é discreto, observamos que as hipóteses topolo-
gicamente principal, principal e efetivo são equivalentes:
Proposição 29. Seja G um grupóide discreto. Então são equivalentes:
(1) G é topologicamente principal,
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(2) G é principal,
(3) G é efetivo.
Demonstração: Começamos mostrando que (2) e (3) são equivalen-
tes. Primeiro, é claro que G principal implica em G efetivo. Agora,
suponha G efetivo. Denotando por I o interior de Iso(G)\G(0), sabe-
mos que I é a união de todos os abertos contidos em Iso(G)\G(0). Em
particular, como G é discreto, Iso(G)\G(0) é um destes conjuntos. Mas
G efetivo signiﬁca que I = ∅, donde segue que Iso(G) = G(0), ou seja,
G principal.
Agora, vamos mostrar que (1) implica em (2). Denote por E = {u ∈
G(0)|G(u) = {u}}. G topologicamente principal garante que E = G(0),
uma vez que G é discreto. Desta forma,
Iso(G) =
⋃
u∈G(0)
G(u) =
⋃
u∈G(0)
{u} = G(0).
Finalmente,suponha G principal e mantenha a notação de E como
antes. Vamos mostrar que E = G(0), donde segue o resultado. De fato,
se existir u ∈ G(0) tal que G(u) 6= {u}, então existe γ ∈ G tal que
s(γ) = r(γ) = u e γ /∈ G(0), ou seja, γ ∈ Iso(G)\G(0), o que contradiz
G ser principal. Segue que E = G(0), concluindo o resultado.
Ou seja, no caso discreto, tais hipóteses resumem-se a termos Iso(G) =
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G(0). Isto é equivalente a dizer que a função:
(r, s) : G→ G(0) ×G(0)
γ 7→ (r(γ), s(γ))
é injetiva. De fato, suponha Iso(G) = G(0) e sejam γ, η ∈ G tais que
(r, s)(γ) = (r, s)(η). Por deﬁnição, segue que η−1γ ∈ Iso(G) = G(0),
logo η−1γ = s(γ) = γ−1γ, o que garante η−1 = γ−1, de modo que
γ = η. Agora, considere (r, s) injetiva e seja γ ∈ Iso(G). Deﬁna v :=
r(γ) = s(γ). Segue que (r, s)(γ) = (r(γ), s(γ)) = (v, v) = (r(v), s(v)) =
(r, s)(v), o que implica γ = v ∈ G(0), pela injetividade da aplicação
(r, s).
Agora, como G é discreto, [u] := r(s−1(u)) é um aberto não vazio,
para qualquer u ∈ G(0). Segue daí que G é minimal se e somente se
G(0) = [u], para qualquer u ∈ G(0). Novamente usando a aplicação
(r, s) deﬁnida acima, segue que G é minimal se e somente se (r, s) é
sobrejetora. De fato, considere G minimal e seja (u, v) ∈ G(0) × G(0).
Segue que [u] = [v] = G(0), de modo que u ∈ [v], ou seja, existe x ∈ G
tal que u = r(x) e s(x) = v, o que garante (r, s)(x) = (u, v), provando
que (r, s) é sobrejetora. Por outro lado, considere (r, s) sobrejetora e
seja u ∈ G(0) qualquer. Vamos mostrar que [u] = G(0). Para isso, ﬁxe
γ ∈ G(0). Uma vez que (r, s) é sobrejetora e que (γ, u) ∈ G(0) × G(0),
deve existir um x ∈ G tal que (r, s)(x) = (γ, u), o que garante γ ∈ [u].
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Deﬁnição 13. Um grupóide G é dito transitivo se a aplicação (r, s)
acima construída é sobrejetora.
Com a deﬁnição acima, temos que se G é um grupóide discreto, G
é minimal se e somente se G é transitivo. Portanto, concluímos que:
Proposição 30. Seja G um grupóide discreto. Então são equivalentes:
(1) G é minimal e efetivo.
(2) G é principal e transitivo.
(3) A aplicação (r, s) é bijetiva.
Seja agora X um conjunto qualquer. De acordo com o Exemplo 3
do Capítulo 1, podemos munir X ×X com uma estrutura de grupóide.
Tal grupóide é geralmente chamado de "grupóide de pares"ou "par
grupóide"de X. (Pair groupoid em inglês.)
Se X é um espaço topológico, o grupóide de pares de X é um gru-
póide topológico se munido da topologia produto e será étale, local-
mente compacto e de Hausdorﬀ caso X seja discreto.
Deﬁnição 14. Sejam G e H grupóides e φ : G → H uma função.
Dizemos que φ é um homomorﬁsmo de grupóides se para qualquer par
(γ, η) ∈ G(2), tivermos (φ(γ), φ(η)) ∈ H(2) e φ(γη) = φ(γ)φ(η). Dois
grupóides são ditos isomorfos se existir um homomorﬁsmo bijetivo entre
eles.
Deﬁnição 15. Sejam G e H grupóides topológicos. Uma função φ :
G → H é um homomorﬁsmo entre grupóides topológicos se φ for uma
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função contínua e satisﬁzer as condições da deﬁnição acima.
Os grupóides serão ditos isomorfos caso φ, além de satisfazer as
condições acima, seja um homeomorﬁsmo entre os espaços.
Dado um grupóide G qualquer, considere X := G(0). Segue que a
aplicação (r, s) : G → X × X é um homomorﬁsmo de grupóides. De
fato, isto segue das propriedades básicas de grupóides: Seja (γ, η) ∈
G(2). Segue que
(r, s)(γη) = (r(γη), s(γη)) = (r(γ), s(η)) =
(r(γ), s(γ))(r(η), s(η)) = (r, s)(γ)(r, s)(η).
Assim, a discussão acima nos leva a concluir que:
Proposição 31. Seja G um grupóide discreto. Então G é minimal e
efetivo se e somente se G é isomorfo ao grupóide de pares G(0) ×G(0).
Neste caso, o isomorﬁsmo é dado pela aplicação (r, s).
Vimos que se X for um espaço discreto, então o par grupóide será
étale, localmente compacto e Hausdorﬀ. Ademais, é possível mostrar
que C∗(X ×X) ' C∗r (X ×X) e o faremos na próxima proposição.
Proposição 32. Seja X um espaço discreto e G o grupóide de pares
de X. Então C∗(G) ' C∗r (G).
Demonstração: Denote por A a C∗-álgebra universal gerada por ele-
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mentos ex,y com x, y ∈ X satisfazendo:
ex,yez,w = δy,zex,w, e
∗
x,y = ey,x. (4.3)
Vamos mostrar que C∗(G) ' C∗r (G) ' A.
ComoG é discreto, os pontos (x, y), vistos como conjuntos unitários,
formam uma base de bisseções para G. Podemos, então, considerar suas
respectivas funções características, denotadas por χx,y. É fácil ver que
as funções χx,y pertencem a Cc(G) e que satisfazem as relações (4.3)
acima.
Uma vez que A é a C∗ universal gerada pela relação (4.3), segue
que existe um único *-homomorﬁsmo A→ C∗(G) que mapeia ex,y em
χx,y, para quaisquer x, y ∈ X. Ademais, tal homomorﬁsmo é sobrejetor,
visto que {(x, y)|x, y ∈ X} forma uma base para G.
Temos assim uma composição de homomorﬁsmos sobrejetivos
A→ C∗(G)→ C∗r (G),
onde o homomorﬁsmo da direita é o canônico.
Consideramos um ponto arbitrário u ∈ X e a sua representação
regular correspondente: piu : C∗(G) → B(`2(Gu)). Note que Gu =
X × {u}, de tal forma que temos um isomorﬁsmo canônico de espaços
de Hilbert l2(Gu) ' l2(X). Sob esta identiﬁcação, mostra-se facilmente
que a imagem de χx,y por piu é o operador ex,y. Dai segue que temos um
124
*-homomorﬁsmo sobrejetor C∗(G) → A e este é essencialmente o piu,
assim se fatora a um homomorﬁsmo também sobrejetor C∗r (G)→ A.
A conclusão de tudo é a existência de uma sequência de homomor-
ﬁsmos sobrejetores:
A→ C∗(G)→ C∗r (G)→ A
de tal forma que a composição de tudo é a identidade sobre A. Na
sequência acima, o homomorﬁsmo do meio é o homomorﬁsmo canônico
(identidade sobre Cc(G)). Como a composição dos homomorﬁsmos é
injetiva e cada um deles é sobrejetor, segue que todos os homomorﬁs-
mos são injetivos e assim isomorﬁsmos. Logo C∗(G) ' C∗r (G) ' A,
concluindo a proposição.
É fácil ver que X ×X é minimal e efetivo:
Denotando X ×X por G e observando que G(0) = {(x, x)|x ∈ X}
pode ser identiﬁcado com X, segue que
(r, s) : G→ X ×X
(x, y) 7→ (y, x)
o que comprova a aﬁrmação. A partir desta discussão, podemos então
enunciar um corolário do teorema principal:
Corolário 4. Seja X um espaço discreto. Então a C∗-álgebra cheia
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do grupóide de pares X ×X é simples.
Finalmente, na demonstração da Proposição 32, foi mostrado que A
é isomorfa a C∗(X×X), onde A é a C∗-universal gerada pelas relações
em (4.3). De fato, é possível mostrar que A é isomorfa a K(l2(X)),
a álgebra de operadores compactos sobre o espaço de Hilbert l2(X).
Para demonstrar este fato, citamos as referências [8] e [15], além de [2]
(página 158, Example (iv)). Combinando este resultado com o corolário
acima podemos concluir o seguinte fato bem conhecido:
Corolário 5. Seja X um espaço discreto. Então K(l2(X)) é simples.
4.4.2 C*-álgebras de grupos
O Exemplo 2 do Capítulo 1 mostra que todo grupo pode ser visto
de forma canônica como um grupóide.
Ademais, seja H um grupo discreto. Considerando H visto como
grupóide, deﬁnimos as C∗-álgebras cheia e reduzida do grupo usando
as deﬁnições de C∗(H) e C∗r (H) já conhecidas.
Apenas para informação, observamos que a C∗-álgebra reduzida
de um grupo discreto não trivial pode ser simples. Um exemplo deste
fenômeno é o grupo livre gerado por dois elementos, veja [21] para mais
detalhes. No entanto, o objetivo desta seção é mostrar que se H for um
grupo discreto não trivial, então sua C∗-álgebra cheia não é simples.
Considere a ação trivial de H em um espaço X com apenas um
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ponto, ou seja,
α : H × {x} → {x}
(h, x) 7→ x.
É imediato ver que a ação trivial α é minimal e não é efetiva, ex-
ceto se H for trivial. Denotando por G o grupóide de transformação
associado, segue que G é um grupóide minimal e não efetivo.
É fácil ver que
φ : G→ H
(h, x) 7→ h
é um isomorﬁsmo de grupóides, considerando H visto como grupóide.
Assim, uma vez que grupóides isomorfos possuem C∗-álgebras isomor-
fas, o teorema principal deste trabalho garante que a C∗-álgebra de G
não pode ser simples, garantindo o
Corolário 6. Seja H um grupo discreto não trivial. Então C∗(H) não
é simples.
Obs. 3. Se H for o grupo trivial, então
C∗(H) ' C∗r (H) ' C.
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4.4.3 Ações de Translação
Considere H um grupo discreto agindo sobre si mesmo por transla-
ção. Ou seja, considere
α : H ×H → H
(x, y) 7→ xy,
onde xy denota o produto do grupo. Nesta seção, vamos mostrar que a
C∗-álgebra cheia do grupóide de transformação da ação acima é simples
e que é, de fato, isomorfa à álgebra de operadores compactos sobre o
espaço de Hilbert l2(H).
Da Seção 4.3.1, sabemos que um grupóide discreto qualquer G é
minimal e efetivo se e somente se G for isomorfo ao grupóide de pares
G(0) × G(0), e isto acontece se e somente se a aplicação (r, s) : G →
G0×G0 é bijetiva. Considerando agora G o grupóide de transformação
de um grupo discreto H em um espaço discreto X, temos a
Proposição 33. G é minimal e efetivo se e somente se para quaisquer
x, y ∈ X, existe um único h ∈ H tal que hx = y.
Demonstração: Para a ida, ﬁxe x, y ∈ X. ComoG é minimal e efetivo,
temos que a aplicação (r, s) é bijetiva. Ademais, podemos identiﬁcar
X = G(0). De tal forma, existe único γ ∈ G tal que (r, s)(γ) = (x, y).
Denotando γ = (h, z), segue que z = y e que h−1z = x, o que implica
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y = hx para único h ∈ H.
Para mostrarmos a volta, vamos mostrar que (r, s) é bijetiva. Mais
uma vez identiﬁcando X = G(0), considere dados (x, y) ∈ G(0) ×G(0).
Por hipótese, existe um único h ∈ H tal que hx = y. Deﬁna γ =
(h−1, h−1y). Segue que (r, s)(γ) = (h−1y, y) = (x, y), provando a so-
brejetividade. Para a injetividade, sejam γ = (h1, x) e η = (h2, y) tais
que (r, s)(γ) = (r, s)(η). Logo x = y e h−11 x = h
−1
2 y = h
−1
2 x. Assim, a
unicidade na hipótese garante que h1 = h2, donde segue o resultado.
Com a proposição anterior demonstrada, podemos concluir o ob-
jetivo desta seção. Considerando H um grupo discreto agindo sobre
si mesmo por translação e G o grupóide de transformação associado,
temos que dados x, y ∈ H, existe único h ∈ H tal que hx = y, pois
dados x, y ∈ H, a equação hx = y admite um única solução h ∈ H, a
saber, h = yx−1. Segue que G é minimal e efetivo, portanto isomorfo
ao grupóide de pares G(0)×G(0). O Corolário 4 da Seção 4.3.1 garante
que a C∗-álgebra cheia do grupóide de pares é simples e também vimos
em tal seção que a C∗ do grupóide de pares é isomorfa à álgebra de
operadores compactos sobre o espaço de Hilbert l2(G(0)). Assim, segue
o
Corolário 7. Seja H um grupo discreto agindo sobre si mesmo por
translação. Então a C∗-álgebra cheia do grupóide de transformação
associado é simples e isomorfa à K(l2(H)).
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4.4.4 Ações de Rotação
Considemos H o grupo discreto dos inteiros, ou seja, H = (Z,+).
Queremos estudar ações de rotação deste grupo em espaços quaisquer.
É fácil ver que qualquer ação dos inteiros em um espaço X ﬁca
caracterizada por um único homeomorﬁsmo X → X. De fato, seja
h : X → X um homeomorﬁsmo. Deﬁna
α : Z×X → X
(n, x) 7→ hn(x).
Claro que a notação hn(x) acima signiﬁca a composição do homeomor-
ﬁsmo h e, caso n < 0, a composição da inversa de h. Ademais, se
n = 0, então h0(x) = Id(x). Assim, é fácil ver que α deﬁne uma ação
de Z em X. Por outro lado, considere dada uma ação α : Z×X → X.
Deﬁna, para qualquer x ∈ X, h(x) = α(1, x). É fácil ver que h é o
homeomorﬁsmo procurado, ou seja, que para qualquer n ∈ Z, vale que
α(n, x) = hn(x).
A partir da discussão acima, considere uma ação α dos inteiros em
um espaço X e h : X → X o homeomorﬁsmo associado. As próximas
proposições caracterizam quando a ação α é livre e quando é minimal.
Proposição 34. A ação α é livre se e somente se para qualquer n ∈ Z
não nulo, vale que hn(x) 6= x, para qualquer x ∈ X.
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Demonstração: Isto segue de imediato pois ação livre signiﬁca que
para qualquer x ∈ X e n ∈ Z, a equação hn(x) = x implica que n = 0.
Proposição 35. A ação α é minimal se e somente se para qualquer
x ∈ X, a órbita de x, O(x), é um conjunto denso em X. (Deﬁne-se
O(x) := {hn(x)|n ∈ Z}.)
Demonstração: Sabemos que, de modo geral, uma ação é minimal se e
somente se o grupóide de transformação associado for minimal. Vamos
provar resultados mais gerais para então concluir esta demonstração.
Lema 7. Seja G um grupóide topológico. Então G é minimal se e
somente se para qualquer x ∈ G(0), o conjunto [x] é denso em G(0).
Demonstração: O Lema 3 garante que se um conjunto D ⊂ G(0) é
invariante, então seu complementar também é. Sendo assim, podemos
caracterizar G minimal a partir de fechados invariantes. Em outras
palavras, temos que G é minimal se e somente se os únicos fechados
invariantes de G são os triviais.
Ademais, a Proposição 23 garante que para qualquer x ∈ G(0),
o conjunto [x] := r(s−1(x)) é invariante. É fácil ver que o fecho de
conjuntos invariantes é ainda invariante. Assim, segue que G é minimal
se e somente se o fecho de [x] é G(0) para qualquer x ∈ G(0), donde
segue o lema.
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Lema 8. Sejam α : H × X → X ação de um grupo discreto H em
um conjunto e G o grupóide de transformação associado. Identiﬁcando
G(0) = X, para qualquer x ∈ X, tem-se [x] = O(x), onde O(x) =
{h · x|h ∈ H}.
Demonstração: Para um x ∈ X ﬁxado, escrevemos
[x] = {r(y)|s(y) = x}.
Dado z ∈ [x], segue que z = r(y) para certo y ∈ G com s(y) = x.
Escrevendo y = (h,w), segue que z = w e que h−1w = x, implicando
z = w = hx, ou seja, z ∈ O(x).
Por outro lado, seja h ∈ H e considere y = hx um elemento qualquer
de O(x). Deﬁnindo z := (h, hx), segue que r(z) = hx = y e que s(z) =
h−1hx = x. Isto mostra que y ∈ [x], concluindo o resultado.
Com os Lemas 7 e 8 acima, a demonstração da Proposição 35 é
imediata, bastando observar que a ação dos inteiros ﬁca caracterizada
pelo homeomorﬁsmo h em questão.
Fixemos uma ação α de Z sobre X com homeomorﬁsmo associado
h. Uma observação simples e importante é a seguinte: se X for inﬁnito
e α minimal, então α é livre. De fato, se α não for livre, existirão x ∈ X
e n 6= 0 tais que hn(x) = x, o que implica que a órbita O(x) é ﬁnita.
Desta forma O(x) não pode ser densa em X, visto que é inﬁnito.
Ainda neste contexto, se X for ﬁnito e não vazio, então α não pode
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ser livre, pois, se α for livre, então, ﬁxado x ∈ X, a aplicação Z →
X, [n 7→ hn(x)] é injetiva. Mas isso é um absurdo, visto que X é ﬁnito.
Desta forma, podemos concluir a
Proposição 36. Seja α uma ação dos inteiros sobre um espaço não
vazio X. Então a ação é livre e minimal se e somente se X for inﬁnito
e a ação for minimal.
Para ﬁnalizar esta seção, citamos um exemplo clássico e bastante
concreto. Considere sobre X = T (= círculo unitário), o homeomor-
ﬁsmo de rotação por um ângulo θ. Ou seja, h(z) = e2piiθz, para z ∈ T. É
um resultado bem conhecido que a ação induzida pelo homeomorﬁsmo
h é minimal se e somente se θ for irracional, veja, por exemplo [5].
Vamos usar este fato na próxima seção, quando abordarmos álgebras
de rotação.
4.4.5 Simplicidade das Álgebras de Rotação
Fixado um ângulo θ, a C∗-álgebra de rotação por θ, denotada por
Aθ, é deﬁnida sendo a C∗-álgebra universal gerada por dois unitários
U e V satisfazendo UV = e2piiθV U. O foco desta parte do trabalho é
apenas mencionar exemplos e aplicações do teorema principal, desta
forma vamos usar de resultados conhecidos na literatura para concluir-
mos que Aθ é simples se θ for irracional. Para maiores informações
sobre Aθ, recomendamos a referência [15].
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Antes de mais nada, considere αθ : Z×T→ T a ação de rotação por
θ e seja G o respectivo grupóide de transformação. A referência [15],
precisamente no Exemplo VIII.1.1, nos mostra que Aθ ' C(T) oαθ Z.
Novamente, citamos a referência [15] para mais detalhes sobre a teoria
de produtos cruzados. Como foi citado na introdução deste trabalho,
é sabido que se um grupo discreto H age sobre um espaço localmente
compacto e Hausdorﬀ X, então o produto cruzado C(X)oH é isomorfo
à C∗-álgebra cheia do grupóide de transformação associado.
Com os fatos acima, concluímos que Aθ ' C∗(G). Ademais, se θ for
irracional, sabemos que G será minimal, de acordo com o ﬁnal da seção
anterior.
Considere, portanto, que θ seja irracional. Uma vez que T é inﬁnito
e que αθ é minimal, segue que também será livre, tendo em vista a
Proposição 36. Como toda ação livre é efetiva, segue que G é minimal
e efetivo.
Finalmente, observamos que C∗(G) ' C∗r (G) : Como G é o gru-
póide de transformação da ação pelo grupo dos inteiros, temos que Z
é amenable, pois é abeliano. Assim, G é amenable. Usando o teorema
principal na versão de grupóides amenable, segue que C∗(G) é simples
e, em particular, que C∗(G) ' C∗r (G).
Diante disto, temos outro corolário do teorema principal:
Corolário 8. Aθ é simples se e somente se θ é irracional.
134
4.4.6 Grupóide de Deaconu-Renault e Álgebras de
Cuntz
O Exemplo 5 deste trabalho apresenta o grupóide de Deaconu-
Renault de um par (X,σ), onde X é um espaço compacto Hausdorﬀ e
σ : X → X é um homeomorﬁsmo local sobrejetor. Denotando por G
tal grupóide, sabemos que G é étale, localmente compacto e Hausdorﬀ.
Ademais, observamos que, se assumirmos que X satisfaz o segundo axi-
oma de enumerabilidade, então G também assumirá, de modo que, G
é efetivo se e somente se G topologicamente principal, de acordo com
a Proposição 11.
Podemos nos perguntar sob quais condições sobre σ o grupóide G é
minimal e/ou topologicamente principal (e assim efetivo).
Através do Lema 7, sabemos que um grupóide é minimal se e so-
mente se todas as suas órbitas [x] são densas. Usando a identiﬁcação
canônica de G0 com X, observe que
[x] = {y ∈ X : σk(x) = σl(y) para algum k, l ≥ 0} =
⋃
k,l
(σl)−1(σk(x)).
(4.4)
Logo G é minimal se e somente se o conjunto acima é denso em X para
todo x ∈ X.
Agora vamos analisar sob quais condições G é topologicamente prin-
cipal. Por deﬁnição, isto vale se e somente se os pontos x ∈ X com
isotropia trivial, isto é, comG(x) = {x}, formam um subconjunto denso
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de X. Observe que
G(x) = {x} ⇐⇒ (∀k, l ≥ 0, σk(x) = σl(x)⇒ k = l). (4.5)
Vamos agora especializar esta discussão à um exemplo mais con-
creto. Fixe um número natural n ∈ {2, 3, 4 . . .} e considere X o es-
paço produto de inﬁnitas cópias (enumeráveis) do conjunto {1, 2, . . . , n}
visto como um espaço discreto (ﬁnito, assim compacto), ou seja, X :=
{1, 2, . . . , n}∞. Pelo Teorema de Tychonoﬀ, X é um espaço compacto
Hausdorﬀ (e satisfaz o segundo axioma de enumerabilidade). De fato,
não iremos usar isto, mas é possível mostrar que X é homeomorfo ao es-
paço de Cantor (em particular, X é totalmente desconexo). No entanto,
vamos apelidar X de espaço de Cantor. Uma base para a topologica
de X consiste dos cilindros:
Z(α) := {αy : y ∈ X},
onde α = α1α2 . . . αl é uma palavra (ou sequência) ﬁnita no alfabeto
{1, 2, . . . , n}. Aqui vemos elementos de X como palavras inﬁnitas e
escrevemos seus elementos como x = x1x2x3 . . .. A notação αx usada
acima signiﬁca a concatenação da palavra ﬁnita α com a palavra inﬁnita
y ∈ X, que gera assim uma palavra inﬁnita x = αy ∈ X.
Temos sobre X uma aplicação natural, a saber, o shift σ : X → X
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deﬁnida por
σ(x1x2x3 . . .) := x2x3x4 . . . .
Não é difícil ver que, de fato, σ é um homeomorﬁsmo local sobrejetivo.
Assim podemos considerar o grupóide de Deaconu-Renault associado
G = G(σ). Vamos mostrar que G é minimal e topologicamente princi-
pal.
Para minimalidade deG, temos que veriﬁcar que [x] descrito em (4.4)
é denso em X para todo x ∈ X. Para isto, basta ver que [x] intersepta
todos os cilindros Z(α) para toda palavra ﬁnita α. Mas isto é claro já
que σl(αx) = x = σ0(x), onde l é o tamanho da palavra α.
Para ver que G é topologicamente principal, vamos primeiro ob-
servar que os pontos de isotropia não-trivial, isto é, os x ∈ X com
G(x) 6= {x}, são as palavras periódicas, ou seja, as palavras inﬁnitas
x ∈ X de tal forma que existem l, p ∈ N com xl+p+i = xl+i para
todo i = 1, 2, 3, . . .. Por exemplo x = 1234545454545 . . . é uma palavra
periódica no alfabeto {1, 2, 3, 4, 5}. Para ver que os pontos de isotro-
pia não-trivial consistem de palavras periódicas, basta usar (4.5) para
concluir que G(x) 6= {x} se e somente se existem k 6= l em N com
σl(x) = σk(x). Isto signiﬁca que xk+i = xl+i para todo i = 1, 2, 3, . . ..
Supondo, sem perda de generalidade, que k > l e tomando p := k − l,
obtemos a periodicidade desejada de x. Logo, para vermos que G é to-
pologicamente principal, basta vermos que as palavras não-periódicas
formam um subconjunto denso de X. Mas isto é claro, já que todo
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cilindro obviamente contém uma palavra não-periódica.
Concluímos que o grupóide G associado ao shift sobre o espaço de
Cantor é um grupóide (étale localmente compacto) minimal e topolo-
gicamente principal (ou efetivo). Para concluir que C∗(G) é simples,
precisamos ainda veriﬁcar C∗(G) ∼= C∗r (G). Infelizmente esta é uma
questão um pouco mais delicada e os detalhes fogem do escopo do tra-
balho. No entanto, vamos dar algumas ideias de como isto pode ser
demonstrado, indicando algumas referências que contém mais detalhes
sobre a prova completa deste fato. Ao mesmo tempo, aproveitamos
para introduzir um certo subgrupóide de G que revela uma boa parte
da estrutura de C∗(G). Este é o subgrupóide
R := {(x, 0, y) : σk(x) = σk(y) para algum k ≥ 0}.
É simples ver que R é, de fato, um subgrupóide de G. Escrevendo
triplas (x, 0, y) em R como pares (x, y), podemos também ver R como
o grupóide associado a relação de equivalência ∼ deﬁnida por x ∼ y
se σk(x) = σk(y) para algum k. A topologia de R não é a topologia
produto, mas sim a topologia do limite indutivo que se dá escrevendo
R como união dos subgrupóides:
Rk := {(x, y) ∈ X ×X : σk(x) = σk(y)}.
Em outras palavras, um subconjunto U de R é aberto se e somente se
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U ∩Rk é aberto em Rk para todo k, onde munimos Rk com a topologia
produto de X ×X. É possível mostrar que Rk e R são grupóides etále
(localmente compactos e Hausdorﬀ). Observe que todos os grupóides
Rk e R são principais (assim topologicamente principais), ou seja, todas
os grupos de isotropia são triviais. Nenhum dos grupóides Rk é minimal
pois a órbita de x ∈ X relativo ao grupóide Rk é
[x]Rk = {y : σk(x) = σk(y)},
e este é um subconjunto ﬁnito (com nk elementos), assim não pode ser
denso no espaço de Cantor. Assim podemos concluir que C∗(Rk) não
é simples. Apenas como informação, observamos que C∗(Rk) pode ser
identiﬁcada com a C∗-álgebraMnk(C(X)) das matrizes de tamanho nk
com entradas na C∗-álgebra C(X). Observe que esta álgebra possui, de
fato, vários ideais não-triviais, tais como os ideais da formaMnk(C0(U))
para U ⊂ X aberto. Por outro lado, o grupóide R é minimal. De fato,
a órbita de x relativo à R é
[x]R = {y : σk(x) = σk(y) para algum k ≥ 0} =
⋃
k
(σk)−1(σk(x))
e este é um subconjunto denso de X conforme mostra um argumento
análogo ao usado acima para a minimalidade de G. Mais ainda, pode-se
mostrar que todos os grupóides Rk e R são amenable. A razão para isto
é que os grupóides Rk provém de relações de equivalência próprias e o
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grupóide R provém de uma relação de equivalência approximadamente
própria, veja [20]. Tais grupóides são amenable, veja [4]. Em particular,
podemos já concluir neste ponto que C∗(R) é uma C∗-álgebra simples.
Como informação, observamos que C∗(R) pode ser identiﬁcada com
a C∗-álgebra UHF (ou álgebra de Glimm) de tipo n∞. Para n = 2
esta álgebra é também conhecida como CAR álgebra (de Canonical
Anticommutation Relation), um álgebra que tem origens na física.
Finalmente, para dar uma ideia da amenabilidade do nosso grupóide
original G, observamos que R e G se encaixam em uma sequência
exata de grupóides topológicos:
R ↪→ G→ Z,
onde a ﬂecha da direita denota o cociclo (funtor contínuo de G para
um grupo) canônico c : G → Z que manda uma tripla g = (x, n, y) ∈
G no número inteiro n := c(g) ∈ Z. O núcleo c−1(0) deste cociclo
é R e c possui certas propriedades especiais que permitem concluir
que G é amenable usando que R e Z são amenable (aqui Z é visto
como grupo aditivo; ele é abeliano e assim amenable, fato que pode ser
deduzido do teorema de ponto ﬁxo de Markov-Kakutani). Com efeito,
a amenabilidade de G segue do principal teorema em [12]. De fato,
por um argumento similar, este resultado implica a amenabilidade de
qualquer grupóide de Deaconu-Renault (não apenas o nosso grupóide
140
acima baseado no espaço de Cantor).
A conclusão de toda esta discussão é que a C∗-álgebra C∗(G) as-
sociada ao shift sobre o espaço de Cantor é simples. Pode-se mos-
trar que esta C∗-álgebra é isomorfa à C∗-álgebra de Cuntz On, in-
troduzida por Joachim Cuntz em 1977 em [11]; esta é, por deﬁnição,
a C∗-universal unital gerada por n isometrias S1, . . . , Sn satisfazendo
S1S
∗
1 + . . . SnS
∗
n = 1. Cuntz já mostrou em [11] que On é simples.
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