Abstract: We review the literature on approximate dynamic programming, with the goal of better understanding the theory behind practical algorithms for solving dynamic programs with continuous and vector-valued states and actions and complex information processes. We build on the literature that has addressed the well-known problem of multidimensional (and possibly continuous) states, and the extensive literature on model-free dynamic programming, which also assumes that the expectation in Bellman's equation cannot be computed. However, we point out complications that arise when the actions/controls are vector-valued and possibly continuous. We then describe some recent research by the authors on approximate policy iteration algorithms that offer convergence guarantees (with technical assumptions) for both parametric and nonparametric architectures for the value function.
Introduction
Dynamic programming has a rich history, with roots that span disciplines such as engineering and economics, computer science, and operations research, centered around the solution to a set of optimality equations that go under names like Bellman's equations, Hamilton-Jacobi equations, or the general purpose Hamilton-Jacobi-Bellman (HJB) equations. Perhaps the two most dominant lines of investigation assume either a) discrete states, discrete actions, and discrete time (most commonly found in operations research and computer science) or b) continuous states and actions, often in continuous time (most commonly found in engineering and economics). Discrete models are typically described using a discrete state S and action a, while continuous models are typically described using state x and control u.
If we use the language of discrete states and actions, Bellman's equation (as it is most commonly referred to in this community) would be written as
where C(S, a) is the expected reward if we are in state S and take action a, and p(s |s, a) is the one-step transition matrix. Equation (1) can be written equivalently in its expectation form as V (S) = max a∈A
C(S, a) + γEV (S ) .
A rich literature has grown around the solution to (1) , starting with the work of Bellman [1] , progressing through a series of notable contributions, particularly [2] , and [3] , which serve as a capstone summary of an extensive history of contributions to this field. In this problem class, solution algorithms depend on our ability to compute V (s) for each discrete state s ∈ S.
For many practical problems, the state variable is a vector. For discrete states, the size of the state space S grows exponentially with the number of dimensions, producing what is widely referred to as the 'curse of dimensionality' in dynamic programming. In fact, there are potentially three curses of dimensionality: the state space, the outcome space (hidden in the expectation in (2)), and the action space (the action a may also be a vector, complicating the search for the best action). The curse (or curses) of dimensionality is a direct byproduct of a desire to work with discrete representations, which are particularly easy to deal with on the computer.
In the engineering literature, the Hamilton-Jacobi equation is more typically written as (3) where P (x |x, u) is called the transition kernel, which gives the density of state x given we are in state x and apply control u. The control theory community often starts with the transition function
where w is a 'noise term' and S M ( · ) is the system model or transition function. For example, there are many problems in engineering where the transition function is linear and can be written as with a quadratic reward function that might be written as g(x, u) = u T Qu.
Such problems are referred to as linear, quadratic control, and lend themselves to analytic solutions or simple algebraic models (see [4, 5] ). Our presentation uses a merger of the two notational systems. We use x for the state and u for the decision, but V (x) for the value of being in state x, a decision we made because this paper is appearing in a control theory journal. We use C(x, u) as the reward (cost if we are minimizing) when we are in state x and apply decision u.
There are, of course, many problems where states and actions/controls are continuous, but where we lose the nice property of additive noise in the transition function or quadratic rewards. For example, if we are allocating resources such as energy, water, or money, the control u is a vector of flows of resources between supplies and demands (possibly through a network), subject to constraints on the availability of resources (such as water in the reservoir) and demands (such as the need for electricity). In this setting, randomness can appear in the constraint set and in the parameters in the objective function.
At the same time, we do not enjoy the discrete structure assumed in (1) , which otherwise does not make any assumption about problem structure but which is severely limited in its ability to handle vector-valued states, actions, or random information. For this reason, these two communities are seeing an unusual convergence toward approximation strategies that fall under names such as reinforcement learning (used in computer science), or approximate dynamic programming, used in operations research and increasingly in engineering (see, for example, Chapter 6 in [6] ). Other names are adaptive dynamic programming and neurodynamic programming. Often, cosmetic differences in names and notation hide more substantive differences in the characteristics of the problems being solved. In computer science, the vast majority of applications assume a relatively small number of discrete (or discretized) actions. In engineering, a control vector is generally continuous with a 'small' number of dimensions (e.g., less than 20). In operations research, decisions may be discrete or continuous but often have hundreds or thousands of dimensions (see http://www.castlelab.princeton.edu/wagner.htm for an illustration).
These efforts are focused on two complementary paths: approximating the value function or approximating the policy. If we are approximating the value function, we might write the policy π(x) as π(x) = arg max u∈U C(x, u) + γEV (f (x, u, w)) , (5) whereV (x ) is some sort of statistical approximation of the value of being in state x . For example, we might write the approximation in the form
where φ f (x), f ∈ F is a set of user-specified basis functions, and θ is a vector of regression parameters to be determined. There is a rich and growing literature where the value function is approximated using neural networks [7, 8] or a host of other statistical methods [9] . Alternatively, we might specify some functional form for π(x|θ) governed by a vector θ of tunable parameters. This problem is often written as
C(x t , π(x t )).
In theory, the policy can be the same as (5) , although more often it is given a specific functional form that captures the behavior of the problem. However, it is possible to approximate the policy using the same family of statistical techniques that are being used to approximate value functions (see [10∼12] ). This paper represents a modern survey of approximate dynamic programming and reinforcement learning, where we make an effort (albeit an imperfect one) of covering contributions from different communities. Our primary interest is in developing an understanding of the convergence theory of algorithms that are specifically designed for problems with multidimensional states and actions, and where the expectation cannot be computed exactly. The bulk of our survey is provided in Section 2. Then, we provide a summary of some recent algorithmic work aimed at this problem class. Section 3 provides some mathematical foundations for continuous Markov decision processes (MDPs). Section 4 then presents some recent work on algorithms specifically tailored to the challenges of multidimensional and continuous states, actions, and information.
Literature review
In this section, we survey stochastic algorithms with continuous function approximations from different communities including dynamic programming, reinforcement learning, and control. Each community has its unique perspective to solve stochastic optimization problems, generally motivated by specific problem classes. Some are designed to apply continuous function approximations to discrete problems, while others work for problems with continuous states and actions.
There are a number of dimensions to the general problem of finding optimal or near-optimal policies for sequential decision problems. Some of these include:
The choice of policies for choosing states, which can be divided between:
1) on-policy algorithms where the choice of the next state is determined by the estimation policy, which is being optimized, 2) off-policy algorithms that evaluate the estimation policy by using a sampling policy (or behavior policy) to determine the next state to visit.
This issue is often referred to as the exploration vs. exploitation problem in approximate dynamic programming, and it remains an active area of research.
Computing the expectation. Some algorithms assume known distribution (transition matrix) or computable expectation, while others use online Monte Carlo simulation to estimate the expectation.
Problem structure. Some algorithms assume special problem structures such as linear control and transition, quadratic rewards, and linear additive noise (sometimes Gaussian).
Approximation architecture. We can approximate the value function using lookup tables (discrete representation), parametric beliefs (e.g., basis functions), and various forms of nonparametric representations (neural networks, kernel regression, support vector machines, and hierarchical aggregation).
Performance guarantees. Some algorithms have convergence guarantees that are almost sure/with probability 1, in probability, in expectation, or provide performance bounds, while others provide good empirical performance without rigorous convergence support.
Given space constraints and the current level of maturity in the field, our review is necessarily incomplete. For a good introduction to the field from the perspective of computer science, we recommend reference [13] . Reference [7] and Chapter 6 in [4] provide a rigorous theoretical foundation. Reference [14] provides an introduction to ADP for an engineering audience with an emphasis on modeling and algorithms, with a presentation oriented toward complex problems. Reference [15] is a recent research monograph with numerous algorithms. References [16∼18] are excellent research monographs that are more oriented toward the optimization of simulation models, which is a closely related problem class.
Below we provide a summary of some of the research in this growing field, with the goal of touching on the major issues and algorithmic strategies that arise in the design of effective algorithms. 2.1 Early heuristic approximations for discrete problems We start with algorithms that are designed to solve discrete problems with continuous value function approximation (VFA). The use of compact representations in VFA can be traced to the origins of the field. Reference [19] first uses polynomial representations as a method for breaking the curse of dimensionality in the state space. Both [20] and [21] consider other compact representation methods such as replacement of state and action spaces with subsets. Reference [22] proposes using linear combinations of fixed sets of basis functions to approximate value functions. Both temporal difference (TD) learning in [23] and Q-learning in [24] consider various compact representations such as linear function approximation and artificial neural networks for dynamic programming. However, all these approaches are proposed as heuristics without rigorous convergence analysis, even though there were extraordinarily successful applications like the world-class backgammon player given in [25] and robot navigation given in [26] .
Feature-based function approximation
The first step to set up a rigorous framework combining dynamic programming and compact representations of value functions is given in [27] . Two types of feature-based value iteration algorithms are proposed. One is a variant of the value iteration algorithm that uses a lookup table at an aggregated level (a form of feature) rather than in the original state space. The other value iteration algorithm employs feature extraction and linear approximations with a fixed set of basis functions. Under rather strict technical assumptions on the feature mapping, reference [27] proves the convergence of the value iteration algorithm (not necessarily to the optimal value function unless it is spanned by the basis functions) and provides a bound on the quality of the resulting approximations compared with the optimal value function.
TD learning algorithms
Reference [27] develops a counter-example to illustrate that a simple combination of value iteration and linear approximation fitted using least squares might lead to divergence of the algorithm. As pointed out by Sutton, the counter-example fails to hold when an online state sampling scheme is employed. As a result, reference [28] considers an online TD learning TD(λ) algorithm using a linear-inthe-parameters model and continuous basis functions. The algorithm assumes a fixed policy, in which case the problem is reduced to a Markov chain. The convergence analysis is established on the assumption of a discrete state Markov chain, even though it is claimed that the proofs can be easily carried over to the continuous case.
Least-squares TD learning
Reference [29] combines a TD learning algorithm with linear function approximation and least-squares updating to build the least-squares TD (LSTD) algorithm for a fixed policy and proves almost sure convergence of the algorithm. It is argued that LSTD is superior to the conventional TD algorithm in terms of convergence properties for the following three reasons: 1) Tuning of step size parameters is not needed in LSTD, overcoming the well-known problem of slow convergence with a poor choice of step sizes; 2) LSTD produces faster convergence because samples are used more efficiently; and 3) LSTD is robust to the initial value of the parameter estimates and choice of basis functions, but TD using a stochastic gradient updating algorithm is not. Reference [30] generalizes the LSTD(λ) algorithm to arbitrary values of λ ∈ [0, 1]. Then, LSTD in [29] becomes a special case for λ = 0. At the other extreme of λ = 1, the algorithm is an incremental construction of supervised linear regression.
Least squares policy iteration
Motivated by the LSTD algorithm, reference [31] proposes the least squares policy iteration (LSPI) algorithm that combines VFA with linear architectures and approximate policy iteration. LSPI is presented as a model-free, offpolicy, offline approximate policy iteration algorithm for finite MDPs that uses LSTD-Q (a modified version of LSTD) to evaluate state-action Q-factors of a fixed policy, and a generic deterministic error bound of the approximate policy iteration as in [7] is provided as convergence support for the algorithm.
Representative policy iteration
Reference [32] extends the LSPI algorithm within a novel spectral framework called representative policy iteration (RPI). By representing a finite sample of state transitions induced by the MDP as an undirected graph, the algorithm automatically generates subspaces on which to project the orthonormal basis functions using spectral analysis of graph Laplacian operators. The algorithm provides a potential solution to one of the major open problems in approximate dynamic programming, which is feature (basis function) selection.
Off-policy TD learning
Reference [33] introduces an off-policy TD learning algorithm that is stable with linear function approximation using importance sampling. The algorithm converges almost surely given training under any -soft policy (Boltzmannn exploration). Reference [34] presents an off-policy TD algorithm, called gradient temporal-difference (GTD). The learning algorithm uses i.i.d. sampling of initial states combined with on-policy transitions to perform stochastic gradient descent and to update the VFA estimates. The algorithm converges almost surely to the same solution as conventional TD and LSTD with linear complexity.
Fitted TD learning
Reference [35] presents a convergent fitted TD learning (value iteration) algorithm with function approximations that are contraction mappings, such as k-nearest neighbor, linear interpolation, some types of splines, and local weighted average. Interestingly, linear regression and neural networks do not fall into this class, and they can in fact diverge. The main reason for divergence is the exaggeration feature that small local changes can lead to large global shifts of the approximation. Reference [36] proves a weaker convergece result (converge to a bounded region almost surely) for linear approximation algorithms such as SARSA(0) (a Q-learning-type algorithm presented in [37] ) and V (0) (a value-iteration-type algorithm introduced by [38] ).
Residual gradient algorithm
To overcome the instability of Q-learning or value iteration when implemented directly with a general function approximation, residual gradient algorithms, which perform gradient descent on the mean-squared Bellman residual rather than the value function or Q-function, are proposed in [39] . For a deterministic MDP, the change of weight w of the linear approximation is
where α n is the step size, C(x n , π(x n )) is the reward, V (x|w) is the value function for state x given weight vector w, and x = π(x) is the next state if we are following policy π. Convergence of the algorithms to a local minimum of the Bellman residual is guaranteed only for the deterministic case.
Bridge algorithm
Reference [40] describes the Bridge algorithm for TD learning applied to a fixed policy. The VFA is derived from linear combinations of a specified set of basis functions. Graphically, the algorithm uses a novel projection operator called B instead of the standard operator to 'build' a bridge across the hypothesized class of functions towards the optimal solution for VFA updates. The algorithm can be applied to any 'agnostically learnable' hypothesis class other than the class of linear combination of fixed basis functions, and it is provably convergent to an approximate global optimum given approximation error bounds. 2.6 State-action-reward-state-action (SARSA) updating SARSA is an algorithm whose name reflects the notation of reinforcement learning that is designed for discrete states and actions. Assume we are in state s, choose action a according to some policy (such as -greedy), observe a reward r and then the next state s , after which we again choose an action a based on the same policy. This is an on-policy (the value of being in state s is based on the same policy for choosing action a as we use to determine the action a out of the next state s ), convergent algorithm as long as the policy guarantees that each state is visited infinitely often. Reference [41] presents a model-free type of approximate policy iteration that combines online SARSA updates (see [42] ) with linear state-action Q-factor approximation for policy evaluation and uses a new policy improvement operator for policy improvement. Under certain technical assumptions on the policy improvement operator, the algorithm is provably convergent to a unique solution from any initial policy.
Linear quadratic regulation
In the 1990s, convergence proofs of dynamic programming algorithms were established for a special problem class with continuous states called linear quadratic regulation (LQR), which has been studied extensively in control theory. LQR is a control problem with linear dynamic transition and quadratic cost/reward function for continuous state and action spaces. What follows is a canonical form of LQR. The state system evolves as x t+1 = A t x t + B t u t + w t+1 , where w t is random at time t and the objective is to find an optimal control law minimizing the quadratic cost function:
where t is the time index, x t is the state vector of dimension n, u t is the control vector of dimension m, A t , B t , Q t , R t are matrices with appropriate dimensions, and w t s are independent random vectors with zero mean and finite variance and they do not depend on the state and control. Furthermore, Q t is assumed to be positive semidefinite and R t is positive definite so that the objective function is convex and a unique solution exists. One nice feature of the LQR-type problems is that they can be solved analytically using algebraic Riccati equations. However, computing these equations can be computationally challenging. In addition, many applications require a model-free setting with the ability to compute the control policy online. Under these circumstances, the transition matrices A, B and cost matrices Q, R are unknown, but rewards/penalties and state transitions can be directly observed from a physical process. As a result, recursive stochastic algorithms are proposed to find the optimal control, and we would expect that an approximation dynamic programming algorithm with quadratic basis functions would converge to the true value function and optimal control. However, such convergence results only exist for the deterministic case by Brandke and Landelius and for the stochastic case by [43] .
Bradtke's reinforcement learning algorithms
Reference [44] proposes two algorithms based on Qlearning to apply to deterministic infinite-horizon LQR problems (without the noise term w t in the transition). One resembles a policy iteration algorithm, while the other belongs to optimistic policy iteration or classic value iteration algorithm. Optimistic policy iteration, introduced in [45] , represents a form of partial policy evaluation. The policy iteration algorithm is provably convergent to the optimal control policy, but an example shows that the value iteration algorithm only converges locally.
For a deterministic LQR with fixed, stable policy π, as shown before, the value function has the form v
where K π is a positive semidefinite matrix. The Q-factor for a stable control policy π is defined to be
With straightforward computation, it can be written as
where
The quadratic function can be rewritten as a linear function, e.g., x Qx = Θ(Q) φ, where φ is the vector of quadratic basis functions and Θ(Q) is the corresponding parameter vector. Then, the recursive formula becomes
where [x, u] is a concatenation of x and u. With this formulation, the least-squares method can be applied to estimate θ π . Recursive least squares (RLS) is used in actual implementations since observations come sequentially and updates of parameters are also done sequentially. Reference [46] proved that starting with a stabilizing control and adding in a noise term to serve as a form of exploration (also known as persistent excitations), if a sufficiently accurate estimation of H π for policy π n is obtained before updating to an improved policy π n+1 , then the policy iteration algorithm is guaranteed to converge to the optimal control law π * . On the other hand, a numerical example with scalar state and action in [44] shows that the value iteration algorithm only converges locally. If the initial policy is set close enough to an unstable solution, the algorithm converges to the unstable solution. This is because the unstable initial policy is very likely to generate a concave quadratic function approximation rather than a convex one in successive estimation. As a result, the policy obtained using differentiation maximizes rather than minimizes the value function in LQR. Failure of convergence to the true optimal policy is no surprise, and the algorithm should converge to the optimal control law if the initial estimation of the value function is convex and the control policy is set accordingly. 2.7.2 Landelius' heuristic dynamic programming algorithms Reference [47] presents convergence analysis of several adaptive critic algorithms applied to LQR problems including heuristic dynamic programming (HDP, another name for approximate dynamic programming), dual heuristic programming (DHP, which works with derivatives of the value function instead), action-dependent HDP (ADHDP, another name for Q-learning), and action-dependent DHP (AD-DHP), which were first introduced by [48] . The one that is of the most interest to us is the HDP algorithm since it uses greedy iteration (value iteration) and it is supposed to provide faster convergence.
For an infinite horizon problem, reference [47] uses the following updating formula for the parameter matrix:
B K n A and 0 α < 1 is the fixed step size. Then, reference [47] transforms from matrix form to vector form by letting vec(K) be the vector formed by stacking columns of K. Then, letting k n = vec(K n ) and v n = vec(x n x n ), the updating rule becomes
. With this transformation, reference [47] is able to prove convergence of the algorithm. The basic difference between HDP and the Q-learning algorithm proposed in [44] is the parameter updating rule. Reference [44] uses RLS, while reference [47] uses a stochastic gradient method that may introduce a scaling problem.
Szita's stochastic algorithm
It seems reasonable to extend the two algorithms from the deterministic case to the stochastic case, but convergence for the stochastic gradient method is established in [43] only for the case of Gaussian noise that arises when observing the state, as is standard in many control theory applications. The state evolves as follows:
, where y t+1 is a noisy observation and w t+1 , ξ t+1 are uncorrelated, zero mean noise terms with covariance matrices C w and C ξ . The evolution of estimates of the state iŝ
The updating rule for the parameter matrix is essentially the same as the algorithm in [47] , but reference [43] uses the estimate of states and a stochastic step size. With the assumption that the state is bounded in expectation (equivalent to say that the state is bounded with high probability), reference [43] shows almost sure convergence of the algorithm. The proof relies heavily on the following lemma in [36] . Lemma 1 [36] Let J be a differentiable function, bounded below by J * , and let ∇J be Lipschitz continuous. Suppose the sequence satisfies w t+1 = w t + α t s t for a random vector s t independent of w t+1 , w t+2 , · · · . Suppose s t is a descent direction for J in the sense that
and α t satisfies α t > 0,
Here, reference [43] takes J(w) = 1 2 w − w * 2 and the same descent direction used in [47] . 2.7.4 Nonlinear HJB solution using approximate dynamic programming From a control theory perspective, reference [49] considers a value-iteration-based approximate dynamic programming algorithm without knowledge of the internal dynamics of the system. Under the assumption of exact updates of the value function and action, it is proven that the algorithm converges to the optimal control and the optimal value function that solves the HJB equation in infinite-horizon discrete-time nonlinear optimal control. The algorithm is often used with neural networks for approximation: one critic network to approximate the value function and another actor network to approximate the optimal control policy. Specifically, LQR is a special case of the exact solution assumption for the nonlinear systems and the algorithm returns zero approximation error.
Discrete-time linear quadratic zero-sum game
With a model-free setting, reference [50] proposes a Qlearning-type approximate dynamic programming (forward in time) algorithm to find the optimal solution to discretetime linear system quadratic zero-sum games (with continuous state and action spaces) related to the H-infinity optimal control problem. The algorithm adaptively trains the state-action Q-factor of the zero-sum game instead of the state value function forward in time using adaptive critic methods, and it is provably convergent to the equilibrium of the game. Reference [51] extends the work in [50] to two schemes: a) HDP to solve for value function and b) dual HDP to solve for the costate of the game.
Batch reinforcement learning
A series of papers [52∼55] derive finite-sample probably approximately correctness (PAC) bounds for batch reinforcement learning problems. These performance bounds depend on the mixing rate of the sample trajectory (which captures the degree to which the stochastic process moves between states while following a policy), the smoothness properties and controllability of the underlying MDP, the approximation power and capacity of the function approximation method used, the iteration counter of the policy improvement step, and the sample size for policy evaluation. With these properties, they show the algorithms produce near-optimal policies with high probability. More specifically, reference [54] presents a sampling-based fitted value iteration algorithm (a special form of approximate value iteration) for MDP problems with large-scale or continuous state spaces but finite action spaces in an offline setting where a known system model can generate sample transitions from any initial state for each possible action. At each time step, the Monte Carlo simulation is used to generate estimates of the optimal value function with a PAC bound that controls the approximation error.
Assuming a model-free setting, references [52, 53] consider a fitted policy iteration algorithm based on a single trajectory of following some fixed sampling policy (off-policy) to solve MDPs with continuous state space and finite action space. The algorithm provides a finite-sample, highprobability bound on the performance of the VFA capacity. In addition, it is shown that the algorithm is equivalent to LSPI if linear approximation is used. In order to handle problems with continuous actions, reference [55] steps forward to extend previous algorithms to a variant of fitted Q-iteration, in which policy improvement is done by maximizing the average action values in a restricted set of potential policies rather than selecting the greedy policy. By imposing regularity conditions on the action space, finitetime, high-probability performance bounds can be obtained for the algorithm.
Kernel-based reinforcement learning
Reference [56] presents a kernel-based approach to approximate the value function, avoiding the problem of designing basis functions. The algorithm progresses by approximating the transition probabilities for each action using Monte Carlo samples, limiting the idea to relatively small action spaces. Then, the optimal policy is found given this approximation using conventional contraction arguments.
The algorithm is provably convergent to a unique solution to an approximate Bellman's equation regardless of its initial values for a finite training data set of historical transitions. As the size of the transition data set goes to infinity, the approximate value function and approximate policy converge in probability to the optimal value function and optimal policy, respectively. Moreover, it is shown that the value function estimate of the limiting distribution is Gaussian with the kernel-based approach.
Reference [57] considers a kernelized version of LSPI in [31] , which applies the kernel RLS algorithm developed in [58] to LSTD-Q for approximating state-action Q-factors of a fixed policy. The kernel RLS algorithm is a nonlinear version of the RLS algorithm, which applies linear regression to a high-dimensional feature space induced by a Mercer kernel to recursively solve the nonlinear least-squares problem. To strike a balance between policy quality and learning efficiency, reference [57] uses approximate linear dependence developed in [58] for online sparsification by sequentially eliminating samples that can be well approximated by a linear span of other samples. A Kernel-based LSPI performs empirically better than LSPI in terms of learning efficiency and policy quality on typical nonlinear reinforcement learning tasks such as ship heading control and the inverted pendulum.
Reference [59] extends LSTD to the framework of a subspace-based variant least-squares support vector machine (LS-SVM) to handle online learning problems with a large training sample size and a sequential data process. Adapted from Gaussian process regression, the algorithm has only linear computational complexity compared to the original optimization problems of cubic complexity.
Reference [60] proposes another algorithm with online nonparametric approximation of the value function, called equigradient descent algorithm (EGD). It is a TD algorithm using kernel regression with least absolute shrinkage and selection operator (LASSO) for regularization, and the com-putational cost of the algorithm is kept reasonable.
References [?, 61] present an approximate policy iteration algorithm using support vector regression (SVR) for Bellman residual minimization at selected states. When the entire state space is sampled, the algorithm converges to the same result as exact policy iteration in the limit under certain conditions about the chosen feature mapping and the associated kernel function.
Reference [62] proposes a fitted Q-iteration algorithm that can be combined with either linear or nonlinear function approximation and uses L 2 regularization to control the complexity of the value function in problems with continuous state space. Reference [63] extends reference [62] to an approximate policy iteration algorithm that applies nonparametric methods with L 2 regularization to policy evaluation approaches such as Bellman residual minimization and LSTD. Finite-sample performance bounds are provided for both algorithms to show that the optimal rates of convergence can be achieved under the certain conditions.
Gaussian process models
Another nonparametric approach to optimal control problems is the Gaussian process model, in which value functions are modeled with Gaussian processes. For fixed policy evaluation, reference [64] presents the Gaussian process TD algorithm, which is a Bayesian approach to VFA with continuous state spaces. The algorithm imposes a Gaussian prior over value functions and assumes a Gaussian noise model. Then, it updates the posterior Gaussian process parameters using an online sparsification method. Reference [65] then extends GPTD in [64] to the framework of approximate policy iteration. Reference [66] introduces a Gaussian process dynamic programming (GPDP) algorithm. It is an approximate value iteration algorithm, which models value functions in the dynamic programming recursion with Gaussian processes. These GP algorithms have successful applications in complex nonlinear control problems without convergence guarantees.
Other convergent algorithms
Reference [67] proves convergence of policy iteration algorithms for average cost optimal control problems with unbounded cost and general state space. The algorithm assumes countable action space and requires exact computation of the expectation. With further assumptions of a cregular initial policy (a strong stability condition where c represents the cost function) and irreducibility of the state space, the algorithm generates a sequence of c-regular policies that converge to the optimal average cost policy.
One extension of the TD algorithm to the continuous domain can be found in [68, 69] , which show the convergence of a Q-learning algorithm with linear function approximation under a fixed learning policy for MDP problems with continuous state space but finite action space. Under strong technical conditions on the structure of basis functions, reference [68] proves almost sure convergence of Q-learning used with linear function approximation. Reference [69] shows convergence with probability 1 of Q-learning and SARSA algorithms with linear approximation under strong assumptions on the sampling policy.
Examples of divergence
Value iteration-type algorithms with linear function approximation can fail to converge. Reference [70] describes a counter-example of TD(0) algorithm with stochastic gradient updating for the parameters. It is shown that the algorithm converges but can generate a poor approximation of the optimal value function in terms of Euclidean distance. Reference [27] presents a similar counter-example as in [70] but with a least-squares updating rule for the parameter estimates, in which case divergence happens even when the optimal value function can be perfectly represented by the linear approximator. Reference [71] illustrates that divergent behavior occurs for value iteration algorithms with a variety of function approximation techniques such as polynomial regression, back-propagation, and local weighted regression when the algorithm is applied to simple nonlinear problems.
Continuous-time algorithms
With respect to the timescale of control input signals being sent to the system, the control community often distinguishes algorithms between discrete-time and continuoustime. However, continuous-time algorithms are out of the scope of this paper and interested readers can find details of the algorithms in the references [72∼77].
Mathematical foundations for continuous MDPs
We begin by defining the MDP and the idea of postdecision states, which we use to avoid the imbedded expectation within the minimization operator. We then describe some important properties of MDPs with continuous states, and close with a brief introduction to policy iteration, which we use as the basis for our work.
We use as our basic model the MDP described in the introduction, where Bellman's equation is given by
For infinite horizon problems, we simply drop the time index throughout, recognizing that W is a random variable at time t. The following two assumptions on MDPs are imposed to facilitate convergence analysis. Assumption 1 The state space X , the decision space U, and the outcome space W are convex, compact, and Borel subsets of R m , R n , and R l , respectively. Assumption 2 The contribution function C, the state transition function S M , and the transition probability density function Q : X × U × W → R + are all continuous.
Post-decision state variable
In order to avoid computing the expectation within the Bellman's equation directly, we use the idea of the postdecision state (see [78, 79] , also known as end-of-state [80] and after-state [42] ). The transition function (8) is broken into the two steps:
x u t denotes the post-decision state immediately after a decision is made. To illustrate, take a simple reservoir management problem for example. Let x t be the water supply at time t, u t be how much to release or store, and W t+1 be random precipitation. Then, using post-decision states, the state transition becomes
. Constructing a post-decision state typically reflects the structure of the problem. We might be traversing a graph, where when we arrive at a nice i, we are able to see sample realizations of costs c ij on links emanating from node i. The pre-decision state would be x t = (i, (c ij ) j ), consisting of the current node (node i) and the costs on links emanating from node i. If we decide to go to node k, the post-decision state would be x u t = k, since we have not actually arrived at node k, and have not observed the costs out of k. Another form of post-decision state is x u t = (x t , u t ) (which is what is done with Q-learning), but if u t is vector-valued, the resulting state variable becomes much more difficult to work with. See Chapters 4 and 5 in [14] for more thorough discussions of the concept of post-decision states.
Let the post-decision state space denote X u and the postdecision value function V (x t ) = max
The Bellman's equation of post-decision value function is
For a fixed policy, the MDP becomes a Markov chain on the post-decision states. The Bellman's equation (13) for the post-decision state is
where V π is the policy value funcion, P π ( ·, · ) is the transition probability function of the chain,
Q-learning is often used to approximate the Q-factor Q(x, u) around the state-action pair, which is impractical for high-dimensional applications. With post-decision states, instead of approximating Q(x, u), we only have to approximate V u (x u ), which for most applications is much easier. It reduces complexity significantly because the postdecision state is often of much smaller dimensions than the state-action pair.
Markov chains with continuous state space
Classic approximate dynamic programming methods for discrete states can generally be applied to continuous states without modification, but the proofs can be considerably more intricate. Stability of the underlying process is critical in the convergence analysis of any stochastic algorithms. The underlying stochastic process becomes a Markov chain for fixed policy evaluation. The following definitions related to positive Harris chains are helpful in convergence analysis with Monte Carlo sampling because the well-known strong law of large numbers [81] can be applied.
Definition 1 (ψ-irreducibility) For any measure ϕ, a Markov chain Φ on state space X is called ϕ-irreducible if there exists a measure ϕ on B(X ) such that whenever ϕ(A) > 0 for A ∈ B(X ), we have P x {Φ ever enters A} > 0, ∀x ∈ X , where P x denotes the conditional probability on the event that the chain starts in state x. Let ψ be the maximal irreducibility measure among such measures, and the chain is called ψ-irreducible (For the existence of ψ, see Proposition
of [81]).
Definition 2 (Invariant measure) Let P ( ·, · ) be the transition kernel of a chain Φ on the state space X . A σ-finite measure μ on B(X ) with the property
will be called invariant.
Definition 3 (Positive Harris chain) The set A ∈ B(X ) is called Harris recurrent if
P x {Φ ∈ A infinitely often} = 1, ∀x ∈ X . A chain Φ is called Harris (recurrent) if it is ψ-irreducible, admits an invariant probability measure μ and every set in
is Harris recurrent.
Policy iteration
The new algorithms we present below are all variations of policy iteration, which typically consists of two steps: fixed policy evaluation and policy improvement. The convergence result of the exact policy iteration algorithm is well known (e.g., see [82] ). However, policy evaluation can rarely be achieved exactly, so approximate policy iteration, in which the policy evaluation is done approximately, is often used in practice. Approximate policy iteration achieves a statistical estimate (possibly biased) of the true value function of the policy based on the sample trajectory of the chain by following a policy. Given a compact state space with the sup norm · ∞ defined for continuous functions, reference [83] proves mean convergence of approximate policy iteration in the following theorem, which is the foundation for the convergence analysis of all the variations. The proof is an extension of error bounds for approximate policy iteration with discrete and deterministic VFAs in [7] .
Theorem 1 (Mean convergence of approximate policy iteration) Let (π i ) n i=0 be the sequence of policies generated by an approximate policy iteration algorithm and (Vπ i ) n i=0
be the corresponding approximate policy value functions.
Further assume that, for each fixed policyπ n , the MDP is reduced to a Markov chain that admits an invariant probability measure μπ n . Let { n } and {δ n } be positive scalars that bound the mean errors in approximations to value functions and policies (over all iterations), respectively, that is, ∀n ∈ N,
Suppose the sequences { n } and {δ n } converge to 0 and
Then, this sequence eventually produces policies whose performance converges to the optimal performance in the mean: lim n→∞ E μπn Vπn − V * ∞ = 0.
Algorithms for multidimensional continuous MDPs
In this section, we propose algorithms that are specifically designed for problems with multidimensional and continuous states and actions, and where the expectations cannot be computed exactly. The algorithms use both parametric and nonparametric architectures. We also use on-policy learning, since off-policy sampling strategies can be impractical for multidimensional and continuous action spaces.
The details of the convergence analysis can be found in [83, 84] . We start with the preliminaries that are crucial for understanding the algorithms. 4.1 RLS approximate policy iteration with known basis functions Reference [83] extends the off-policy LSPI introduced by [31] to an online, on-policy RLS approximate policy iteration (RLSAPI) algorithm, which is summarized in Table 1 . LSTD by [7] is used to combine linear VFA with approximate policy iteration for policy evaluation. Instead of working with the state-action Q-factor as in LSPI, RLSAPI applies LSTD to approximate the value functions around the post-decision state to avoid the computation of the expectation. Furthermore, RLSAPI extends LSTD to the continuous problem class and solves the identification problem for parameter convergence with continuous states. RLSAPI is able to handle continuous (and vector-valued) states and actions as long as we have an algorithm that will solve the deterministic optimization problem. Table 1 Infinite-horizon approximate policy iteration algorithm with RLS method [83] .
Step 0 Initialization:
Set the initial values of the value function parametersθ0; Set the initial policy π1(x) = arg max
Set the iteration counter n = 1. Step 3 Update the parameter and the policyθn+1 =θn,M , πn+1(x) = arg max
Step 4 Return the policy πN+1 and parametersθN .
To prove convergence and simplify the policy improvement, the following assumption on the policy value function is proposed.
Assumption 3 Assume that the policy value function for a fixed policy π is continuous with a linear architecture, i.e.,
is the vector of basis functions of dimension F = |F| and f ∈ F (F denotes the set of features or basis functions).
The key step in RLSAPI is LSTD for policy evaluation. Reference [83] follows [29] to use the error-in-variable linear regression for parameter estimates. Rearranged from Bellman's equation
Rearranging terms, this can be written as
where φ(x) T θ * is the true value function of following the fixed policy π, P π ( ·, · ) is the transition probability function of the chain, C π ( ·, · ) is the stochastic reward function with
, and X π is the post-decision state space by following policy π. Then, the estimate of θ * using m samples is
) denotes the ith observation of the reward.
Convergence of LSTD requires stability of the underlying Markov chain of a fixed policy π. If a chain is positive Harris recurrent, the invariant measure μ π satisfies the stability requirement. Unlike discrete states with a lookup table rep-resentation, where we have to guarantee that we visit every state infinitely often, with basis functions, we only need to ensure that we visit enough states often enough that we can identify the parameter vector θ.
Owing to the assumptions on the state space and transition functions, it suffices to have a ψ-irreducible Markov chain. Hence, the following assumption on the underlying system is imposed.
Assumption 4 Assume that, for all π ∈ Π, the MDP is reduced to a ψ-irreducible Markov chain Φ π with state space X π and the support of ψ has nonempty interior.
Convergence of RLSAPI is fully determined by the convergence of LSTD for policy evaluation. The following theorem illustrates the details.
Theorem 2 (Convergence in the mean of RLSAPI) Under Assumptions 1, 2, and 4, suppose that for any policy π ∈ Π the policy value function V π satisfies Assumption 3 with known basis functions that are either linearly independent (with invertible correlation matrix) or orthonormal with respect to the invariant measure μ π . Then, LSTD for policy evaluation converges μ π -almost surely and Theorem 1 holds for RLSAPI.
Note that RLSAPI does not have any explicit exploration policy. Instead, it simply assumes that there is a density μ π giving the likelihood of visiting each state, which has certain properties. If we assume that a value function is perfectly modeled by a given set of basis functions, exploration is less important. The real issue is identification. Are we visiting enough different states to statistically identify θ? A careful exploration policy, however, can influence the rate of convergence, just as it is easier to fit the slope of a linear function when we measure covariates that are far from the center.
If the basis functions do not capture the function perfectly, then the right choice of θ depends on the probability we will visit different states. Of course, the likelihood that we will visit different states depends on our policy, which in turn depends on the VFA. It is precisely this circular dependence that complicates the identification of optimal policies in approximate dynamic programming. We circumvent this issue with our assumption of an invariant probability measure. This is not a major assumption if our basis functions capture the optimal value function, but becomes more of an issue when the accuracy of our approximation degrades. 4.2 Recursive LSPI policy iteration with Mercer kernels Using an idea similar to [57] , reference [84] presents a kernelized version of the RLS approximate policy algorithm (KRLSAPI) using the post-decision state value function instead of the state-action Q-factor. In order to apply LSTD with nonlinear function approximation, the Mercer kernel trick, which is stated in the following theorem, is applied to convert a nonlinear architecture to a linear architecture (specifically, linear in the parameters). As a result, the algorithm can be shown to be convergent using similar proof techniques for algorithms with linear function approximation.
Theorem 3 (Mercer's theorem) Let S be a measurable space and the kernel K be a positive and semidefinite function, i.e., The algorithm transforms the original nonlinear function space into a higher-dimensional inner product feature space F, so that linear algorithms such as LSTD can be subsequently applied for estimation. However, the dot products between two vectors of feature function φ, which is necessary for parameter estimates, are replaced with the kernel function in the implementation of the algorithm, so the feature vectors do not need to be explicitly calculated. This gives us the attractive capability that infinite-dimensional feature spaces (imagine very high-dimensional polynomial basis functions) can be represented without explicitly calculating these features.
More specifically, for policy evaluation, KRLSAPI uses KLSTD, which maps the nonlinear LSTD function space to a high-dimensional feature space F. Denote the mapping associated with the feature space F to be φ : 
Then, the least-squares regression equation for KLSTD becomes
is the ith observation of the contribution and i is the noise for each time step. The singlestep regression function is
Since all the inner products in the feature space can be replaced with kernel function K(x, y) = φ(x), φ(y) due to the kernel trick, by multiplying Φ m on both sides of the previous equation, the least-squares regression function be-
Then, the parameter estimates can be computed recursively as follows:
Like other policy iteration algorithms, after each policy evaluation step, KRLSAPI makes incremental policy improvements until the optimal policy is reached. It is worth noting that the automatic feature generation property of KRLSAPI provides a solution to the feature selection problem of the LSPI algorithm. The details of the KRLSAPI algorithm are illustrated in Table 2 . Table 2 Infinite-horizon kernel-based approximate policy iteration algorithm with least-squares method [84] .
Step 0 Step 3 Update the parameter and the policy:
Step 4 Return the policy π N t and parametersβ N .
For convergence analysis, we use the notion of a reproducing kernel Hilbert space (RKHS). There is a Hilbert space H K associated with each positive semidefinite kernel function K, and H K is a vector space containing all linear combinations of the functions
and the norm is f H K = f, f . The following assumption on the policy space Π is imposed for convergence analysis purpose.
Assumption 5 Assume that the policy value function for any fixed policy π ∈ Π is in the RKHS H K . This is a much weaker assumption than if we required a value function to be in the space spanned by a fixed set of basis functions. Convergence of KLSTD combined with the approximation errors of both policy evaluation and policy improvement determines the convergence of KRLSAPI, and Theorem 4 states the details of the convergence results.
Theorem 4 (Mean convergence of KRLSAPI [84] ) Suppose Assumptions 1, 2, and 5 hold and the Markov chain around the post-decision states following any fixed policy π ∈ Π is a positive Harris chain having transition kernel P π (x, dy) and invariant probability measure μ π . Further assume the policy value function V π is in the RKHS H K with the kernel function K being C ∞ and
and Theorem 1 holds for the KRLSAPI algorithm in Table  2 .
The algorithm in Table 2 requires high computational and memory capacity in implementation since all past samples have to be stored. Kernel sparsification procedures can be applied to deal with this problem, including approximate linear dependence developed in [57, 58] for online sparsification, subspace-based variant of LS-SVM by [59] ; Bellman residual minimization methods and SVR by [61] ; LASSO L 1 regularization by [60] ; and L 2 regularization by [62, 63] . 4.3 Approximate policy iteration with kernel smoothing Reference [84] extends the kernel-based value iteration algorithm for continuous MDPs by [56] to an online, onpolicy approximate policy iteration algorithm by avoiding two major limitations in [56] : the requirement of a finite ac-tion space and the need for an off-policy, offline uniform sampling scheme. We caution the reader that we avoid the need for an offline uniform sampling scheme by introducing a technical assumption on the behavior of the Markov process for a fixed policy.
It starts with a random approximation of the fixed-policy Bellman operatorM π m from a sample trajectory:
and ( 
Then, the function estimates are extrapolated to the points (that are not in the sample)
The details of the algorithm are illustrated in Table 3 . Table 3 Infinite-horizon kernel-based approximate policy iteration algorithm [84] .
Set the initial policy π0; Set the kernel function K; Set the iteration counter n = 0. 
Step 3 Letv
Step 4 Update the policy: πn+1(x) = arg max
Step 5 Return the policy πN+1.
Under the following additional technical assumptions on state space, reward function, kernel, and the underlying Markov chain, the algorithm is convergent in mean.
is a jointly Lipschitz continuous function of x and y, i.e., there exists a
c) The kernel function
and K is the completion of K + on R. d) For each policy π ∈ Π, the invariant probability measure μ π is absolutely continuous with respect to the Lebesgue measure λ and
In other words, the invariant probability measure μ π has a continuous density function f π such that f π is bounded from above and away from 0 on S π .
It is worth noting that the assumption of the post-decision state space being 
and Theorem 1 applies to the kernel-based approximate algorithm in Table 3 .
There is a trade-off between the convergence performance of the algorithm and the sample efficiency. The matrix inversion in Step 2 of the algorithm requires O(m 3 ) computational complexity, which causes difficulty if a large sample is used to ensure convergence performance. Hence, reference [84] proposes a hybrid value/policy iteration algorithm, which is illustrated in Table 4 . It is called hybrid because a value iteration type updating (O(m 2 ) computational complexity) is applied to policy evaluation. In matrix notation, the updating iŝ Since the random operatorM π has the contraction property, the Banach fixed point theorem guarantees the convergence of the updating in (22) to a unique fixed point solution satisfying equation (18) , which is justV π m . Hence, Theorem 6 states that, under the same set of conditions, the hybrid algorithm in Table 4 is convergent in mean as well.
Theorem 6 (Convergence in mean of the hybrid kernel-based API) Suppose the assumptions in Theorem 5 hold. Theorem 1 applies to the hybrid kernel-based approximate algorithm in Table 4 with policy evaluation stopping criterion satisfies Table 4 Infinite-horizon kernel-based hybrid value/policy iteration algorithm [84] .
Step 0 Initialization: Set the initial policy π0; Set the kernel function K; Set the iteration counter n = 0. 
4.4 Kernel-based policy iteration with finite horizon approximation Reference [84] proposes an approximate policy iteration algorithm using kernel smoothing and fixed horizon rewards (KSFHRAPI) with details illustrated in Table 5 . The basic idea behind the algorithm is very straightforward. It applies kernel smoothing techniques to finite horizon rewards to approximate policy value function for the infinite horizon problems. More specifically, the infinite horizon postdecision policy value function V π is approximated with the kth finite horizon policy value function
Since the problem class is modeled as discounted MDPs, for each > 0, there exists k ∈ N such that for all x ∈ X π ,
where C max is an upper bound on the contribution function C π . As a result, the post-decision policy value function can be approximated arbitrarily close using the finite-horizon counterpart. Then, this algorithm naturally lends itself to different kernel smoothing techniques such as NadarayaWatson estimate and local polynomial regression (either recursive or nonrecursive) to estimate the VFA with data structure (x i , y i ) where
KSFHRAPI is provably convergent in mean. For analysis purpose, the generic form of the kernel smoothing estimates for VFA is considered
where h is a bandwidth and K : R d → R is a kernel function. This generic form admits Nadaraya-Watson estimators of the regression function and local polynomial estimators with a proper choice of the kernel function K. To show convergence of the algorithm, the kernel smoothing techniques with strong uniform convergence are favored. Due to the dependence structure in the data of MDPs, some technical assumptions, which are listed below, have to be imposed on kernel functions and data structure. Table 5 Infinite horizon approximate policy iteration algorithm using kernel smoothing and fixed horizon rewards [84] .
Set the initial policy π0 and the iteration counter n = 0; Set the kernel function K and fixed horizon number k.
Step 1 
Draw randomly or observe W m+k+1 from the process, Set u
Apply kernel sparsification approach and compute kernel estimatef Step 3 Update the policy:
Step 4 Return the policy πN+1. 
Assumption 9
The Markov chain X π satisfies the strong Doeblin condition: there exist n > 1 and ρ ∈ (0, 1) such that p n (y|x) ρf (y) where f is the invariant density of the chain and p n (y|x) is the nth transition density defined as p n (y|x) = X π p(y|z)p n−1 (z|x)dz (27) for n = 1, 2, · · · . The transition density p(y|x) is r 1 times differentiable with ∂ r ∂y r p(y|x) being uniformly continuous for all x. x q f (y) is bounded for some q d.
Assumptions 7 states that the kernel function K is bounded, integrable, and smooth. Assumptions 8 and 9 are alternatives of one another depending on the applications. Assumption 8 is applied to stationary data (the chain can be initialized at their invariant distribution), while Assumption 9 is considered for the chains initialized at some fixed state or some arbitrary distribution (nonstationary data). With the assumptions, it is ready to state the convergence result.
Theorem 7 (Convergence in mean of KSFHRAPI [84] ) Suppose for all policy π ∈ Π, Assumptions 7 and either 8 or 9 hold. Let the data (X, Y ) be of the form as in equation (25), V π k (x) be defined in equation (24) and V π k defined in the same way asm in equation (26) . Then, sup x |V π k (x) − V π k (x)| → 0 almost surely and Theorem 1 applies to the kernel-based approximate policy iteration algorithm with finite horizon approximation in Table 5 .
The situation of sequential sample observations over time arises naturally in MDPs. Therefore, recursive regression estimation is more favorable than nonrecursive smoothing. Moreover, recursive estimates have the advantage of being less computationally demanding with lower memory requirements, since the estimate updates do not involve matrix inversion and are independent of the previous sample size. The KSFHRAPI algorithm is ready to incorporate a variety of recursive kernel smoothing techniques including the Robbins-Monro procedure by [86] and recursive local polynomials by [87] .
Kernel-based policies and exploration
We made the argument that exploration is not a major issue if we use a parametric representation of the value func-tion and if this representation accurately captures the optimal value function. Using kernel regression, we can no longer make the same argument, since kernels allow us to capture functions exactly by only using local information. Observing the value of being in state s tells us nothing about the value of being in state s if s and s are far apart.
Our convergence proof using a kernel-based policy appears to again avoid the need for any explicit exploration policy. We accomplished this by assuming that the strong Doeblin condition holds, which is comparable to assuming that a policy is ergodic. We anticipate that this may not hold in practice, and even if it does, we may see slow convergence. The strength of kernel regression, which is its use of local information to build up the approximation, is also its weakness, in that we learn much less about the function from a few observations. Compare this to problems with discrete states, where observations about one state teach us nothing about the value of another state. For this reason, we anticipate that some form of explicit exploration will be needed.
The reinforcement learning community has long used various exploration heuristics (see Chapter 10 in [14] ). Perhaps the most popular is epsilon-greedy, where with probability we choose an action at random (exploration), while with probability 1 − we choose what appears to be the best action. Of course, such strategies cannot be applied to problems with vector-valued, continuous actions.
A common strategy with continuous actions is to simply add a noise term of some sort to what appears to be the optimal action. Ignoring the lack of any theoretical guarantees, such a strategy can become hard to apply to problems with vector-valued controls. The real problem is the sheer size of both the state space and the control space for these problems. If you are going to run an algorithm for 1000 iterations, 1000 random samples of, say, a 100-dimensional state or control space provide very little information locally about a function. Needless to say, research is needed in this area. As of this writing, there is very little in the way of principled approaches to exploration in dynamic programming even for problems with discrete actions.
Conclusions
In this paper, we reviewed many stochastic algorithms with continuous VFA from different perspectives of the algorithms: linear and nonlinear approximation, discrete and continuous application, online and offline, on-policy and off-policy, algorithm types (fixed policy, policy iteration, and value iteration), computable expectation, and special problem structures such as linear transition, quadratic rewards, and linear additive noises. Some of the algorithms are provably convergent (in different ways, such as with probability 1, in probability, and in expectation), while others perform nicely in practice without rigorous convergence guarantees.
We also presented several online, on-policy approximate policy iteration algorithms: parametric models with linear architectures and nonparametric approximations using kernel regression. These algorithms are all provably convergent in mean under a variety of technical assumptions. Approximations with linear architectures work fine if they accurately approximate the problem, but they introduce the challenge of choosing the proper features (basis functions). Kernel-based approximations perform better for nonlinear problems but they suffer from scaling problem and may be slow for high-dimensional applications. Hence, kernel sparsification and methods that adjust the importance of different dimensions are necessary to cope with the curse of dimensionality.
