It has become an increasingly common practice for scientists in modern science and engineering to collect samples of multiple network data in which a network serves as a basic data object. The increasing prevalence of multiple network data calls for developments of models and theories that can deal with inference problems for populations of networks. In this work, we propose a general procedure for hypothesis testing of networks and in particular, for differentiating distributions of two samples of networks. We consider a very general framework which allows us to perform tests on large and sparse networks. Our contribution is two-fold: (1) We propose a test statistics based on the singular value of a generalized Wigner matrix. The asymptotic null distribution of the statistics is shown to follow the Tracy-Widom distribution as the number of nodes tends to infinity. The test also yields asymptotic power guarantee with the power tending to one under the alternative;
characterization of space of all unlabeled networks which serves as the foundation for inference based on Fréchet mean of networks. In addition, [34] provides a general framework for clustering network objects. [15] proposes a Bayesian nonparametric model for modeling the populations of networks.
One of commonly encountered problems for inference of populations of networks is hypothesis testing which has significant applications, but remains largely understudied especially for large networks. Among the few existing work in the literature, besides [22] as mentioned above, [39] carries out hypothesis tests using random dot product graph model via adjacency spectral embedding. [20] proposes two test statistics based on estimates of the Frobenius norm and spectral norm between link probability matrices of the two samples, the key challenge of which lies in choosing a threshold for the test statistics. [21] uses the same statistics as [20] and proves asymptotic normality for the statistics. [21] further proposes a test statistics based on the extreme eigenvalues of a scaled and centralized matrix and proves that this new statistics asymptotically follows the Tracy-Widom law [41] . Most of the literature, however, focuses on the case where the number of nodes for each network is fixed, which greatly limits the scope of inference.
The initial focus of our work is on hypothesis testing for two samples of networks including large and sparse networks. We propose a very intuitive testing statistics which yields theoretical guarantees. More specifically, we prove that its asymptotic null distribution follows the Tracy-Widom distribution and the asymptotic power tends to 1 under the alternative. One of the appealing features of our approach is that our tests adopt a very general framework in which the number of the nodes are allowed to grow to infinity, while most of the existing methods assume that the number of the nodes are fixed, which is not always a practical assumption since many modern networks are often large and sparse. We then adapt our test statistics for a change-point detection procedure in dynamic networks and prove its consistency in detecting change-points. We provide a principled method for selecting the threshold level in the change-point detection procedure based on the asymptotic distribution of the testing statistics and the threshold is allowed to vary with time. This is appealing comparing to many existing change-point detection approaches which either require a cross-validation for selecting the threshold or a careful tuning of the parameters. Extensive simulation studies and two real data analyses demonstrate the superior performance of our procedure in comparing with others in both tasks.
The paper is organized as follows. In Section 2, we propose a testing statistics and throughly study its asymptotic properties. Section 3 is devoted to a change-point detection procedure for dynamic networks by adapting the testing statistics derived in Section 2. Simulation studies are carried out in Section 4 and real data examples are presented in Section 5. Technical proofs can be found in the supplementary material.
2. Two-sample hypothesis testing for networks 2.1. Problem setup and some existing tests. We first introduce some notations that will be used throughout the paper. For a set N , |N | denotes its cardinality. T W 1 denotes the Tracy-Widom distribution with index 1. χ 2 (n) denotes the Chi-squared distribution with n degrees of freedom and χ 2 α (n) corresponds to its αth upper quantile for α ∈ (0, 1). For a square matrix B ∈ R n×n , B ij denotes its (i, j) entry and B i· is the ith row of B. Given two vectors a and b, a, b denotes their inner product. For a symmetric matrix B ∈ R n×n , λ j (B) denotes its jth largest eigenvalue, ordered as λ 1 (B) ≥ λ 2 (B) ≥ . . . ≥ λ n (B), σ 1 (B) is the largest singular value, and B is the matrix norm of B. Write X n X if a sequence of random variables {X n } ∞ n=1 converges in distribution to random variable X. x denotes the largest integer but no greater than x ∈ R. For two sequences of real numbers {x n } and {y n }, we have the following notations: We consider two samples of networks with n nodes and sample sizes m 1 and m 2 respectively. More specifically, we assume one observes symmetric binary adjacency matrices A
that are generated from symmetric link probability matrix P 1 with A (k) 1,ij ∼ Bernoulli(P 1,ij ), k = 1, 2, . . . , m 1 , i, j = 1, 2, . . . , n, and another sample of adjacency matrices A (1) 2 , . . . , A (m2) 2 generated from the same model with link probability matrix P 2 . Our goal is to test whether the two samples of networks have same graph structure or not, which is equivalent to testing:
For the case of m 1 = m 2 = 1 and a fixed n, [39] focuses on random dot product graphs by applying the adjacency spectral embedding, whereas [21] focuses on the inhomogeneous Erdős-Rényi graphs and proposes a test based on eigenvalues.
For the case of large m 1 , m 2 and again a fixed number of nodes n, [22] proposes a χ 2 -type test based on a geometric characterization of the space of graph Laplacians and a notion of Fréchet means [19, 5] . As a simplification of the statistics in [22] , [21] sets m 1 = m 2 = m and obtains the test statistics as follows: (2.1)
We call this method χ 2 -type test.
The case of large n and fixed m 1 and m 2 is one of the likely scenarios in practice and is thus perhaps more interesting. [21] uses the same statistics as [20] as follows:
[21] proves the asymptotic normality of T f ro as n → ∞. We refer this method to N -type test.
2.2.
Proposed test statistics. In proposing our test statistics, we consider a very general setting in which the number of nodes can grow to infinity instead of being fixed unlike most of the existing literature, and the sample sizes m 1 and m 2 grow in an appropriate rate with n which can be small or large. We first introduce the centralized and re-scaled matrix Z with entries given as follows:
u,ij with u = 1, 2 and i, j = 1, . . . , n. The matrix Z involves unknown link probability matrices P 1 and P 2 thus can not be directly used as a test statistics. As an alternative, one can choose some appropriate plugin estimates for P 1 and P 2 , and some of these estimates attain good properties for the resulting tests as we will see in the following discussions.
DenoteP 1 andP 2 as some plugin estimators of P 1 and P 2 respectively, then the empirical standardized matrixẐ of Z can be written with entries aŝ
. . , n.
(2.4)
We propose to use the largest singular value ofẐ, after suitable shifting and scaling, as our test statistics:
Given a significance level α ∈ (0, 1), the rejection region Q for H 0 in test (A1) is
where τ α/2 is the corresponding α/2 upper quantile of T W 1 . We then have the following results. be a sample of networks generated from a link probability matrix P 1 with n nodes, and A (1) 2 , . . . , A (m2) 2 be another sample generated from a link probability matrix P 2 with the same number of nodes. LetẐ be given as in (2.4) . Given some estimated matricesP u of P u , u = 1, 2, if sup i,j |P u,ij − P u,ij | = o P (n −2/3 ), then the following holds under the null hypothesis in (A1):
Remark 2.2. Theorem 2.1 is very general in the sense that it puts no structural conditions on the networks, nor does it impose any assumption on the type of estimates for P 1 and P 2 so long as they are estimated within o P (n −2/3 ) error.
The following corollaries prove asymptotic type I error control and asymptotic power for the rejection rule (2.6). 
Under the assumptions of Theorem 2.1, if P 1,ij and P 2,ij are such that n 2/3 {σ 1 (Z)− 4} ≥ ς n (1), then
Remark 2.5. The condition n 2/3 (σ 1 (Z) − 4) ≥ ς n (1) in Corollary 2.4 is imposed on the minimal signal level, which is very mild and can be met for most networks in practice.
2.3. MNBS based estimate. In this section, we discuss explicit estimates for the link probability matrices that can be used as the plugging estimates in the test statistics. Assume a link probability matrix P ∈ R n×n is generated by a graphon function f :
We first apply the modified neighborhood smoothing (MNBS) method proposed by [46] to estimate P and discuss the performance of the resulting test in our proposed method. The essential idea of the MNBS procedure consists of the following steps: Given a group of adjacency matrices A (1) , A (2) , . . . , A (m) generated from P , let A = Σ m k=1 A (k) /m, define the distance measure between nodes i and j as
q is set to be C log n/(n 1/2 ω), where C is some positive constant and ω = min{n 1/2 , (m log n) 1/2 }. Given the neighborhood N i for each node i, the link probability P ij between nodes i and j is estimated bỹ
In comparing with the neighborhood smoothing method proposed by [45] , the key idea is to employ the average network informationĀ and simultaneously shrink the neighborhood size (from C(log n/n) 1/2 to C log n/(n 1/2 ω)) to obtain an estimate with an improved rate. Based on MNBS, for the symmetric networks considered in this paper, we use symmetrized estimators of the link probability matrices P u , u = 1, 2, of the two groups of graphs aŝ
From Lemma 3.3 in [46] , we have
where B u is a global positive constant and ω u = min{n 1/2 , (m u log n) 1/2 } for u = 1, 2.
In the following theorem, we derive the asymptotic null distribution of our test statistics based on the MNBS estimator. be another sample of networks generated from a link probability matrix P 2 with a graphon function f 2 and the same number of nodes.Ẑ is a matrix defined in (2.4) andP u is the estimator of P u based on the MNBS method given in (2.9), u = 1, 2. Assume m u = O n (n αu ), ω u = min{n 1/2 , (m u log n) 1/2 }. If ω u = n 1/2 , α u ≥ 4/3, or ω u = (m log n) 1/2 , α u > 2/3, then the following holds:
(ii) Under the null hypothesis in (A1):
The corresponding asymptotic type I error control and power are the same as those in Corollaries 2.3 and 2.4.
In other words, the increasing speed of m u with nodes number n is allowed to be slower if n is large enough.
2.4.
Comparison of different estimators of link probability matrix. In addition to the MNBS based estimator for the link probability matrix, there are many other choices of estimators. In this subsection, we investigate the properties of the tests corresponding to various different estimators for the link probability matrix.
We first consider a different but natural and simple estimator of P u by using the average of all the adjacency matrices in the same group. We denote this method as AVG and the link probability matrix estimator asP AVG,u , which is actuallyĀ u .
It's not difficult to see that
by applying Bernstein's inequality. To guarantee the asymptotic T W 1 in (2.7), it requires that α u > 4/3. More specifically, the sample size m u needs to increase faster than nodes number n, so m u will exceed n eventually as n tends to infinity. Therefore, the AVG estimator will perform well if the sample size is large enough. However, this is hard to hold in reality especially when the size of the network is large. Usually, for most practical applications, m u is often small, whereas n can be moderate to large, in which case it would be more suitable to require m u to increase slower than n, which is covered in the MNBS based method in Theorem 2.6. We also consider an average estimator of P u based on the stochastic block model (SBM), which is similar in spirit to the estimator in [21] but with a different algorithm for estimating the communities. Our main idea can be summarized as follows: First, assume the graphs are SBMs, or approximate them with SBMs by a weaker version of Szemerédi's regularity lemma (see [33] ). Second, use one of the community detection algorithms such as the goodness-of-fit test proposed in [31] to estimate the number of the communitiesK u . Then perform clustering using for example the spectral clustering algorithm (see, e.g., [42] ) to obtain estimates of the membership vector g u ∈ {1, . . . ,K u } n as well as the community set B u,k = {i : 1 ≤ i ≤ n, g u,i = k}, k = 1, 2, . . . ,K u and g u,i is the ith element of g u . Subsequently, P u is approximated by a block matrixP SBM,u such thatP SBM,u,ij is the mean of the submatrix ofĀ u restricted to B u,i × B u,j .
Under the further assumption that each community has size at least proportional to n/K u , with K u the true community number, it can be seen that the error ofP SBM,u,ij is o P (K u m −1/2 u n −1 log n) [31] . This implies that only when K u = O n (n γu ), γ u < 1/3 + α u /2, the error condition in Theorem 2.1 holds. For large networks in practice, the number of communities can be very large therefore such a condition might be hard to satisfy. Moreover, due to the potential double estimation in the process (in estimating the number of communities as well as the community membership), it may bring large error to the final test statistics, especially when the SBM assumption is not valid.
Change-point detection in dynamic networks
We refer the two sample test based on asymptotic T W 1 we proposed in the previous section as T W 1 -type test. In this section, we adapt the T W 1 -type test to a procedure for change-point detection in dynamic networks, which is another important learning task in statistics and has received a great deal of recent attentions. Specifically, we examine a sequence of networks whose distributions may exhibit changes at some time epochs. Then, the problem is to determine the unknown change-points based on the observed sequence of network adjacency matrices. We refer our T W 1 based change-point detection as T W 1 -type change-point detection.
Assume the observed dynamic networks {A t } m t=1 are generated by a sequence of probability matrices
. . , m} be a collection of change-points and η 0 = 0, η J+1 = m, ordered as η 0 < η 1 < . . . < η J < η J+1 , such that P t = P (j) , t = η j−1 + 1, . . . , η j , j = 1, . . . , J + 1.
In other words, the change-points {η j } J j=1 divide the networks into J + 1 groups, the networks contained in the same group follows the same link probability matrix and P (j) is the link probability matrix of the jth segment satisfying P (j) = P (j+1) . Denote J = ∅ if J = 0. Now we apply our T W 1 -type test to a screening and thresholding algorithm that is commonly used in change-point detection, see [35, 47, 46] . The detection procedure is described as follows.
Define L = min 1≤j≤J+1 (η j − η j−1 ), which is the minimum segment length. Set a screening window size h m and h < L/2.
respectively. In addition, we denote a matrixẐ(t, h) with entries as follows essentially the same as in (2.4)
, i, j = 1, 2, . . . , n.
In the screening step, we calculate the scan statistics T T W1 (t, h) depending only on observations in a small neighborhood [t − h + 1, t + h] as follows:
In the thresholding step, we estimate the change-points by a thresholding rule to LM with time t such that
with zero diagonal and for any i = j,
We have the following consistency result.
whereĴ is given by (3.1).
One of the interesting findings from Theorem 3.1 is that for a fixed window size h, the threshold in (3.1) is dynamic with time t instead of being a constant as in [46] . By adapting the T W 1 -type test for change-point detection, we can auto adjust the threshold with t and still enjoy consistency of the change-point detection. For a time t that is not a change-point, T T W 1 ≥ τ α , and it can control the type I error. However, for a change-point t, T T W 1 = n 2/3 {δ(t, h) − 4} − τ α , the larger the change between groups before and after t, the larger the threshold is. So T W 1 -type change-point detection can avoid false change-points.
The only tuning parameter of T W 1 -type change-point detection procedure is the local window size h, which is chose according to applications with available information or artificially like set h = √ m as recommended in [46] .
Simulation study
In this section, we illustrate the performance of T W 1 -type test and its application to change-point detection using several synthetic data examples.
We first define two graphons and an SBM, which are used for two-sample tests and change-point detection in the simulation studies. The graphons are borrowed from [45] and the SBM is from [46] with 2 communities. We denote the block matrix or the probability matrix of connections between blocks as Λ. More specifically, the graphons and SBM are defined as:
where K = log n , k = 1, 2, . . . , K.
Graphon 2:
SBM 1:
where θ 3 is a constant related to sample size m. The membership of the ith node is
To operationalize simulations related to MNBS, the quantile parameter q = B 0 (log n) 1/2 /(n 1/2 h 1/2 ) and the proposed threshold D = D 0 (log n) 1/2+δ0 /(n 1/2 h 1/2 ) need to be specified. In the following simulations in this section and the real data analyses in Section 5, we set the related parameters h = √ m, B 0 = 3, δ 0 = 0.1, D 0 = 0.25 as recommended in [46] unless otherwise indicated.
4.1.
Two-sample test with simulated data. To examine the performance of the two-sample test (A1), we present our results by T W 1 -type tests based on MNBS (T W 1 -MNBS), AVG (T W 1 -AVG), and SBM (T W 1 -SBM) discussed in subsections 2.3 and 2.4, χ 2 -type test with statistics (2.1), and N -type test with statistics (2.2). We measure the performance in terms of the Attained Significance Level (ASL) which is the probability of observing a statistics far away from the true value under the null hypothesis, and the Attained Power (AP), the probability of correctly rejecting the null hypothesis when the alternative hypothesis is true.
We conduct two experiments using Graphon 1 and Graphon 2 respectively. In the first experiment, we generate two groups of networks {A The second experiment is conducted similarly but using Graphon 2. The only difference is that for a better visualization of comparisons, under the alternative hypothesis, we set P 2,ij = P 1,ij + θ 2 with θ 2 = 0.2 for m 1 = m 2 = 30 (θ 2 = 0.17 for m 1 = m 2 = 200) if i, j ∈ S and θ 2 = 0 if i, j / ∈ S. The rates of rejecting the null hypothesis for these two experiments are summarized in Figures 1 and 2 respectively.
The results of the first experiment using Graphon 1, an SBM set up, are plotted in Figure 1 and it reveals undesirable behaviors of χ 2 -type test and T W 1 -AVG test since with increasing number of nodes n, the ASLs of both tests grow quickly close to 1, which is too large to be used in practice. We can also see that the N -type test is not efficient and has no power as both ASLs and APs of the test are 0 for both cases of m 1 = m 2 = 30, 200. Its poor performance in APs is partly due to the small difference between {A (k) 1 } m1 k=1 and {A (k) 2 } m2 k=2 we set. However, the performance of T W 1 -SBM test and T W 1 -MNBS test are much better, ASLs of both tests are stable and close to the significance level of α = 0.05, while APs improve to 1 as n grows. It is also found that when n is not that large, T W 1 -SBM test is slightly more powerful in terms of APs than T W 1 -MNBS test. This is not surprising because the networks generated from Graphon 1 are endowed with an SBM structure.
The results of the second experiment using Graphon 2, which is not an SBM, are given in Figure 2 . It indicates that the behaviors of T W 1 -AVG test, χ 2 -type test and the N -type test are similar to those in the first experiment using Graphon 1 and the performance is poor. On the other hand, T W 1 -MNBS test has a superior performance than T W 1 -SBM in both ASLs and APs. Specifically, ASLs of T W 1 -SBM test are away from 0.05, whereas T W 1 -MNBS test still performs well on both ASLs and APs. Moreover, this also indicates that T W 1 -SBM test is sensitive to the network structure especially deviation from an SBM. Hence, T W 1 -MNBS test is more robust to the network structure whereas T W 1 -SBM test is preferable for SBM networks.
Change-point detection in dynamic networks.
To test the performance of T W 1 -type change-point detection in dynamic networks, which is referred as CP-T W 1 , we compare its performance based on MNBS, AVG, and SBM estimators to the graph-based nonparametric testing procedure in [11] referred as CP-GRA, and the MNBS-based change-point detect procedure in [46] referred as CP-MNBS. For this study, we conduct an experiment with a single change-point detect using SBM 1.
The dynamic networks {A t } m t=1 are designed as follows. For t = 1, 2, . . . , m/2, A t is generated from link probability matrix P 1 by SBM 1 with θ 3 = 0. For t = m/2 +1, . . . , m, A t is generated from P 2 by SBM 1 with θ 3 = −m −1/4 . We vary n = 100, 500, 1000, m = 30, 300 and nominal significance level is set as α = 0.05. Simultaneously, we also study the effect of network sparsity on the performance of change-point detection. For this, we consider the above setting, but scale the edge probabilities by a factor of ρ = 1, 0.25, where ρ = 1 is exactly the same as the above setting while ρ = 0.25 corresponds to sparser graphs.
The Boysen distance as suggested in [8] and [46] is used to access the accuracy of change-point estimation. Specifically, calculate the distance between the estimated change-point setĴ and the true change-point set J as ε(Ĵ J ) = sup b∈J inf a∈Ĵ |a−b| and ε(J Ĵ ) = sup b∈Ĵ inf a∈J |a−b|, which measure the undersegmentation error and over-segmentation error ofĴ respectively. If at least one change-point is detected, we call the detect is an efficient detect.
Utilizing CP-T W 1 based on MNBS, AVG and SBM, CP-GRA, and CP-MNBS, we estimate the efficient detect rate, the average change-point number over the efficient detections, and the average Boysen distance over the efficient detections with 100 replications. The corresponding results are listed in Tables 1-3 Table 3 means there is no change-point efficiently detected. Specifically, it means J = ∅ butĴ = ∅.
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The simulation results clearly demonstrate the superior performance of CP-T W 1 based on MNBS over other detect methods for all simulation scenarios in terms of the number, efficiency and accuracy of change-point estimation. CP-T W 1 based on MNBS provides robust performance across all cases with more accurateĴ , higher efficient detect and smaller Boysen distances ε 1 and ε 2 . For CP-T W 1 based on SBM, the detect is powerful when sample size is large and the networks are dense, like n = 500, m = 300, ρ = 1, whereas it is inefficient for networks of small sample size and large n or networks with sparse structures. For example, when n = 500, m = 30 with dense setting ρ = 1 in Table 2 , it fails to detect any changepoint, and when n = 500, m = 300 but with sparse setting ρ = 0.25 in Tables 1-3 , the estimated change-point numberĴ is 0.41, the efficient detect rate is only 0.34 and the Boysen distances ε 1 = 77.25, ε 2 = 71.02, too large to be accepted. This implies that SBM based T W 1 -detect needs a large sample size and dense structure to get a good behavior. As for T W 1 -detect based on AVG, although the efficient detect rates in Table 2 are equal or close to 1 except one small sample and sparse case of n = 100, m 1 = m 2 = 30, ρ = 0.25, the estimated change-point numberĴ in Table 1 are far away from 1 and the Boysen distances ε 1 in Table 3 are too 
Data analysis
In this section, we analyze the performance of the proposed T W 1 -type method for two-sample test and T W 1 -type change-point detection using two real datasets. The first dataset used for the two-sample test comes from the Centers of Biomedical Research Excellence (COBRE) and the second dataset used for change-point detection is from MIT Reality Mining (RM) [16] . In this paper, we use the processed connectomics dataset in [36] . After a series of pre-processing steps, the In our study, we perform the Z-to-R inverse transformation to their dataset to get the original cross-correlation matrix of Pearson r-values, which is denoted as R. To analyze graphical properties of these brain functional networks, we need to create an adjacency matrix A from R. We set R ij to be 1 if R ij exceeds a threshold T and R ij to be 0 if R ij does not exceed T . There is no generally accepted way to identify an optimal threshold for this graph construction procedure, we decide to set T varied between 0.3 and 0.7 with step of 0.05.
For each threshold T , two situations are considered for the two-sample test. In the first situation, we randomly divide HC into 2 groups with sample sizes m 1 = m 2 = 35 and calculate the average null hypothesis reject rates of T W 1 -MNBS, T W 1 -AVG, T W 1 -SBM, χ 2 -type test, and N -type test through 100 repeated simulations. In the second situation, we apply the same test methods above to two groups of SCZ and HC directly and compare their average null hypothesis reject rates. The results are shown in Tables 4 and 5 respectively. From Table 4 , it can be seen that T W 1 -type test based on SBM and AVG lose power for the test over HC group because the reject rates all exceed 0.05 and even equal to 1. From Table 5 , it is found that χ 2 -type test loses power for the test over SCZ and HC groups, where the reject rates are all 0. Only T W 1 -type based on MNBS when T = 0.55, 0.60 and N -type test when T ≥ 0.40 can perform well in both situations. In addition, applying MNBS, we illustrate the adjacency matrices of subject-specific networks of HC and SCZ groups when T = 0.60 in Figure 3 .
5.2.
Change-point detection in dynamic networks. In this section, we apply CP-T W 1 based on MNBS, AVG and SBM, CP-GRA, CP-MNBS to perform changepoint detection for a phone-call network data extracted from RM dataset. The data is collected through an experiment conducted by the MIT Media Laboratory following 106 MIT students and staff using mobile phones with preinstalled software that can record and send call logs from 2004 to 2005 academic year. Note that this is different from the MIT proximity network data considered in [46] which was based on the bluetooth scans instead of phone calls. In this analysis, we are interested in whether phone call patterns changed during this time, which may reflect a change in relationship among these subjects. 94 of the 106 RM subjects completed the survey, we remain records only within these participants and filter records before 07/20/2004 due to the extreme scarcity of sample before that time. Then there remains 81 subjects left and we construct dynamic networks among these subjects by day. For each day, construct a network with the subjects as nodes and a link between two subjects if they had at lease one call on that day. We encode the network of each day by an adjacency matrix, with 1 for element (i, j) if there is an edge between subject i and subject j, and 0 otherwise. Thus, there are in total 310 days from 07/20/2004 to 06/14/2005. According to the school calendar of MIT, there are events nearly every week, so we choose h = 7.
It turns out that CP-T W 1 based on AVG and CP-MNBS do not work well or detect no change-point. CP-T W 1 based on MNBS detects 19 change-points, CP-T W 1 based on SBM detects 20 change-points, while CP-GRA detects only 12 change-points. Figure 4 plots the results of these methods on the dynamic networks. Purple shadow areas mark time intervals of important events on MIT academic calendar 2004-2005, which can be seen as the true change-points, and the red lines are the estimated change-points applying different detect methods. When comparing intervals of calendar events to the estimated change-points, we see that they align each other best by using CP-T W 1 based on MNBS, whereas there are more false positive detection and missing detection by using CP-T W 1 based on SBM and CP-GRA, which confirms that T W 1 -type detect is more robust and performs well, and compared to MNBS based T W 1 -type detect, SBM based T W 1 -type detect is more restricted by the network structure.
Conclusion
We consider the problem of hypothesis testing on whether two populations of networks defined on a common vertex set are from the same distribution. Twosample testing on populations of networks is a challenging task especially when the the number of nodes is large and the sample sizes m 1 and m 2 are small. We propose a general T W 1 -type test (which is later adapted to a change-point detection procedure in dynamic networks), derive its asymptotic distribution and asymptotic power. The test statistics utilizes some plugin estimates for the link probability matrices and properties of the resulting tests with various estimates are discussed by evaluating and comparing T W 1 -type test based on MNBS, AVG, SBM theoretically, and numerically with both simulated and real data. From the simulation study, we see that the proposed T W 1 -type test based on MNBS performs the best and yields robust results even when the structure is sparse. In addition, we provide a significant modification of the two-sample network test for change-point detection in dynamic networks. Simulation and real data analyses show that the procedure is consistent, principled and practically viable. Council under Grant 201806240032. The work of Jie Zhou was supported in part by the National Natural Science Foundation of China under grants 61374027 and 11871357, and in part by the Sichuan Science and Technology Program under Grant 2019YJ0122. Lizhen Lin acknowledges the generous support from NSF grants IIS 1663870, DMS Career 1654579 and a DARPA grant N66001-17-1-4041.
Supplementary material: proof of theorems
The Supplementary Material includes proofs omitted from the paper. Proposition 7.1 (Hoeffding's inequality [23] ). If X 1 , X 2 , . . . , X m are independent random variables and a i ≤ X i ≤ b i (i = 1, 2, . . . , m), then for t > 0
Proposition 7.2 (Bernstein's inequality [4] ). Let X 1 , X 2 , . . . , X m be independent zero-mean random variables. Suppose that |X i | ≤ M with probability 1 for all i. Then for all positive t, we have
For a sequence of independent Bernoulli random variables where X i ∼ Bernoulli(p), by Proposition 7.1 we have
Similarly, by Proposition 7.2, we have
Lemma 7.3 (Asymptotic distributions of λ 1 (Z) and λ n (Z)). For Z defined in (2.3), we have
Proof. Let G be an n × n symetric matrix whose upper diagonal entries are independent normal with mean zero and variance 1/(n − 1), and zero diagonal entries. Let H G = √ {(n − 1)/n}G, according to Theorem 1.2 in [30] , n 2/3 {λ 1 (H G ) − 2} converges to T W 1 in distribution. For convenience and without ambiguity, we also use T W 1 to denote a random variable following the Tracy-Widom law with index 1. Then we have λ 1 (H G ) = 2 + n −2/3 T W 1 + o P (n −2/3 ). Further,
which is equivalent to n 2/3 {λ 1 (G) − 2} T W 1 . Since the first and second moments of entries of Z and G are the same, it follows from Theorem 2.4 in [17] that n 2/3 {λ 1 (Z) − 2} and n 2/3 {λ 1 (G) − 2} have the same limiting distribution. Therefore,
The same argument applies to λ n (Z). This completes the proof of Lemma 7.3.
Proof of Theorem 2.1. Under the null hypothesis H 0 , we have P 1 = P 2 ≡ P , and it's not difficult to observe that
for the numerator in (7.1), utilizing the Taylor Expansion, we have
where the third equality is obtained by condition (7.2). Without loss of gernerality, assumeP 1,ij 1 −P 1,ij ≤P 2,ij 1 −P 2,ij , then
Similarily, we have 
(7.5) Combining (7.5) with (7.1), we have
Then 
Similarly, we can prove
This completes the proof of Theorem 2.1.
Proof of Corollary 2.3.
This completes the proof of Corollary 2.3.
Proof of Corollary 2.4. Define a matrix W ∈ R n×n with zero diagonal and for any i = j,
.
Recall the definitions of Z,Ẑ andZ given by (2.3), (2.4) and (2.8) respectively, from (7.6), it is easy to get
Applying the trangle inequality of spectral norm, we have
In particular, we have σ 1 (Ẑ) ≥ σ 1( Z) − σ 1 (W ) with probability 1 as n tends to infinity. Noting that W is a mean zero matrix whose singular value can be bounded by using the T W 1 asymptotic distribution. Hence, for any β ∈ (0, 1),
Set τ β = n 2/3 {σ 1 (Z) − 4} − τ α/2 , and plug this in (7.8), then we have
Observe that if n 2/3 {σ 1 (Z) − 4} ≥ ς n (1), for a fixed α ∈ (0, 1), we have τ β = ς n (1), that is β = o n (1). Therefore,
This completes the proof of Corollary 2.4.
Proof of Theorem 2.6. Under the null hypothesis, P 1 = P 2 ≡ P . From the definition ofP u given by (2.9), the error ofP u,ij can be calculated by the triangle inequality as
For the first term in (7.9), we have For the second term in (7.9),
j ∈Nu,j A (k) j i − P j i 2|N u,j |m u + i ∈Nu,i P u,i j − P ij 2|N u,i | + j ∈Nu,j P j i − P ji 2|N u,j | .
(7.10)
We first calculate the first absolute term in (7.10). From Bernstein's inequality, for any t > 0,
Taking t = (|N u,i |m u ) −1/2 or t = m −1 u , we get mu k=1
Similarly, for the second absolute term in (7.10), we have mu k=1 j ∈Nu,j A As for the third term in (7.10), from the picewise Lipschitz condition of the graphon in MNBS in [46] , for any i ∈ N u,i , we have i ∈Nu,i P i j − P ij 2|N u,i | ≤ C log n 2n 1/2 ω u = O n log n n 1/2 ω u ,
where C is a constant. For the same reason, the following holds for the last term in (7.10).
j ∈Nu,j P j i − P ji 2|N u,j | ≤ C log n 2n 1/2 ω u = O n log n n 1/2 ω u .
Therefore, |P u,ij − P u,ij | ≤ max O P (|N u,i |m u ) −1/2 , O P (m −1 u ) + O n log n n 1/2 ω u .
If ω u = n 1/2 , α u ≥ 4/3, according to (2.10), |N u,i |, |N u,j | ≥ B u log n. So m u is easy to exceed n and thus m u ≥ |N u,i |, then sup i,j |P u,ij − P ij | ≤ O P (|N u,i |m u ) −1/2 + O n (n −1 log n) ≤ o P (n −2/3 ).
If ω u = (m u log n) 1/2 , α u > 2/3, according to (2.10), |N u,i |, |N u,j | ≥ B u n log n mu The T W 1 convergence is obtained by applying Theorem 2.1.
Proof of Theorem 3.1. For any t that is not a change-point, we have
For any t that is a true change-point, under the alternative hypothesis, n 2/3 {δ(t, h)− 4} ≥ 2τ α . We have Assume P 1 (t, h) and P 2 (t, h) are the true link probability matrices of groups {A i } t i=t−h+1 and {A i } t+h i=t+1 . For proof convenience later, we denote matrices B 1 (t, h), B 2 (t, h), V 2 (t, h) all with zero diagonals and for all i = j, .
Then the lower bound of σ 1 (t, h) can be obtained:
with probability at most 1 − 2α + o n (1). The last inequality follows by noting that V 2 (t, h) is a generalized Wigner matrix, similarly with proof of Lemma 7.3, we have P n 2/3 σ 1 {V 2 (t, h)} − 2 ≤ τ α ≤ 1 − 2α + o n (1). Combining this with (7.11), we have P {T T W1 (t, h) > T T W 1 } = 1 − 2α + o n (1) = 1 − 2/n + o n (1) → 1.
The above result implies that with probability of 1, all and only the change-points will be selected at the thresholding steps. Therefore, we have lim n→∞ P J =Ĵ = 1.
This completes the proof of Theorem 3.1.
