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RANDOM PERTURBATIONS OF AN
ECO-EPIDEMIOLOGICAL MODEL
LOPO F. DE JESUS, CE´SAR M. SILVA, AND HELDER VILARINHO
Abstract. We consider random perturbations of a general eco-epidemiological
model. We prove the existence of a global random attractor, the persistence
of susceptibles preys and provide conditions for the simultaneous extinction
of infectives and predators. We also discuss the dynamics of the correspond-
ing random epidemiological SI and predator-prey models. We obtain for this
cases a global random attractor, prove the prevalence of susceptibles/preys
and provide conditions for the extinctions of infectives/predators.
1. Introduction
The understanding of asymptotic behavior of eco-epidemiological models is an
important problem in the mathematical biology. However, from the very beginning
of the theory it became clear that even models for a ultra simplified version of real
world phenomena exhibit intricate and complex behaviours, despite their simple
formulation. In view of this, several mathematical tools were developed with great
success in order to understand as much as possible the features and properties of
these models.
Motivated, in one hand, by the attempts to approximate the mathematical mod-
els to real world phenomena as much as possible and, on the other hand, by the
mathematical challenge to provide a deep and general knowledge on the theory
constructed due to this formulations, the models and the related theory have been
reconstructed and evolved in many directions. One of these directions aimed to con-
sider nonautonomous elements in the mathematical models, such as the seasonal
dynamics, and also random elements in order to deal with the presence of noise or
complicated fluctuations, in contrast to a completely deterministic situation.
In the nondeterministic situation thee are two main approaches to incorporate
randomness by considering stochastic and random perturbations, which, roughly
speaking, can be expressed throughout stochastic and random differential equa-
tions. For an exposition on this subjects, their comparison and application in this
biological context we refer to [1, 3, 4, 5, 6, 17] and references therein. There are tech-
niques to transform a system with stochastic perturbation to a random dynamical
system, being that this can lead to unbounded random coefficients on the system
and can substantially change the structure of the model; see for instance [5, 6].
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Random attractors are a central concept in the analysis of random models. Since
their introduction there are several improvements regarding the existence and prop-
erties of such attractors, but there are questions that are still open in this theory;
see [9, 10, 11, 12, 13, 17]. The main strategy adopted to ensure the existence of a
random attractor for a given family of random sets is to find a compact absorbing
set. Moreover, since the family of random sets we are interested contains every
compact deterministic set, the random attractor is actually unique (cf. Remark 6).
In this work we consider random perturbations of a general eco-epidemiological
model introduced in [18], that generalizes the model in [23] by adding a general
function corresponding to predation on uninfected and infected preys. We intro-
duce a random coefficient, establish a framework of Random Dynamical Systems
(RDS) and discuss the asymptotic behaviour of the solutions of the model consid-
ered. Namely, we focus on the existence of a global random attractor which can
be understood as a random counterpart of a deterministic global attractor. We
moreover prove the prevalence of susceptibles preys and provide conditions for the
simultaneous extinction of infectives and predators.
We also discuss the dynamics of the corresponding random epidemiological SI
and predator-prey models, by considering the infectives (I) and predators (P ) iden-
tically equal to zero in the main model (5). For both subsystems we obtain a global
random attractor, prove the persistence of susceptibles/preys and provide condi-
tions for the extinctions of infectives/predators. Random perturbations for a SI
model, albeit slightly different, were discussed in [5, 6].
This work is organized as follows: in §2 we recall basic facts from RDS and ran-
dom attractors; in §3 we introduce a random perturbation in an eco-epidemiological
model and establish a RDS framework; in §4 we prove the existence of a unique
global random attractor and provide a threshold for the extinction of predators and
infected preys; in §5 we discuss the partial dynamics of the perturbed model in the
absence of predators or infected preys.
2. Random attractors
We start by recalling some basic concepts about Random Dynamical Systems
(RDS) and random attractors. For details on RDS we refer to the reference mono-
graph by Arnold [1] and for random attractors see e.g. the survey [12] and reference
therein.
Let (Ω,F ,P) be a probability space, where F is the σ-algebra of measurable
subsets of Ω and P is a probability measure on F . Given a topological space S
we denote by B(S) the Borel σ-algebra of S. Consider a metric dynamical system
(Ω,F ,P, θ) in the sense that
(i) θ : R× Ω→ Ω is (B(R)⊗F ,F)-measurable;
(ii) θt : Ω→ Ω given by θtω = θ(t, ω) satisfies:
(a) θ0 = IdΩ and θt+s = θt ◦ θs, for all t, s ∈ R;
(b) P(θtA) = P(A), for all A ∈ F , that is, θt preserves the probability
measure P for all t ∈ R.
The non-intuitive term metric is present in the literature for historical reasons.
A (measurable) random dynamical system (RDS) ϕ on X = Rd over θ (with
time R+0 ) is a map
ϕ : R+0 × Ω×X → X
satisfying
3(i) measurability: (t, ω, x) 7→ ϕ(t, ω, x) is (B(R+0 )⊗F ⊗ B(X),B(X))-measurable;
(ii) cocycle property: ϕ(t, ω, x) forms a cocycle over θ, i.e.,
(a) ϕ(0, ω, x) = x, for all ω ∈ Ω, x ∈ X ;
(b) ϕ(t+ s, ω, x) = ϕ(t, θsω, ϕ(s, ω, x)), for all s, t ∈ R
+
0 , ω ∈ Ω and x ∈ X .
We, moreover, assume a continuity condition:
(iii) x→ ϕ(t, ω, x) is continuous for all ω ∈ Ω and t ∈ R+0 .
To simplify we refer to such a RDS as the pair (θ, ϕ).
Remark 1.
1. The cocycle property is assumed to hold for all ω ∈ Ω, or at least in a P-full
measure subset. This can be a delicate issue to ensure in specific examples
of RDS generated from a stochastic or a random differential equation.
2. Often joint continuity (t, x) → ϕ(t, ω, x) is assumed, but the continuity in
time t will not have a role in the following theory of random attractors.
Nevertheless, the RDS to be considered here is induced by random differ-
ential equations, which provide joint continuity in time and space. In this
case, the mapping ϕ(t, ω, x0) corresponds to the solution mapping with noise
realization ω and initial condition x0 = ϕ(0, ω, x0); cf. Theorem 1.
3. We consider the phase space X = Rd because we have in mind specific RDS
related to random versions of eco-epidemiological models that evolve on R3.
However, it is typical to assume X to be a Polish space, i.e., a separable topo-
logical space for which there is a complete metric which induces the topology.
This, in particular, includes open non-empty subsets of Euclidean spaces as
well as separable Hilbert and Banach spaces.
Definition 1. A random set C is a measurable subset of X×Ω with respect to the
product σ-algebra B(X)⊗F .
Given ω ∈ Ω, the ω-section of a random set C ⊆ X × Ω is defined by
C(ω) = {x : (x, ω) ∈ C}.
If a set C ⊆ X × Ω has closed or compact ω-sections C(ω) it is a random set as
soon as the mapping ω 7→ d
(
x,C(ω)
)
is measurable (from Ω to [0,∞[) for every
x ∈ X (see [7]). In this case C will be said to be a closed or a compact random
set, respectively. We say that a random set C has deterministic components or, for
short, that is a deterministic set (as subset of X ×Ω) if its ω-sections are constant:
there is Cˆ ⊆ X such that C(ω) = Cˆ for all (or, at least, almost all) ω ∈ Ω. We define
D(X) as the set of all deterministic compact random sets. For any set C ⊆ X ×Ω,
we define C := {(x, ω) : x ∈ C(ω)}. We say that a random set C(ω) is bounded if
C(ω) ⊆ X is bounded for all (or, at least, almost all) ω ∈ Ω.
Remark 2. In general, having ω 7→ d
(
x,C(ω)
)
measurable for every x ∈ X, does
not guarantee that C ⊆ X×Ω is a (B(X)⊗F)- measurable set; see [12, Remark 4].
Definition 2. A bounded random set K is said to be tempered with respect to θ if
for P-a.e. ω ∈ Ω,
lim
t→∞
e−βt sup
x∈K(θ−tω)
‖x‖ = 0, for all β > 0.
A random variable r : Ω → R is said to be tempered with respect to θ if for P-a.e.
ω ∈ Ω,
lim
t→∞
e−βt sup
t∈R
|r(θtω)| = 0, for all β > 0.
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We denote by T (X) the set of all tempered sets of X (i.e, tempered bounded
random sets with fibers on X) with respect to θ. Notice that D(X) ⊆ T (X). In
our perspective, the underlying dynamics θ is given, so that we will often omit the
reference to θ.
Definition 3. Consider a RDS (θ, ϕ) on X and an arbitrary family R of random
sets. A random set Γ is called a random absorbing set in R if for any K ∈ R and
P-a.e. ω ∈ Ω, there exists TK(ω) > 0 such that
ϕ(t, θ−tω,K(θ−tω)) ⊆ Γ(ω) for all t ≥ TK(ω).
If, in addition, Γ is a closed random set, then we say that Γ is a closed absorbing
set.
Definition 4. Consider a RDS (θ, ϕ) on X and an arbitrary family R of random
sets. A compact random set A is called a pullback R attractor if:
(i) invariance: for P−a.e. ω ∈ Ω and all t ≥ 0 it holds
ϕ(t, ω,A(ω)) = A(θtω);
(ii) attracting property: for any K ∈ R and P-a.e. ω ∈ Ω,
lim
t→∞
dist(ϕ(t, θ−tω,K(θ−tω)),A(ω)) = 0, (1)
where
dist(G,H) = sup
g∈G
inf
h∈H
‖g − h‖ (2)
is the Hausdorff semi-metric for G,H ⊆ X.
If R = T (X) we say in this conditions that A is a global random attractor.
Remark 3. Notice that a global random attractor is also a pullback D(X) attractor.
Remark 4. Unless stated otherwise, a random attractor will be understood always
as a pullback attractor. There are other notions of attraction in this context, such
as forward attraction, weak attraction and attraction in probability but it is not
our purpose to investigate those behaviours. Notice also that the notion of pullback
attractor does not depend on the choice of the metric dist, which is not the case
when we consider a forward attractor A which instead condition (1) satisfies
lim
t→∞
dist(ϕ(t, ω,K(ω)),A(θtω)) = 0;
see [13, Section 5].
Proposition 1. [6, Proposition 1] Consider a RDS (θ, ϕ) on X and an arbitrary
family R of random sets containing D(X). If there is a compact absorbing set
Γ ∈ R then there is a unique global random attractor A with component subsets
A(ω) =
⋂
τ≥TΓ(ω)
⋃
t≥τ
ϕ(t, θ−tω,Γ(θ−tω)). (3)
If the pullback absorbing set is positively invariant, i.e., ϕ(t, ω,Γ(ω)) ⊂ Γ(θtω) for
all t ≥ 0, then
A(ω) =
⋃
t>TΓ(ω)
ϕ(t, θ−tω,Γ(θ−tω)). (4)
5Remark 5. The original statement requires an asymptotic compactness property
which is trivially satisfied in our context since X = Rd. Note also that this path-
wise attracting in the pullback sense does not need to be path-wise attracting in the
forward sense, although it is forward attracting in probability: for any ε > 0,
P({ω ∈ Ω: dist(ϕ(t, θ−tω,K(θ−tω)),A(ω)) ≥ ε})
= P({ω ∈ Ω: dist(ϕ(t, ω,K(ω)),A(θtω)) ≥ ε})
which goes to 0 as t→∞. That is,
lim
t→∞
d
(
ϕ(t, ω)K(ω), A(θtω)
)
= 0 in probability
for every K ∈ R. In particular, this allows individual realizations along sample
paths to have large deviations from the attractor, but still to converge in this prob-
abilistic sense.
Remark 6. The attractor need not be unique for a general family R. However, as
soon as R contains every compact deterministic set, if a random attractor for R
exists then it is unique (cf. [13]). Notice this is the case if R ∈ {D(X), T (X)}.
3. A predator-prey system with disease and real noise in prey
In this section we consider random perturbations of an eco-epidemiological model
discussed in [18], that generalizes a model in [23]. This model contains a general
functions corresponding to predation on uninfected and infected preys populations.
3.1. A random eco-epidemiological model. We consider an eco-epidemiological
model in which we have two populations, the prey population (S) and the preda-
tors (P ), with the prey population infected with and infectious disease (I). We
consider a general function corresponding to the predation on uninfected prey and
also to the vital dynamics of predator population and a random birth rate of the
prey population, modelled by a random variable as follows:

S′(t, ω) = Λ(θtω)− µS(t)− f(S(t), I(t), P (t))P (t) − βS(t)I(t)
I ′(t, ω) = βS(t)I(t) − ηg(S(t), I(t), P (t))I(t) − cI(t)
P ′(t, ω) = γf(S(t), I(t), P (t))P (t) + rηg(S(t), I(t), P (t))I(t) − δ1P (t)− δ2P (t)
2
(5)
where (Ω,F ,P, θ) is a metric dynamical system that drives the noise and:
(H1) µ, β, r, c, γ, δ1 and δ2 are all positive constants, and we assume that µ < c;
(H2) functions f, g : (R+0 )
3 → R+0 are locally Lipschitz and satisfy
(i) S → f(S, I, P ) and P 7→ g(S, I, P ) are nondecreasing,
(ii) I → f(S, I;P ), P → f(S, I, P ), S 7→ g(S, I, P ) and I 7→ g(S, I;P ) are
nonincreasing,
(iii) f(0, I, P ) = 0 and g(S, I, 0) = 0;
(iv) f(S, 0, 0) > 0 whenever S > 0;
(H3) Λ : Ω→ R+ is a measurable function such that
Λ(ω) ∈ [Λℓ,Λu] := q0[1− ε; 1 + ε], (6)
with q0 > 0, ε ∈ (0, 1), for all ω ∈ Ω, and such that the function t 7→ Λ(θtω)
is continuous.
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Typically, the functional response of the predator to prey is given by some partic-
ular function. In this paper we take as reference the model proposed in [18] that
generalizes the one in [19] by considering general functions corresponding to the
predation of uninfected and infected prey. Besides the population compartments,
given by S, I and P that correspond, respectively, to the susceptible prey, infected
prey and predator, we may understood Λ and µ as the (random) recruitment rate
and the natural death rate of prey population, respectively, β as the incidence rate
of the disease, η as the predation rate of infected prey, c as the death rate in the
infective class, γ as the rate converting susceptible prey into predator (biomass
transfer), r as the rate of converting infected prey into predator, f(S, I, P ) is the
predation of susceptible prey and g(S, I, P ) is the predation of infected prey. It
is assumed that only susceptible preys S are capable of reproducing, i.e, the in-
fected prey is removed by death (including natural and disease-related death) or
by predation before having the possibility of reproducing.
Note that our setting includes several of the most common functional responses
for both functions f and g: f(S, I, P ) = kS and g(S, I, P ) = kP (Holling-type
I), f(S, I, P ) = kS/(1 +m(S + I)) and g(S, I, P ) = kP/(1 +m(S + I)) (Holling-
type II), f(S, I, P ) = kSα/(1 +m(S + I)α) and g(S, I, P ) = kPα/(1 +m(S + I)α)
(Holling-type III), f(S, I, P ) = kS/(a + b(S + I) + c(S + I)2) and g(S, I, P ) =
kP/(a+b(S+I)+c(S+I)2) (Holling-type IV), f(S, I, P ) = kS/(a+b(S+I)+cP )
and g(S, I, P ) = kP/(a + b(S + I) + cP ) (Beddington-De Angelis), f(S, I, P ) =
kS/(a+b(S+I)+cP+d(S+I)P ) and g(S, I, P ) = kP/(a+b(S+I)+cP+d(S+I)P )
(Crowley-Martin). Also note that conditions in (H2) are natural from a biological
perspective and they are satisfied by the usual functional responses considered in
the literature.
Remark 7. Although it can be possible to consider a more generalised model in
which some others coefficients can also be random, in this particular case we con-
sider just one to highlight the technique and specificities of this model. For examples
of bounded real noise as considered in this model (in particular, as in (H3)) see for
instance [2, 4].
3.2. Existence and properties of solutions. In this section we prove the ex-
istence, uniqueness and boundedness of solutions to (5) with nonnegative initial
conditions on the populations. Moreover, we prove that the solution mapping gives
rise to a RDS. We start by showing that nonnegative initial conditions for the pop-
ulations remains nonnegative, avoiding meaningless solutions in biological contexts.
Lemma 1. The set
R
3
+ = {(S, I, P ) ∈ R
3 : S ≥ 0, I ≥ 0, P ≥ 0} (7)
is positively invariant for the system (5) for each fixed ω ∈ Ω.
Proof. The planes I = 0 and P = 0 are invariant since on it we have I ′(t, ω) = 0
and P ′(t, ω) = 0, respectively, and S′(t, ω) > 0 on the plane S = 0.
If we start on the positive P -semi axes we have S′(t, ω) > 0 and I ′(t, ω) = 0, so
that the solution remains on R3+ ∩ {I = 0}, while if we start on the positive I-semi
axes we have S′(t, ω) > 0 and P ′(t, ω) = 0, so that solution does not leave R3+.
Finally, we claim that the positive S-semi axes is invariant. Indeed on this semi
axe we have I ′(t, ω) = P ′(t, ω) = 0 and
S′(t, ω) = Λ(θtω)− µ(t)S(t). (8)
7That is, writing S0 = S(t0, ω) for the initial condition of population S on time
t0, we have for the corresponding solution
S(t; t0, ω, S0) = S0e
−µ(t−t0) + e−µt
∫ t
t0
Λ(θsω)e
µsds.
Since Λℓ ≤ Λ(θtω) ≤ Λ
u, the last term is bounded:
Λℓe−µt
∫ t
t0
eµsds ≤ e−µt
∫ t
t0
Λ(θsω)e
µsds ≤ Λue−µt
∫ t
t0
eµsds,
hence
Λℓ(1− e−µ(t−t0)) ≤ µe−µt
∫ t
t0
Λ(θsω)e
µsds ≤ Λu(1− e−µ(t−t0)).
In particular, for nonnegative initial condition S0 the population S(t; t0, ω, S0) re-
mains nonnegative. We conclude that the vector field at the boundary of R3+ never
points outwards.

Set au = max{γ, r}, aℓ = min{γ, r}. To simplify the notation, unless stated
otherwise, given (S0, I0, P0) ∈ R
3
+ we write S = S(t; t0, ω, S0), I = I(t; t0, ω, I0) and
P = P (t; t0, ω, P0) to be the components of the solution u(t; t0, ω, u0) of system (5)
with initial state u0 = (S0, I0, P0) ∈ R
3
+ at time t = t0 and fixed ω ∈ Ω. Moreover,
define M0 = a
ℓS0 + rI0 + P0, N0 = a
uS0 + rI0 + P0, M = M(t; t0, ω,M0) =
aℓS + rI + P and N = N(t; t0, ω,N0) = a
uS + rI + P . This notation will also
be used for the particular situation t0 = 0, which should become clear from the
context. In this case we should write h = h(t; 0, ω, h0) = h(t;ω, h0), for h = S, I,
P , M and N (and also for h = V and h =W to be defined later).
In the following we provide thresholds for forward invariant subsets of R3+. Set
Θu =
auΛu
min{µ, δ1}
,
and, for δ ≥ 0,
Θℓδ = max
{
0,
aℓΛℓ − δ2(Θ
u + δ)2
max{c, δ1}
}
,
and set Θℓ = Θℓ0.
Proposition 2. For each δ ≥ 0 the region
Kδ =
{
(S0, I0, P0) ∈ R
3
+ : Θ
ℓ
δ ≤M0 ≤ N0 ≤ Θ
u + δ
}
(9)
is positively invariant for the system (5) for each ω ∈ Ω.
Proof. Let δ > 0 and ω ∈ Ω be fixed. For t0 ≥ 0, we have
N ′ = auΛ(θtω)− a
uµS − auf(S, I, P )P − auβSI
+ rβSI − rηg(S, I, P )I − rcI
+ γf(S, I, P )P + rηg(S, I, P )I − δ1P − δ2P
2
≤ auΛu − auµS − rcI − δ1P + (γ − a
u)f(S, I, P )P
+ β(r − au)SI.
(10)
Since γ − au ≤ 0 and r − au ≤ 0, we have
N ′ ≤ auΛu −min{µ, δ1}N. (11)
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This implies
N ≤ Θu + (N0 −Θ
u)e−min{µ,δ1}(t−t0). (12)
Similarly,
M ′ ≥ aℓΛℓ −max{c, δ1}M
+ (γ − aℓ)f(S, I, P )P + β(r − aℓ)SI
− δ2P
2.
(13)
Recall that γ − aℓ ≥ 0 and r − aℓ ≥ 0, and if N0 ≤ Θ
u + δ, from (12) we have
N ≤ Θu + δ for all t ≥ t0 and
M ′ ≥ aℓΛℓ − δ2(Θ
u + δ)2 −max{c, δ1}M, (14)
which implies, in this situation,
M ≥ Θℓδ +
(
M0 −Θ
ℓ
δ
)
e−max{c,δ1}(t−t0). (15)
Thus if u0 = (S0, I0, P0) ∈ Kδ then u(t; t0, ω, u0) ∈ Kδ for all t ≥ t0. 
Corollary 1. For all ω ∈ Ω, t0 ∈ R
+
0 and (S0, I0, P0) ∈ R
3
+ we have
lim
t→∞
N(t; t0, ω,N0) ∈ [Θ
ℓ,Θu] and lim
t→∞
M(t; t0, ω,M0) ∈ [Θ
ℓ,Θu].
Proof. From (12) we have
lim
t→∞
M(t; t0, ω,M0) ≤ lim
t→∞
N(t; t0, ω,N0)
≤ lim
t→∞
Θu + (N0 −Θ
u)e−min {µ,δ1}(t−t0)
= Θu.
In particular, for any δ > 0, if t is sufficiently large we have N < Θu + δ, and from
(15) follows that
lim
t→∞
N(t; t0, ω,N0) ≥ lim
t→∞
M(t; t0, ω,M0)
≥ lim
t→∞
Θℓδ + (M0 −Θ
ℓ
δ)e
−max {c,δ1}(t−t0)
= Θℓδ.

Theorem 1. For any ω ∈ Ω, t0 ∈ R
+
0 and any initial condition u0 = (S0, I0, P0) ∈
R
3
+ the system (5) admits a unique bounded solution u(·) = u(·; t0, ω, u0) ∈ C([t0,+∞),R
3
+),
with u(t0; t0, ω, u0) = u0. Moreover, the solution generates a RDS (θ, ϕ) defined as
ϕ(t, ω, u0) = u(t; 0, ω, u0), for all t ≥ 0, u0 ∈ R
3
+ and ω ∈ Ω. (16)
Proof. The system (5) can be rewritten in the following form
u′(t) = F (θtω, u). (17)
Since t 7→ Λ(θtω) is continuous, the map Fω(t, u) = F (θtω, u) ∈ C([t0,+∞) ×
R
3
+,R
3
+) and is locally Lipschitz respect to u. From Corollary 1, all the solutions
u(t) are bounded. Thus for each ω ∈ Ω the system (5) possesses a unique global
solution u(t; t0, ω, u0) with initial condition u(t0) = u0.
Since F (θtω, u) = F (t, ω, u) is also measurable in ω, the map
u(·; t0, ·, ·) : [t0,∞)× Ω×R
3
+ → R
3
+
9is (B([t0,∞)) ⊗ F ⊗ B(R
3
+),B(R
3
+))-measurable. From [1, Theorem 2.2.2], the
solutions of system (5) generate a RDS via (16). We remark in particular the
cocycle property of (θ, ϕ) that can be obtained through
u(t+ t0; t0, ω, u0) = u(t; 0, θtω, u0),
for all t ≥ t0 ≥ 0, ω ∈ Ω and u0 ∈ R
3
+. 
4. Random attractors
4.1. Deterministic global random attractor. We establish now the existence
of a pullback T (R3+) attractor for system (5).
Theorem 2. The RDS (θ, ϕ) generated by (5) possesses a unique global random
attractor.
The proof follows straightforward from Proposition 1 and from the existence of
a compact random absorbing set Γ ∈ T (R3+) given by Proposition 3 below.
Proposition 3. There exists a compact random absorbing set Γ ∈ T (R3+) of the
RDS (θ, ϕ) generated by (5). Moreover, for any δ > 0 the sets Γ(ω) can be chosen
as the deterministic Kδ for any ω ∈ Ω.
Proof. Consider A ∈ T (R3+) and δ > 0. We want to prove that for each ω ∈ Ω
there exists TA(ω) > 0 such that for all t ≥ TA(ω)
ϕ(t, θ−tω,A(θ−tω)) ⊆ Kδ.
From Proposition 2 the set Kδ is positively invariant, which means that for all t ≥ 0
ϕ(t, ω,Kδ) ⊆ Kδ.
To simplify, we write N(t; 0, ω,N0) = N(t;ω,N0) andM(t; 0, ω,N0) =M(t;ω,N0).
Recall that given u0 = (S0, I0, P0) we write M0 = a
ℓS0 + rI0 + P0 and N0 =
auS0 + rI0 + P0. From (12) we have
N(t; θ−tω,N0) ≤ Θ
u + sup
u0∈A(θ−tω)
(N0 −Θ
u) e−min {µ,δ1}t.
Since A is tempered,
lim
t→∞
sup
u0∈A(θ−tω)
(N0 −Θ
u) e−min {µ,δ1}t = 0 (18)
and thus
lim
t→∞
N(t; θ−tω,N0) ≤ Θ
u. (19)
Assume that Θℓδ > 0, otherwise the result follows from Lemma 1. From (19), for
any 0 < δ′ < δ and t sufficiently large we have N(t; θ−tω,N0) < Θ
u + δ′ and
from (15), in this situation we get
M(t; θ−tω,M0) ≥ Θ
ℓ
δ′ + inf
u0∈A(θ−tω)
(
M0 −Θ
ℓ
δ′
)
e−max{c,δ1}t.
Since
lim
t→∞
inf
u0∈A(θ−tω)
(
M0 −Θ
ℓ
δ′
)
e−max{c,δ1}t = 0 (20)
we have
lim
t→∞
M(t; θ−tω,M0) ≥ Θ
ℓ
δ′ > Θ
ℓ
δ. (21)
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Henceforth there is TA(ω) such that for all t ≥ TA(ω) we have for all u0 ∈ A(θ−tω)
that
Θℓδ ≤M(t; θ−tω,M0) ≤ N(t; θ−tω,N0) ≤ Θ
u + δ
and the conclusion holds. 
From Remark 6, the global random attractor is unique. From Remark 5, (θ, ϕ)
possesses a forward attractor in probability and from Remark 3, it also possesses
global random D(R3+) attractor.
4.2. Susceptible dynamics.
4.2.1. Random attractor for susceptible vital dynamics. If we have no predators
neither infected preys, from (5) the dynamics of susceptible preys is given by
S′(t, ω) = Λ(θtω)− µS(t). (22)
For each ω ∈ Ω, the solution of (22) with initial condition S0 ≥ 0 at t = t0 is
S(t; t0, ω, S0) = S0e
−µt +
∫ t
t0
Λ(θsω)e
−µ(t−s)ds.
Replacing ω by θ−tω, and taking t0 = 0 we have, denoting S(t; 0, ω, S0) by S(t;ω, S0),
S(t; θ−tω, S0) = S0e
−µt +
∫ 0
−t
Λ(θsω)e
−µsds.
For any K ∈ T ([0,+∞[) we have
lim
t→∞
sup
S0∈K(θ−tω)
S0e
−µt = 0
so that we may define
lim
t→∞
S(t; θ−tω, S0) =
∫ 0
−∞
Λ(θsω)e
−µsds := S∗(ω) (23)
The equation (22) generates a RDS (θ, ϕS), with ϕS(t, ω, S0) = S(t;ω, S0), which
possesses a singleton global random attractor A(ω) = S∗(ω). Moreover, it follows
from (6) and (23) that S∗(ω) ∈
[
Λℓ
µ
, Λ
u
µ
]
.
4.2.2. Persistence of susceptible preys. We give conditions to ensure the prevalence
of susceptible preys. We do not discuss conditions for prevalence of infected preys
neither predators. To simplify the following computations, for a given δ > 0 we set
ξδ = Λ
ℓ − f
(
Θu + δ
au
, 0, 0
)
(Θu + δ) and ζδ = µ+ β
(
Θu + δ
r
)
.
Proposition 4. The global random attractor A for the RDS generated by (5) pos-
sesses nontrivial components on the ω-sections: A(ω) = (AS(ω), AI(ω), AP (ω))
with AS(ω) ≥ ξδ/ζδ, for all ω ∈ Ω. In particular, susceptible preys are prevalent if
ξδ > 0 for some δ > 0.
Proof. To simplify, in the following we write
h = h(t; 0, θ−tω, h0) = h(t; θ−tω, h0),
for h = S, I and P . From Proposition 3, for any δ > 0 and any K ∈ T (R3+) there
exists T ′K(ω) such that, for t ≥ T
′
K(ω) and (S0, I0, P0) ∈ K(θ−tω) we have
auS + rI + P ≤ Θu + δ.
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From (5) we therefore have
S′ ≥ Λℓ − µS − f
(
Θu + δ
au
, 0, 0
)
(Θu + δ)− β
(
Θu + δ
r
)
S
= ξδ − ζδS.
Thus, for all t ≥ T ′K(ω)
S ≥
ξδ
ζδ
+
(
S(T ′K(ω); θ−tω, S0)−
ξδ
ζδ
)
e−ζδ(t−T
′
K(ω)) .
Hence for any δ > 0 and K ∈ T (R3+) and large t, we have for all (S0, I0, P0) ∈
K(θ−tω)
S = S(t; θ−tω, S0) ≥
ξδ
ζδ
. (24)

4.3. Extinction of predators and infected preys. We discuss now conditions
that lead to the vanish of infectious and predators.
Proposition 5. The global random attractor A for the RDS generated by (5) has
singleton components A(ω) = (S∗(ω), 0, 0) for every ω ∈ Ω, provided that
βΘu
au
< c and γf
(
Θu
au
, 0, 0
)
< δ1.
Proof. The last two equations in system (5) yields to
(rI + P )′ = rβSI − rcI + γf(S, I, P )P − δ1P − δ2P
2
= (βS − c)rI + (γf(S, I, P )− δ1 − δ2P )P.
(25)
We will see that our hypothesis imply that both factors
βS − c and γf(S, I, P )− δ1 − δ2P
are negative for large t. If βΘ
u
au
< c we can choose a δ′ > 0 small enough such that
taking δ = βδ′/au we have
βΘu
au
+ δ < c.
From Proposition 3 we have that Kδ′ × Ω is an absorbing set in T (R
3
+), so that
for any K ∈ T (R3+) and ω ∈ Ω there exists T
′
K(ω) such that for t ≥ T
′
K(ω) and
(S0, I0, P0) ∈ K(θ−tω) we have
βS = βS(t; θ−tω, S0) ≤
βΘu
au
+ δ < c,
which implies that
βS − c < 0, for all t ≥ T ′K(ω). (26)
Now, if γf
(
Θu
au
, 0, 0
)
< δ1, since f is continuous by taking δ
′ > 0 even smaller, if
necessary, we also have that
γf
(
Θu
au
+ δ, 0, 0
)
< δ1.
Again, since Kδ×Ω is also an absorbing set in T (R
3
+), for anyK ∈ T (R
3
+) and ω ∈ Ω
there exists TK(ω) ≥ T
′
K(ω) such that, for t ≥ TK(ω) and (S0, I0, P0) ∈ K(θ−tω)
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we have S ≤ Θ
u
au
+δ and, setting P = P (t; θ−tω, P0), by Lemma 1 we have I, P ≥ 0.
By the monotonicity of f ,
γf(S, I, P ) ≤ γf
(
Θu
au
+ δ, 0, 0
)
≤ δ1,
which implies
γf(S, I, P )− δ1 − δ2P < 0 (27)
for all t ≥ TK(ω). Setting I = I(t; θ−tω, I0), from (25), (26) and (27) we have for
t ≥ TK(ω)
(rI + P )′ ≤ max
{
βΘu
au
− c+ δ, γf
(
Θu
au
+ δ, 0, 0
)
− δ1
}
(rI + P ).
This implies that for all K ∈ T (R3+),
lim
t→+∞
(rI + P ) = lim
t→+∞
(rI(t; θ−tω, I0) + P (t; θ−tω, P0)) = 0,
for all (S0, I0, P0) ∈ K(θ−tω). Moreover, from (23) if I, P = 0 we have
lim
t→+∞
S(t; θ−tω, S0) = S
∗(ω).
Thus the global random attractor A for the RDS generated by (5) has singleton
components sets A(ω) = {(S∗(ω), 0, 0)} for every ω ∈ Ω. 
Example 1. To illustrate this result in a model we consider Holling-type I func-
tional responses f(S, I, P ) = S and g(S, I, P ) = P . Our model is in this specific
case is 

S′(t, ω) = Λ(θtω)− µS(t)− S(t)P (t)− βS(t)I(t)
I ′(t, ω) = βS(t)I(t) − ηI(t)P (t)− cI(t)
P ′(t, ω) = γS(t)P (t) + I(t)P (t)− δ1P (t)− δ2P (t)
2
.
Thus we have simultaneous extinction of infected preys and predators, in the sense
that the global random attractor has ω-sections of type (S∗(ω), 0, 0), if
βΛu
cmin{µ, δ1}
< 1 and
γΛu
δ1min{µ, δ1}
< 1.
This can also be interpreted in the deterministic setting by considering Λ(ω) = Λ0
for all ω and some Λ0 > 0.
5. Random attractors for partial dynamics
In Section 4.2.1 we analysed the vital dynamics of susceptible population, in
the simultaneously absence of disease and predators, for which we concluded the
existence of a singleton random global attractor with sections (S∗(ω), 0, 0). We
discuss now the existence of random global attractors in other subsystems, namely
either in the absence of predators or infectious, respectively. Set R2+ = {(x, y) ∈
R
2 : x, y ≥ 0}.
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5.1. The case without predator. Let us now consider the system (5) when we
do not have predators, by making P = 0. This case reduces to{
S′(t, ω) = Λ(θtω)− µS(t)− βS(t)I(t)
I ′(t, ω) = βS(t)I(t) − cI(t)
. (28)
In this situation we have a (random) epidemiological SI model. This SI model is
a slightly different model from de SI model corresponding to the first two equa-
tions (SI) of the SIR models considered in [5, 6]. In our work, we obtain global
random attractor, prove the persistence of susceptibles and provide conditions for
the extinctions of infectives.
Let us consider now v(t; t0, ω, v0) = (S(t; t0, ω, S0), I(t; t0, ω, I0)) as a solution
of the system (28) with initial conditions S(t0, ω) = S0 and I(t0, ω) = I0, and
v0 = (S0, I0). Let us define V = S+ I and V0 = S0+ I0. Similarly to Lemma 1, we
easily conclude that the region R+2 is positively invariant for system (28). In the
following we provide thresholds for forward invariant subsets of R2+.
Proposition 6. For each 0 < δ ≤ Λℓ/c the region
Vδ =
{
(S0, I0) ∈ R
2
+ :
Λℓ
c
− δ ≤ V0 ≤
Λu
µ
+ δ
}
is positively invariant for the system (28).
Proof. Recall that we assume µ < c. Adding the two equations in (28) we have
V ′(t, ω) = Λ(θtω)− µS − cI
≤ Λu − µV
(29)
and
V ′(t, ω) = Λ(θtω)− µS − cI
≥ Λℓ − cV.
(30)
Writing V = V (t; 0, θ−tω, V0) = V (t; θ−tω, V0), this implies
Λℓ
c
+
(
V0 −
Λℓ
c
)
e−ct ≤ V ≤
Λu
µ
+
(
V0 −
Λu
µ
)
e−µt. (31)
If (S0, I0) ∈ Vδ, the solution remains in this region.

We notice that from (31) and (31) we have
lim
t→∞
V ≤ lim
t→∞
Λu
µ
+ (V0 −
Λu
µ
)e−µt =
Λu
µ
and
lim
t→∞
V ≥ lim
t→∞
Λℓ
c
+ (U0 −
Λℓ
c
)e−ct =
Λℓ
c
From the previous estimates we get easily that the solutions v are bounded. The
following result follows straightforward as in the proof of Theorem (1).
Theorem 3. For any ω ∈ Ω, t0 ∈ R
+
0 and any initial condition v0 = (S0, I0) ∈ R
2
+
the system (28) admits a unique bounded solution v(·) = v(·; t0, ω, v0) ∈ C([t0,+∞),R
3
+,
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with v(t0; t0, ω, v0) = v0. Moreover, the solution generates a RDS (θ, ϕSI) defined
as
ϕSI(t, ω, u0) = v(t; 0, ω, u0), for all t ≥ 0, v0 ∈ R
2
+ and ω ∈ Ω. (32)
In the following we establish the existence of a random global attractor for the
partial dynamics with no predators.
Theorem 4. The RDS (θ, ϕSI) generated by (28) possesses a deterministic global
random attractor ASI .
We will prove that exists a closed random absorbing set Γ ∈ T (R2+). The result
follows then from Proposition 1.
Proposition 7. There exists a closed random absorbing set Γ ∈ T (R2+) of the RDS
(θ, ϕSI) generated by (28). Moreover, for 0 < δ ≤
Λℓ
c
, the sets Γ(ω) can be chosen
as the deterministic Vδ for any ω ∈ Ω.
Proof. Consider A ∈ T (R2+) and δ > 0. We want to prove that for each ω ∈ Ω
there exists TA(ω) > 0 such that
ϕ(t, θ−tω,A(θ−tω)) ⊆ Vδ for all t ≥ TA(ω).
From (31), we have
V (t; θ−tω, V0) ≤ sup
v0∈A(θ−tω)
(
V0 −
Λu
µ
)
e−µt +
Λu
µ
,
and since A is tempered, we have
lim
t→∞
sup
v0∈A(θ−tω)
(
V0 −
Λu
µ
)
e−µt = 0
and thus
lim
t→∞
V (t; θ−tω, V0) ≤
Λu
µ
. (33)
Similarly,
lim
t→∞
V (t; θ−tω, V0) ≥
Λℓ
c
. (34)
Considering the inequalities (33) and (34), there exists a TA(ω) such that for t ≥
TA(ω), we have ϕSI(t, θ−tω, V0) ∈ Vδ for all V0 ∈ A(θ−tω). If δ ≤
Λℓ
c
then Vδ ⊆
R
2
+. 
Proposition 8. The global random attractor ASI for the RDS (θ, ϕSI) gener-
ated by (28) possesses nontrivial component sets on the ω-sections: ASI(ω) =
(AS(ω), AI(ω)) with
AS(ω) ≥
Λℓ
µ+ βΛ
u
µ
.
Proof. Since for any δ > 0 the random set Vδ×Ω is an absorbing set in T (R
2
+), for
anyK ∈ T (R3+) there exists TK(ω) such that for t ≥ TK(ω) and (S0, I0) ∈ K(θ−tω)
we have
S + I = S(t; θ−tω, S0) + I(t; θ−tω, I0) ≤
Λu
µ
+ δ.
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From (28) we have
S′ ≥ Λℓ − µS − β
(
Λu
µ
+ δ
)
S
= Λℓ −
(
µ+ β
(
Λu
µ
+ δ
))
S.
Hence for any δ > 0 and K ∈ T (R2+), (S0, I0) ∈ K(θ−tω) and large t we have
S(t; θ−tω, S0) ≥
Λℓ
µ+ β
(
Λu
µ
+ δ
) .

In the following we give condition for an attractor without infectious component.
Proposition 9. The global random attractor ASI for the RDS (θ, ϕSI) generated
by (28) has singleton components ASI(ω) = (S
∗(ω), 0) for every ω ∈ Ω, provided
that βΛ
u
µ
< c.
Proof. From the second equation in (28) we have that
I ′(t, ω) = (βS − c)I. (35)
Consider δ > 0 small enough such that
βΛu
µ
+ βδ < c.
From Proposition 7, for any A ∈ T (R2+) there exists TA(ω) such that for all t ≥
TA(ω), and (S0, I0) ∈ A(θ−tω) we have
βS = βS(t; θ−tω, S0) ≤
βΛu
µ
+ βδ < c
which implies
βS − c ≤
βΛu
µ
+ βδ − c < 0, for all t ≥ TA(ω).
From (35) we have
lim
t→+∞
I(t; θ−tω, I0) ≤ lim
t→+∞
I(TA(ω); θ−tω, I0)e
(
βΛu
µ
−βδ−c
)
(t−TA(ω)) = 0.
Moreover, if I = 0 we have from (23) that S(t; θ−tω, S0) converges to S
∗(ω), as
t→ +∞, for each ω ∈ Ω. 
The case without infectious. We consider now the case that we have no infected
preys in system (5), by making I = 0, which becomes{
S′(t, ω) = Λ(θtω)− µS − f¯(S, P )P
P ′(t, ω) = γf¯(S, P )P − δ1P − δ2P
2.
(36)
where f¯(S, P ) = f(S, 0, P ). This models corresponds to a random perturbation of
a predator-prey model. We obtain global random attractor, prove the persistence
of preys and provide conditions for the extinctions of predators.
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Let w(t; t0, ω, w0) be the solution of system (36) with initial condition w0 =
(S0, P0) and let W = γS + P and W0 = γS0 + P0. Define
Θˆu =
γΛu
min{µ, δ1}
and, for δ ≥ 0
Θˆℓδ = max
{
0,
γΛℓ − δ2(Θˆ
u + δ)2
max{µ, δ1}
}
.
Proposition 10. For each δ > 0 the region
Wδ =
{
(S0, P0) ∈ R
2
+ : Θˆδ ≤W0 ≤ Θˆ
u + δ
}
is positively invariant for the system (36).
Proof. From (36) we have
W ′(t, ω) = γΛ(θtω)− γµS − δ1P − δ2P
2
≤ γΛu −min{µ, δ1}W,
(37)
which, writing W =W (t; 0, θ−tω,W0) =W (t; θ−tω,W0), implies
W ≤ Θˆu +
(
W0 − Θˆ
u
)
e−min{µ,δ1}t. (38)
We also have
W ′(t, ω) ≥ γΛℓ − δ2P
2 −max{µ, δ1}W. (39)
Notice that if the initial condition (S0, P0) belongs to Wδ then P ≤ Θˆ
u+ δ, and in
this situation we have
W ′(t, ω) ≥ γΛℓ − δ2(Θˆ
u + δ)2 −max{µ, δ1}W. (40)
Hence, in this case we have
W ≥ Θˆℓδ +
(
W0 − Θˆ
ℓ
δ
)
e−max{µ,δ1}t. (41)
If (S0, P0) ∈ Wδ, the solution remains in that region. 
From (38) we have
lim
t→∞
W ≤ Θˆu.
Notice that for any δ > 0, for large t we have P ≤ W < Θˆu + δ, and then (41)
implies
lim
t→∞
W ≥ Θˆℓδ.
This implies that the solutions w are bounded.
Proposition 11. For any ω ∈ Ω, t0 ∈ R
+
0 and any initial condition w0 = (S0, P0) ∈
(R+0 )
2 the system (36) admits a unique bounded solution w(·) = w(·; t0, ω, w0) ∈
C([t0,+∞), (R
+
0 )
2) with w(t0; t0, ω, w0) = w0. Moreover, the solution generates a
random dynamical system (θ, ϕSP ) defined as
ϕSP (t, ω, v0) = w(t; 0, ω, w0), for all t ≥ 0, w0 ∈ (R
+
0 )
2 and ω ∈ Ω.
Theorem 5. The RDS (θ, ϕSP ) generated by (36) possesses a global random at-
tractor ASP .
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As before, the proof follows from Proposition 1 and from the fact that there
exists a closed random absorbing set Γ ∈ T (R2+) given by Proposition 12 below.
Proposition 12. There exists a closed random absorbing set Γ ∈ T (R2+) of the
RDS (θ, ϕSP ) generated by (36). Moreover, for any δ > 0 the sets Γ(ω) can be
chosen as the deterministic Wδ for any ω ∈ Ω.
Proof. Consider A ∈ T (R2+). We will prove that for any ω ∈ Ω there exists TA(ω) >
0 such that
ϕSP (t, θ−tω,A(θ−tω) ⊆ Wδ for all t ≥ TA(ω).
From Proposition 10 the region Wδ is positively invariant for δ > 0. From (38) we
have for w0 = (S0, P0) ∈ A(θ−tω) that
W (t; θ−tω,W0) ≤ Θˆ
u + sup
w0∈A(θ−tω)
(
W0 − Θˆ
u
)
e−min{µ,δ1}t.
Since A is tempered, we have
lim
t→∞
sup
w0∈A(θ−tω)
(
W0 − Θˆ
u
)
e−min{µ,δ1}t = 0
and thus
lim
t→∞
W (t; θ−tω,W0) ≤ Θ
u. (42)
Similarly, for any 0 < δ′ < δ and large t we have
W (t; θ−tω,W0) ≥ Θˆ
ℓ
δ′ + inf
w0∈A(θ−tω)
(
W0 − Θˆ
ℓ
δ′
)
e−max{µ,δ1}t.
Since
lim
t→∞
inf
w0∈A(θ−tω)
(
W0 − Θˆ
ℓ
δ′
)
e−max{µ,δ1}t = 0
we have
lim
t→∞
W (t; θ−tω,W0) ≥ Θ
ℓ
δ′ , (43)
and the result follows. 
Proposition 13. The global random attractor ASP for the RDS generated by (36)
possesses component sets on the ω-sections ASP (ω) = (AS(ω), AP (ω)) with
µAS(ω) ≥ Λ
ℓ − Θˆuf¯
(
Θˆu/γ, 0
)
.
In particular, susceptible preys are prevalent provided the right side of inequality is
positive.
Proof. Since for any δ > 0 the random setWδ×Ω is an absorbing set in T (R
2
+), for
anyK ∈ T (R3+) there exists TK(ω) such that for t ≥ TK(ω) and (S0, P0) ∈ K(θ−tω)
we have
γS + P = γS(t; θ−tω, S0) + P (t; θ−tω, P0) ≤ Θˆ
u + δ.
From (36) we then have for any δ > 0
S′ > Λℓ − µS − f¯
(
Θˆu/γ + δ, 0
)
(Θˆu + δ).
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Hence for any δ > 0 and K ∈ T (R2+), (S0, I0) ∈ K(θ−tω) and large t we have
S(t; θ−tω, S0) >
Λℓ − f¯
(
Θˆu/γ + δ, 0
)
(Θˆu + δ)
µ
and the result follows. 
We give now a condition leading to the extinction of predators.
Proposition 14. The global random attractor ASP for the RDS (θ, ϕSP ) generated
by (36) has a singleton components ASP = (S
∗(ω), 0) for every ω ∈ Ω, provided
that
γf¯
(
Θˆu/γ, 0
)
< δ1.
Proof. We can choose δ > 0 small enough, such that
γf¯
(
Θˆu
γ
+ δ, 0
)
< δ1. (44)
Since Wδ × Ω is an absorbing set in T (R
2
+), for any K ∈ T (R
2
+), there is TK(ω)
such that, for t > 0 sufficiently large we have
S = S(t; θ−tω, S0) ≤
Θˆu
γ
+ δ.
From the monotonicity of f (and thus of f¯) we have for all t ≥ TK(ω)
P ′ = P ′(t, θ−tω, P0) = (γf¯(S, P )− δ1 − δ2P )P
≤
(
γf¯
(
Θˆu/γ + δ, 0
)
− δ1
)
P.
(45)
From (44) we conclude that P (t; θ−tω, P0) decreases to zero as t goes to infinity.
Moreover, if P = 0, from the vital dynamics of susceptible preys (23) we have for
all ω ∈ Ω
lim
t→+∞
S(t; θ−tω, S0) = S
∗(ω).

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