A set of n pure quantum states is called antidististinguishable if there exists an n-outcome measurement that never outputs the outcome 'k' on the k-th quantum state. We describe sets of quantum states for which any subset of three states is antidistinguishable and use this to produce a two-player communication task that can be solved with log d qubits, but requires one-way communication of at least log(4/3)(d − 1) − 1 ≈ 0.415(d − 1) − 1 classical bits. The advantages of the approach are that the proof is simple and self-contained -not needing, for example, to rely on hard-to-establish prior results in combinatorics -and that with slight modifications, non-trivial bounds can be established in any dimension ≥ 3. The task can be framed in terms of the separated parties solving a relation, and the separation is also robust to multiplicative error in the output probabilities. We show, however, that for this particular task, the separation disappears if two-way classical communication is allowed. Finally, we state a conjecture regarding antidistinguishability of sets of states, and provide some supporting numerical evidence. If the conjecture holds, then there is a two-player communication task that can be solved with log d qubits, but requires one-way communication of Ω(d log d) classical bits.
Introduction. How difficult is it to communicate classically the identity of a quantum state in an entanglement-unassisted scenario? Specifying a pure state of a qubit requires two real numbers, so communicating its identity seemingly needs an infinite amount of classical information [1] . This suspicion is confirmed by the results of [2] , which show that if the two communicating parties do not share random data, an unbounded amount of classical communication is needed to exactly simulate results of quantum experiments. Assuming shared randomness however, only two bits suffice to exactly reproduce results of any projective qubit measurement [3] .
Here we derive a lower bound for the classical communication cost of simulating the transmission of a ddimensional quantum state. This is done by describing a communication problem based on a relation, and proving an exponential separation between the classical and quantum communication complexities. The proof uses quantum state antidistinguishability, a concept that has been studied in the foundations literature [4] [5] [6] [7] [8] , and lies behind the theorem of Ref. [4] , which rules out Ψepistemic ontological models of quantum theory.
It is already well known that there can be exponential separation between classical and quantum communication complexities. Ref. [9] (see also Ref. [10] ), for example, presents an Ω(d) vs O(log d) separation between classical and quantum zero-error communication complexities for the task of deciding whether two d-bit inputs are either equal or have Hamming distance d/2. The proof presented involves a highly non-trivial combinatorial result [11] , and results in a classical lower bound of the form cd, for a constant c = 0.01. (Slightly strengthened, the same proof yields a lower bound of cd for any c < 0.02, which means that a non-trivial separation between the number of classical bits that must be communicated and the number of qubits can be established for any d ≥ 512.) Subsequent works [12] [13] [14] [15] [16] [17] [18] [19] [20] established exponential separations between zero-error quantum and bounded-error classical protocols. The separations of Refs. [18, 19] in particular, are strong in the sense that the separation holds between zero-error one way quantum protocols and bounded-error classical protocols that allow two-way communication. In none of Refs. [12] [13] [14] [15] [16] [17] [18] [19] [20] , however, is a classical lower bound of Ω(d) established: varying separations are presented of which the strongest is Ω( √ d) vs O(log d). Ref. [21] , by considering a task based on distributed Fourier sampling, derives an Ω(d) vs O(log d) separation, which is robust against constant additive error, and which holds when two-way classical communication is allowed. For a 2010 review, see Ref. [22] .
Montina [23] , considers the scenario in which Alice's input can be any pure state of a d dimensional quantum system, and Bob's input can be any two-outcome measurement consisting of a rank 1 projector and the orthogonal projector. Assuming zero-error, one-way classical communication, Montina derives a classical lower bound of cd, for c ≈ 0.293, where the proof uses a result concerning volumes of subsets of a hypersphere due to Raigorodskii [24] . It is also shown that a classical lower bound of d − 1 follows from (a complex generalization of) a mathematical conjecture known as the double cap conjecture.
Finally, other works have had slightly different aims from that of establishing quantum-classical separations in the standard communication complexity setting, but nonetheless contain techniques related to those that we use. These include Ref. [25] , which presents quantum fingerprinting protocols, and Refs. [26, 27] , where the notion of antidistinguishability is used to give separations arXiv:1911.01927v1 [quant-ph] 5 Nov 2019 between one-way communication and information complexities in exclusion games. They also include Ref. [28] , where lower bounds on the size of a classical memory needed to simulate quantum processes are derived, and applied to the stabilizer subtheory of quantum theory. Ref. [29] defines and studies tasks of communicating 'partial ignorance', including communication tasks using antidistinguishable quantum states that are similar to those used here.
One of the main motivations for our work is to present a proof of exponential separation between classical and quantum communication complexity that is very simple, and self-contained. Aside from this, the advantages of the approach include (i) a lower bound for zero-error one way classical communication of cd, with c ≈ 0.415, which is the strongest that we have seen, and (ii) a separation between quantum and classical one-way communication complexity for any d ≥ 3. On the negative side, we show that the classical communication lower bound disappears if two-way classical communication is allowed. Although the result is robust against a limited amount of additive noise, the lower bound also disappears if bounded error classical protocols are allowed.
We use asymptotic O-notation throughout [30] . All logarithms are base 2, [n] denotes the set {1, 2, . . . , n} and {0, 1} * is the set of all finite bit-strings.
Communication complexity. Communication complexity studies the amount of communication needed to solve distributed computational problems [31] [32] [33] [34] . In a two-party relational task, Alice and Bob get inputs x ∈ X and y ∈ Y respectively, for finite sets X, Y , and do not see the other's input. The aim is for Bob to output z ∈ Z, such that (x, y, z) ∈ R for a relation R ⊆ X ×Y ×Z. Both parties can use unlimited computational power and exchange messages following a shared communication protocol. In this work, we allow shared randomness, meaning that Alice and Bob share a random string s ∈ {0, 1} * sampled from a distribution P (s). On any run of the protocol, the classical (quantum) communication cost is the number of transmitted bits (qubits). In general, this can depend on both the input and the value of s. The notion of communication complexity we use is the communication cost in the best possible protocol, where the communication cost is averaged over the shared random data, and evaluated on the worst-case input. Note that with this definition, the communication complexity with shared random data can be smaller than the deterministic communication complexity (where no randomness is permitted), even for zero error protocols [33] . The communication cost for the worst-case value of s is always larger than that averaged over s, hence our lower bounds for classical communication complexity still apply if communication complexity is defined with respect to the worst-case value of s. One-way communication complexity assumes a protocol in which Alice is only allowed to send a single message to Bob, after which he announces the result.
Antidistinguishability The quantum protocol that we will describe relies on antidistinguishable sets of quantum states. A set of n pure quantum states |ρ 1 , |ρ 2 , . . . , |ρ n is antidistinguishable if there exists an n-outcome measurement Π = {Π z | z ∈ [n]} that never outputs the outcome z on the quantum state |ρ z , i.e.,
A sufficient condition for three pure quantum states |ρ j , |ρ k , |ρ m to be antidistinguishable with a projective measurement is if there exist orthogonal states |j , |k , |m , such that:
The notion of antidistinguishability was introduced by Caves, Fuchs and Schack in Ref. [5] , where it is shown that that such a basis can be found iff for:
the following holds [35] :
As a simple corollary, any triple of pure quantum states is antidistinguishable if:
Now consider a finite set S of pure states |ρ 1 , |ρ 2 , . . . , |ρ |S| , for which:
where δ ∈ [0, 1). Such sets are called complex spherical codes, and have been much studied, with applications in classical signal processing, error correction, and quantum information [25, [36] [37] [38] [39] [40] [41] [42] . Our results will be obtained from the following simple observation:
Any triple of states drawn from a complex spherical code S with δ ≤ 1/2 is antidistinguishable.
Separations. The separation between classical and quantum communication complexities that we establish is for solution of a relational task, as follows. not be equal to Alice's input.
The quantum solution is straightforward (see Fig. 1 ).
1. Given input i, Alice prepares a quantum system in the state |ρ i ∈ S and sends it to Bob.
2. Given input {j, k, m}, Bob performs an antidistinguishing measurement for the three states |ρ j , |ρ k , |ρ m on the system he receives from Alice. Label the three outcomes Π z , for z ∈ {j, k, m}, such that Π z |ρ z = 0. If Bob obtains outcome Π z , then he outputs z. (This means that Bob never outputs an outcome 'i'.)
The communication complexity is the number of qubits transmitted, which is log d . A classical protocol is illustrated in Fig. 2 .
The zero-error one-way classical communication complexity of the task is at least log |S| − 1 .
Proof. In order to establish the claim, consider first deterministic protocols, in which the message that Alice sends to Bob is a function of her input, and Bob's output is a function of his input and the message. Suppose that there are three distinct values of Alice's input, |ρ j , |ρ k , |ρ m , such that the same message λ is sent for each of them. If Bob receives λ, and his input is the triple {j, k, m}, then there is no output he can give that will not sometimes generate an error. Therefore Alice needs at least a distinct message per two states of S. This gives:
where Λ is the set of possible values of Alice's message. It follows that on the worst case input, Alice needs to send at least log |S| − 1 bits.
In the presence of shared randomness s, each value of s defines a deterministic protocol, which in the zero-error case must respect the relation. If communication complexity is evaluated as the communication cost on the worst case values of s, this concludes the proof. With communication complexity given by the communication cost averaged over s, and evaluated on the worst case input, the following standard manoeuvre [33] suffices. For any probability distribution Q over input pairs, the communication complexity is lower bounded by the communication cost, averaged both over values of s and over inputs drawn according to the distribution Q. This is in turn lower bounded by the communication cost, averaged over inputs drawn according to the distribution Q, of the deterministic protocol that achieves the lowest value for this cost. Choosing Q as the uniform distribution over all input pairs, the argument above establishes that the lower bound of log |S|−1 bits still holds. Same bound straightforwardly applies to a multiplicative error sampling task outlined in Appendix A.
The lower bound of Claim 2 is determined by |S|, the size of the spherical code S. In contrast, for a fixed dimension d, regardless of the size of |S|, the quantum protocol uses only log d qubits. This gives a communication advantage whenever |S| > 2d. For the best separation, the problem becomes: how large can a complex spherical code in d dimensions be, with δ = 1/2?
In d = 3, the largest such set is given by an equiangular complex spherical code, otherwise known as a symmetric, informationally-complete set (SIC) [43] [44] [45] [46] . A SIC in dimension 3 consists of 9 unit vectors such that:
That a larger set cannot be found follows from the Welch bound [36] , which states that:
for any set of d-dimensional pure states S = {|ρ 1 , |ρ 2 , . . . |ρ |S| }. This shows that Alice needs to send at least a 5-valued message vs a 3-dimensional quantum system, or in terms of whole numbers of bits and qubits, at least 3 bits vs. 2 qubits. In d ≥ 4, mutually unbiased bases (MUBs) yield larger sets than SICs. It is known that for d power prime, there exist d + 1 distinct MUBs [47] , which satisfy | ρ i |ρ j | 2 ≤ 1/d. Taking S as the union of the vectors in the MUBs gives |S| = d(d + 1), hence a log(d 2 + d) − 1 lower bound on classical communication. In d = 4, Alice needs to send at least a 10-valued message vs. a 4-dimensional quantum system, or in terms of whole numbers of bits and qubits, at least 4 bits vs. 2 qubits. A bound due to Levenshtein [37, 38, 41] implies that in d = 4, the 20-element set of vectors given by MUBs is the largest that can be achieved with δ = 1/2. In d ≥ 5, larger sets than those given by MUBs have been found numerically [41, 42] .
For general d, the following supplies a classical lower bound of log(4/3)(d − 1) − 1 ≈ 0.415(d − 1) − 1 bits. Proof. The claim is established by generalizing a well known result of Chabauty, Shannon and Wyner [48] [49] [50] [51] to the case of complex vector spaces. Consider, for each vector |e ∈ S, the complex spherical cap A d θ , defined as the set of all vectors |ψ in the Hilbert space satisfying | e|ψ | 2 ≥ cos 2 θ, for some 0 ≤ θ ≤ π/2. If S is as large as possible under the constraint δ = 1/2, then for θ = π/3, these caps must cover the whole of the complex unit sphere -otherwise there is room to add another vector to S. Therefore, a simple lower bound on the achievable |S| is given by
where V d θ is the volume of a spherical cap A d θ , and V d = V d π/2 is the volume of the unit sphere in d complex dimensions, volumes being evaluated according to some suitable measure.
The following calculation (with different θ, in the context of a different method for establishing a communication complexity separation) appears in Ref. [23] . In keeping with our main motivation of providing a simple and self-contained proof of exponential separation, we reproduce the reasoning here.
The points of the unit sphere in d complex dimensions are in 1 − 1 correspondence with the points of the unit sphere in 2d real dimensions, under the obvious mapping that takes the real and imaginary parts of each complex coordinate to two independent classical coordinates. Volumes of subsets of the complex unit sphere can therefore be defined as the volumes of the corresponding subsets of the real unit sphere in 2d dimensions. Letting |e = (1, 0, . . . , 0) ∈ C d , the complex spherical cap A d θ maps to the set of real vectors of the form:
whereû 1 ∈ R 2d is a unit vector in the subspace spanned by (1, 0, 0, . . . , 0) and (0, 1, 0, . . . , 0),û 2 is a unit vector in the orthogonal subspace, and 0 ≤ φ ≤ θ. The volume of this set is given by:
whereṼ 2d−2 (sin φ) is the volume of a (2d − 3)-sphere in (2d − 2) real dimensions of radius sin φ. Combining Eqs. (8) and (10), with θ = π/3, yields
An alternative proof that there exist sets S with |S| exponentially large, which results in a worse bound, but which some may find even simpler, is given in Ref. [25] , and reproduced in Appendix B.
Two-way classical communication.
Claim 4. Assuming |S| = 2 q , for integer q, the twoway classical communication complexity of R is at most log log |S| + 1 bits.
Proof. The assumption that |S| = 2 q is not essential, but allows a short statement of the proof. The protocol has two rounds and starts with a message from Bob to Alice. Let Bob's input be {j, k, m}, and assume without loss of generality that j < k < m. Bob determines the largest integer r ≤ q = log |S|, such that for some integer s ≥ 0 either: 
or s 2 r < j ≤ (s + 1) 2 r and (s + 1)2 r < k, m ≤ (s + 2)2 r .
Bob sends r to Alice using log log |S| bits. Note that r determines a subset Y r ⊆ Y of Bob's possible inputs. For input i ∈ [|S|], Alice computes the parity p of i 2 r , and sends it to Bob. Note that the set X of Alice's inputs is partitioned by p and r into subsets X r,p ⊆ X. By Eqs. (11) and (12), at least one of j, k, m is not in X r,p . Bob chooses such a value for his output. Communicating log log |S| +1 bits hence suffices in the two-way scenario. Fig. 3 illustrates the protocol for |S| = 8.
Classical bounded error. The separation also disappears with one-way classical communication, if the classical players need only solve the relation with bounded error. Roughly stated, the argument is that Alice can simply partition S into K subsets, and send log K bits to Bob to indicate in which subset her input lies. In a deterministic protocol, this risks an error whenever Bob's input {j, k, m} corresponds to three states all within the Figure 3 . An illustration of the two-way classical protocol with |S| = 8. Rows correspond to different values of Alice's input, columns to different values of Bob's input. In single run of the protocol, Bob sends an integer r to Alice, and Alice sends an integer p to Bob. Each value of the conversation (r, p) is compatible with a subset of the joint inputs, where the subset is of the form Xr,p × Yr for Xr,p ⊂ X and Yr ⊂ Y , and is known as a combinatorial rectangle. In the |S| = 8 example, there are four possible conversations, hence four rectangles, which cover X × Y as illustrated. No rectangle contains three dots in the same column, which implies that Bob can always produce a suitable output without error. same subset. However, the probability of error on the worst case input pair can be reduced to 1/K 2 by allowing the shared random data to specify a partition, and varying over all partitions into K subsets.
Conclusion.
We have used quantum state antidistinguishability to give simple proofs of separation between classical and quantum zero-error one-way communication complexities. Using SICs and MUBs, we proved separations in any d ≥ 3. Using a lower bound on the achievable size of a suitable complex spherical code, we showed an exponential separation of log d qubits vs. 0.415(d − 1) − 1 bits. For the relation considered, however, the separation disappears if two-way classical communication is allowed or if one-way classical communication is allowed with bounded error.
The results are stated in terms of quantum and classical players solving a relation, which is defined on finite sets of possible inputs for Alice and Bob. Seeing as expanding the sets of inputs can only make things more difficult for classical players, the lower bounds also apply to the one-way classical communication cost of simulating an experiment in which Alice prepares an arbitrary pure state of a d-dimensional quantum system, and sends it to Bob, who performs an arbitrary projective measurement. (Naturally, the same can be said for the results of any of Refs. [9, 10, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] 23] .) In this more general scenario, if error is tolerated in the measurement outcome probabilities in the classical simulation, then it is easy to see that transmission of O(log(1/ )d) classical bits is sufficient, simply by approximating the real and imaginary parts of the complex entries in the ddimensional state vector. As discussed in Ref. [21] , this means that the results of Ref. [21] are asymptotically optimal for bounded error simulation. If exact simulation is required, on the other hand, then Ref. [2] shows that without shared randomness, bounded classical communication is insufficient. If exact simulation is required, and shared random data permitted, then surprisingly little is known apart from the exponential lower bounds.
Ref. [3] shows that for d = 2, transmission of two bits is sufficient (see also Ref. [1] which considers positive operator-valued measurements). But we are unaware of any demonstration, even for d = 3, that classical simulation of arbitrary preparations and projective measurements is possible with bounded communication cost, let alone a demonstration of a specific protocol with bounded communication, or a finite upper bound.
The exponential lower bounds are of interest for the foundations of quantum theory, as well as for communication complexity per se. As Montanaro writes [21] : "On a fundamental, conceptual level, the question asks: are quantum states 'really' like an exponentially-long string of numbers, or do they have a more efficient representation?" Restated in different language, any lower bound on the size of the classical message in a simulation of the transmission of a quantum state becomes a lower bound on the size of the set of ontic states that the system must have available to it in an ontological model for quantum theory [4, 52] . For further discussion of the relevance of communication complexity results to quantum foundations, see Ref. [53] .
The importance of the exponential separation between quantum and classical communication, both for foundations and for complexity theory, underpins one of the motivations of this work, which is to present as simple as possible a proof of this fact, and to obtain as strong a lower bound as possible. In future work, it would be interesting to prove a stronger separation. Using essentially the same proof that we have presented, the following conjecture concerning antidistinguishability would give a separation of log d qubits vs Ω(d log d) bits for exact simulation. This would be asymptotically stronger than all existing results, and would be particularly interesting given the O(log(1/ )d) upper bound for bounded-error classical simulation. Some further discussion of and numerical evidence in support of the conjecture is presented in Appendix C.
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where {|e i } is an orthonormal basis. This set is antidistinguishable by construction and satisfies | ρ i |ρ j | = (d − 2)/(d − 1) for all i = j, which motivates the particular choice of function on the right hand side of the conjectured sufficient condition.
Finally, Fig. 4 displays some numerical evidence for Conjecture 1. Note that for a given set of states in d dimensions, determining whether they are antidistinguishable or not corresponds to solving a semi-definite program (SDP) [55] . For each d = 2, 3, 4, 5, we generated a set of 150000 sets of d vectors in d dimensions, where each vector is chosen independently, and uniformly according to the Haar measure. For each set of vectors, the SDP is solved, in order to determine whether the set is antidistinguishable. For those sets that are not antidistinguishable, the quantity α = max i =j | ρ i |ρ j | is recorded. The shaded region of the graph shows, for each dimension, the minimum value of α obtained, and the dashed line shows the value of (d − 2)/(d − 1), with lines rather than points used for clarity. A counterexample to the conjecture would appear as the dashed line crossing the non-shaded region. The evidence for the conjecture consists in the fact that the shaded region cleaves fairly closely to the dashed line, yet no counterexamples were found. 
