On tests for selection of variables and independence under multivariate regression models  by Kariya, T et al.
JOURNAL OF MULTIVARIATE ANALYSIS 21, 207-237 (1987) 
On Tests for Selection of Variables and 
Independence under Multivariate Regression Models* 
T. KARIYA 
Hitofsubashi Universit) 
Y. FUJIKOSHI 
Hiroshima University, Hiroshima, Japan 
AND 
P. R. KRISHNAIAH 
Center ,for Multivariate Analysis, University qf Pittsburgh 
Communicated by the Edirors 
The authors consider various procedures for testing the hypotheses of indepen- 
dence of two sets of variables and certain regression coefficients are zero under 
multivariate regression model. Various properties of these procedures and the 
asymptotic distributions associated with these procedures are also considered. 
‘4’1 1987 Academic Press. Inc. 
1. INTRODUCTION 
Consider the classical MANOVA model 
Y=XO+E, (1.1) 
AMS 1980 subject classifications: Primary 62815, 62505; Secondary 62P20. 
Key words and phrases: Asymptotic distribution theory, correlated multivariate regression 
equations (CMRE) model, locally best invariant tests, selection of variables, tests for 
independence. 
* Research sponsored by the Air Force Oftice of Scientific Research (AFSC) under 
Contract F49620-85-C-0008. The United States Government is authorized to reproduce and 
distribute reprints for governmental purposes notwithstanding any copyright notation hereon. 
This work was done by the authors at the Center for Multivariate Analysis, University of 
Pittsburgh, Pittsburgh, PA 15260. 
207 
0047-259X/8? $3.00 
Copyright 0 1987 by Academic Press, Inc. 
All rights of reproductton in any form reserved. 
208 KARIYA, FUJIKOSHI, AND KRISHNAIAH 
whereE-WO, I,,OZ), E=[E,,&], Y=[Y,, Yz], X=[X,,X,], and 
(1.2) 
Also, 2, and Xi are of order pi x pi and n x ri, respectively, p = p1 + pr and 
r=r, +r,. In addition, Yi and E, are of order n x p,. Then, we are 
interested in testing the following hypotheses: 
Problem [I]. H: 8,, = 0 and C,, = 0 versus K: not H. 
Problem [II]. H: Uiz = 0, B,, = 0, and .Z’,, = 0 versus K: not H. 
Problem [III]. H: Z:,, = 0 under 8,? = 0 and 8,, = 0 versus K: .Z,* # 0 
under t3i2 =0 and 8,, =O. 
The motivation behind each problem is stated in Section 2 and some exam- 
ples are also given there. In this section, some formal features of the 
problems are made clear and our results are briefly summarized together 
with some results in the literature. A basic feature in the problems treated 
here is that in each hypothesis the independence (C,, = 0) between Y, and 
Y, is included corresponding to the structure of the regression coefficient 
matrix 0. 
In Problem [I], the hypothesis will be regarded in Section 2 as a for- 
mulation of the hypothesis of no causality from X, to YZ where X= 
[X,, X,] may be random but is fixed with full rank. Also t?,* =0 in the 
hypothesis may be viewed as a special case of the general MANOVA 
(GMANOVA) hypothesis 
M, OM, = 0, (1.3) 
where M, and M, are fixed matrices of full rank. In fact, M, = [I, 0] and 
M, = (y) implies 13~~ = 0. The problem of testing (1.3) in the GMANOVA 
model of the form Y = 2, ~$2~ + E is known as the GMANOVA problem 
and has been treated by Potthoff and Roy [Zl], Rao [22,23], Khatri 
[12], Krishnaiah [13], Gleser and Olkin [S], Fujikoshi [6], Kariya [9], 
Marden [16], and others. Potthoff and Roy [21] proposed the 
GMANOVA model and considered ad hoc procedures for testing the 
general linear hypothesis on the location parameters. Rao [22, 231 reduced 
the problem to testing the general linear hypothesis under a conditional 
model. Khatri [12] derived the LRT for testing the general linear 
hypothesis under Potthoff and Roy model. Later, Gleser and Olkin [8] 
gave a canonical reduction of the problem and discussed the LRT 
procedure using the canonical form. However, they have not treated 
Problem [I]. It should be noted that when (1.3) is dealt with, the presence 
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of a general M2 in (1.3) affects the covariance structure so that in the case 
of (1.3) C,, =0 should be replaced by the hypothesis 
C = M,l-M; t P, AP;, (1.4) 
where P, is a matrix of full rank satisfying P;M, = 0 (see Kariya [ 11, pp. 
175-1761). That is, Problem [I] is considered equivalent to the problem of 
testing (1.3) and (1.4) simultaneously since both problems give the same 
canonical form. Hence, solving the former problem implies solving the lat- 
ter problem and vice versa. Now for Problem [I], applying the invariance 
principle, we first expand the power function of an invariant test in the 
neighborhood of the hypothesis and based on it propose a test, in Sec- 
tion 3, which maximizes the power in a slightly restricted neighborhood of 
the null hypothesis. Of course due to the local optimality, it is admissible. 
The test statistic there is a linear combination of the LB1 test statistic T, 
for testing 8 ,2 = 0 (Schwartz [28]) and the LB1 test statistic T, for testing 
Z,, = 0 under f3,, = 0. The latter test is equivalent to the LB1 test of 
independence with some data missing in Eaton and Kariya [4]. Because of 
the form of T,, T, and T2 are correlated and so our test is not equal to a 
test combining the two independent LB1 test statistics T, and T3 for the 
two separate hypotheses 8,, = 0 and Z,, =0 (without #,2 =O), though T, 
is the same. This is a feature of the joint treatment of the two hypotheses, 
and it implies that a test combining the two independent statistics T, and 
T,, which are LB1 for each hypothesis, does not maximize the local power 
in any direction except for the case where the test depends on T, only and 
the alternative space is restricted to the space on which C,, = 0. The 
problem of how to combine independent tests is discussed in the literature 
(see, e.g., Marden [ 17]), though we do not discuss it here. But the LRT 
statistic for problem [I] gives a natural combination for two separate 
hypotheses. In fact, it is the product of the two independent LRT statistics. 
This might support the idea that we separately treat the hypotheses and 
then combine the two tests. However, as has been observed in Eaton and 
Kariya [4], even when 8 12 =O, the LRT for testing C,, = 0 ignores the 
additional information (data) available through 0,, = 0. In this sense, the 
above fact may not be seriously taken into account. The asymptotic null 
distributions of the test based on T, and T, and the LRT are derived in 
Section 5 and the unbiasedness of the LRT is shown. It is noted that the 
group leaving the problem invariant is small so that the power function of 
an invariant test, including the LRT, depends on many parameters 
including the canonical correlations. 
In Problem [II], the hypothesis will be regarded in Section 2 as the 
hypothesis of no additional information in canonical correlation analysis or 
a formulation of the hypothesis of no causality from X, to Y, and from X2 
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to Y,, where X may be random but is fixed with full rank. Here the restric- 
tions B,, =0 and 13,~ =0 are special cases of 
M,@M, =o and M,8M4 = 0. (1.5) 
However, the two GMANOVA-type restrictions in (1.5) cannot be 
expressed as a single GMANOVA hypothesis of the form fi,19fi, = 0. 
That is, the problem of testing (1.5), even in our MANOVA model 
Y = X8 + E, is no longer the GMANOVA problem and difficult to treat 
unless M, and M3 are nested relative to X’X or orthogonal relative to XX; 
i.e., M,X’XM3 = 0 (see Kariya [ll, p. 1433). Since Ml = [I, 0] and 
M, = [0, I] in our present case, M,X’XM; =X1X, and hence without 
X,X, = 0 the problem of testing Problem [IV]: H: 0,2 = 0 and d2i = 0 is 
difficult to treat. In fact, it is not only difficult to derive the LRT explicitly 
but it is alo difficult to find a similar test detecting both 8,2 = 0 and 8,, = 0 
in a meaningful manner (see Sect. 7). On the other hand, the hypothesis on 
the covariance structure which corresponds consistently to the hypothesis 
( 1.5) is expressed as 
Z=MJ,M;+P, A,P; and C=MJ2Mk+P4 A,P>, (1.6) 
where P2M2 = 0 and PAM, = 0. Since in Problem [II], MkM, = 0, we can 
take Pz = M4 and P, = M2 so that the two covariances in (1.6) become the 
same. In Section 4, first, in the case of X,X, ~0, we analyze Problem [II] 
via invariance, but because the group leaving the problem invariant is quite 
small, no sufftcient reduction is obtained and the space of a maximal 
invariant parameter is of high dimension. Hence in the case of X1X, # 0 we 
simply show the unbiasedness of the LRT derived by Fujikoshi [7]. The 
LRT statistic here is the product of the three LRT statistics for the three 
separate hypotheses 0,, = 0, 8,, = 0, and Z,2 = 0, but the three are depen- 
dent. In this problem it is dilhcult to consider the monotonicity of the 
power function of the LRT because of the high-dimensional parameter 
space. Next, in the case of Xix, =0, we expand the power function of an 
invariant test in the neighborhood of the null hypothesis and based on it 
propose a test, which is a linear combination of three statistics R,, R,, and 
R3. Here similar to Problem [I], R, and RI are, respectively, the LB1 test 
statistics for the hypotheses 8,, = 0 and f3*i =0 and R, is the LB1 test 
statistic for Z,, = 0 under 8,, = 0 and 8,, = 0. Hence R,, RZ, R, are depen- 
dent. This is a feature different from the separate treatment of the three 
hypotheses. The asymptotic null distributions of this test as well as the 
LRT are given in Section 5. 
Problem [III] was treated by Kariya, Fujikoshi, and Krishnaiah (KFK) 
[lo]. In this model X is fixed but it may not be of full rank. The model 
(1.1) with e12 =0 and 8,, = 0 is regarded as a combined expression of two 
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correlated multivariate regression models with different design matrices. 
When pi = p2 = 1, Zellner [ 30, 3 1 ] called it a seemingly unrelated 
regression (SUR) equation model, while KFK called it a correlated 
regression equations (CRE) model. As has been discussed above, the infor- 
mation 8,* = 0 and & = 0 on 8 cannot be expressed as a single 
GMANOVA restriction and when it is expressed as the form in (1.5), M, 
and M) are neither nested nor orthogonal relative to X’X (see Kariya [ il, 
pp. 143, 159-163, 2071). Therefore, the model itself is not put in the 
framework of the GMANOVA model and even the LRT for Problem [II] 
is difficult to derive (in the case that X;X, #O or X, is not nested to X,). 
In Section 7, we compare the power of the LRT-like test, the Pillai-type 
test and the LB1 test proposed in KFK. The comparison is made 
asymptotically in n with contiguous alternatives. There it is shown that the 
Pillai-type test is asymptotically equivalent to the LB1 test, and that for 
those pi’s, such that ? = Cp:/(zp:)’ > some constant c, the LRT-like test is 
asymptotically better than the LB1 test, while for those pi’s such that r< c, 
the LB1 test is better. Further, because in the case of X, =X,=X,, the 
model in (1.1) is reduced to 
which is nothing but the MANOVA model, the comparison in Section 7 
holds as it stands for the LRT and the Pillai (LBI) test of independence in 
the MANOVA model. This is a corollary of our result. 
2. MOTIVATION OF THE WORK 
The motivation behind Problem [I]: e12 = 0 and t& = 0 is associated 
with the problem of no causality from X, to Y, and total exogeneity of X, 
for Y,. First, we will write the model (1.1) as two correlated classical 
multivariate regression models 
Y, =X,8,, +x,0,, +E, 
Y, =x,0,, +X,8,, +E,. 
(2.1) 
Then the hypothesis 8,, = 0 is equivalent to no effect of X, on Y, as in the 
usual case. However, since E, and E2 are correlated, the regression 
equation of Y, under 8,, = 0, conditional on Y, is expressed as 
Y, =X,6,, +(Y, -X,0,, -X,O,,)C,‘Z,, +E,. 
In this sense the effect of X, on Y, still remains unless C,* = 0. Therefore 
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the hypothesis 0,* = 0 and C,, = 0 in Problem [I] is considered as a for- 
mulation of no causality from X, to Y, or total exogeneity of Xi for Y,. An 
example for Problem [I] is found in a problem of economic policy 
evaluation. Suppose the model (2.1) is a reduced form of an econometric 
simultaneous equations model which describes the interaction of economic 
variables, and X, is a matrix of policy variables (tax rate, government 
investment, etc.). Then the hypothesis in Problem [I] is interpreted as no 
effect of the policy on some economic variables such as inflation rate, sales, 
consumption, etc. 
The motivation behind Problem [II]: 8,, =O, e2, =O, and JC’,, =0 is 
similarly given in association with no causality from X, to Y, and no 
causality from Xz to Y,. In addition, the problem is also considered as a 
formulation of no additional information hypothesis in canonical 
correlation analysis, which was given by Fujikoshi [7] based on McKay 
[18, 191. To see this, suppose there are two groups of measurements 
(variables), say X, and x2, where X,‘S are r, x 1 random vectors with means 
pj and joint covariance matrix Y= (Y,,) : (rl +Y~) x (Y, + r2) with Yy,: 
Y, x r, (i, j= 1, 2). Let (s*(x,, x7) denote the sum of squares of the canonical 
correlations between X, and x2, 
d2(x,, x2) = tr Yy,‘Y,, YG1Y21, (2.2) 
which is regarded as a measure of total correlation between xi and x2. 
Sometimes for each group, there are some other measurements available, 
say Y, and y2, which appear to be of some relevance for the correlation 
between the two groups where y;: pi x 1 (i= 1,2). Then adding these 
variables to x, and x2, the total correlation is measured by the sum of the 
canonical correlations between z, = (xi, y;)’ and z2 = (xi, vi)‘, say 
P(Z,) z2) as in the case of (2.2). But the real or significant relevance of 
including the additional variables y, and y2 may be in question, relative to 
the original variables. This question gives the testing problem, 
H : 6*(,-, > 4 = a2tx,, x2) versus K : 6*(z,, z2) > 6*(x,, x2). (2.3) 
Using a conditional argument, Fujikoshi [7] showed that this problem is 
equivalent to Problem [II], and he derived the LRT where Xi’s and Yi’s in 
(1.1) are the sample matrices of xi’s and yj’s. McKay [18] treated the 
hypothesis 6*(z,, x2) = 6*(x,, x2) (i.e., no additional information in y, 
relative to (xi, x2)) and showed that this hypothesis is equivalent to 
E,, = 0 in the model (1.1). Some related topics are also found in McKay 
[19] and Rao [24]. 
The motivation for Problem [III] is stated in KFK [lo], Zellner 
[ 30, 3 11, and the articles in the references of those papers. 
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3. TESTS FOR 0,* =0 AND C,, =0 
Based on the motivation stated in Section 2, we consider here the 
problem of testing the hypothesis H against K where 
H: 012 = 0, 212 = 0, K: not H. (3.1) 
First, we make an invariance consideration into the problem and obtain an 
expression for the local behavior of the power function of an invariant test 
in the neighborhood of the null hypothesis. Based on the expression, an 
invariant test together with the LRT will be proposed and then the null 
distributions of these test statistics will be given in Section 5. To begin with, 
a canonical reduction of the problem is performed. Write 
X=P 
A [I 0 with P E 0(n) and A = (X,JL-)~,‘~ E Cl(r) 
and express 8,2 = 0 as 
M,OM, =0 with M, = [I,,, 0] and M, = (3.2) 
where Co(n) denotes the group of n x n orthogonal matrices and G/(r) the 
group of r x r nonsingular matrices. Further, let 
M,A-‘=F(Z,O)y with FE Gl(r,) and YE O(r) 
and 
P’Y and YAQ. (3.3) 
PI P2 
Then the problem is to test (I, 0) q(y) = q12 = 0 and Z,, = 0, i.e., 
H: ty12 =o, Cl2 =o 
in the canonical model 
(3.4) 
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where r3 = n - Y. This problem is clearly left invariant under the group Y = 
8(n) x B(p) x 9 acting on Z and (q, C) by 
g(Z) = PZB + F (3.6) 
gW)=((; j,)oB+(;;; ;)>B=)> (3.7) 
where 
It follows from (3.7) that the power function of an invariant test is a 
function of (&l r2, Q), where 
(12 = %2W2@T (3.8) 
and 
A = A(p) = diagb,,..., P,>: p1 x p2 (3.9) 
with t=min(p,, p2). Here, pf> ... >p: are the characteristic roots of 
C,‘~,2C,‘~2, > and @ is an orthogonal matrix which diagonalizes 
2~1’2Z2, Cfi’C,2Z:221/2. H ence without loss of generality we assume 
q,* = ti2 and C=Q. Further, it also follows from (3.6) that any invariant 
test is a function of (Z,,, U) with U= (Z31, ZS2), on which Q acts by 
AZ,,, u) = (P,Z,,B,, f’, W for g=(P, B, F)E%. (3.10) 
Now to state one of our main results in this section, let 9: be the set of all 
invariant tests of size 01 (i.e., q5 E 9: 0 #(g(Z)) = 4(Z)), 
(3.11) 
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and let 6 = 6, + 6, with 
(3.12) 
Clearly q12 = 0 and C,, = Oifandonlyif6=O,or6,=Oand6,=0. 
THEOREM 3.1. There is E > 0 such that on the set {(q, 25’) ) 6 CC}, the 
power function of any test q5 in 9: is evaluated as 
44, (% 2)) = a + 6, C,(4) + &C,(4) + o(6), 
where 
(3.13) 
(3.14) 
(3.15) 
r1 + r3 C,(d) =- 
i 
h Eo[4 tr Z;,Z,,(Z;,Z,, + S2J -‘I 
2plp2 rl i 
C2(+r’ +r3 - Eo{4Cr3 trGS12(S22 +G2Z12)-’ S,, 
2P, P2 
- p1 tr WS22 + Z2G) PI > - 1 
lim sup 1 o(6)/& j = 0. 
6-O 4 
Here E,( .) denotes the expectation of (. ) under the null hypothesis. 
The proof is routine and omitted (see, KFK [lo]). 
The expression (3.13) shows the local behavior of the power function of 
an invariant test 4, according to which the power function is approximated 
by a + 6, C,(4) +&C,(4) in the neighborhood 
and the approximation is uniform in 4. Since a test maximizing the local 
power c1+ 6, C,(4) +&C,(d) depends on at least the ratio of 6i and d2, no 
LB1 test exists. This is natural in the sense that the quantities that 6, and 
Sz indicate are different and the deviation of 6, (or q12) from 0 is indepen- 
dent of the deviation of 6, (or Z,,) from 0. On the contrary, the form of the 
power function in (3.13) reflects how an invariant test can detect each local 
deviation from each null case. That is, C,(b) basically measures the local 
power of 4 against the local deviation of 6i from 0, while C,(d) the local 
power of 4 against the deviation of 6, from 0. 
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However, the statistics which define the expectations of C,(4) and C,(d) 
in (3.14) and (3.15), are not independent even under the null hypothesis. In 
fact, the statistics 
T, -F tr Z;,Zlz(Zi2Z,, + &)’ 
and (3.16) 
T2 E r3 tr SG~S~~(&~ + Z;zZ,,)-l Szl - p1 tr SJS,, + Z’,2Z12)-1 
are dependent on each other. This is a feature of the simultaneous treat- 
ment of the two separate hypotheses. To investigate this point further, 
observe that the test, say $i, which maximizes C,($) is given by the critical 
region 
T, >c, 
and it is the LB1 test for testing q12 = 0 without 2 12 = 0. More specifically 
it is LB1 for testing the GMANOVA hypothesis 
H’:W,01Q2=0 (3.17) 
in the MANOVA model Y = X0 + E with E - N(0, I@ Z), where X: n x r, 
h, : r, x r, and fi,: p x p2 are arbitrarily fixed matrices of full rank. This 
test is even uniformly most powerful invariant (IJMPI) when r 1 = 1 or 
pz = 1, and the power function of an invariant test I(/ for the hypothesis in 
(3.17) is locally expressed as 
n,(vk (II, Q) = a + 6, Cl(#) + 46,)? (3.18) 
where (9, z) is the parameter of a canonical form corresponding to (@, r) 
(see Kariya 111, p. 1091). On the other hand, the test, say I+Q*, which 
maximizes C,(4) is given by the critical region 
T,>c 
with T, in (3.16), and it is the LB1 test for testing z,, =0 in the case of 
qi2 = 0. More specifically it is LB1 for testing independence Cl1 = 0 in the 
missing data model 
212 N Nv12r I,, Oz22) with q,* =0 
(3.19) 
u - NO, I,, 0 Z) and Z,* and U are independent, 
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where the counterpart of Zip is missing (see Eaton and Kariya [4]) and 
the power function of any invariant test in the model (3.19) is expressed as 
n,(tk (07 Z)) = a + S,C,(ll/) + 462). (3.20) 
However, when qi2 ~0, the test based on the critical region T, > c is not 
easy to interpret as a test for testing the single hypothesis of the indepen- 
dence z,, = 0 alone, because in the case of q,* #O, Zi2 would not be 
involved in a test statistic. In other words, this is a difference between 
treating the two hypotheses simultaneously and treating them separately. 
Now by taking this point into account, we propose the test maximizing a 
linear combination of C,(4) and C,(d), 
C,(d) = br3Cl(b) + C,(4) (O<B-==)), (3.21) 
where /? is a constant independent of n. Using the Generalized 
Neyman-Pearson Lemma, the critical region is given by 
T(p) E fir3 T, + T, > k. (3.22) 
Here Ti is multiplied by r3 = n - r because from (3.3) q = O(n”‘) so that 
6, = O(n) provided X’X= O(n). The test bB with critical region ZQ?)> c 
maximizes the power rc(q5, (q, C)) locally in the neighborhood 
since it maximizes (6,/r,) /3r3 C,(4) + d2 C,(d) = S2[/lr3 C,(4) + C,(4)] on 
NEs. The constant B may be regarded as a weight for the importance of the 
hypothesis q12 = 0 relative to the hypothesis C,, = 0, and it is chosen in 
advance. It is noted that the test based on T(p) is not a linear combination 
of the two LB1 tests +I and r,k2 stated above. 
We remark that for a given q5~$@ h, the local sensitivity of 4 against 
(6,, 6,) is measured by the two coordinate (C,(4), C,(4)). Second, when 
the information q i2 =0 is ignored in the missing data model (3.22) the 
LB1 test for independence C i2 = 0 is given by the critical region 
T3 = tr S,‘S,,S,‘S,, > k (3.23) 
(see Schwartz [28]). That is, this is the LB1 test for independence in the 
MANOVA model without ‘1 i2 = 0. Since the test with critical region T, > k 
is LB1 for testing q i2 = 0 without C,, = 0, we may combine these two tests. 
Here while the simultaneous treatment of the hypotheses yielded the depen- 
dent statistics T, and T2, the separate treatment yields the independent test 
statistics T, and T3. The problem of how to combine independent test 
statistics is discussed in the literature (see, e.g., Marden [16, 171). In this 
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paper we do not get involved in this problem. But as is shown next, the 
LRT for the simultaneous hypotheses gives a natural combination of the 
LRT statistics for two separate hypotheses. 
The LRT for our problem is easily obtained by using the canonical 
model in (3.5) as 
1st ISI I s22 I 
I s11 I I s22 + z;*z,, I = IS,, I I& I . IS22 + z;*z,, I = L1 L2. (3-24) 
Of course, when L,L2 is small, the joint hypothesis is rejected. As is well 
known, L, is the LRT statistic for Cl2 = 0 without q12 = 0, while L, is the 
LRT statistic for q12 = 0 without C,, = 0. Further L, and L2 are indepen- 
dent so that the two independent LRT statistics are combined in (3.24). It 
is noted even when vi2 = 0, the LRT statistic for Cl2 = 0 is given by L, so 
that the LRT ignores the additional data Z,2 (see Eaton and Kariya [4]). 
The unbiasedness property of the power function is considered as a special 
case of Problem (II) in the next section. 
4. TESTS FOR THE HYPOTHESIS 8,, = 0, 8,, = 0, AND Cl2 = 0 
First, we shall consider via invariance Problem (II) 
H: t9,2 =O, 821 =o, c,, =o versus K: not H. (4.1) 
Since 8,, = 0 and e2, = 0 are expressed as 
M,@M, =o and M~@M, =o 
and since M, x’XM3 = X;X, # 0 in general, the group leaving this problem 
invariant is smaller than the group leaving Problem (I) invariant, where 
M1 and M2 are defined by (3.2), M, = (0, I), and M, = (A). The special 
case X’J, = 0 will be briefly treated later. Here we use the following 
canonical form 
w=K(xX)-'rY-N(q,A@q with q= K8 
s= Y(Z- P,) Y- W(Z, r3) with r3 = n - r (4.2) 
Wand S are independent, 
where PO = X(Xx)- ’ X’, 
Qyl,2) with (rx)-’ = Q = 
22 
rl r2 
SELECTION OF VARIABLES AND INDEPENDENCE 219 
and 
with Qi2 = Q~“2Q12Q$1’2. (4.4) 
Partition W and q as 
and 
Pl P2 Pl P2 
respectively. Then in the model (4.2) the problem is to test 
H: q,* =O, v21 =o, Z12 = 0. 
The problem is clearly left invariant under the group Y = Gl(p,) x Gl(p,) x 
R” pI x Rr2p2 acting on ( W, S) by 
g(W,S)=(WB+F,B’SB) with B=(: ijandF=(: ZJ. 
(4.5) 
where g = (B,, B,, F, , F2) E Q. From this action of Q, it is easy to see that 
an invariant test is a function of ( W,,, W21, S) only and that the power 
function of an invariant test is a function of 
<i2 = Q~1/2B,2C~1~2P2, and 12i = Q;21/2821Lfi112P1, 
(4.6) 
where Pi E O(pi)‘s (i = 1, 2) satisfy 
P,c-‘~2z,2c2~‘~2P 11 2 
= A = diag(p, ,..., Pt, o,..., 0): PI x p* with t = min(p,, p2) (4.7) 
and p, >, ... 2 p, are the canonical correlations. So we can assume 
yl12 = <i2, q2i = t2i and Z = Sz without loss of generality. In this set-up, we 
may proceed in the same way as we did in Section 3 to obtain an 
expression for the locally approximate power of an invariant test. However, 
by doing so we end up with a very complicated expression of local power 
which depends on may parameters in an intractable way. This implies that 
a further invariance consideration into the problem will not help to 
68312112.3 
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propose a new test which possibly takes into account the simultaneous 
occurrence of the three hypotheses v] i2 = 0, q2, = 0, and Z,, = 0. Of course 
no LB1 test exists. 
On the other hand, the LRT is given by the critical region L < c, which 
was originally derived by Fujikoshi [7], where 
ISI 
Lr IS22 + w,w,* I IS,, + w;,w,, I 
ISI I s22 I ISI, I 
= IS,, I IS22 1. IS,, + WLW,, I . IS,, + w;, w,, I 
=L,LzL,, say. (4.8) 
It is also directly obtained from the distribution of ( W,,, W,, , S) since the 
LRT is always invariant (under a very mild condition). The statistics L,, 
Lz, and L, in (4.8) are, respectively, the LRT statistics for the three 
separate hypotheses Z,, = , 0 0i2 = 0, and &, =O, and the LRT statistic 
L, L, L, for our simultaneous hypothesis in (4.8) may be viewed as show- 
ing how to combine the three LRT statistics for the three separate 
hypotheses. But there it is noted that L, and L, are correlated because of 
the correlation of W,, and W,, unless X&Y, = 0 or Z,, = 0. In fact, if U: 
and vi are, respectively, the ith and jth rows of W,, and Wz,, the 
covariance matrix of ui and v, is shown to be 
COV(ut, uj) = 40 A’: PZ X PI 9 
where qij is the (i, j)th element of Q,, in (4.4) and Qi2 =O and A =O are, 
respectively, equivalent to X;X, = 0 and Z,, = 0. This correlation between 
L, and L3 makes it difficult to investigate optimality properties of the LRT. 
Now to show the unbiasedness of the LRT, note that from 
WI2 - N(t12, IO4 and W,, - Nt,,, ZOO, 
v,, = w;,w,, - W,,(Z, r2 : z2) with J, =Y, and t2 = 5;25,2 
v,, = w;, w,, - W,,(Z, r, : tt) with ?, =r2 and 71 = 5;152* > 
(4.9) 
where W( Y, m : v) denotes the noncentral Wishart distribution with 
expected value mY, degrees of freedom m, and noncentrality parameter 
matrix v. In the original term, Vii is easily shown to be equal to 
vi, = Y:[Po -P,] Y; with P, = X;(X,!X,)-’ X(. (4.10) 
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Further, from (4.2), S and {VII, V,,} are independent, and when d = 0, 
V,, and V,, are independent. Here we use a conditional argument. First, 
write L,L, in (4.8) as 
LL2=Is22.1I/Is22.1+~22+s21s11‘s12I 
=I~**., l/l~,,.l +&2 I? (4.11) 
where 
s,,., =s** -S*,S~‘S,*, s,,., =y-1’*s**.*y-1’2 
o,, = y - I’*( v,, + s,, S,‘S,*)y - I’* and y=I-A’A. 
LEMMA 4.1. (1) S22.1 - W,,(Z,n-r-p,). 
(2) s,, , and 0,, are independent. 
(3) Conditional on Y, , o,, - Wpz(Z, rl + p1 : !P), where 
!P=y-1’2[B+A’S11 A] y-‘/2 
a= [X,812 + Y, A]’ (PO - P2) [X,8,, + Y, A] 
with 6,, = 012C2;1/2P 2. 
(4.12) 
Proof. Our original model may be viewed as 
with Q in (4.6), where 8,, = tY2,C-“*P,. Hence conditional on Y,, 
Y,-NX,~,, +(Y, -~2~2,)4ZO~h 
from which conditional on Y,, we obtain 
and 
S,,S,‘S,z = W, Y2 - W,,(Y, P, : A’S,, A) 
V,, = Y2[P0 -PI] Y, - W,,(y, rl : E) 
s22.1 - W,,(y,n-r-p,). 
Further conditional on Y,, &., , Sz, S,‘S,,, and Y,, are independent and 
S,, , does not depend on Y, . Thus all of the results follows. 
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THEOREM 4.1. The LRT with critical region L < c is unbiased. 
ProoJ: Let 
c= {t&z.l~ vi, +~21q,‘~12r VI,, Sll) :L,L,L -4 
be the critical region of size a in the space of (S,, , , V,, + S,, S; ‘S,,, V,, , 
S,, ). Then since S,, and V, 1 are functions of Y, only, from (4.10) the 
power function of the LRT, 4L is expressed as 
44L, te,*, ~*I~ A)) = ptc I 0125 ~21, A) 
=E,,Cp({(L.l~ &,)I IL.1 I/IL, + b, I 
<cL,‘fI (S,l> ~1,~~,,?~,,~~)3~ (4.13) 
where E,, denotes the expectation with respect to Y,. Since 
IL l/l&l +fL2 I cc’ 
is regarded as the LRT for testing Y = 0 in the MANOVA set-up with 
( o12, s,,. I), as is shown in Anderson and Das Gupta [2], it is an increas- 
ing function of each characteristic root of Y. Since 8,, = 0 and d = 0 imply 
Y=O, from (4.13) 
N#,, (L L d))24#L, (0, bl, O))=P(C IO, L 0). (4.14) 
But under d = 0, L, L, and L, are independent because VI1 and V,, are 
independent. Further L, = I S,, I/I S,, + V,, I is regarded as the LRT 
statistic for testing 8,, = 0 in the MANOVA set-up with (V,,, S,,). Hence 
the inside of the conditional expectation 
ptc IO, fL> O)=&,,,Cw&l~ Vll) I L, <GLJ’) I (0, &17 011 
is an increasing function of each characteristic root of 8,, &, . This implies 
P( c ( 0, B,, , 0) 3 P( c I 0, 0,O) > CC 
Combining this with (4.13) yields the result. 
Under d #O or equivalently C,, # 0 (because L, L2 and L3 are 
correlated unless X;X, =O), it seems difficult not only to establish a 
monotonic&y property of the power function of the LRT, but also to find e 
natural parameter space on which the monotonicity is considered. 
We remark that the above result holds even when the model Y = X8 + E 
is defined for X conditioned and the marginal distribution of X does not 
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depend on (0, Z). Hence the LRT for testing no additional information 
hypothesis in canonical correlation model, which is nothing but our LRT 
(though X is random), is unbiased (see Sect. 2). 
In the case of X;X, ~0, we consider two special cases. First, consider the 
case A = 0 or equivalently Z,, = 0. In this case the problem of testing joint 
hypothesis 8,, = 0 and 0*, =0 is simply split into two independent 
problems in the two independent models Yi = X, 0,; + X,ezi + Ei (i = 1,2). 
However, the LRT for the joint hypothesis is given by dL = x(&L3 < c) 
and it is not the product of the two LRT x(Lz < c2) x(L, < c3), where X(A) 
denotes the indicator function of a set A. The power function of 4L for 
el* = 0 and 8,, = 0 is a function of the characteristic roots 
lj = ch,(z,ll2e;,X; cpO - p2] X, e,2z:22”2) (i = l,...., p2) 
and the characteristic roots 
y, = chj(z~l~*e;,xz[p, -P,] x,e,,cfil/2) (j= L..., Pl), 
and by similar argument as in the proof of Theorem 4.1, we obtain 
COROLLARY 4.1. Under Z,, =0, the power function of the LRT with 
critical region L, L, < c is increasing in each Ii or yj. 
Next, we consider the unbiasedness of the LRT with critical region 
L, L, < c. Since the distribution property of L, L2 is simply obtained in the 
proof of Theorem 4.1 by setting I’,, = 0, we obtain 
COROLLARY 4.2. The LRT with critical region L, L2 < c for Problem [I] 
is unbiased. 
In fact, from (4.10) and Lemma 4.1, the power function of the LRT is 
easily seen to be an increasing function of each characteristic root of Y 
conditional on Y. Hence the unbiasedness immediately follows from YaO 
and the fact that 8 ,2 =0 and C,* =0 imply Y=O. 
Finally, we consider Problem [II] under X;X, =O. An example of this 
case is found in time series models (see Anderson [ 1, p. 921). Under 
X;X, = 0, we can take A = I in the canonical form in (4.2) as well as 
Qii = (X:Xi)-‘. Then the group @=O(r)+O(r,)x 9 leaves the problem 
invariant by the action 
g( W, S) = (TWB + F, B’SB) with r= r1 0 1 1 0 l-2’ 
where 2 = (PI, P,, g) E g. Hence in the same way as above, the problem is 
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reduced to the problem of testing t12 =O, t2, =O, and A = 0 in the 
canonical form 
WI2 -wr,,, IO4 with [,2 = ~~~~~~~~~~~~~~~ 
W21 -NC,, > IO4 with t2, = Q;1’262, C;‘/*r, 
s- wwn, r3) with 12 in (4.6), 
where W,,, W2,, and S, here, are independent. Also g acts on 
(w,27 W,, 9 S) by 
2( W,,, Wz,, S) = (P, W12B2, P, W2, B,, B’S@. 
Since the group 9 is bigger than 9, a result corresponding to Theorem 4.1 
can be derived. To see this, let v = v, + v2 + v3 with 
v1 = tr <125;2 = tr Xi.%/, 8,2Z2yL0;2 
v2 = tr cz, &, = tr X;X,8,,C,‘@;, 
and 
v3= i p~=trAA’=trC~‘Z,,C~‘~,,. 
i= I 
THEOREM 4.2. There is an E > 0 such that on the set { (0, Z) I v < E) the 
power function of an invariant test 4 size c1 under @J is evaluated as 
71th (0, W) = a + 4 Cv,D,(d) + v,D2(4) + v3&(4)1+ o(v), 
where 
Rz = z? tr W2, W,,( W;, W,, + S,,)-’ 
R 
3 
= (rl +r3)(r2 fr3) 
WG W2, +SJl S12W;2W12+S22)-1 S2, 
PI P2 
- + tr S,,( WI, W,, + S,,) - ’ 
r2 + r3 -- tr S,,( W2, W,, + S,,)-’ 
P2 
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and 
lim sup 1 o(v)/v 1 = 0. 
v-to ,f, 
The proof is omitted again. 
In this expression, a symmetry which is lacking in Theorem 4.1 is 
secured, and the statistics R, , R2, and R, are, respectively, the LB1 tests for 
testing the separate hypotheses H, : <I1 = 0, H2 : tZ1 = 0, and H, : Z,, = 0 
under cl2 =0 and lZ1 = 0 (see Eaton and Kariya [4] for H,). Also for each 
hypothesis Hi, the power function of an invariant test is expressed as 
a+ + viDi($) +o(v;) (i= 1, 2, 3). Here again it is noted that the statistics 
R,, RZ, and R3 are not independent under the null hypothesis. R, and R, 
are independent under the null hypothesis. Here following the discussion in 
Section 3, we may propose a combined test of these statistics with critical 
region 
(4.15) 
where r3 is put on Ri’s because vi = O(n) (i= 1,2). Here the constants /?;‘s 
may be considered indicating relative weights for the three hypotheses 
8,, = 0, eZ1 = 0, and Cl2 = 0. Often, it will be the case /?, = f12. This test 
clearly maximizes the local power c1+ C;=, v,D,(4) in the neighborhood 
{(O,C) Iv, =r,Piv3 (i= 1,2)}n {(O,C)I v-cc). 
Also the local sensitivity of an invariant test 4 against (v,, v2, v~) is 
described by the coordinates (D,(4), D,(b), D,(4)). Further, from the 
observations above, we may use the test based on R(/?, , j?*) in (4.15) even 
if X;X, #O. 
It is remarked that the LRT statistic in this case is of course the same as 
L = L, L2 L3. But here, because X; X, = 0, in addition to the independence 
of L, and Li (i= 2,3), L2 and L, are independent though L,, L,, and L3 
are jointly dependent. 
5. ASYMPTOTIC NULL DISTRIBUTIONS OF THE TEST STATISTICS 
The asymptotic null distribution of the LRT for Problem [II]: 8,, = 0, 
8,, = 0, and Z,, = 0 has been derived by Fujikoshi [7] in the context of 
the problem of testing no additional information hypothesis in canonical 
correlation analysis. From a more general viewpoint, we briefly treat it here 
in a systematic way and then consider the asymptotic null distribution of 
the LRT for Problem [I]: 1!9,* = 0 and zIIZ = 0. The notation 
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denotes that for independent Wishart matrices A and B, 
A= IAI/(A+BI with A - W,(C, n) B- W,(Z, q). 
LEMMA 5.1. Let Aj - Ap,(qi, n- d,) and &‘s be independent (i= 1,2). 
Then 
where Gf (x) is the cdf of x’(f), 
fl =P141, f2 =p242, f=h +f*, m=n-p 
II 
(5.2) 
S=S, +s2,s1 =~(P:+q:-5)ands,=~(p:+q:-5). 
Proof The result follows directly by the usual method based on charac- 
teristic function. 
Now for Problem [II], the LRT statistic is given by L, L,L, in (4.8) and 
from Lemma 4.1 and (4.1 l), it is easy to see that under the null hypothesis 
A, =L,L, -A,,(r, +Pl,n-r-pl) (5.3) 
1, = L3 - Ap,(r2, n -r), (5.4) 
and 1, and A2 are independent. Therefore the following result follows from 
Lemma 5.1. 
PROPOSITION 5.1. For Problem [II]: O,, =O, 8,, =0 and Cl2 =O, the 
asymptotic null distribution of LRT based on -m log(L, L2) L, is given by 
(5.1) where in (5.2) q, =rz, q2 =r, +p,, d, =r and d, =r+ r,. 
On the other hand, for Problem [I], the LRT statistic is given by L, L, 
in (3.24), which is the same as the L, L, in Problem [II], and hence from 
(5.3) under the null hypothesis 
&=L,L, -A,,(r, +p,,n-r-p,). 
The asymptotic null distribution of -2m log A, is well known. 
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Next, we consider the asymptotic null distribution of R(/?, , /?J in (4.15) 
for Problem [II] and, as a special case, obtain the null distribution of Z’(p) 
in (3.22). But here fore simplicity, the case /Iipir,:’ = 1 (i= 1, 2) will be 
treated. A more general case can be obtained in a similar manner. From 
(4.15), let the test statistic be 
R=iT, +&+I& +2p,p, 1 +&(r, +r,) 
[ 1 ) (5.5) 
where m=n-r 
8, =(m+r,)trB,,(B,, +Sll)-l with B,, = W;, W,, 
Wz=(m+r,)trB,,(B,,+S,,)~’ with B,, = W,, W,, 
8, =$(m+r,)(m+r,)tr(B,, +S,,))‘S,,(B,, +&)-’ Sz, 
-~(m+r,)trS,,(B,, +S,,)V’ 
-5 (m + rl) tr S22(BZZ + S22)P’. 
THEOREM 5.1. For problem [II]: I!J~~ =O, 0,, =O, and L’,2 =O, the 
asymptotic null distribution of i? in (5.5) is given by 
f@W=Gl(x)--&(l;s, +fisz +~~s~)CG/(X)--G/+*(~)+G~+~(X)I 
-~~~~~(~,f~~)C2G~(x)-~~l+~(.r)+~~+~(x)l+~(m-3~z~, 
(5.6) 
where f =h +f2 +f3, fi =plr2, f2 =p2rl, f3 =p1p2, s1 =pl +r2 +L 
s2=p2+r,+1,ands,=p,+p,+1. 
The case of Problem [I] follows directly from this theorem. 
COROLLARY 5.1. For Problem [I]: e12 =0 and Z,, =O, the asymptotic 
null distribution of 
P=T(r,!p,)+2p,p2[l+~r~] 
with T(p) in (3.22) is given by (5.6) with r2 = 0. 
(5.7) 
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Outline of the Proof of Theorem 5.1. Under the null hypothesis, assum- 
ing Z = I without loss of generality, we have the three independent Wishart 
variates B, , - W,,U, r2), B22 - WJZ, rl), and S- W&Z, m). As usual let 
(5.8) 
and expand i?,‘s in terms of V, B,, , and B,, as 
~,=trB,,+(1/fi)qj,+~q,~+0,(m-3~2)(j=1,2) 
a3 = tr h2 V2, -2~~ p2 + U/&)q,, 
1 
+ j& cq32 + 932 - pI P#, + r2)1 + 0,(mP3’2), 
where qj, = - tr B,. V,j, q,T = tr B,j TY - tr Bi + Fj tr Bi, with ?, = r2 and r2 = 
rl (j= 1, 2), q3, = - tr VII VI2 V2, - tr VI2 V,, V21, q32 = tr Vf, VI2 V,, + 
tr 6, G2 V2, + tr VII 5, V2, Vzl 1 and @32 = trl + r2) tr v12 v21 - 
tr B,, I’,? V21 - tr B22 V,, V,, + p2 tr B,, + p, tr B,,. Then a is expressed as 
R=trB,, +trB,, +tr V12V2, +(l/&)(q,, +q2, +cI~~) 
+i(q12 +q22 +q32 +~32)+0,(m 3'2). 
(5.9) 
Then the characteristic function C(t) of R is expanded as 
C(t)=E(H(t) 1+(1/&$4, +;A2 
[ II + O(me312), (5.10) 
where H(t)=exp[it tr B,, +it tr B,, +it tr V,, V,,], and A, and A2 are 
functions of Bij’s and VU’s. Since V,‘s are not independent, in evaluation of 
the expectation in (5. lo), we may use 
LEMMA 5.1. ( 1) The pdf of V is expanded as 
f(V)=cexp(-dtr V2){1+(l/&i)[-t(p+l)tr V+&tr V’]}+O(m-‘). 
(2) The conditional pdf of V,, given V,, and V2* is expanded as 
f(Vl2 I Vl,, V22) 
= c exp( - + tr V,, V,,)( 1 + (1/2Jm)[ - p2 tr VI, - pl tr V,, 
+ tr VI, V,, Vzl + tr V12 V,, V2,]} + O(m ~’ ). 
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ProoJ: ( 1) is well known. (2) is obtained by f( V)/f,( V,, ) ,f& V&, where 
the marginal pdfs of Vii’s are first expanded as in (1). 
LEMMA 5.2. The characteristic function of i? is evaluated as 
C(t)=(l-2it)-02 1--&(f,s, +fisz+f3s3)[(1-2it)-‘-I]’ 
i 
-kpIp2(r, +r,)[2-3(1 -2hp’+(l -2it)-2] +O(mp3’*). 
I 
(5.11) 
ProoJ: The proof is straightforward although it involves a lot of com- 
putation. The result is obtained by using Lemma 5.1 and the well-known 
results, 
1 + (it/fi)q3, +A (it)q32 +qy:, III 
= Eexp(itm tr Sfi’S,2Sg’S2,) + O(mp3j2) 
=(l -2it)~f3” 
[ 
1 -&f3s3 {(l -2it)-‘- 1)2+O(nz-3/2) 
I 
(5.12) 
(Fujikoshi [ 51, Muirhead [20] ) 
E[exp{it(m+r,)trB,,(B,, +S,,))’ 
+ it(m + rl) tr B,,(B,, + Sz2)V’}] 
=(I -2it)p(flsl+fis?)/2 
[ 
1 -&(fIs, +f2s2)+O(m--3’2) 
1 
(5.13) 
(Fujikoshi [S], Muirhead [20]). 
Inverting C(t) in Lemma 5.2, we obtain the result in Theorem 5.1. 
6. TESTS FOR INDEPENDENCE WHEN e12 =0 AND 8,, =0 
As has been stated in Section 2, for Problem [III] H: C,, = 0 given 
0,2 = 0 and 02i = 0, KFK [lo] proposed the LB1 test, a LRT-like test and 
a trace test, and considered the asymptotic null and nonnull distributions 
of these tests. Sarkar and Krishnaiah [27] considered the problem of 
testing the hypothesis .Z= 0~1, when 8,* = 0 and 8,, = 0 and o2 is an 
unknown constant. Krishnaiah and Sarkar [27] considered the problem of 
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principal component analysis when 6,* = 0 and d2i = 0. In this section, we 
compare the power functions of those tests. Since the model in Problem 
[III] is 
4y,, y21= C~,~~,l 
I9 
i 1 
;’ 8” + CE, % &I 
22 (6.1) 
PI P2 rI r2 
(6.2) 
it contains the MANOVA model as a special case with Xi = X,. The com- 
parison we make here deals with the comparison of the Pillai test and the 
LRT for independence in the MANOVA model. In fact, as will be shown, 
when X, =X1, the LB1 test and the trace test in Problem [III] are both 
reduced to the Pillai test of independence in the MANOVA model, which 
is LBI, while the LRT-like test is reduced to the LRT of independence in 
the MANOVA model. Following KFK [lo], assume p, 2 p2 without loss 
of generality and let 
Q. = I- X(X’X)+X’ = ZoZb with ZbZo = I,, 
pi = I- x;(x;x;)-'XI (i= 1,2), 
(6.3) 
where Z,: n x n,, n, = n - r. and r. = rank[X,, X2] and A + is Penrose 
inverse of A. Further let 
- -, x(x’x)+x’-xi(x:x,)~‘x~=ziz; with Z:Z, = Irger,, 
where Zi: n x (r. - ri), and let 
Z, = [Zi, Z,]: n x (n, + r. - ri), (6.5) 
Mi (r. -r,) [ 1 2; Y, u, (n - ro) = zl yi = Z; L 1 y, 9 (6.6) 
P, 
S=G+B and R=S,2S$S2,S~', (6.7) 
where S= (S,) with S,: pi x pi, G= (G,) with G, = U,iJ,: pI x pj and 
B = (B,) for i, j= 1, 2 with 
Here we note that when X, =X2, Q, =Qi (i=1,2) so that B=O and 
S = G with G N W(C, n,), which is nothing but the canonical form for the 
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problem of testing C,, = 0 in the MANOVA model. Now based on the 
notation introduced above, our problem is to test C,, =0 based on S in 
(5.7) and then the LRT-like test statistic, the tract test statistic and the LB1 
test statistic considered in KFK are, respectively, expressed as 
T, = -no log IZ-RI 
T, = n, tr R 
T,=~(n,n,trR-~,p,trS,‘Y;Q~Q,Q,Y, 
(6.9) 
(6.10) 
-n2pl trS;‘Y;Q2QlQ2Y2>+P~P2 (6.11) 
where 
n;=n-r, (i=O, 1,2) and t = r, + r2 - 2r. (6.12) 
As has been shown in KFK, the power functions of these invariants tests 
depend on (0, C) only through the canonical correlations p: > . . . b pi* of 
C or the characteristic roots of C,2C,‘Zz,Cfi’. Here to consider the local 
behavior, the power functions, first, fix o, 2 . . . 3 oP2 b 0 with o, # 0, and 
take 
1 
pj=lwi 
no 
(j= L..., P2), (6.13) 
where l/n0 is supposedly small. This implies p, = (2w,/no)“’ is eventually 
small. Further let 
6=w, + ... +wp2 =tr Cp (6.14) 
Q, = diagfo, ,..., wPz f (6.15) 
f'PlP2 and s=p, +p* + 1. (6.16) 
Then from the results in KFK, the asymptotic power functions of the tests 
based on Ti’s in (5.9), (5.10), and (5.11) under the local alternative (p,> in 
(6.13 ) (as no + cc ) are given by 
P(T;>x;)=Gr(x, 6)+; 
J 
ioav 
x Cf+2i(x, : a)+ O(n;‘) (i= 1,2, 3), (6.17) 
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where G,(x : S) = 1 - G,(x : 6), G,(x : 6) is the distribution function of xz 
distribution with degrees of freedom k and noncentrality parameter 6, 
a ,o=$fi-$f(t+trKK)-(trKK)6-tr@2 
a,, =$fS+$,f(t+trKK)-t6 
a12=(t+trKK)6+2trQ2, a,3= -trQ2, al4 - -0 
a zO= -+fs-$,f(t+trKK)-(trKK)6-tr@2 
azl =ffi++f(t+trKK)-16 
a2, = -ifi+(.s+t+trKK)6+2tr@’ 
az3 = --s ii, az4 = - tr @* 
a30 = -afs-$,ftrKK-(trKK’)6-tr@2 
a3l =ffs+&f trKK 
a3?= -fs+(s+trKK’)6+2tr@’ 
aj3 = --s 6 and a34 = - tr Q2. 
Note that J$= 0 0, = 0 (i = 1, 2, 3). To evaluate the power functions in 
(6.17) further, let g,-(x : 6) be the pdf of Gr(x : 6) and let G,.(x) = Gf(x : 0) 
and g,.(x)= g,(x :O). Then it is easy to see that 
G,+z(x:6)=2q,-+2(x:6)+~,(x:6) 
s/+Z(X)=Xg,(-~)lf 
(6.18) 
(6.19) 
(6.20) G, r+56 =c,(x:a)-~g,.(x:6)+O(m-*). (, m 1 
Using (6.18) the power functions are evaluated as 
b,gf+*j(xr : s)+ O(n,‘), 
where 
(6.21) 
h,, =tfs+f(t+trKK’)+2(trKK’)6+2tr@’ 
b,,=2(t+trKK’)6+2tr@* 
b,, = -2 tr @‘, b,, = 0 
b,, =jjk+f(t+trKK’+2(trKK’)6+2tr@’ 
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bz2 = - t fs + 2(t + tr KK’) 6 + 2 tr Gp2 
b,, = -2s 6 - 2 tr Q2, b,, = - tr @ 
b,, = 4 fs + f tr KK’ + 2(tr KK’) 6 + 2 tr Q2 
b,, = - 4 fs + 2(tr KK’) 6 + 2 tr G2 
b,, = -2s 6 - 2 tr Q2, b,, = -2 tr Q2. 
Using (6.21) and (6.19), under the null hypothesis 6 = 0, 
cc=P(Ti>xi) H,) 
=c,(xi)-$&J+ o&z) (i= 1, 2, 3), 
where 
(6.22) 
51, = -x1 is+t+trKK 
s,, = -x2 sx2 is+r+trKK’--- 
2(f +2) 
63, = -x3 sx3 ;s+trKK’-- 
2(f +2) . 
(6.23) 
From (6.20) and (6.22) (or Hill and Davis formula) we obtain with u in 
Gf( u) = CY, 
xi = u -; b,O + O(n,y2), (6.24) 
where b,u = -UC, with c,=fs+t+trKK’, c,=fs+t+trKK- 
(su/2(f + 2)), c3 = 4 s + tr KK’- (su/2(f + 2)). Hence using (6.20) and 
(6.24), we obtain the following theorem. 
THEOREM 6.1. Let n(qSi, @J) be the power function of the test di of size !.I 
with critical region T, >xi (i= 1, 2, 3). Then for u satisfying G,(u) = cc, it is 
evaluated as 
7c((hi, @) = qu : 6) +J-& H;(Q) 
+ O(rq2) (i= 1, 2, 3), (6.25) 
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where 
H,(@)=2{(trKK’)6+trD2} gf+2(u:6) 
+ ( --s 6 + 2 tr @*) gl+Ju : 6) - 2 tr Q2gf+Ju : 6) (6.26) 
H,(Q) = H,(G) 
6’ 
= H,(@)S2- 
(f+2) 
Y(@) g, +*(u: 4) 
and 
Y(Q) = (pl + p2 + 1) - (pl p2 + 2)Ctr @‘/(tr @)‘I. (6.27) 
Proof. Using (6.20) and (6.24), the power functions in (6.21) are 
expressed as 
The results (6.25) are obtained by using the relation 
which was used by Rothenberg [26]. 
Setting T= (tr Q2/(tr @)*I, from (2), if y(@)>O, or equivalently 
(pl + p2 + l)/(p, p2 + 2) > T, the LB1 test is asymptotically better up to 
o(n& ‘) than the LRT-like test, while if y(D) < 0, the LRT-like test is 
asymptotically better. Since tr Q2 = C III: and tr Q, = C wi = 6, the 
inequality 
follows from oi > 0 and Schwartz’s inequality. This implies 
I<trtr@2/[tr@]2<1. 
P2 
(6.28) 
The equality in the first inequality of (6.28) holds if and only if o1 = 
02 = ... =op2, while the equality in the second inequality holds if and only 
if o2 = ... =oP2 = 0 since w  , 3 o2 > . . . b o,, > 0. On the other hand, 
'~:T~=(PI+P~+I)/(P,P,+~)<~ 
P2 
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since p, 2 p2 > 0. Hence both the cases 1> z > z0 and to > T > l/p, can 
occur. The above observation will show that the closer r is to 1, the more 
concentrated oi’s are around w, = . . . = wpZ, while the closer z is to l/p,, 
the more spread wi’s are. 
Next, we consider the asymptotic comparison between the LRT and the 
Pillai test of independence in the MANOVA model. As has been pointed 
out, the problem of testing independence in the MANOVA model is 
included as a special case of our problem with X, = X,. In case X, = X,, 
2, =0 in (6.4) so that S= G in (6.7), K=O in (6X), n, =n, =n, in (6.12), 
and T, = T, in (6.9) and (6.11). However, this does not cause any changes 
in the results of Theorem 6.1 except for the slight changes of the coefficients 
in gr+ 2(~ : 6). That is, by setting K = 0 in the coefficients, the results in 
Theorem 6.1 holds as it is, while Theorem 6.1 is effective whether or not 
x, =x,. 
COROLLARY 6.1. For testing independence in the MANOVA model with 
X, = X2, ail the results in Theorem 6.1 hold. If z. > 5 ( b l/p,), Pillais test, 
which is LBI for fixed no, is asymptotically better up to O(n;l) than the 
LRT while ij” 1 < z < zo, the LRT is asymptotically better. 
7. REMARKS 
In this section, we first consider Problem [IV]: 19,~ = 0 and 0i2 = 0. For 
this problem, it is easy to see that a canonical form of the model is also 
given by the model in (4.2) where the joint hypothesis 0i2 = 0, 8*i = 0 and 
Z,, = 0 in Problem [II] was tested, and the hypothesis here becomes 
9 iZ =0 and qZ1 =O. Further, the same group c??= Gl(p,) x 
Gl(p,) x R”P’ x Rr2P2 acting on (W, S) as in (4.5) leaves this problem. Hence 
the class of invariant tests in Problem [II] is exactly the same as the class 
of invariant tests in Problem [IV] we are presently considering. This 
implies that the power function of an invariant test in Problem [IV] is also 
a function of 52, 5 i2, and t2i in (4.6). However, under the null hypothesis 
r,2 =0 and t2i = 0, it still depends on 52 because D may not be zero in 
,Problem [IV]. Therefore in general an invariant test in the present 
problem is not similar. In fact, this follows from the fact that the group 
does not act transitively on the parameter space of the null hypothesis. This 
is true even the case X,X, =0 where the group is enlarged to 
9= 0(r,) x O(r,) x 9 as in (4.5). For example, suppose we construct such 
statistics as 
L2 = IS,, I/IS,, + w;,w,, I and L,=IS,, l/IS,, +w;,w,, I 
(7.1) 
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for q12 = 0 and q2, = 0, respectively, analogously to (4.8), or 
L; = tr W,,S, Wl,, and L;=tr W,,S,‘W&. 
But here L, and L, (or L; and L;) are correlated under the null hypothesis 
so that any test combining L, and L, (or L; and Li) is not similar unless 
one of the two statistics is completely ignored. Because of the non- 
similarity feature of the problem we leave it here. One might use a non- 
similar test by combining L, and L, in (7.1) in such a way as L, L, or 
might test the two hypotheses separately. It is noted that an explicit form of 
the LRT for the present problem is difficult to derive. 
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