Study on High Efficiency Image Coding Using Fractal by 今村 幸祐
フラクタルを用いた高能率画像符号化
　　　　　　に関する研究
　　Study on High Effciency



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































currenセ methcd （Ts罵1．0） 囮
curren宝 method （Ts鵠2．2） 岡


























Claire 1222 156 40．96 73104
Lenna 7068 487 34．78 81600
Miss　America 1430 186 4029 70080
Salesman 16755 1739 35．05 143512









Claire 1’765 207 41．46 73104
Lenna 10591 703 35．38 81600
Miss　America 2807 314 40．34 70080
Salesman 25115 2523 35．89 143512









Claire 4395 454 4159 73104
Lenna 15335 988 35．51 81600
Miss　Arnerica 7662 772 40．50 70080
Salesman 32292 3209 35．95 143512












No。 Image　Data Coding　Method Remarks































































































































































































































































































































































































































T1瓢0 T1躍2 T1＝3 T1罵4 T1臨6 T1瑠12
Claire 3．97［0．86］ 3．95［0．921 4．30［0．71］ 3．75［0．88】 3。35［0．96］ 2．65［1．35］
Lenlla 4．35［0．93｝ 4．20［0．8刀 4．15［0．791 3．80［0．81］ 3．70［0．90］ 3．05［1．02］
Miss　America 4．26［0．92］ 4．00［0．94］ 4．20［0．60］ 4．00［0．94】 350［1．0刀 2．70［1．34］
Salesman 4．28［0．92］ 450［0．59】 450［0．67］ 4．00［0．63］ 3．85［0．85］ 2．50［1．16］
















1 2 3 5 10 20
NED 2702 5655 10539 13269 17678 27732
Claire
SNR［dB］ 40．59 40．72 40．75 40．85 40．89 40．93
NED 7177 13821 17398 28599 49887 64692Lenna
SNR［dB］ 3352 3393 34．06 34．17 3430 34．32
NED 4954 8989 12831 18860 31172 37002　Miss
`merica SNR［dB】 39．70 39．91 39．95 40．01 40．08 40．10
NED 13549 22499 35934 64472 11867 18765
Salesman
SNR［dB］ 34．11 34．42 34．64 34．81 34．99 35．08
NED 23470 42281 63329 92436 11788 13367Table











































1 5 10 100 200
MNED 20 42 59 312 533
αaire
SNR［dB］ 4059 40．78 40．82 40．87 40．87
MNED 13 28 50 306 555Le：nna
SNR［dB】 3352 33．84 33．96 34．08 34．14
MNED 16 32 63 287 485　Miss
`merica SNR［dB］ 39．70 39．79 39．83 39．87 39．88
MNED 18 29 48 364 638
Salesman
SNR［dB］ 34．11 34．23 34．27 34．39 34．40
MNED 12 21 42 329 569Table










































Claire 86 4．9 3．3 15 40．59 ’73104
Lenna 93 8．8 5．4 3．4 33．52 81600
Miss　America 53 4．1 2．9 1．1 39．70 70080
Salesman 111 18．0 10．0 7．9 34．11 143512










Claire 336 10．7 2．0 8．7 40．60 73104
Lenna 292 29．1 3．0 26．0 33．53 81600
Miss　America 183 9．4 1．6 7．3 39．71 70080
Salesman 517 99．4 5．6 93．5 34．15 143512











































































































































































































































































































































































































































































































































































































Irnage Max． Mean　of　aUδ Min．
Claire （2355）［25．01」 （3．25）［3．17］ （0．42）［0．52］
Lenna （25．16）［25．85」 （4．31）［4．25】 （0．47）［0．48］
Miss　America （14．23）［14．89］ （2．87）［2．90］ （0．76）［0．61］
Salesman （19．03）［18．56］ （3．88）［3。781 （0。66）［0．50］
Table　Tennis （30．18）［21．08］ （557）［5．20］ （0．63）［0．48］

















































































































































Kind　of　codes ：Bits Kind　of　codes Bi重s Kind　of　codes Bits
Flat
剛 0 隣 0 一 0














Flat fr＋m 9 fr＋m 9 丘＋m 9Amplitude



































































































































































































































































































































































































































































































Old 12x12＞（8x8）［6x6］ 0．74＞（0．73）［0．70］ ＜294＞（215）［15’η 39．6＞（39．3）［38．4］
6x6 8x8 0．70 144・ 39．3Claire
New 6x6． 12x12 0．70 159 39．7
8x8 12x12 0．73 235 39．6
Old 12x12＞（8x8）［6x6］ 1．22＞（1．18）［1，11］ ＜665＞（596）［501］ 33．8＞（32．6）［31．8］
6x6 8x8 1．11 446 32．4
Lenna New 6x6 12x12 1．11 432 33．6
8x8 12x12 1．18 573 33．8
01d 12x　12＞（8x8）［6x6］ 0．78＞（0．75）［0．72｝ ＜300＞（232）［150］ 39．8＞（39．2）［38．9］
　Miss
`mehca
6x6 8x8 0．72 138 39．0
New 6x6 12x12 0．72 139 39．5
8x8 12x12 0．75 229 39．7
Old 12x12＞（8x8）［6x6］ t52＞（1．49）［1．38］ 1491＞（1459）［1269］ 34，6＞（33．6）［32．3］
6x6 8x8 1．38 1154 32．8Salesman
New 6x6 12x12 1．38 1100 34．0
8x8 12x12 1．49 1391 34．6
Old 12x12＞（8x8）［6x6］ 1．84＞（1．83）［1．78］ 1420＞（1400）［1355］ 3L2＞（30．6）［29．4］
6x6 8x8 L78 1306 30．重Table
sennis New 6x6 藍2x12 L78 1292 31．1
8x8 12x玉2 1．83 1385 31．2
0夏d 12x12＞（8x8）［6x6］ 122＞（L20）［1。14］ ＜834＞（780）［686ユ 35．8＞（35．1）［34．2］
6x6 8x8 1．14 637 34．7Mean New 6x6 12xI2 1．14 624 35．6
8x8 12x12 1．22 762 35．8
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のSNRを，5種類の画像の平均値について示している．図4．11にお
いて太線で示した結果が，固定サイズのドメインブロックサイズ
を用いる探索法であり，細線で示した結果が可変ブロックを用いた
ブロック探索法である。
　表4．6から，情報発生量と最適ドメインブロックの選択に必要な
探索数は，優i先ドメインブロックのサイズM×Mに依存し，レン
ジブロックサイズに近いサイズを用いた方が，最適ドメインブロッ
クとして選択される頻度が高くなり，情報発生量と探索数を大幅
に削減できることがわかる．また図4ユ1から，再生画像の画質と
収束速度に関してはほぼ優先ドメインブロック以外のドメインブ
ロックのサイズN×Nに依存し，大きいサイズのドメインブロック
を用いた方が，画質も高く，画像の収束速度も早いことがわかる。
　このように，ドメインブロックを可変にすることによって，小さ
いブロックサイズー定とした場合の情報発生量と探索数のまま，大
きいブロックサイズー定とした場合とほぼ同程度の再生画像の画
質と収束速度を得ることができた。
　次に実際に符号化した再生画像を示す。図4．12～図4．16は，優
先ドメインブロックサイズを6×6画素，その他のドメインブロッ
クサイズを8×8画素とした場合と，優先ドメインブロックサイズ
を6×6画素，その他のドメインブロックサイズを12×12画素と
した場合と，また優先ドメインブロックサイズを8×8画素，その・
他のドメインブロックサイズを12×12画素とした場合のそれぞれ
の再生画像である。図4．12～図4．16より，提案法によって十分な画品
質の再生画像を得ることができた。
4。8　まとめ
　本章では，フラクタル画像符号化の符号化処理における高速ブ
ロック探索法を提案し，符号化時間の短縮と情報圧縮率の向上を
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図4．11繰り返し回数に対するSNR（5種類の画像の平均値）
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．再生画像‘℃laire”（優先ドメインブロックサイズ6×6画素，その他
　　　　　　　のドメインブロックサイズ8×8画素）
再生画像“Claire”（優先ドメインブロックサイズ6×6画素，その他
　　　　　　のドメインブロックサイズ12×12画素）
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再生画像“Claire”（優先ドメインブロックサイズ8×8画素，その他
　　　　　　のドメインブロックサイズ12×12画素）
　　　　　　　　　図4。n再生画像“Claire”
120
再生画像“Lenna”（優先ドメインブロックサイズ6×6画素，その他
　　　　　　のドメインブロックサイズ8×8画素）
再生画像“Lenna”（優先ドメインブロックサイズ6×6画素，その他
　　　　　　のドメインブロックサイズ12×12画素）
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再生画像“Lenna”（優先ドメインブロックサイズ8×8画素，その他
　　　　　　のドメインブロックサイズ12×12画素）
　　　　　　　　図4．13再生画像“：Lenna”
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再生画像“Miss　America”（優i先ドメインブロックサイズ6×6画素，
　　　　その他のドメインブロックサイズ8×8画素）
再生画像“Miss　America”（優先ドメインブロックサイズ6×6画素，
　　　　その他のドメインブロックサイズ12×12画素）
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再生画像“Miss　America”（優先ドメ．インブロックサイズ8×8画素，
　　　その他のドメインブロックサイズ12×12画素）
　　　　　　図4。14再生画像“Miss　America”
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再生画像“Salesman”（優i先ドメインブロックサイズ6×6画素，その
　　　　　　他のドメインブロックサイズ8×8画素）
再生画像“Salesman”（優i先ドメインブロックサイズ6×6画素，その
　　　　　他のドメインブロックサイズ12×12画素）
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再生画像“Salesman”（優先ドメインブロックサイズ8×8画素，その
　　　　　他のドメインブロックサイズ12×12画素）
　　　　　　　　図4．15再生画像“Salesman”
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灘難鵜
再生画像“Table　Tennis”（優先ドメインブロックサイズ6×6画素，そ
　　　　　　の他のドメインブロックサイズ8×8画素）
灘雛鎌継灘難欝鑛
再生画像“Table　Tennis”（優i先ドメインブロックサイズ6×6画素，そ
　　　　　の他のドメインブロックサイズ12×12画素）
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灘難灘難鑛灘翻
再生画像“Table　Tenぬis”（優i先ドメインブ1ロックサイズ8×8画素，そ
　　　　　　の他のドメインブロックサイズ12×12画素）
図4．16再生画像“Table　Tennis”
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行った。従来の最適ドメインブロックの探索は，画像のどこかに最
適ドメインブロックがある筈であるという考えであるのに対し，提
案するブロック探索法は，レンジブロックと中心座標が等しいドメ
インブロックが最適ドメインブロックである筈であるという考えに
よるものである．
　まず，レンジブロックと中心座標が等しいドメインブロックを
優i先的に探索する方式（Type　1）とさらにその8近傍のドメインブ
ロックも優先的に探索する方式（Type　2）の2種類の探索方式を提案
した。
　シミュレーション実験により，最適ドメインブロックを選択する
ための探索数を，従来方式と比較してType　1でドメインブロック
サイズ8×8画素の場合79．7％，6×6画素の場合63．1％，Type　2で
ドメインブロックサイズ8×8画素の場合75．6％，6×6画素の場合
60．5％に削減できることを示した．その場合の情報発生量はType　1，
Type　2共にドメインブロックサイズ8×8画素の場合，0。73～1。83
bits／pixe1，6×6画素の場合，0．70～1．78　bits／pixe1であった．また，提
案方式のブロック探索法を用いた場合の再生画像のSNRはType　1，
Type　2共に8×8画素の場合30．6～39．3　dB，6×6画素の場合29．4～
38．9dBであった．平均的に8×8画素の場合0．08　dB，6×6画素の
場合0．48dB低下した．
　以上の実験結果より，レンジブロックと中心座標が等しいドメイ
ンブロックとその8近傍のドメインブロックを優先ドメインブロック
として，優先的に探索する高速ブロック探索法によって，符号化処
理の高速化と情報圧縮率の改善を行うことができることを示した。
　次に提案す・る高速探索法において，符号化処理時間と情報圧縮
率が優先ドメインブロックのサイズに，復号化処理時間と再生画
像の画品質がその他のドメインブロックのサイズに依存すること
に着目して，優先ドメインブロックに小さいサイズを用い，その他
のドメインブロックに大きいサイズを用いる探索法を提案した．
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　シミュレーション実験により，この可変サイズのドメインブロッ
クを用いる提案法によって，小さいドメインブロックサイズだけを
用いた場合の符号化時間と情報圧縮率を保ったまま，大きいブロッ
クサイズだけを用いた場合と同程度の再生画像の画品質と収束速
度を得ることができることを示した。
　最終的に実験を行ったブロックサイズにおいては，優i先ドメイ
ンブロックサイズを6×6画素，その他のドメインブロックサイズ
を12×12画素とした場合が，最も高速な探索と高品質の再生画像
が得られた。その情報発生量は0．70～1．78bits／pixe1，探索ドメイン
ブロック数は139～1292，再生画像のSNRは31．1～39．7　dBであった．
つまり，優i先ドメインブロックサイズを6×6画素，その他のドメ
インブロックサイズを12×12画素とする可変サイズのブロックを
用いたブロック探索法によって，最も符号化処理時間と情報圧縮率
に優れた，ドメインブロックサイズを6×6画素の固定サイズとし
た場合と等しい符号化処理時間と情報圧縮率を保ったまま，最も
復号化処理時間と再生画像の品質の面で優れたドメインブロック
サイズを12×12画素の固定サイズとした場合と同程度の復号化処
理声問と再生画像の品質を得ることができた．
　したがって，提案したレンジブロックと中心座標が等しいドメ
インブロックとその8近傍のドメインブロックを，優先的に探索す
る高速ブロック探索法によって，符号化処理時間と情報圧縮率の改
善を行うことができた．さらに，優i先ドメインブロックとその他の
ドメインブロックのサイズを可変とすることによって，復号化処理
時間と再生画像の品質の改善をも行うことができた．
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第5章　結言
　本論文は，フラクタル画像符号化の高圧縮，高速処理，高品質
化を行うことを目的として検討を行い，フラクタル画像符号化に
おける新しい手法を提案した．本章では，まず各提案法それぞれ
についてまとめ，最後に本論文全体の考察を行う．
1）新しいドメインブロック評価関数による画品質の向上
　第2章では，まず従来の最適ドメインブロック評価関数におけ
る式（1．11）の条件における問題点を指摘した。式（1．11）の条件では
候補どならないスケーリングファクタが1より大きいドメインブ
ロック中に，レンジブロックを近似するのにより最適なドメインブ
ロックが存在する。より最適なドメインブロックを選択するために，
式（1ユ1）におけるスケーリングファクタに対する最適な閾値鴎を
求めた．閾値鴎を最適値2．2に設定し，スケーリングファクタの利
用範囲を拡大することにより，従来の最適ドメインブロック評価関
数（牲蕊1）を用いた場合に比べ，0．05～2．19dB画品質が向上する
ことを示した．その際，評価ドメインブロック数の増加により，符
号化処理時間が1，33～1．69倍に増加した．
　次に，従来の最適ドメインブロック評価関数の誤差評価におけ
る問題点を指摘した．従来の評価関数では，最適ドメインブロッ
ク選択のためのドメインブロックの評価は，原画像におけるレン
ジブロックとドメインブロックの誤差の値で評価される．しかし，
実際にフラクタル画像符号化の再生画像に含まれる誤差は，原画
像におけるレンジブロックとドメインブロックの誤差（符号化誤差）
と，原画像のドメインブロックと再生画像のドメインブロックの誤
差（復号化誤差）の2種類が含まれる。従来の評価関数では，符号化
誤差のみで評価を行っているため，再生画像の品質が最も高くな
るドメインブロックを選択しているとはいえない。そこで再生画
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像に含まれる2種類の誤差を考慮して評価を行う，新しいドメイ
ンブロック評価関数を提案した。提案するドメインブロック評価関
数を用いることで，従来のドメインブロック評価関数を用いた場
合より，再生画像のSNRを0．21～2．46　dB向上することを示した．
その際，符号化処理時間は1．71～4．15倍に増加した。
2）パターンインデックスを利用した最：適ドメインブロックの高速
探索
　フラクタル画像符号化の符号化処理において，最も処理時間を
必要とするのは，最適ドメインブロックの探索処理である．この探
索処理では，レンジブロックと原画山内の多数のドメインブロック
とのパターンマッチングを行うため，非常に多くの計算を必要とす
る．処理時間の短縮のためには，パターンマッチングを行うブロッ
ク数を減らし，最：適ドメインブロックの探索に必要な計算量を削
減するのが，効果的な方法である．
　第3章では，パターンインデックスと呼ぶブロックの特徴量を定
義し，それを利用した最適ドメインブロックの高速探索法を提案
した。パターンインデックスとは，ブロックの画素値から平均値を
引き，その正負によって2値化を行い，さらに2値化された画素値
の1次元化を行い，2進符号に変換したものである．
　提案する高速探索法においては，まず探索に先だって，ドメイ
ンブロックのパターンインデックスを計算し，その値で分類したド
メインプールを作成する。そして，探索の際には，レンジブロック
とパターンインデックスが等しいか，または近いドメインプール
内のドメインブロックのみ評価を行うことで，計算量を削減する。
シミュレーション実験により，提案する最適ドメインブロック探索
法により，符号化処理時間を，従来の高速探索法であるモーメント
を用いた探索法の10．0％～45．8％に短縮できることを示した。
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3）レンジ近傍ドメインの優先探索法によるフラクタル画像符号化
の高能率化
　第4章では，最適ドメインブロック探索において，レンジブロッ
ク近傍のドメインブロックを優i先的に探索する方法を提案し，フ
ラクタル画像符号化の高能率化を行った．
　符号化処理において，最適ドメインブロックとして選択される
ドメインブロックは，レンジブロックと中心座標が等しいドメイン
ブロックである可能性が高い。提案法では，これを利用して，レン
ジブロックと中心座標が等しいドメインブロックと，それを各方向
に1画素ずつシフトした8近傍のドメインブロックとを，優先探索
ドメインブロックに設定して，最適ドメインブロックの探索を行う．
提案法において，優i先探索ドメインブロックが最適ドメインブロッ
クに選択された場合，評価を行うドメインブロック数は1または9
となり，探索に必要な計算量を大幅に削減できる．また，最適ドメ
インブロックの位置情報も，レンジブロックと等しい，または8近
傍のいずれかのみを表せば良いため，最適ドメインブロックの位
置情報も大幅に削減できる。シミュレーション実験により，提案す
る優先探索ドメインブロックを用いた探索法によって，計算量と情
報発生量の削減が可能となることを，優先探索ドメインブロック
を設定しない探索法との比較によって示した。
　また，提案法においては，符号化時間と情報発生量が優先探索
ドメインブロックのサイズに，また復号化時間と再生画像の品質
がその他のドメインブロックのサイズに依存する．そこで，これま
での固定サイズのドメインブロックを用いた探索法を改善し，優i
先探索ドメインブロックに小さいサイズ，その他のドメインブロッ
クに大きいサイズを用いた探索法により，さらに再生画面の品質
と復号化時間の改善を行った．シミュレーション実験により，可変
ブロックサイズを用いた探索法を用いることで，固定ブロックサイ
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ズの場合に良い結果であった，小さいドメインブロックサイズを用
いた場合の情報圧縮率と符号化時間を保ったまま，大きいドメイ
ンブロックサイズを用いた場合と同程度の再生画像の品質と復号
化時間を得ることができることを示した。
4）全体の考察
　本論文では，第2章で新しいドメインブロック評価関数による再
生画像の高品質化，第3章でパターンインデックスを用いた最適ド
メインブロックの高速探索，第4章でレンジ近傍ドメインの優先探
索法による，情報圧縮率，処理時間，再生画像の品質の改善を行っ
た。各章において，それぞれの提案法に対して，シミュレーション
による性能評価を行ったが，これらの提案法は単独ではなく組合わ
せて用いることができる．つまり，フラクタル画像符号化の符号化
の際には，優i先探索ドメインブロックを設定して最適ドメインブ
ロックを探索し，非優先探索ドメインブロックに対しては，パター
ンインデックスを用いた高速探索法によって最適ドメインブロック
の探索を行う．そして，最適ドメインブロックの評価の際には，本
論文で提案した新しいドメインブロック評価関数を用いるのであ
る．このように，フラクタル画像符号化に対して，それぞれの提
案法を合わせて用いることによって，より柔軟性があり効果的な
高能率化が行えると考えられる。これに関する検討は，今後の課
題とする．
　最後に，フラクタル画像符号化による次世代の符号化技術を目
標として，さらなる検討を今後とも進めていく予定である。
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