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Abstract. Nowadays information systems are being shifted to distributed architec-
tures, i.e. Grid and Peer-to-peer (P2P) models to obtain the benefits like scalability,
autonomy, and fault-tolerance. We consider the P2P model as a fully distributed,
scalable system, which is composed of peer processes (peers). Here, a group of
multiple peers cooperate with each other. Peers have to efficiently and flexibly
deliver messages to every peer of the group in P2P overlay networks. In order to
efficiently and reliably broadcast messages in a scalable group, we take advantage of
the multipoint relaying (MPR) mechanism. Here, each peer sends messages to only
a subset of its acquaintances. However, if a peer which forwards messages to other
peers is faulty, the peers cannot receive messages. In this paper, we newly discuss
a trustworthiness-based broadcast (TBB) algorithm where only trustworthy peers
forward messages. That is, untrustworthy peers are peers which cannot forward
the messages due to some faults. Here, the transmission fault implied by faults of
untrustworthy peers can be reduced. We evaluate the TBB algorithm in terms of
the number of messages transmitted.
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1 INTRODUCTION
In the scalable peer-to-peer (P2P) model [26, 18], every process is peer and there
is no centralized coordinator. In P2P applications like Intelligent Decision Advisor
(IDA), Distributed Decision Making (DDM), and Computer Supported Coopera-
tive Work (CSCW), a group of multiple peers are required to do cooperation, for
example, to fix a date of a meeting and to find a best location to build a build-
ing.
In group communications [14, 15], each peer sends messages to every peer and
receives messages from every peer in a group. There are many discussions on how
to causally deliver messages in a group [19]. Efficient mechanisms to broadcast mes-
sages to every peer are required in order to casually deliver messages in a scalable
group. The basic approach to broadcasting messages is represented by the flooding
algorithms [22]. Here, each peer sends a message to its acquaintances and the ac-
quaintances forward the messages to their neighbour peers. However, more messages
are transmitted.
In order to reduce the number of messages, we take advantage of the multi-
point relying (MPR) mechanism [21]. Here, each peer transmits a message to every
neighbor peer but only some, not all of the neighbor peers forward the message
to their neighbor peers. However, we have to sacrifice some level of reliability of
the system since a message is not forwarded if peers to forward the message are
faulty. In order to increase the fault-tolerance, we introduce the trustworthiness
concept of a peer, which shows how much another peer trusts the peer with re-
spect to the message forwarding. We discuss a novel trustworthiness-based broad-
cast (TBB) algorithm to reliably and efficiently deliver messages to every peer in
a group. Here, each peer sends a message to its neighbor peers and only trust-
worthy peers out of the neighbor peers forward the message to their neighbors. In
this paper, untrustworthy peers are assumed to be peers which only receive mes-
sages but cannot forward the messages due to faults. Hence, even if untrustworthy
peers are faulty, other peers can receive messages through trustworthy peers. We
evaluate the TBB algorithm to broadcast messages in a group in terms of number
of messages transmitted compared with the MPR and traditional flooding algo-
rithms. We show the number of messages can be reduced and the messages are
more reliably delivered to every peers in the TBB algorithm compared with the
traditional MPR algorithm with no trustworthiness concept involved in the algo-
rithm.
In Section 2, we briefly present the multipoint relay (MPR) mechanism. In Sec-
tion 3, we discuss the trustworthiness concept and the TBB algorithm. In Section 4,
we evaluate the TBB algorithm in terms of number of messages and reliability of
message delivery compared with the MPR and flooding schemes.
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2 MULTIPOINT RELAYING (MPR) SCHEME
2.1 Basic Algorithm
In a group of multiple peers, each peer has to deliver a message to all the other peers.
In a scalable P2P overlay network, each peer cannot directly send a message to every
other peer of a group. Each peer can only send a message to its neighbor peers, i.e.
acquaintance peers [27]. In one approach to broadcasting a message, a peer pi first
sends a message to every neighbor peer pj. Upon receipt of a message, the peer pj
forwards the message to its neighbor peers. This is a pure flooding scheme [22]
where messages are forwarded from peer to their neighbor peers. However, the pure
flooding scheme implies the huge network overhead due to the message explosion.
The concept of “multipoint relaying (MPR)” scheme is developed to reduce
the number of duplicate transmissions while each peer forwards a message to the
neighbor peers [21]. Here, on receipt of a message, a peer forwards the message to
all the neighbor peers but only some of the neighbor peers forward the message to
other peers. Each peer is assumed to know not only the first neighbor peers but also
the second neighbor peers. First neighbor peers are peers with which the peer pi can
communicate directly. The peer pi is assumed to know every second neighbor peer,
but cannot directly communicate with it. By taking into consideration the second
neighbor peers in addition to the first neighbor peers, each peer selects a subset
of the first neighbor peers only which forward the message. The selected neighbor
peers are referred to as relay peers. The other neighbor peers which just receive
the message and do not forward the message are leaf peers. Since the number
of messages transmitted can be reduced, the MPR scheme provides an adequate
solution to reduce the overhead to broadcast messages in P2P overlay networks.
Every leaf peer just receives a message from a relay peer while every relay peer
forwards the message to the neighbor peers.
LetN(pi) be a set of first neighbor peers of a peer pi. A set of the second neighbor
peers of a peer pi is denoted by N
2(pi). N
2(pi) = ∪pj∈N(pi)N(pj)−N(pi). Let R(pi)
and L(pi) be collections of replay peers and leaf peers of a peer pi, respectively.
Here, N(pi) = R(pi) ∪ L(pi), R(pi) ∩ L(pi) = φ, and N
2(pi) = ∪pj∈R(pi)N(pj). That
is, a message sent by a peer pi can be delivered to every second neighbor peer of pi
where only the relay peers of pi forward the message to second neighbor peers of pi.
A peer pj is referred to as covered by a peer pi iff pj ∈ N(pi) or pj is covered by
some relay peer pk ∈ R(pi). A collection of peers covered by a peer pi is referred
to as subnetwork covered by the peer pi. S(pi) shows a subnetwork of the peers
covered by a peer pi. Here, the peer pi is a root of the subnetwork S(pi). A peer pk
in S(pi) ∩ S(pj) is redundantly covered by a pair of peers pi and pj. If a peer pk
is covered by only one peer pi, the peer pk is referred to as simply covered, i.e.
pk ∈ S(pi) but pk 6∈ S(pj) for every pj( 6= pi). Suppose a peer pk is simply covered
by a peer pi. If the peer pi does not forward a message, the peer pk does not receive
the message. If the peer pk is redundantly covered by not only the peer pi but also
pj, pk can receive a message through pj even if pi does not forward the message.
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An algorithm MPR(pi, N(pi)) for selecting a set R(pi) of relay peers [21] in
N(pi) is shown as follows:
[MPR(pi, C(pi)] A collection R(pi) of relay peers are selected in C(pi) and each
relay peer pj in R(pi) is assigned with a set C(pj).
1. Start with an empty multipoint relay set R(pi);
R(pi) = φ, S = N
2(pi), F = C(pi).
2. While F 6= φ, do the following steps:
(a) select a neighbor peer pj in F where N(pj)∩N(pk) = φ for every other first
neighbor peer pk in F
(b) if found,
R(pi) = R(pi) ∪ {pj}, S = S −N(pj), F = F − {pj}
(c) if not found, go to step 3.
3. If F = φ, end:
4. While S 6= φ, do the following steps:
(a) for each peer pj in F , obtain a subset U(pj) of peers which pj covers in the
set S, U(pj) = N(pj) ∩ S
(b) select a peer pj where |U(pj)| is the maximum,
R(pi) = R(pi)∪{pj}, S = S−U(pj), F = F−{pj}, C(pj) = U(pj).
5. For each peer pj in F , C(pj) = φ, i.e. pj is a leaf peer.
6. For each relay peer pj in R(pi), MPR(pj, C(pj)).
In the MPR algorithm, for each neighbor peer pj in N(pi), C(pj) is obtained as
a set of neighbor peers of pj. Here, the peer pi is a parent of pj and pj is a child of pi.
If pj is a leaf peer, C(pj) = φ. For each neighbor peer pj in C(pi), the algorithm
MPR is recursively applied to obtain a set R(pj) of relay peers of pj. In the MPR
algorithm, an directed acyclic graph (DAG) is obtained.
2.2 Faults
In a DAG, a parent node pi of a peer pj shows a relay peer which forwards messages
to the child peer pj upon receipt of the messages. A collection of the child peers
of a peer pi is shown as C(pi). Let R(pi) indicate a set of relay peers of a peer pi
obtained by the MPR algorithm. U(pi) is a set of leaf peers of a peer pi. Peers
colored black and white show relay and leaf peers, respectively in Figure 1.
A relay peer plays a critical role to broadcast messages in a group. If a relay
peer pi is faulty, every peer simply covered by the faulty peer pi is not able to receive
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messages which are sent to the peer pi. Let us consider a subnetwork S ( = C(p))
covered by a peer p shown in Figure 1, which is circled by the line. A peer p is
a root of the subnetwork S. The peers a, b, c, and d in S are simply covered by the
peer p. Suppose the peer p is faulty. Here, every peer in S cannot receive messages
sent to the peer p. Thus, if a relay peer pi is faulty, peers in a sub-network of the
peer pi may not receive messages.
In order to increase the reliability for broadcasting messages, we newly intro-
duce the trustworthiness of a neighbor peer. A trustworthy peer is a peer which
receives a message m and forwards only the correcte message m to its neighbor
peers. An untrustworthy peer is a peer which receives a message m but may not
forward the message m or may send an incorrect message m′ ( 6= m) to its neighbor
peers. Hence, if a peer pi is simply covered by an untrustworthy peer pj, the peer pi
may not be able to receive a corrected message. Hence, a peer pi selects trustworthy
neighbor peers as relay peers. Then, the peer pi sends a message to the neighbor













Fig. 1. Failure in multipoint relays
Let us consider Figure 2 a) as an example. Here, let T (pi) show the trustworthi-
ness value of a peer pi. In Figure 2, suppose T (g) > T (r) > T (p) for three peers g,
r and p. Here, we select the most trustworthy peer g as a relay peer. Then, the
peer g forwards a message to every peer in the subnetwork S. This is an ideal case,
that is, the subnetwork S which is originally covered by the peer p can be also co-
vered by the peer g. However, the peer g might not be able to cover every peer as
shown in Figure 2 b). Therefore, another peer has to be selected to cover the peers
which the peer g does not cover. In Figure 2 b), the peers c and d uncovered by
the peer g are covered by the second most trustworthy peer r. The overall idea is
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that every subnetwork is covered by a most trustworthy relay peer. It depends on
the overlay topology among peers how many relay peers are required to cover all
the peers in a subnetwork. In Figure 2 b), one more relay peer is required to cover
the same subnetwork S as shown in Figure 1. If we use more trustworthy neighbor






















Fig. 2. Trusted neighbors in multipoint relays
3 TRUSTWORTHINESS-BASED BROADCAST (TBB) SCHEME
3.1 Peer Trustworthiness
P2P systems are scalably composed of multiple peers in a decentralized manner.
This means, each peer has to obtain information of other peers and propagate the
information to other peers through neighbor peers. A neighbor peer pj of a peer pi
means that pi can directly communicate with pj. Thus, it is significant for each peer
to have some number of neighbor peers. Moreover, it is more significant to discuss
if each peer has trustworthy neighbor peers. In reality, each peer might be faulty.
If some peer pj is faulty, other peers covered by pj may not receive messages. It
is critical to discuss how a peer can trust each of its neighbor peers [27]. In this
paper, we newly introduce a trustworthiness based algorithm to broadcast messages
in a scalable group, by which messages can be more reliably and efficiently broadcast
to every peer.
Suppose a source peer pr would like to broadcast a message m in a group. The
peer pr selects a neighbor peer pi as a relay peer for broadcasting the message m
to the other peers. Let Tr(pi) show the trustworthiness of a neighbor peer pi of
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a peer pr, which the peer pr holds. N(pr) shows a collection of neighbor peers of the
peer pr. The peer pr calculates the trustworthiness Tr(pi) for each neighbor peer pi
by collecting the trustworthiness values Tk(pi) on the peer pi from every neighbor
peer pk inN(pr) which can communicate with both pi and pr, i.e. pk ∈ N(pr)∩N(pi).
There is some possibility that the peer pi is faulty or sends incorrect information.
Hence, the peer pr does not consider the trustworthiness Ti(pi) from the target
peer pi to calculate the trustworthiness Tr(pi).
A peer pk sends a request to the peer pi and receives a reply from pi. This request-
reply interaction is referred to as transaction. If the peer pk receives a successful
reply, the transaction is successful; otherwise it is unsuccessful. The peer pk considers
the neighbor peer pi to be more trustworthy if pk had more successful transactions
for pi. Let STk(pi) indicate the subjective trustworthiness Tk(pi) on the target peer pi
which a peer pk obtains through directly communicating with the peer pi. Let
tTk(pi) show the total number of transactions which pk issues to pi. Let sTk(pi)
( ≤ tTk(pi)) be the number of successful transactions from pk to pi. Here, the





If the peer pi is not a neighbor peer pk, pi 6∈ N(pk), the peer pk does obtain
the subjective trustworthiness STk(pi). In addition, if the peer pk had not issued
any transaction to the peer pi even if pi ∈ N(pk), i.e. tTk(pi) = 0, STk(pi) =⊥ (not
defined). Thus, through communicating with each neighbor peer pk, each peer pr
obtains the subject trustworthiness STk(pi) for the neighbor peer pi. The subjective
trustworthiness STk(pi) shows how reliably a peer pi is recognized by a peer pk.
Therefore, if a peer pr would like to get the trustworthiness of a target peer pi, the
peer pr asks each neighbor peer pk to send the subjective trustworthiness STk(pi).
Each neighbor peer pk keeps in record the subject trustworthiness STk(pi) in the
log. Here, let TN(pr) be a collection of neighbor peers which send the non-null
subjective trustworthiness STk(pi) to the peer pr. After collecting the subjective
trustworthiness STk(pi) from each neighbor peer pk, the source peer pr calculates







Let us consider peers shown in Figure 3. Here, a source peer pr would like to
know the trustworthiness Tr(pi) of a neighbor peer pi. The peer pr has five neighbor
peers, p1, p2, p3, p4, and pi. Here, N(pr) = {p1, p2, p3, p4, pi}. The peer pi is excluded
from N(pr) since pi is a target peer, i.e. S = N(pr) − {pi} = {p1, p2, p3, p4}. Here,
the source peer pr requests each neighbor peer pk in the neighbor set S to send the
subjective trustworthiness STk(pi) (k = 1, 2, 3, 4). After receiving the subjective
trustworthiness of the peer pi from all the four neighbors, the peer pr calculates the



















Fig. 3. Peer trustworthiness
trustworthiness T (pi) by using the Equation (2), i.e. Tr(pi) = (ST1(pi) + ST2(pi) +
ST3(pi) + ST4(pi))/4.
3.2 Trustworthiness-Based Broadcast (TBB) Algorithm
By taking advantage of the trustworthiness concept of each neighbor peer, the
original multipoint relay (MPR) algorithm is modified as the trustworthy-based
broadcast (TBB) scheme. In order to select relay peers of a peer pr, the algorithm
TBB(pr, C(pr)) is applied where C(pr) is collection of the first neighbor peers of pr.
TBB(pr,C(pr))
1. Start with an empty multipoint relay set MR(pr),MR(pr) = φ. S = N
2(pr),
F = C(pr). Let TF be a set of trustworthy neighbors of pi, i.e. {pj ∈ C(pr)|
Tr(pj) ≥ αr} where 0 ≤ αr ≤ 1. αr gives a threshold value on the trustworthi-
ness. If Tr(pi) is larger than or equal to αr, the peer pr recognizes the neighbor
peer pi to be trustworthy. Otherwise, pi is considered to be untrustworthy.
2. While TF 6= φ, do the following steps:
(a) select a trustworthy neighbor peer pi in TF such that N(pi)∩N(pj) = φ for
every trustworthy peer pj in TF (pj 6= pi)
(b) if found, F = F − {pi}, TF = TF − {pi}, S = S − N(pi), MR(pr) =
MR(pr) ∪ {pi}
(c) if not found, go to step 3.
3. While TF 6= φ, do the following steps:
(a) U(pj) = N(pj) ∩ S for each pj in TF
(b) select a trustworthy neighbor peer pi in TF such that |U(pi)| is the maximum,
i.e. the number of neighbor peers which are not covered is the maximum
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(c) F = F − {pi}, TF = TF − {pi}, SS = S, S = S − N(pi), MR(pr) =
MR(pr) ∪ {pi}, C(pi) = N(pi) ∩ SS.
4. While F 6= φ, TF = φ do the following steps:
(a) select a peer pj in F such that |N(pj) ∩ S| is the minimum
(b) F = F − {pj}, SS = S, S = S −N(pj), MR(pr) = MR(pr) ∪ {pj}, C(pi) =
N(pi) ∩ SS.
5. For each relay neighbor peer pi in MR(pr), TBB(pi, C(pi)).
For each neighbor peer pi, C(pi) gives a collection of neighbor peers to which pi
forwards a message, C(pi) ⊆ N(pi). If pi is not a relay peer, C(pi) = φ. Otherwise,
C(pi) = MR(pi) ∪ U(pi) and MR(pi) ∩ U(pi) = φ. In step 4, each untrustworthy
neighbor peer pi is assigned with as small number of neighbors as possible. Even if
pi is faulty, a smaller number of peers are effected.
Let MT (pr) be a directed acyclic graph (DAG) of a peer pr obtained by the
algorithm TBB(pr, N(pr)). The DAGMT (pi) is trustworthy if every non-leaf, relay
peer is trustworthy. In a trustworthy DAG, every untrustworthy peer is a leaf
peer. Hence, even if an untrustworthy peer pi does not forward a meesage, every
trustworthy peer can reciefve the messages.
In this paper, a faulty peer is assumed to receive a message but is not able
to forward the message to other peers. An algorithm is referred to as sound iff
a message can be delivered to all the peers in the network.
4 EVALUATION
Compared with the original MPR algorithm and pure flooding (PF) algorithm, we
evaluate the proposed trustworthiness-based broadcast (TBB) algorithm in terms
of the number of messages transmitted to broadcast a message in group of n peers.
In this evaluation, we consider an L × L grid structured overlay network. The
total number n of peers in the network is L2. We also assume that each peer
has an identifier (ID). Since both of the MPR algorithm and the TBB algorithm
aim at reducing the number of messages unnecessarily transmitted, we measure
the number of messages which are sent in each algorithm. As we mentioned in the
preceding section, if a relay peer pi is faulty, peers simply covered by pi cannot receive
messages. Hence, we evaluate the TBB, MPR, and PF algorithms in presence of
faulty peers.
In the evaluation, some number of peers are randomly selected to be faulty out
of the n peers. F shows the ratio of the faulty peers to the total number n of peers
in the network. For example, “F = 0.05” means that five percent of the peers are
faulty. Ti shows the trustworthiness of a peer pi. Ti is a value randomly chosen in
the range of 0.1 to 1.0. The higher Ti is, the more trustworthy the peer pi is. First,
the trustworthiness Ti is given to each peer pi. Then, based on the faulty ratio F ,
faulty peers are selected. Depending on the trustworthiness value Ti of each peer pi,
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we select a peer which has the smallest Ti value to be faulty. If we found multiple
peers which have the same lowest Ti value, we take a peer whose peer ID is the
highest. That is, the lower trustworthiness Ti a peer pi has, the more likely pi will
be faulty.
We evaluate the TBB, MPR, and PF algorithms for different faulty ratios F
in the network. Figures 4 and 5 show the numbers of messages with total num-
ber n of peers for F = 0.05 and F = 0.1, respectively. Here, for F = 0 and
F = 0.05, a message can be delivered to all the peers by using fewer number
of messages in the MPR algorithm than the TBB algorithm. In the pure flood-
ing scheme, the largest number of messages are transmitted to deliver messages
as shown in Figures 4 and 5. However, if ten percentages of the peers are faulty
in the network (F = 0.1), a message cannot be delivered to all the peers in the
MPR algorithm, i.e. MPR is not sound. On the other hand, the TBB algorithm is
sound, i.e. a message can be delivered to all the peers with fewer number of mes-
sages than the pure flooding as shown in Figure 5. Thus, the TBB algorithm is











100   400    900    1600   2500  3600  4900  6400  8100 10000
















Fig. 4. Number of messages (F = 0.05)
Figure 6 shows the average value of network coverage of each algorithms to the
faulty ratio F of the network where the number n of peers is taken from 100 to 10 000.
In the MPR algorithm, messages cannot be delivered to all the peers for larger than
about six percentages of faulty peers (F = 0.06). For F = 0.1, about 40 percentage
of the peers cannot receive messages. On the other hand, in the TBB algorithm,
messages cannot be delivered to all the peers for F > 0.18. For F = 0.27, more than
90 percentages of the peers can receive messages. Figure 7 shows the average value
of number of messages for the faulty ratio F where is 100 ≤ n ≤ 10 000. As shown
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Fig. 5. Number of messages (F = 0.1)
in Figure 7, the TBB algorithm can cover the same network with less messages than
the PF and MPR ones. In addition, in reality, the situation like about 20 percent
of the peers are faulty in a network is unlikely.
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Fig. 6. Network coverage to fault ratio
5 CONCLUDING REMARKS
We discussed how to efficiently and reliably broadcast messages to all the peers in
a scalable group. We introduced the novel trustworthiness concept of neighbor peers
and discussed the trustworthiness-based broadcast (TBB) algorithm to broadcast
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Fig. 7. Number of messages to fault ratio
messages. By making trustworthy peers forward messages to other peers, we can
remove the effect of faulty peers to deliver messages to all the peers. The evaluation
results show that, in the network where the 10 percent of peers are faulty, the
original MPR algorithm is not sound, i.e. unable to deliver a message to all the
peers in the network while the TBB algorithm can still deliver the message to all
the peers. Thus, messages can be efficiently and reliably delivered to all the peers
in the TBB algorithm.
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