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CHAPTER I 
PROBLEM STATEMENT AND BACKGROUND 
The problem. studied in this dissertation is: 
Under what conditions can we obtain a rep- 
resentation for a probability density 
function (p.d.f,) or cumulative distri- 
bution function (c.d.f.) when the func- 
tion is described in terms of: 
(1) a moment generating function ( M . G . F , ) ,  
range,and continuity, and/or 
(2) the first n moments, range, and con- 
t inuitg? 
Further, how do we actually achieve this rep- 
resentation in an efficient manner? 
In Chapter I1 we will discuss what is meant by an 
manner. 
Notivation for the current research effort comes 
from the fact that system descriptions in the form of 
M e G e F e * s  arise quite naturally when the system is described 
as a Semi-Harkov process or as a GERT network 
Thus, if these techniques are to be truly effective we must 
have a general method to obtain some sort of reasonably 
accurate and useful expression for the corresponding p , d . f ,  
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Actually, t h i s  problem has been solv - 
cally, at least to th m ~ t h ~ ~ t ~ c i a ~ ~  s sat sfaction, How- 
ever, computationally no eff ctive solution proc 
yet been proposed. Thus, we ad s to the com- 
onal aspects o f  the probl 
m statement i 
approaches a given the M,G,F. 
Then if the f us on the positiv 
line (O,-) we can replace the dummy variable, s, in the 
M.G.F. by -6 and the problem becomes one of finding the 
inverse Laplace transform. Alternatively the moments can 
be obtained from the M.G.F. and a p . d . f .  r esentation 
constructed using the moments, In the lat 
there are two subproblems: F i r s t  we must decide if the 
moments describe a p . d . f .  and if there is 
of moments that constitute a d scriptfon. Fo 
assume fou r  moments provide a complete de 
serious difficulties will be encount 
approximate the p.d . f .  with six moments. 
the problem is called the educed problem 
the number of moments is finite, ot 
problem of moments. Afte moments is decided 
on we can employ them to cons u6t an sxpr ssion f o r  the 
p.d.f, This approach is g red to as th 
method of moments. Not that although the  moment^ 
om the M,G.F. the con" ~ S B  is not t 
3 
useful sense. Both approaches are Slscusssd belo 
Historical 
The problem of moments seems to hav been first 
investigated by StieltJss in 1894 [ 2  , v  ID [18rixl. How- 
ever, a closely related problem, fundamental to probability 
theory, was studied by Tchebycheff in a series of pap8 
ted fn 1855 [18*i~]~ 33 iefly stated the problem 
is, given 
2 -X can it be concluded that p(x)  = e ? Tchebycheff's work 
a l s o  started the research in the general field of orthogo- 
nal polynomials. Only the classical orthogonal polynomials 
of Legendre, Jacobi, Laguerre and Hermite were known before 
Tchebycheff [18, 1x1. All of the techniques that we 
study in this paper either use or are strongly related to 
orthogonal polynomials. 
As stated above we are inte ested in the 
problem of moments which is the problem of moments 
that we h o w  only a finite numb r of the moments. Again 
problems related to t h i s  one were formulated by Tchebycheff 
and investigated by Markov 618,771. Howeve the solution 
to the problem in a form which is of interest to us was 
obtained independ ntly by Achyeser and K in 
and Verblunsky [38] in 1949, 
] in 3.938P 
A more detailed exposftion of the 
4 
problem of moments can be found in Shohat and Ta * 
t echique s ve been propss d whfch use on1 
the  moments and ibution to determine an 
analytioal expression or table of values for the dist 
ill be interested only in certain of 
the so called generalized fr quency curves [17,46 
will be discussed below, Related tec 
n an annotated bibliog 
are two distinct classes of the gene 
frequency curves. The first is an infinite, series in which 
the first term of the series is one of the common p.d.f,'s. 
This approach has its origin in the work of Gram 
appeared in 1879 6401. 
tribution, resulted in what is now called the Gram-Charlisr 
A series. This series also involves Hermite polyPlomials. 
In 1905 Charlier derived the Gram series from a diff 
pojlnt of view and derived another ser s based on th 
Poisson distribution, The latter ser s is called the 
His work, based on the Norm1 d i s -  
ies and involves the Poisson- 
e In 1924 Bomanovsky 
on the Pearson system of f 
est to us is the expansion 
Type I11 1p.d.f. This e pansion utilizes the Laguerre poly- 
nomials. The Type I11 p . d , f .  is 6 
5 
seven members of the family wer given in a paper by 
son which app 
Pearson add 
techniques for fitting the 
curves include the No 
as special cas 
It is much m e difficult to t 
the problem of inve ing Laplace t sforms, The Laplace 
transform was devised by P, S .  Lap 1820 s but 
he seems to have had little inte est in inverting them. 
The first person to take an inte est in the fnvession prob- 
lem w a s  Heaviside in the 1890tss, and he w a s  motivated, as 
are, by the need f o r  solving practical p 
His work resulted in the well known Hsaviside partial frac- 
tion expansion technique. The problems of in te  
are not amenable to this solution technique, 
1930's math 
est in inversion formulas of the type that specify 8 p.d,f". 
by evaluating nsform at selected points along th 
real axiso for example see [22! o 1393. H O W ~ V ~ F ,  thei 
rest was not computational and thus the results 
little comfort, 
Two events set the stage for t fficient inv 
techniques cu ently available, The first was 
ance of the classical text 
s book stimulat d the use of 
study the linea systems of ant 
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icists, that is, the need was created, The second event 
was the advent of the digital computer, This provided the 
means for solving the problem, Many inversion techniques 
are available [3]* 1261, 1291,  [ 3 0 ] 0  and [3?]. The most 
efficient of these [ 2 4 ]  is de ived and illustrated in 
Chapter V, 
ch performed fo this dissertation led to 
a two part procedure for solving the problem, The first 
part is a combination, integration and extension of the 
theories on the educed problem of moments and the general- 
ized frequency curves. In the second part, we use a numer- 
ical technique for inverting the Laplace transform of the 
unknown p . d , f ,  An Introductory discussion of the reasoning 
behind each part is given below, 
It is well known that whenever a M . G , F ,  
uniquely determines the distribution function, Since we 
construct the M,G.F.Ps of interest to us their xistence is 
guaranteed, and in many practical situations the function 
of' interest.is defined on the positive half lfn 
This then is the reason for our interest in the numerical 
inversion of the Laplace transform, 
The convenience and ease of representation 06 a func- 
tion by a power series makes them attractive, thus let us 
discuss t h i s  basic approach. Suppose we wish to approximate 
S 
n=o 
a ped.f. f(x), by the finite series L a xns The coeffi- 
cients, an$ may be determined by the least-squares crLter3.cn 
7 
That is, we choose the an so as to mini 
ntiation w i t h  respect to a J 
00 
tting this 
and the an 
W 
3 - 
v3 - ~ ( x > x  dx = 
are determined as a 
00 
function of the mome 
Note that f(x) may be zero over some p a s t  of th 
(--A e 
Thus, we s two distributions have eq 
moments up to ord s they must 
approximation. The coeffieients ill develop f o r  ou 
es expansions e equivalent veloped bgT a 
least- squares app 
approach is to us 
unknown p , d . f .  to fit it to one of the Pearson cu 
'Inlitka the Pearson systemo we s 
on the value of 
$1 ( i k + 3 ) 2  
4 where @, = u 4 b  e 
Then the  first fou lnoments of t 
8 
s e t  equal t o  the  first fou r  moments of the unknown p ,d , fe  
Throughout t he  research  it  has been assumed that t h  
amount of l a b o r  required t o  ob ta in  the  moments is much less 
than tha t  of ob ta in ing  t h e  M.G.F. and p u t t i n g  it  i n  the 
proper form, T h i s  assumption adds t o  t h e  a t t r a c t i v e n e s s  of 
t he  general ized frequency curves. For GERT networks corn- 
posed e n t i r e l y  of Exclusive-Or nodes t h i s  assumption fs 
appropr ia te ,  s ince  the re  is a computer program which yields 
the  moments as i ts  output [41], [42]. 
gram g ives  only t h e  first two moments but t h i s  could be 
modified. With t h i s  modification the  e n t i r e  invers ion  proc- 
ess could be automatic s ince  the program developed i n  the  
A t  present the  pro- 
course of t h i s  research uses  the  moments as input ,  
A basic conclept used i n  much of t h e  development i s  
that of unimodality. Usually a p.d.f., f ( x ) ,  i s  said t o  be 
unimodal if there I s  a unique mo, such that fs (m,) = 0 and 
f f t ( r n o ) e O .  
func t ion ,  p(x), is unimodal i f  t h e r e  i s  a unique no such that 
p (m, )S (x )  f o r  x = x , x + A x ,  and x<mo<x+Px. 
d e f i n i t i o n  f o r  t h e  continuous case  was first proposed by 
A.  Y a .  Khintchine [9,1571. 
t o  Johnson and Rogers [27,433) and accounts f o r  both the  con- 
t inuous and discrete cases.  
S i m i l a r l y  i n  the discrete case a p robab i l i t y  mass 
A more general  
The d e f i n i t i o n  given below is du 
Defini t ion:  The d i s t r i b u t i o n  func t ion  (cedef.)  F(x) 
is called unimodal, i f  there e x f s t s  a numb M such t h a t  f o r  
all real numbers xl e e x4 s a t i s f y i n g  
*1, < X Z < M < X 3 < X 4  9 
9 
In other wo (x) is conv for x 5 M and concave fo 
x 2 M. If t h  is such an 
With this definition, distributions such as t 
form over a finite i n t ~ ~ ~ ~ l ~  th exponential, and th 
or constant distribution are a l s o  unimodal. 
Throughout the dissertation it is assumed that th 
M . G - F , , ? s  of interest are (or can be) expressed as the quo- 
tient of sums of products of the N e G e F e l s  of well known 
distributions, That is, they take the following form , 
where the components Ni(s) and M ( s )  are M.G.F,ss of @Q 




PIE(s) can be v 
I___-- Plan of the Dissertation 
Included in t h i s  dissertatfon is 8 detafled presen- 
tation of" the research OF many others. 
retical research in this area is immense. The original con- 
The amount of theo- 
tribution of t h i s  dissertation is the integration, exten- 
sions illustration and us evious research efforts 
to construct a useful procedur 
knowledge of its M . G . F .  or moments. 
entation is given below. 
In Chapter I1 we discuss the 
10 
The form of the pres- 
various techniques for 
obtaining the p,d.f. and their limitations. Then the pro- 
cedure for solving the problem is presented. 
Chapter 111 begins with a presentation of some of 
the known theory in the reduced problem of moments, and the 
reduced problem of moments f o r  wimodal distributions, The 
theory on unimodal distributions is extended and then some 
properties of moment generating functions are discussed. 
In Chapter IV three series expansions are developed. 
The first is the Gram-Charlier A series based on the Normal 
distribution. The second is a Laguerre series expansion 
based on the Gamma distribution. The approach and the 
formulas f o r  the c,d.f. are original in the  Laguerre devel- 
opment. The third series is the Gram-Charlier B series 
based on the Poisson distribution 
Chapter V is a presentation of the remaining tech- 
niques, Pearson's curves and numerical inversion of the 
Laplace transform. 
Several examples illustrating the procedure and 
some of its aspects are pres ntsd in Cbpte 
Chapter VI1 is the summary, conclusions and sug- 
gestions for future research. 
Appendix A is an annotated bibliography of publish- 
ed research related to the research p d in this dis- 
sertation. 
11 
Appendix €3 is a listing of the computer programs. 
The writing s t y l e  of the dissertation i 
tional except fn the mathematical portions which a 
formal, It is felt that this 2s the best approach to pre- 
senting material of this nature. To facilitate future 
research efforts, no steps or arguments were omitted from 
the mathematical presentation, The development given he 
I s  more complete than? anywhere in the lieerature kno 
the author, 
CHAPTER I1 
T € E  IlECOMMENDED PROCEDURE 
In Chapters IV and V we w i l l  develop three techniques 
fop  obtaining a p.d.f. knowing its moments and/or M.G.F. 
These techniques are: series expansions using orthogonal 
polynomials, Pearsonls system of curves, and numerical 
inversion of the Laplace transform. There are difficulties 
involved with each so that no one of them will solve all the 
problems which arise. However, each has advantages (dis- 
cussed below) which in combination with the others yields a 
combination capable of solving a larger portion of the prob- 
lems than any one of them is capable of alone. 
In this chapter we will evaluate the techniques and 
discuss their limitations. Then we w i l l  show how the tech- 
niques are complementary to each other and recommend a gen- 
eral procedure for attacking the problem we proposed to 
solve. The most advanced mathematics required to use the 
procedure is algebra. 
Evaluation Techniques 
Let us begin by considering the polynomial expansions. 
The various expansions have the same advantages which are: 
1) they yield explicit expressions for the density and cumu- 
lative distribution functions, and 2)  numerical tables of 
both  the density and cumulative distribution functions are 
easily computed (a computer program called TEST does this 
automatically), 
All of the expansions suffer from the same basi 
lemp that of not being positive semidefinite over the range 
of the variable for some set of moments. That is, a given 
set of moments may not yield a useful polynomial expansion, 
A theoretical discussion of this problem is given only for 
the Gsam-Charlier (G-C) type A series since it is much easie 
and faster to simply have the computer check for negative 
values as it computes values for the density function, and 
then branch to the next stage in the approximation if a nega- 
tive value occurs. When a small number of terms are used in 
the approximation only the Laguerre expansion is suitable 
f o r  distributions that are not unimodal. 
Now consider the Pearson family of curves. The advan- 
tage of the Pearson system is that we may still be able to 
obtain an explicit expression for the density function even 
when a polynomial expansion fails to give a useful ans 
However, there are three basic drawbaeks to this 
system, First, it yields only an expression for the density 
function and this expression is usually not easily integrated 
to obtain the cumulative distribution function. We must 
resort to numerical integration. Second, they are currently 
based on only the first four moments. Thus, we are throwing 
away some of the information we have about the unknown di 
bution, This could be corrected by developing a sfmilar sys- 
tem based on more moments. Third, the Pearson system does 
14 
not work for multimodal distributions. 
Finally, let us discuss the numerical inversion tech- 
nique. The big advantage to this approach is that it can 
handle multimodal functions and functions whose moments are 
such that the other techniques fail to supply a suitable 
approximation. Also,this approach will usually be the most 
accurate. 
This technique has several disadvantages. First, it 
requires that a considerable amount of manipulation be per- 
formed on the M.G.F. before it is in the proper form f o r  
inversion, In the case of a complicated M.G.F., this could 
entail many hours of labor, Second, once we have an answer 
it is only a table of values for the density function, i.e. 
we obtain no explicit expression for the density function. 
Third, a good approximation is obtained only after some 
experimentation, and cases in which the unknown p . d , f .  does 
not have a value of zero at the beginning of i t s  range 
require many more terms to obtain a suitable approximation, 
This will be demonstrated in Chapter V by an example using 
the exponential distribution, Fourth, if a table of the 
cumulative distribution is desired we must modify the 
by dividing it by s ,  and then further manipulation must be 
performed to obtain the form necessary f o r  use in the PPO- 
gram, k suitable approximation of the c , d . f .  cannot be 
obtained by adding values in the p.d.f, table (see example 
in Ch.V), Finally, this approach cannot be made to handle 
distributions defined over the entire real line ( - - l - ) o  The 
proof of this is given in Chapter V. 
- The Recommended Procedure 
Using the ideas discussed in the previous section a 
general procedure which yields an acceptable solution to the 
problem while attempting to minimize the amount of labor 
required of the analyst has been constructed. Generally 
speaking, the procedure first tries to apply one o 
series expansions. They yield the most information about 
the unknown p.d.f.) but their accuracy is not always what we 
might desire, If the series approach fails the Pearson sys- 
tem is tried. Here we do not obtain as much information and 
the accuracy may not be too good. However, it is s t i l l  rela- 
tively easy to obtain an answer. The Pearson approximation 
can be considered a failure if the curve selected does not 
agree with the range and boundary conditions of the unknown 
p,d.f. If the Pearson system fails we then try the numerical 
Laplace transform inversion which requires a great d 
work and yields only a table of values for the p.d,f. or 
ceder, However, the accuracy is very good, There may be 
instances where it is desirable to go directly to the numer- 
ical inversion technique, 
Let us start by stating the assumptions upon which 
the procedure is based. It is assumed that the M.G.F. is 
available in explicit formp or that all of its components 
and the way they combine is known, and we know as many 
moments of the unknown distribution as desired. 
Having assumed that the above information is avail- 
able, let us first discuss the decision sequence comprising 
the inversion procedure in the large. Then we will concen- 
trate on that portion of the procedure which is accomplished 
by the program TEST, 
- The - I _ _  in the large, The first step should 
always be an attempt to recognize the R.G.F. as that of one 
o f  the well known distributions, Then the uniqueness prop- 
erty of the M.G,F. may be used to obtain the answer directly. 
At this point we might consider inversion by means of a 
table of Laplace transforms. If the M.G.F. is made up only 
of Gamma distributions this can be done, with effort, Hence- 
forth we shall assume that this is not the case, or the labor 
involved is too great. 
If we do not recognize the M.G.F. then we must deter- 
mine the range of the unknown distribution. This  is done by 
examining the range of each component of the N.G.F. 
The unknown distribution will have finite range only 
if all components are of finite range, otherwise the range 
will be (a,-) where < a e OQ depending on the components. 
If the range is finite it can be determined by remembering 
that the range of the convolution of two functions is the 
sum of the range of' each. 
Suppose the range is finite, we must then determine 
if the unknown distribution is discrete or continuous, This 
is accomplished with the aid of Theorem 12 and Remark 1 of 
Chapter 111.. Stated briefly, the unknown? distribution will 
be discrete only if all its components are dflscrete. If the 
unknown distribution is discrete we are forced to make some 
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sort of term by term expansion. Howevero if it is contin- 
uous we can use the Laplace inversion procedure. 
Next suppose the range is not finite. Here again we 
must determine whether the unkz?own distribution is contin- 
uous or discrete, This information along with the moments 
is then inserted into the program TEST. A summary of the 
decision process is given in Figure 1. 
Let us now proceed to a detailed discussion of the 
program TEST 
- The program _I_ TEST. The program must be supplied with 
data on the range, the moments, and continuity or discrete- 
ness of the  p.d.f., see Table I. The program begins by 
determining if there is a maximum number of moments that 
specify the distribution. This is accomplished with Theorems 
I, 2 and 4 of Chapter 111, If a solution based on the 
moments does not exist for the (-m,m) case, no answer is 
obtainable from the procedure. If a solution does not 
for the ( 0 , m )  case, we must use a term by term e 
the M.G.P.  f o r  the discrete case or the Laplace inversion 
technique for the continuous case. 
If a solution exists the program then checks to see 
if the distribution is unimodal. This check is pe 
based on the results of Theorems 7 and 8, Chapter 111, 
If the distribution is defined over ( -m,m) and is not 
unfmodal we can not obtain an approxfmation. If the distrfbu- 
tion is defined over ( 0 , ~ ) ~  continuous, and not unimodal the 
numerical inversion technique must be used. If the distribu- 
RECOGNIZE 
M . G . F , ?  
COSTIXUOUS 2’ 
u SE USE 
I N W R S I O N  E X 2 a  SI 03 
LAPLBCE TERM BY TERN 
FIGIW3 1 Decision t r e e  for t h e  procedure n the l a r g e ,  
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TABLE I 
INPUT DATA SPECIFICATIOMS 
Variable Field 
Name Used Variable Meaning and Comments 
NOT I4 Number of tests (set of data), one card needed 
N1 II Number of moments plus oneo one card needed for each set of data 
V( J) 5El4 e 8 The moments to be tested 
IC discrete distribution continuous distribution IC = 
_c_c _L- 
Range of distribution undler test 
range ( O s 4  
range ( - - p - )  IR = 
IR 14 
R F4.1 
Value of pa meter r in Lague 
expansion used only when 
IC = 1 and IR = 0 
assembled f o r  use with program. 
tion is defined ove ( O w - ) $  dfscrete, and not unimodal w 
must use a term by term expansion. 
Suppose the mho distribution is unimodal. T 
TEST checks the range and continuity of the unknown di 
tion. On t h i s  basis the G arn~cha~lfe 
series, OF the G-C B series is chosen, 
If the B se e must again 
resort to a te m expansion, If either of the othe 
two series is tried and fails we then try to obtain an 
approximation using the Pearson system. A t  this point fn 
the procedure the program TEST is exited and the analyst must 
take over. If the Pearson system fails to yield a reasonable 
answer, the analyst ill have to determine the suitability, 
the transform inversion method must be used. 
The decision process used in the program TEST is 
shown in Figurela. Not that, although the Thao ems P and 2 
(Ch,III) are not stated in th 
number of moments that are h o r n ,  the 
on the quadratic forms is such t h a t  the qu 
Theorem 1 is the same as the first one i 
means that functions defined over ( 0 , ~ )  
Theorems 1 and 2. 
The theory used in the const uctaon of th 
will be developed and illustrated in the n -b three chapters. 







THE l33DUCED BHOBLEM OF MOPBNTS, AND SOME PBOFERTIES OF 
NOMENT GENEBATING FUNCTIONS 
The babel oblem of moments9 i s  by no means 
lg. agreed upon, One fs j u s t  as likely to find ‘the 
m discussed under the 
moments* 8 oblsm of m 
BasicalPy th d problem of moments is to dste 
mine under hat conditions a finite ssqueno 
vos e * e ,v specif a ~ ~ r n u ~ ~ ~ i ~ ~  distribution function F(t), rn9 
where 
t h e  range, In 
pal a distri nction is 8, monotonfca%ly non-de- 
creaslne fmet  
with j = 0, f e e ,  v < a, Although the 0 
t sec t ion  is g 
probabllity functions, 
Pad seetfon 
not the sp 
unimodal, This is g. vet 
approximation 8 ,  The discussion is pu 
2 
ing with this probl 
These theo ems do not p 
unknown dist 
accomplish this 
This chapt P" will eonePud d%scussion of som 
basic properti s of Noment Gensr mnet ions 0 
- and Sufflcfent Conditions for the Existence _ -  of a 
Solution 
Let us begfn w i t h  some definitions 
used in the p 
If vn has the on Eq,% then 
finition 2, [2,20] 0- 
nal polynomial of degr 
24 
polynomials, Fo sion on quasi-orthogonal 
where 
Finally, suppose that and 
v =  m 
interpolation polynomial 
can be shown t h a t  
n+l 
, (m = QllD28...82 (2 )  
k=l 
is that the quadratic form 
n 
i, 3-0 
be positive (definite or semidefinite), or which is the sam 
be positive, 2n-E t h e  sequence vOs e e + v  
Proof: Necessity. Suppose that F ( t )  is 8 non-de- 
creasing solution of Eq,3, and that P(t) is a non-negative 
polynomial 
Then 
n n  
x x  vi+3 i j - e 
i=o 3-0 
But,  by Definition 1 
thus the quadratic f'o m is posftive. 
iciency. Assum hat the sequence v O s e ~ ~ ~ v V 2 n - l  
is positive, It can be sh [18.38] that w 
able to find quasi-orthogonal polynomial of 
determined the sequenc vo $ e e e p v2*,1 * 




From Eq.2 we may also write 
i=1 
Now consider the step function Fn(t) which has n values and 
its only points of increase are the Xi. 
continuities are the uie i .e. 
At each Xi the dis- 
u = Fn(XI+0) - Fn(XI-O) , (i=1e29eea,n+1); i 
then, using the Stieltjes integral, Eq.5 can be writ,ten 
- tk dP,( t )  (k=0,1,. ,Zn-l) e Vk - 
Thus, we have constructed a function F,(t) which is a cer- 
tain solution to Eq.3. Note that for y < o~ it can be shown 
that Eq.5 and therefore Eq86 are also true f o r  k=2n [18,38], 
Next consider the case where the function of interest 
is defined over the positive real half line (0,~). 
Theorem 2. A necessary and sufficient condition that 
there should exist a non-decreasing function F(t) such that 
tj dF(t) 
is that the quadratic forms 
and 
x x  i + 3 + 1  i 3 V 
i = o  j=o 
( 9 )  
should be positive (definite or semidefinite). The brackets 
on the upper limits of the indices denote the largest integer 
less than or equal to the value within the bracket. 
The proof of this theorem follows that of Theorem 1, 
or alternately see c38,1]. 
Theorems similar to these may be found in many places 
in the literature L2,30], 118,831, c28,224], [38,1]. 
It is important to note that neither of these theorems 
establish the uniqueness of a solution, In fact the solution 
will not be unique in general [20,126]. However, this does 
not represent a problem because we are only interested in 
establishing that a solution does exist using a certain num- 
ber of moments, say n, which we are given. 
If we restate the problem in strictly discrete terms 
the uniqueness situation is considerably changed as can be 
seen by the followfng theorem for functions defined on ( 0 , ~ )  
L?,238]. 
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Theorem J* The finite problem of moments 
m 
3-1 
v =  P 
where v are given real numbers and s and u are urmknown 
real numbers (p=O,leeeeV2rn-l: j=1,2,.,.,m) has a solution if 
P 3 j 
and only if the quadratic forms 
x x  2 vi+j+l i j 
1, j=o 
are positive definite. The solution of the problem is always 
unique. 
It is interesting to note the similarity between Eq.10 
and Eq.2. 
In order to realize a useful procedure for testing a 
given set of moments we use t h e  following well known theorem 
Theorem 2.  A set of necessary and sufficient condi- 
tions for the form 
n n  - 
x x = xgv 2 "14-j i 5 
i=o 3-0 
to be positive is that all the principal minors of' V should 
be positive, lee. 
v > 0, 0 -  
Theorems 
c 0, 
E and 2 have been implemented in th 
TEST with the aid of the Theorem 4. These two theorems all 
us to determine if there is a maximum number of moments that 
specify the unkno p.d,f. This is possible because the 
theorems tell us that n moments specify a distribution if 
and only if the corresponding quadratic forms are positive 
which is true if and only if the resulting determlmts are 
non-negative. Thus, the maximum value of n, if there is one, 
can be determined by allowing n to sequentially assume the 
values 2, 3 , . 0 e  up to the number of moments available, If 
for some value of n one of the determinmts is negative then 
the previous value of n is the maximum number of moments 
that constitute a description of the unknown p . d , f .  
The conditions under which a distribution function 
unimodal will be examined in the next section. 
Very little has been published on this facet of the 
problem. The principal works being Gnedenko and Kolmogorov 
f 9  ,1571, Johnson and Rogers [Z7,433], and Nallows [28,224]. 
Johnson and Rogenst work is a rediscovery of the earlier 
work by A. Ya. Khintchine as given in Gnedenko and Kolmogo- 
s p  work I s  an extension to distributions 
other than those defined over (--s-). 
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Theorems 5 and 6, and Corollary 1 will be presented 
next, they are composites made up from [27] and [28). 
it is important to note that even though vo is not always 
specifically mentioned it is assumed to be equal to one. 
Also, 
Theorem 5.  Let n be one of the numbers 3,5,79.e. e 
Also let a real number vr be given for each integer r with 
1 - e r c n. Then there is a unimodal distribution function 
F(t) with mode M and 
00 
r 
if and only if there 
that 
(r+l)vr - rMvrml 
with 
is a distribution function G(t) such 
The proof of a very similar theorem is given by 
Johnson and Roger8 [27,434] except that they use the equa- 
t ion 
G ( t )  = F ( t )  - (t)F'(t) 
to relate F(t).and G(t) instead of using 
G(t) = F(t) - (t-M)F'(t) 
which would be required to prove Theorem 5. 
Corollary 1, A necessary and sufficient condition 
that there be a unimodal distribution function F(t) with 
Mode M and 
is that 
- > o  ( a 9  
for all integers s with 2 5 2s < n OF* what is the same, that  
which will be denoted by 
where i is the row number and j is the column number. 
For functions defined over ( 0 , ~ )  we have the following 
theorem, 
Theorem 6. A necessary and sufficient condition that 
there be a unimodal distribution function F(t) with mode E4 
and 
OD 
v =  trdF(t) , P = Oll,ar.9 n F 
is that the determinants 




Let us now consider two theorems which will allow us 
to test for unimodality without knowing the value of the 
mode e 
The theorems of the previous section establish condi- 
tions under which a distribution F(t) is unimodal but they 
are not suitable f o r  testing a set of moments from a dlstri- 
bution whose mode is unknown. Theorem 2 of Johnson and 
Rogers [27,434] suggested an approach which will allow us to 
circumvent this difficulty. The following two theorems are 
the result. 
Theorem 2. A necessary and sufficient condition that 
the distribution function F(t) with mode M and 
v j  = tj dF(t) , j = 091,e.etn 
be unimodal is that there exist a real number M such that 
and r of the cubic y1 and that the roots rl, r2, 3 
y = aH3 + bM2 + cM + d > 0 
P 
where 
a = 4v3 - 12vlv2 + 8vl 3 
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2 2 c = 10vlv4 - 12v v - 168 v + 18vlv2 2 3  1 3  
1 2 3  
d = 15v2v4 + b8v v v - 27vz - 16v3 2 - 20v1v4 2 
satisfy the conditions: 
rl I I4 (23) 
if y has only one real. root and a > 0, or 
5 '1 (234 
if y has only one real root and a e 0; or if all roots are 
when a > 0, or 
M 5 rl or r2 5 M r3 (25) 
when a < 0. 
In the case where a = 0, M mu& satisfy Relation 21, and the 
real roots r1 and r2 (r1g2) of the remaining quadratic must 
satisfy the following conditions: 
when b e 0, or 
when b > 0, or if both roots are complex 
b > O  
must hold, 
In the case where both a and b in Eq.22 are zeroI M must 
satisfy Relation 21 and 
-d M > -  - c  
34 
for c 0, or 
-a M < -  
c - 
for c e 0 . 
In the case where a, b and e are zeroB M nust satisfy Bela- 
tion 21 and 
d > O ,  - ( 3 0 )  
P roof, Neeessllty, Suppose F(t) is u i m o d a l  




















9 4  
(32) 
To show that Relation 31 leads to the  Relation 2 1  w e  proceed 
as follows. 
Assume that the mode M is positive or zero (if mode 
is negative th s h i f t e d ) ,  Then we 
z =  
1 M M2 
1 2vl 0 > o  9 
which y i e l d s  
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2 2 z = -M Q 2vlM -I- 3v2 - 4va 2 0 
2 2 Since the coefficient of N2 is negativ 
a concave function, s e Fig,2. Thus, the M of inter 
lie between th aots of zs and Relation 21 follo 
d z/dM e 0 and 
that Relation 32 leads to the 
argue as follo 
Again assume that the mode M is positive o 
Y =  
?vl 3v, 4v3 9 4  
which yields ant is B 
We know that a cubic has either one real root and two imag- 
inary roots, or three real roots, If all o f  the roots a 
real the two possible cases are shown in Fig.3a and Fig,3b. 
With any given set of moments we can dete mine the applicable 
case by taking the derivative of y p  y f e  Now y o  is a quad- 
ratic and it will be concave or convex according to the sign 
of its second derivative I t e  Also y g  is the slope of y at 
any point. Thus if yt is convex it will be negative between 
its roots and as a esult y will be similar to Pig.3ae The 
correspondence bet en y and y s  is shown in Fig,4a. On the 
other hand if is concave y will b to Fig,3b and 
concave quadra t ic  
N 
function Figure  2. A 
0 
Figure 3. The two possible configurations 
















Figure 4* The correspondence between the shape 
of t he  cubic y and the convexity OF concavity 
of y ' "  
Y Y 
Figure 5, The two possible  cases when y has 
one rea l  r o o t  and a 
respondence s shown in Figebb. D i f f  entiation sf 
Eq,22 shows that 
this relatfon along with the p ding argum 
results in Relation 24 when y q s D  is pos and Relation 25 
when r g f g  is negative, The case of only one real root can 
plained by examining the four possible situations as 
shown in Fig.5 and 6, Arguing exactly as above we see t 
a > 0 corresponds to Pig.5 and also that y 2 0 occ 
when M 2 r1 which is Relation 23, 
ment using Fig.6 leads to Relation 23a, 
Pursuing a similar argu- 
Let us now consider the cas a = 0, whenc 
the quadratic 
2 y = b M  + e  + d z O  B 
Now it can be sbo 9 also ft is frrmpli 
b > 0, 3p is convex and %f b < 
Figs,?a and 7b, Thus, if the 1 and b < 0, M 
must lie between t if b > 0, th 
must hold for  y 2 0, If the 
roots are complex 
e % . a ,  b > 0, Rela- 
tion 28, 
xt, suppos both a and b e zerop then 
y = e P l + d z O  
16 c > 0 the slope I s  pos tive (Fige8a) a must be great- 
ex- than -d/c, Relation 29,  If c e 0 the slope is n 
(Fig.8b) and Relation 29 holds, 
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F i g u r e  The two p o s s i b l e  c a s e s  when y has 
one r e a l  root and a 
Y 
Figure 7, The two p o s s i b l e  cases  when a = 0. 
Y Y 
Figure 8 ,  The two p o s s i b l e  cases when a = b = 0, 
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Finally suppose a =E b = c = 0, then fo 
we need is d OI 0, Relation 30. 
numbers satisfying Relations 31 and 32. 
oof of the existence of a unimodal distribution 
ith mode M and moments v ~ , v ~ ~ v ~ ~ v ~  can be function F( t) 
accomplished by proving the existence of a distribution 
function G(t) having Zvl-M, 3v2-2Mv19 4v 
5v4-4”v 
and 3- 
for its first four moments respectively. 
From Theorems 1 and 4, G(t) is a distribution 
3 
function if and only if 
and 
1 2vl-M 
2vl-M 3v2-2Mvl 4v3-31%v2 2 0 e 
~ V ~ - ~ D ’ I T T ~  4.v 3- 3Mv2 5~4-4.M~~ 
But relation 33 is equivalent to Relation 31 and Relation 34 
is equivalent to Relation 32 by virtue of the equivalence of‘ 
Belations 15 and 16 in Corollary 1, Thus, the  conditions of 
Theorem 1 are satisfied and G(t) I s  a distribution function, 
Since G(t) is a distribution function Theo 
assures t he  existence of the desired distribution function 
F(t) and the proof I s  complet 
Note that in the proof of The0 e assumed that 
the number of moments n w a s  5 ; $  n = 5 B  We must account for 
4 
this and the result is that Theorem 8 involves the use of 
the first five moments of a distribution, 
Theorem D 8, A necessary and sufficient condition that 
the distribution function F(t) with mode M and 
be unimodal is that there exist a real number M which 
satisfies Theorem 7 and 
relations: 
1. M L  
2 ,  The roots p1 and pz 
2 z = a2M 
where 
also satisfies all of the following 
2Vl e 
f a PI + a. 2 0 1 
a = 3v, - 4vi 7 
a. = 8v v - 9v, 2 , 
2 
a1 = 6vlv2 - 4v3 
1 3  
satisfy one of the conditions: 
I. Both roots real (p, p,) 
PI L I P2 
Iv¶ 5 P1 or Pz I 
if a2 c 0 e or 
if a > 0. 2 




tha t  i s  the e n t i r e  curve z must l i e  above the I4 axis ,  
111. I n  the case where a2 = 0 
-aO 
al 
M :>  - 
i f  a1 > 0 o r  
-aO PI 5  
al 
i f  al e 0 
IV.  I n  the  case where a = a1 = 0 2 
a o ) O  e 
and r of the cubic y c  3. The r o o t s  rl, r2 3 
y = aP13 + bM2 + cM + d 2 0 
where 
3 7 
a = 27v2 + 16v2 +- 20viv4 - 15v2v4 - 48v v v 3 1 2 3  
2 2 b = i a v  v + 3 0 v ~ v ~ v ~  + 3ov v - 36v2v3 2 5  1 3  
2 - 20v3v4 - 24v v 1 5  
c = 48v v 2 + 36v v v + 25v4 2 - 24v3v5 
2 3  1 2 5  




2 2 d = 48v v v + 1 2 0 ~  v v - 64v3 - 50vlv4 - 54v v 1 3 5  2 3 4  3 2 5 '  
sa t isfy the  Rela t ions  23 through 30 of Theorem 7. 
Proof. The proof i s  the  same as f o r  Theorem 7 except 
we use Theorem 6 ins tead  of Coro l l a ry  1. 
Theorem 7 and 8 have a l s o  been incorporated i n  the  
FOBTRAN program TEST, 
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It is important to note that Theorems 7 and 8 do not 
say anything about uniqueness, Thus, it is entirely possible 
that a set of moments from a non-unimodal distribution could 
satisfy them, This would indicate that there also exists 8 
unimodal distribution with the same moments, 
taken from characteristic function theory, but they apply 
equally well to T/i,G.F.'s, if we assume the M.G.Fess of 
interest always exist. 
First consider a theorem, f o r  characteristic func- 
tions [ 9  ,1601, which is analogous to Theorem 5, Although 
the theorem is not used here it does relate to the previous 
discussion, 
. The function P ( s )  Is the M.G.F. of a 
unimodal distribution function if and only if it can be 
represented in the form 
S 
1 
F ( s )  = - V(u)du, 
S 
where V(u) is some M,G.F. 
Now let us examine a g oup of theorems and remarks 
1153 that are either useful when we are deciding on an 
approximation technique, or contribut to our understanding 
of M.G.F.Os we are interested 
Theorem J.C, Suppos 
a1ea2pee.,a s a t f s f y  the conditions n 
44 
is also a PI.G,F.  
11, The product of t 0 moment gene 
Theorem - 12. Let F = F1 * F2 be the convolution of 
two distribution functions FL and F2" If either F1 or F2 
is a continuous distribution, then the convolution is also a 
continuous distribution, 
Remark 1. Let F = F * P2 be the convolution of" two 1 
distributions F1 and F2 and suppose that F is a disc 
distribution. Then both FI and F2 a e also d i s c  
but i ons I) 
Thus, the only 
tion is by starting ith all distributions disc 
Finally, consider a much a 
the convolution of unimodaf dist ibutions, Proofs of ea 
lier versions of t h i s  theorem contain 
e Howevero a cor ect statement and 
proof of t by Chung 
e Suppose that the d ibutions F1 and 








V1 * F2 4 




- FI F2 + 
P 
function (continuous to the 1 
( i = = 1 , 2 )  
here 
) i s  the l e f t  d rivative of Fi(x)@ 
CHAPTER IV 
SERIES EXPANSIONS 
I n  t h i s  chapter  we w i l l  study s e r i e s  expansions of 
t he  form 
where 
n=O 
h (x )  i s  a p r o b a b i l i t y  
Pn(x)  i s  an orthogonal 
from h ( x ) ,  and 
d e n s i t y  funct ion,  
polynomial der ieed  
a i s  an  appropr i a t e  c o e f f i c i e n t ,  n 
Three t y p e s  of se f e s  are dev loped, each s u i t a b l e  
f o r  represent ing  a func t ion  over a s p e c i f i c  range, I n  each 
case the  s ies yields an  exact r ep resen ta t ion  of the  
unknown fmct i on However w i l l  use only a f i n i t  
ber of terms and thus  t h  presenta t ion  w i l l  be an 
approximation, 
_s_ Gram-CharLier S e r i e s  
When i t  i s  des i red  t o  represent  a p , d , f ,  defined over 
t he  e n t i r e  r e a l  Pin (--,->, and only i t s  moments are kno~m, 
the  Gram-Charlfer (G-C) s e r i e s  o f f e r s  a convenient way t o  
accomplish the  r ep resen ta t ion ,  There a r e  r e s t r i c t i o n s ,  how- 
eve rp  and these  ~~~il.1 be discussed along w i t h  t he  development 
Of the technique, 
G-C series is based upon the Normal distribut 
and its derivatives, and although th 
es a straightfo rd approach will be used 
Ne begin by differentfatfng the No 
as follows 
and in general. 
essions Hn(%) are 
mials and may also be defined by th 
2 exp[xt-t /29 = e 
2 formula for Hn(x). 
t w o  infinite series 8 s  fo 
we proceed by expanding exp(xt-t /2) in 
n 1 n t2n 
exp[xt-t%] = ( - 4  - 2 n? 
by use of the following lemma [16,125], 
Lemma. Within the common interval of convergence of the 
series being multiplied, 
Qo m 
n 
bnyn = "kbn- 2kY 0 
n=O n=O n=O k=O 
The above expression along with Eq,3 implies that 
where Ln/2] denotes the largest integer - n/2. 
Note that  Bo s 1 as a direct consequence of Eq.2,  
The first s ix  Hermite polynomials, computed from 
Bqe4, are 
HO(X) = 1 
Many other interestin properties of Hermite poly- 
49 
noaials nay be derived from Eq.3, 
to our development are shown below, 
Two which a e pertinent 
First, differentiate both sides of Eq,3 with respect 
to t. From the LHS, we obtain 
LL expkxt-t2/23 = (x-t)exp[xt-t2/21 dt 
and from the HHS, we have 
Equating the derivatives, expressed in series form, we have 
ox 
Arranging all terms on the left side of the equal sign and 
comparing coefficients of t" gives 
Or 
Hn+l(x) - xHn(x) + "Hn ,(XI = 0 m=1,2, e (5) 
This  recurrence relation is satisfied by all Hermite polyno- 
mials and is useful in computing the higher orders of En(x)e 
Eext consider the differentiation of Eq.3 with 
respect to x 
00 
pi_xt-t 2 /2)  = 
0 
n=O 




t exptxt- t2/21 = B s 
Comparing the  c o e f f i c i e n t s  of tPcl 
expression y i e l d s  
i n  the  previous 
H e r m i t e  polynomials a l s o  possess the  important prop- 
e r t y  of or thogonalf ty ,  t h a t  i s  
T h i s  can be 
Suppose m - .<
demonstrated us e 
n,  then+ 
Now, us ing Eq,6 and the  f a c t  t h a t  
zero because 
pl(-=) = $(=) = 0 
we have 
*Note t h a t  t he  sake of 
) and % ( x ) .  been dropped f 
t he  term i n  brackets  i s  
brewit$ the  
By continuing this process we find z8 o for m < n and for 
m - n  
This can be evaluated as follows. 
We replace n by n-1 in Eq.5, then multiply by $(x)Bn(x)dxp 
integrate from -00 to 00 and 
by orthogonality when m f n . 
Next, multiply Eq.5 by @(x)Hn - l(x)dx, integrate from -Q) to 00 
and 
again using orthogonality when m f n 
Combining the above two expressions, we have the recur 
relation 
Letting n = 1820e.eD n ecursively we find that 
since HO(x) = 1 
Nowo our objective is to be able to expand a p.d,f, 
f(x) in a series as fo l lows  
However, we still must determine the c and this can be 
accomplished in the same manner as the coefficients of a 
j' 
Fourier series axe obtained. Hultiply both sides of Eq.7 by 
Hn(x)dx and integrate from -00 to Q) 
Hn(x)f(x)dx = c~H~(x)H~(xM(x)~x . 
Using the orthogonal property we have 
Denoting moments about the origin as v and substitu- j 
ting Eq.4 into Eq,8 a general expression for cn is 
The convergence of Eq.8 a l l o w s  us to interchange the summa- 
tion and integration operations. In obtaining Eqa9 the sum- 
mation and integration opera.tions were interchanged, This 
w a s  possible because f(x) is a p.d,f, with finite moments 
and this assures the  convergence of the integ a1 in Eq,8. 
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These results yield the desired expansion 
v2-1 v3-3vl 
6 H3 f ( X )  = $(XI 11- VIHl + -H, + 2 -  
d 
In order to obtain the Gram-Charlier A series we 
we replace x by (x-u)/o in the subsequent development. 
the cn are 
k - 1 - -  
a n! k=O 
and the series becomes 
where the u are the moments about the mean. Eq,12 is 
Gram-Charlier type A series, 
J 
Let us now consider under what conditions this expan- 
sion may represent a p,d,f, 
Many necessary conditions have been discussed in the 
literature when the series involved is infinite [14,161]. 
However, in practice we are interested in obtaining a good 
approximation using as few terms as possible [14,162), 
Some attention has been given to the case where only 
the first five c are considered [21,425]p [36,59]0 
Although different reasons are advanced f o r  examining this 
particular case, the fact remains that this is the largest 
easily solvable case, 
3 
Thus, let us examin 
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Since ala. p,d,f.*s are positive we desire f(x) to be pose- 
tive, and we know that $(x) is always positive thus, w 
need to examine the series expression, The desired eondi- 
tions for the series to be positiv definite may be der 
by determining for what values of tka'e c the ser 
equal zero, 
3 
2 Since uo=l, u =O and u2=o c =e -0 from Eqell, 1 1 2- 
n setting t 
1 + c~H~(X) + ~4H4(x) 0 a 
Nul t ip ly ing  through by 24 and expressing the e 
explicitly yields 
and H3(x) J 
This is the form of the general quartic equation [4,56], 
Since we are interested in the nature o f  the 
this equation let us transform Eq,14 i n to  a new equation 
lacking the second ts 4 s ~ 6 ] e  Using the notation from C4] 
we have 
3,' + 6Hy2 f 4Gy + ( , -3) 2 1 - 3H2 = 0 9 
NOW, because the e is no cube term in Eq.15 it b 
positive for all y if all its roots a 
roots will be imaginary 
2 13 - 275 2 o 
These conditions allow us to determine whether or not 
we wish to obtain a G-C expansion based on the values of the 
first four moments of the unknown distribution, 
Substituting the values of H, G ,  I and J into Eq,$6 
and rearranging yields the conditions in explicit form 
When these inequalities are satisfied the G-C e 
sion Eq,13 will be positive definite for all x in the range 
We may also obtain an expression f o r  the d stribution 
function, if desi ed, This is accomplished as follo 
F(x) = f(t)dt 
j = O  
accomplfshed by 8. FOBTEiAN subprogram called ASER which ager- 
As an example of the  G-C expansion conside 
lowing problem, Suppose we C O M V O ~ V  Ekpa exponential dist 
butfon with a norraal distribution, then th. sulting $rI,G,F, 
2 2  ms+g  s /2 ae M ( s )  = e 
a - 8  
Let a = b9 m = 2 ,  and o = 1, then the fi 
moments are 
= 691,59375 v = 2,250000 "4 1 
butfon is continuous, 
The moments along with the range and continuit 
information are now inserted into the  program TEST. 
The output of the program tells us t h a t  only fo 
moments can be used in the approximation becaus 
"1 v2 v3 
v2 "3 "4 
v2 v3 "4 
v3 v4 v5 V6 
which violates T 8132 1, 
ogram a l s o  tegPPs us the resulting distribution 
is unimodal. 
The coefficients f o r  the expansion ar 
c = 0.0 c3 = .OOb?j6 1 
c = 0 , o  c4 = .000865 2 9 
and values of the resulting curve are shown in Table PI 
along with the actual c 
TABLE I1 
VALUES OF THE ACTUAL, f( t) AND APPROXIMATE, ?( t ) 
DISTRIBUTION RESULTING FROM TH??, CONVOLUTION 
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-1 . 40 
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3@20  .231430 
3.30 .228589 
3 b 4 0  e205929 
3e50  .a83831 
3e60  .I62622 
3*70 .142567 
3,80 .123867 
3.90 ~ 0 6 6 6 2  

















































BLE I1 (continued) 
4,90 .014827 
5.10 .009039 





























































A tabulation of the curnulati e distribution function 
is also provided using Fq.18, se Table 111, Not 
approxfmation is such that cumulative distribution does not 
attain the value of on This might indicate that th 
approximation is not too good in th t a i l s  of the distribu- 
tion, However, examfnatfon of Tab1 seals that the 
approximation is good. in the tails, and the g eatest devia- 
tion, about  ,OOb, occurs to the left of th mean and the 
mode, Since the area unde the curve is most sensitive to 
deviations in the curve at the mod the resulting error in 
the cumulative distribution function is not surprising, Th 
exact nature of the deviation is displayed in Fig,9, and 
clearly illustrates the difficulty, The approximate c,d.f, 
could be made to attain the value of one simply by nor,%ali- 
zation, This should work quite well in this case since the 
approximation underestimates the  actual p . d , f ,  for most 
values in the range of fnt 
In actually evaluating the goodness of the approxi- 
mation it would be more meaningful to plot th 
ations which respond to performing a chi-squ 
test. This is not done he e since in general the actual 
p.d,f, is not available f o r  comparisonp and this particular 
example cannot be claimed to completely representativ 
r r o r  generat -C A series approximation. 
p , d . f ,  of interest is deffned over the pos- 
itive half line (a,-) we may use an expansion analogous to 
TABLE III 
VALmS OF THB TPVE 
IBUTIOM F’UMCTION 
- 3 , O O  






-2 0 20 
-2 0 00 
-1 e 90 




-1 . 40 
-1 e 30 
-1 * 20 
-1 * 1 0  





- ,50  
- , 4 O  
-030 
- ,20 
- , l o  
B 00 





-2 (I 50 









0 0 0 0 0 0 ~  
































5 * 0 0  
5@10 
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the Gram-Charlier A serf 
form of the Gamma distribution, Once again a direct  
m the derivation, 
0 
the G a m m a  density function, 
by xn ana set ba = 1 
the function on which the ansion 1s basedp thus 
B 
AetuaPly k could be giv n any f i n i t e  value OF det  
a function of the moments of the mkn 
in the limited 
ing the res 
gave 
with 




and i n  general 
g12 1842 
which follows from (20). 
Application of Leibnfzts r u l e  to Eq.21 w i t h  
n = 1,Zpeoo 1 ads to the gen pal relation 
The first fom Lagu polynomfals, computed f 
Eq,22, a re  
(')(x) = x2 - 2(r+2)x + (r+l)(  L2 
4 
+ (r+l)(r+2)(r+3)( 
Laguerre polylnomi lso possess the prope Of 
orthogonality, which may ated as foa. 
Suppose m and n are positive integs s, m n, and 
L e t  us now perform m successiv integrations by parts 
dk-l 
u =  
as the factors 
Eqel(3 t h a t  the 
(n-k+l) ( m)dx ) and dv = y 
th f o r  the %--- step, It can be seen fro 
expression uv w i t h  v = y (nm”)(x) srani 
both 0 and which leaves 
th at the m- s tep ,  
If m < n anoth gration by parts implies that I = 0 
That IsB the ( m + l ) s  de ivative of an 
When n -“ ne Eq.23 becomes 
Since the coefficient of xn in L 
Let V ( 1 )  denot the value of I in this ease, and 
s dx 
0 
Thus, Laguerre polynomials are orthogonal sines 
Now conside the development of a r e ~ u  
tion useful in oomput a1 in terms 
o others. We begin w i t h  the 
definition of Laguerre polynomials [1.28.18'73, 
Note that this definftion differs from th r- 
to t we hav 
e 
n?=O 
The first relation above may be rewritten? as 
.a 
or 
(1-2t+t2) = [Z+l-x]G - (r+l)tG .) 
Substituting the series expressions Tor G and 
previous equation yields 
Expressing 
n=O 






a serfes i n  t" we hav 
n=l 
68 
Finally, equating the coefficient of tn in each series it 
is found that 
which upon rearrangement gives the recurrence relation 
iss expansion of a function takes 
the form 
k=O 
where the dk are coefficients t h a t  must be det 
dk are determined by multiply ng both sides of Eqe25 by 
(')(x)dx, and int grating over the entf range of x, 
Lj 
T h i s  yields 
orthogonal p 
A more useful expression for d may be obtain 
substituting f o r  L(')(x) the expression given in Eq.22 and 
integrating term by t 
3 
3 
where the vk a r e  the  moments about t 
Before Eq.25 can be used t o  e n t  a 
funct ion,  h o r n  by I t s  M,G,F,  and moments, we must be ab1 
t o  s e l e c t  t h e  appropr ia te  value f o r  t 
A t  first this might s n t  an insurmount- 
able problem s ince  we do not even kno hat c r i t e r i o n  we 
should use t.o s e l e c t  r, Howevere a b i t t l  thought r e v e a l s  
t h a t  t h e r e  a r e  r e a l l y  only two typ s of p ,d , f ,  bs that we 
can encounter, T h a t  is, e i t h e r  the  p ,d , f ,  has a value of 
zero a t  i t s  Left  hand boundary o r  i t  does not,  In  any case 
the  s e r f e s  rep esenta t fon  should possess the  same a t t r i b u t  
as t he  unknown p ,d , f ,  Th i s  requirement fs c r f t i o a l  because 
we a r e  i n t e r e s t e d  i n  using only t h e  first fe 
s e r i e s ,  Thus, our approach 1s as foPlo s: (1) use t h  
i n i t i a l  value the0 em from Laplace t nsform theory t o  
determine the  na ture  of t h  unknown? p , d * f , ;  ( 2 )  i f  the 
i n i t i a l  value i s  not ze o we set r = 0 which nmkes g(0) = P 
( see  Eq , l9a ) ,  and t h  
value; ( 3 )  if the i n i t i a l  value i s  zeroa we se t  
makes g ( 0 )  = 0 and again the  co e c t  i n i t i a l  value results, 
Note tha t  we ne d not  consid e a r e  Interest- 
ed only i n  unimodal d i s t  
CdkL,(0) w i l l  take care of t h  
ssfon f o r  t h e  d i s t r i b u t i o n  function m a  
d as fo l lows  
X 
F(x) = f(t)dt 
0 k=O 
Using Eq,25 Since t h e  integral e o m  
from E q s .  19a and 21, No 
but 
from Eqo21, thus 
The t w o  cases of  interest to us are r = 0 and F = 1, 




if r" = 0 ,  or 
The caleufations necessary for tk Laguerre e 
sfon are performed b ogram callled LAG. 
The Laguerre illustrated by 
approximating the distribution of the @on~aoPution of two 
exponential. distr%butions, The .G,F, is 
ab 
(a-s)(b-s) 
N ( s )  = e 
Let a = f ,5 ,  and b = 2,5, t k  n the first eight  
moments are 
153 Qoaoa 86 = 1,7422222 "2 
"3 = 3.868b.444 v? = 725e06225 
sul-ting distribution is continuous and has 
Also, sfnce the i n i t i a l  value is 2; 
is, l f m  sn(s) = 0 ,  
Sa- 
used as input data to TEST, 
The tests performed by the progra PP us t h a t  2% 
wimodal distribution is spec i f i ed  by th 
given above, The co fficients fo expansion a 
d = -,00023585 5 al = -,46666665 
d2 = ,11185183 d6 = .00002049 
d3 = -,01832098 
Note that the last fe  
which indicates t 
nts should b 
and the actual ar shown in TableIV, and the approximate 
cumulative distribution function in Table 
fmation remains positiv up to t = 10,o 
where the actual value is .000001, and t approximate 
c . d , f .  sums to one, thus we can say that a r 
approximation was attain 
-_Is_ The Gram-Charlier c B Series 
Let us now consider the cas the p,d,f, of 
interest is disc and defined o 
line ( O I B = ) ,  
Poisson di ibution and its diff gain we use 8 
direct app ch in the d 
F i r s t  define 
the Poisson distribution, N the fmc t ion  
73 
TABLE IV 
VALUES O F  DENSITY FUNCTION %(t) A N D  LAGUE 
APPROXIPIATION ?(t) WITH P” = 1 
















































































































































































































































TABLE IV (continued) 
8,OO 
8 - 1 0  
8 ,20  
8,30 
8 ,40  
8 ,50  
8 ,60  
8,70 
8 ,80  
8.90 






9 e 6 0  
9.70 
9 ,80  















































VALUES OF THE c,d,€", FOB EIGHT TERM 






0 50 0 I) 248470 
0 e 60 0 318184 
0 70 0 e 386043 













2 50 0 e 943332 
2 ., 60 0 950926 
2,70 0,957542 






1 e 00 0 e 566193 







































































0 a 999978 
0 999794 
0 e 999810 
0 999825 
0 999841 
0 c 999855 
0 0 999870 
0 a 999884 
0 999898 
0 * 999911 
0 0 999924 
0 * 999935 
0 e 999947 
0.99995'7 
0 e 999967 
0 0 999976 
0 999985 
0 e 999992 
0 999999 
1 e 000005 
1 * 0000%1 
1, oooonfj 
1.000020 
1 e 000023 
b 0 000026 
a 000030 
1 000032 
i D  000032 
P e 000028 
1 e 000033 
1 000033 
1 000033 
with respec t  to x as follows 
and in general  
The expressions Gn(x) a 
Charlier or G polyrmomials, Th 
known as e i  
A general  formula f o r  Gn( veloped from 
the generating function d e f i n i t i o n  of the polynomials 
We begin by expanding t h e  l e f t  hand side of Eqe31 i n  t w o  
fnf i n i  te  seria 8 
e 
The las t  expression along with Eq.31 implies  t h a t  
( 3 2 )  
9p 
(-1)J 
The first fou r  G polynomials computed from Eq,32 
a r e  
GO(x) = 1 
2 m m +  I G (x) = 
2 
3 4 
3 !  4! m +  0 m + m  3 .  G,(x) = - 
Although t h e  G polynomials possess many i n t e r e s t i n g  
p rope r t i e s  only t h e  orthogonal property i s  usefu l  t o  us. 
The orthogonal property may be s t a t e d  as follows 
M 
Gr ( x)Gs ( X>P ( x, m >  = (33) 
x=o 
and i s  proven i n  Jordan [13,476], 
s i r e  i s  t o  be able t o  expand a p 8 d , f e ,  known 




both sides of 
The b 
3-0 
this we must determine the b in 3 
may be determined, as befores by 
Eqp34 by G 3 @  then summing from x 
T h e n  w e  have 
cz) B O O B  
by the orthogonal property, Thus, 
terms of the 
multiplying 
= 0 to It: ".-a 
x=o 
By substitution of Eq.32 into Eq.35 we can develop 
a general expression for b so 
j v  
i=O x=o 
assuming convergence so that we may interchange the sums. 
Now, the expression 
X-0 
9 
i s  known as t h e  (j--i)E binomial moment of f ( x ) ,  and can b 
expressed i n  terms of moments 
r i a l  moments, We wr i t e  
f ( x )  = X 3 -  
X=O 
o r i g i n  v i a  f ac to -  
X=O 
= x(x-l),.,(x-j+f-l) and t h e  sum on the 3-i where (x) 
hand side is  t h e  ( j - i ) -  f a c t o r i a l  moment which may be t h  
w r i t t e n  i n  terms of the moments about the origin by expand- 
ing  the  f a c t o r i a l  expression. Thus, from Eqs36 ,  we have 
the  des i r ed  expression f o r  b 3 
i=O 
The first fou r  
bo = 1 
b comput om Eq.37 are 
j 9  
2 -v (1+2m) + m 3 1 b2 = 2 t"2 1 
-P 6 m  2 (v2-vl) - 4m 3 vh + m 4 
To f a c i l i t a t e  approximation it  is common t o  s e t  t he  
parameter m = vle 
The d i s t r i b u t i o n  func t ion  I s  ob ta in  d by summation 
of f ( x )  over t h e  des1 

8 
VALUES OF APPBOXI AND ACTUAL DENSITY FUNCTION, 
?(t) AND f(t) RESPECTIVELY, FOB BINOPIIAL 











10 0 00 
11 * 00 




1 6  e 00 
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1 8 , O O  
1 9 , O O  
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CHAPTER V 
PEARSON * S CURVES AND XIUIfBRICAL 
INVEBSION OF TElE LAPLACE TWNSFORM 
In t h i s  chapter we will consider two techniques, 
Pearsonss curves and numerical inversion of the Laplace 
transform, 
PearsonPs system was developed in the late 1800*s 
for fitting curves to empirical data, However, since it 
uses the moments of' the distribution to b appSoxima t ed i t 
should fit our needs j u s t  as w e l l ,  
On the other hand the numerical inversion technique 
i s  quite new, being published in January 1968. It is, in 
general, the most accurate of the techn%q s and requires 
the most effort to obtain an ansm7er, 
Pearson Distributions 
One of t h e  most widely accepted techniques for 
fitting is the Pearson system which consists of 8 
family of curves and r u l e s  for selectfng that curve which 
best fits t.he given date., The developm nt given in this 
section fol lows that giv n by Elderton [51e 
development has been giv n by Craig [Z53@ 
An 8.lte 
Fearsonsst fs.mfly o f  eu nerated by the 
solutions to the diffe ential equation 
It is interesting to note, although it will not be pursued, 
that all orthogonal polynomials also satisfy this differen- 
tial equation [12,162), 
Instead of solving for a11 the distribution t y p e s  
let us consider the general results that are common to all 
types, and the criteria for selecting each type, Then we 
will s imply  list the types and discuss each, Rearranging 
Eq.1 we have 
Integrating both sides over the entire real line, using 
parts on the left hand side and assuming that the integrals 
exists yields 
Assume that the expression in square brackets vanishes at 
the extremes of the distribution, that is 
if the range is infinite, Then, substituting moments gives 
-nb 0 v n-1 - (n+l)blvn - (n+2)b2vnsl + avn 8 
8 
av M + nbovn-l 3- (n+l>blvn ( 2 )  
Putting n = 0,1,2,3 i n  Eq,2 we obta in  four  equations 
i n  t he  four ~ ~ ~ I - I O T X ~ I S  a, bop bZ" bZ9 and t h e  first four  
moments of the distribution we wish t o  approximate 
+ b v f 2b2V1 = -vl a vo 1 0  
a v1 + b v -f- 2b1-ul + 3b2v2 = -v2 0 0  
= -v3 v2 2 3  -P 2bOv1 + 3b1v2 f 4b v 
$. 3bOv2 -0. 4b v + 5b2v4, = -v4 1 3  
L e t  us now make a transformation tha t  c a r r i e s  the  o 
i n t o  t h e  mean of t h e  d i s t r i b u t i o n ,  with t h e  r e s u l t  t h a t  
= 0,  and denote the  moments about t he  
Then Eqs.3 become 
a = o  
+ 3b2U2 =: - u2 
+ bo 
Solving these simultaneously gives 
n 
( 3 )  
(4 )  
where 
If w e  use  t h e  first and second moment r a t i o s  
2 
- 
2 -  and 
- 
$1 - 
t he  expressfons f o r  
a =  
I bo - - 
- bl - - 
where 
a,  bO9 ble and b2 become 
S u b s t i t u t i n g  these expressions i n t o  E q , l  y i e l d s  a 
general  equation f o r  i n t eg ra t ion .  The form of the i n t e g r a l  
depends on the  p a r t i c u l a r  values  of the c o e f f i c i e n t s  of x 
i n  the  denominator, i.e, t h e  values of bo* bls b2* 
equivalent way of determ ning the form is  t o  e 
nature  of the  r o o t s  of boi-blx+b2x2=0, 
computing t h e  r a t i o  bl /(4bOb2)$ which i n  s p e c i f i c  terms is  
An 
T h i s  can be don 
2 
86 
Let u s  denote t h i s  r a t i o  as k, Thus, according t o  t he  
vslue of k we may obtain one of t h e  t h r e e  main types,  
The t e n  t r a n s i t i o n a l  types are determfned by t h e  k 
values  which do not  specify one of the main types and o the r  
c r i t e r i a  which w i l l  be given with each s p e c i f i c  type,  
F i r s t  l e t  u s  consider  t h e  t h ree  main types.  
If k is negat ive t h e  r o o t s  a.re r e a l  and opposite i n  
s i g n ,  and we get the  Type 1 frequency funct ion 
where ml/al = m 2 / a 2  and the  mode is a t  the or ig in .  
p l e t e l y  determine t h e  d i s t r i b u t i o n  w e  must ca l cu la t e  t h e  
To com- 
following q u a n t i t i e s  i n  order :  
where m2 is t he  p o s i t i v e  root when u i s  pos i t i ve ,  and 3 
ml m2 - al a2 
0 yo - 
The mode i s  computed by 
u 3  r+3 Mode = mean - - 
r - 2  
The exact shape of t h i s  curve v a r i e s  according t o  the  
values of ml and m2" 4 d e t a i l e d  account can be found i n  
Elderton [ 5 ,59 ! .  The range i s  from -al t o  a2,, 
If k i s  p o s i t i v e  but less  than one t h e  roots m e  com- 
. p l e x  and t h i s  g ives  u s  t h e  Type I V  frequency funct ion 
where the  parameters are 
.I. v =  
,/ 1 6  (r-1 )-P1 ( r - 2 )  2' 9 
and 
The mean i s  e t  -va/r and the  mode i s  given by 
Mode = mean - . 
The curve i s  skewed and ranges over the  entire real l i n e ,  
If k i s  p o s i t i v e  and g r e a t e r  than one t h e  r o o t s  a r e  
r e a l  and of the  same sign,  and t h i s  y i e l d s  the  Type V I  fre- 
quency funct ion 




The o r i g i n  i s  loca ted  by 
Origin = mean - 
q1-9*-2 
9 
and t h e  mode by 
3 r + 2  
Node = mean - - - 2u2 r - 2  e 
The range of t h i s  curve i s  from a t o  Q) i f  u i s  3 
p o s i t i v e  o r  from -Q) t o  -a i f  LI i s  negative.  r i s  a lways  
negative and q1 > q2" 
otherwise it is  unimodal with zero ord ina tes  a t  the  termi- 
3 
If q2 < 0 the  curve i s  J shaped 
na ls .  
Next, l e t  u s  consider  t h e  so  c a l l e d  t r a n s i t i o n  types,  
If k = 0 ,  = 0 and $2  = 3 w e  ha.ve the normal curve 
of e r r o r  
2 
Y = yo exp(-x / 
where 
If k = 0 ,  p1 = 0 and B2 < 3 w e  have t h e  Type I1 fre- 
quency func t ion  
m 





The o r i g i n  i s  a t  t h e  mode which coincides  wi th  the meane If 
m i s  p o s i t i v e  the  curve i s  unimodal w i t h  zero ord ina tes  a t  
both ends of t h e  range. However, i f  m is negative t h e  curve 
i s  U shaped. 
If k = 0 ,  8, = 0 and $, > 3 t h e  r e s u l t i n g  curve i s  
the  Type VI1 
-m 2 





The o r i g i n  i s  a t  the  mode which equals  t he  mean. The curve 
is symmetrical and of unlimited range i n  both d i r e c t i o n s ,  
If k i s  very largeo which occurs when 26, = 3pl+6, 
the  r e s u l t  i s  the  Type I11 frequency curve 
where 
and 
The o r ig in  i s  at the  mode. The range i s  unlimited i n  one 
d i r e c t i o n  ( p o s i t i v e  o r  negative as 6 i s  pos i t i ve  o r  nega- 
t i ve ) ,  If p > 0 the  curve i s  unimodal, but i f  p < 0 the  
curve i s  J shaped. Some experience i n d i c a t e s  t ha t  the  Type 
I11 should be used whenever k > 5. 
There i s  one spec ia l  case of t he  Type I11 which i s  
of p a r t i c u l s r  i n t e r e s t ,  i t  arises when p1 = 4. 
t h a t  p = 0 and we then have t h e  Type X frequency curve 
This means 
6e--&= 9 x > 0 6 > 0 
Y =  
0 otherwise 
T h i s  i s  t h e  fami1ia.r exponential  d i s t r i b u t i o n .  
If k i s  equal to one w e  have t h e  Type V frequency 
func t ion  
where 
8 + 4 J T  




The curve starts a t  the o r i g i n  which may be loca ted  by 
6 
P-2 
Q r i g i n  = mean - - 
The mode may be found frcm 
2 6  
Mode = mean - 
P(P-2)  
The curve i s  unimodal and ranges from 0 t o  0 0 ,  
The remaining types VI11 through X I 1  a r e  spec ia l  
cases  of the previous curves and w i l l  not be discussed here. 
An account of them may be found i n  Elder ton [5l  o r  Kendall 
[14,142] 
I n  f i t t i n g  one of t h e  Pearson curves,  under t h e  






Compute the first four moments of the 
unknown distribution, and from these 
Compute k and other criteria needed to 
determine type of curve. 
Determine the parameters of the select- 
ed curve, 
The computations necessary for fitting one of 
PearsonOs curves to a set of moments are performed by 
FUidTMK subprogram called PSOP;. Examples of the Pearson 
approxination are given in Chapter VI. 
Inversion - of Laplace Transforms 
Recently many techniques for numerical inversion of 
Laplace transforms have been proposed [-I, [26J0 [2919 [301e 
and f-73. Each has some attribute to recommend it over the 
others. Among all the available techniques the one which 
appears easiest to apply is that of Dubner and Abate 
[Z6,115]e 
order of magnitude of error is easily preassigned by selec- 
Their technique also has the advantage that the 
tion of one parameter in the computation, The computer 
program needed to realize this technique requires less than 
twenty cards, an obvious advantage. Let us proceed with 
the development of the technique, and then examine one 
method of implementing it for use on a computer. 
Development -- of the Technique. The Laplace trans- 
form pair is defined as follows 
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00 
P ( s )  = eest f(t) dt 
a+i- 
est F ( s )  ds e (16) 2lli 
a-i.o 
Vhere a > 0 is arbitrary, but must be chosen so that it i s  
greater than the real parts of all singularities of F ( s ) ,  
iJe assume that the integrals exist for Re s - > a > 0. 
$re are free to choose the contour over which the 
inverse transform Eq.16 is evaluated, in fact any vertfcal 
line with abscissa a > 0 provides a suitable contour. T h i s  
ability to assign the value of a is the basis of the compu- 
tational technique, since the error in the approximation 
can be made as small as desired by the appropriate choice 
of a. 
'de begin by letting s = a 9 iw in Eq.15, then 
e f ( t )  [cos wt - i sin .it] dt =Lm -at 
by Eiuler's identity. 
Ilow, f(t) is always a real function, thus Eq.15 
becomes 
= I eoatf(t) cos wt dt , 
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the  Fourier  cosine transform of a funct ion having an a t t en -  
uation f a c t o r ,  
I n  general  w e  a r e  i n t e r e s t e d  i n  approximating f ( t )  
over some f i n i t e  range, say ( 0 , T ) .  T h i s  suggests t h e  use 
of t h e  Fourier  ha l f  range cosine series ( t h e  f i n i t e  Fourier  
transform p a i r )  




f ( x )  = cO '2" -I- 'n cos(n+J . 
n=l  
Thus, our approach will be t o  re la te  Fq.17 t o  E'q.18 and then 
use Eq.19 as t h e  invers ion  formula.. Since,  i n t u i t i v e l y  
speaking, t he  invers ion  of Eq.17 requires a knowledge of the 
continuous frequency spectrum of Re F ( s )  while Fq.19 
r equ i r e s  only a d i s c r e t e  spectrum the  r e l a t i o n s h i p  between 
Eq.17 and Fq.18 w i l l  contain a n  e r r o r  which i s  calculable .  
Therefore,  we will be able t o  approxima,te f ( t )  within some 
ca l cu lab le  e r ro r .  
Define a funct ion h ( t )  as follows 
r-0 t < O  
* 
Let u s  now separa te ly  consider h ( t )  in t h e  i n t e r v a l s  
(nT,[n+l)T), n = O,l,*.. . Using h ( t )  ve construct  an 
i n f i n i t e  s e t  of even per iodic  func t ions  g,(t) by r e f l e c t i n g  
each sec t ion  of h ( t )  i n d e f i n i t e l y  through i t s  boundaries, 
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see Figure 10, 
f o r  n = O s 1 9 . a e  
Each gn(t) has a pe iod of 2Te That is, 
a 
In order to give a Fourier representation of gn(t) we 
rewrite Eq.21 so that the functions are defined on the 
interval (-T,T). Then for n = 0 9 2 s 4 g B a B  
h( nT+t ) O < t < T  s - 
h( nT-t ) 
g,(t) = 
- T < t < O  
L - 
and for n = 1s3v51..s 
h( [n+l]T-t) 0 c < t - < T 
h( [n+l]T+t) -T c e t c < 0 
gn(t) = 
Thus, we have the Fourier representation 
k=l 
where 
T 2 iTh(nT+x) cos 
2 -
T 
4 -  
T "n, ~r 
h( [n+l)T-x) cos ('.),x 
Kext let t = x-tn'l in the first expression 
in the second, then Eq.24 becomes 
In order to convert Eq.25,a  finite transform, to a true 
integral transform we must sum over a l l  ne so 
-16 T! 216 
t 
t 
Pfgure 10, The func t ion  h ( t )  = e - a t f ( t )  
and i t s  r e f l e c t i o n s  g,( t ) .  
ea (n+l )T 
n,k - s  T 2
n=O n=O 
h ( t )  cos  ( k ~ ) ~ t  
and A ( w k )  i s  a Fourier  cosine transform, 
over a11 n and 
Mow s u m  Eqs.22 
Subs t i t u t ing  Eq.20 i n t o  Eq.26 we see t h a t  A ( w k )  = xe[p(.)J 
where s = a + i(kn/T)e Thus, Eq,27 becomes 
a f t e r  multiplying both s i d e s  by eat e 
The l . h . s ,  of Eq.28 i s  a l m o s t  t h e  inverse Laplace 
transform of F ( s )  i n  t h e  i n t e r v a l  ( O , T ) ,  but i t  contains  an 
e r ro r .  Using E q s . 2 2  '.e have 
do 00 do 
e at  gn(t) = e a. t h(2nT+t) + eat h(  2nT-t) 
n=O n=O n=l  
ea 
f (2nT-l-t) - 2anT = f(t) + e 
n=l 
+ e2atf (2nT-t (29 )  
by v i r t u e  of Eq.20. 
Hence, the desired approximation is 
It can be shown [26,119] t h a t  t h e  e r r o r  term becomes s u f f i -  
c i e n t l y  small only over t he  i n t e r v a l  (O,T/2). Thus, we 
must keep t h i s  i n  mind when s e l e c t i n g  T. 
Dubner and Abate [26,119] show tha t  i f  i n  general  
f ( t )  5 C tmtl where C i s  some constant and m i s  any nonnega- 
t i v e  in t ege r ,  then t h e  e r ro r  i n  represent ing  f ( t )  over 
(O ,T /2 )  by Eq.30 i s  given by 
e (31) m -aT E H R O R - C ( L ~ T )  e 
~ ' u r  procedure will be as f o l l o w s :  (1) Determine the  largest 
value of t f o r  which we d e s i r e  t o  know f ( t ) ,  then s e t  T 
equal t o  twice t h i s  value.  ( 2 )  Having T and knowing how 
f ( t )  behaves a t  i n f i n i t y  we then may use Relat ion 17 t o  
choose the value of a which y i e lds  the  des i r ed  numerical 
accuracy. For our  problems f ( t ) - - , O  as t - p m  in a l l  casesI  
T h i s  means we may l e t  C = 1 and m = 0. 
There is a l s o  an e r r o r  which a r i s e s  out of' t runca t ing  
t h e  s e r i e s  i n  Eq.30. T h i s  e r r o r  i s ,  roughly speaking., about 
t he  value o f  t h e  term a t  which t h e  t runca t ion  is made. T h i s  
e r r o r  i s  i l l u s t r a t e d  below. 
L e t  us  now consider  some examples demonstrating the 
app l i ca t ion  of t h e  technique. 
F i r s t ,  suppose we wish t o  approximate t h e  G a m m a  dis- 
tribut i on 
99 
t2e-t 
f(t) = e 
The M.G.F .  is 
n(s) = (1 - S I - 3  a 
and the Laplace transform may be obtained by replacing s 
wi th  -sg  t hus  
L e t  
kn s = a + i - = A + i Q  T 
t h e n  
1 
F ( s )  = 
or i n  the most general form 
2 + IT 
u + i v  e 
F ( s )  = 
 NOW^ we are interested in the 
in t h e  form of Eq.34 and then 
denominator of Eq. 33 we f ind  
(33) 
(34) 
Re F ( s )  so we must put Eq.33 
rationalize it. Expanding the 
U = (A+lI3 - 3 ( A + 1 ) Q 2  + 3 ( A + 1 ) 2  - Q2 + 3 ( A + 1 )  + 1 
and 
Bationalizing yields, 
uz + vp 
U2+$ 
for this example. 
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Assume we desire the approximation t o  have an e r r o r  
of t h e  order  of magnitude of l o m 6 ?  and we want values  of 
f ( t )  over (0,15). Then using Relat ion 31 w e  have 
a W y 5  e 
A FORTUN program which w i l l  perform the  calcula-  
t i o n s  i s  shown i n  Fig.11, and the approximation i s  l i s t e d  
i n  Table VI1 along w i t h  the  t r u e  values.  
The t o t a l  computer time required was 65.28 seconds 
including input  and t h e  p r i n t i n g  of 150 values  of the  
approximation. T h i s  time i s  f o r  a CDC 6500. 
As a second example consider  t he  approximation of 
-.25t f ( t )  = .25e * 
The Laplace transform of  t h i s  funct ion i s  
Subs t i t u t ing  f o r  s as before we f i n d  
A FURTHAN program very similar t o  the  previous one 
w a s  wr i t t en  t o  perform t h e  ca l cu la t ions  and the r e s u l t s  are 
l i s ted  i n  Table VI11 along w i t h  t h e  a c t u a l  values.  
Although t h e  value of T and a remain unchanged from 
the previous example t h e  accuracy i s  not as good. The 
reason of course i s  the  second type of e r r o r ,  t runca t ion  
e r r o r ,  Me see t h a t  even w i t h  2000 terms we have not reach- 
ed t h e  des i red  accuracy. F’unctions such as t h i s  one w i t h  
l o w  contact  at  one o r  both ends of t h e  i n t e r v a l  of approxi- 
101 















G= (Z*U+Y*V) / ( U** 2+V**2 ) 
40 F=G*COSF ( FJ+3 e 141 59*X/T) +F 




IF( x-xu 20 , 20 50 
SO STOP 
930 FORMAT( 1 l X ,  4HTIME, 6X, 4BF( T) , /) 
951 FORMAT ( lox,  F6 e 2 e F12.6 ) 
END 
Figure 11. Fortran program for 
GAMMA d is t r ibu t ion  example, 
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TABLE V I 1  
VALUES OBTAINED BY NUPERICAL I N V E M I O N ,  ?(t), 
2 -t AND T€€E T W E  VALUES 3F f(t) = t e / 2  





































mation will require more terms t o  achieve the desired 
P c curacy e 
Finally, let us approximate the ceder, of the pre- 
vious examplep that is approximate 
- .25t  F(t) = 1 - e 0 




by dividing by s, thus 
0 25 - e 
for s and manipulating yields 
Values obtained by using this quantity are given in Table 
IX along with the true values. Note that the accuracy is 
better than that for the p.d.fe9 at the bW3iming of the 
range, but worse for large values of t. 
This technique is not without limitations. It can 
require a great deal of effort in terms of algebraic 
manipulation and can also require a lot of computer time to 
obtain a suitable solution to complicated problems. For 
example, consider the added algebraic complications when 
terms such as es are included in the denominator of the 
M.G.F. This requires the use of Euler's identity. Also, 
the results are strictly numerical, that is no explicit 
analytical expressions f o r  the p.d.f. and e,d.f, are 
obtained directly, Finally, the technique is only able to 
handle functions defined on [ O , = ) o  To illustrate the dif- 
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ficulty suppose that f(t) is defined on [-a,-) and we wish 
to determine Its Laplace transform. First we shift f(t) by 
adding a to each value of the argument which yields f(t+a), 
a function defined on fO,m), Now we may take the Laplace 
transform of f(t+a) which is 
dt -st L[f(t+a)] = f(t+a)e 
Kext, let u = t 6 ap then 
a 
f (u)ewSU du - f (u)e-SU as = e  
The second term in the brackets is the finite Laplace trans- 
form and herein lies the difficulty, For the numerical 
inversion procedure to work the finite transform must have 
been included in the original M.G.F. from which we are 
working. 
TABLE VI11 
TRUE AND APPRQXIMATE VALUES 
OF f ( t )  = *25e - 9  2 5 t  
0,o . 2 ~ 0 0 0 0  
1 , O  .194700 
2.0 .151633 































S 6  
TABLE I 
ACTUAL ANB APPHOXIPIIATE VALUES 
- e  25t UF F ( t )  = 1 - e 
















~ e r e n e ~ ~  Also t 
red to frequently, 
vaous two c 
sp that fs we mlx 
cetfons. s 
mean of one 
of the components 
by the Laguerre approximation, 






the procedure e 
black l ines  
2,8 v3 = 54,6 v5 = 2280,O "1 = 
1 2,8  11 
2,8 11 j4 ,6  
11 44,6 326.4 
v2 = 11,o 
0 
Using the  above f ive  moments the program TEST con- 
s t r u c t s  and evaluates the  following determinants 
Both are greater than zero, thus  Theorem 1 i s  satisff 
Since the d i s t r i b u t i o n  i s  defined on ( O o = ) 9  IR = 0, t he  
moments must a l s o  sat isfy Theorem 2,  Therefore, t he  program 
checks the determinant 
Finds tha t  i t  i s  p o s i t i v e  d e f i n i t e ,  and so Theorem 2 is 
sat isf ied,  This  means t h a t  there  e x i s t s  a t  l e a s t  one d is -  
t r i b u t i o n  which has t he  given moments f o r  its first f i v e  
moments 
Following Ffg,12, we see t h a t  TEST ill check t o  s 
i f  t he  condi t ions of Theorem 7 are s a t i s f i e d ,  This  1s done 
as  follows, The q u a n t i t i e s  a ,  b, c and d of Theorem 7 
( c a l l e d  D(l),,,,,D(4) i n  TEST) are computed as 
a = 24,416 
b = -354.84 
c = 1181,376 
d = -238.44 
The corresponding cubic equation i s  solved and the r o o t s  a r e  
= ,215585266 "1 
= 4,71968031 ' 2  
= 9$59782748 
Since a > 0 and all r o o t s  are real th following inequal i -  
t i e s  must be sat isf ied 
'3 
and 
e M  or r1sM<r2  e r3 - 
Ve see t h a t  any M such t h a t  r1 5 M 
f i b s  Theorem 7,  thus  s ince XR = 0 the  program checks t o  see 
vf + ~'3) satis- 
1 
i f  an PI i n  t h i s  i n t e r v a l  can also s a t i s f y  the  condi t ions of 
Theorem 8. 
The program now computes the  c o e f f i c i e n t s  a2# el# and 
(ca . l led C ( 1 ) ,  C(2) and C(3) in TEST) of t h e  quadra t ic  aO 
equations i n  Theorem 8, H e  f i n d  t h a t  
a2 = 1,64 
= -33.6 
a = 134,04 0 
and 
and 
= 5.42665947 P1 
p2 = 15.0611454 
Since b o t h  r o o t s  are r e a l  and a2 > 0,  M must a l s o  s a t i s f y  
t he  i n e q u a l i t i e s  
IV: 5 2vl = 5 9 6  
and 
Now s ince  p1 
e 
B S S  L1lan 2v and eas 1 LY 
f a l l s  i n  the i n t e r v a l  imposed by Theorem 7 the  program next 
computes the c o e f f i c i e n t s  a,  b, cI and d ( c a l l e d  D(l)se.s9 
D(4) i n  TEST) of the cubic of Theorem 8. The values are 
a = 238,440 
b = -3125.664 
c = 4579.199 
d = 25428.095 
and 
rl = -2.09132645 
= 4,99857821 r2 
= 10,2015554 ., ' 3  
Since a > 0 
rl 5 M 5 r2 o r  r3 - < M  
We can easi ly  f ind  a n  M i n  t he  i n t e r v a l  
f i e s  a l l  of the previous i n e q u a l i t i e s  and thus  a unimodal 
d i s t r i b u t i o n  can be specified by the moments. 
2] t h a t  s a t i s -  
The d i s t r i b u t i o n  of  i n t e r e s t  satisfies both theorems 
and i s  continuous ( I C = l )  s o  TEST calls t h e  subroutine LAG 
which c a l c u l a t e s  t he  appropriate  c o e f f i c i e n t s ,  and these are 
2 
dl = 1.8 d = 0,O 5 d3 = 0,O 
d 2  = 0.45 db = O e O  0 
Subs t i t u t ing  these i n t o  the  Laguerre expansion y i e l d s  
= .1 e-t 9 B 9  9 
which i s  exac t ly  the  d i s t r i b u t i o n  w e  wished t o  approximat 
The d i s t r i b u t i o n  i s  shown i n  Fig.13 and a graph of t h e  cumu- 
la t ive  d i s t r i b u t i o n  funct ion i s  shown i n  F i g e l b e  
Now, examining Figs.13 and 14 i t  i s  not c l e a r  t h a t  
the func t ion  i s  unimodal according t o  the  d e f i n i t i o n  given 
i n  Chapter I.  Fig.13 would suggest i t  i s  not while F ig , l4  
suggests t h a t  i t  is. Thus, l e t  u s  analyze the s i t u a t i o n  i n  
an at tempt  t o  reso lve  the problem, Me must check t o  see how 
mamy p o i n t s  of i n f l e c t i o n  the cumulative d i s t r i b u t i o n  func- 
t i o n  has, s ince  the d e f i n i t i o n  of unimodality allows only 
one. 
A theorem i n  ca l cu lus  t e l l s  us tha t  a s u f f i c i e n t  con- 
d i t i o n  f o r  x = a t o  be a point  of i n f l e c t i o n  of F(x)  i s  
t h a t  P ( a )  = 0 and F1I1(a)  # 0. Using t h i s  r e s u l t  we  d . i f fer-  
e n t i a t e  f ( t )  twice t o  obtain F9I ( t )  and F t l ' ( t )  respec t ive ly ,  
Now 
-t F1 l ( t )  = -.l e + *45(2t-=t2)ewt 
and 
F " ' ( t )  = .1 eet 9 .45(t2-4t+2) -t 
8 




t =l;tfi/3 e 
Substituting these values into Ftl (t) we find that neither 
makes the expression zero. Thus, we have two points of in- 
flection and the distribution is not unimodal. Let us pursue 
this discussion a little 'further. 
and by examining Fig.13 we see that the distribution has a 
mode at t = 0 and at t = 1 i- d7/3, i,e, the modes are separa- 
ted by 1 + d7/3 units. 
between modes and the ability to distinguish unimodal func- 
tions from bimodal functions via their moments will be inves- 
tigated in Example 4. 
From the previous analysis 
The relationship of the distance 
Finally, we note that the shape of the p.d,f. is that 
of a function which is very close to being unimodal. Thus, 
it is not hard to imagine that there exists a unimodal dis- 
tribution having exactly the same moments. In fact the 
approximation with r = 1 is ti possible example, see Fig.13, 
This observation serves t o  illustrate the uniqueness problem 
mentioned in Chapter 111. 
Example 2. 
Next, let us examine the approximation of the fol- 
lowing distribution 
which is the convolution of two exponentials mixed with 
anobher exponential. The first eight moments are 
v1 = 1.0335 v5 = 78.8300 
v2 = 1.8710 v6 = 436,8000 
= 2882,5000 v7 v3 = 4.9340 
~4 = 17.4650 va = 22106,0000 
Based on these  moments and the  o the r  da t a  the  program TEST 
t e l l s  u s  t h a t  a unimodal d i s t r i b u t i o n  e x i s t s  and t h a t  the  
c o e f f i c i e n t s  f o r  t he  Laguerre expansion with r = 0 are 
= ,0004j174 d5 dl = .03350000 
d2 = -.0657’jOOO d6 = -.00004774 
d3 = .01938889 d7 = .00000424 
The operat ions performed by TEST were exac t ly  the  same as i n  
the  previous example. Here again the  magnitude of t h e  las t  
few c o e f f i c i e n t s  i n d i c a t e s  t h a t  t h e  approximation should be 
reasonably good. The a c t u a l  curve and t h e  approximation are 
shown i n  TABLE X, The devia t ion  of t he  approximation from 
the  t r u e  curve i s  p l o t t e d  i n  Fig.15. The actual  and approxi- 
mate c .d , f .  are shown i n  TABLE X I ,  and the  devia t ion  i s  
p l o t t e d  i n  Fig.16. 
L e t  us  compare the  devia t ions .  Although the curves 
a r e  of different  per iod,  t h e  most s t r i k i n g  feature i s  the  
d i f f e rence  i n  the  magnitudes of t he  devia t ions ,  The maximum 
devia t ion  i n  the  case of t he  p , d . f , l s  i s  approximately four  
t imes t h a t  f o r  the  ~ , d . f . ~ s .  T h i s  i s  not  su rp r i s ing  s ince  i t  
i s  reasonable t o  assume t h a t  i t  should be e a s i e r  t o  approxi- 
TABLE X 
-t I+ 0 %  -1, 5tmFJ-2 5 t  VALUES OF f ( t )  = .5(.375)[e 
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11 e 80 
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12 e 00 
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- 0  000000 
- 0  000000 - * 000000 -. 000000 -. 000001 -. 000001 -. 000001 -. 000001 
- e  000001 -. 000001 
- e  000001 
- *  000001 -. 000001 -. 000001 
- e  000001 
- 0  000001 - Q 000001 
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TABLE X I  
VALUES OF THE ACTUAL c . d . f .  F(t) AND 
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11.90 .999997 
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mate a func t ion  tha t  i s  monotonically non-decreasing and 
asymptotic t o  one than a func t ion  which does not have these 
p rope r t i e s ,  
Note t h a t  t h e  approximate p ,d , f .  a t t a i n e d  a negative 
value a.t t = 13.3 and remained negative,  but never went more 
negative than -.000001. Thus, f o r  p r a c t i c a l  purposes w e  
would use the approximation up t o  t = l 3 , Z ,  
Example 2. 
Consider now the  convolution of an  exponential  d i s -  
t r i b u t i o n  wit.h a G a m m a  d i s t r i b u t i o n  of order  two. The 
r e s u l t i n g  M.G.P. i s  
If we l e t  a = 1.5 and 
axe 
= 1,4666667 vl 
v2 = 2.9155554 
v3 = 7,3671111 
v4 = 22.717630 
b = 2 .5  the  f i rs t  e i g h t  moments 
IJe know the d i s t r i b u t i o n  i s  continuous, defined over (O,=), 
m 3  has R vslue of zero  when t h e  independent var iab le  i s  
zero ( s o  we set  r = 1 , O  i n  the  input data) .  
The program TEST, following the  same sequence as  i n  
the  previous examples, t e l l s  us t h a t  R unimodal d i s t r i b u t i o n  
e x i s t s  having the  given moments and t h a t  the appropr ia te  
c o e f f i c i e n t s  f o r  t h e  Laguerse expansion are 
124 
= -,2666667O d5 = .00038236 dl 
d3 = ,00819753 d7 = ,00000446 
The magnitude of the last  f e w  c o e f f i c i e n t s  might lead  
us  t o  be l ieve  t h a t  a good approximation w i l l  be obtained., 
However, examination of TABLE XI1 i n d i c a t e s  t h a t  t he  
approximation i s  not  good i n  the  t a i l  of the d i s t r i b u t i o n  
and the  approximation w a s  terminated a f t e r  t = 6,9 due t o  
negative values.  The l e s son  here i s  tha t  i f  w e  have reason 
t o  expect the  unknown p.d.f. t o  be asymptotic t o  the  t a x i s  
as t 3- and t h e  approximation terminates,  due t o  nega t iv i ty ,  
before some reasonable value of t ,  depending on the  meam, we 
can assume t h a t  t h e  approximation i s  not  t oo  good. T h i s  i s  
i n  con t r a s t  t o  t he  previous example where the p.d.f. went 
only s l i g h t l y  negative and t h e  l a r g e s t  c .d . f .  values  (TABLE 
X I )  were very c lose  t o  one, I n  the  cu r ren t  example the 
l a r g e s t  c.d.f ,  values ,  TABLE XIII, a r e  much greater than  one. 
Since the  approximation w a s  terminated t h e  program 
TEST c a l l e d  the  subroutine PdGK t o  obta in  the 
Pearson curve. Using the f i r s t  four  moments B 
B, = 1.61198510 
I52 = 505538114 D 
which y i e l d s  
k = 6.24526069 e 
Thus we use the T 
where 
The range o f  t h  is (-a,-) and t h i ~  re 
s u i t  our  purpose. We can translat 
ning a t  the  origin s l m p ~ y  by repla 
Value8 of t h b  
Laguerre approxi 
the c , d . f .  approximation given in TABLE XIIIe 
26 
TABLE XI1 
VALUES OF TRUE p e d  f e f (t )*  LAGUERFB APPROXIM4TI OR USIhTG 
EIGHT TERNS YITH r = 1, THE SHIFTED FEAilSdK TYFE 111, 
AND THE IL’UMERICAL INKZRSION TECHNIQUE‘ 
0 , O O  .oooooo 
.lo .037754 






. B O  .539913 
1 . 0 0  .552752 
1.10 .541888 





































































































































TABLE XI1 (Continued) 
f(t) Type 111 Laplace t 



































































































































































TABLE XI1 (Continued) 
. .  























































TABLE X I I I  
VALUES 01” THE c ,d , f ,  U S I N G  AN EXGHT TERM 















































































































































Next, we l e t  s = A 9 t h  
real p a r t  of t he  res 
where 
U = (A+a)[(A+b)*- Q2] - 2Qz(A+b) 
V = Q[Z(A+b)(A+a) 9 (A+b)2- Q2] e 
Using a program similar t o  the  one given In Chapter V with 
A = .5  and taking 1000 terms i n  the sum y i e l d s  th i r e d  
approximation which is a l  o l i s t e d  i n  TABLE XTP.  
Example f .  
L e t  us now ~ n ~ ~ ~ t ~ g ~ t e  the probl  
To expedi te  t h e  d i s c u  
t h e  problem might arise8 consider  t h  GERT n ~ t w o ~ ~  sho 
Fig. l%.  
The r e s u l t 1  
and t h e  corresponding p.d.f, i 
where u ( t )  is t he  un 
eters  tl and t2 c t tW t h  
Figure 23. G X T  network w i t h  b i rnoda l  o u t p u t  
33 





= -128 e 
t 
3 Q 
of the quadratic 2 as 
= -8 . 
t te d s t  
and the corresponding r o o t s  ar 
= 9.984 
= '1.95 -O- %I B 36 





orem '1, thu ot 0 
L e t  us dstermfne 
s don tt t 
135 
st 
v5 = 3373.2 
' 6  = 26262 
v3 = 78 v7 = 226879.4 
dl = .6 d5 = .00029P67 
d2 = .I d6 = -.0000684g 
d3 = -.025 d7 = .00000734 
and t h e  r e s u l t i n g  approximation along with the  actua 
i s  given fn TABLE XIV. The approximate and t ue c , d . f .  a 
given i n  TABLE XV. 
ning TABLE XIV 
approximation fs b 
Fig.19. 




























































e 115867 . 108873 
.lo2161 


















































t u but 
th t 
at t = .4, Th% 
T tt 
2 







t h a t  OU %“O t i 0  8 nc 0 d 
Th f f i cu f t  
atlion which sh of the d i s t  
from the lint w 
T h i s  is the fo r  PSON, Not 










0 1 1 ' t  
1 2 3 
Figure 20,  Pearson Type I approxfmat on resulting 




= $0 2 = 2  
= 2  2 
e 
1 9 
b =Z -3243.82506 
9 
3 0 
= -3up - Ub + 
he4 
ti 
“ U f  a 
s 
ever a p . d , f ,  I s  sh i f t ed  t o  the sight so t h a t  I t  does not 
start at the origin,  as was done fn Example 4, I t  s 
shifted back so that I t  does. T h i  translation w i l  
consuminge and requi 
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