In this paper, we give a smoothing neural network algorithm for absolute value equations (AVE). By using smoothing function, we reformulate the AVE as a differentiable unconstrained optimization and we establish a steep descent method to solve it. We prove the stability and the equilibrium state of the neural network to be a solution of the AVE. The numerical tests show the efficient of the proposed algorithm.
Introduction
Consider the following absolute value problem [1] - [3] :
where , , n n A R x b R × ∈ ∈ , x is absolute value of x, it is a subclass of absolute value equations Ax B x b − = which is proposed by Rohn [4] , and it is a NP-hard problem [1] .
The AVE has closed relation with some important problems, for example, the linear programming, Quadratic programming problem and the bimatrix game problem. The above problems can be transformed into the linear complementarity problem, and the linear complementarity problem can be transformed into the absolute value equations. Due to its simple and special structure and application value, the research on absolute value equation has drawn attention of many researchers. Mangasarian [5] pointed out the relationship between backpack feasibility problem and the AVE. The problem of AVE has been studied deeply by Yamashita and Fukushima [6] , and the results of the research on the problem of AVE are applied to the problem of location selection, good re-sults are obtained. The numerical solution methods of AVE, such as Newton method, quasi-Newton method, are reachable in [7] - [12] .
In this paper, we present a smooth approximation function which is based on neural network method to solve the AVE. By using a smooth approximation function of x , we turn it into a differentiable unconstrained optimization problem. Furthermore, we obtain the approximate solution of the original problem based on our established unconstrained optimization problem and the neural network model. Compared with the Newton method, the neural network model needs less requirement for the hardware of compute and the iterative process is real-time.
The Smoothing Reformulating of AVE
The absolute value Equation (1) is equivalent to the nonlinear equations:
where ( )
Since it is a non smooth function, we construct a smooth function to approximate it. Definition 1.1 Smoothing approximation function, given a function :
where κ is not dependent on the x.
In this paper, we use the aggregate function [13] to give a smooth approximation of the absolute value equation: 
So the function of absolute value x is obtained as follows 
Neural Network Model for Absolute Value Equation
Consider the following unconstrained optimization problem
the gradient can be calculated by the following formula:
now, we can give a neural network model for solving the absolute value equation, which is based on the steepest descent neural network model for (4).
( ) ( )
where τ is a parameter 1 τ > represents that one can use a larger step size in the simulation, specific details can be referred to [14] - [16] . To simplify our analysis, we let 1 τ = throughout this paper. A block diagram (Figure 1 ) of the neural network is shown as follows.
Analysis of Stability and Existence
Next, we recall some materials about first order differential equations (ODE) [17] :
where H is a n n R R → mapping. We also introduce three kinds of stability that will be discussed later.
is called an equilibrium point or a steady state of the dynamic system (6) if n n W R R → is said to be a Lyapunov function at the state x over the set Ω for Equation (6) 2) Since 
x is asymptotic stability.
Numerical Experiment
In this section we give some smooth of numerical tests of neural network algorithm, due to the complementarity problem can be transformed to absolute value equations, we consider the linear complementarity problem which is equivalent to the absolute value equations as test cases. 
We can find that ( ) 
Thus, we can get one solution of the absolute value equation whcih is ( ) 
Conclusion
This paper adopted the aggregate function method to tackle the absolute value equation with smooth processing, and then turned the absolute value equation into a differentiable unconstrained optimization problem. In order to obtain the approximate solution of the original problem we use the proposed neural network model to solve the unconstrained optimization problem. At the same time, we propose one neural network which is based on different energy function. Through the transformation between linear complementary problem and absolute value equation, it can be used to solve the linear complementary problem, too. For the traditional energy function based on the NCP function, we can avoid a lot of matrix calculation. Numerical examples show that the algorithm is very effective for solving this kind of absolute value equation, and the accuracy of solution can be controlled by the parameters completely. In view of the fact that it is relatively difficult to solve the absolute value equation, the proposed method in this paper can be used to solve the absolute value problem effectively. 
