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Dichotomy on intervals of strong partial Boolean clones
Karsten Scho¨lzel
Abstract. The following result has been shown recently in the form of a dichotomy:
For every total clone C on 2 := {0, 1}, the set I(C) of all partial clones on 2 whose
total component is C, is either finite or of continuum cardinality. In this paper we
show that the dichotomy holds, even if only strong partial clones are considered, i.e.,
partial clones which are closed under taking subfunctions: For every total clone C on
2, the set IStr(C) of all strong partial clones on 2 whose total component is C, is
either finite or of continuum cardinality.
1. Introduction
First let A be an arbitrary finite set. Later we concentrate on the Boolean
case, i.e., we let A = 2 := {0, 1}.
A function f : An → A is called a total function on A. A function f : S → A
with S ⊆ An is called partial function on A and we denote the domain of f by
dom f := S. Let Op(A) be the set of all total functions on A, and let Par(A)
be the set of all partial functions on A.
The function eni : An → A defined by eni (x1, . . . , xn) := xi is called the n-
ary projection onto the i-th coordinate. For each a ∈ A the constant function
cna : A
n → A is defined by ca(x) = a for all x ∈ An.
Let f ∈ Par(A) be n-ary and let g1, . . . , gn ∈ Par(A) be m-ary. The com-
position F := f(g1, . . . , gn) is an m-ary partial function defined by
F (x1, . . . , xm) := f(g1(x1, . . . , xm), . . . , gn(x1, . . . , xm))
and
domF :=
{
x ∈
n⋂
i=1
dom gi
∣∣∣∣∣ (g1(x), . . . , gn(x)) ∈ dom f
}
.
Let C ⊆ Par(A). Then C is called a partial clone if it is composition closed
and contains the projections. If, additionally, C contains only total functions,
i.e., C ⊆ Op(A), then C is a total clone.
Let f, g ∈ Par(A). We say that f is a restriction (or subfunction) of g,
written f ≤ g, if dom f ⊆ dom g and f(x) = g(x) for all x ∈ dom f . Let
X ⊆ Par(A). Then the strong closure of X, written Str(X), is defined by
Str(X) := {f ∈ Par(A) | ∃g ∈ X : f ≤ g}.
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If X = Str(X) then X is called strong, or restiction closed. That means, a set
X of partial functions is strong if it contains all subfunctions of its functions,
i.e., f ∈ C for all f ∈ Par(A) and g ∈ C with f ≤ g.
Let Rel(h)(A) be the set of all h-ary relations on A for some h ≥ 1, i.e.,
Rel(h)(A) := {X | X ⊆ Ah}. Furthermore, let Rel(A) := ⋃h≥1 Rel(h)(A).
Let % ∈ Rel(h)(A), and let f : S → A with S ⊆ An be an n-ary partial
function. Then f preserves % iff f(M) ∈ % for any h × n matrix M = (mij)
whose rows belong to the domain of f , i.e. (mi1, . . . ,min) ∈ dom f for all i,
and whose columns belong to %.
Let pPolR be the set of all partial functions preserving every relation % ∈ R.
Let PolR := (pPolR)∩Op(A) be the set of all total functions preserving every
relation % ∈ R.
There are three different types of intervals which we consider here. Let C
be a total clone of Op(A). Then we define the three intervals I(C), IStr(C),
and I⊆Str(C) by
I(C) := {X ⊆ Par(A) | X partial clone, and C = X ∩Op(A)}
IStr(C) := {X ⊆ Par(A) | X strong partial clone, and C = X ∩Op(A)}
I⊆Str(C) := {X ⊆ Par(A) | X strong partial clone, and C ⊆ X}
=
⋃
D total clone
C⊆D
IStr(D)
Clearly, IStr(C) ⊆ I(C) holds.
We need the following families of total Boolean clones. Notice that every
total Boolean clone can be written as the intersection of some clones in the
list below (see Figure 1 and Section 3.1 [12]).
Ta = Pol{a} for a ∈ {0, 1}
Ta,µ = Pol({0, 1}µ \ {(b, . . . , b)}) for b ∈ {0, 1}, b 6= a
Ta,∞ =
⋂
µ≥2
Ta,µ for a ∈ {0, 1}
M = Pol
(
0 0 1
0 1 1
)
(set of all monotone functions)
S = Pol
(
0 1
1 0
)
(set of all self-dual functions)
L = Pol{(x, x, y, y), (x, y, x, y), (x, y, y, x) | x, y ∈ {0, 1}}
(set of all linear functions)
Λ = Clone{∧, c0, c1}
V = Clone{∨, c0, c1}
Ω1 = Clone
(
Op(1)(2)
)
Vol. 00, XX Dichotomy of intervals 3
Op(2)
T0 T1M
L
Ω1
S
T0,2
T0,3
T0,∞
Λ
T1,2
T1,3
T1,∞
V
Section 1
Section 5
Section 5 Sec. 6
Section 4
Figure 1. Post’s lattice (with indications in which sections
the corresponding intervals are handled)
The finite intervals I(C) have been described in [1,13,15–17], and the finite
intervals of the form I⊆Str(C) have been described in [5, 8]. These results can
be assembled into the following theorem. The finite intervals I⊆Str(M ∩T0∩T1)
and I⊆Str(S ∩ T0 ∩ T1) are displayed in Appendix A.
Theorem 1.1. Let C be a total Boolean clone with
T0 ∩ T1 ∩M ⊆ C or T0 ∩ T1 ∩ S ⊆ C.
Then I(C) and I⊆Str(C) are finite sets.
C |I(C)| |I⊆Str(C)| |IStr(C)|
Op(2) 3 1 1
Ta (a ∈ {0, 1}) 6 2 1
M 6 2 1
S 6 2 1
T0 ∩ T1 30 7 4
M ∩ Ta (a ∈ {0, 1}) 15 5 2
M ∩ T0 ∩ T1 101 25 13
S ∩ T0 ∩ T1 380 33 25
Table 1. The sizes of the finite intervals given in Theorem
1.1. The values of |IStr(C)| can be deduced from the values
of |I⊆Str(C)| and Post’s lattice.
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In [1, 18] it was shown that the intervals I(C) for subclones C ⊆ B with
B ∈ {L,Λ, V, T0,∞, T1,∞} have the size of the continuum. Then in [13] the
remaining intervals were determined to be infinite. The authors of [3] then fin-
ished the determination of the intervals of the form I(C) to yield the following
theorem.
Theorem 1.2. Let C be a total Boolean clone such that C ⊆ B and B ∈
{L,Λ, V, T0,2, T1,2}. Then the set I(C) has the cardinality of the continuum.
As stated in [3] this yields a dichotomy on the size of the intervals I(C) for
Boolean clones C.
Theorem 1.3. Let C be a total Boolean clone.
Then I(C) is either finite or has the cardinality of the continuum. Further-
more, I(C) is finite if and only if M ∩ T0 ∩ T1 ⊆ C or S ∩ T0 ∩ T1 ⊆ C.
The aim of this paper is to show that this result can be strengthend in the
sense that only strong partial clones are considered. That means I(C) will be
replaced by IStr(C) in the statement of the last theorem. Since IStr(C) ⊆ I(C)
for every Boolean clone C, we already have that IStr(C) is finite ifM∩T0∩T1 ⊆
C or S ∩ T0 ∩ T1 ⊆ C. Thus we will show that the intervals IStr(C) have the
cardinality of the continuum for all other Boolean clones C.
Although we focus on the case of Boolean clones, there have been some
investigations into the general case with |A| ≥ 2, for example [6] and [7].
Some of these results will be extended with the help of Lemma 3.16.
2. Further definitions
For some natural numbers n,m ∈ N with n ≤ m we define the sets [n,m] :=
{n, n+ 1, . . . ,m}, and [n] := [1, n]. Tuples will be written with boldface small
letters. For a tuple x := (x1, . . . , xn) ∈ An we define the set [x] of its entries by
[x] := {x1, . . . , xn}, and let |x| := |[x]|. For I ⊆ [n] we let xI := {xi | i ∈ I}.
For i = (i1, . . . , il) ∈ [n]l with l ∈ N we define xi := (xi1 , . . . , xil) ∈ Al. We
will often use the two special tuples 0 := (0, . . . , 0) and 1 := (1, . . . , 1); the
length of these tuples can be deduced from the context.
2.1. Romov’s definability lemma. The statement of Theorem 2.1 proven
by Romov in [14] gives a nice characterization of the constructability of rela-
tions in the co-clone of a strong partial clone. This enables us to prove the
Theorems 5.5 and 6.8 just with relational methods.
The relation ρ ∈ Rel(h)(A) is called irredundant iff it fulfills the following
two conditions:
(i) ρ has no duplicate rows, i.e., for all i, j with 1 ≤ i < j ≤ h, there is a
tuple (a1, . . . , ah) ∈ ρ with ai 6= aj ;
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(ii) ρ has no fictitious coordinates, i.e., there is no i ∈ {1, . . . , h}, such
that (a1, . . . , ah) ∈ ρ implies (a1, . . . , ai−1, x, ai+1, . . . , ah) ∈ ρ for all
x ∈ A.
For a relation σ ∈ Rel(h)(A) we define Arity σ := h.
Theorem 2.1. Let Σ ⊆ Rel(A) and ρ ∈ Rel(t)(A) be relations. Furthermore
let ρ be irredundant. Then ⋂
σ∈Σ
pPolσ ⊆ pPol ρ
iff there are some γσ ⊆ [t]Arity σ for all σ ∈ Σ such that
ρ = {x ∈ At | xi ∈ σ for all i ∈ γσ and σ ∈ Σ}
and
[t] =
⋃
σ∈Σ
⋃
i∈γσ
[i].
3. Classes of partial functions
The aim of this section is the introduction of classes of partial functions (or
shorter: partial classes) similar to the ideas presented by Harnau in [9–11] for
total clones. This concept will prove fruitful in the extension of Theorem 8 [13]
as shown in Lemma 3.13. Since we do not need the full power of the Galois
connection presented by Harnau we will only prove statements about partial
classes relevant to this paper.
For the definition of a partial class we need to define the following Maltsev-
operations ζ, τ , ∆, ∇, and ?. Let f ∈ Par(n)(A) and g ∈ Par(m)(A). Then we
define
(ζf)(x1, . . . , xn) := f(x2, x3, . . . , xn, x1),
(τf)(x1, . . . , xn) := f(x2, x1, x3, . . . , xn),
(∆f)(x1, . . . , xn−1) := f(x1, x1, x2, . . . , xn−1),
ζf = τf = ∆f = f if n = 1,
(∇f)(x1, . . . , xn+1) := f(x2, . . . , xn+1),
(f ? g)(x1, . . . , xn+m−1) := f(g(x1, . . . , xm), xm+1, . . . , xn+m−1).
Definition 3.1. Let X ⊆ Par(A). Then X is called a partial class if it closed
under the operations ?, ζ, τ , ∇, and ∆.
Remark 3.2. Partial classes can also be defined similar to the definition of
partial clones in the beginning of this paper. A set X of partial functions on A
is a partial class if f(g1, . . . , gn) ∈ X for all f ∈ X and g1, . . . , gn ∈ X∪Proj(A),
where Proj(A) is the set of projections on A.
Lemma 3.3. Let X,Y ⊆ Par(A) be two partial classes. Then X ∩ Y is also
a partial class.
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The partial classes containing the projections are exactly the partial clones.
If X,Y ⊆ Par(A), then we define the set X ? Y ⊆ Par(A) by
X ? Y := {f ? g | f ∈ X, g ∈ Y }.
3.1. Relation pairs. Similar to the work done by Harnau in [9–11] we in-
troduce relation pairs to characterize strong partial classes.
For each h ≥ 1 let Pair(h)(A) be the set of all pairs (ρ, ρ′) with ρ′ ⊆ ρ ⊆ Ah,
and Pair(A) :=
⋃
h≥1 Pair
(h)(A).
Let (ρ, ρ′) ∈ Pair(h)(A) for some h ≥ 1, and f ∈ Par(n)(A) for some n ≥ 1.
Then f preserves the relation pair (ρ, ρ′), if for all matricesM with columns in
ρ, and rows in dom f the tuple f(M) belongs to ρ′. We write f ∈ cPol(ρ, ρ′),
or (ρ, ρ′) ∈ cInv f .
If ρ = ρ′ then the preservation of the relation pair (ρ, ρ′) coincides with the
preservation of the relation ρ, i.e., cPol(ρ, ρ) = pPol ρ.
Let X ⊆ Par(A) and Q ⊆ Pair(A). We define cPolQ and cInvX by
cPolQ :=
⋂
q∈Q
cPol q,
cInvX :=
⋂
f∈X
cInv f.
Lemma 3.4. Let f ∈ cPol(ρ, ρ′) and g ∈ cPol(σ, σ′) with σ′ ⊆ ρ ⊆ σ.
Then f ? g ∈ cPol(ρ, ρ′).
Proof. Let f ∈ cPol(n)(ρ, ρ′) and g ∈ cPol(m)(σ, σ′) with σ′ ⊆ ρ ⊆ σ ∈
Rel(h)(A). Let M be an (h,m+n−1)-matrix with columns x1, . . . ,xm+n−1 ∈
ρ, and rows y1, . . . ,yh ∈ dom(f ? g). Let y′j := (yj)(1,...,m) for each j ∈ [h].
Then y′1, . . . ,y′h ∈ dom g by the definition of ?, and x1, . . . ,xm ∈ σ.
Thus x := g(x1, . . . ,xm) ∈ σ′ ⊆ ρ. From this (f ? g)(x1, . . . ,xm+n−1) =
f(x,xm+1, . . . ,xm+n−1) ∈ ρ′ and thus f ? g ∈ cPol(ρ, ρ′). 
Lemma 3.5. Let q ∈ Pair(A). Then cPol q is a non-empty strong partial class
of Par(A).
Proof. Let (ρ, ρ′) := q ∈ Pair(A).
We first show that cPol(ρ, ρ′) is a partial class. Let f, g ∈ cPol(ρ, ρ′).
It is easy to see that ζf, τf,∆f,∇f ∈ cPol(ρ, ρ′). From Lemma 3.4 with
σ = ρ and σ′ = ρ′ follows f ? g ∈ cPol(ρ, ρ′). Thus cPol(ρ, ρ′) is a partial class
of Par(A).
We now show that cPol(ρ, ρ′) is strong. Let f ∈ cPol(ρ, ρ′) and g ≤ f , and
assume to the contrary that g /∈ cPol(ρ, ρ′). Then there is a matrix M with
columns x1, . . . ,xn ∈ ρ and rows y1, . . . ,yh ∈ dom g, such that g(M) /∈ ρ′.
Since dom g ⊆ dom f we have f(M) = g(M) /∈ ρ′. Thus f /∈ cPol(ρ, ρ′)
contradicting the assumption. Thus cPol(ρ, ρ′) is strong.
It is non-empty since the partial function c∅ with empty domain perserves
any relation pair q. 
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Lemma 3.6. Let Q ⊆ Pair(A). Then cPolQ is a non-empty strong partial
class of Par(A).
Proof. By Lemma 3.5 we have that cPol q is a strong partial class for all
q ∈ Q. Then by Lemma 3.3 and the definition of cPolQ, we see that cPolQ is
a partial class. Furthermore, the intersection of two strong sets is also strong.
It is non-empty since c∅ ∈ cPolQ. 
Remark 3.7. It is possible to show, that for every non-empty strong partial
class X ⊆ Par(A), there is some Q ⊆ Pair(A) with X = cPolQ. Since this
and other further properties of the operators cPol and cInv are not needed in
this paper, they will not be proven here.
Lemma 3.8. Let ρ ∈ Rel(A) with ρ 6= ∅.
Then cPol(ρ, ∅) ∩Op(A) = ∅.
Proof. Let f ∈ Op(n)(A), ρ ∈ Rel(h)(A), and x ∈ ρ. Let M be the matrix
formed by n-fold repetition of the column x. Let the rows of M be called
y1, . . . ,yh. Clearly, yi ∈ dom f for all i ∈ [h] since f is a total function. But
f(M) /∈ ∅, and thus f /∈ cPol(ρ, ∅). 
Lemma 3.9. Let ρ ∈ Rel(A), f ∈ Par(A) and g ∈ cPol(ρ, ∅).
Then f ? g ∈ cPol(ρ, ∅).
Proof. Let ρ ∈ Rel(h)(A), f ∈ Par(n)(A) and g ∈ cPol(m)(ρ, ∅).
If ρ = ∅, then cPol(ρ, ∅) = cPol(∅, ∅) = Par(A). Thus f ? g ∈ cPol(ρ, ∅).
Let ρ 6= ∅. Assume to the contrary, that f ? g /∈ cPol(ρ, ∅). Then there is a
matrix M with columns x1, . . . ,xm+n−1 ∈ ρ, and rows y1, . . . ,yh ∈ dom(f ?
g). We can now look at the matrix M ′ formed by the first m columns, and
with rows y′1, . . . ,y′h. Then yi ∈ dom(f ? g) implies y′i ∈ dom g for all i ∈
[h]. But since x1, . . . ,xm ∈ ρ we get g /∈ cPol(ρ, ∅) in contradiction to the
assumption. 
Corollary 3.10. Let X ⊆ Par(A) and ρ ∈ Rel(A).
Then X ? cPol(ρ, ∅) ⊆ cPol(ρ, ∅).
The following corollary follows from Lemma 3.4.
Corollary 3.11. Let ρ ∈ Rel(A).
Then cPol(ρ, ∅) ? pPol ρ ⊆ cPol(ρ, ∅).
The last two corollaries can now be combined into the final statement of
this subsection.
Corollary 3.12. Let ρ ∈ Rel(A), T := cPol(ρ, ∅) and D ⊆ pPol ρ.
Then T ? D ⊆ T and D ? T ⊆ T .
3.2. Classes to intervals. In the proof that the interval IStr(D) is of contin-
uum cardinality for some total clone D, we try to make as few constructions as
possible. This can be achieved if we find some clone C with D ⊆ C, construct
8 K. Scho¨lzel Algebra univers.
a set I ⊆ IStr(C) of continuum cardinality, and then find restrictions of the
partial clones in I, such that these restricted partial clones lie in IStr(D), and
I does not collapse.
For this purpose we prove a stronger version of Theorem 8 [13] as follows.
Lemma 3.13. Let C and D be clones of Op(A) with D ⊆ C, let T be a strong
partial class of Par(A), and let I ⊆ IStr(C), such that the following conditions
hold
(i) T ∩Op(A) ⊆ D,
(ii) T ? Str(D) ⊆ Str(D) ∪ T , and Str(D) ? T ⊆ Str(D) ∪ T ,
(iii) X ∩ T 6= Y ∩ T for all X,Y ∈ I with X 6= Y .
Then
|IStr(D)| ≥ |I|.
Proof. For each X ∈ I we define XD by
XD := Str(D) ∪ (X ∩ T ).
We let ID := {XD | X ∈ I}, and show that ID ⊆ IStr(D). By (iii) and since
X ∩ Str(D) = Y ∩ Str(D) for all X,Y ∈ IStr(C) we have that |ID| = |I|.
Let X ∈ I be arbitrary. By (i) we have that
XD ∩Op(A) = (Str(D) ∪ (X ∩ T )) ∩Op(A)
= (Str(D) ∩Op(A)︸ ︷︷ ︸
D
) ∪ (X ∩ (T ∩Op(A))︸ ︷︷ ︸
⊆D
)
= D.
Thus we only have to show that XD is a strong partial clone.
Since Str(D), X, and T are strong partial classes, we see that Str(XD) =
XD, and that XD is closed with respect to ζ, τ , ∇ and ∆. Furthermore, XD
contains the projections, since Str(D) ⊆ XD, and D is a clone.
It remains to show that XD is closed with respect to ?. Let f, g ∈ XD. We
want to show that f ? g ∈ XD.
There are several cases:
• f, g ∈ Str(D). Then f ? g ∈ Str(D) ⊆ XD, since Str(D) is a strong
partial clone.
• f, g ∈ X∩T . Then f ?g ∈ X∩T ⊆ XD, since X∩T is a strong partial
class.
• f ∈ Str(D), and g ∈ X ∩ T ; or g ∈ Str(D), and f ∈ X ∩ T . Since
D ⊆ C ⊆ X, X ∩ T ⊆ X and X is a partial clone, we have f ? g ∈ X.
By (ii) we have f ? g ∈ Str(D) ∪ T . Thus
f ? g ∈ (Str(D) ∪ T ) ∩X
= (Str(D) ∩X) ∪ (X ∩ T )
= Str(D) ∪ (X ∩ T )
= XD.
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Thus XD is a strong partial clone with XD ∩ Op(A) = D. This implies
XD ∈ IStr(D). Therefore ID ⊆ IStr(D), and consequently |IStr(D)| ≥ |I|. 
One example of a strong partial class T needed in the preceding lemma is
the partial class cPol({0}, ∅) of all partial functions not defined on (0, . . . , 0).
This was implicitly used in [13] and [3].
Each of the sets I defined in this paper will be indexed by the subsets of a
countable infinite set N ⊆ N. As such the set I has the same cardinality as
the powerset of N, which has the cardinality of the continuum, and therefore
I has the cardinality of the continuum.
3.3. Subclones missing a constant. First we use Lemma 3.13 in a general
setting, involving two clones C and D in Op(A) with D ⊆ C and ca ∈ C \D
for some a ∈ A. For a partial function f ∈ Par(n)(A) and some a ∈ A we
define the (n+ 1)-ary partial function fa ∈ Par(A) by
dom fa := {(a,x) | x ∈ dom f},
fa(a,x) := f(x) for all x ∈ dom f.
Lemma 3.14. Let C ⊆ Op(A) be a clone with ca ∈ C, and X ∈ IStr(C).
Then f ∈ X if and only if fa ∈ X.
Proof. Assume f ∈ X. Then fa ≤ ∇f ∈ X = Str(X), and thus fa ∈ X.
Now assume that fa ∈ X. Additionally, we have ca ∈ C ⊆ X. Thus
f = ∆(fa ? ca) ∈ X. 
Lemma 3.15. Let D ⊆ Op(A) be a clone with ca /∈ D. Then there is some
ρ ∈ InvD with (a, . . . , a) /∈ ρ.
Proof. Assume to the contrary, that (a, . . . , a) ∈ ρ for all ρ ∈ InvD. Then
ca ∈ Pol ρ for all ρ ∈ InvD, and thus ca ∈ D. Contradiction. 
Lemma 3.16. Let C,D ⊆ Op(A) be clones with ca ∈ C \D and D ⊆ C. Then
|IStr(D)| ≥ |IStr(C)|.
Proof. By Lemma 3.15 there is some relation ρ with (a, . . . , a) /∈ ρ and D ⊆
Pol ρ. Let T := cPol(ρ, ∅), and I := IStr(C). We want to use Lemma 3.13.
Since T ∩ Op(A) = ∅ ⊆ D condition (i) is fulfilled, and by Corollary 3.12
condition (ii) is fulfilled.
Now we show that condition (iii) is fulfilled as well. Let X,Y ∈ IStr(C)
with X 6= Y ; w.l.o.g. there is some f ∈ X \ Y . By Lemma 3.14 we have
fa ∈ X \ Y . We just need to show that fa ∈ T .
Assume to the contrary that fa /∈ T . Let fa be n-ary, and ρ be h-ary. Then
there is a matrix M such that
• its row x1,x2, . . . ,xh ∈ dom fa, and
• its columns y1, . . . ,yn ∈ ρ.
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By the definition of fa and choice of ρ we see that y1 = (a, . . . , a) /∈ ρ. This is
a contradiction. Thus fa ∈ T , and consequently X ∩ T 6= Y ∩ T .
Therefore all conditions of Lemma 3.13 are fulfilled, and we get |IStr(D)| ≥
|IStr(C)|. 
This lemma can be applied to the main results of Theorems 10 and 19 in [6].
Let BA be the set of all h-universal relations (3 ≤ h ≤ |A| − 1), and let LA be
the set of all prime affine relations on A (the definition of these relations can
be found in [6]). Then for each ρ ∈ BA ∪ LA the following properties hold
• Pol ρ is a maximal clone of Op(A),
• ca ∈ Pol ρ for all a ∈ A,
• IStr(Pol ρ) has the cardinality of the continuum.
With Lemma 3.16 we obtain the following statement.
Theorem 3.17. Let D ⊆ Op(A) a clone with D ⊆ Pol ρ for some ρ ∈ BA ∪
LA, and ca /∈ D for some a ∈ A. Then IStr(D) has the cardinality of the
continuum.
4. The subclones of L
In this section we use the results from [1] to show that the interval IStr(D)
has continuum cardinality for all clones D ⊆ L.
We need to define some functions first as given in [1]. Let n(k, p) := (2k −
1)p+ 1, k ≥ 2 and p ≥ 1. Let #1x be the number of 1’s in the tuple x. Define
the n(k, p)-ary partial function τkp by
dom τkp := {1} ∪ {x ∈ 2n(k,p) | #1x ≤ p},
τkp (x) :=
{
1 if x = 1,
0 if x ∈ dom τkp \ {1}.
We define pj by p1 := 1 and pj := n(j, pj−1) for all j ≥ 2. Set ξj := τ j+1pj
for all j ≥ 1.
Lemma 4.1 (Лемма 11 [1]). Let j ≥ 1.
Then ξj /∈ [{ξ1, . . . , ξj−1, ξj+1, . . . } ∪ Str(L)].
As a consequence we get the following theorem.
Theorem 4.2. The interval IStr(L) has the cardinality of the continuum.
Proof. Let XJ := [{ξj | j ∈ J}∪ Str(L)] for every J ⊆ N \ {0}. By Lemma 4.1
we see that XJ 6= XJ′ if J 6= J ′, and thus the set I := {XJ | J ⊆ N \ {0}}
has the cardinality of the continuum. Furthermore, I ⊆ I⊆Str(L). Since L
is a maximal clone and |IStr(Op(2))| = 1, we conclude that IStr(L) has the
cardinality of the continuum. 
Lemma 4.3. Let D ⊆ L be a clone with C ⊆ D with D ∈ {T0, T1, S}. Then
IStr(D) has the cardinality of the continuum.
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Proof. We have c0, c1 ∈ L, and c1 /∈ T0, c0 /∈ T1, c0 /∈ S. Thus Lemma 3.16
is applicable with C = L, and by Theorem 4.2 follows that IStr(D) has the
cardinality of the continuum. 
4.1. The remaining two subclones of L. The only two subclones of L not
covered yet are C01 := [c0, c1] and Ω1 := [Op(1)(2)]. Let ρC , ρ1 and ρL be the
three 4-ary relations defined by
ρC :=

0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 1
 ρ1 :=

0 0 0 1 1 1
0 0 1 0 1 1
0 1 0 1 0 1
0 1 1 0 0 1
 ρL :=

0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 1 1 0 1 0 0 1

Although the fact ρC ⊆ ρ1 ⊆ ρL is not used directly, the similar structure of
these relations makes the proof of Lemma 4.4 a bit easier.
As shown by Blochina in [2] (see also Section 10.2 [12]) the relations ρC , ρ1
and ρL characterize the clones C01, Ω1, and L, respectively. That means the
following equalities hold:
C01 = Pol ρC ,
Ω1 = Pol ρ1,
L = Pol ρL.
Lemma 4.4. Let j ≥ 1.
Then ξj ∈ pPol ρ1 and ξj ∈ pPol ρC .
Proof. Let ρ ∈ {ρ1, ρC}. Assume to the contrary, that ξj does not preserve ρ.
Then there is a matrix M such that
• its rows x1,x2,x3,x4 ∈ dom ξj ,
• its columns y1, . . . ,ypj+1 ∈ ρ, and
• z := (z1, z2, z3, z4) := (ξj(x1), ξj(x2), ξj(x3), ξj(x4)) /∈ ρ.
We will show that z = yl for some l ∈ [pj+1].
Let K := {k ∈ [4] | xk 6= 1}. Clearly, zk = 0 iff k ∈ K. Since 0,1 ∈ ρ, we
have that z /∈ {0,1} and thus there are i, i′ ∈ [4] with xi = 1 and xi′ 6= 1.
This implies 1 ≤ |K| ≤ 3.
By the construction of ξj each row xk for k ∈ K has at most pj-many 1’s.
But ξj has an arity of
pj+1 = (2(j + 1)− 1)pj + 1 = (2j + 1)pj + 1 ≥ 3pj + 1.
Thus there is some column yl with (yl)k = 0 for all k ∈ K. Furthermore,
(yl)k′ = 1 for all k′ ∈ [4] \K. Thus yl = z. But this contradicts yl ∈ ρ and
z /∈ ρ.
Therefore ξj ∈ pPol ρ. 
Lemma 4.5. IStr(C01) has the cardinality of the continuum.
12 K. Scho¨lzel Algebra univers.
Proof. Let XJ := [{ξj | j ∈ J} ∪ Str(L)] for every J ⊆ N \ {0}. Then the set
I := {XJ | J ⊆ N \ {0}} has the cardinality of the continuum.
Let T := pPol ρC .
• T ∩Op(2) = Pol ρC = C01.
• Since Str(C01) ⊆ T we have T ? Str(C01) ⊆ T , and Str(C01) ? T ⊆ T .
• By Lemma 4.4 and the definition of I, we get X ∩ T 6= Y ∩ T for all
X,Y ∈ I with X 6= Y .
Then we apply Lemma 3.13, and yield the result. 
By setting T = pPol ρ1 in the previous proof we obtain the proof for the
following lemma.
Lemma 4.6. IStr(Ω1) has the cardinality of the continuum.
Now we can conclude from Theorem 4.2, and Lemmas 4.3, 4.5, 4.6, that the
following theorem holds.
Theorem 4.7. Let D ⊆ L. Then IStr(D) has the cardinality of the continuum.
5. The clone T0,2 and its subclones
In this section we first give an alternative proof for the fact that IStr(T0,2)
has the cardinality of the continuum. The relations used are similar to the
ones given in [3], but the proof presented here only uses relations.
5.1. Alternative proof for IStr(T0,2) is continuum. The proof given in
this section uses some ideas from the proof in [3], but changes the basic building
blocks of the relations used. Furthermore, while the former proof depends on
working with functions, the following proof only deals with relations.
Let ρ0,2 := {(0, 0), (0, 1), (1, 0)}. We remember that T0,2 = Pol ρ0,2.
Let R0,2C,n and R
0,2
K,n be two n-ary relations defined by
R0,2C,n(x1, . . . , xn) :=
∧
i∈[n]
ρ0,2(xi, xi+1 mod n),
R0,2K,n(x1, . . . , xn) :=
∧
i,j∈[n]
i 6=j
ρ0,2(xi, xj).
Furthermore, let
R0,2n := R
0,2
C,n ×R0,2K,n.
The names C and K in the indices of the relations are in correspondance with
the circular graph Cn and the complete graph Kn on n vertices. The relations
R0,2C,n have the same definition as R
k
↑ in [3]. The idea behind replacing R
k
↓ with
R0,2K,n stems from the following fact about graphs:
• Let n′ > n ≥ 3 be two odd numbers. Then there is no graph homo-
morphism from Cn into Cn′ .
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• For n′ > n ≥ 3 there is no graph homomorphism from Kn′ into Kn.
• For n′, n ≥ 3 with n 6= n′ there is no graph homomorphism from Kn
into Cn′ .
The relation R0,2n in this model represents the disjoint union Cn unionmultiKn of Cn
and Kn. Let G→ H denote the fact, that there is some graph homomorphism
from G to H. We consider the possible homomorphisms from Kn′ unionmulti Cn′ to
Kn unionmulti Cn. Then we see
• for n′ > n ≥ 3 that Cn′ unionmulti Kn′ 6→ Cn unionmulti Kn, since Kn′ 6→ Kn and
Kn′ 6→ Cn; and
• for n > n′ ≥ 3 that any homomorphism from Cn′ unionmultiKn′ to Cn unionmultiKn
actually maps into Kn, since Cn′ 6→ Cn and Kn′ 6→ Cn. But for the
construction of R0,2n this would mean that the first n coordinates are
not essential, a contradiction.
For n = 5 the relations R0,2C,5 and R
0,2
K,5 look like this:
R0,2C,5 =

0 0 0 0 0 1 0 0 1 0 1
0 0 0 0 1 0 0 1 0 1 0
0 0 0 1 0 0 1 0 1 0 0
0 0 1 0 0 0 0 1 0 0 1
0 1 0 0 0 0 1 0 0 1 0
 R0,2K,5 =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0

Lemma 5.1. Let n ≥ 2. Then PolR0,2n = PolR0,2C,n = PolR0,2K,n = T0,2.
Proof. By construction we have that T0,2 ⊆ PolR0,2C,n, T0,2 ⊆ PolR0,2K,n, and
PolR0,2n = PolR
0,2
C,n ∩ PolR0,2K,n.
Since ρ0,2 = pr1,2R
0,2
C,n = pr1,2R
0,2
K,n we obtain PolR
0,2
C,n ⊆ T0,2, and
PolR0,2K,n ⊆ T0,2. From this follows PolR0,2C,n = T0,2 = PolR0,2K,n, and con-
sequently T0,2 = PolR0,2n . 
Let Nˆ := {n ∈ N | n odd, n ≥ 3}. Let n ∈ Nˆ and M ⊆ Nˆ \ {n} for the
remainder of this section. We want to show that
pPolR0,2n 6⊇
⋂
m∈M
pPolR0,2m (5.1)
holds. We assume to the contrary, that (5.1) is false. This means that by
Theorem 2.1 we can write
R0,2n := {x ∈ 22n | xi ∈ R0,2m for all i ∈ γm and m ∈M} (5.2)
for some auxiliary relations γm for all m ∈ M . Furthermore, we can assume
that no condition is superfluous.
Lemma 5.2. Let m ∈M with γm 6= ∅, and i ∈ γm.
Then i[m] ⊆ [n] or i[m] ⊆ [n+ 1, 2n].
Similarly, i[m+1,2m] ⊆ [n] or i[m+1,2m] ⊆ [n+ 1, 2n].
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Proof. We only consider the first statement; the second one follows similarly.
Assume the statement is not true. Then there is some j ∈ [m] such that
ij ∈ [n] and ij+1 mod m ∈ [n + 1, 2n]. By construction of R0,2n (or, more
specifically R0,2C,n) this means, that ρ0,2(xij , xij+1 mod m) holds, i.e., xij and
xij+1 mod m can not both be 1 at the same time. But by construction of R0,2n
we have
(0, . . . , 0, 1
↑
ij
, 0, . . . , 0, 1
↑
ij+1 mod m
, 0, . . . , 0) ∈ R0,2n .
This is a contradiction, and thus i[m] ⊆ [n] or i[m] ⊆ [n+ 1, 2n]. 
Lemma 5.3. Let m ∈M and γm 6= ∅.
Then m < n.
Proof. Assume to the contrary, that m ∈M , γm 6= ∅, and m > n.
Then there is some i ∈ γm. By Lemma 5.2 we have i[m+1,2m] ⊆ [n] or
i[m+1,2m] ⊆ [n + 1, 2n]. Thus ij = ij′ for some j, j′ ∈ [m + 1, 2m] with
j 6= j′. By construction of R0,2n (or, more specifically R0,2K,n) this means, that
ρ0,2(xij , xij ) holds, i.e., xij = 0. But by construction of R0,2n we have
(0, . . . , 0, 1
↑
ij
, 0, . . . , 0) ∈ R0,2n .
This is a contradiction, and thus m < n. 
Since R0,2n is not a trivial relation, there is at least one m < n with non-
empty γm. Thus we can assume that n ≥ 5.
Lemma 5.4. Let m ∈M , m < n, and i ∈ γm 6= ∅.
Then i[m] ⊆ [n+ 1, 2n], and i[m+1,2m] ⊆ [n+ 1, 2n].
Proof. We only consider the first statement; the second one follows similarly.
Assume to the contrary that i[m] 6⊆ [n + 1, 2n] holds. By Lemma 5.2 we
have i[m] ⊆ [n].
If |i[m]| ≤ 2 then there is some j ∈ [m] with ij = ij+1 mod m, implying
xij = 0. But by construction of R0,2n we have
(0, . . . , 0, 1
↑
ij
, 0, . . . , 0) ∈ R0,2n .
Thus |i[m]| ≥ 3. Since R0,2C,n has a circular structure, and m ≤ n − 2, we
have some j, j′ ∈ [m] with j′ = j + 1 mod m and |ij − ij′ mod n| ≥ 2. But
ij , ij′ ∈ [n] and by construction of R0,2n (or, more specifically R0,2C,n) this means,
that ρ0,2(xij , xij′ ) holds, i.e., xij and xij′ can not both be 1 at the same time.
But by construction of R0,2n we have
(0, . . . , 0, 1
↑
ij
, 0, . . . , 0, 1
↑
ij′
, 0, . . . , 0) ∈ R0,2n .
This is a contradiction, and thus i[m] 6⊆ [n]. 
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This shows that on the right hand side of (5.2) the variables x1, . . . , xn are
inessential. But this contradicts the fact, that these variables are essential in
R0,2n . Thus follows:
Theorem 5.5. pPolR0,2n 6⊇
⋂
m∈M pPolR
0,2
m .
Corollary 5.6. Let X,Y ⊆ Nˆ be non-empty sets. Then⋂
n∈X
pPolR0,2n =
⋂
m∈Y
pPolR0,2m ⇐⇒ X = Y.
5.2. The subclones of T0,2. Now we look at the intervals IStr(D) for all
subclones D ⊆ T0,2. We use the fact that T0,2 ⊆ T0 = Pol{0}, and let
T := cPol({0}, ∅). In this way the conditions (i) and (ii) of Lemma 3.13 are
fulfilled due to Corollary 3.12. The only condition left to show is (iii) for the
set I defined by
I :=
{ ⋂
n∈X
pPolR0,2n | X ⊆ Nˆ, X 6= ∅
}
.
Lemma 5.7. Let n ∈ Nˆ and M ⊆ Nˆ \ {n}.
Then pPolR0,2n 6⊇ T ∩
⋂
m∈M pPolR
0,2
m .
Proof. We need to show that there is some
F ∈
(
T ∩
⋂
m∈M
pPolR0,2m
)
\ pPolR0,2n .
By Theorem 5.5 we have that there is some l-ary partial function
f ∈
( ⋂
m∈M
pPolR0,2m
)
\ pPolR0,2n .
If 0 /∈ dom f , then F := f ∈ T and thus we are done.
We now assume that 0 ∈ dom f . Since f /∈ pPolR0,2n there is some matrix
M with columns x1, . . . ,xl ∈ R0,2n and rows y1, . . . ,y2n such that
• f(x1, . . . ,xl) /∈ R0,2n , and
• y1, . . . ,y2n ∈ dom f .
Let f ′ ≤ f be defined by dom f ′ := {y1, . . . ,y2n} and f ′(yi) := f(yi) for all
i ∈ [2n]. Thus we see that
f ′ ∈
( ⋂
m∈M
pPolR0,2m
)
\ pPolR0,2n .
If 0 /∈ dom f ′, then F := f ′ ∈ T and thus we are done.
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Thus there is some j ∈ [2n], such that yj = 0. We define the (l + 1)-ary
partial function g by
dom g := {(1,yj)} ∪ {(0,yi) | i ∈ [2n] \ {j}},
g(1,yj) := f
′(yj),
g(0,yi) := f
′(yi) for all i ∈ [2n] \ {j}.
As g ≤ ∇f ′ ≤ ∇f we see that g ∈ ⋂m∈M pPolR0,2m .
Because x0 := (0, . . . , 0, 1↑
j
, 0, . . . , 0) ∈ R0,2n we have
g(x0,x1, . . . ,xl) = f(x1, . . . ,xl) /∈ R0,2n ,
and all rows of the matrix formed by the columns x0,x1, . . . ,xl belong to the
domain of g. Therefore g /∈ pPolR0,2n holds, and this implies
g ∈
( ⋂
m∈M
pPolR0,2m
)
\ pPolR0,2n .
If 0 /∈ dom g, then F := g ∈ T and thus we are done. Otherwise, repeating
the steps from f ′ to g yields finally a desired F . 
Corollary 5.8. Let X,Y ∈ I with X 6= Y . Then X ∩ T 6= Y ∩ T .
Theorem 5.9. Let D ⊆ T0,2 be a clone on Op(2).
Then IStr(D) has the cardinality of the continuum.
Proof. By Corollary 5.8 and the properties of T mentioned at the beginning of
this subsection all conditions of Lemma 3.13 hold, and therefore |IStr(D)| ≥
|I|. 
6. Continuum on Λ
From the results of the previous sections we see that the clones Λ, Λ ∩ T1,
V , and V ∩ T0 are the only clones for which we need to determine the size
of IStr(C). We will show in this section that IStr(Λ) and IStr(Λ ∩ T1) have
both the cardinality of the continuum. By the symmetry of Post’s lattice this
implies the same statement for IStr(V ) and IStr(V ∩ T0).
Creignou, Kolaitis and Zanuttini have given in [4] the set of relations defin-
ing the smallest element in the interval IStr(C) for each Boolean clone C. They
call this the plain basis. Since the least element in IStr(C) is Str(C) for each
total clone C, we can conclude from [4] that
Str(Λ) = pPol{λk | k ≥ 1}
where λk(y, x1, . . . , xk) ≡ (y ∨ ¬x1 ∨ · · · ∨ ¬xk). Equivalently, λk = 2k+1 \
{(0, 1, . . . , 1)}. The clone Λ is denoted by E in [4], and the plain basis can be
found in the entry IE of Table 2 in [4].
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Any n-ary relation ρ in the partial co-clone of Str(Λ) can be constructed
from a selection of λk, i.e., there are (possibly empty) (k + 1)-ary auxiliary
relations γk on [n] for each k ≥ 1 such that
ρ(x1, . . . , xn) =
∧
k≥1
∧
i∈γk
λk(xi1 , . . . , xik+1). (6.1)
Since λk is totally symmetric on the last k coordinates, and λk(y, x1, . . . , xk) =
λk+1(y, x1, x1, . . . , xk), the tuples i ∈ γk can be represented by pairs of the form
(i1, {ij | j ∈ [2, k + 1]}). This notation makes the symmetry of the relation
more obvious, and exposes the special element more visibly.
For such pairs (i, J) with i ∈ [n] and J ⊆ [n] we can define the n-ary relation
λn(i,J) by
λn(i,J)(x1, . . . , xn) ≡ (xi ∨
∨
j∈J
¬xj).
We note that λn(i,J) = 2
n whenever i ∈ J , due to the tautology xi ∨¬xi in the
definition of λn(i,J).
Let Γ ⊆ {(i, J) | i ∈ [n], J ⊆ [n], i /∈ J}. Then we define the relation
λnΓ ∈ Rel(n)(2) by
λnΓ :=
∧
(i,J)∈Γ
λn(i,J)(x1, . . . , xn).
Then equation (6.1) holds if and only if there is some suitable Γ with
ρ(x1, . . . , xn) = λ
n
Γ.
Lemma 6.1. Let i ∈ [n], J ⊆ J ′ ⊆ [n]. Then λn(i,J) ⊆ λn(i,J′).
Proof. Follows from the definition. 
6.1. Monsters. In this subsection we define some relations RΛm for m ≥ 3,
for which we show that they are independent. These are used to show that
IStr(Λ) has the cardinality of the continuum. The relations RΛm will be called
monsters, as they “kill” this problem.
Let m ≥ 3. We define Γm ⊆ {(i, J) | i ∈ [m + 1], J ⊆ [m + 1], i /∈ J} and
RΛm ∈ Rel(m+1)(2) by
Γm := {(1, [2,m+ 1])} ∪
{(i, {1, j1, j2}) | i, j1, j2 ∈ [2,m+ 1], |{i, j1, j2}| = 3},
RΛm := λ
m+1
Γm
.
A more visual represention of Γ4 and RΛ4 is given in Table 2.
Furthermore, we define the ternary relation RΛΛ by
RΛΛ := {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 1, 1)}.
As shown by Blochina in [2] (see also Section 10.2 [12]) the relation RΛΛ
characterizes the clone Λ, i.e.,
Λ = PolRΛΛ.
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i J 1 2 3 4 5
1 2, 3, 4, 5 0 1 1 1 1
2 1, 3, 4 1 0 1 1
2 1, 3, 5 1 0 1 1
2 1, 4, 5 1 0 1 1
3 1, 2, 4 1 1 0 1
3 1, 2, 5 1 1 0 1
3 1, 4, 5 1 0 1 1
4 1, 2, 3 1 1 1 0
4 1, 2, 5 1 1 0 1
4 1, 3, 5 1 1 0 1
5 1, 2, 3 1 1 1 0
5 1, 2, 4 1 1 1 0
5 1, 2, 5 1 1 1 0
Table 2. Visual representation of Γ4 and of the forbidden
tuples in RΛ4 . For example, the condition (2, {1, 4, 5}) for-
bids the tuples (1, 0, x3, 1, 1) for all x3 ∈ 2. This means that
(1, 0, 0, 1, 1), (1, 0, 1, 1, 1) /∈ RΛ4 .
Now we give some properties of the relations RΛm.
Lemma 6.2. Let m ≥ 3. Then pPolRΛm ⊆ pPolRΛΛ.
Proof. We have the following connections:
λ3{(1,{2,3}),(2,{1,3})}(x1, x2, x3) = R
Λ
m(x1, x2, x3, . . . , x3)
λ2(1,{2})(x1, x2) = R
Λ
m(x1, x2, . . . , x2)
λ1(x1, x2) = λ
2
(1,{2})(x1, x2)
RΛΛ(x1, x2, x3) = λ
3
{(1,{2,3}),(2,{1,3})}(x1, x2, x3)∧
λ1(x2, x1) ∧ λ1(x3, x1)
Therefore RΛΛ is constructible from R
Λ
m as
RΛΛ = {x ∈ 23 | x(1,2,3,...,3),x(2,1,...,1),x(3,1,...,1) ∈ RΛm}.
Thus pPolRΛm ⊆ pPolRΛΛ by Theorem 2.1. 
Corollary 6.3. Let m ≥ 2. Then PolRΛm = Λ, i.e., pPolRΛm ∈ I⊆Str(Λ).
Proof. Since RΛm can be constructed from {λk | k ≥ 1} and pPol{λk | k ≥
1} = Str(Λ) we have Λ ⊆ pPolRΛm, and thus Λ ⊆ pPolRΛm ∩Op(2).
On the other hand we have pPolRΛm ⊆ pPolRΛΛ and thus pPolRΛm∩Op(2) ⊆
pPolRΛΛ ∩Op(2) = PolRΛΛ = Λ. 
Lemma 6.4. Let m ≥ 3. Then the following properties hold.
(i) (1, . . . , 1) ∈ RΛm.
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(ii) (1, . . . , 1, 0
↑
i
, 1, . . . , 1) /∈ RΛm for all i ∈ [m+ 1].
(iii) {0} × (2m \ {(1, . . . , 1)}) ⊆ RΛm.
(iv) (0, . . . , 0, 1
↑
i
, 0, . . . , 0, 1
↑
j
, 0, . . . , 0) ∈ RΛm for all i, j ∈ [m+ 1] with i < j.
Proof.
(i) Since 1 ∈ λ(i,J) for any i and J , we have 1 ∈ RΛm.
(ii) If i = 1, then (0, 1, . . . , 1) /∈ λm+1(1,[2,m+1]) ⊇ RΛm. Otherwise, if x =
(1, . . . , 1, 0, 1, . . . , 1) then x(i,1,j1,j2) = (0, 1, 1, 1) /∈ λ4(i,{1,j1,j2}). Thus
x /∈ λm+1(i,{1,j1,j2}) ⊇ RΛm.
(iii) By the definition of λm+1(i,J) we see that (0, x2, . . . , xm+1) ∈ λm+1(i,J) if
1 ∈ J . Thus
({0} × 2m) ∩RΛm = ({0} × 2m) ∩ λm+1(1,[2,m+1])
= {0} × (2m \ {(1, . . . , 1)}).
(iv) Let x = (0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0). Since the set J contains at
least three elements for every condition λm+1(i,J) in the construction of
RΛm, there is some j ∈ J with xj = 0. Thus x ∈ λm+1(i,J) , and conse-
quently x ∈ RΛm. 
6.2. Monsters are good. Similar to the case of T0,2 we want to show that
there are continuum many strong partial clones with total part equal to Λ.
Let Nˆ := {n ∈ N | n ≥ 3}. Let n ∈ Nˆ and M ⊆ Nˆ \ {n} for the rest of this
section. We want to show that
pPolRΛn 6⊇
⋂
m∈M
pPolRΛm (6.2)
holds. We assume to the contrary, that (6.2) is false. This means that by
Theorem 2.1 we can write
RΛn := {x ∈ 2n+1 | xi ∈ RΛm for all i ∈ γm and m ∈M} (6.3)
with some auxiliary relations γm for all m ∈M . Furthermore, we can assume
that no condition is superfluous.
Lemma 6.5. Let m ≥ 3, i ∈ γm, and distinct j, j′ ∈ [m+ 1]. Then ij 6= ij′ .
Proof. Assume to the contrary that there are distinct j, j′ ∈ [m + 1] with
ij = ij′ .
There are a few cases distinguished by the size of the set [i]. For each
x ∈ [m+ 1] let tx := {y ∈ [m+ 1] | iy = ix}.
• |i| = 1. Since (0, . . . , 0), (1, . . . , 1) ∈ RΛm the condition xi ∈ RΛm is
superfluous in contradiction to the assumption for (6.3).
• |i| = 2. We have three subcases.
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– |t1| = 1. Let x := (0, . . . , 0, 1↑
i2
, 0, . . . , 0) ∈ RΛn . But we have
xi = (0, 1, . . . , 1) /∈ RΛm, i.e., this case can not appear in the
construction of RΛn .
– |t1| = 2. For each constraint λx,Y in the construction of RΛm we
have some y ∈ Y \ t1. Thus {x, y} ⊆ [m+ 1] \ t1, i.e., these coor-
dinates get identified. Therefore this constraint is superfluous.
Since this holds for every such constraint the complete condition
xi ∈ RΛm is superfluous.
– |t1| ≥ 3. Let {1, y2, y3} := Y ⊆ t1 with |Y | = 3. Let z :=
min([m+ 1] \ t1), and define x := (0, . . . , 0, 1↑
i1
, 0, . . . , 0) ∈ RΛn .
From RΛm ⊆ λm+1z,Y and (xi)(z,1,y2,y3) = (0, 1, 1, 1) /∈ λ41,{2,3,4} fol-
lows that xi /∈ RΛm. This contradicts x ∈ RΛn and therefore this
case can not happen.
• |i| ≥ 3.
Since there are distinct j, j′ ∈ [m + 1] with ij 6= ij′ there is some
x ∈ [m+ 1] with |t1 ∪ tx| ≥ 3.
Let t′ := t1 ∪ tx. Since |i| ≥ 3 we have t′ 6= [i], and thus the proof
for |i| = 2 and |t1| ≥ 3 works if we replace t1 by t′.

Corollary 6.6. Let m > n. Then γm = ∅.
Lemma 6.7. Let m < n and i ∈ γm. Then 1 /∈ [i].
Proof. Assume to the contrary, that 1 ∈ [i]. By Lemma 6.5 there are no
identifications, i.e., ij 6= ij′ for all distinct j, j′ ∈ [m+ 1].
There are two cases
• i1 = 1. We may assume w.l.o.g. that ix = x for all x ∈ [m+ 1].
We define x := (0, 1, . . . , 1︸ ︷︷ ︸
m
, 0, . . . , 0). Then xi = (0, 1, . . . , 1) /∈ RΛm
but x ∈ RΛn . Thus this contradicts (6.3).
• ij = 1 for some j ∈ [2,m+ 1]. W.l.o.g. let j = 2.
Let {u1, u2, u3} := {i1, i3, i4} with u1 < u2 < u3 and define
x := (0, 0, . . . , 0, 1
↑
u1
, 0, . . . , 0, 1
↑
u2
, 0, . . . , 0, 1
↑
u3
, 0, . . . , 0).
Then xi = (1, 0, 1, 1, 0, . . . , 0) /∈ RΛm since RΛm ⊆ λm+12,{1,3,4}. But x ∈
RΛn . Thus this contradicts (6.3).

Theorem 6.8. Let n ∈ Nˆ and M ⊆ Nˆ \ {n}.
Then pPolRΛn 6⊇
⋂
m∈M pPolR
Λ
m.
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Proof. From Corollary 6.6 and Lemma 6.7 follows that 1 /∈ [i] for all i ∈ γm and
m ∈M . Thus in the right hand side of (6.3) the variable x1 is inessential. But
this contradicts the fact, that this variables is essential in RΛn . Therefore (6.3)
is not true, and by Theorem 2.1 follows the statement of this theorem. 
Corollary 6.9. Let X,Y ⊆ Nˆ be non-empty sets. Then⋂
n∈X
pPolRΛn =
⋂
m∈Y
pPolRΛm ⇐⇒ X = Y.
From this follows that I has the cardinality of the continuum and with
I ⊆ IStr(Λ) we obtain the following statement.
Theorem 6.10. The interval IStr(Λ) has the cardinality of the continuum.
Theorem 6.11. The interval IStr(Λ∩T1) has the cardinality of the continuum.
Proof. We have c0 ∈ Λ\ (Λ∩T1). Thus Lemma 3.16 is applicable, and by 6.10
follows that IStr(Λ ∩ T1) has the cardinality of the continuum. 
7. Conclusion
Combining Theorems 5.9, 6.10, 6.11, 4.7, and 1.1 we obtain the Dichotomy
result for intervals of strong partial clones.
Theorem 7.1. Let C be a total Boolean clone.
Then IStr(C) is either finite or has the cardinality of the continuum. Fur-
thermore, IStr(C) is finite if and only if M ∩ T0 ∩ T1 ⊆ C or S ∩ T0 ∩ T1 ⊆ C.
7.1. Open questions. Does the dichotomy between finite intervals and in-
tervals of continuum cardinality also hold if we consider the clones on some set
A with |A| ≥ 3? Or, does there exist some finite set A and some total clone C
in Op(A) such that the interval IStr(C) is countably infinite? Another ques-
tion in this direction is concerning the two different intervals I(C) and IStr(C)
for some total clone C in Op(A). Clearly, |IStr(C)| ≤ |I(C)| holds. In the
Boolean case for each total clone C either both intervals are finite, or both
intervals have the cardinality of the continuum. But is this also the case for
every A with |A| ≥ 3?
For some subclones of L, and (in principle) all subclones of Λ and V ,
respectively, we have shown a strong relation between the intervals. Let
C ∈ {L,Λ, V } and D a total Boolean clone with D ⊆ C and D /∈ {C01,Ω1}.
Then there is some partial class T , such that
(X ∩ T ) ∪ Str(D) ⊆ (Y ∩ T ) ∪ Str(D) ⇐⇒ X ⊆ Y
and
(X ∩ T ) ∪ Str(D) ∈ IStr(D)
hold for all X,Y ∈ IStr(C). This means that there is some order-preserving
embedding of the interval IStr(C) into IStr(D). The author would be inter-
ested, if such an embedding is possible for all pairs of Boolean clones C and
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D with D ⊆ C? Since in this paper the structure of the lattice was used
explicitely, for example for the subclones of L, a more difficult question arises:
If the embedding is possible, can this be proven in general without directly
using the description of all clones? What about this statement for some A
with |A| ≥ 3?
The partial classes introduced in Section 3 are an equivalent of the classes
considered by Harnau in [9–11]. In there Harnau presents the Galois con-
nection and also describes the closure operator for the relation pairs. The
difference on the relational side between clones and strong partial clones is the
omission of the projection operator. Does this also work when switching from
classes to strong partial classes?
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Appendix A. Finite intervals of strong clones
In the Figures 2 and 3 we present the two finite intervals I⊆Str(M ∩ T0 ∩ T1)
and I⊆Str(S ∩ T0 ∩ T1), respectively. These were given in [8], but the drawings
have been improved to show the structure in a better way. The following short-
hand notation is used for some of these partial Boolean clones. All unlabeled
points can be written as the intersection of some of these.
Pa := pPol{a} for a ∈ {0, 1}
P01 := pPol{(0, 1)}
P≤ := pPol{(0, 0), (0, 1), (1, 1)}
Pa≤ := pPol{(a, 0, 0), (a, 0, 1), (a, 1, 1)} for a ∈ {0, 1}
P01≤ := pPol{(0, 1, 0, 0), (0, 1, 0, 1), (0, 1, 1, 1)}
Pλ := pPol{(0, 1), (1, 0)}
Paλ := pPol{(a, 0, 1), (a, 1, 0)} for a ∈ {0, 1}
P01λ := pPol{(0, 1, 0, 1), (0, 1, 1, 0)}
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Par(2)
P≤P0 P01 P1
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P0≤ P1≤
Figure 2. The interval I⊆Str(M ∩ T0 ∩ T1)
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P01λ
P0λ P1λ
Figure 3. The interval I⊆Str(S ∩ T0 ∩ T1)
