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Abstract
In this paper we study the existence of multiple solutions for the non-Abelian Chern–Simons–
Higgs (N ×N)-system:
∆ui = λ

 N∑
j=1
N∑
k=1
KkjKjie
ujeuk −
N∑
j=1
Kjie
uj

 + 4pi ni∑
j=1
δpij , i = 1, . . . , N ;
over a doubly periodic domain Ω, with coupling matrix K given by the Cartan matrix of
SU(N + 1), (see (1.2) below). Here, λ > 0 is the coupling parameter, δp is the Dirac measure
with pole at p and ni ∈ N, for i = 1, . . . , N. When N = 1, 2 many results are now available for
the periodic solvability of such system and provide the existence of different classes of solutions
known as: topological, non-topological, mixed and blow-up type. On the contrary for N ≥ 3,
only recently in [27] the authors managed to obtain the existence of one doubly periodic solution
via a minimisation procedure, in the spirit of [46] . Our main contribution in this paper is to
show (as in [46]) that actually the given system admits a second doubly periodic solutions of
“Mountain-pass” type, provided that 3 ≤ N ≤ 5. Note that the existence of multiple solutions
is relevant from the physical point of view. Indeed, it implies the co-existence of different non-
Abelian Chern–Simons condensates sharing the same set (assigned component-wise) of vortex
points, energy and fluxes. The main difficulty to overcome is to attain a “compactness” property
encompassed by the so called Palais–Smale condition for the corresponding “action” functional,
whose validity remains still open for N ≥ 6.
Key words: Chern–Simons–Higgs equations, doubly periodic solutions, mountain-pass so-
lution.
1 Introduction:
In recent years, the Chern–Simons forms proposed by Chern and Simons [12, 13] concerning sec-
ondary characteristic classes have played a very important role both in theoretical and applied
∗This work is supported by PRIN12: ”Variational and Perturbative Aspects in Nonlinear Differential Problems”,
PRIN15: ”Variational methods, with applications to problems in mathematical physics and geometry”, FIRB project:
”Analysis and Beyond”, MIUR Excellence Project: Department of Mathematics, University of Rome Tor Vergata,
CUP E83C18000100006”, National Natural Science Foundation of China under Grants 11671120 and 11471100, and
HASTIT(18HASTIT028).
1
sciences. In this respect we mention, knot invariants [19], Jones polynomial [58], quantum field
theory [4], string theory [42,59], high-temperature superconductivity [37,43,55,57], optics [7], and
condensed matter physics [32,49,50].
In superconductivity, Hong–Kim–Pac [28] and Jackiw–Weinberg [34] introduced the Chern–
Simons terms into the Abelian Higgs model to describe particles carrying both magnetic and electric
charges. In addition, in [28] and [34] the authors showed that, by neglecting the Maxwell term, one
could attain a self-dual BPS-regime (Bogomol’nyi [8] and Prasad–Sommerfield [48]) with a 6th-
order potential. Since then, many other physical Chern–Simons models have been introduced with
analogous features [6,9,23,29,33,38]. Starting with the work in [10,45,51–53,56], a rather complete
description of (electro-magntic) abelian Chern–Simons vortices is now available in literature, see
[54,61] for a detailed account.
However, more recently there has been a growing interest towards non-Abelian vortices con-
cerning particle interactions other than electro-magnetic ones (e.g. weak, strong, electro-weak etc).
Indeed within the general framework of Supersymmetry, it has been noted that non-Abelian vor-
tices assume a relevant role towards the delicate issue of “confinement”. With this point of view,
and after the “pure” non-Abelian Chern–Simons–Higgs model of Dunne [20–22], several other
models have been discussed in [18, 35, 36, 39, 40, 44, 47], which have introduced also genuinely new
non-Abelian ansatz in order to attain self-duality. In this way, one can reduce the equations of
motion governing non-Abelian Chern–Simons–Higgs vortices in the (self-dual) BPS-regime into the
following nonlinear elliptic system of PDE’s:
∆ui + λ

 n∑
j=1
Kjie
uj −
n∑
j=1
n∑
k=1
KkjKjie
ujeuk

 = 4pi ni∑
j=1
δpij , i = 1, · · · , n, (1.1)
with a suitable coupling matrix K = (Kij) determined by the physical model under consideration.
In (1.1), we have λ > 0 a coupling parameter and ni ∈ N is the number of assigned (vortex) points
pi1, . . . , pini (counted with multiplicity) for the i-th component, i = 1, . . . , n.
For the “pure” Chern–Simons–Higgs model in [20], the matrixK = (Kij) coincides with the Car-
tan matrix corresponding to the (non-Abelian) gauge group G describing the internal symmetries
of the model. Typically G admits a finite-dimensional semi-simple Lie algebra L and n = rank L.
For example, to the gauge group G = SU(N + 1) of rank N corresponds the following N × N
Cartan matrix K :
K ≡


2 −1 0 . . . . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . 0
...
. . .
. . .
. . .
...
0
. . . −1 2 −1
0 . . . 0 −1 2


. (1.2)
The first rigorous existence result about the system (1.1) in R2 is due to Yang [60], who uses
a direct minimisation approach to establishes a planar (topological) solution for a general class
of coupling matrices K, which include all possible choices of Cartan matrices. The existence of
non-topological planar solutions was pursued by a perturbation approach (in the spirit of [11]) for
the Lie-Algebras of rank 2 given respectively by A2, B2 and G2 in [2, 3], see also [14]. While, the
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existence of mixed-type planar SU(3)-vortices can be found in [15,16]. See also [30,31] for results
in the skew-symmetric case.
The periodic case was first dealt in [46], where the authors proved the existence of multiple
doubly periodic SU(3)-vortices, solution of (1.1)–(1.2) with N = 2. This result was extended
in [26], where (1.1) is considered with a general 2× 2 nonsingular coupling matrix K, including all
Cartan’s type. See also [41] for the construction of bubbling solutions.
However, when the system (1.1) involves three or more components over a doubly periodic
domain, then the results available are less satisfactory. In fact, only recently Han–Yang [27] were
able to extend the constraint-minimisation approach of [46] and established the existence of a
doubly periodic solution for the system (1.1)–(1.2) with N ≥ 3. A possible extension of [27] to the
system (1.1) with a more general n×n nonsingular coupling matrix K of Cartan-type, was claimed
in Han–Lin–Yang [25].
The aim of this paper is to show that actually (1.1)–(1.2) with N ≥ 3 admits a second doubly
periodic solution (other than the topological one in [27]), which we obtain via a min-max procedure
of “mountain-pass” type [1]. As already mentioned, the multiple solvability of the system (1.1) is
relevant from the physical point of view. Indeed, it indicates that (asymptotically) each “vacua”
states of the system may support a vortex configuration with the same set of vortex points (assigned
component-wise) at the same (qunatized) energy level. The main difficulty to apply a variational
approach to the “action” functional corresponding to (1.1) (see (2.17) below) is to show that it
satisfies a “compactness” property, expressed by the so called Palais–Smale (PS)-condition. Such
condition becomes rather involved when we deal with three or more components, which might allow
enough room for a compactness loss. We manage to resolve such a compactness issue for (1.1)–(1.2),
when N = 3, 4, 5, and prove the following:
Theorem 1.1 Consider the non-Abelian Chern–Simons–Higgs system (1.1) over a doubly periodic
domain Ω and with the matrix K in (1.2) (i.e the Cartan matrix of SU(N+1)). For N = 3, 4, 5 and
any given set of points pj1, . . . , pjnj (j = 1, . . . , N) on Ω repeated with multiplicity, there exists a
large constant λ1 > 0 such that when λ > λ1 the system (1.1) admits at least two distinct solutions.
Remark 1.1 The constant λ1 in our statement satisfies the following lower bound:
λ1 > λ0 ≡ 16pi|Ω|
N∑
i=1
N∑
j=1
(K−1)ijnj
N∑
i=1
N∑
j=1
(K−1)ij
. (1.3)
In fact the condition: λ > λ0 is necessary for the existence of a doubly periodic solution of (1.1)-
(1.2), as shown in [27].
The rest of our paper is organised as follows. In Section 2 we present the variational formulation
of the problem and furnish a new approach (different from [27]) to solve the associated constraint
equations for the system (1.1)–(1.2). In Section 3 we prove our main theorem by showing first that
the solution obtained in [27] corresponds to a local minimum for the “action” functional I in (2.17)
below, which we show then to admits a mountain-pass structure [1]. Section 4 is devoted to the
proof of the Palais–Smale-condition. The last section is a linear algebra Appendix which contains
useful facts needed in Section 2.
3
2 Variational formulation and resolution of the constraints
In this section, we carry out a variational formulation for (1.1) and solve the associated constrained
problem when K is the Cartan matrix (1.2) of SU(N + 1), with N ≥ 3. It is well known that K
in (1.2) is non-degenerate and positive definite.
Moreover by setting:
A ≡ K−1 = (aij)N×N , (2.1)
we easily check that,
ajk = akj =
1
N + 1
[
min{j, k}(N + 1−max{j, k})
]
, j, k = 1, . . . N. (2.2)
Let
rj ≡
N∑
k=1
ajk =
1
2
j(N + 1− j), j = 1, . . . , N (2.3)
and note that,
N∑
j=1
rj =
N(N + 1)(N + 2)
12
.
Furthermore, consistently with (2.3), it is convenient to set
rj = 0, for j ≤ 0 or j ≥ N + 1. (2.4)
Define,
R ≡ diag{r1, . . . , rN}. (2.5)
and let
M ≡ RKR =


2r21 −r1r2 0 . . . . . . 0
−r1r2 2r22 −r2r3 0 . . . 0
0 −r2r3 2r23 −r3r4 . . . 0
...
. . .
. . .
. . .
...
0
. . . −rN−2rN−1 2r2N−1 −rN−1rN
0 . . . 0 −rN−1rN 2r2N


. (2.6)
In what follows we replace the given unknown ui by its translation ui → ui + ln ri, which (by
an abuse of notation) we still denote by ui, namely:
ui → ui + ln ri, i = 1, . . . , N, (2.7)
with ri given by (2.3).
Furthermore we use the following notations:
u ≡ (u1, . . . , uN )τ , U ≡ diag
{
eu1 , . . . , euN
}
, U ≡ (eu1 , . . . , euN )τ , (2.8)
1 ≡ (1, . . . , 1)τ , s ≡
(
n1∑
s=1
δp1s , . . . ,
nN∑
s=1
δpNs
)τ
, (2.9)
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which help us to write (1.1) as follows:
∆u = λKUM(U− 1) + 4pis, (2.10)
once we take into account that,
M1 = R1. (2.11)
To find a doubly periodic solution of (1.1), we define the following background functions [5],
∆u0i = 4pi
ni∑
s=1
δpis −
4pini
|Ω| ,
∫
Ω
u0i dx = 0, (2.12)
and observe that eu
0
i ∈ L∞(Ω), ∀i = 1, . . . , N . We set ui = u0i + vi, i = 1, . . . , N , and we will use
the following N -vector notation:
v ≡ (v1, . . . , vN )τ , n ≡ (n1, . . . , nN )τ , 0 ≡ (0, . . . , 0)τ . (2.13)
In this way, the system (2.10) can be rewritten component-wise as follows:
∆vi = λ

 N∑
j=1
N∑
k=1
KjkKijrjrke
u0j+vjeu
0
k
+vk −
N∑
j=1
Kijrje
u0j+vj

+ 4pini|Ω| , i = 1, . . . , N. (2.14)
To formulate the system (2.14) in a variational form, as in [25], we rewrite (2.14) equivalently
as follows:
∆Av = λUM(U− 1) + b|Ω| , (2.15)
where, the matrices A and M are defined in (2.1) and (2.6) respectively, and we have set:
b ≡ (b1, . . . , bN )τ with bj = 4pi
N∑
k=1
ajknk > 0, j = 1, . . . , N. (2.16)
Since the matrices A andM defined in (2.1) are symmetric, we obtain a variational formulation
for the system (2.15), by considering the following (action) functional:
I(v) =
1
2
2∑
i=1
∫
Ω
∂iv
τA∂ivdx+
λ
2
∫
Ω
(U− 1)τM(U− 1)dx+ 1|Ω|
∫
Ω
bτvdx. (2.17)
Indeed, the functional (2.17) is well-defined and of class C1 on the Hilbert (product) space
(W 1,2(Ω))N considered with the usual norm:
‖w‖2 = ‖w‖22 + ‖∇w‖22 =
N∑
i=1
∫
Ω
(w2i + |∇wi|2)dx,
for any w = (w1, . . . , wN )
τ , wi ∈W 1,2(Ω), i = 1, . . . , N.
It is easy to check that every critical point of I in (W 1,2(Ω))N defines a (weak) solution for
(2.15). Although I is not bounded from below, we show that it admits a local minimum.
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To this purpose, it is useful to consider a constrained minimization problem, firstly introduced
in [10] for the abelian Chern–Simons–Higgs equation, and subsequently refined in [27, 46] for the
non-Abelian Chern–Simons–Higgs system (1.1). The main difficulty to pursue such a constraint
approach is to show that the given “natural” constraints are actually uniquely solvable with respect
to the mean value of each component.
To be more precise, we use the decomposition: W 1,2(Ω) = R⊕ W˙ 1,2(Ω), where,
W˙ 1,2(Ω) ≡
{
w ∈W 1,2(Ω)
∣∣∣∣∣
∫
Ω
wdx = 0
}
is a closed subspace of W 1,2(Ω). Therefore, for any vi ∈ W 1,2(Ω), we set vi = ci + wi, with
wi ∈ W˙ 1,2(Ω), and ci = 1|Ω|
∫
Ω vidx, i = 1, . . . , N. Consequently, the integration of (2.14) over Ω
gives the following natural constraints:
2rje
2cj
∫
Ω
e2(u
0
j+wj)dx− ecj
∫
Ω
eu
0
j+wj
(
1 + rj−1e
cj−1eu
0
j−1+wj−1 + rj+1e
cj+1eu
0
j+1+wj+1
)
dx
+
bj
λrj
= 0, j = 1, . . . , N. (2.18)
Clearly, for any w = (w1, . . . , wN )
τ with wi ∈ W˙ 1,2(Ω) i = 1, . . . , N , the equations (2.18) are
solvable with respect to ecj only if,(∫
Ω
eu
0
j+wj
(
1 + rj−1e
cj−1eu
0
j−1+wj−1 + rj+1e
cj+1eu
0
j+1+wj+1
)
dx
)2
≥ 8bj
λ
∫
Ω
e2(u
0
j+wj)dx,
j = 1, . . . , N. (2.19)
On the other hand, (2.19) can be ensured by requiring that,
(∫
Ω
eu
0
j+wjdx
)2
≥ 8bj
∫
Ω e
2(u0j+wj)dx
λ
, j = 1, . . . , N. (2.20)
Thus, we define the admissible set:
A ≡
{
(w1, . . . , wN )
τ
∣∣∣wj ∈ W˙ 1,2(Ω) satisfies (2.20), ∀j = 1, . . . , N} . (2.21)
Therefore, for any w ∈ A , to get a solution of (2.18), it is equivalent to show that,
ecj =
1
4rj
∫
Ω e
2(u0j+wj)dx

Qj − (−1)εj
√
Q2j −
8bj
∫
Ω e
2(u0j+wj)dx
λ

 , j = 1, . . . , N, (2.22)
admits a (unique) solution, with fixed εj ∈ {0, 1} and,
Qj ≡
∫
Ω
eu
0
j+wj
(
1 + rj−1e
cj−1eu
0
j−1+wj−1 + rj+1e
cj+1eu
0
j+1+wj+1
)
dx. (2.23)
In [25] the above equations (2.22) are shown to be uniquely solvable when one takes εj = 1,∀j =
1, . . . , N . In what follows, we shall handle such a uniqueness solvability issue of (2.22), for any
choice of εj ∈ {0, 1}.
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To this purpose we set tj = e
cj > 0, j = 1, . . . N and we show that, for any assigned εj ∈ {0, 1},
the N -system of equations:
tj − 1
4rj
∫
Ω e
2(u0j+wj)dx
[
Qˆj − (−1)εj
√
Qˆ2j −
8bj
λ
∫
Ω
e2(u
0
j+wj)dx
]
= 0, j = 1, . . . , N, (2.24)
admits a unique non-degenerate solution, smoothly depending on (w1, . . . , wN ), where
Qˆj ≡
∫
Ω
eu
0
j+wj
(
1 + rj−1tj−1e
u0j−1+wj−1 + rj+1tj+1e
u0j+1+wj+1
)
dx. (2.25)
For fixed εj ∈ {0, 1}, j = 1, . . . , N we set:
ε = (ε1, . . . , εN ), (2.26)
and for s ∈ [0, 1] we consider the following one-parameter family of functions
φj,s(tj−1, tj , tj+1, εj)
≡ tj − 1
4rj
∫
Ω e
2(u0j+wj)dx
[
Q˜j(s)− (−1)εj
√
Q˜2j(s)−
8bj
λ
∫
Ω
e2(u
0
j+wj)dx
]
≡ tj − ϕj,s(tj−1, tj+1, εj), j = 1, . . . , N, (2.27)
where
Q˜j(s) ≡
∫
Ω
eu
0
j+wj (1 + srj−1tj−1e
u0j−1+wj−1 + srj+1tj+1e
u0j+1+wj+1)dx. (2.28)
We set,
Φs,ε(t1, . . . , tN ) =
(
φ1,s(t1, t2, ε1), φ2,s(t1, t2, t3, ε2), . . . , φN,s(tN−1, tN , εN )
)
. (2.29)
In what follows, we always use C to denote a universal positive constant whose value may
change from line to line.
Lemma 2.1 There exists a constant C > 1, such that for given ε = (ε1, . . . , εN ) with εj ∈ {0, 1},
s ∈ [0, 1], and (t1, . . . , tN ) satisfying: Φs,ε(t1, . . . , tN ) = 0, we have:
1
C
1(∫
Ω e
2(u0
j
+wj)dx
)1/2 ≤ tj ≤ C(∫
Ω e
2(u0
j
+wj)dx
)1/2 , j = 1, . . . , N. (2.30)
Proof. To establish (2.30) we observe that, tj > 0, ∀ j = 1, . . . , N , and by setting:
uj = u
0
j + wj + ln tj , j = 1, . . . , N,
we see that uj satisfies
2r2j
∫
Ω
e2ujdx− srj−1rj
∫
Ω
euj−1+ujdx− srjrj+1
∫
Ω
euj+uj+1dx− rj
∫
Ω
eujdx ≤ 0,
∀j = 1, . . . , N and s ∈ [0, 1].
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Since M in (2.6) is positive definite, with the help of Ho¨lder’s inequality and in view of the
notation (2.8), we find constants α0 > 0, β0 > 0 such that,
α0
N∑
j=1
∫
Ω
e2ujdx ≤
∫
Ω
UτMUdx ≤
N∑
j=1
rj
∫
Ω
eujdx
≤ |Ω| 12
N∑
j=1
rj
(∫
Ω
e2ujdx
)1
2
≤ β0

 N∑
j=1
∫
Ω
e2ujdx


1
2
. (2.31)
Hence (2.31) implies that, ∫
Ω
e2ujdx ≤ C, j = 1, . . . , N (2.32)
from which we readily get,
tj ≤ C(∫
Ω e
2(u0j+wj)dx
)1/2 , j = 1, . . . , N.
To obtain the reverse inequality, in view of (2.32), we can estimate
Qˆj =
∫
Ω
eu
0
j+wj(1 + srj−1tj−1e
u0j−1+wj−1 + srj+1tj+1e
u0j+1+wj+1)dx
≤
(∫
Ω
e2u
0
j+2wjdx
)1
2
(
|Ω| 12 + rj−1
(∫
Ω
e2uj−1dx
)1
2
+ rj+1
(∫
Ω
e2uj+1dx
)1
2
)
≤ C
(∫
Ω
e2u
0
j+2wjdx
) 1
2
, (2.33)
for suitable C > 0 (depending only on rj , j = 1, . . . , N).
In case εj = 1, then we can use (2.21) to derive:
tj ≥
∫
Ω e
u0j+wjdx
4rj
∫
Ω e
2u0j+2wjdx
≥
√
8bj
λ
1
4rj
(∫
Ω e
2u0j+2wjdx
) 1
2
and (2.36) is established in this case.
In case εj = 0, then we can use (2.24) to deduce:
tj ≥ bj
λrj
1∫
Ω e
u0j+wj(1 + rj−1euj−1 + rj+1euj+1)dx
≥ bj
λrj
1
C
1(∫
Ω e
2u0j+2wjdx
) 1
2
and (2.36) follows in this case as well. 
As a consequence of Lemma 2.1, we can take R≫ 1 sufficiently large, such that the topological
degree of Φs,ε on ΩR = {(t1, . . . , tN ) : 0 < tj < R, j = 1, . . . , N} is well defined for every s ∈ [0, 1]
and for every ε = (ε1, . . . , εN ) with εj ∈ {0, 1}, j = 1, . . . , N .
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By the homotopy invariance of the topological degree we find
deg(Φs=1,ε,ΩR, 0) = deg(Φs,ε,ΩR, 0) = deg(Φs=0,ε,ΩR, 0)
On the other hand, for any given (w1, . . . , wN ) ∈ A , we have: Φs=0,ε(t1, . . . , tN ) = (t1−a1, . . . , tN−
aN ) with
aj =
1
4rj
∫
Ω e
2(u0j+wj)dx
×
×

∫
Ω
eu
0
j+wjdx+ (−1)εj
√(∫
Ω
eu
0
j
+wjdx
)2
− 8bj
λ
∫
Ω
e2(u
0
j
+wj)dx

 , (2.34)
j = 1, . . . , N . Thus, we obtain that,
deg(Φs=0,ε,ΩR, 0) = 1.
As a consequence, deg(Φs=1,ε,ΩR, 0) = 1 and we conclude that, for any given (w1, . . . , wN ) ∈ A
the system (2.24) admits at least one solution.
To show that such a solution is actually unique and depends smoothly on (w1, . . . , wN ), we
show that ∀ s ∈ [0, 1] every solution of the equation:
Φs,ε = 0 (2.35)
is actually non-degenerate. More precisely the following holds:
Theorem 2.1 For every (w1, . . . , wN ) ∈ A , ε = (ε1, . . . , εN ), εj ∈ {0, 1}, j = 1, . . . , N and
s ∈ [0, 1], every solution of the equation (2.35) is nondegenerate.
Proof. By the above calculation for Φs=0,ε, we see that the claim obviously holds for s = 0. So
we are left to consider the case where 0 < s ≤ 1. To this purpose, we compute the Jacobian of Φs,ε.
According to (2.27) and (2.36), we easily find that
∂φj,s
∂tj
= 1 and
∂Φs,ε
∂t
=


1
∂φ1,s
∂t2
0 · · · · · · 0
∂φ2,s
∂t1
1
∂φ2,s
∂t3
0 · · · 0
0
∂φ3,s
∂t2
1
∂φ3,s
∂t4
· · · 0
...
. . .
. . .
. . .
...
· · · . . . ∂φN−1,s∂tN−2 1
∂φN−1,s
∂tN
0 · · · · · · 0 ∂φN,s∂tN−1 1


. (2.36)
As above, by setting uj = u
0
j +wj + ln tj, j = 1, . . . , N , we find,
∂φj,s
∂tj+1
= −srj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx
4rj
∫
Ω e
2(u0j+wj)dx
×
×

1− (−1)εj
∫
Ω e
u0j+wj(1 + srj−1e
uj−1 + srj+1e
uj+1)dx√(∫
Ω e
u0j+wj (1 + srj−1euj−1 + srj+1euj+1)dx
)2 − 8bjλ ∫Ω e2(u0j+wj)dx

 . (2.37)
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Therefore, if we use (2.27) we derive,
∂φj,s
∂tj+1
=
(−1)εjstjrj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx√(∫
Ω e
u0j+wj(1 + srj−1euj−1 + srj+1euj+1)dx
)2 − 8bjλ ∫Ω e2(u0j+wj)dx
, (2.38)
j = 1, . . . , N . Similarly, we find:
∂φj,s
∂tj−1
=
(−1)εjstjrj−1
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx√(∫
Ω e
u0j+wj(1 + srj−1euj−1 + srj+1euj+1)dx
)2 − 8bjλ ∫Ω e2(u0j+wj)dx
, (2.39)
j = 1, . . . , N .
At this point, we are going to use the (linear algebra) results of the Appendix A, in order to
show that det
∂Φs,ε
∂t > 0. To this purpose, from (2.36), (2.38) and (2.39), we see that the Jacobian
of Φs,ε admits the same structure of the matrix T
(N)
1 defined in (A.2) of the Appendix, with
βj,1 = (−1)εjαj,1 and βj,2 = (−1)εjαj,2, j = 1, . . . , N (2.40)
and
αj,1 =
stj−1rj−1
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx√(∫
Ω e
u0j+wj(1 + srj−1euj−1 + srj+1euj+1)dx
)2 − 8bjλ ∫Ω e2(u0j+wj)dx
, (2.41)
αj,2 =
stj+1rj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx√(∫
Ω e
u0j+wj(1 + srj−1euj−1 + srj+1euj+1)dx
)2 − 8bjλ ∫Ω e2(u0j+wj)dx
. (2.42)
Therefore, the assumptions (A.8) and (A.9) of the Appendix are satisfied. Furthermore, con-
cerning the coefficients αj,1 and αj,2, defined in (2.41)–(2.42) j = 1, . . . , N, we observe that, since
(w1, . . . , wN ) ∈ A , then for s ∈ (0, 1] we can estimate:(∫
Ω
eu
0
j+wj(1 + stj−1rj−1e
u0j−1+wj−1 + stj+1rj+1e
u0j+1+wj+1)dx
)2
>
8bj
λ
∫
Ω
e2(u
0
j+wj)dx+
(
stj−1rj−1
∫
Ω
eu
0
j+wj+u
0
j−1+wj−1dx+ stj+1rj+1
∫
Ω
eu
0
j+wj+u
0
j+1+wj+1dx
)2
.
Consequently, by using the above estimate, for every s in (0, 1] we have:
0 < αj,2 <
tj+1rj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx
tj−1rj−1
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx+ tj+1rj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx
≡ 1− τj ≤ 1
with
τj =
tj−1rj−1
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx
tj−1rj−1
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx+ tj+1rj+1
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx
∈ [0, 1],
and in turn,
0 < αj+1,1 <
tjrj
∫
Ω e
u0j+wj+u
0
j+1+wj+1dx
tjrj
∫
Ω e
u0j+wj+u
0
j−1+wj−1dx+ tj+2rj+2
∫
Ω e
u0j+wj+u
0
j+2+wj+2dx
≡ τj+1.
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In other words, for j = 1, . . . , N , the coefficients αj,1 and αj,2 in (2.41), (2.42) satisfy also the
assumption (A.19) of Theorem A.1 of the Appendix, and therefore we may conclude that,
det
∂Φs,ε
∂t
= F
(1)
N > 0
and the proof is completed.
Corollary 2.1 For every (w1, . . . , wN )
τ ∈ A , ε = (ε1, . . . , εN ) with εj ∈ {0, 1}, j = 1, . . . , N and
s ∈ [0, 1], the equation:
Φs,ε(t1, . . . , tN ) = 0,
admits a unique (non-degenerate) solution, smoothly depending on (w1, . . . , wN ).
Proof. It is clear that, for s = 0 the given statement follows form (2.34). Furthermore, by the
Implicit Function Theorem, there exists δ > 0 sufficiently small, such that for s ∈ [0, δ), problem
(2.35) admits a unique (non-degenerate) solution. Let
s0 ≡ sup
{
σ ∈ [0, 1]
∣∣∣ such that (2.35) admits a unique solution ∀s ∈ [0, σ]} . (2.43)
We claim that, s0 = 1.
While it is clear that s0 > 0, if by contradiction, we suppose that s0 < 1, then there would exist
s0 < sn < 1 and t
(1)
n 6= t(2)n ∈ RN such that,
Φsn,ε(t
(2)
n ) = Φsn,ε(t
(1)
n ) = 0
sn ց s0 as n→ +∞.
By virtue of Lemma 2.1, we can pass to a subsequence if necessary, to find that,
t(i)n → t(i) and Φs0,ε(t(i)) = 0, i = 1, 2.
By the non-degeneracy of t(i), i = 1, 2, (as given by Theorem 2.1), we can first rule out the possibility
that, t(1) 6= t(2). Indeed, if this was the case, then by the Implicit Function Theorem, for sufficiently
small δ > 0, and for s ∈ (0, 1) such that: s0 − δ < s < s0 we would get that the equation (2.35)
would admit at least two solutions, in contradiction with the definition of s0 in (2.43). Thus,
t(1) = t(2) = t, and this would be again impossible, since the Implicit Function Theorem implies
local uniqueness for solutions of (2.35) around (s0, t). 
3 Existence of multiple solutions
In this section we show that system (2.14) admits at least two distinct solutions provided that the
parameter λ is sufficiently large and N = 3, 4, 5. For this purpose, by following [27,46], we consider
the constrained functional
J(w) ≡ I(w + c+(w)), w ∈ A , (3.1)
where c+(w) is the unique solution of the constraint equations (2.18) with all εj = 1, j = 1, . . . , N,
(see Corollary 2.1). By minimizing the the constrained functional J(w) in A , the authors of [27]
establish the following:
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Proposition 3.1 ( [27]) There exists λ > 0 such that for every λ > λ the functional J in (3.1)
attains its minimum value at the point wλ which belongs to the interior of A . Namely,
J(wλ) = inf
A
J(w)
and v∗λ = wλ + c+(wλ) defines a critical point for I in (2.17).

By setting, c∗λ = c+(wλ) = (c
∗
1,λ, . . . , c
∗
N,λ)
τ we may write,
v∗λ = (v
∗
1,λ, . . . , v
∗
N,λ)
τ = (c∗1,λ + w1,λ, . . . , c
∗
N,λ + wN,λ)
τ . (3.2)
We will show that actually v∗λ is a local minimum for I in (2.17).
Lemma 3.1 The solution v∗λ = (v
∗
1,λ, . . . , v
∗
N,λ)
τ of (2.14), as given by (3.2), defines a local mini-
mum for functional I in (2.17).
Proof. For fixed w ∈ A , we denote by c∗(w) = (c∗1(w), . . . , c∗N (w)) the unique solution of (2.22)
with εj = 1, ∀j = 1 . . . , N, as given by Corollary 2.1. For c = (c1, . . . , cN )τ ∈ RN we easily check
that,
∂
∂cj
I(w + c)
∣∣∣
c=c∗(w)
=
∂
∂cj
I(w1 + c1, . . . , wN + cN )
∣∣∣
c=c∗(w)
= 0, j = 1, . . . , N. (3.3)
Moreover, by a straightforward computation we find:
∂2
∂c2j
I(w1 + c1, . . . , wN + cN )
= λ
∫
Ω
rje
u0j+cj+wj
(
4rje
u0j+cj+wj − 1− rj−1eu
0
j−1+cj−1+wj−1 − rj+1eu
0
j+1+cj+1+wj+1
)
dx,
j = 1, . . . , N, (3.4)
and
∂2
∂cjck
I(w1 + c1, . . . , wN + cN ) =
∂2
∂ckcj
I(w1 + c1, . . . , wN + cN ),
= −λrjrk
∫
Ω
eu
0
j+cj+wj+u
0
k
+ck+wkdx, for k ∈ {j − 1, j + 1} and j = 1, . . . , N, (3.5)
while,
∂2
∂cjck
I(w1 + c1, . . . , wN + cN ) =
∂2
∂ckcj
I(w1 + c1, . . . , wN + cN ) = 0,
for k /∈ {j − 1, j + 1} and j = 1, . . . , N. (3.6)
By setting v∗ = w + c∗(w) = (v∗1 , . . . , v
∗
N )
τ , then by the definition of c∗(w) and (2.22), we see
that,
∂2
∂c2j
I(v∗1 , . . . , v
∗
N )
= λ
[(∫
Ω
rje
u0j+v
∗
j
(
1 + rj−1e
u0j−1+v
∗
j−1 + rj+1e
u0j+1+v
∗
j+1
)
dx
)2
− 8bjr
2
j
∫
Ω e
2(u0j+v
∗
j )dx
λ
] 1
2
,
∀j = 1, . . . , N. (3.7)
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In particular from (3.4)–(3.7) we conclude that,
∂2
∂c2j
I(v∗1 , . . . , v
∗
N ) +
∂2
∂cjcj−1
I(v∗1 , . . . , v
∗
N )
+
∂2
∂cjcj+1
I(v∗1 , . . . , v
∗
N ) > 0, ∀ j = 1, . . . , N. (3.8)
Hence from (3.8) we infer that, for any given w in A , the Hessian matrix of I(w+c), as a function
of c = (c1, . . . , cN ), is a strictly diagonally dominant tri-diagonal matrix at the point c = c
∗(w),
and therefore it is strictly positive-definite. In particular this property holds for wλ the minimun
point of J in (3.1).
Therefore we conclude that, for δ > 0 sufficiently small and for (v1, . . . , vN )
τ = (w1+c1, . . . , wN+
cN )
τ satisfying:
N∑
i=1
‖vi − v∗i,λ‖ ≤ δ, (3.9)
we have that (w1, . . . , wN )
τ belongs to the interior of A and also (by the smooth dependence of
c∗(w) with respect to w (see Corollary 2.1)) that the vector c = (c1, . . . , cN ) is sufficiently close to
c∗(w) to guarantee that,
I(v1, . . . , vN ) = I(w1 + c1, . . . , wN + cN ) ≥ I(w + c∗(w)) = J(w)
As a consequence, for any v satisfying (3.9), we have:
I(v) ≥ inf
w∈A
J(w) = I(vλ
∗)
and the proof is completed. 
To proceed further, we need the following “compactness” property of I.
Proposition 3.2 Let 3 ≤ N ≤ 5 and {(v1,n, . . . , vN,n)τ} ∈ (W 1,2(Ω))N be such that,
I(v1,n, . . . , vN,n)→ a0 as n→ +∞, (3.10)
‖I ′(v1,n, . . . , vN,n)‖∗ → 0 as n→ +∞., (3.11)
where a0 is a constant and ‖ · ‖∗ denotes the norm of the dual space of (W 1,2(Ω))N . Then
(v1,n, . . . , vN,n) admits a strongly convergent subsequence in (W
1,2(Ω))N .
Using a standard terminology, Proposition 3.2 asserts that the functional I satisfies the Palais–
Smale (PS)-condition. We suspect that such property should hold also when N ≥ 6.
We provide the proof of Proposition 3.2 in the following section.
Based on Proposition 3.2, we can carry out the proof of Theorem 1.1 and obtain a second
solution of (2.14) (other than (v∗1,λ, . . . , v
∗
N,λ)
τ in (3.2)) by a Mountain-pass construction.
To this purpose, we need to reduce to the case where we know that v∗λ is a strict local minimum
of I. Indeed, if on the contrary, for small δ > 0, we have:
inf
N∑
j=1
‖vi−v∗i,λ‖=δ
I(v1, . . . , vN ) = I(v
∗
1,λ, . . . , v
∗
N,λ),
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then we conclude, from Corollary 1.6 of [24], that the functional I admits a one parameter family
of degenerate local minimizers, and a second solution of (2.14) is certainly guaranteed in this case.
Thus, we can assume that v∗λ = (v
∗
1,λ, . . . , v
∗
N,λ)
τ is a strict local minimum for I. So that for
sufficiently small δ > 0, we have that,
I(v∗1,λ, . . . , v
∗
N,λ) < inf
N∑
j=1
‖vi−v∗i,λ‖=δ
I(v1, . . . , vN ) ≡ γ0. (3.12)
On the other hand, we easily check that,
I(v∗1,λ − ξ, . . . , v∗N,λ − ξ)→ −∞ as ξ → +∞.
Therefore, for a sufficiently large ξ0 > 1, we let
vˆi ≡ v∗j,λ − ξ0, j = 1, . . . , N,
and conclude that,
N∑
j=1
‖vˆj − v∗j,λ‖ > δ (3.13)
and
I(vˆ1, . . . , vˆN ) < I(v
∗
1,λ, . . . , v
∗
N,λ)− 1. (3.14)
We introduce the set of paths,
P ≡
{
Γ(t)
∣∣∣Γ ∈ C ([0, 1], (W 1,2(Ω))N) , Γ(0) = (v∗1,λ, . . . , v∗N,λ)τ , Γ(1) = (vˆ1, . . . , vˆ2)τ}
and define:
a0 ≡ inf
Γ∈P
sup
t∈[0,1]
I(Γ(t)).
Clearly,
a0 > I(v
∗
1,λ, . . . , v
∗
N,λ). (3.15)
and in view of Proposition 3.2, we can use the “Mountain-pass” theorem of Ambrosetti-Rabinowitz
[1] to obtain that a0 defines a critical value of the functional I, to which it corresponds to a critical
point different from (v∗1,λ, . . . , v
∗
N,λ)
τ . Thus the proof of Theorem 1.1 is completed. 
4 The (PS)-condition for N = 3, 4, 5.
We devote this section to establish the (PS)-condition.
Let {(v1,n, . . . , vN,n)} be a sequence in (W 1,2(Ω))N satisfying (3.10)–(3.11) and denote by,
uj,n = u
0
j + vj,n, j = 1, . . . , N,
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where u0j is given by (2.12). In what follows, we always use the decomposition:
vj,n = cj,n + wj,n, wj,n ∈ W˙ 1,2(Ω), cj,n = 1|Ω|
∫
Ω
vj,ndx, j = 1, . . . , N,∀n ∈ N. (4.1)
By recalling (2.3) and (2.4) , we note that,
2rj − rj−1 − rj+1 = 1 ∀ j = 1, . . . , N, (4.2)
and (4.2), allow us to obtain the following:
I ′(v1,n, . . . , vN,n)(φ1, . . . , φN )
=
N∑
j,k=1
ajk
∫
Ω
∇wk,n · ∇φjdx+ λ
N∑
j=1
∫
Ω
rje
uj,n
(
2rj(e
uj,n − 1)− rj−1(euj−1,n − 1)
−rj+1(euj+1,n − 1)
)
φjdx+
1
|Ω|
N∑
j=1
∫
Ω
bjφjdx
=
N∑
j,k=1
ajk
∫
Ω
∇wk,n · ∇φjdx+ λ
N∑
j=1
∫
Ω
rje
uj,n(2rje
uj,n − rj−1euj−1,n − rj+1euj+1,n)φjdx
−λ
N∑
j=1
rj
∫
Ω
euj,nφjdx+
1
|Ω|
N∑
j=1
∫
Ω
bjφjdx
= o(1)‖φ‖, ∀φ = (φ1, . . . , φN ) ∈ (W 1,2(Ω))N . (4.3)
Thus, by taking (φ1, . . . , φN ) = (1, 0, . . . , 0), . . . , (0, . . . , 0, 1) separately in (4.3), we find:
λ
∫
Ω
[
2r2j e
2uj,n − rjrj−1euj,n+uj−1,n − rjrj+1euj,n+uj+1,n − rjeuj,n
]
dx+ bj
= λ
∫
Ω
[
2r2j e
uj,n(euj,n − 1)− rjrj−1euj,n(euj−1,n − 1)− rjrj+1euj,n(euj+1,n − 1)
]
dx+ bj
= o(1), j = 1, . . . , N. (4.4)
Hence by using still (4.2), we can sum up the identities (4.4) over j = 1, . . . , N, and arrive at the
following identity:
λ
∫
Ω
(Un − 1)τM(Un − 1)dx+ λ
N∑
j=1
rj
∫
Ω
euj,ndx
−N(N + 1)(N + 2)
12
λ|Ω|+
N∑
j=1
bj = o(1), (4.5)
with
Un = (e
u1,n , . . . , euN,n)τ .
Since the matrix M is positive definite, from (4.5) we see that, as n→ +∞:∫
Ω
(Un − 1)τM(Un − 1)dx ≤ N(N + 1)(N + 2)
12
|Ω|+ o(1), (4.6)∫
Ω
euj,ndx ≤ N(N + 1)(N + 2)
12
|Ω|+ o(1), j = 1, . . . , N. (4.7)
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By Jensen’s inequality, from (4.1), (4.6) and (4.7), we have:
ecj,n ≤ N(N + 1)(N + 2)
12
+ o(1), j = 1, . . . , N. (4.8)
In addition, from (4.6) and (4.7), we derive that∫
Ω
(eu
0
j+vj,n − 1)2dx ≤ C, j = 1, . . . , N, (4.9)∫
Ω
e2u
0
j+2vj,ndx ≤ C, j = 1, . . . , N. (4.10)
for some suitable constant C > 0.
Therefore, if we take (φ1, . . . , φN ) = (w1,n, . . . , wN,n) in (4.3), in view of (4.8)–(4.10), we find
positive constants β1 > 0 and β2 > 0 such that,
o(1)
N∑
i=1
‖∇wj,n‖2
≥ I ′(v1,n, . . . , vN,n)[(w1,n, . . . , wN,n)]
=
N∑
j,k=1
aij
∫
Ω
∇wj,n · ∇wj,ndx+ λ
N∑
j=1
∫
Ω
rje
uj,n(2rje
uj,n − rj−1euj−1,n − rj+1euj+1,n)wj,ndx
−λ
N∑
j=1
rj
∫
Ω
euj,nwj,ndx
≥ β1
N∑
j=1
‖∇wj,n‖22 + λ
N∑
j=1
∫
Ω
2r2j e
uj,n
[
eu
0
j+cj,n(ewj,n − 1) + eu0j+cj,n
]
wj,ndx
−λ
N∑
j=1
∫
Ω
rjrj+1e
uj,n+uj+1,n(wj,n + wj+1,n)dx− λ
N∑
j=1
rj
∫
Ω
euj,nwj,ndx
≥ β1
N∑
j=1
‖∇wj,n‖22 − β2
N∑
j=1
‖∇wj,n‖2 − λ
N∑
j=1
rjrj+1
∫
Ω
euj,n+uj+1,n(wj,n + wj+1,n)dx. (4.11)
At this point, our main effort will be to obtain an uniform estimate for the term:∫
Ω e
uj,n+uj+1,n(wj,n + wj+1,n)dx, for every j = 1, . . . , N .
We start by showing that wj,n is uniformly bounded in L
p, for any p > 1.
To this purpose, for fixed j ∈ {1, · · · , N} we take:
φk =


0 k /∈ {j − 1, j, j + 1}
−ϕ k = j − 1, j + 1
2ϕ k = j
,
and from (4.3) we obtain:∫
Ω
∇wj,n · ∇ϕdx+ λ
∫
Ω
[
4r2j e
2uj,n − 2r2j−1e2uj−1,n − 2r2j+1e2uj+1,n + rj−1rj−2euj−1,n+uj−2,n
+rj+1rj+2e
uj+1,n+uj+2,n − rj−1rjeuj−1,n+uj,n − rjrj+1euj,n+uj+1,n + 2rjeuj,n − rj−1euj−1,n
−rj+1euj+1,n
]
ϕdx+
1
|Ω|(2bj − bj−1 − bj+1)
∫
Ω
ϕdx = o(1)‖ϕ‖, ∀ϕ ∈W 1,2(Ω). (4.12)
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For any 1 < q < 2, we know that,
‖∇wj,n‖q = sup
{∫
Ω
∇wj,n · ∇ϕdx, ∀ϕ ∈W 1,p(Ω) :
∫
Ω
ϕdx = 0, ‖∇ϕ‖p = 1; 1
p
+
1
q
= 1
}
(4.13)
and every ϕ in (4.13) satisfies: ‖ϕ‖+ ‖ϕ‖∞ ≤ C, for suitable C > 0.
Thus, from (4.12) and (4.13) we derive:
‖∇wj,n‖q ≤ Cq, for some Cq > 0.
As a consequence, for any p ≥ 1, there exists Cp > 0 such that:
‖wj,n‖p ≤ Cp, ∀n ∈ N and j = 1, . . . , N. (4.14)
Next, in (4.3) we take φj = ϕ ∈ W 1,2(Ω) for every j = 1, . . . , N , and by simple calculations,
we get,
∫
Ω
∇
( N∑
j,k=1
ajkwj,n
)
· ∇ϕdx+ λ
N∑
j=0
∫
Ω
(rje
uj,n − rj+1euj+1,n)2ϕdx
+λ
N∑
j=1
(
−rj
∫
Ω
euj,nϕdx+
bj
|Ω|
∫
Ω
ϕdx
)
= o(1)‖ϕ‖,
and since
N∑
k=1
ajk = rj, we find:
∫
Ω
∇
( N∑
j=1
rjwj,n
)
· ∇ϕdx+ λ
∫
Ω

 N∑
j=0
(rje
uj,n − rj+1euj+1,n)2 −
N∑
j=0
rje
uj,n

ϕdx
+
N∑
j=1
bj
|Ω|
∫
Ω
ϕdx = o(1)‖ϕ‖, ∀ϕ ∈W 1,2(Ω). (4.15)
Therefore, we can choose ϕ =
( N∑
j=1
rjwj,n
)+
in (4.15), and in view of (4.14) we find,
∥∥∥∇( N∑
j=1
rjwj,n
)+∥∥∥
2
≤ C. (4.16)
As usual, we have denoted by f+(x) = max{f(x), 0} the positive part of f = f(x).
More generally we define:
W (j)n =
N∑
k=j
rkwk,n and Wˆ
(j)
n =
N+1−j∑
k=1
rkwk,n,
with rj in (2.3)–(2.4), and show the following:
Lemma 4.1 If 3 ≤ N ≤ 5, then
‖∇(W (j)n )+‖2 ≤ C and ‖∇(Wˆ (j)n )+‖2 ≤ C, ∀j = 1, . . . , N. (4.17)
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Proof. If j = 1 then (4.17) reduces to (4.16). Hence we take j ≥ 2 and proceed by induction.
Note that, by the symmetry:
rj = rN+1−j , j ∈
{
1, . . . ,
[N + 1
2
]}
. (4.18)
it suffices to prove the uniform estimate for W
(j)
n as the one for Wˆ
(j)
n follows similarly.
Next, we observe that,
∀ j = 1, . . . , N, (2 + rj)2 < 8(1 + rj) if and only if 1 ≤ N ≤ 5, (4.19)
and (4.19) is the exact reason for which we need the restriction on N ∈ {3, 4, 5}.
To check (4.19), observe that it is equivalent to:
rj < 2(1 +
√
2) ∀j = 1, . . . , N, (4.20)
and by (4.18) it suffices to check it only for 1 ≤ j ≤ [N+12 ]. But for such j’s the value of rj is
increasing with respect to j, and so (4.19) holds if and only if r[N+1
2
] < 2(1 +
√
2).
If N = 2k is even then [N+12 ] = k and rk =
k(k+1)
2 , while for N = 2k + 1 odd we have: [
N+1
2 ] =
k + 1 and rk+1 =
(k+1)2
2 . Hence (4.20) holds if and only if k = 0, 1, 2, namely, N = 1, 2, 3, 4, 5, as
claimed.
Next, we illustrate the induction scheme for j = 2, where we use (4.3) with φ1 = −r2ϕ,
φ2 = (1 + r1)ϕ and φk = ϕ ∀ k = 3, . . . , N . We obtain:∫
Ω
∇W (2)n · ∇ϕdx+ λ
∫
Ω
(−2r2r21e2u1,n + (r2 − (1 + r1))eu1,n+u2,n)ϕdx
+λ
∫
Ω
(2(1 + r1)r
2
2e
2u2,n − (2 + r1)r2r3eu2,n+u3,n + r23e2u3,n)ϕdx
+λ
∫
Ω
(
N∑
k=3
(rke
uk,n − rk+1euk+1,n)2
)
ϕdx = o(1)‖ϕ‖. (4.21)
Thus, by using (4.19) with j = 1, we let:
µ1 =
(
2(1 + r1)− (2 + r1)
2
4
)
r22 > 0
and rewrite (4.21) as follows:∫
Ω
∇W (2)n · ∇ϕdx+ λ
∫
Ω
(
−2r2r21 +
(r2 − (1 + r1))2
4µ1
)
e2u1,nϕdx
+λ
∫
Ω
[(
r2 − (1 + r1)
2
√
µ1
eu1,n +
√
µ1e
u2,n
)2
+
(
2 + r1
2
r2e
u2,n − r3eu3,n
)2]
ϕdx
+λ
∫
Ω
(
N∑
k=3
(rke
uk,n − rk+1euk+1,n)2
)
ϕdx = o(1)‖ϕ‖.
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Therefore, by choosing ϕ = (W
(2)
n )+ in (4.21) and by recalling (4.8), we obtain:
‖∇(W (2)n )+‖22 ≤ C
(∫
Ω
e2w1,n(W (2)n )
+dx+ 1
)
≤ C
(∫
Ω∩{w1,n≥0}
e
2
r1
(r1w1,n+(W
(2)
n )
+)
(W (2)n )
+dx+ 1
)
≤ C

∫
Ω∩{w1,n≥0}
e
2
r1
(
N∑
j=1
rjwj,n)+
(W (2)n )
+dx+ 1


≤ C

∫
Ω
e
2
r1
(
N∑
j=1
rjwj,n)+
(W (2)n )
+dx+ 1

 .
At this point, by virtue of (4.14) and (4.16), we can use the Moser–Trudinger inequality (see [5]),
to conclude that, ∫
Ω
e
2
r1
(W
(1)
n )
+
(W (2)n )
+dx ≤ C,
and we arrive at the desired conclusion.
Next, let us carry out our induction procedure, so for j ≥ 3 we assume that,
‖∇(W (j−1)n )+‖2 ≤ C, (4.22)
and we are left to prove that a similar estimate holds for (W
(j)
n )+.
To this purpose, we are going to use (4.3) with φj−1 = −rjϕ, φj = (1 + rj−1)ϕ, φk = 0 for
1 ≤ k ≤ j − 2 and φk = ϕ for k ≥ j + 1, and obtain the following:∫
Ω
∇W (j)n · ∇ϕdx+ λ
∫
Ω
(− 2rjr2j−1e2uj−1,n + (rj − (1 + rj−1))euj−1,n+uj,n)ϕdx
+λ
∫
Ω
(
2(1 + rj−1)r
2
j e
2uj,n − (2 + rj−1)rjrj+1euj,n+uj+1,n + r2j+1e2uj+1,n
)
ϕdx
+λ
∫
Ω

 N∑
k=j+1
(rke
uk,n − rk+1euk+1,n)2

ϕdx = o(1)‖ϕ‖.
Exactly as above, by using (4.19) and by letting:
µj−1 =
(
2(1 + rj−1)− (2 + rj−1)
2
4
)
r22 > 0, σj =
(rj − (1 + rj−1))2
4µj−1
+ 2rjr
2
j−1 > 0, (4.23)
we find:∫
Ω
∇W (j)n · ∇ϕdx+ λ
∫
Ω
(
−σje2uj−1,n +
(
rj − (1 + rj−1)
2
√
µj−1
euj−1,n +
√
µj−1e
uj,n
)2)
ϕdx
+λ
∫
Ω
(
2 + rj−1
2
rje
uj,n − rj+1euj+1,n
)2
ϕdx
+λ
∫
Ω

 N∑
k=j+1
(rke
uk,n − rk+1euk+1,n)2

ϕdx = o(1)‖ϕ‖.
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Therefore, by taking ϕ = (W
(j)
n )+ we derive:
‖∇(W (j)n )+‖22 ≤ C
(∫
Ω
e2wj−1,n(W (j)n )
+dx+ 1
)
≤ C
(∫
Ω∩{wj−1,n≥0}
e
2
rj−1
(rj−1wj−1,n+(W
(j)
n )
+)
(W (j)n )
+dx+ 1
)
≤ C
(∫
Ω
e
2
rj−1
(W
(j−1)
n )
+
(W (j)n )
+dx+ 1
)
≤ C,
and the last estimate follows as above, from the induction hypothesis (4.21), (4.14) and the Moser–
Trudinger inequality [5].
Again by the symmetry (4.18), we can argue similarly simply by replacing in the above argu-
ments each index involved, say k, with N + 1− k and obtain:
‖∇(Wˆ (j)n )+‖2 ≤ C, ∀j = 1, . . . , N
and the proof is completed.

At this point, we observe that: r1w1,n+r2w2,n = Wˆ
(N−1)
n and r1w1,n = Wˆ
(N)
n ; while, rN−1wN−1,n+
rNwN,n =W
(N−1)
n and rNwN,n =W
(N)
n . Thus, from Lemma 4.1, we obtain in particular that,
‖∇(r1w1,n + r2w2,n)+‖2 + ‖∇(rN−1wN−1,n + rNwN,n)+‖2 ≤ C, (4.24)
and
‖∇w+1,n‖2 + ‖∇w+N‖2 ≤ C. (4.25)
More generally there holds:
Lemma 4.2 For N = 3, 4, 5 we have:
‖(rjwj,n + rj+1wj+1,n)+‖ ≤ C, ∀ j = 1, . . . , N. (4.26)
Proof. For N = 3, (4.26) follows already from (4.14), (4.24) and (4.25). So we let, N ≥ 4 and
set,
Zn =
N−1∑
k=2
rkwk,n. (4.27)
CLAIM 1:
‖∇(Zn)+‖2 ≤ C. (4.28)
To establish (4.28) we apply (4.3) with φ1 = −r2ϕ, φ2 = (1 + r1)ϕ, φN−2 = (1 + rN−3)ϕ,
φN−1 = (1+ rN )ϕ and φN = −rN−1ϕ. Note that for N = 4 the definition above is consistent since
φ2 = (1 + r1)ϕ = (1 + rN−3)ϕ = φN−2.
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For N = 4 we have that, r1 = r4 = 2 and r2 = r3 = 3, so we obtain:∫
Ω
∇Zn · ∇ϕdx+ λ
∫
Ω
[
− 2r21r2e2u1,n − (1 + r1 − r2)r1r2eu1,n+u2,n + 2(1 + r1)(r2eu2,n − r3eu3,n)2
−2r3r24e2u4,n + (1 + r4 − r3)r23r4eu3,n+u4,n
]
ϕdx
=
∫
Ω
∇Zn · ∇ϕdx− 24λ
∫
Ω
(e2u1,n + e2u4,n)ϕdx+ 6λ
∫
Ω
(r2e
u2,n − r3eu3,n)2ϕdx
= o(1)‖ϕ‖.
Hence, by taking ϕ = (Zn)
+, and by using (4.25) and the Moser–Trudinger inequality as above,
we derive:
‖∇(Zn)+‖22 ≤ C
∫
Ω
(e2w1,n + e2w4,n)(Zn)
+dx ≤ C
∫
Ω
(e2w
+
1,n + e2w
+
4,n)(Zn)
+dx ≤ C
and (4.28) follows for N = 4.
For N = 5, we have:
r1 = r5 =
5
2
, r2 = r4 = 4, r3 =
9
2
, (4.29)
and in this case from (4.3) we obtain:∫
Ω
∇Zn · ∇ϕdx+ λ
∫
Ω
[− 2r21r2e2u1,n − (1 + r1 − r2)r1r2eu1,n+u2,n]ϕdx
+λ
∫
Ω
[
2(1 + r1)r
2
2e
2u2,n − (2 + r1 + r2)r2r3eu2,n+u3,n + 2(1 + r2)r23e2u3,n
]
ϕdx
+λ
∫
Ω
[
2(1 + r5)r
2
4e
2u4,n − (2 + r2 + r5)r3r4eu3,n+u4,n − 2r4r25e2u5,n
+r4r5(r4 − (1 + r5))eu4,n+u5,n
]
ϕdx
=
∫
Ω
∇Zn · ∇ϕdx− 18λ
∫
Ω
(e2u1,n + e2u5,n)ϕdx+ 5λ
∫
Ω
(eu1,n+u2,n + eu4,n+u5,n)ϕdx
+λ
∫
Ω
[2(1 + r1)r
2
2e
2u2,n − (2 + r1 + r2)r2r3eu2,n+u3,n + (1 + r2)r23e2u3,n ]ϕdx
+λ
∫
Ω
[2(1 + r1)r
2
2e
2u4,n − (2 + r1 + r2)r2r3eu3,n+u4,n + (1 + r2)r23e2u3,n ]ϕdx
= o(1)‖ϕ‖.
At this point, we observe that, (2 + r1 + r2)
2 ≤ 8(1 + r1)(1 + r2), and so we can check that the
terms within the brackets in the last two integrals above are positive.
As a consequence for ϕ = (Zn)
+, arguing as above we find:
‖∇(Zn)+‖22 ≤ C
∫
Ω
(e2w
+
1,n + e2w
+
5,n)(Zn)
+dx ≤ C,
and Claim 1 is established for N = 5 as well.
CLAIM 2: If N = 5 then,
‖∇(rjwj,n + rj+1wj+1,n)+‖2 ≤ C, j = 2, 3. (4.30)
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To establish (4.30), we observe that, from Lemma 4.1 and (4.28), we have:
‖∇(rjwj,n + rj+1wj+1,n + rj+2wj+2,n)+‖2 ≤ C, j = 1, 2, 3. (4.31)
So, for j = 2, 3, we can take φj−1 = −rjϕ, φj = (1 + rj−1)ϕ, φj+1 = (1 + rj+2)ϕ, φj+2 = −rj+1ϕ,
in (4.3) and obtain:∫
Ω
∇(rjwj,n + rj+1wj+1,n) · ∇ϕdx+ λ
∫
Ω
[
− 2r2j−1rje2uj−1,n
−(1 + rj−1 − rj)rj−1rjeuj−1,n+uj,n + 2(1 + rj−1)r2j e2uj,n − (2 + rj−1 + rj+1)rjrj+1euj,n+uj+1,n
+2(1 + rj+2)r
2
j+1e
2uj+1,n − (1 + rj+2 − rj+1)rj+1rj+2euj+1,n+uj+2,n
−2rj+1r2j+2e2uj+2,n + rj+1rj+2rj+3euj+2,n+uj+3,n
]
ϕdx = o(1)‖ϕ‖. (4.32)
Now notice that, for j = 2, 3 we have:
1 + rj−1 − rj = 2j −N
2
= −(1 + rj+2 − rj+1)
and by (4.29) we can check directly that,
(2 + rj−1 + rj+2)
2 < 16(1 + rj−1)(1 + rj+2). (4.33)
Hence (4.32) can be expressed as follows:∫
Ω
∇(rjwj,n + rj+1wj+1,n) · ∇ϕdx− 2λ
∫
Ω
(r2j−1rje
2uj−1,n + rj+1r
2
j+2e
2uj+2,n)ϕdx
+λ
N − 2j
2
∫
Ω
(rj−1rje
uj−1,n+uj,n − rj+1rj+2euj+1,n+uj+2,n)ϕdx
+λ
∫
Ω
[
2(1 + rj−1)r
2
j e
2uj,n − (2 + rj−1 + rj+2)rjrj+1euj,n+uj+1,n + 2(1 + rj+2)r2j+1e2uj+1,n
]
ϕdx
+λrj+1rj+2rj+3
∫
Ω
euj+2,n+uj+3,nϕdx = o(1)‖ϕ‖.
Consequently, for j = 2, we set:
ε1 =
(
2(1 + r4)− (2 + r1 + r4)
2
8(1 + r1)
)
r23 > 0
(recall (4.33)) and find:∫
Ω
∇(r2w2,n + r3w3,n) · ∇ϕdx− 2λ
∫
Ω
(
r21r2e
2u1,n + r3r
2
4
(
1 +
r3
32ε1
)
e2u4,n
)
ϕdx
+λ
∫
Ω
(1
2
r1r2e
u1,n+u2,n + r3r4r5e
u4,n+u5,n
)
ϕdx
+λ
∫
Ω
(√
2(1 + r1)r2e
u2,n − 2 + r1 + r4
2
√
2(1 + r1)
r3e
u3,n
)2
ϕdx
+λ
∫
Ω
(√
ε1e
u3,n − r3r4
4
√
ε1
eu4,n
)2
ϕdx = o(1)‖ϕ‖.
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Thus, by taking ϕ = (r2w2,n + r3w3,n)
+, we can estimate:
‖∇(r2w2,n + r3w3,n)+‖22
≤ C
(∫
Ω
e2w1,n(r2w2,n + r3w3,n)
+dx+
∫
Ω
e2w4,n(r2w2,n + r3w3,n)
+dx
)
+ C1
≤ C
(∫
{w1,n≥0}
er1w1,n(r2w2,n + r3w3,n)
+dx+
∫
{w4,n≥0}
er4w4,n(r2w2,n + r3w3,n)
+dx
)
+ C2
≤ C
(∫
Ω
(
e(r1w1,n+r2w2,n+r3w3,n)
+
+ e(r2w2,n+r3w3,n+r4w4,n)
+)
(r2w2,n + r3w3,n)
+dx
)
+ C2
≤ C
as it follows from (4.31) and again by using (4.14) together with the Moser–Trudinger inequality.
Thus (4.30) is established for j = 2.
For j = 3, we argue similarly and for,
ε2 =
(
2(1 + r2)− (2 + r2 + r5)
2
8(1 + r5)
)
r23 > 0
we obtain: ∫
Ω
∇(r3w3,n + r4w4,n) · ∇ϕdx− 2λ
∫
Ω
[
r22r3
(
1 +
r3
32ε2
)
e2u2,n + r4r
2
5e
2u5,n
]
ϕdx
+
λ
2
r4r5
∫
Ω
eu4,n+u5,nϕdx+ λ
∫
Ω
(
r3
2 + r2 + r5
2
√
2(1 + r5)
eu3,n −
√
2(1 + r5)r4e
u4,n
)2
ϕdx
+λ
∫
Ω
(
√
ε2e
u3,n − r2r3
4
√
ε2
eu2,n)2ϕdx = o(1)‖ϕ‖.
As above, for ϕ = (r3w3,n + r4w4,n)
+ we obtain the following estimate:
‖∇(r3w3,n + r4w4,n)+‖22 ≤ C
∫
Ω
(e2w2,n + e2w5,n)(r3w3,n + r4w4,n)
+dx+ C1
≤ C
(∫
{w2,n≥0}
er2w2,n(r3w3,n + r4w4,n)
+dx+
∫
{w5,n≥0}
er5w5,n(r3w3,n + r4w4,n)
+dx
)
+ C2
≤ C
(∫
Ω
(e(r2w2,n+r3w3,n+r4w4,n)
+
+ e(r3w3,n+r4w4,n+r5w5,n)
+
)(r3w3,n + r4w4,n)
+dx
)
+ C2
≤ C,
and (4.30) is established. Thus, the proof of (4.26) is completed. 
The Proof of Proposition 3.2:
According to (4.8) and Lemma (4.2), for j = 1, . . . , N , we can estimate:∫
Ω
euj,n+uj+1,n(wj,n + wj+1,n)dx ≤ C1 (
∫
{wj,n≥0}}∩{wj+1,n≥0}
ewj,n+wj+1,n(wj,n + wj+1,n)dx ) + C2
≤ C1 (
∫
{wj,n≥0}}∩{wj+1,n≥0}
e(rjwj,n+rj+1wj+1,n)
+
(wj,n + wj+1,n)dx ) + C2 ≤ C,
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where the last estimates follows as above, by (4.14), Lemma 4.2 and the Moser–Trudinger inequality.
At this point, by virtue of (4.11) we may conclude also that,
N∑
j=1
‖∇wj,n‖22 ≤ C.
In particular, along a subsequence, as n→ +∞, we may conclude that,
wj,n → wj weakly in W 1,2(Ω) and strongly in Lp(Ω),
ewj,n → ewj strongly in Lp(Ω), for p > 1.
Moreover, from (4.4), we derive that, (along a subsequence) there holds:
e2cj,n
∫
Ω
e2u
0
j+2wj,ndx→ Lj > 0, as n→ +∞,
with a suitable Lj > 0.
Consequently, by setting:
cj =
1
2
log(
Lj∫
Ω e
2u0j+2wjdx
) and vj = wj + cj ,
as n→ +∞, we have:
vj,n → vj, eu
0
j+vj,n → eu0j+vj strongly in Lp(Ω) for p > 1, ∀j = 1, . . . , N.
Therefore, from (4.15), we get:
N∑
j,k=1
ajk
∫
Ω
∇(wj,n − wj) · ∇(wk,n − wk)dx
= I ′(v1,n, . . . , vN,N )(v1,n − v1, . . . , vN,n − vN ) + o(1)
= o(1)

 N∑
j=1
‖∇(wj,n − wj)‖2 + 1

 , asn→ +∞
which implies that,
wj,n → wj strongly in W 1,2(Ω), asn→ +∞, ∀j = 1, . . . , N,
and the proof is completed.
A Appendix of Linear Algebra
For N ≥ 2 and for j = 1, . . . , N we let,
βj,1 ∈ R for j = 2, . . . , N, βj,2 ∈ R for j = 1, . . . , N − 1 and setβ1,1 = 0 = βN,2. (A.1)
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Given 1 ≤ k ≤ l ≤ N , we define the square (l − k + 1)× (l − k + 1) matrix T (k)l as follows:
T
(k)
l = (tj,s)j,s=k,...,l with tj,s = βj,1δ
s
j−1 + δ
s
j + βj,2δ
s
j+1 (A.2)
where,
δsp =
{
1, s = p
0, s 6= p
is the usual Kronecker symbol.
Notice that, if k = l then T
(l)
l = 1, while in general the matrix T
(k)
l is expressed in terms of the
quantities:
(βk,2, βk+1,1, βk+1,2, . . . , βl−1,1, βl−1,2, βl,1). (A.3)
We wish to identify the determinant of T
(k)
l , i.e. detT
(k)
l .
To this purpose we define the quantities F
(k)
l via a recursive formula, starting with the case k = l,
where we set,
F
(l)
l = 1. (A.4)
For k > l we define F
(k)
l as follows:
F
(l+1)
l = 1 and F
(k)
l = 0 ∀ k ≥ l + 2. (A.5)
More importantly, for 1 ≤ k ≤ l recursively we set:
F
(k)
l = 1−
l∑
j=k
βj+1,1βj,2F
(j+2)
l
= 1−
l∑
j=k
βj+1,1βj,2

1− l∑
k=j+2
βk+1,1βk,2
(
1−
l∑
s=k+2
βs+1,1βs,2(1− · · · )
)
 (A.6)
so that,
F
(l−1)
l = 1− βl,1βl−1,2, F (l−2)l = 1− βl−2,2βl−1,1 − βl−1,2βl,1
and so on.
Remark A.1 In view of (A.5), it suffices to take the summation in (A.6) up to the index k = l−1,
instead of l as indicated there.
Notice that the value of F
(k)
l depends on the same terms of the matrix T
(k)
l , as specified in
(A.3). In fact, the following holds:
Lemma A.1 For 1 ≤ k ≤ l ≤ N we have:
detT
(k)
l = F
(k)
l . (A.7)
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Proof. We proceed by induction on k. In fact for k = l, in view of (A.5), we see that (A.7) is
obviously satisfied. Thus, we assume that for 1 ≤ k ≤ l − 1, there holds:
detT
(j)
l = F
(j)
l ∀ j ∈ {k + 1, . . . , l}.
To check (A.7), we observe that,
detT
(k)
l = detT
(k+1)
l − βk+1,1βk,2 detT (k+2)l .
Thus, by the induction hypothesis, we find that,
detT
(k)
l = F
(k+1)
l − βk+1,1βk,2F (k+2)l = F (k)l
and the proof is complete. 
To proceed further, we need to be more specific about our choice of β’s in (A.1). More precisely
we let,
βj,1 = (−1)εj,1αj,1, εj,1 ∈ {0, 1}, αj,1 ≥ 0, j = 2, . . . , N, (A.8)
βj,2 = (−1)εj,2αj,2, εj,2 ∈ {0, 1}, αj,2 ≥ 0, j = 1, . . . , N − 1, andα1,1 = 0 = αN,2. (A.9)
Lemma A.2 Assume (A.8) and (A.9). Then, for given 1 ≤ k ≤ l ≤ N there holds:
∂F
(k)
l
∂αj+1,1
= −(−1)εj,2+εj+1,2αj,2F (j+2)l F (k)j−1, (A.10)
∂F
(k)
l
∂αj,2
= −(−1)εj,2+εj+1,1αj+1,1F (j+2)l F (k)j−1. (A.11)
Proof. First of all, by virtue of (A.5), we can check that, for 1 ≤ j < k we have: F (k)j−1 = 0.
Similarly, for l ≤ j ≤ N we have F j+2l = 0. So, for such choice of indices, we have:
∂F
(k)
l
∂αj+1,1
= 0 =
∂F
(k)
l
∂αj,2
consistently with the definition of F
(k)
l . Hence we let, 1 ≤ k < l and for j ∈ {k, . . . , l − 1}
we are going to verify (A.10) and (A.11) by an induction argument on k. Actually, we provide the
details only for (A.10), as (A.11) follows similarly.
For k = l − 1 we see that,
F
(l−1)
l−1 = 1− (−1)εl−1,1+εl,1αl−1,2αl,1,
and in this case we have only the choice of j = k = l − 1. Hence,
∂F
(k)
l
∂αj+1,1
=
∂F
(l−1)
l−1
∂αl,1
= (−1)εl−1,1+εl,1αl−1,2,
which gives exactly (A.10), since in this case we have:
F
(j+2)
l = F
(l+2)
l = 1 and F
(k)
j−1 = F
(l−1)
l−2 = 1.
Next, we take k ∈ {1, . . . , l− 2} and by induction we assume that, for j ∈ {k+1, . . . , l− 1} the
identity (A.10) holds for
∂F
(k)
l
∂αj+1,1
.
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For k ≤ j < l, we write,
F
(k)
l = 1−
j−1∑
s=k
(−1)εs,2+εs+1,1αs,2αs+1,1F (s+2)l − (−1)εj,2+εj+1,1αj,2αj+1,1F
(j+2)
l
−
l∑
s=j+1
(−1)εs,2+εs+1,1αs,2αs+1,1F (s+2)l
with the understanding that, when j = k then the first summation term above is dropped. We
compute:
∂F
(k)
l
∂αj+1,1
= −
j−1∑
s=k
(−1)εs,2+εs+1,1αs,2αs+1,1
∂F
(s+2)
l
∂αj+1,1
− (−1)εj,2+εj+1,1αj,2F (j+2)l .
Hence, by virtue of the induction assumption we find:
∂F
(k)
l
∂αj+1,1
= −
(
1−
j−1∑
s=k
(−1)εs,2+εs+1,1αs,2αs+1,1F (s+2)j−1
)
(−1)εj,2+εj+1,1αj,2F (j+2)l
= −(−1)εj,2+εj+1,1αj,2F (j+2)l F (k)j−1
as claimed. 
Remark A.2 Note that the term F
(j+2)
l F
(k)
j−1 on the right-hand side of (A.10) and (A.11) is inde-
pendent of αj,2 and αj+1,1. Therefore if such term vanishes then F
(k)
l is independent of both αj,2
and αj+1,1.
Proposition A.1 Let i ∈ {1, . . . , N − 1} and let k, l ∈ N be such that k ≤ i ≤ l ≤ N . We have:
i) if εi,2 + εi+1,1 = 0 ( mod2 ) then F
(k)
l = F
(k)
l |εi,2=0=εi+1,1 ; (A.12)
ii) if εi,2 + εi+1,1 = 1 and F
(i+2)
l F
(k)
i−1 ≥ 0 then F (k)l ≥ F (k)l |εi,2=0=εi+1,1 . (A.13)
Although it is intuitively clear, we wish to clarify the notation adopted in (A.12) and (A.13)
before presenting the proof of Proposition A.1. We have set,
F
(k)
l
∣∣
εi,2=0=εi+1,1
= det(T
(k)
l,i ), (A.14)
where,
T
(k)
l,i = (t
i
j,s)j,s=k,...,l with (A.15)
t
i
j,s = tj,s (defined in (A.2)) for j /∈ {i, i + 1}, (A.16)
t
i
i,s = (−1)εi,1αi,1δsi−1 + δsi + αi,2δsi+1, (A.17)
t
i
i+1,s = αi+1,1δ
s
i + δ
s
i+1 + (−1)εi+1,2αi+1,2δsi+2. (A.18)
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Proof of Proposition A.1
In order to establish (A.12), we proceed by induction on k. Indeed, if k = i then
F
(i)
l = F
(i+1)
l − (−1)εi,2+εi+1,1αi,2αi+1,1F (i+2)l = F (i+1)l − αi,2αi+1,1F (i+2)l ,
as follows by the assumption: εi,2 + εi+1,1 = 0 ( mod2 ).
Since neither F
(i+1)
l nor F
(i+2)
l depends on the terms αi,2 and αi+1,1 (recall (A.4)), we see that,
F
(i)
l = F
(i)
l |εi,2=0=εi+1,1 .
Next, for 1 ≤ k < i, suppose that
F
(s)
l = F
(s)
l |εi,2=0=εi+1,1 , ∀ s ∈ {k + 1, . . . , l}.
To establish that the same identity also holds for s = k, we observe that,
F
(k)
l = F
(k+1)
l − (−1)εk,2+εk+1,1αk,2αk+1,1F
(k+2)
l
= F
(k+1)
l
∣∣
εi,2=0=εi+1,1
− αk,2αk+1,1F (k+2)l
∣∣
εi,2=0=εi+1,1
= F
(k)
l
∣∣
εi,2=0=εi+1,1
,
where the last identity is a consequence of the definition in (A.14)–(A.18).
To prove (A.13), we use the derivation formulae (A.10) and (A.11) which under the given
assumptions imply that F
(k)
l is increasing separately with respect to αi,2 and αi+1,1. In other
words, in case εi,2 = 0 and εi+1 = 1 we have that:
F
(k)
l ((−1)εk,2αk,2, . . . , αi,2,−t, (−1)εi+1,2αi+1,2, . . . , (−1)εl,1αl,1)
≥ F (k)l ((−1)εk,2αk,2, . . . , αi,2, t, (−1)εi+1,2αi+1,2, . . . , (−1)εl,1αl,1)
and (A.13) follows by taking t = αj+1,1. Similarly, if εi,2 = 1 and εi+1 = 0 then,
F
(k)
l ((−1)εk,2αk,2, . . . , αi,1,−t, αi+1,1, . . . , αl,1)
≥ F (k)l ((−1)εk,2αk,2, . . . , αi,1, t, αi+1,1, . . . , αl,1), ∀ t ∈ R,
and in this case (A.13) follows by taking t = αi,2.

The main purpose of this Appendix is to establish the following result:
Theorem A.1 Let 1 ≤ k ≤ l ≤ N and assume that (A.8) and (A.9) hold.
For given τj ∈ [0, 1] j = 1, . . . , l, we suppose that,
0 ≤ αj,2 < 1− τj and 0 ≤ αj+1,1 < τj+1 j = k, . . . , l − 1, (A.19)
then
detT
(k)
l = F
(k)
l > 0. (A.20)
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The proof will be given in several steps. Firstly, we proceed to prove (A.20) in case:
εj,2 = 0 = εj+1,1 ∀, j = k, . . . , l − 1. (A.21)
Thus, we let T
(k)
l,0 be the matrix defined in (A.2)–(A.3) with εj,i satisfying (A.21), namely
T
(k)
l,0 =


1 αk,2 0 0 · · · 0
αk+1,1 1 αk+1,2 0 · · · 0
0 αk+2,1 1 αk+2,2 0 0
...
. . .
. . .
. . .
...
0
. . . αl−1,1 1 αl−1,2
0 · · · · · · 0 αl,1 1


, (A.22)
and set
F
(k)
l,0 = detT
(k)
l,0 . (A.23)
Furthermore, for 0 ≤ τj ≤ 1, and j = k, . . . , l, we introduce the matrix:
T
(k)
l = (tjs)j,s=k,...,l (A.24)
with
tjs = τjδ
s
j−1 + δ
s
j + (1− τj)δsj+1 (A.25)
and set,
F
(k)
l = detT
(k)
l = 1−
l∑
j=k
τj+1(1− τj)F (j+2)l . (A.26)
Concerning F
(k)
l we have the following:
Lemma A.3 Let 1 ≤ k ≤ l ≤ N then
F
(k)
l (τk, . . . , τl) ≥ 0, ∀ τj ∈ [0, 1], j = k, . . . , l. (A.27)
Moreover,
F
(k)
l (0, τk+1, . . . , τl−1, 1) = 0. (A.28)
Proof. We can establish (A.28) simply by observing that F
(k)
l (0, τk+1, . . . , τl−1, 1) coincides
with the determinant of the matrix,

1 1 0 0 · · · 0
τk+1 1 1− τk+1 0 · · · 0
0 τk+2 1 1− τk+2 0 0
...
. . .
. . .
. . .
...
0
. . . τl−1 1 1− τl−1
0 · · · 0 1 0


,
which is clearly singular. Indeed, the sum of the odd columns coincides with the sum of the even
columns and it is given by the column with all entries equal to 1. Hence we have the linear
dependence of the column-vectors and (A.28) follows.
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To establish (A.27) we proceed by induction on n ∈ N, with 0 ≤ l − k ≤ n. Indeed, for n = 1
then either k = l and F
(l)
l = 1 or k = l − 1 and
F
(l−1)
l (τl−1, τl) = 1− τl(1− τl−1) ≥ 0.
Thus, we assume that n > 1 and suppose that,
F
(s)
m (τm, . . . , τs) ≥ 0 ∀m, s ∈ N : 0 ≤ m− s ≤ n− 1. (A.29)
Hence, for l ≥ 3 and l − k = n, we need to prove that F (k)l ≥ 0. To this purpose we observe that,
F
(k)
l = F
(k+1)
l − τk+1(1− τk)F
(k+2)
l = F
(k+1)
l−1 − τl(1− τl−1)F
(k+1)
l−2 − τk+1(1− τk)F
(k+2)
l .
According to our induction assumption (A.29), we see that F
(k+1)
l−2 ≥ 0 and F (k+2)l ≥ 0 and therefore,
F
(k)
l ≥ F (k+1)l−1 − τk+1F (k+2)l − (1− τl−1)F (k+1)l−2 = F (k)l (0, τk+1, . . . , τl−1, 1) = 0
and (A.27) is established.

Lemma A.4 Let 1 ≤ k < l ≤ N and assume (A.19). Then
F
(k)
l ≥ F
(k)
l,0 > F
(k)
l ≥ 0. (A.30)
Proof. Again we proceed by induction on n ∈ N, such that 1 ≤ l − k ≤ n. Hence for n = 1,
by direct inspection we easily check that (A.30) holds for k = l − 1. Hence we let n > 1, and by
induction we assume that,
F (s)m ≥ F (s)m,0 > F
(s)
m ≥ 0 ∀m, s ∈ N : 1 ≤ m− s ≤ n− 1, (A.31)
and we are left to show that (A.30) holds also when l ≥ 3 and
l − k = n. (A.32)
From (A.31) and (A.32) we see that,
F
(j)
l > 0 F
(k)
j−1 > 0, ∀ k + 1 ≤ j ≤ l, (A.33)
so we can use Proposition A.1 to conclude that F
(k)
l ≥ F (k)l,0 .
To establish the second (strict) inequality in (A.30), we use the derivation formulae (A.10)–
(A.11). In view of (A.33) we find:
∂F
(k)
l,0
∂αk,2
= −αk+1,1F (k+2)l F (k)k−1 = −αk+1,1F (k+2)l < 0
so that,
F
(k)
l,0 (αk,2, αk+1,1, . . . , αl,1) > F
(k)
l,0 (1− τk, αk+1,1, . . . , αl,1).
30
Furthermore,
∂
∂αk+1,1
(
F
(k)
l,0 (1− τk, αk+1,1, . . . , αl,1)
)
= −(1− τk)F (k+2)l < 0,
which implies,
F
(k)
l,0 (1− τk, αk+1,1, αk+1,2 . . . , αl,1) > F (k)l,0 (1− τk, τk+1, αk+1,2 . . . , αl,1).
Thus, by observing that, for k < j ≤ l we have:
∂
∂αj,2
(
F
(k)
l,0 (1− τk, τk+1, 1− τk+1, . . . , τj , αj,2, . . . , αl,1)
)
=
∂F
(k)
l,0
∂αj,2
(1− τk, τk+1, 1− τk+1, . . . , τj , αj,2, . . . , αl,1)
= −αj+1,1F (j+2)l F
(k)
j−1 < 0
then we can proceed inductively as above, to conclude that,
F
(k)
l,0 (αk,2, αk+1,1, αk+1,2, . . . , αl,1) > F
(k)
l,0 (1− τk, αk+1,1, αk+1,2, . . . , αl,1)
> F
(k)
l,0 (1− τk, τk+1, αk+1,2, . . . , αl,1) > F (k)l,0 (1− τk, τk+1, 1− τk+1, . . . , αl,1)
> · · · > F (k)l (1− τk, τk+1, 1− τk+1, . . . , τl−1, 1 − τl−1, τl) = F
(k)
l (τk, . . . , τl) ≥ 0
and (A.30) is established.

Proof of Theorem A.1. The property (A.20) is a direct consequence of Lemma A.4.

Remark A.3 By the tri-diagonal structure of the matrix T
(1)
N , Lemma A.4 and Sylvester’s theorem,
we can conclude that T
(1)
N is actually positive definite, when (A.8), (A.9) and (A.10) hold.
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