On projective resolutions of simple modules over the Borel subalgebra S + (n, r) of the Schur algebra S (n, r) for n 3
Introduction
The investigation of polynomial representations of the group GL n (K) starts from the work of Schur (1901) for the case K = C. In particular, he shows that it is enough to investigate representations of the algebras S C (n, r) that are now called Schur algebras. In 1980, Green showed that this extends to fields K of arbitrary characteristic [3] .
In 1986, Donkin proved that the algebra S K (n, r) is quasi-hereditary and therefore has finite global dimension [1] .
Since the category of modules over a quasi-hereditary algebra is a highest weight category, it is natural to ask for a construction of projective resolutions for standard objects. In [13] Woodcock shows how to get such a resolution from the projective resolution of a simple module for the Borel subalgebra S + (n, r) of the Schur algebra S(n, r). Using this result, Santana, in [9] , obtains the first two terms of the minimal projective resolution of a simple module over the algebra S + (n, r), for all n ∈ N, and the first three terms in the case n = 2 over a field of positive characteristic. She also constructs minimal projective resolutions of simple modules over the algebras S + (2, r) and S + (3, r) over a field of zero characteristic. The characteristic zero case was fully examined in [12] using the BGG-resolution.
In this paper we consider the case of a field of positive characteristic. We construct the minimal projective resolution for every simple module over the algebra S + (2, r) (Theorem 34). As a corollary we get the homological dimension of S + (2, r) (Corollary 39). Further, we derive projective resolutions of minimal length for Weyl modules over the Schur algebra S (2, r) , corresponding to the regular weights, by applying the induction functor (Remark 44 and Theorem 48). We also construct (non-minimal) projective resolutions for simple modules over the algebra S + (3, r) (Theorem 64).
The paper is organised as follows. In Section 2 we introduce some standard combinatorial notation and definitions. In Section 3 we recall the definitions of the Schur algebra and of its upper Borel subalgebra. We also summarise in Theorem 17 the results from [9] concerning projective and simple modules over the algebra S + (n, r).
In Section 4 we introduce the notion of a twisted double complex and show how to use it to construct projective resolutions. The idea goes back to Wall, who used it for the construction of free resolutions of trivial modules over finite groups [11] .
The main results of the paper are proved in Sections 5 and 6. We use two technical tools. The first is the multiplication rule of Green given in Proposition 11, which allows us to derive necessary equalities in the algebras S + (2, r) and S + (3, r) . The second tool is Theorem 21 which gives us the inductive step in the proofs.
Combinatorial notation and definitions
Throughout the paper we use notation from the book [6] :
• The set {1, 2, . . . , n} is denoted by n.
• The set of multi-indices {i = (i 1 , . . . , i r ) : i ρ ∈ n ∀ρ ∈ r} is denoted by I = I n = I (n, r).
• Let i, j ∈ I . We say that i j if i ρ j ρ for all ρ ∈ r.
• Denote by G = Σ r the group of permutations of r. It acts on I on the right as follows: iπ = (i π (1) 
. . , i π(r) ) (i ∈ I, π ∈ G).
The group G also acts on I × I by (i, j )π = (iπ, j π) (i ∈ I, j ∈ I, π ∈ G).
• Let i, j ∈ I . We write i ∼ j if i and j belong to the same G-orbit.
• Let (i, j ), (p, q) ∈ I × I . We write (i, j ) ∼ (p, q) if (i, j ) and (p, q) belong to the same G-orbit, that is, p = iπ , q = jπ for some π ∈ G.
We shall use the following combinatorial notions.
Definition 1.
A partition λ of r is a sequence λ = (λ 1 , λ 2 , . . .) of non-negative weakly decreasing integers λ 1 λ 2 · · · 0 such that λ i = r. The set of all partitions of r is denoted by Λ + (r).
The λ i are the parts of the partition. If λ n+1 = λ n+2 = · · · = 0, we say λ has length at most n. The set of all partitions of length at most n is denoted by Λ + (n, r). Dropping the condition that the λ i are decreasing, we say that λ is a composition of r. The set of all compositions of r is denoted by Λ(r). The set of all compositions of r of length at most n is denoted by Λ(n, r).
There are two natural orderings on the set Λ(r).
Definition 2 (Dominance order).
For λ, μ ∈ Λ(r), we say that λ dominates μ and write λ Q μ if
for all j .
Definition 3 (Lexicographic order).
For λ, μ ∈ Λ(r), we write λ μ if λ = μ or the smallest j for which λ j = μ j satisfies λ j μ j . This is called the lexicographic order on compositions.
There is a connection between compositions of r and multi-indices.
Definition 4.
We say that a composition λ = (λ 1 , . . . , λ n ) is the weight of i ∈ I (n, r), written i ∈ λ or λ = wt(i), if λ ν = {ρ ∈ r : i ρ = ν} for all ν ∈ n. Definition 5. We write i j for i, j ∈ I (n, r) if i σ j σ for all σ , 1 σ r.
Remark 6. It is clear that i j implies wt(i) Q wt(j ).
Let us give a definition of tableaux and diagrams.
Definition 7.
Let λ ∈ Λ(n, r). The Young diagram for λ is the subset
If T is a λ-tableau, we will say that T (p, q) lies in the pth row and the qth column. The set R p = {T (p, k) : k ∈ N} is called the pth row of T , and C q = {T (k, q) : k ∈ N} is called the qth column of T .
We shall draw λ-tableau with row indices increasing from top to bottom and column indices increasing from left to right.
If T maps into r and is a bijection, then T is called a basic λ-tableau. For all λ ∈ Λ(n, r), let us fix the λ-tableau of the form
Let λ ∈ Λ(n, r). We have a 1-1 correspondence between I (n, r) and the set of all λ-tableaux given by
where 
We denote by l(λ) the element of I λ such that
Let i ∈ I (n, r) be of weight λ ∈ Λ(n, r) and s < t be two natural numbers. For a natural number k < λ t , denote by A k s,t i the multi-index i with the first k occurrences of t replaced by s. We denote the weight of
Schur algebras

Definition of the algebra S K (n, r)
In this subsection we follow [3] and [6] . Let K be an infinite field (of any characteristic) and V a natural module over GL n (K) with basis {v 1 , . . . , v n }. Then there is a diagonal action of GL n (K) on the r-fold tensor product V ⊗r . With respect to the basis v i = v i 1 ⊗ · · · ⊗ v i r : i ∈ I (n, r) , this action is given by the formula
We denote by T : GL n (K) → End K (V ⊗r ) the corresponding representation of GL n (K). .) The Schur algebra S K (n, r) is the linear closure of the group {T (g): g ∈ GL n (K)}.
We denote by e i,j the elementary matrix with (i, j )-entry equal to 1 and all other entries zero. Let X be a transversal of the action of G = Σ r on the set I (n, r) × I (n, r). We have the following Proposition 10. (See [6, Theorem 2.2.6] .) The set
is a basis for the algebra S(n, r).
Note that ξ i,i = ξ j,j if and only if i and j have the same weight. We will write ξ λ for ξ i,i if i has weight λ.
In the following we will need to know how to multiply two basis elements ξ i,j and ξ f,h of S(n, r). It is clear that ξ i,j ξ f,h = 0 unless j ∼ f . Therefore, only the formula for ξ i,j ξ j,h is needed. Let G i denote the stabiliser of i in G and 
11].) Let i, j , l be multi-indices from I (n, r). Then
where the summation is over a transversal {σ } of double cosets G i,j σ G j,l in G j .
As a consequence of Proposition 11 and using the definition of ξ i,j , we have the Corollary 12. For any i, j ∈ I (n, r),
In particular, each ξ λ is an idempotent, and
is an orthogonal decomposition of unity. Denote by Ω the set (i, j, λ) : i, j ∈ I λ , λ ∈ Λ(n, r) . The following is proved in [6] . [6, Theorem 2.4.8] .) The set C λ (i : j) : (i, j, λ) ∈ Ω is a basis for S(n, r).
Proof. We have
G j = G i,j G j,j , so there is only one double coset G i,j eG j,j in G j . By Propo- sition 11, ξ i,j ξ j,j = [G i,j : G i,j,j ]ξ i,j = ξ i,j . Analogously, ξ i,i ξ i,j = ξ i,
Proposition 14. (See
Definition of the algebra S + (n, r)
The definitions of this subsection are taken from [9] . Let us denote by B + n (K) the subgroup of upper triangular matrices. Recall that T : 
Note that Ω is a transversal of the action of G = Σ r on the set {(i, j ) : i j }. The next statement was proved in [4, § §3, 6] .
Proposition 16.
(
For every λ ∈ Λ(n, r), let us define the map χ λ : S + (n, r) → K such that χ λ (ξ λ ) = 1 and χ λ (ξ i,j ) = 0 otherwise.
The following was proved in [9] . (1) The map χ λ is a homomorphism of K-algebras. We denote by K λ the corresponding onedimensional module over S + (n, r). Remark 18. The algebra S(n, r) is quasi-hereditary and V λ : λ ∈ Λ + (n, r) is a full set of pairwise non-isomorphic standard modules (see [6] for more details).
Homological algebra prerequisites
Twisted double complexes
In this section we introduce the notion of a twisted double complex. Such terminology reflects the fact that twisted double complexes usually arise as double complexes with the differential perturbed by a twisted cochain (cf. [10, §3.3] 
Every twisted double complex L defines a total complex X = Tot(L):
Let H•(L) denote the homology groups of the complex X = Tot(L). Then we have the following Theorem 20. Suppose L s,t = 0 if s < 0 or t < 0, and
Proof. Consider the increasing filtration
on the complex X. Under the conditions of the theorem we have, for the corresponding spectral sequence,
Hence the spectral sequence collapses and
Projective resolutions
The statement of the next theorem is implicitly contained in [11] .
Theorem 21. Let A be an algebra over a field K and M a module over A. Suppose N • is a (non-projective) resolution of the module M and P •,t are projective resolutions of the modules N t for t 0. Then the module M has a projective resolution P • such that
Proof. Denote by t the augmentation map P 0,t → N t . In the proof of Lemma 2 in [11] , it was shown that there exist A-module
Then P = P s,t : s, t ∈ N obtains a structure of a twisted double complex such that
We therefore get, by Theorem 20,
Thus Tot(P ) is a projective resolution of M. 2
Projective resolutions for S + (2, r)
Some facts about the algebra S + (2, r)
Let λ = (λ 1 , λ 2 ) and i ∈ I (λ), that is, i l(λ) and T λ i is row semi-standard. Then
Therefore i = l(μ) for some μ λ. Let us write ξ μ,λ for ξ l(μ),l(λ) . It follows from Proposition 16 that the algebra S + (2, r) has basis ξ μ,λ : μ λ .
Lemma 22. Let ν, μ, λ ∈ Λ(2, r). If ν μ λ, then
Proof. Let V be a 2-dimensional K-vector space with basis {v 1 , v 2 }. Then by definition, S + (2, r) is a subalgebra of A = End K (V ⊗r ). We will check the above stated equality of linear operators on the basis
by definition of the maps ξ μ,λ and ξ ν,λ . Now let i ∈ λ. Since the action of S + (2, r) commutes with the action of Σ r , we can suppose
Multiplying the last equality by ξ ν,μ on the left-hand side we get
Let us compute the coefficient of v s in the last equation, that is, the number of s ∈ μ such that t s l(λ).
Since l(λ)(j ) = 1 implies s(j ) = 1, we have s(j ) = 1 for all j λ 1 . Moreover, t (j) = 2 implies s(j ) = 2. Since for the ν 2 values ν 1 + 1, ν 1 + 2, . . . , r of j we have t (j) = 2, there are only λ 2 − ν 2 places in s with the freedom of choice between 1 and 2. Further, on these λ 2 − ν 2 places, 2 appears μ 2 − ν 2 times. Hence there are exactly
different s that satisfy the above conditions. Thus
We will need the following well-known result.
Proposition 23. Let r, s ∈ N and r s. Write
Proof. We have
Now compare coefficients of x s on both sides. 2
Proposition 24. The set
Proof. From Corollary 16 we know that the set ξ ρ,ν : ν ρ is a basis for S + (2, r). We shall show that each ξ ρ,ν is a product of elements from ξ λ,μ : λ 2 − μ 2 is a power of p . Suppose 
By recursion, we get
This reduces the problem to the case ρ 2 −ν 2 = rp k with 0 r p −1. We have for 1 t p −2 by Lemma 22 and Proposition 23
Therefore, by induction,
Since for 0 r p − 1 the number r! is invertible in K, this completes the proof. 2
In view of Lemma 22 and Proposition 24 we can consider S + (2, r) as a quiver algebra with r + 1 points.
For example, S + (2, 1) corresponds to the quiver
with no relations. The algebra S + (n, r) corresponds to the quiver
with no relations if char K = 2 and to the quiver
with the relation ba = 0 if char K = 2.
Some facts about modules over S + (2, r)
Let V be a module over the algebra S + (2, r). We denote by V (λ) the λ-weight subspace
Moreover, morphisms of S + (2, r)-modules preserve weight subspaces. Therefore, a module over the algebra S + (2, r) can be considered as a collection of spaces {V (λ) : λ ∈ Λ(2, r)} with maps
For the construction of a projective resolution of a simple module K λ , we will need modules intermediate between simple and projective ones.
Definition 25. We denote by P λ,k the module over the algebra S + (2, r) with basis v μ : μ λ, p k | λ 2 − μ 2 , where v μ ∈ P λ,k (μ) and the action of S + (2, r) is given by the formula
Remark 26. To avoid ambiguity, we will sometimes denote v μ from P λ,k by v μ,λ,k .
Let us show what the modules P λ,k look like in the case r = 5 and p = 2. Recall that we can consider the algebra S + (2, 5) as a quiver algebra of the diagram
with relations
The module P (0,4),0 ∼ = P (0, 4) has the form
• where bullets (•) denote the non-zero basis elements of P (0, 4) and only non-zero maps are shown. The module P (0,4),1 has the form
where • means that the corresponding weight space is trivial. The module P (0,4),2 is twodimensional and can be drawn as
Lemma 27. The modules P λ,k are well-defined.
Proof. We have to check that
If μ 2 − ρ 2 is not divisible by p k then, by definition of the module structure, we get zero on both sides of the equality.
If p k divides μ 2 − ρ 2 but μ 2 − ν 2 is not divisible by p k then by Lemma 22 and Proposition 23 we have
since there exists at least
If p k divides μ 2 − ν 2 and μ 2 − ρ 2 , then by Lemma 22
Lemma 28. Let λ ∈ Λ(2, r). Then P λ,k is a cyclic indecomposable module with generator v λ . 
Proof. Let μ λ and p
In particular,
Proof. This follows from the definition of the module structure on P λ,k . 2
Proposition 32. Let λ, μ ∈ Λ(2, r) and μ λ. Suppose l k. Then
It follows from Proposition 32 and Remark 29 that the map
Proposition 33. Let λ, μ ∈ Λ(2, r) and μ λ. Suppose l k and
Proof. The inclusion ann(v μ,λ,l ) ⊂ ann(v μ,μ,k ) is proved in the same fashion as Proposition 32. For the reverse inclusion, let ξ νμ ∈ ann(v μ,μ,k ). By Proposition 31 we have
. Thus, we only have to consider the case μ 2 − ν 2 ∈ p l Z \ p k Z. We can write μ 2 − ν 2 in the form r 0 p l + r 1 p k with 1 r 0 p k−l − 1. Note that λ 2 − μ 2 = sp k − p l for some s and hence λ 2 − ν 2 = (r 0 − 1)p l + (r 1 + s)p k . From Proposition 23 we obtain
It follows from Proposition 33 and Remark 29 that the map
is a well-defined inclusion of S + (2, r)-modules for l k and μ λ such that λ 2 − μ 2 + p l ∈ p k Z.
Projective resolutions of simple modules over the algebra S + (2, r)
We denote by N ω the set of all sequences of natural numbers with only finitely many non-zero terms. Denote by e i ∈ N ω the sequence with 1 in the ith place and zero elsewhere. We identify N k with the subsemigroup of N ω generated by e 1 , e 2 , . . . , e 
where ε(n) = 0 for n even and ε(n) = 1 for n odd. Note, that we denote by [ ] the floor function, that is for α ∈ R the number [α] is an integer such that
We give some values of f on N 2 in Table 1 . We shall construct a projective resolution of the module P λ,k as a total complex of a multiple complex parametrised by N k , in which the module P R f (n) λ lies at the node n ∈ N k . In particular, for k log p (λ 2 ) we get a projective resolution of the module K λ .
Theorem 34. Let λ ∈ Λ(2, r). Then the module P λ,k over S + (2, r) has a minimal projective resolution of the form 
where
Before we prove the theorem, we give some examples for small λ. (8, 0) → P (8, 0) ⊕ P (7, 1) → P (8, 0) ⊕ P (7, 1) ⊕ P (6, 2) → P (8, 0) ⊕ P (8, 0) ⊕ P (7, 1) ⊕ P (6, 2) ⊕ P (5, 3) → P (8, 0) ⊕ P (7, 1) ⊕ P (8, 0) ⊕ P (7, 1) ⊕ P (6, 2) ⊕ P (5, 3) ⊕ P (4, 4) → P (8, 0) ⊕ P (7, 1) ⊕ P (6, 2) ⊕ P (6, 2) ⊕ P (5, 3) ⊕ P (4, 4) ⊕ P (3, 5) → P (8, 0) ⊕ P (6, 2) ⊕ P (5, 3) ⊕ P (4, 4) ⊕ P (3, 5) ⊕ P (2, 6) → P (8, 0) ⊕ P (4, 4) ⊕ P (2, 6) 
Let p = 3 and λ = (0, 10). Then we have the following n ∈ N 3 such that f (n) 10: The corresponding resolution of the module P (0,10),3 ∼ = K (0, 10) has the form 0 → P (10, 0) → P (10, 0) ⊕ P (9, 1) → P (9, 1) ⊕ P (7, 3) → P (7, 3) ⊕ P (6, 4) → P (10, 0) ⊕ P (6, 4) ⊕ P (4, 6) → P (10, 0) ⊕ P (9, 1) ⊕ P (4, 6) ⊕ P (3, 7) → P (9, 1) 
We precede the proof of Theorem 34 with a series of lemmata concerning the modules P λ,k .
Lemma 35. Let λ ∈ Λ(2, r) and k 1. Denote R p k λ by μ and R p k+1 λ by ν. Then there is an exact sequence
Proof. The map π is surjective since P λ,k+1 is a cyclic module generated by the vector v λ,λ,k+1 = π(v λ,λ,k ). Moreover, notice that π • ϕ = 0 since μ / ∈ Supp(P λ,k+1 ) and therefore πϕ(v μ,μ,k ) = 0. Thus Im ϕ ⊂ Ker π . We now show that Ker π ⊂ Im ϕ.
The kernel of π has basis v ρ,λ,k : λ 2 − ρ 2 ∈ p k Z \ p k+1 Z . Let v ρ,λ,k be an element of this basis. We can write λ 2 − ρ 2 in the form r 0 p k + r 1 p k+1 , where 1 r 0 p − 1. By definition of the map ϕ we get
Hence ϕ(r
We also obtain that
is a basis for Ker ϕ. Let v ρ,μ,k be an element of this basis. Then we can write μ 2 − ρ 2 in the form (p − 1)p k + rp k+1 , where r 0. Therefore, by definition of the map η,
so Im η ⊂ Ker ϕ. The injectivity of the map η follows from Proposition 33. This concludes the proof of the lemma. 2
Corollary 36. Every module P λ,k+1 has a "k-resolution"
Proof. Apply the previous lemma to the modules P R mp k+1 λ , m 0, and glue the resulting exact sequences. 2
Corollary 37. For the S + (2, r)-module P λ,1 , the resolution
is a minimal projective resolution.
Proof. The minimality of the constructed resolution follows from the fact that Im
Proof of Theorem 34. First, we have to check that all sequences
In view of the definition of d s , it is enough to check the equalities
for all n ∈ N k and all i, j such that 1 i, j k. Since P R f (n) λ is cyclic, we will check the above equality only on the generating vector v μ,μ,0 , where
Analogously,
We have
and
Now we prove that the complexes (C(λ, k), d) are resolutions of P λ,k by induction on k.
Base of induction. The required claim for k = 1 is proved in Corollary 37.
Inductive step. Suppose we have proved that the complexes (C(μ, k), d) are resolutions of P μ,k for all k m and all μ ∈ Λ(2, r). Let us show that the complex (C(
Then, by the inductive hypothesis, we have
Moreover, the differential d 1 : P R f (t)p m λ,m → P R f (t−1)p m λ,m coincides, up to sign, with the differential from Corollary 36. Applying Corollary 36 and Theorem 20 we get
Therefore (C(λ, m + 1), d) is a projective resolution of P λ,m+1 . Its minimality follows from the fact that Im d j ⊂ rad C j −1 , for all j 1. 2
Corollary 38. Let λ ∈ Λ(2, r). Then the projective dimension of
, where
Proof. It follows from Theorem 34 that pdim K λ = max |n| : f (n) λ 2 , n ∈ N k , where p k λ 2 . From the definition of the maps f and | · | it follows that if |n| = |m| and n Q m, then f (n) < f (m). Thus we can take the maximum over elements of the form (n 1 , 0, . . . , 0). Therefore pdim K λ = max n 1 :
Projective resolutions of Weyl modules over S(2, r)
In this section we construct a projective resolution, of minimal possible length, of the Weyl module V λ for each λ ∈ Λ(2, r) + , such that λ 1 − λ 2 + 1 / ∈ pZ. The idea is as follows. We apply the induction functor S(2, r) ⊗ S + (2,r) (−) to the projective resolution of K λ from Theorem 34. By [13, Theorem 5.1], this gives a projective resolution of the Weyl module V λ (for any λ ∈ Λ + (2, r) ). The problem is that this resolution can have length greater than the projective dimension of the module V λ . Therefore, we have to modify the resulting resolutions. We are able to do this in the case λ 1 − λ 2 + 1 / ∈ pZ. We denote by L(μ) the simple module with highest weight μ ∈ Λ + (2, r) over the Schur algebra S (2, r) . Recall, that the projective dimension of V λ is the maximal integer j such that there is μ ∈ Λ + (2, r) such that the extension group Ext 
Corollary 42. Let λ ∈ Λ + (2, r) and
Proof. In oder to determine the projective dimension of the Weyl module V λ we have to determine the maximal integer j such that there is
It follows from Theorem 41, that for a given μ from the block of λ, such integer is equal to
Since d is an increasing function of μ, we have to find the maximal μ in the block of λ.
It is easy to check that
Note that r 2 = r 1 + 1 is impossible, since
If r 2 > r 1 + 1, then r 2 − r 1 − 2 0, r 1 − r 2 −1 and
If r 2 < r 1 + 1 and r 1 = p − 1, then r 1 − r 2 0 and
Corollary 43. Let λ ∈ Λ + (2, r) and
If r 2 > r 1 + 1 then again r 2 = 0 and τ (λ 2 ) = 1 = T (λ). In all these cases it follows from Corollaries 39 and 42 that Proof. By Corollary 42 we have
Corollary 47. Let λ ∈ Λ + (2, r) and 1 λ 2 p − 1. Then there is an exact sequence of S(2, r)-modules
Proof. This is a sequence obtained by applying the functor S(2, r) ⊗ S + (2,r) (−) to the projective resolution of the S + (2, r)-module K λ :
The resulting sequence is exact by [13, 
Proof. The resolution induced from the resolution of the S + (2, r)-module K λ constructed in Theorem 34 has the required form, except that
By Corollary 47 the cokernel of the map S(2, r)ξ R μ → S(2, r)ξ μ is isomorphic to the Weyl module V μ . Since μ satisfies the conditions of Corollary 46, the module V μ is projective. 2
Projective resolutions for S + (3, r)
First reduction
We shall need the following technical lemma.
Lemma 49. Let λ ∈ Λ(3, r), 1 s < t 3, and k + l λ t . Then
Proof. The proof is analogous to the proof of Lemma 22. 2
Recall that by Proposition 16, the algebra S + (3, r) has basis Proof. We use Proposition 11 for the proof. We have
We claim that 
where Then P ν ∼ = μ 23 +μ 13 λ 3 P ν (μ 23 , μ 13 ). We say that the elements of P ν (μ 23 , μ 13 ) have degree (μ 23 , μ 13 ). It follows from Lemma 49 that the maps ∂ i,n preserve degree. Therefore the N- In particular, ann(w λ ) is generated by the elements ξ A t 12 l(λ),l(λ) for t 1 as a left ideal in S + (3, r).
Then Ξ ν λ is a well-defined map of S + (3, r)-modules.
Before giving the proof, we introduce one more notation. Let λ ∈ Λ(n, r) and σ ∈ Σ n . We denote by [λ, σ ] the element of Σ r such that if
For example, Proof. We have to check that
Since ann(w ν ) is generated by the elements ξ A t 12 l(ν),l(ν) , t 1, it is enough to show that
Lemma 56. Let λ ∈ Λ (3, r) . Then for all s, t with s + t λ 3 we have
Proof. The proof goes along the same lines as the proof of Lemma 50. 2
Corollary 57. Let λ ∈ Λ(3, r). Then the module Q λ has basis
Proof. This is a direct consequence of Proposition 53 and Lemma 56. 2
where Proof. Let ν = R r 13 λ = (λ 1 + r, λ 2 , λ 3 − r) for some r 0. We denote by Q ν (s) the subspace of Q ν generated by (3, r) . For i / ∈ λ, Bv i = 0 = Dv i . Suppose now that i ∈ λ, and consider v i . Applying B to this element we get j v j , where the sum is over j obtained from i in the following way. First we replace 3 by 2 in some s places, then we replace 2 by 1 in t places. In particular, on the second step, some new 2s can be replaced by 1s. We say that j is of type c if there are c such 2s. Now each j of type c can be obtained from i in the following way. First, we replace 2 by 1 in t − c places, then we replace 3 by 1 in c places, and finally we replace 3 by 2 in s − c places. Thus It follows from Lemmas 22 and 49 that ϕ is a map of N-sequences. Since ϕ is a bijection on bases, it is an isomorphism. 
Conclusions
The results of the previous section allow us to construct projective resolutions for Weyl modules over the Schur algebra S (3, r) . Namely, we apply the induction functor S(3, r) ⊗ S + (3,r) (−) to the resolutions from Theorem 64. By [13, Theorem 5.1], this gives projective resolutions for the Weyl modules V λ , where λ ∈ Λ + (3, r). Note that this gives neither the minimal projective resolutions nor projective resolutions of minimal length, since the resolutions constructed in Theorem 64 are not of minimal possible length.
The author plans to extend the results of this paper to the case n 3. It would be also interesting to find a construction for minimal resolutions of one-dimensional modules over S + (3, r) .
