A b8tract-Scalable, or layered, media representation appears to be more suitable for transmission over the current heterogeneous networks. In this paper we study the problem of scalable layered streaming media delivery over a lossy channel. The goal is to find an optimal transmission policy to achieve the best playback quality at the client end. The problem involves some trade-offs such as time-constrained delivery and data dependencies. For example, a layer should be dropped before transmission if it already has a delay such that it cannot be played before its scheduled time. Moreover, less important layers with near-playback-time may also be dropped or delayed for delivery in order to save bandwidth for other layers with a high priority. We propose a framework for scalable streaming media delivery, that involves a novel scheduling algorithm called Expected runtime Distortion Baaed Scheduling, EDBS, which decides the order in which packets should be transmitted in order to improve client playback quality in the presence of channel losses. A fast greedy search algorithm is presented that achieves almost the same performance as an exhaustive search technique (98% of the time it results in the same schedule) with very low complexity and is applicable for real-time application.
I. INTRODUCTION
Streaming media applications are becoming increasingly popular on the Internet. Usually the term "streaming" means that the real-time data, e.g., audio or video, is delivered from server to client continuously, i.e., the client starts to playback a video and/or audio sequence after a certain initial delay before the entire sequence has been fully downloaded. Streaming media data is constrained by strict delay bounds. In the presence of network congestion or channel error, the successful on-time delivery cannot be guaranteed since the retransmission of lost packets is limited due to d e lay constraint. However, unlike other data, it can still be useful even with some loss. Therefore, the delivery of media data should be treated differently from other traditional data. The heterogeneity of the Internet results in bandwidths that are different in different parts of the network and can also vary over time. For this reason scalable media representations are very useful. A stream in scalable representation has several layers, from low (or base) layers to high (or enhancement) layers. Decoding with only lower layers results in a coarse version of the reconstructed signal, while adding more layers can enhance the reconstructed quality. However, higher layers are not decodable unless all the corresponding lower layers are available to the decoder. Thus, scalable media has the advantage of enabling data transmission over channels with different bandwidth, and being robust under bad network conditions, e.g., congestion, damage, delay or loss, since in these network conditions, higher (less important) layers can be dropped to provide more chance for lower (more important) layers to arrive on time for decoding.
In this paper, we focus on the problem of scalable streaming media end to end delivery over a lossy channel. In particular, we consider mechanisms to schedule the packets to be transmitted. Consider a simple example. Suppose there are 5 packets in the sender's buffer, each representing one layer of media data. These packets contain layers 1 and 2, L~J , Li,z; Li+l,l, Li+l,z, of frames i and i + 1, respectively; and layer 1 of frame i -1, L,-1,1 which is indicated to be lost and has to be retransmitted. There can be many transmission schedules available for those packets, some possible examples are listed in Table. -I. Schedule forward approach, it retransmits Li-1.1 first, then sends all layers of frame i followed by all layers of frame i + 1. Schedule (2) decides to cancel retransmission, since L i -1~ may not arrive on time for the playback of frame i -1, and because canceling this retransmission may help other layers to arrive on time. Schedule (3) switches the delivery order of layers in frame i and i + 1, sending all lower layers first followed by all higher layers. In case of bad network conditions, the two lower layers will have a good chance to arrive on time. Since higher layers are useless without the presence of d l corresponding lower layers, Schedule (3) cil~. help to improve the playback quality since it is more likely that lower layers arrive at the decoder on time. Obviously there are other possible choices of schedules for this example. Our goal in this paper is to determine what scheduling mechanisms provide the best playback quality. The schedule, i.e., the order for packet delivery that is best for a given situation, highly depends on many factors, such as the media content, the data dependency among the scalable formats, the playback delay constraints, and channel conditions. In this paper we will present a framework to solve this problem.
0-7803-65 14-3/00/$10.0002000 IEEE In our scheme, we estimate the "importance" of all packets in the transmission buffer, including both the new packets and those requesting to be retransmitted. We introduce the concept of "expected runtime distortion" in this model to predict how each packet affects the receiver's playback quality in a scalable streaming media with complex data dependencies and channel conditions. We provide a fast greedy search algorithm as well as an exhaustive search method. Both of them achieve almost the same performance, but the greedy search algorithm has very low complexity and can be implemented in real-time easily. Our simulation shows the improvement of playback quality with both the greedy and exhaustive methods. We test our scheme in various conditions, such as round trip time, initial playback delay, channel loss rate, etc..
A . Background and related work
The delay constraint of real time streaming introduces limitations on the server retransmission capability. Assuming the server gets feedback from the client, i.e., acknowledgments (ACKs) or negative acknowledgments (NAKs). The lost packets (indicated by a NAK), might not arrive to the receiver on time if retransmission is needed, especially if the round-trip-time (RTT) is high and channel error is large. The initial play delay of streaming media delivery does allow limited retransmission. For example, in [l] , [2], the decisions have been made on whether to retransmit or not based on the time-out factor the lost packet. While those works consider the problem of retransmissions, they do not consider specifically scalable media, which is addressed in our work.
Other research has addressed the delivery scalable streaming media (e.g., MPEG-4 based scalable video coding). In [3] a rate control algorithm for delivering MPEG-4 video over the Internet was proposed with a priority re-transmission strategy for recovery of lost packets, which considers the constraint to prevent the receiver buffer underflow. This is achieved by giving priority to retransmission of base (lower) layers, which are necessary for decoding the corresponding enhancement layers. However this work did not address the problem of the delivery order of new packets in the sender's buffer. For example, the enhancement layer is packetized before transmission, and those packets actually have decoding dependencies on each other as well as the dependencies on the base layer. Our proposed framework solves the problem of delivery order of both the new and lost packets and can complement work for other rate-controlled based scheme which decides the rate of the video bit-stream to be transmitted, Podolsky et a1 [4] have studied policies for scheduling of scalable media data. In their work, a Markov chain analysis is used to estimate the average distortion of each candidate policy. For each set of system parameters an optimal steady state policy is found. This design is performed off-line. Online adaptation between Merent policies is achieved by estimating the system parameters and switching to the policy that is most suitable. The main difference in our work is that no attempt is made to d e h e deterministic policies and rather a simple algorithm is used to determine on-line which packet should be sent next. The fact that policies do not e.g., [31.
have to be defined in advance allows more flexibility, e.g., in our approach we can use the exact distortion values for each frame, instead of making the assumption these are always the same as in [4].
Chou et a1 [5] , [6] have also addressed similar issues. In [6] the data dependencies' effect on distortion is taken into account in a manner similar to the one proposed here, although in a multicast scenario. Also the problem we address here is studied in [5] where a tree-structure recursive algorithm for searching the optimal schedule is proposed. The main differences with respect to this work is that we use a simpler algorithm to find the schedule (we use a greedy technique) as well as a simplified distortion metric. The paper is organized as follows. Section I1 provides an overview of a scalable streaming media delivery system. Section I11 formulates our scheduling problem and presents solutions based on both exhaustive and greedy search methods. Section IV shows the simulation results and Section V concludes the paper. 
A . System Architecture
Fig.-1 shows the architecture of our proposed system. The media sequence is segmented into frames, which are compressed into several layers. The layers are packetized and fed into the server's transmission b i l k , these are the "new" packets waiting to be scheduled for transmission. There are also packets in the server's buffer thxt are waiting for retransmission because the client reported them lost. The server's scheduling module selects one packct at a time from those buffers and sends it to the lossy channel. Some packets can be lost, damaged or delayed (delayed packets are also considered lost if they exceed their playback delay). At the client end, the lost or damaged packets are reported to the server via a feedback channel. Information related to Round-TripTime (RTT) and channel error can be retrieved by server via client's feedback.
The scheduling module is the crucial part of the whole system, its main tasks are: (1) Determine how many layers of each frame have to be delivered. This can be achieved by rate control methods presented in ['I], [SI and is beyond the scope of this paper. We assume the number of layers to be used for each frame (which may be different for each frame) is pre-determined before transmissicin.
(2) Estimate the "importance" of packets in the transmission buffer, which is measured by our proposed expected runtime distortion (introduced in Sec-111-C.l). The procedure predicts each packet's value to the playback quality before they are transmitted and takes into account data distortion, data dependency, delay constraint, channel error, round-trip time, rate budget, receiver feedback, etc.
(3) Choose the delivery order. The scheduler runs the algorithms proposed in this paper to select the order in which packets should be transmitted, choosing between packets containing new layers data and packets to be retransmitted based on their expected run-time distortion.
B. Parameters and definitions
We assume a simplified binary erasure channel (BEC) in our paper. Let E be the probability a packet is lost. We assume that e is estimated from information provided by the client on observed packet losses, and could be time varying.
The round-trip-time (RTT) is defined as the interval from the time a packet is sent from the server to the time the server gets feedback on this packet from the client. With a smaller RTT, the server can get the feedback more promptly. Therefore there can be more time for the server to re-send a packet if necessary before its time-out. RTT can be also be used by the sender as the "time-out" threshold in the case of lost of feedback.
The streaming media playback encounters an initial delay or latency before playback. Usually a larger initial delay can smooth out more variations in channel capabilities, and enable more time for retransmissions, resulting in a better playback quality. However, the receiver might prefer a smaller latency before playback and therefore there is trade-off between the initial delay and playback quality. The readers are referred to [7] , [9], [8] for more details.
C. Scalable media sequence
In this paper, we assume a scalable (layered) encoder is available at server end, or the streaming media data is pre-compressed in a scalable format, for example a scalable MPEG-4 format [3]. Besides the dependencies among layers within each frame, there are also dependencies between consecutive frames. Many current video compression standards use motion estimations among consecutive frames, e.g, the I, P, B frames in the MPEG-2 standards P frames can not be decoded unless the corresponding I frames are received; while B frames can not be decoded until all corresponding P (or I) frames are decoded. We refer to all those dependencies across frames and layers as data dependencies. While our experiments are based on audio data that has simpler dependencies (i.e., there are no dependencies across hames), the techniques we used can be easily extended to more complex dependencies such as those found in MPEG video.
A traditional way of measuring distortion in multimedia signal (i.e., image video) is using PSNR (Peak Signal to Noise Ratio). Reconstruction with only base layer results in a higher distortion, i.e., a smaller PSNR; while with as more layers are used the distortion is reduced. In our framework, we use a 'kelative" distortion measurement of media quality. We define the total distortion of a frame, D f , as the distortion when a frame is completely lost; a frame reconstructed with all its layers has a minimum distortion, i.e., zero. Define the total distortion of the media stream as the sum of D f of all the individual frames. The playback distortion is defined as the total distortion minus the distortion of all layers and frames that are actually decoded at playback. For example, in a media sequence with N frames, each frame has L layers, where L ; j (the j t h layer of the ith frame) has a distortion d i j , and a;,, is an indicator defined as a;,j = 1 if L;,j is used for playback, otherwise a ; j = 0. The playback distortion is defined as N L
N L
A practical example of this definition will be presented in detail in Section-IV.
PROBLEM FORMULATION AND PROPOSED ALGORITHMS

A . Problem formulation
Since the schedule should be made before the transmission, the sender has to predict the playback distortion when making a schedule to reduce it. We call the distortion predicted by the server before transmission the "estimated distortion",
The scheduling problem can be summarized as follows. For a group of packets in a sender's buffer, G , (for simplicity, assume each packet contains one layer, L;,j), given the initial delay T I , channel loss rate E , round-triptime RTT, feedback information (such as ACKs, NAKs), there is a set of possible orders, S, for sending packets in G (e.g., the schedules in Table-I ). The goal is to find the optimal order, denoted as a schedule s* E S, to send packets LA, E G which minimizes the estimated playback distortion Da, Da.
-S' = arg min Da
S E S
Since the parameters of the system are timevarying in this paper we focus on finding "local" optimal schedules, i.e., s*(t;) for each time ti, which operate based on current observed conditions. s*(ti) is only valid for the fist packet scheduled to be sent and is recalculated &er that. This can also be regarded as a transmission policy T , selecting a proper packet to send from buffer at each transmission time, to minimize the playback distortion. Obviously a good estimated distortion, Da, should be obtained since we base our scheduling on minimizing this distortion. Thus providing a good estimate will be a focus of our work.
-
B. Sequential scheduling -SS
One easy way for selecting packets to send, denoted here as Sequential Scheduling (SS), consists of sending frames according to the original frame sequence, with layers sent in order of importance within each frame. Thus, we send all layers of frame i, followed by all layers of next kame i + 1, etc. We assume SS will discard a packet (either new or retransmitted) before transmission if it detects that this packet exceeds its playback time.
C. Expected Distortion Based Scheduling -EDBS
C.1 Expected run-time distortion fined as
where is the expected loss probability of layer L;,, and & , j is the w n time distortion of that layer. The sender estimates before transmission given by the channel loss rate E and its possible number of retransmission attempts A;,j. term d,,J n,,,,,,(l -RosS(l) ) in (7) shows that the original distortion of a layer is weighted by the probability of receiving all its parent layers. The second term CIEE,,, d ( l ) ( l -Pioss(6)) indicates that the importance of a layer increases if any of its children layers has been received. Before anything is transmitted, the lun-time distortion of all layers is zero except for the lowest layer, for whick the runtime distortion is equal to the original distortion d,,, = d,,3. (7) implies that only after transmissilm (at least once) of all its parents, does a layer's run-time distortion become nonzero (except the lowest layer), and it increases if a child layer has arrived (or is being transmitted). Thus this definition reflects the "importance" of a layer with both data distortion and dependencies during the tibansmission. A similar approach to defining the distortion of a layer/packet and resolving the data dependencies is also being developed in [5] 
C.2 Expected distortion for packeh in the transmission
In a real-time streaming applicaticin, it is not possible for a sender to examine the entire media sequence if the sender only has limited buffer. Thus the sender can only make the policy based on the packets currently in the buffer. Accordingly, we modify (2) as follows,
Where 5 indicates the estimated distortion of all packets in the sender's buffer, which is the sum of run time expected distortion of those packets.
Db = G, for all packets in the buffer (10)
As described in Sec.-111, k~d y the estimation of real playback distortion. Minimizing Db does not necessary imply the best playback quality is achieved, though we already consider all the possible parameters and trade-offs in the estimation. To verify the effectiveness the estimation method, the corresponding simulation (Section-IV) is based on the actual receiver's playback distortion (the p<?ckets actually received) for our proposed scheduling algorithm of transmission policy. A few variables need to be updated to calculate the total estimated distortion 6. Combining (3), (4), (5) and (6), we re-write the run time expected distortion
as,
For a possible schedule s, the starting transmission time of each layer L;,j is assigned by this schedule. However only the first scheduled packet will be transmitted at the time as it is scheduled, the following packets might be delayed by any possible retransmissions of the previous lost packets. To approximate this possible delay caused byretransmissions, we define the expected transmission delay T D ; ,~ as, . .
I
The starting transmission time of a packet in a schedule s is set to be the current time t, plus all the expected transmission delay of packets before it,
The notation "(IE,m) < (i,j)" means that layer Lb,m is scheduled before layer L,,, to be transmitted. Updating (11) with T D~J , Txi,,, we can calculate the total estimated distortion Db of all packets in the buffer with respect to a specific schedule s. The optimal schedule s* is chosen with the minimum Db.
C.3 Exhaustive and greedy search
The set of all possible schedules S, includes all the combination of the layers in the transmission buffer. When the buffer size is large, the large number of combinations makes finding the optimal solution via exhaustive search infeasible in practice. However, we use exhaustive search as a benchmark for the simulation. We also provide an heuristic algorithm called greedy search that can be used in real-time with low complexity. Instead of using the cost function (2), which implies a large set of possible schedules, the greedy search is based on a cost function which considers the run time expected distortion of individual packets. The basic idea here is try to identify the most important packet at current time according to all current parameters and trammission/playback status without going through all the possible schedules. To "quantify" the importance of each packet in the trammission buffer at current time t c , we calculate the run time expected distortion of that packet as if it is scheduled to be sent at time t,. Then we choose the most important one, which is the one with the maximum distortion to send for time t c . Since only one iteration for all the packets in transmission buffer is performed, the complexity is greatly reduced. The simulation results show that the packets selected using this greedy search, is almost identical to the one selected by the optimal schedule in (2) found by exhaustive search.
IV. EXPERIMENTAL RESULTS
We use a layered encoded audio streaming' for our simulation. The audio stream is segmented into "frames". Each frame lasts 750 ms and is encoded into 12 layers, denoted as layer 1 (lowest layer) to layer 12 (highest layer), each layer contains 512 bytes. The decoding of a layer (from layer 2 to layer 12) depends on all the layers lower than it, while layer 1 can be decoded by itself. There are no dependencies across the frames. The distortion is measured in Mean Square Error (MSE). A typical frame distortion is shown in Table- 11. Upon receiving a layer, the MSE is reduced for the reconstructed frame (as in column 2). This represents the quality "improvement" value of this layer. We assume there is no error concealment used in simulation of all delivery methods. A lost frame (missing the lowest layer) is replaced by all zero values. The distortion is reduced to zero after receiving all layers. In the simulation, we compare the playback distortion between our proposed delivery algorithm (EDBS) and SS delivery. The playback distortion is obtained at receiver end by calculating the distortion of each reconstructed frame with the layers available. The distortion of the entire stream is the sum of the distortion of individual frames and is normalized. Thus a zero playback distortion means all packets are received on time, aud distortion equal to 1 means all frames are not available for playback. The 12 layers produce 6K bytes per 0.75 second, or 64 Kbits/sec data rate. The average channel rate in the simulations is set to be 64 KB/sec to accommodate all the layers. with the loss rate E varies from 0.05 to 0.6 in our simulations. Fig.-2 shows the comparison between SS and EDBS. With the SS scheme, the playback distortion (normalized) remains fairly constant independently of the buffer size. While the performance of EDBS improves a lot when the buffer size increases. The performance improvement for EDBS is limited after the transmission buffer exceeds a certain size, e.g., 6 KBytes in this case. Thus only limited packets in the buffer needs to be examined in the scheduling procedure, even with a presence of a larger physical buffer size, to achieve its best performance, so that the computation complexity can can be reduced. For all the experiments on EDBS algorithm, we use both the exhaustive search and the greedy search methods. Only the curves for greedy search are plotted, since both of methods produces almost identical playback distortion and curves are overlapped if plotted together. Our experiments shows that up to 98% of the policy decision made (the packet selected) during the whole sequence transmission are same from both method. The playback distortion for all the results is obtained after averaging more than 500 realizations.
V. CONCLUSIONS
,
In this paper, a new framework for delivery scalable streaming media data over networks is presented. We proposed a new delivery method, EDBS, in this framework 
