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Introduction
The problem of recovery of a continuous function from its values at a discrete number of points is well studied in approximation theory. Many forms of linear operators (cf. Bernstein polynomials, spline interpolation) exist that realize such recovery. In contrast very little is known about the recovery of functions in the disk-algebra. In this paper we study the existence of linear operators on the diskalgebra that recover functions from their values at a discrete number of points in the closed unit disk D = {z ∈ C, |z| ≤ 1}. The first result in this direction was done by Somorjai in 1980. Let T = {z ∈ C, |z| = 1} be the unit circle and A be the disk-algebra, i.e. the set of all functions f analytic inside and continuous on the boundary of D.
Definition 1. For a given subset Z ⊂ D let R(Z) be the collection of all linear continuous operators L on A that satisfy:
If f, g ∈ A and f |Z = g |Z , then Lf = Lg.
(1) Theorem 1 ( [So] ). Let {Z n } ∞ n=1 be an arbitrary sequence of finite subsets of the unit circle T. Let L n ∈ R(Z n ). Then there exists a function f in the disk-algebra
In 1984 Totik showed that Somorjai's Theorem is not valid when the sets Z n are chosen to be inside the open unit disk D o . More precisely,
The necessary and sufficient conditions on the sets Z n that guarantee the existence of operators L n ∈ R(Z n ) satisfying (4) is not known. In this paper we prove Theorem 3. Let {Z n } n>0 satisfy the uniform Carleson condition (cf. Definition 6) . Then for every sequence
Hence condition (3) is very close to being necessary and sufficient. In section 3 we use this theorem to prove a surprising Theorem 4. Let {Z n } ⊂ D be arbitrary finite sets and let
In particular it implies that A does not possess an interpolating basis (cf. [Bo] ), i.e. a Schauder basis with the property that for every f ∈ A the partial sums from its basis representation interpolate f at a certain collection of points in the unit disk D. The proof of Theorem 3 relies heavily on the technique of factorization of operators borrowed from the Banach space theory. The application of that technique to the recovery problem was first noted in [Sh] and continued in [ISh] . The proof of Theorem 4 combines the result of Theorem 3 and the analysis of the projections on A done in [CPS] . We will use the rest of this section to introduce a few definitions and theorems that are needed in the proofs of Theorems 3 and 4.
Definition 4. Let A : X → X where X is a Banach space, and define The observation is:
In the next definition we introduce the notion of a δ-interpolating collection of points, e.g. [D] .
The following theorem is due to Beurling and it shows how one can use the number δ from the above definition in order to estimate the norm of a certain interpolating operator.
Theorem (C). If
Remark. A simple corollary from this theorem is that the operator
It is easy to show, using the same method as in [Sh] , that if Z n = {z k,n } n k=1 is δ-interpolating with the same constant δ > 0 for every n = 1, 2, ..., then Theorem 3 holds.
Definition 6. A collection of sets
, n = 1, 2, ..., in D is called uniformly Carleson iff the measures µ n that assign a mass 1 − |z k,n | to every point z k,n , k = 1, 2, ..., n, are uniformly Carleson, i.e. there is a constant C such that
The next proposition, e.g. [Ni] , gives another characterization of a uniform Carleson collection of points in the unit disk.
Proposition 2. The sets
Z n = {z k,n } mn k=1 ⊂ D, n ≥ 1, are
uniformly Carleson if and only if there exists constants δ > 0 and an integer K > 0 such that
where each Z i,n is δ-interpolating. The constant δ and K can be chosen to depend on the Carleson constant C only.
Proofs
The idea of the proof of Theorem 3 is to assume that the recovery problem can be solved, and show that it implies γ ∞ (L n ) = O(1), which together with Proposition 1 leads to a contradiction.
Proof of Theorem 3. Assume that there is a sequence of linear discrete operators
Since {Z n } is uniformly Carleson, we have by Proposition 2 that (7) holds. Moreover, we may assume without loss of generality that
Next consider the Blaschke product B n with zeros the points in K i=1 {Z i,n }, and let P n be a projection on A generated by B n , i.e. kerP n = {f ∈ A : f = B n g, for some g ∈ A}.
The selection of a proper P n is based on a simple proposition (cf. [CPS] ) saying that if P 1 and P 2 are two projections on A with kernels generated by the Blaschke products B 1 and B 2 respectively, then one can find a projection P on A with a kernel generated by B 1 B 2 , and the norm satisfying
Applying this proposition K times we obtain
Here P i,n is a projection on A generated by the points in Z i,n , B i,n are the Blaschke products with zeros the points in Z i,n , and the functions h i,n are defined inductively as follows:
Now using (8), (9), Beurling's Theorem and the fact that Z i,n is δ-interpolating for all i = 1, ..., K, we obtain
where C 1 is a constant that depends on K and δ only.
Next consider the operators A n : A → l mn+kn ∞ defined as
Here g n,f = 1 B n (I − P n )(f ), I is the identity operator, and
.., K, and applying the maximum modulus principle for analytic functions and Beurling's Theorem for P i,n , i = 1, ..., K, we get from (10) 
.., K, on T) an estimate for the norms of the operators
Here C 2 is a constant that depends on K and δ only.
Next introduce operators V n : l kn+mn ∞ → A:
Here
|f j,i,n (z)|, z ∈ D} = P j,n , and w i,n 's are selected in such a way (e.g. [ISh] proof of Theorem 2) that i g i,n ≤ M , where M is an absolute constant.
From this applying the maximum modulus principle for analytic functions and the fact that the absolute value of a Blaschke product equals 1 on T we obtain
Here the constant C 3 depends on K, M and δ only. Set Q n = V n A n . By the construction of the projection P n we have
L n are uniformly bounded, and combining this with the observation that (11) and (12) 
. we obtain from the above estimate
This last estimate allows us to apply Proposition 1 to contradict L n f → f . Proof. The following proof is an adaptation of an argument one can find in [CPS] . Since {Z n }, n ≥ 1, is not uniformly Carleson, we can find for every N and for every constant C infinitely many positive integers m = m (C) 
Here we may assume without loss of generality that 0 < h < 1 3 . Notice that for t ∈ [1, 2] log t ≥ log 2 3 (t 2 − 1), and thus for z ∈ S h (x) and for z 0 = (1 − 3h)e ix we have
Now, if
A m is the Blaschke product generated by those zeros w k of B m that lie in S h (x), we get
Since h is assumed to satisfy 0 < h < 1 3 we have for every z ∈ S h (x)
This together with (16) implies that we can find an l 1 such that
Now it is easy to see that
Therefore there is an l 2 such that
and we can set Obviously |B N,m (z 0 )| < and the proposition is proved.
Proof of Theorem 4. Consider two cases:
First if {Z n } happens to be a uniform Carleson collection of points, then Theorem 3 implies Theorem 4.
Second if {Z n } is not a uniformly Carleson collection of points, assume to the contrary that there are projections P n ∈ R(Z n ) such that for every f ∈ A, P n f → f , as n → ∞. This in turn implies that P n = O(1), and thus one can find an > 0 such that for every n ≥ 1 Obviously F m is an inner function having zero of multiplicity at least N at z 0 . If we take δ small enough we see that F m − B m ∞ < . An easy proposition (cf. [CPS] Proposition 7) shows that in this case we can find a projection Q m on A with the norm
such that z 0 (with multiplicity at least N ) is one of the points that generate Q m , i.e. kerQ m = {f ∈ A : f = F m g, g ∈ A}. Therefore one can find an absolute constant J (cf. [CPS] Proposition 6) such that
Since N is arbitrary (19) contradicts (17) and (18) and the poof of Theorem 2 is complete.
As an immediate application of Theorem 2 we obtain Corollary 1. A does not possess an interpolating basis.
