In various situations in the insurance industry, in finance, in epidemiology, etc., one needs to represent the joint evolution of the number of occurrences of an event. In this paper, we present a multivariate integer-valued autoregressive (MINAR) model, derive its properties and apply the model to earthquake occurrences across various pairs of tectonic plates. The model is an extension of (Pedeli and Karlis 2011a) where cross autocorrelation (spatial contagion in a seismic context) is considered. We fit various bivariate count models and find that for many contiguous tectonic plates, spatial contagion is significant in both directions. Furthermore, ignoring cross autocorrelation can underestimate the potential for high numbers of occurrences over the short-term. Our overall findings seem to further confirm (Parsons and Velasco 2011).
INTRODUCTION AND MOTIVATION

Motivation
Autoregression in the sense of ARIMA time series models cannot be directly applied to integer values for obvious reasons. Thus, most integer-valued autoregressive (INAR) time series models are based upon thinning operators such as (Steutel and van Harn 1979 ) (see also the excellent survey of thinning operators by (Weiβ 2008) ). Such models have been mainly proposed and investigated by (McKenzie 1985) and (Al-Osh and Alzaid 1987) for first order autocorrelation, and by (Du and Li 1991) for autocorrelation of order p. (Gauthier and Latour 1994) , (Dion, Gauthier and Latour 1995) and (Latour 1998 ) have also investigated a slightly more generalized type of thinning operator than (Steutel and van Harn 1979) , in models known as generalized INAR (or GINAR).
The statistical and actuarial literature has multiple successful applications of INAR-type of models (see for example (Gourieroux and Jasiak 2004) and (Boucher, Denuit and Guillen 2008) where both papers treat car insurance problems).
In a multivariate setting, the properties of a multivariate INAR (MINAR) model of order 1 (based upon independent binomial thinning operators) have been derived in (Franke and Subba Rao 1993) while the multivariate GINAR of order p is presented in (Latour 1997) . However, there are very few attempts in the literature to estimate and use these types of models 1 . One notable exception is (Pedeli and Karlis 2011a) and (Pedeli and Karlis 2011b) who investigated the bivariate INAR model of order 1 with Poisson and negative binomial innovations with an application to the number of daytime and nighttime accidents. In their papers, the autoregression matrix is diagonal, meaning there is no cross-autocorrelation in the counts.
Insurance policies and earthquake catastrophe (cat) derivatives (such as cat-bonds and catoptions) offer protection against earthquake risk in exchange for periodic premiums. Thus, one important component in these contracts is the number of earthquakes at various locations. Earthquake count models are mostly based upon the Poisson process ((Utsu 1969) , (Gardner and Knopoff 1974) , (Lomnitz 1974) , (Kagan and Jackson 1991)), Cox process (self-exciting, cluster or branching pro-cesses, stress-release models (see (Rathbun 2004 ) for a review), or Hidden Markov Models (HMM) (see (Zucchini and MacDonald 2009) and (Orfanogiannaki, Karlis and Papadopoulos 2010) 2 . However, these models are focused toward a single location whereas seismic risk can also be influenced by shocks that occurred at other locations (see e.g. space-time Poisson process in (Ogata 1988) , (Zhuang, Y. and Vere-Jones 2002) or (Schoenberg 2003) ). Thus, one of the purposes of this paper, is to propose a bivariate INAR model that accounts for cross-autocorrelation in the counts. From a seismological standpoint, that would mean the earthquake count at a given location can be function of the past earthquake counts at that site and at another site. These areas can be tectonic plates, regions, cities or points on a given geological fault.
The main objective of this paper is to investigate the effects of seismic space-time contagion (or clustering) on various risk management applications using seismological data and a specific model.
Risk management considerations can be viewed over various time horizons. For example, prices of cat-derivatives will be influenced by short-term earthquake risk dynamics because a lack of an appropriate earthquake count prediction can mean arbitrage profits or losses may occur on the markets. Insurance and reinsurance contracts are managed over a much longer time horizon. 1.2 Outline of the paper (Parsons and Velasco 2011) have confirmed that major earthquakes might have a significant impact on the number of earthquakes that occur during the hours following the main shock, but only in an area close to the main shock. They do also prove that there is no remote and large earthquakes beyond the main shock region. Figure 1 plots the number of quakes following a big one (magnitude exceeding 6.5), either within or outside a 2,000 km area from the main shock. One of the aims of our paper is to study the dynamics of the number of earthquakes, taking into account spatial contagion over tectonic plates. Using plates instead of distance (as in (Parsons and Velasco 2011) ) allows us to work with multivariate counting processes.
[ Figure 1 about here.] The paper is structured as follows. In Section 2, we present the theoretical framework of the multivariate INAR of order 1 and the most important results. Some results have already been 2 For a brief summary of statistical and stochastic models in seismology, see (Vere-Jones 2010). derived in (Franke and Subba Rao 1993) but are presented here for the sake of completeness and consistency with our given notation. Additional (theoretical) results in terms of moments, autocovariance functions and predictions are given in this section. In Section 3, we introduce Granger causality tests, derived in the given context of BINAR (1) processes, including an interpretation of each coefficient in terms of causal effect. Section 4 presents the specific application to the bivariate INAR model with cross autocorrelation and Poisson innovations. A Monte Carlo study will also illustrate how the maximum likelihood estimators behave (theoretical results are given in Section 2, but only in the context of a full cross-correlation matrix). Finally, Section 5 provides various applications of the model with earthquake counts. In subsection 5.3, several BINAR(1) processes are fitted over different tectonic plates and magnitudes. We confirm here the conclusions of (Parsons and Velasco 2011) claiming that the onset of a large earthquake does not cause other large ones at a very long distance. There might be contagion, but it will be between two close areas (e.g. contiguous tectonic plates), and over a short period of time (a few hours, perhaps a few days, but not much longer). In subsection 5.4, we have also observed that major earthquakes will generate several medium-size earthquakes on the same tectonic plate (so called aftershocks).
Foreshocks were also observed, meaning that medium-size earthquakes might announce the arrival of more important earthquakes. To conclude, in subsection 5.5, we compare the sum of counts of earthquakes on two plates, assuming that there is -or not -cross correlation between consecutive days.
MULTIVARIATE INTEGER-VALUED AUTOREGRESSION OF ORDER 1, MINAR(1)
As mentioned in (Fokianos 2011), a natural way to define a linear model for counts might be to use the Poisson regression to derive an autoregressive process. Let (N t ) denote a count time series, and (F t ) the associated filtration. A GARCH-type model can be considered, as in (Ferland, Latour and Oraichi 2006) N t |F t−1 ∼ P(λ t ), where λ t = α 0 + But one can easily imagine that it could be complicated (and not tractable) to extend such a process in higher dimension. An alternative can be to use a thinning operator as in (Al-Osh and Alzaid 1987) or (McKenzie 1985) . The idea (introduced in (Steutel and van Harn 1979) ) is to define 
where (ε t ) is a sequence of i.i.d. integer valued random variables. Such process will be called INAR (1) . Note that such a process can be related to Galton-Watson process with immigration, and it is a Markov chain with integer states. As mentioned in (Al-Osh and Alzaid 1987), if (ε t ) are Poisson random variables, then (N t ) will also be a sequence of Poisson random variables, and the estimation can be done easily using a method of moments estimators or maximum likelihood techniques, for p and λ = E(ε t ). One of the main interest of the thinning operator approach is that it can be easily extended in higher dimension, as in (Franke and Subba Rao 1993) (we will also provide new results, as well as new interpretations, e.g. in terms of causality).
Thinning • operator in dimension d
As in the univariate case, before defining a multivariate counting process N t := (N 1,t , · · · , N d,t ), we need to define a multivariate thinning operator for a random vector N :
, where all counting variates Y in p i,j • X j 's are assumed to be independent. Lemma 1 in (Franke and Subba Rao 1993) , E (P • N ) = P E(N ), and 
satisfying π(n t , n t−1 ) =
Remark 2.4 Since P has entries in [0, 1], using a variant of Perron-Frobenius theorem, there exists an eigenvalue κ 1 of P such that κ 1 ≥ |κ i | for all other eigenvalues of P . And the associated
From Remarks 2.3 and 2.4, we can derive sufficient conditions so that there exists a stationary MINAR(1) process (based on Theorem 1 and Lemma 2 in (Franke and Subba Rao 1993)). The proof is based on the fact that under those assumptions, the Markov chain is irreducible and aperiodic.
One can prove that 0 is a positive recurrent state, and from Theorem 1.2.2 in (Rosenblatt 1971) , there exists a strictly stationary solution.
Proposition 2.5 Let P with entries in (0, 1), such that its largest eigenvalue is less than 1, and 
Maximum likelihood estimation in d-variate INAR(1) processes
Consider here a finite time series N = (N 0 , N 1 , · · · , N n ), observed from time t = 0 until time
where π is the transition probability of the Markov chain, given by Equation (2). Here parameter θ is related to the autoregressive matrix P as well as parameters of the joint distribution of the noise process, denoted λ. For convenience, assume that λ = (λ 0 , λ 1 ) where λ 0 are parameters related to the innovation process (ε t ) margins, and λ 1 to the dependence among components of the innovation.
Hence, here θ = (P , λ) on some open sets (0, 1) 
Autocorrelation matrices for MINAR(1) processes
Based on the properties obtained in (Franke and Subba Rao 1993) it is possible to derive expressions for autocorrelation functions, which is a natural way to describe the dynamics of the process.
Theorem 2.8 Consider a MINAR(1) process with representation N t = P • N t−1 + ε t , where (ε t ) is the innovation process, with λ := E(ε t ) and Λ := var(ε t ). Let µ := E(N t ) and γ(h) := cov(N t , N t−h ). Then µ = [I − P ] −1 λ and for all h ∈ Z, γ(h) = P h γ(0) with γ(0) solution of γ(0) = P γ(0)P + (∆ + Λ), and where I is the d × d identity matrix.
Proof 2.9 Since E (P • N ) = P E(N ), then µ = E(N t ) has to satisfy
Since (ε t ) is the innovation process, and from the expression mentioned above (from (Franke and Subba Rao 1993)) var(N t ) = P var(N t−1 )P + ∆ + Λ thus γ(0) satisfies
Finally,
Remark 2.10 γ(0) is a covariance matrix (symmetric) solution of matrix expression
If P was an orthogonal matrix, the term on the left could be related to Lie bracket [Z, P ] = ZP − P Z. If P was diagonal, we would have obtained expression of (Pedeli and Karlis 2011a).
Thus, assuming that P can either be orthogonalized or diagonalized will lead to tractable numerical algorithm. Another numerical strategy is to seek for a fixed point in equation Z n = P Z n−1 P + A with some starting value Z 0 (e.g. I). This numerical technique will be used in the applications (see Section 5).
Forecasting with MINAR(1) processes
In order to derive the distribution (or moments) of N t+h given N t recall that
Proposition 2.11 Let λ := E(ε t ) and Λ := var(ε t ), then
Proof 2.12 The conditional expectation is obtained by recurrence, since the one step ahead conditional expectation is
For the conditional variance, it is possible to derive iterative formulas, using recursions.
is defined recursively by
Proof 2.14 The one step ahead conditional variance is
where V is the d × d matrix with entries p i,j (1 − p i,j ). Then, in order to use a recursive argument, we simply have to use the variance decomposition formula, and move one additional step ahead. At time t + h, we can write
In the case where P is diagonal, we obtain as particular case the expressions of (Pedeli and Karlis 2011b).
Corollary 2.15
If P is a diagonal matrix, then
NONDIAGONAL THINNING MATRICES AND GRANGER CAUSALITY
Based on the concepts introduced in (Franke and Subba Rao 1993) , it is possible to get interpretations of parameters. Based on Granger terminology, N 2 causes N 1 at time t if and only if
where
Thus, as for Gaussian VAR processes, the following interpretation holds (see Section 3.6. in (Lutkepohl 2005) ) (1) with representation (1)
1.
(N 1,t ) and (N 2,t ) are instantaneously related if ε is a noncorrelated noise, 2. (N 1,t ) and (N 2,t ) are independent, which we denote
p 1,2 = p 2,1 = 0, and ε 1,t and ε 2,t are independent,
is a lower triangle matrix, i.e. p 2,1 = 0 while p 1,2 = 0, 
where λ 1 = λ 
) in the constrained model (when innovation has independent margins), then under
For lagged causality, we test
where P is a set of constrained shaped matrix, e.g. P is the set of d × d diagonal matrices for lagged independence, or a set of block triangular matrices for lagged causality. 
BIVARIATE INAR(1) PROCESS WITH POISSON INNOVATION
MINAR(d) might appear as tractable models, but the number of parameters can be extremely large. In dimension d, the dynamics is characterized by d 2 + dim(Λ) parameters. The standard model for the innovation process would be the multivariate common shock Poisson random vector (see (Mahamunulu 1967) or Section 37.2 in (Johnson, Kotz and Balakrishnan 1997)). Let (u I , I ⊂ {1, · · · , d}) be a collection of independent Poisson random variables, and define
is larger than one thousand, which will not be tractable.
Thus, for convenience, let us focus on the bivariate INAR(1) process.
The bivariate Poisson innovation process
A classical distribution for ε t is the bivariate Poisson distribution, with one common shock, i.e.
where M 1,t , M 2,t and M 0,t are independent Poisson variates, with parameters λ 1 − ϕ, λ 2 − ϕ and ϕ, respectively. In that case, ε t = (ε 1,t , ε 2,t ) has joint probability function
. See e.g. (Kocherlakota and Kocherlakota 1992) for a comprehensive description of that joint distribution. Note that ε 1,t and ε 2,t are both Poisson distributed, with parameter λ 1 and λ 2 respectively, and here cov(ε 1,t , ε 2,t ) = ϕ. Hence, parameter ϕ characterizes independence (or non-independence) of the innovation process. Hence
and most of the previous expressions can be derived explicitly.
BINAR(1) process with Poisson innovation
For univariate INAR(1) processes, if N 0 is assumed to have a Poisson distribution with mean λ/(1 − p), then N t is also Poisson distributed, for all t ≥ 0. But this result does not hold in higher dimensions ( (Pedeli and Karlis 2011a) noticed that result with diagonal P matrices, and it is still true). Nevertheless, it is still possible to derive joint moments of the joint distributions (µ and γ(0)) as well as autocorrelations.
Expressions for γ(0) and γ(1) can be explicitly derived, but from Theorem 2.8 we do have matrices based expression that can be used numerically.
Example 4.2 Auto and cross autocorrelations are given by
,
.
Note that Poisson innovation satisfy technical assumption needed in Proposition 2.7 to insure that conditional maximum likelihood estimates converge to a normal distribution as n goes to infinity.
Maximum likelihood estimation for BINAR(1) with Poisson innovation
From Equation 3 the conditional likelihood of (P , λ, ϕ) given a sample
bivariate Poisson
Here
since given with (ε t , N t−1 ), components of N t are assumed to be independent (from the definition of the multivariate thinning operator •), where π 1 (·, N t−1 ) and π 2 (·, N t−1 ) are convolutions of binomial distributions, i.e. for n 1 , n 2 = 0, 1, · · · , N 1,t−1 + N 2,t−1
Using numerical optimization routines, it is possible to compute ( P , λ, ϕ) = argmax{L((P , λ, ϕ); N )}, and Proposition 2.7 insures convergence of that estimator: the conditional maximum likelihood estimates (CMLE) are asymptotically normal and unbiased.
Monte Carlo study
Based on the previous expression of the likelihood, it is possible to run Monte Carlo simulations to study the behavior of the estimators on simulated series. This numerical example illustrates with two sets of hypothetical parameters how fast is convergence. The two sets of parameters are:
4 with λ 1 = 5, λ 2 = 3 and ϕ = 1;
The second set of parameters is a special case of the proposed BINAR, which is the diagonal BINAR model of (Pedeli and Karlis 2011b) and ( To perform this experiment, 250 samples of different sizes have been generated. Sample sizes of 25, 50, 100, 250, 500, 1000, 5000 and 10000 observations are considered. Figure 2 shows the kernel-smoothed 3 density function of the distribution of each parameter in the first set, over the various sample sizes. Tables 1 and 2 show the mean and standard deviation of the parameter values over different sample sizes. One can see that in the first set of parameters, the estimates converge quickly to a normal distribution and the bias goes steadily to 0. In the second set of parameters, the results are shown in Figure 3 and Tables 3 and 4 . One sees that even though p 1,2 = p 2,1 = 0, the distribution rapidly concentrates at 0. This indicates that the approach is valid.
[ Figure [ 
EMPIRICAL APPLICATION TO EARTHQUAKES
Data
To illustrate the potential of the model for various uses, we apply the proposed BINAR approach on earthquake counts of the Earth's tectonic plates. Since the proposed model accounts for serial correlation and cross-autocorrelation, earthquake counts is an interesting application for the following reasons. First, when a mainshock occurs, it provokes many aftershocks, thus creating serial correlation. Moreover, the seismic waves travel over a large distance, and may cross different tectonic plates, provoking other earthquakes on these other plates (within some time range). This is why earthquake counts on contiguous plates should show statistical dependence and cross autocorrelation. Given the purpose of the paper, the empirical application is by no means an exhaustive seismological analysis of earthquake risk across the planet. From a seismological standpoint, some of the results are indicative and further investigation would be required in some aspects of the application.
The data used in the example comes from two sources. The proposed BINAR model will be largely used to investigate first-order autocorrelation and cross-autocorrelation in earthquake counts, which is equivalent to measuring the degree of the first order type of space and time contagion. To do this, earthquake counts have been computed at several frequencies. Time ranges of 3, 6, 12, 24, 36 and 48 hours have been considered to count the number of earthquakes.
[ Figure 4 about here.]
Quality of fit
The proposed BINAR model encompasses various models as well. When, p i,j = 0, i, j = 1, 2 and ϕ = 0, there is no serial correlation, no cross autocorrelation, and both series are independent.
Those are two independent Poisson noises. When ϕ = 0, the Poisson noises are dependent. When p 1,2 = p 2,1 = 0 and ϕ = 0, there is serial correlation but both series are independent. Those are equivalent to two univariate INAR processes. Finally, when p 1,2 = p 2,1 = 0 and ϕ = 0, we find the diagonal BINAR model of (Pedeli and Karlis 2011a) . In the latter model, there is no cross autocorrelation. Thus, in this section we compare the fit of those four models, along with the proposed BINAR approach, on each of the 136 possible pairs of tectonic plates. The upper part of Table 5 shows that dependence in the noises is important for about 10% of the combinations of plates (most of them are contiguous). However, serial correlation is a much more important feature, even though noises are independent. This should have been expected given earthquake mechanics. Thus, the LRT shows that autocorrelation is one important component when analyzing earthquake counts at these sampling frequencies.
Sampling frequency also influences the degree of autocorrelation and cross autocorrelation.
When the sampling frequency is h hours, all earthquakes on two tectonic plates will count towards ϕ in the time interval [0, h] hours. All earthquakes occurring in the time interval [h, 2h] will help find first degree autocorrelation and cross autocorrelation i.e. it should appear in the P matrix.
Finally, all earthquakes occurring after 2h hours, would be accounted for if a second or third degree BINAR was considered. Thus, when h increases, ρ should become more significant. This is what we observe in the upper panel of Table 5 . Even though the percentage of combinations that are significant very slightly increase, the mean LRT and higher percentiles of LRT tend to grow more importantly. Note that only a few combinations are such that tectonic plates are contiguous. Table 6 ), we find that 6-9% of the combination of plates show cross autocorrelation. In other words, the non-diagonal terms in the P matrix, i.e. p 1,2 and p 2,1 , are both statistically different from zero. In most of the cases, the combination of plates that had a significant fit to both models, are contiguous. We further investigate some of those in the next subsection.
Analysis of pairs of tectonic plates
In this section, we take a look at specific pairs of tectonic plates to observe parameters and interpret them. We will look at four different combinations of plates, which are all closely related to Japan.
The Japanese area is one of the most seismically active regions of the world, being at the limit of 4 tectonic plates. The first and second order moments estimators for the Okhotsk and West Pacific plates are given in Table 8 .
Let us focus on the Okhotsk and West Pacific plates, where the results are shown at the bottom left part of Table 7 , and assume the sampling frequency is 24 hours. Thus, the daily number of earthquakes on the Okhotsk plate is explained by three sources: the number of earthquakes on the previous day on both plates, and a random noise effect. When no earthquake was observed on both plates on a given day, a Poisson r.v. with mean 0.16 earthquake per day will generate seismicity on the next day. The probability of observing one or more earthquakes by noise only is 15% in this case.
The interest of the proposed BINAR model lies in the representation of the spatial contagion effect between tectonic plates. Suppose that n earthquakes were observed on the Okhotsk plate on a given day, while m earthquakes were observed on the West Pacific plate on that same day. The number of earthquakes on the Okhotsk plate the next day will be the result of the convolution of a binomial(n, 0.0817) (autocorrelation of order 1), a binomial(m, 0. [ Table 5 about here.] [ 
Foreshocks and aftershocks
As another application of the model, we illustrate the relationship between medium-size earthquakes (i.e. 5 ≤ M ≤ 6) and large earthquakes (M > 6). Using the proposed BINAR model in this context will help understand how the size of a set of earthquakes at a given time period can help predict the size of future earthquakes. Most of the time, large earthquakes (mainshocks) are followed by aftershocks, which are usually smaller (medium-size or smaller). The inverse, in which case a medium-size earthquake may announce a larger earthquake, is usually less likely, but still regularly observed. Figure 5 illustrates this relationship between foreshocks, mainshocks and aftershocks.
[ Figure 5 about here.] As a first exercise, we have fitted the same five models, that is the proposed BINAR model, the diagonal BINAR model, independent INARs, dependent Poisson noises, and independent Poisson noises. According to the LRT, the fit of the diagonal BINAR model over independent Poisson noises is statistically significant for all tectonic plates, at all sampling frequencies. This is also the case when the diagonal BINAR is compared to independent INAR models. Finally, for all but a few tectonic plates and/or sampling frequencies, the diagonal BINAR model has a very significant fit over dependent Poisson noises.
Thus, for this application, we would like to measure if cross autocorrelation is important, i.e.
if earthquake size on a given period helps explain future earthquake sizes. Table 9 shows the LRT for the proposed BINAR model over the diagonal model, for various sampling frequencies. A value larger than 5.99 means that p 1,2 = 0 and p 2,1 = 0, implying that large earthquakes are followed by medium-size earthquakes, and the opposite also holds. This is indeed the case in the large majority of tectonic plates, although this relationship clearly gets weaker when the sampling frequency goes from 3-hours to 48-hours (last row of the table). This should have been expected given Omori's law, which explains the temporal decay of aftershock rates. Let us illustrate the impact of cross autocorrelation for a given tectonic plate. Assume that on the Okhotsk plate, which seats beneath part of Japan, there is a large earthquake in the prior 12-hour period (and no medium-size earthquake). Then, cross autocorrelation will be the most important component of the mean number of earthquakes in the next period. Indeed, the expected number of medium earthquakes in the next period is 0.2444 + 0.0780 = 0.3224 and cross autocorrelation will account for more than the two thirds of the total expectation. One can compare the size of p 1,2 and p 2,1 with the noise components (λs) and observe that the ratio is much larger in this section than in Section 5.3. Thus, cross sectional effects are a key element in this context. Finally, the ratio of the expected number of M > 6 earthquakes over 5 ≤ M ≤ 6 earthquakes is on average (across plates) approximately 10 which is consistent with Gutenberg and Richter's law.
[ Table 9 about here.]
[ Table 11 . The left (right) panel focuses on the first (second) set of tectonic plates.
The numbers shown are P
One sees that the diagonal model really understates the number of earthquakes in the following days, especially in the tails. For example, in the first set of plates (Okhotsk and West Pacific), the probability of having a total of at least 20 earthquakes in the next day is 6.7% with the proposed model, whereas it is 0.7% with the diagonal model; it is a ten-fold increase. This increase is all due to the non-diagonal terms in the P matrix as it accounts for the cross auto-correlation between earthquake counts. A less dramatic increase is observed in the second set of plates (South America and Nasca). For example, the probability of having a total of at least 7 earthquakes over a week on both plates is 39.6% in the diagonal model whereas this probability is 44% in the proposed model.
As expected, over the long-term, both processes converge to their equilibrium and the effect of the initial conditions seem to dissipate.
We now suppose that with both sets of plates, no earthquake occurred on a given day. Table 12 shows the results of P T k=1 (N 1,k + N 2,k ) ≥ n F 0 for T = 14 and 30 days. For smaller T values, the probabilities generated by the two models are very similar since it takes a lot of time to develop earthquakes and thus to observe cross-sectional effects. For the given T values, the probabilities are very similar for both models, with a slightly fatter tail for the proposed model in the first set of tectonic plates. In the second set of plates, the probabilities are too close to be able to conclude of any difference.
In summary, we have also run different scenarios on other sets of plates and it confirms that the effect of the non-diagonal terms in the P matrix is to generate fatter tails in the sum of the number of earthquakes. This is very useful for short-term risk management applications such as the pricing of earthquake bonds and other derivatives. An underestimation of the number of earthquakes could mean arbitrage opportunities if the market model has a similar behavior to the diagonal model.
[ Table 11 about here.] [ Table 12 about here.]
CONCLUSION
In this paper, we confirm the conclusion of (Parsons and Velasco 2011) claiming that very large earthquakes do not necessarily cause large ones at a very long distance. There might be contagion, but it will be within two close areas (e.g. contiguous tectonic plates), and over a short period of time (a few hours, perhaps a few days, but not much longer). Nevertheless, not taking into account possible spatial contagion between consecutive periods may lead to large underestimation of overall counts. In the context of foreshocks, mainshocks and aftershocks, we have also observed that major earthquakes might generate several medium-size earthquakes on the same tectonic plate, and also foreshocks might announce possible large earthquakes.
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Number of earthquakes (magnitude exceeding 2.0) per 15 seconds, following a large earthquake (of magnitude 6.5) either close to the main shock (less than 2,000 km) or far away (more than 2,000 km). Counts were normalized so that the expected number of earthquakes before is 100 in the two regions. Plain lines are spline regressions, either before or after the main shock
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Distance less than 2,000 km from major one Distance more than 2,000 km from major one Number of earthquakes before and after a major one, on the same plate Figure 1 : Number of earthquakes (magnitude exceeding 2.0) per 15 seconds, following a large earthquake (of magnitude 6.5) either close to the main shock (less than 2,000 km) or far away (more than 2,000 km). Counts were normalized so that the expected number of earthquakes before is 100 in the two regions. Plain lines are spline regressions, either before or after the main shock).
Figure 2: Distribution of estimators p 1,1 , p 1,2 , p 2,1 , p 2,2 , λ 1 , λ 2 and ϕ, as a function of the sample size n, case of non-diagonal P matrix. Table 9 : Likelihood Ratio Test for the proposed BINAR model over the diagonal model, for various sampling frequencies, when N 1,t denotes the number of medium size earthquakes (magnitude between 5 and 6) during period t, and N 1,t denotes the number of large earthquakes (magnitude exceeding 6) during period t. Table 10 : CMLE estimators for the proposed BINAR model, for 12-hour frequency, when N 1,t denotes the number of medium size earthquakes (magnitude between 5 and 6) during period t, and N 1,t denotes the number of large earthquakes (magnitude exceeding 6) during period t. Table 11 : Empirical evolution of P T k=1 (N 1,k + N 2,k ) ≥ n F 0 for various values of n (per line) and T (per column), on two plates (Okhotsk vs. West Pacific and South American vs. Nasca), either for a diagonal P matrix -on top -or for a full matrix -below. Table 12 : Empirical evolution of P T k=1 (N 1,k + N 2,k ) ≥ n F 0 for various values of n and two time horizon T , on two plates (Okhotsk vs. West Pacific and South American vs. Nasca), either for a diagonal P matrix, or for a full matrix.
