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Abstract
Let PG(k) be the number of proper k-colorings of a finite simple graph G. Tomescu’s
conjecture, which was recently solved by Fox, He, and Manners, states that PG(k) ≤ k!(k−1)
n−k
for all connected graphs G on n vertices with chromatic number k ≥ 4. In this paper, we study
the same problem with the additional constraint that G is ℓ-connected. For 2-connected graphs
G, we prove a tight bound
PG(k) ≤ (k − 1)!((k − 1)
n−k+1 + (−1)n−k),
and show that equality is only achieved if G is a k-clique with an ear attached. For ℓ ≥ 3, we
prove an asymptotically tight upper bound
PG(k) ≤ k!(k − 1)
n−ℓ−k+1 +O((k − 2)n),
and provide a matching lower bound construction. For the ranges k ≥ ℓ or ℓ ≥ (k−2)(k−1)+1
we further find the unique graph maximizing PG(k). We also consider generalizing ℓ-connected
graphs to connected graphs with minimum degree δ.
1 Introduction
Let G = (V,E) be a simple, undirected graph. A k-coloring of G is an assignment c : V → [k] of
colors to the vertices of G such that no adjacent vertices are assigned the same color. Let χ(G)
denote the chromatic number of G, which is the smallest k for which such a coloring exists, and
write PG(k) for the number of k-colorings of G. Note that PG(k) known to be a polynomial and is
called the chromatic polynomial of G. We say a graph G is k-chromatic if χ(G) = k.
A number of recent papers have considered the question of maximizing the value of PG(k),
where G ranges over some specified family of graphs. Examples here include results for the families
of n-vertex m-edge graphs [15, 16], n-vertex regular graphs [11, 18], n-vertex graphs with fixed
minimum degree [4, 12], and n-vertex 2-(edge-)connected graphs [6, 22].
Most of the remainder of this note will focus on the family of n-vertex k-chromatic graphs.
Tomescu [19] showed that the disjoint union of a k-clique and n − k isolated vertices maximizes
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PG(k) in this family. When restricting to the family of connected n-vertex k-chromatic graphs, the
question of maximizing PG(k) seemed to be much more difficult, with an extremal value conjectured
in 1971 by Tomescu [20]. Recently Fox, He, and Manners [10] resolved this conjecture, computing
the maximum number of k-colorings of a connected graph with n vertices and chromatic number
k ≥ 4. Recall that the ℓ-core of a graph G is the (unique) maximal subgraph with minimum degree
at least ℓ.
Theorem 1.1 ([10]). If G is a connected graph on n vertices and χ(G) = k ≥ 4, then
PG(k) ≤ k!(k − 1)
n−k,
with equality if and only if the 2-core of G is a k-clique.
In this paper, we investigate the question of maximizing PG(k) under stronger connectivity
constraints. Recall that a graph G is ℓ-connected if it has more than ℓ vertices and it remains
connected upon the removal of any set of fewer than ℓ vertices. We extend the methods of Fox, He,
and Manners to compute the exact maximum value of PG(k) over 2-connected k-chromatic graphs
on a fixed number of vertices.
Recall that an ear of a graph is a path where the two endpoints may coincide. Let Gn,k be the
unique graph of order n obtained from a k-clique by adding an ear (with n − k internal vertices,
each of degree 2) attached to two distinct vertices of the clique.
Theorem 1.2. If G is a 2-connected graph on n vertices and χ(G) = k ≥ 4, then
PG(k) ≤ (k − 1)!((k − 1)
n−k+1 + (−1)n−k),
with equality if and only if G ∼= Gn,k.
We also prove an asymptotically tight upper bound for ℓ-connected graphs for all ℓ and provide
examples of extremal graphs achieving the upper bound.
Theorem 1.3. Let k ≥ 4, ℓ ≥ 3, and n be sufficiently large in terms of k and ℓ. If G is a
k-chromatic ℓ-connected graph on n vertices, then
PG(k) ≤ k!(k − 1)
n−ℓ−k+1 +O((k − 2)n).
Moreover, there exists a k-chromatic ℓ-connected graph G∗ on n vertices with k ≥ 4 and ℓ ≥ 3
satisfying PG∗(k) ≥ k!(k − 1)
n−ℓ−k+1.
In fact, our methods give an explicit structural description of all such G∗, see Theorem 4.12,
where we find the unique maximizing graph for some of the ranges of the parameters k and ℓ.
We also consider the related problem of bounding PG(k) when G is connected and has minimum
degree at least δ.
Theorem 1.4. Suppose k − 1 ≥ δ ≥ 3 and n is sufficiently large in terms of δ and k. Let G⋆ be
obtained from a disjoint union of Kk and Kδ,n−k−δ by deleting an edge e from Kδ,n−k−δ and adding
an edge from a vertex of Kk to the endpoint of e in the part of size n−k−δ. Then G
⋆ is the unique
n-vertex k-chromatic minimum degree δ connected graph (up to isomorphism) with the maximum
number of k-colorings.
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We will also be able to give a structural description of the extremal graphs in the other range
δ ≥ k ≥ 4, and to compute the first, second, and third order terms of the maximum value of PG(k)
in the course of the proofs.
The paper is organized as follows. The next section collects the main lemmas of Fox, He, and
Manners [10] which we require, and then sketches how to combine them to produce upper bounds
on the chromatic polynomial PG(k). Section 3 adapts this machinery to prove Theorem 1.2, the
analogue of Tomescu’s conjecture for 2-connected graphs. Then, in Section 4, we study the general
case of graphs with minimum degree δ ≥ 3. We show that there are basically four different types
of possible candidate graphs with the maximum number of colorings and we prove asymptotic
bounds for such graphs (Lemma 4.8) which delivers Theorem 1.4. Also, it turns out that only two
types of these candidates can be δ-connected. Using this, we study the problem for ℓ-connected
graphs in Section 4.4 and prove Theorem 1.3. Finally, we mention some related open problems and
conjectures in the final section.
2 Background
In this section, we state two results from Fox, He, and Manners [10], which will be used in Section 3
to prove Theorem 1.2. Then, we sketch the proofs of the main theorems in Sections 3 and 4.
Recall that a k-chromatic graph is called k-edge critical, or simply k-critical, if removing any
edge reduces its chromatic number.
Also, we say that a k-chromatic graph G has property Ck if, for every pair of distinct vertices
u, v ∈ V (G),
Pr
c
[c(u) = c(v)] <
1
k − 1
,
where the probability is taken over a uniform random k-coloring c of G.
The first result we need shows that if a graph is both k-critical and satisfies property Ck, it
cannot have many k-colorings.
Theorem 2.1 ([10]). Let G be a k-critical graph of order n where n > k ≥ 4 and suppose G
satisfies property Ck. Then, n ≥ 2k − 1 and
PG(k) ≤


k!
(
7k+5
12 +
n(k−2)
12(n−k)
)n−k
if 2k − 1 ≤ n ≤ k2 − k
k!
(
k+1
2 +
n(k−2)
6(n−k)
)n−k
if n > k2 − k.
Theorem 2.1 is proved exactly the same way as [10, Lemma 8 and Theorem 10]; here we note
that G being k-critical is the essential property of a bad graph utilized in those proofs. The second
result we need is a stronger bound that holds only for the case k = 4.
Theorem 2.2 ([10]). Let G be a 4-critical graph of order n ≥ 6 satisfying property C4. Then,
PG(4) < 4! 2
(11n−54)/12 3(2n−3)/6.
Theorem 2.2 is proved the same way as [10, Lemma 11].
The proof of Theorem 1.2 relies on showing that a minimal counterexample graph G must be
both k-critical and satisfy property Ck. Roughly speaking, the graph G will be k-critical because
otherwise we can find a counterexample with fewer edges by removing an edge, and G will satisfy
property Ck because otherwise we can find a counterexample with fewer vertices by identifying two
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vertices together. These arguments resemble those of [10] but are complicated by the fact that
everything must respect the 2-connectivity of G.
On the other hand, the proof of Theorem 1.3 is of a completely different flavor; in general,
asymptotic results of this form are easier to prove than exact results like Theorem 1.2 since the
hardest cases tend to occur when n = Θ(k).
When n is much larger than k, the structure of G is much more tightly confined. In fact, we will
prove that if a graph G of order n much larger than k with minimum degree δ has many k-colorings,
then G contains a bipartite subgraph Kδ,n−C where C > 0 depends only on δ and k. This will
allow us to determine the approximate structure of every extremal graph G.
3 2-connected Graphs
In this section, we prove Theorem 1.2.
We say that G is an (n, k)-bad graph if it is a minimal counterexample for Theorem 1.2 with n
vertices and chromatic number k.
In particular, suppose that Theorem 1.2 is false for some k ≥ 4, and fix this value of k. Let
n > k be the minimum number of vertices in a counterexample G to Theorem 1.2 for this value of
k, and we also assume that no proper subgraph of G is a counterexample. So an (n, k)-bad graph
is an n-vertex k-chromatic 2-connected graph G so that G either satisfies
PG(k) > (k − 1)!
(
(k − 1)n−k+1 + (−1)n−k
)
,
or satisfies
PG(k) = (k − 1)!
(
(k − 1)n−k+1 + (−1)n−k
)
and G is not isomorphic to Gn,k, n is the minimal such value for this fixed k, and every proper
subgraph of G satisfies Theorem 1.2.
For the rest of this section, let
Pn(k) = PGn,k(k) = (k − 1)!((k − 1)
n−k+1 + (−1)n−k).
Our first goal is to prove that every (n, k)-bad graph is k-critical. We start with an old lemma
which bounds colorings of 2-connected graphs.
Lemma 3.1 ([6, 22]). If G is a 2-connected graph on n vertices and k is an integer with k ≥ 3,
then
PG(k) ≤ (k − 1)
n + (−1)n(k − 1).
Moreover, for n 6= 5 or k 6= 3, equality holds if and only if G is the cycle Cn.
Next we prove a simple result about the equality case graph Gn,k. We use the standard notation
G+ uv or G+ e for adding a single edge e between nonadjacent vertices u, v of G, and G− uv or
G− e for the deletion of the edge e. We also write G/uv for the graph obtained by contracting two
vertices u, v of G together.
Lemma 3.2. Let k ≥ 3, and let G = Gn,k. If u and v are two nonadjacent vertices of G, then
PG+uv(k) < Pn(k).
Proof. It is easy to see that χ(G/uv) = k since k ≥ 3. So, PG/uv(k) > 0 and we have
PG+uv(k) = PG(k)− PG/uv(k) < PG(k) = Pn(k).
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We are now ready to show the first main lemma.
Lemma 3.3. Let n ≥ k ≥ 4. If G is an (n, k)-bad graph, then G is k-critical.
Proof. Suppose G is not k-critical. Let e be an edge so that χ(G − e) = k. First let us show
that G− e is not 2-connected, so to that end suppose that G − e is 2-connected. Since no proper
subgraph of G is a counterexample for Theorem 1.2, we have PG−e(k) ≤ Pn(k). Now every proper
k-coloring of G is a proper k-coloring of G− e, so PG(k) ≤ PG−e(k). Since G is a counterexample
it follows that PG(k) = PG−e(k) = Pn(k). As G− e satisfies Theorem 1.2, G− e ∼= Gn,k. Hence, G
contains Gn,k as a proper subgraph and so PG(k) < Pn(k) by Lemma 3.2, which is a contradiction.
Thus, G− e is not 2-connected.
Since G − e is not 2-connected and G is 2-connected, G − e has exactly one cut-vertex v
and exactly two blocks, say G1 and G2. Let n1 = |V (G1)| and n2 = |V (G2)|, and without loss of
generality assume G1 is k-chromatic. Note that we must have n1 ≥ k and n2 ≥ 2. By the minimality
ofG we have PG1(k) ≤ Pn1(k), and sinceG2 is 2-connected we have PG2(k) ≤ (k−1)
n2+(−1)n2(k−1)
by Lemma 3.1. Therefore
PG−e(k) =
PG1(k)PG2(k)
k
≤
Pn1(k) ((k − 1)
n2 + (−1)n2(k − 1))
k
.
Now we consider three cases.
Case 1: Suppose that n2 = 2. In this case, the graph G2 contains a vertex w 6= v with the
edge e given by ww1 for some w1 in G1. Recall that PG1(k) ≤ (k − 1)!((k − 1)
n−k + (−1)n−1−k),
with equality if and only if G ∼= Gn,k.
Subcase 1a: Suppose PG1(k) < (k− 1)!((k − 1)
n−k + (−1)n−1−k). Since PG1(k) is divisible by
k! (by the symmetry of k-colorings), we have
PG1(k) ≤ (k − 1)!((k − 1)
n−k + (−1)n−1−k)− k! = (k − 1)!((k − 1)n−k + (−1)n−1−k − k).
This implies that
PG−e(k) ≤ (k − 1)!((k − 1)
n−k + (−1)n−1−k − k)(k − 1).
But Pn(k) = (k − 1)!((k − 1)
n−k+1 + (−1)n−k), and therefore
Pn(k)− PG−e(k) = (k − 1)!((−1)
n−k − (−1)n−k−1(k − 1) + k(k − 1))
which is positive for k ≥ 4. This implies that PG(k) ≤ PG−e(k) < Pn(k), which contradicts that G
is (n, k)-bad.
Subcase 1b: Suppose PG1(k) = (k − 1)!((k − 1)
n−k + (−1)n−1−k), and so G1 ∼= Gn−1,k, and
also assume that w1 and v are adjacent. This means that each coloring of G1 gives k − 2 choices
for the color on w, so we directly compute that
PG(k) = (k − 1)!((k − 1)
n−k + (−1)n−1−k)(k − 2).
Here n ≥ k + 1 (as n1 ≥ k and n2 = 2) and k ≥ 4 imply
((k − 1)n−k + (−1)n−1−k)(k − 2) = ((k − 1)n−k+1 − (k − 1)n−k + (−1)n−1−k(k − 2)).
If n > k+1, then PG(k) < Pn(k), which contradicts the assumption at G is (n, k)-bad. If n = k+1,
then G ∼= Gn,k, and again G cannot be (n, k)-bad.
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Subcase 1c: Suppose PG1(k) = (k− 1)!((k− 1)
n−k +(−1)n−1−k), and so G1 ∼= Gn−1,k, and w1
and v are not adjacent. This means that w1 and v lie on the ear of G1, and w is adjacent to both
w1 and v.
Now, we enumerate all k-colorings of G by first coloring the n − k + 2 vertices on the ear
(including the endpoints in the clique, which require different colors) and w, and then using one of
(k− 2)! colorings on the rest of the clique. Since k ≥ 4, Lemma 3.1 implies that a cycle Cn−k+2 has
strictly more k-colorings than the n − k + 2 vertices in the ear plus w. Therefore PG(k) < Pn(k),
which contradicts the assumption that G is (n, k)-bad.
Case 2: Suppose that n1 > k and n2 ≥ 3. We claim that
Pn1(k) ((k − 1)
n2 + (−1)n2(k − 1))
k
< Pn(k).
This is equivalent to
2(−1)n−k+1 +
(−1)n−k+1
k − 1
< (k − 1)n−k − (−1)n2(k − 1)n1−k+1 − (−1)n1−k(k − 1)n2−1,
so it suffices to check that
2 +
1
k − 1
< (k − 1)n1−k(k − 1)n2−1 − (k − 1)n1−k+1 − (k − 1)n2−1
or
k + 1 +
1
k − 1
<
(
(k − 1)n1−k − 1
) (
(k − 1)n2−1 − (k − 1)
)
.
Since n2 ≥ 3 and n1 − k > 0 (by assumption), we have (k − 1)
n2−1 − (k − 1) ≥ (k − 1)(k − 2) and
(k − 1)n1−k − 1 ≥ k − 2. But the inequality
k + 1 +
1
k − 1
< (k − 2)(k − 2)(k − 1).
holds for k ≥ 4.
Putting this together, we have PG(k) ≤ PG−e(k) < Pn(k) and this contradicts the assumption
that G is (n, k)-bad.
Case 3: Suppose that n1 = k and n2 ≥ 3. In this case G1 is a k-clique. Then e = u1u2 where
ui ∈ V (Gi) \ {v}. Let G
′
2 be a subgraph of G induced by the vertices of G2 and u1. Now G is
the union of a k-clique and a 2-connected graph G′2 and they overlap over the edge u1v. Also, if
G′2 is a cycle then G2 is a path. But G2 is 2-connected and hence an edge, which contradicts that
n2 ≥ 3. So G
′
2 cannot be a cycle, and thus by Lemma 3.1, PG′2(k) < (k− 1)
n2+1 + (−1)n2+1(k− 1).
Therefore,
PG(k) =
PG1(k)PG′2(k)
k(k − 1)
<
k!((k − 1)n2+1 + (−1)n2+1(k − 1))
k(k − 1)
.
It is clear that the latter is equal to Pn(k). Therefore we obtain PG(k) < Pn(k), which again
contradicts the assumption that G is (n, k)-bad. Thus G must be k-critical.
All that remains is to prove that (n, k)-bad graphs must satisfy the property Ck which we
defined in Section 2. We gather the results we need into several lemmas. Let F be a set of edges
and x, y be two distinct vertices of G. We say that F is a disconnecting set of edges if G \ F is
disconnected and F is called an x, y disconnecting set of edges if the vertices x and y belong to
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different components of G \ F . A graph G is called k-edge-connected if every disconnecting set of
edges has at least k edges. It was proven by Dirac [2] that every k-critical graph is (k − 1)-edge-
connected. Also, the edge version of the well known Menger’s Theorem [17] says that the minimum
size of an x, y disconnecting set of edges is equal to the maximum number of pairwise edge disjoint
paths joining x to y. These two results together imply Lemma 3.4(i) and their proofs also can be
found on pages 211 and 168 in [23] respectively. Let S be a set of vertices of a graph G. We say
that S is a cut-set of G if G \S is disconnected. An S-lobe of G is an induced subgraph of G whose
vertex set consists of S and the vertices of a connected component of G\S. Lemma 3.4(ii) appears
on page 218 in [23].
Lemma 3.4 ([23]). If G is a k-critical graph, then
(i) every two distinct vertices of G are joined by k − 1 pairwise edge disjoint paths, and
(ii) for every cut-set S = {x, y} of G, xy /∈ E(G) and G has exactly two S-lobes and they can
be named G1, G2 such that G1 + xy is k-critical and G2/xy is k-critical.
A theta graph is obtained by joining end-vertices of three internally disjoint paths. We shall
also use the following upper bound which follows immediately from Lemma 4.4 in [8]. (Note that
for a simple graph, at most one of the internally disjoint paths can be an edge.)
Lemma 3.5 ([8]). If G is a connected graph containing a theta subgraph, then
PG(k) ≤
(k − 1)|V (G)|+1
k
(
1 +
3
(k − 1)3
+
1
(k − 1)4
)
.
Lastly, we need the following result on the maximum number of colorings of a graph with
chromatic number at least 3.
Lemma 3.6 ([21]). Let G be a connected graph on n vertices with χ(G) ≥ 3.
• If n is odd, PG(k) ≤ (k − 1)
n − (k − 1) with equality if and only if G ∼= Cn.
• If n is even, PG(k) ≤ (k − 1)
n − (k − 1)2 with equality if and only if G is a cycle with a
pendant vertex attached.
We are now ready to prove the next result that we will need.
Lemma 3.7. Let n ≥ k ≥ 4 and G be an (n, k)-bad graph. Then G/uv is 2-connected for every
pair of nonadjacent vertices u and v.
Proof. By Lemma 3.3 we may assume that G is k-critical. Suppose G/uv is not 2-connected for
some pair of nonadjacent vertices u and v, which means that S = {u, v} is a cut-set of G. By
Lemma 3.4(ii) the graph G has two S-lobes G1 and G2 such that both G1 + uv and G2/uv are
k-critical. Let n1 = |V (G1)| and n2 = |V (G2)|. Note that χ(G1/uv), χ(G2 + uv) ≥ k − 1 and
PG(k) = PG+uv(k) + PG/uv(k) =
PG1+uv(k)PG2+uv(k)
k(k − 1)
+
PG1/uv(k)PG2/uv(k)
k
.
Now we consider several cases. In each case we will show that PG(k) < Pn(k) and this contra-
dicts the fact that G is (n, k)-bad.
Case 1: G1 + uv is a k-clique and G2/uv is not a k-clique.
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Since G1 + uv is a k-clique, it is clear that G1/uv is a (k − 1)-clique, PG1+uv(k) = k!, and
PG1/uv(k) = (k − 1)!. Now let us show that G2 + e has a theta subgraph. Since G is k-critical,
NG(u) * NG(v) and NG(v) * NG(u). Since G1 + uv is a k-clique we have NG1(u) = NG1(v), and
so there are two vertices u′ and v′ such that u′ ∈ NG2(u)\NG2(v) and v
′ ∈ NG2(v)\NG2(u). Let w
be the vertex in G2/uv obtained by contracting the vertices u and v. Since G2/uv is k-critical and
k ≥ 4, by Lemma 3.4(i) the vertices u′ and v′ are joined by three pairwise edge disjoint paths with
one of them possibly being the path u′wv′. So, in G2 + e, the vertices u and v are joined by three
pairwise edge disjoint paths with one of them possibly being the path u′uvv′. Hence, G2 + uv has
a theta subgraph. So, by Lemma 3.5, PG2+uv(k) ≤
(k−1)n2+1
k
(
1 + 3
(k−1)3
+ 1
(k−1)4
)
. Therefore,
PG+uv(k) ≤
(k − 1)!
k
(
(k − 1)n2 + 3(k − 1)n2−3 + (k − 1)n2−4
)
.
Also, since G2/uv is not a counterexample for Theorem 1.2 and the number of k-colorings of two
k-chromatic graphs differs by a multiple of k!, it follows that PG2/uv(k) ≤ Pn2−1(k) − k! (here we
also have used the fact that G2/uv is k-critical and not a k-clique, so cannot contain a k-clique as
a subgraph, and therefore PG2/uv(k) 6= Pn2−1(k)). Therefore,
PG/uv(k) ≤
((k − 1)!)2
k
((k − 1)n2−k + (−1)n2−1−k − k).
Now we claim that the sum of the upper bounds obtained for PG+uv(k) and PG/uv(k) is less than
Pn(k). The latter is equivalent to
(k − 1)n2−k(3(k − 1)k−3 + (k− 1)k−4 + (k− 1)!)− (k − 1)!((−1)n2−k + k) < (k − 1)n2−1 + (−1)n2k.
It is trivial that −(k − 1)!((−1)n2−k + k) < (−1)n2k for k ≥ 4, so it suffices to check that
(k − 1)n2−k(3(k − 1)k−3 + (k − 1)k−4 + (k − 1)!) < (k − 1)n2−1.
The latter is equivalent to
3
(k − 1)2
+
1
(k − 1)3
+
(k − 1)!
(k − 1)k−1
< 1,
and for k ≥ 4 we have 3
(k−1)2
≤ 13 ,
1
(k−1)3
≤ 127 , and
(k−1)!
(k−1)k−1
≤ 13 and so the inequality holds, which
implies PG(k) < Pn(k) in this case.
Case 2: G2/uv is a k-clique and G1 + uv is not a k-clique.
In this case we have G1 + uv is not a counterexample for Theorem 1.2, so PG1+uv(k) ≤ Pn1(k).
Since G1 + uv is k-critical and not a k-clique, it cannot contain a k-clique as a proper subgraph,
so as in the previous case we have PG1+uv(k) ≤ Pn1(k) − k!. Since G2/uv is a k-clique and k ≥ 4,
either u or v has at least two neighbors in V (G2)\{u, v}. One can greedily color the graph G2+uv
and obtain at most k!(k − 1)(k − 2) many k-colorings. This implies that that
PG+uv(k) ≤ (Pn1(k)− k!)(k − 2)(k − 1)!.
Since G2/uv is a k-clique, PG2/uv(k) = k!. Also, χ(G1/uv) ≥ 3 and therefore PG1/uv(k) ≤ (k −
1)n1−1 − (k − 1) by Lemma 3.6. So,
PG/uv(k) < (k − 1)!
(
(k − 1)n1−1 − (k − 1)
)
.
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It is easy to check that (k − 1)!((k − 2)(Pn1(k) − k!) + (k − 1)
n1−1 − (k − 1)) is strictly less than
Pn(k) for k ≥ 4. Thus we get PG(k) < Pn(k) in this case.
Case 3: Neither G1 + uv nor G2/uv is a k-clique.
In this case we have G1 + uv satisfies Theorem 1.2, so PG1+uv(k) ≤ Pn1(k). Since G1 + uv
is k-critical, it cannot contain a k-clique as a proper subgraph. As in the previous cases, this
implies that PG1+uv(k) ≤ Pn1(k) − k!. Similarly, we have PG2/uv(k) ≤ Pn2−1(k) − k!. Since
χ(G1/uv) ≥ 3 and χ(G2 + uv) ≥ 3, by Lemma 3.6, we have PG1/uv(k) ≤ (k − 1)
n1−1 − (k − 1) and
PG2+uv(k) ≤ (k − 1)
n2 − (k − 1). So we get
PG+uv(k) ≤
(Pn1(k)− k!)((k − 1)
n2 − (k − 1))
k(k − 1)
and
PG/uv(k) ≤
((k − 1)n1−1 − (k − 1))(Pn2−1(k)− k!)
k
.
Now we claim that the sum of the upper bounds we obtained for PG+uv(k) and PG/uv(k) is less
than Pn(k). The latter is equivalent to
k − (−1)n1−k + (k − 1)(k − (−1)n2−k−1) + (−1)n−k+1(k − 1) + (−1)n−k+1
being less than
(k − 1)n1−k+1 + (k − (−1)n1−k)(k − 1)n2−1 + (k − (−1)n2−k−1)(k − 1)n1−1 + (k − 1)n2−k+1
and since n1 ≥ k + 1 and n2 ≥ k + 2 (as G1 + uv is critical and not a clique, and G2/uv is critical
and not a k-clique) it easy to check that this inequality holds. Therefore PG(k) < Pn(k) in this
case.
Case 4: Both G1 + uv and G2/uv are k-cliques.
From similar arguments given in the previous cases we have the bounds PG+uv(k) ≤ k!(k −
1)!(k− 2) and PG/uv(k) = (k− 1)!(k− 1)!. Furthermore, we know that n = 2k+1 in this case. It is
easy to check that k!(k− 1)!(k− 2)+ (k− 1)!(k− 1)! is less than (k− 1)!
(
(k − 1)n−k+1 + (−1)n−k
)
,
and so PG(k) < Pn(k) in this case.
Lemma 3.8. Let n ≥ k ≥ 4 and G be an (n, k)-bad graph. Then G satisfies property Ck.
Proof. Let u and v be nonadjacent vertices, and suppose on the contrary that Prc[c(u) = c(v)] ≥
1
k−1 . Since G is (n, k)-bad we have PG(k) ≥ Pn(k). Therefore
PG/uv(k) = Pr
c
[c(u) = c(v)]PG(k)
≥
1
k − 1
(k − 1)!((k − 1)n−k+1 + (−1)n−k)
= (k − 1)!
(
(k − 1)n−k +
(−1)n−k
k − 1
)
.
Now G/uv is k-chromatic as G is k-critical and u and v are not adjacent. Also, G/uv is
2-connected by Lemma 3.7. If n− k is even, it is clear that
(k − 1)!
(
(k − 1)n−k +
(−1)n−k
k − 1
)
> (k − 1)!((k − 1)n−k + (−1)n−k−1).
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This means that G/uv is a counterexample for Theorem 1.2 and this contradicts G being a
minimal counterexample. If n− k is odd, PG/uv(k) ≥ (k− 1)!(k− 1)
n−k − (k− 2)! and the number
of k-colorings of the extremal graph for Theorem 1.2 on n−1 vertices is (k−1)!(k−1)n−k+(k−1)!.
Now the number of k-colorings of two k-chromatic graphs differ by a multiple of k!, but the difference
between (k − 1)!(k − 1)n−k − (k − 2)! and (k − 1)!(k − 1)n−k + (k − 1)! is (k − 1)! + (k − 2)! which
is strictly less than k! as k ≥ 4. This implies that in fact PG/uv(k) ≥ (k − 1)!(k − 1)
n−k + (k − 1)!.
Since G/uv is not a counterexample, PG/uv(k) = (k− 1)!(k − 1)
n−k + (k− 1)! and also G/uv ∼=
Gn−1,k. Let w be the vertex of G/uv which is obtained by contracting u and v. If w does not
belong to the k-clique of G/uv then G contains a k-clique and G has more than k vertices, which
together contradict the fact that G is k-critical. So we now assume that w belongs to the k-clique
of G/uv. The remaining vertices of the clique belong to a (k − 1)-clique of G.
In this case, we can build a (k−1)-coloring of G as follows. Start by coloring the vertices of the
(k − 1)-clique. Next, color u and v the same color. The remaining vertices lie on the ear of G/uv,
and can be colored accordingly since k ≥ 4. Thus G is not k-chromatic.
We have all the necessary lemmas and theorems to prove the result for 2-connected graphs.
Proof of Theorem 1.2. Suppose there exists an (n, k)-bad graph G. By Lemma 3.3, we know that
G is k-critical. Also, by Lemma 3.8, we have G satisfies property Ck. This means that Theorem
2.1 applies, and so in particular n ≥ 2k − 1 and the bounds given hold. But it is straightforward
to check that
k!
(
k + 1
2
+
n(k − 2)
6(n − k)
)n−k
< Pn(k)
holds for all n > k2 − k when k ≥ 5 and for n ≥ 18 when k = 4; and
k!
(
7k + 5
12
+
n(k − 2)
12(n − k)
)n−k
< Pn(k)
holds for 2k − 1 ≤ n ≤ k2 − k when k ≥ 6 and for n ≥ 11 when k = 5. Thus, if there exists
an (n, k)-bad graph then either k = 4 and 7 ≤ n ≤ 17 or k = 5 and n = 9, 10. Computer aided
calculations show that there are no (9, 5), (10, 5) and (n, 4)-bad graphs with 7 ≤ n ≤ 10. Also,
by Theorem 2.2, if G is an (n, 4)-bad graph then PG(4) is less than 2
(11n−54)/12 3(2n−3)/6 and it is
straightforward to check that the latter is less than 3!(3n−3 + (−1)n−4) for 11 ≤ n ≤ 17. Thus,
there does not exist a counterexample for Theorem 1.2 and the result follows.
4 Connected graphs with given minimum degree
In this section, we prove Theorems 1.3 and 1.4 together. As an ℓ-connected graph has minimum
degree ℓ, we will begin by proving structural results on the extremal graphs with a given minimum
degree, then specialize to the ℓ-connected setting.
We begin with the following definitions.
Definition 4.1. Fix δ ≥ 3 and k ≥ 4. We say that a graph G is an (n, k, δ)-graph if it is a connected
graph with n vertices, minimum degree δ, and chromatic number k.
Furthermore, G is (n, k, δ)-maximum if it is an (n, k, δ)-graph and has the largest value of PG(k)
among all (n, k, δ)-graphs.
We will assume that n is sufficiently large so that (n, k, δ)-graphs exist. We now describe a
“typical” (n, k, δ)-graph with many k-colorings. Let G1 be the graph on a vertex set with three
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parts X,Y,Z of orders k− 1, δ, and n− δ− k+1, respectively, where the edges of G1 are all pairs
within X, so G[X] is a clique, and all pairs from Y to X ∪ Z. This graph is easily seen to be an
(n, k, δ)-graph if n is large.
We first remark that every proper k-coloring of G1 uses k− 1 colors on X, the set Y is colored
monochromatically with the last color, and any of the k − 1 colors of X can be used on Z. This
gives
PG1(k) = k!(k − 1)
n−δ−k+1. (1)
Our main result in this section is that (1) is asymptotically largest possible, and that any (n, k, δ)-
graph with at least this many colorings must have a structural decomposition similar to that of
G1. The optimal graphs G
∗ in Theorem 1.3 and G⋆ in Theorem 1.4 will thus have a very similar
three-part structure to G1, and have slightly more k-colorings.
Definition 4.2. We say that a graph G = (V,E) with minimum degree δ has an (X,Y,Z) decom-
position if V = X ⊔Y ⊔Z, |Y | = δ, the induced subgraph G[Y ∪Z] is the complete bipartite graph
between Y and Z, and there are no edges between X and Z. See Figure 1.
Y
X
Z
Figure 1: An example of an (X,Y,Z) decomposition of a graph with minimum degree δ = 3.
We will need two lemmas to prove such a decomposition exists. The first lemma will be used
to bound the number of ways to color the internal vertices of a path whose endpoints have already
been colored. It is stated in [3] in terms of H-colorings, which for H = Kk corresponds to a
k-coloring.
Lemma 4.3 ([3]). Suppose that r ≥ 4. The number of k-colorings of the path Pr so that the
endpoints are two fixed, predetermined colors is at most ((k − 1)2 − 1)(k − 1)r−4.
We also use the following theorem of Erdo˝s and Po´sa.
Theorem 4.4 ([7]). There is a function f : N→ R such that a graph G either contains d disjoint
cycles, or contains f(d) vertices whose deletion makes the graph acyclic.
Given a set C of colored vertices in a connected graph G, we greedily color the remaining vertices
by considering them in order of non-decreasing distance from C, breaking ties arbitrarily. Each
new uncolored vertex v has a neighbor that has already been colored, and so has at most k − 1
choices for its color.
4.1 Structural Lemma for Extremal Graphs
Now, we are ready to state and prove a structural lemma for all extremal graphs with at least as
many k-colorings as G1 from (1).
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Lemma 4.5. Suppose δ ≥ 3, k ≥ 4, and n is sufficiently large in terms of δ and k. If G is an
(n, k, δ)-graph and
PG(k) ≥ k!(k − 1)
n−δ−k+1, (2)
then G has an (X,Y,Z) decomposition of one of the following four types:
1. G[X] ≃ Kk−1 and there is a vertex of Y complete to X.
2. G[X] ≃ Kk−1 and for each x ∈ X, there is a vertex of Y whose neighborhood in X is X \{x}.
3. G[X] ≃ Kk and there is exactly one vertex of X with neighbors in Y .
4. G[X] is Kk plus a leaf v, v is the only vertex of X with neighbors in Y , and v has at least
δ − 1 neighbors in Y .
In addition, Case 2 is only possible when k−1 ≤ δ, while Cases 3 and 4 are only possible if k−1 ≥ δ.
Proof of Lemma 4.5. We determine structures that must be present in G; the first several claims of
this proof are inspired by the first several claims of the proof of Theorem 1.1 in [12]. Throughout,
we treat δ and k as constants and all implicit constants are allowed to depend on them.
Claim 1: G has a bounded number of disjoint cycles.
Suppose that G has c disjoint cycles. We color G by fixing a vertex v in G and coloring it
arbitrarily. Then we properly color a shortest path from v (the current set of colored vertices)
to a vertex on one of the disjoint cycles; each vertex on this path must avoid the color on the
previous vertex in the path. By Lemma 4.3, the vertices on the cycle can be colored in at most
((k−1)2−1)(k−1)t−3 ways, where t is the number of vertices in the cycle. Using the fact that G is
connected, we then repeat this process of finding a shortest path from the set of colored vertices to
a disjoint cycle and coloring it in at most ((k − 1)2 − 1)(k − 1)t−3 ways. After all cycles have been
colored, we greedily color the remaining vertices; each remaining vertex has at most k − 1 choices
for its color. Since there are c disjoint cycles, this process iterates c times and so we have
PG(k) ≤ k((k − 1)
2 − 1)c(k − 1)n−2c−1 ≤ k(k − 1)n−1e
−c
(k−1)2 .
If
c > (k − 1)2(k + δ − 2) log(k − 1),
then PG(k) < k(k− 1)
n−k−δ+1, which contradicts (2) (here and throughout all logarithms are base
e). Thus, there must be at most (k − 1)2(k + δ − 2) log(k − 1) disjoint cycles in G.
We now use Theorem 4.4 to identify a set A of vertices of G, where by the previous claim |A|
is at most a constant depending of k and δ, so that the removal of the vertices of A from G makes
the graph acyclic. Therefore we can partition the vertices of G into a set A (where |A| is a constant
depending on k and δ) and a set F so that G[F ] is a forest. We will simply refer to F as the forest.
Say a component of this forest F is non-trivial if it contains some edge. Note that for every
non-trivial component T of F , all maximal paths of T will have endpoints which are leaves of T ,
and all leaves of T must have at least δ − 1 ≥ 2 neighbors in A. We use these facts in the next
claim.
Claim 2: The forest F has a bounded number of non-trivial components.
If there are c non-trivial components, we consider a maximal path in each non-trivial component.
We first color A in at most k|A| ways. We then iteratively color the maximal paths, where the
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number of colorings for one maximal path is bounded above by using Lemma 4.3. Finally, we color
the remaining vertices greedily. This gives
PG(k) ≤ k
|A|((k − 1)2 − 1)c(k − 1)n−|A|−2c ≤ k|A|(k − 1)n−|A|e
−c
(k−1)2 .
If c > |A|(k − 1)2 log(k/(k − 1)) + (k − 1)2(k + δ − 1) log(k − 1), then this implies that PG(k) <
(k − 1)n−δ−k+1. Again, this contradicts (2), so we know that there are at most
|A|(k − 1)2 log(k/(k − 1)) + (k − 1)2(k + δ − 1) log(k − 1)
non-trivial components in the forest F .
Now let T be one fixed non-trivial component of F , so T is a tree. Let T ′ be the subtree
obtained from T by deleting all of the leaves of T . We will show that the number of vertices in T ′
is bounded by a constant that depends on k and δ by using the next two claims. Specifically, we
show that the length of the longest path in T is bounded, and that T ′ has a bounded number of
leaves, which together show that the number of vertices in T ′ is bounded.
Claim 3: The length of the longest path in T is bounded.
Suppose that the longest path P in T has at least 2c vertices. Label the vertices of P as
u1v1u2v2 · · · . Again, first color the vertices in A. Then we color P as follows. Consider each pair
ui and vi together for increasing values of i. Given a pair ui and vi, we see that ui has a neighbor
that has already been colored (u1 has a neighbor in A, and ui for i > 1 has vi−1 as a neighbor).
We then take a maximum length path Qi in the tree T that starts at vi and otherwise avoids P ;
we use here that δ ≥ 3 implies vi has a neighbor that is not in P . The maximality of Qi implies
that the other endpoint of this path must have a neighbor in A. Therefore the path ui ∪ Qi can
be colored in at most ((k− 1)2 − 1)(k − 1)|Qi|−1 ways by Lemma 4.3. We then proceed to the next
two vertices in P , and in this way we color the first 2c vertices of P . Notice that T being a tree
implies that the paths for Qi and Qj for i 6= j do not intersect.
After greedily coloring the remaining vertices on the path P and also of the rest of the graph,
we have
PG(k) ≤ k
|A|((k − 1)2 − 1)c(k − 1)n−|A|−2c ≤ k|A|(k − 1)n−|A|e
−c
(k−1)2 .
The same analysis given in Claim 2 shows that
c ≤ |A|(k − 1)2 log(k/(k − 1)) + (k − 1)2(k + δ − 1) log(k − 1),
and so the length of the longest path in T is bounded above by a constant.
Claim 4: T ′ has a bounded number of vertices.
We first show that T ′ has a bounded number of leaves. Suppose that T ′ has c leaves. As δ ≥ 3,
each leaf v of T ′ has at least two neighbors outside of T ′, and by definition of T ′ we have that at
least one neighbor of v is a leaf of T . Note that a leaf of T has a neighbor in A. If two neighbors
of a leaf v of T ′ are leaves of T , we have a path on 5 vertices that starts and ends in A with v in as
the middle vertex. If only one neighbor of v is a leaf of T , then another neighbor of v is in A, so
we have a path on 4 vertices that starts and ends in A. Here we used the fact that every leaf of T
has at least δ − 1 ≥ 2 neighbors in A.
We first color A. For each leaf of T ′, we color along the path in T on 4 or 5 vertices containing
it which has endpoints in A. This obtains an upper bound from Lemma 4.3. Finally, we greedily
color the remaining vertices of the graph. From this we have
PG(k) ≤ k
|A|((k − 1)2 − 1)c(k − 1)n−2c−|A| ≤ k|A|(k − 1)n−|A|e
−c
(k−1)2 .
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Again, the analysis of Claim 2 shows that
c ≤ |A|(k − 1)2 log(k/(k − 1)) + (k − 1)2(k + δ − 1) log(k − 1),
and so the number of leaves in T ′ is bounded above by a constant.
Finally, note that the maximum path of T ′ is of bounded length, so T ′ has bounded radius.
Fixing an arbitrary root, we know that the number of vertices of any given distance from the root
is at most the number of leaves; this implies |V (T ′)| is bounded.
Now, for every component T , we move the set of nonleaves V (T ′) into A; in the special case of
T ′ = ∅ then T is a single edge and we move one of the two vertices into A. Let L be the resulting
set containing A. This partitions the vertices of G into a set L and a set R (which is a subset of
the forest F ) so that R is an independent set. The size of L is absolutely bounded in terms of δ
and k because |A| is bounded, the number of components is bounded, and the size of each V (T ′)
is bounded. Note that all neighbors of a vertex in R must be in L. For each Y ∈
(L
δ
)
we define ZY
to be the set of all common neighbors of Y in R. By the minimum degree condition, every vertex
of R has at least δ neighbors in L, so the set family {ZY : Y ∈
(L
δ
)
} covers R.
Claim 5: For all but one choice of Y , |ZY | is bounded.
Suppose Y, Y ′ ∈
(
L
δ
)
with Y 6= Y ′. We break k-colorings of G into three types: those that have at
least two colors on Y , those that have at least two colors on Y ′, and those that are monochromatic
on Y and Y ′.
We count colorings of the first type by first coloring Y arbitarily in at most kδ ways, then
coloring each vertex of ZY arbitrarily in at most k − 2 ways, and finally coloring the rest of G
greedily. The number of such colorings is at most
kδ(k − 2)|ZY |(k − 1)n−|ZY |−δ ≤ kδ(k − 1)n−δe−|ZY |/(k−1).
By the same reasoning, the number of colorings of the second type is at most kδ(k−1)n−δe−|ZY ′ |/(k−1).
If there’s a coloring of the third type, then both Y and Y ′ are independent sets. The number
of colorings of the third type is then the same as the number of colorings of the graph obtained
by contracting each of Y and Y ′ to a vertex (which will be the same vertex if Y and Y ′ intersect).
Since this new graph is still connected, has chromatic number at least k, and has at most n − δ
vertices because Y 6= Y ′, we have by Theorem 1.1 that the number of colorings of the third type is
at most k!(k − 1)n−δ−k. In total, we get
PG(k) ≤ k
δ(k − 1)n−δ(e−|ZY |/(k−1) + e−|ZY ′ |/(k−1)) + k!(k − 1)n−δ−k,
so if |ZY | and |ZY ′ | are sufficiently large in terms of δ and k, then G does not satisfy (2).
We have shown that there is a single set Y ∈
(L
δ
)
for which |ZY ′ | is bounded in terms of δ
and k for every Y ′ 6= Y . Note that the argument for Claim 5 also shows that Y must be an
independent set so that there exists colorings monochromatic on Y . Furthermore, since the family
{Z ′Y : Y
′ ∈
(
L
δ
)
} covers all of R and |L| is itself bounded in terms of δ and k, |ZY | ≥ n − O(1).
Define
Z = ZY \ (
⋃
Y ′ 6=Y
ZY ′),
and define X = V (G) \ (Y ∪ Z). We claim that this triple (X,Y,Z) is an (X,Y,Z) decomposition
of G. Both Y and Z are independent sets, so it is certainly the case that G[Y ∪ Z] is a complete
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bipartite graph between Y and Z. Also, every vertex in X is either an element of L\Y or an element
of R \ZY , so there are no edges between X and Z. Thus this is a valid (X,Y,Z) decomposition of
G with |Y | = δ and |X| bounded in terms of δ and k.
Next we will apply Theorem 1.1 to show that G[X] is essentially a k-clique.
Claim 6: The 2-core of G′ = G[X ∪ Y ]/Y is a k-clique.
We again break the k-colorings of G into two types: those which have at least two colors on
Y , and those which are monochromatic on Y . The number of colorings of the first type can be
bounded by
k|Y |(k − 1)|X|(k − 2)|Z| = O((k − 2)n),
which is negligibly small compared to PG(k) for n sufficiently large.
The number of colorings of G monochromatic on Y is the same as the number of colorings of
the graph G/Y where Y is contracted to a vertex. This graph has chromatic number at least k,
and all the vertices of Z have degree 1 in it. Therefore, the number of colorings of G/Y is just
the number of colorings of G′ = G[X ∪ Y ]/Y , which must also have chromatic number at least k,
multiplied by (k − 1)|Z|. Since G′ is a connected graph on |X|+ 1 vertices with chromatic number
at least k ≥ 4, we get by Theorem 1.1,
PG′(k) ≤ k!(k − 1)
|X|+1−k,
with equality if and only if the 2-core of G′ is a k-clique.
Suppose equality doesn’t hold. Then, PG′(k) ≤ k!(k − 1)
|X|+1−k − 1, so
PG(k) = PG/Y (k) +O((k − 2)
n) ≤ (k!(k − 1)|X|+1−k − 1) · (k − 1)|Z| +O((k − 2)n),
and since |Z| = n−O(1), this inequality contradicts (2) for n sufficiently large. Therefore equality
holds and this proves the claim.
It remains to show that if the 2-core of G′ is a k-clique C, then G[X ∪ Y ] must be one of the
four types of graphs described. We may move all vertices of X which only have neighbors in Y to
Z, guaranteeing that G[X] is connected. Let y be the vertex in G′ to which Y is contracted. Then,
because the original graph G has minimum degree δ, every vertex in G′ except y and the neighbors
of y must have degree at least δ ≥ 3.
First, suppose y is a vertex of C. We claim that G′ ≃ Kk. If not, G
′ is not equal to its own
2-core, so it contains a vertex v of degree 1. By the previous observation, v must be a neighbor of
y, and v must be complete to Y in the original graph G, and have no other edges inside G[X ∪ Y ].
But any vertex whose neighborhood is exactly Y is in Z, by the definition of Z, so such a v does
not exist.
Thus, G′ ≃ Kk, which implies that G[X] ≃ Kk−1. In this scenario, we show that the Cases 1
and 2 are the only possible ways for χ(G) = k to hold. Indeed, suppose Cases 1 and 2 both fail to
hold, so there exists a vertex x ∈ X such that X \ {x} has no common neighbor in Y . Then, give a
(k − 1)-coloring to X where the color of x is k − 1. By the hypothesis, it is possible to extend this
coloring to Y while using only the first k − 2 colors. Finally, coloring Z with k − 1 gives a proper
(k − 1)-coloring of G, which is the desired contradiction.
It remains to consider the case that y is not a vertex of the k-clique C, so that C is contained
in G′[X]. We further split into cases based on the distance of y from C.
If y is distance 1 from C, then we claim that there are no other vertices in G′ besides y and the
clique. If not, some such vertex v would have degree at most 1. Thus, for v to have degree at least
δ in G, it must then be adjacent to y, and be complete to Y in G. By the same argument as before,
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v would then belong to Z and not to X ∪ Y by the definition of Z. It follows that G[X] ≃ Kk and
exactly one vertex of X has neighbors in Y . This falls into Case 3 of the lemma.
If y is distance 2 from C, then by a similar argument as the previous case there can be no other
vertcies in G′ other than C ∪ {y, v}, where v is the unique vertex between y and C. In this case v
must have at least δ − 1 edges to Y to have degree at least δ in G, so G falls into Case 4 of the
lemma.
The final case is when y is distance 3 or more from C. We claim that this is impossible. Indeed,
the graph G′′ = G′\{y}∪N(y) also has 2-core equal to C. Also, since every vertex of {y}∪N(y) has
distance 2 or more from C, it follows that G′′ contains at least one additional vertex. In particular,
G′′ contains a vertex v of degree 1.
But since we deleted {y} ∪ N(y) from G′, this means that v is not adjacent to y in G′, so its
degree in G′ is the same as its degree in G. Since this degree must be at least δ ≥ 3, we see that v
has at least two neighbors w,w′ in N(y). But then v,w,w′, y form a four-cycle in G′ disjoint from
C, which contradicts the fact that C is the 2-core of G′. Thus it is impossible for y to be distance
3 or more from C, and the four cases above exhaust all the possibilities for G[X ∪ Y ].
In Case 2, there must be at least k − 1 vertices in Y and so |Y | = δ ≥ k − 1. In Cases 3 and 4,
there are always vertices of degree k−1, and so these two cases can only occur when k−1 ≥ δ.
We make a simple observation about how to estimate the number of k-colorings with an (X,Y,Z)
decomposition. Note that given the sizes of the parts X,Y,Z in the decomposition, the only
remaining information needed to determine G is the induced subgraph G[X ∪ Y ].
Lemma 4.6. Suppose G is a graph with an (X,Y,Z) decomposition. Then,
PG(k) =
k∑
i=1
P (i) · (k − i)|Z|, (3)
where P (i) is the number k-colorings of G[X ∪ Y ] using exactly i colors on Y .
Proof. Make each k-coloring of G by first coloring G[X ∪ Y ], then extending to Z greedily. Since
every vertex of Z has neighborhood Y , it follows that the number of ways to extend a given coloring
to Z is exactly (k − i)|Z| if exactly i colors already appear in Y .
Due to Lemma 4.5, the extremal graphs we need to consider all have an (X,Y,Z) decomposition
where |X| and |Y | are bounded in terms of δ and k. Thus, the i-th term in the series (3) grows like
Θ((k − i)n) when k, δ are fixed and n→∞.
Notation. When G has an (X,Y,Z) decomposition, we write P
(i)
G (k) = P
(i) · (k− i)|Z| for the i-th
order term, where P (i) is as defined in Lemma 4.6.
Using Lemma 4.5, we now can not only show that (2) is asymptotically best possible, but also
compute the optimal second-order term and estimate the optimal third-order term.
4.2 The Second-Order Terms
In the previous section, we determined the first-order terms of PG(k) for the four types of extremal
graphs corresponding to the cases in Lemma 4.5.
Definition 4.7. A graph is of Type t if it satisfies the conditions of Case t in Lemma 4.5 for
t = 1, 2, 3, 4, and we say that the graph is maximum of Type t if it has the most k-colorings
amongst all (n, k, δ)-graphs of Type t.
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We now compare the second-order terms P
(2)
G (k) for these four types of graphs and show that
when they exist, maximum graphs of Type 4 have the most k-colorings, and otherwise maximum
graphs of Type 1 or 2 have the most.
Lemma 4.8. Suppose δ ≥ 3, k ≥ 4, and n is sufficiently large in terms of δ and k. If G is an
(n, k, δ)-graph, then the second order term of PG(k) grows as follows.
1. If G is maximum of Type 1, then
P
(2)
G (k) = k!(2
min(k−2,δ−1) − 1)(k − 1)(k − 2)n−δ−k+1.
2. If k − 1 ≤ δ and G is maximum of Type 2, then
P
(2)
G (k) = k!(2
min(k−2,δ−k+2) − 1)(k − 1)(k − 2)n−δ−k+1.
3. If k − 1 ≥ δ and G is maximum of Type 3, then
P
(2)
G (k) = k!(2
δ−1 − 1)(k − 1)2(k − 2)n−δ−k.
4. If k − 1 ≥ δ and G is maximum of Type 4, then
P
(2)
G (k) = k!(2
δ−1 − 1)(k − 1)2(k − 2)n−δ−k + k!(k − 1)2(k − 2)n−δ−k−1.
Proof. If G is maximum of Type t, t = 1, 2, 3, 4, observe that the type of the graph determines
all of its edges except those between X and Y . Also, no proper spanning subgraph of G can be
a graph of Type t, since removing edges from G always increases PG(k). Finally, every graph
of each type is already guaranteed to have n vertices, chromatic number k, and first order term
P
(1)
G (k) = k!(k− 1)
n−δ−k+1. These three observations together are enough to determine the graphs
of each type that maximize the second-order term.
By Lemma 4.6, it suffices to maximize the number of k-colorings of G[X∪Y ] which have exactly
two colors in Y , subject to the constraint that the minimum degree is at least δ.
Type 1. G[X] ≃ Kk−1 and there is a vertex of Y complete to X.
Here |Z| = n− δ − k + 1.
Let y1 be a vertex of Y complete to X.
Suppose first k − 1 ≥ δ. Then, the Type 1 graph G1 whose only edges between X and Y are
the edges incident to y1 already has minimum degree δ. Since this is a spanning subgraph of every
other graph of Type 1, it is the Type 1 graph maximizing PG(k).
The number of k-colorings of G[X ∪ Y ] with exactly two colors on Y can be computed by
arbitrarily coloring X in k! ways, and then picking the two colors to appear on Y . The color of y1
is determined to be the unique color not appearing in X. There are k− 1 choices of the other color
to appear in Y , and 2δ−1 − 1 ways to color the δ − 1 remaining vertices of Y so that both colors
appear. Thus,
P
(2)
G (k) = k!(k − 1)(2
δ−1 − 1) · (k − 2)|Z| = k!(2δ−1 − 1)(k − 1)(k − 2)n−δ−k+1,
as desired.
If k−1 < δ, then we can remove edges from between X and Y until every vertex in X has degree
δ. Notice that since vertices of Y have degree at least |Z| = n − k − δ + 1 ≥ δ as n is sufficiently
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large, so the entire graph still has minimum degree δ. Let S1, . . . , Sk−1 ⊆ Y be the neighborhoods
within Y of the k − 1 vertices x1, . . . , xk−1 in X. To k-color G[X ∪ Y ], we again have k! ways to
pick the colors on X and k − 1 ways to pick the second color that appears in Y . If it is the color
of xi, then the colors of the vertices in Si are determined. There remains 2
δ−|Si| − 1 ways to color
the vertices of Y \ Si. Since |Si| = δ − k + 2, we have
P
(2)
G (k) = k!(2
k−2 − 1)(k − 1)(k − 2)n−δ−k+1
in this case.
Type 2. G[X] ≃ Kk−1 and for each x ∈ X, there is a vertex of Y whose neighborhood in X is
X \ {x}.
Here |Z| = n− δ − k + 1.
Let the vertices of X be x1, . . . , xk−1 and let their neighborhoods within Y be S1, . . . , Sk−1. For
each i, |Si| ≥ k−2 by the definition of Type 2 graphs. By a similar argument as for Type 1 graphs,
we can delete edges until |Si| = max(k − 2, δ − k + 2).
Color X in k! ways. Since δ ≥ 3, the color not used on X must appear in Y and we have k − 1
ways to choose the other color for Y . Once this other color is chosen, there are 2δ−|Yi| ways to color
the rest of Y . Thus,
P
(2)
G (k) = k!(k−1)(2
δ−max(k−2,δ−k+2)−1) ·(k−2)|Z| = k!(2min(k−2,δ−k+2)−1) ·(k−1)(k−2)n−δ−k+1
as desired.
Type 3. G[X] ≃ Kk and there is exactly one vertex of X with neighbors in Y .
Here |Z| = n− δ − k.
In this case the maximum will be achieved when there is exactly one edge (x1, y1) between X
and Y . Color X in k! ways, and pick a color for y1 in one of k − 1 ways. There are k − 1 choices
for the other color to appear on Y , and for each such choice 2δ−1 − 1 ways to color the rest of Y .
Thus,
P
(2)
G (k) = k!(2
δ−1 − 1)(k − 1)2(k − 2)n−δ−k.
Type 4. G[X] is Kk plus a leaf v, v is the only vertex of X with neighbors in Y , and v has at least
δ − 1 neighbors in Y .
Here |Z| = n− δ − k − 1.
The maximum is attained when v has exactly δ−1 neighbors in Y . Let y1 be the unique vertex
in Y not adjacent to v. Again, we count colorings of G[X ∪ Y ] for which two colors appear on Y .
Color X in k! ways and v in k − 1 ways, and let c(v) be the color used on v.
First, we count the number of ways to color Y in two colors where c(v) is not used. In this case,
we can pick any two colors in
(k−1
2
)
ways, and color Y in a total of 2δ − 2 ways.
On the other hand, if c(v) is used, then it can only be used on y1. We pick the other color that
appears out of k − 1 remaining colors, and color the rest of Y all in that color.
In total,
PG(k) = k!(k − 1)
[(k − 1
2
)
(2δ − 2) + (k − 1)
]
(k − 2)n−δ−k−1
= k!(2δ−1 − 1)(k − 1)2(k − 2)n−δ−k + k!(k − 1)2(k − 2)n−δ−k−1.
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The proof of Theorem 1.4 is now immediate.
Proof of Theorem 1.4. This is a direct corollary of Lemma 4.8. The maximizing graph of Type 4
is isomorphic to the graph G⋆ described.
4.3 The Third-Order Term
It remains to study the maximum graphs of Types 1 and 2 in the case k − 1 < δ.
We will need the following combinatorial optimization problem. Recall that Si△Sj is the
symmetric difference of two sets Si and Sj.
Definition 4.9. If r ≥ 1, s ≥ t ≥ 1, and S1, . . . , Sr ∈
([s]
t
)
, define
c(S1, . . . , Sr) =
∑
1≤i<j≤r
3s−|Si∪Sj | · 2|Si△Sj |.
Let c(r, s, t) be the maximum value of c(S1, . . . , Sr) over all possible choices of S1, . . . , Sr ∈
([s]
t
)
.
Suppose G is of Type 1 or 2. Then G[X] ≃ Kk−1 and G is uniquely determined by the k − 1
sets N(xi) ∩ Y , where xi ∈ X. We identify Y with the set of positive integers [δ], and define the
signature of G to be the sequence of k − 1 subsets N(xi) ∩ Y for i ∈ [k − 1].
Lemma 4.10. Suppose δ ≥ k ≥ 4, n is sufficiently large in terms of δ and k, G is an (n, k, δ)-graph
that is maximum of Type 1 or 2, and S1, . . . , Sk−1 is the signature of G considered as a sequence
of subsets of [δ]. Unless k = 4 and G is of Type 2,
P
(3)
G (k) =
[
c(S1, . . . , Sk−1)− (k − 1)(k − 2) · 2
k−2 +
(
k − 1
2
)]
(k − 3)n−k−δ+1.
Proof. By Lemma 4.6, P
(3)
G (k) = P
(3)(k − 3)n−k−δ+1, where P (3) is the number of k-colorings of
G[X ∪Y ] using exactly 3 colors on Y . Since G is a maximum graph of Type 1 or 2, we may assume
that the degree of every vertex in X is exactly δ, and so |Si| = δ − k + 2 for all i.
We condition on the three colors that appear on Y .
Let the colors of G[X] ≃ Kk−1 be 1, . . . , k− 1 and let k be the distinguished color missing from
X. We claim that if at most 3 colors appear on Y , then color k must appear on Y . Indeed, if G is
of Type 1, then there is a vertex of Y complete to X so that vertex must have color k. On the other
hand, if G is of Type 2, then for each vertex xi of X there is a vertex yi of Y whose neighborhood
in X is X − {xi}. If color k does not appear on Y , then the only choice for the color of yi is the
color of xi, so all k − 1 other colors appear on Y . Since we assumed that if G is of Type 2 then
k 6= 4, this means that at least k− 1 ≥ 4 colors appear on Y , contradiction. Thus color k is one of
the three colors that must appear on Y .
Suppose the three colors that appear on Y are i, j, and our distinguished color k. We now
compute P (3) using inclusion-exclusion. Let PC be the number of ways to color G[X ∪ Y ] using
only the colors in a set C ⊆ [k] to color Y . Then,
P (3) =
∑
1≤i<j≤k−1
(P {i,j,k} − P {i,k} − P {j,k} + P {k}) (4)
by the principle of inclusion-exclusion. Note that every term contains k because k must appear on
Y . It is easy to see that P {k} = 1, and that P {i,k} = 2δ−|Si| = 2k−2 for all i. Finally, note that
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there are 3 available colors for each vertex outside Si ∪ Sj, 2 colors for vertices in exactly one of
them, and one color for vertices in both, so
P {i,j,k} = 3δ−|Si∪Sj | · 2|Si△Sj |.
Plugging into (4) and summing over all i, j, this completes the proof.
It follows that the optimal graphs of either type must maximize c(S1, . . . , Sk−1). Of course, they
are subject to additional constraints: for graphs of Type 1, the intersection of all the Si is nonempty,
and for graphs of Type 2, there is a distinct element yi in each of the (k − 2)-fold intersections of
the Si. Taking these constraints into account, we can reduce the problem into solving for c(r, s, t).
Lemma 4.11. Suppose 2k − 4 > δ ≥ k ≥ 4 or 2k − 4 = δ and k ≥ 5, and n is sufficiently large in
terms of δ and k. If G is an (n, k, δ)-maximum graph, then G is of Type 1 and
P
(3)
G (k) =
[
c(k − 1, δ − 1, δ − k + 1)− (k − 1)(k − 2) · 2k−2 +
(
k − 1
2
)]
(k − 3)n−k−δ+1.
Proof. By Lemma 4.10, if G is a (n, k, δ)-maximum graph of Type 1 then its signature S1, . . . , Sk−1
is a sequence of (δ − k + 2)-subsets of Y ≃ [δ] that maximizes the value of c(S1, . . . , Sk−1), where
by definition of Type 1 graphs we have {y} ⊆
⋂
i Si. Removing y from all the sets, we see that
c(S1, . . . , Sk−1) = c(S1 − {y}, S2 − {y}, . . . , Sk−1 − {y}) ≤ c(k − 1, δ − 1, δ − k + 1),
with equality if and only if S1 − {y}, S2 − {y}, . . . , Sk−1 − {y} is a sequence of sets maximizing
c(S1−{y}, S2−{y}, . . . , Sk−1−{y}). Thus, the lemma is true if the (n, k, δ)-maximum graph is of
Type 1.
It remains to show that the maximum graphs of Type 2 have fewer colorings than maximum
graphs of Type 1 under the stated hypotheses. By Lemma 4.8, the second order term of PG(k) is
smaller for maximum graphs of Type 2 than maximum graphs of Type 1 if δ < 2k − 4.
For δ = 2k − 4 with k ≥ 5, it is easy to compute that for a maximum graph of Type 2 we have
c(S1, . . . , Sk−1) =
(
k − 1
2
)
· 4 · 3δ−k+1.
If we consider the specific Type 1 graph that joins xi both to vertex y1 and to vertices yi+1, yi+2, . . . , yi+k−3,
then for all i < j we have |Si ∪ Sj| ≥ k − 1 and also |S1 ∪ S3| > k − 1, and so it follows that
c(S1, . . . , Sk−1) >
(
k − 1
2
)
· 4 · 3δ−k+1.
As this is one specific Type 1 graph, the result follows in this case.
We note that when δ = k = 4, a short computation gives P (3)(4) = 15 for maximum graphs of
Type 1 and P (3)(4) = 18 for maximum graphs of Type 2, and so Type 2 graphs win in this case.
4.4 ℓ-connected graphs with ℓ ≥ 3
In this section we prove our main result for ℓ-connected graphs with ℓ ≥ 3 (Theorem 1.3). In fact,
we show the following.
Theorem 4.12. Let k ≥ 4, ℓ ≥ 3, and n be sufficiently large in terms of k and ℓ. Let G be a
k-chromatic ℓ-connected graph on n vertices.
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a) Then,
PG(k) ≤ k!(k − 1)
n−ℓ−k+1 +O((k − 2)n).
Moreover, if G∗ is a k-chromatic ℓ-connected graph on n vertices with the most k-colorings,
k ≥ 4 and ℓ ≥ 3, then PG∗(k) ≥ k!(k − 1)
n−ℓ−k+1.
b) If k ≥ ℓ then
PG(k) ≤ k!
(
(k − 1)n−ℓ−k+1 + (2ℓ−2(2k − ℓ− 1)− k + 1)(k − 2)n−ℓ−k+1
)
+O((k − 3)n).
Moreover, the extremal graph G∗ is unique and is the Type 1 graph where Y \{y1} is matched
with ℓ− 1 vertices in X.
c) If k < ℓ then
PG(k) ≤ k!
(
(k − 1)n−ℓ−k+1 + (k − 1)(2k−2 − 1)(k − 2)n−ℓ−k+1
)
+O((k − 3)n).
Moreover, for k < ℓ < 2k− 4, equality holds only for some Type 1 graphs, and for ℓ > 2k− 4,
there exist both Type 1 and Type 2 graphs satisfying the equality.
d) If ℓ ≥ (k − 2)(k − 1) + 1, then
PG(k) ≤ k!(P
(1) + P (2) + P (3)) +O((k − 4)n)
where P (1) = (k−1)n−ℓ−k+1, P (2) = (k−1)(2k−2−1)(k−2)n−ℓ−k+1 and P (3) =
(k−1
2
)
(22k−4−
2k−1+1). Moreover, equality is achieved if and only if G is the Type 1 graph where NY (xi) =
Y \ {y(i−1)(k−2)+1, . . . , yi(k−2)} for every i = 1, . . . , k − 1.
First, we shall show that the first order term of the number of k-colorings of an asymptotically
extremal graph must be equal to k!(k − 1)n−ℓ−k+1.
Proof of Theorem 4.12(a). Suppose that G is an n-vertex k-chromatic ℓ-connected graph. Then
G is an (n, k, ℓ)-graph, and so by Lemma 4.5 we know that the maximum number of colorings
occurs for a graph that is of one of the four Types described. Note that Types 3 and 4 are not
ℓ-connected, as deleting a particular vertex disconnects the graph. So only graphs G with (X,Y,Z)
decomposition of Type 1 or Type 2 may achieve this bound. The first order terms of the chromatic
polynomials of both types of graphs are equal to k!(k − 1)n−ℓ−k+1, as this is precisely the number
of k-colorings of G using exactly one color in Y .
Now, to find the graphs with most k-colorings for large enough n, we shall compare the second
order terms of the Type 1 and Type 2 graphs, or third order terms when the second order terms
coincide. Every k-coloring of G can be extended from a k-coloring of G[X] as G[X] is a clique and
there are k! ways to k-color vertices in X. To k-color the vertices in Y using exactly two colors, we
need a distinguished color which is not used for any of the vertices of X as G is k-chromatic and
a color of a particular vertex x of X. Let NY (x) denote NG(x) ∩ Y . Since NY (x) 6= ∅, vertices of
every subset of Y \NY (x) except the empty set can be assigned the color of x and the remaining
vertices are assigned the distinguished color. So there are
∑
x∈X
(
2ℓ−|NY (x)| − 1
)
ways to k-color
the vertices of Y using exactly two colors. Lastly, there are (k−2)n−ℓ−k+1 ways to color the vertices
of Z as G[X ∪ Y ] is a complete bipartite graph. Therefore,
P
(2)
G (k) = k!
(∑
x∈X
2ℓ−|NY (x)| − 1
)
(k − 2)n−ℓ−k+1. (5)
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Also, let X = {x1, . . . , xk−1} and Y = {y1, . . . , yℓ}. By the proof of Lemma 4.10, the third
order term is
P
(3)
G (k) = k!P
(3)(k − 3)n−ℓ−k+1.
where
P (3) =
∑
1≤i<j≤k−1
(
3ℓ−|NY (xi)∪NY (xj)| 2|NY (xi)∆NY (xj)| − 2ℓ−|NY (xi)| − 2ℓ−|NY (xj)| + 1
)
. (6)
Lastly, an (n, k, ℓ)-graph of Type 1 or Type 2 is ℓ-connected if and only if
• (k − 1)− |S|+ |NY (S)| ≥ ℓ for each S ⊆ X with S 6= ∅ and S 6= X, and
• |T | ≤ |NX(T )| for each T ⊆ Y with NX(T ) 6= X.
The first condition holds, as deleting X \ S and NY (S) disconnects the graph. The second one
holds, as deleting Y \ T and NX(T ) disconnects the graph and so (ℓ− |T |) + |NX(T )| ≥ ℓ.
Proof of Theorem 4.12 (b, c, d). b) First suppose that k ≥ ℓ + 2. There are no Type 2 graphs
for this range so we only consider Type 1 graphs. By (5), we shall find the maximum value of∑
x∈X 2
−|Ny(x)| to maximize the second order term. Let G∗ be the Type 1 graph described in the
theorem. It is ℓ-connected and
∑
x∈X 2
−|NY (x)| = 12 (k− ℓ) +
1
4(ℓ− 1). If G is an ℓ-connected graph
of Type 1 with a subset T ⊆ Y \{y1} such that NX(T ) = X then every vertex in X has at least two
neighbors in Y so such graph cannot achieve the maximum value of
∑
x∈X 2
−|NY (x)|. Now suppose
that G is an ℓ-connected graph of Type 1 with no subset T ⊆ Y \ {y1} such that NX(T ) = X. We
have |NX(T )| ≥ |T | for every T ⊆ Y \ {y1}, since G is ℓ-connected. By Hall’s marriage theorem,
there exists a matching between X and Y \ {y1} with an edge incident to each vertex of Y \ {y1}.
Therefore G contains G∗ as a spanning subgraph.
It remains to check that G = G∗ exactly, which would follow if every strict supergraph of G∗
obtained by adding edges between X and Y has strictly fewer k-colorings. Equivalently, for any
nonadjacent pair (x, y) ∈ X ∪ Y , we need to exhibit a k-coloring χ of G∗ such that χ(x) = χ(y).
To do so, color X with the first k − 1 colors, color y with χ(x), and color the rest of Y with the
last color k. Since only two colors appear on Y , there is at least one color left for Z, so this gives
a valid k-coloring.
Thus, every strict supergraph of G∗ has strictly fewer k-colorings than G∗, so G cannot achieve
the maximum value unless it is isomorphic to G∗.
For k = ℓ+ 1 or k = ℓ, Type 2 graphs exist. However, for Type 2 graphs, |NY (x)| ≥ k − 2 ≥ 2
for each x in X. If k = ℓ + 1 then the Type 1 graph G∗ has one vertex x ∈ X with exactly one
neighbor in Y and so the graph G∗ achieves the maximum value again. If k = ℓ then Type 2 graphs
have at least one vertex x ∈ X with three neighbors in Y and again the graph G∗ achieves the
maximum value.
c) In this case both Type 1 and Type 2 graphs are possible; we need to make sure that they
are ℓ-connected. For ℓ < 2k − 4, we have that Type 2 graphs have |NY (x)| ≥ k − 2. The Type 1
graph that joins xi both to vertex y1 and to vertices yi+1, yi+2, . . . , yℓ−k+i+1 is ℓ-connected and has
|NY (xi)| = ℓ− k + 2. As ℓ < 2k − 4, we have Type 1 graphs maximize P
(2)
G (k) in this range.
For ℓ ≥ 2k− 4, there exist ℓ-connected graphs of both Type 1 and Type 2 satisfying |NY (x)| =
ℓ− k + 2 for all x ∈ X.
d) For a k-chromatic ℓ-connected graph of Type 1 or 2, we have |NY (x)| ≥ ℓ − k + 2 for
each x ∈ X, as they have minimum degree ℓ. Let G∗ be the Type 1 graph described. Note that
|NY (x)| = ℓ−k+2 for each x ∈ X for G
∗, so it maximizes the second order term. Also, when |NY (x)|
22
is fixed, maximizing the third order term reduces to maximizing
∑
1≤i<j≤k−1
(
3
4
)|NY (xi)∩NY (xj)| by
the formula in (6). Observe that |NY (xi) ∩ NY (xj)| ≥ ℓ − 2k + 4 for every graph of Type 1 or 2
with minimum degree ℓ. Moreover, if a Type 2 graph G∗∗ satisfies |NY (xi) ∩NY (xj)| = ℓ− 2k + 4
for every pair xi, xj in X, then G
∗∗ must be isomorphic to G∗ since ℓ ≥ (k − 1)(k − 2) + 1. So,
G∗ is the unique (up to isomorphism) graph achieving the maximum value of the third order term.
This third order term is given by k!
((k−1
2
)
(22k−4 − 2k−1 + 1)
)
via a calculation from (6).
In the case of 4-chromatic graphs, we find the graphs with maximum number of 4-colorings for
every ℓ.
Corollary 4.13. Let G be a 4-chromatic ℓ-connected graph on n vertices with n sufficiently large.
a) If 3 ≤ ℓ ≤ 4, then
PG(4) ≤ 4! (3
n−ℓ−3 + 5 · 2n−ℓ−3 + P (3))
where P (3) = 3(3ℓ−1 − 2ℓ + 1)−
(ℓ−1
2
)
(5 · 3ℓ−3 − 2ℓ−1) + (ℓ− 1)(ℓ− 4)(3ℓ−2 − 2ℓ−2). Moreover,
equality holds if and only if G is the Type 1 graph where every vertex in Y \ {y1} has exactly
one neighbor in X.
b) If 5 ≤ ℓ ≤ 6, then
PG(4) ≤ 4! (3
n−ℓ−3 + 5 · 2n−ℓ−3 + P (3))
where P (3) = 35 if ℓ = 5 and P (3) = 27 if ℓ = 6. Moreover, for ℓ = 5 equality holds if and only
if G is the Type 2 graph where NY (xi) = Y \{yi, y6−i} for i = 1, 2 and NY (x3) = Y \{y3, y5},
and for ℓ = 6 equality holds if and only if G is the Type 2 graph where NY (xi) = Y \{yi, y7−i}
for i = 1, 2, 3.
c) If ℓ ≥ 7, then
PG(4) ≤ 4! (3
n−ℓ−3 + 5 · 2n−ℓ−3 + 27)
with equality if and only if G is the Type 1 graph described in Theorem 4.12(d).
Proof. a) The result follows immediately from Theorem 4.12(b). The third order term of the
extremal graph can be calculated using the formula in (6).
b) For ℓ = 5, the Type 2 graph described has minimum degree 3, so it maximizes the second
order term. Also, we have |NY (x1) ∩ NY (x2)| = |NY (x2) ∩ NY (x3)| = 1 for the Type 2 graph.
Every 5-connected Type 1 graph contains at least two pairs xi, xj with |NY (xi) ∩ NY (xj)| = 2.
Therefore the Type 2 graph uniquely maximizes the third order term. For ℓ = 6, the Type 2 graph
has |NY (xi) ∩NY (xj)| = 2 for every pair. However for every 6-connected Type 1 graph there exist
a pair with |NY (xi)∩NY (xj)| = 3 so Type 2 graph uniquely maximizes the third order term again.
c) The result follows immediately from Theorem 4.12(d), as (k−1)(k−2)+1 = 7 for k = 4.
5 Closing Remarks
We end with several conjectures that are related to the contents of this paper. The following
conjecture of Tomescu is still open.
Conjecture 5.1. If x ≥ k ≥ 4 and G is a connected graph on n vertices with χ(G) = k, then
PG(k) ≤ (x)k(x− 1)
n−k
with equality if and only if the 2-core of G is a k-clique.
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The cases k = 4 and k = 5 have been verified by Knox and Mohar [13, 14]. The generalization
of Theorem 1.2 to general x-colorings is also open.
Conjecture 5.2 ([1]). If x ≥ k ≥ 4 are integers and G is a 2-connected graph on n vertices and
χ(G) = k, then
PG(x) ≤ (x)k((x− 1)
n−k+1 + (−1)n−k)
with equality if and only if G ∼= Gn,k.
We make the following generalization of Conjectures 5.1 and 5.2 to the ℓ-connected case. The-
orem 4.12(a) proves the case x = k.
Conjecture 5.3. Let G be a k-chromatic ℓ-connected graph on n vertices with k ≥ 4 and ℓ ≥ 3.
Then,
PG(x) ≤ (x)k(x− 1)
n−ℓ−k+1 +O((x− 2)n).
for every integer x ≥ k.
The proof of Lemma 4.5 in this paper relies on Theorem 1.1 (specifically when showing the
2-core of G[X ∪ Y ]/Y is a k-clique); the rest of the proofs can be shown to hold for x ≥ k where
the implied constants now also depend on x. So an extension of Theorem 1.1 to general x > k will
extend Lemma 4.5 to x > k, where n will be sufficiently large depending on fixed δ, k, and x.
We also ask for the graphs that maximize the number of proper k-colorings when ℓ > k. In
Theorem 4.12, we found the unique extremal graph for k ≥ ℓ and ℓ ≥ (k − 1)(k − 2) + 1, and
determined the approximate structure of the extremal graphs for k < ℓ < 2k − 4. We showed that
when k < ℓ < 2k − 4 an extremal graph is of Type 1, however we did not determine its precise
structure and if it is unique. Also, we leave the problem of determining the maximizing graph
to be of Type 1 or Type 2, and which specific graph achieves the maximum value, unsolved for
2k − 4 ≤ ℓ ≤ (k − 1)(k − 2).
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