The focus of the paper is mainly on the existence of limit cycles of a planar system with thirddegree polynomial functions. A previously developed perturbation technique for computing normal forms of differential equations is employed to calculate the focus values of the system near equilibrium points. Detailed studies have been provided for a number of cases with certain restrictions on system parameters, giving rise to a complete classification for the local dynamical behavior of the system. In particular, a sufficient condition is established for the existence of k small amplitude limit cycles in the neighborhood of a high degenerate critical point. The condition is then used to show that the system can have eight and ten small amplitude (local) limit cycles for a set of particular parameter values.
Introduction
A part of the well-known Hilbert's 16th problem is to consider the existence of maximal number of limit cycles for a general planar polynomial system. In general, this is a very difficult question. If it is restricted to the neighborhood of isolated fixed points, then the question relates to degenerate Hopf bifurcation problems. In fact, for the local problem, a well-known answer for quadratic vector fields has been obtained [Bautin, 1952] . Suppose the system is described by the following quadratic differential equations:
x = λ 1 x − y − λ 3 x + (2λ 2 + λ 5 )xy + λ 6 y 2 , y = x + λ 1 y + λ 2 x 2 + (2λ 3 + λ 4 )xy − λ 2 y 2 ,
where λ i 's are constant coefficients, then Bautin [1952] obtained the necessary and sufficient conditions for system (1) to have a center at the origin and proved that the system has at most three small amplitude limit cycles near the origin. The quadratic system was later reconsidered by many researchers who found a mistake in the conditions given by Bautin (e.g. see [Shi, 1980; Qin & Liu, 1981; Farr et al., 1989; Yu, 1998] ). Naturally, one may think about what happens to cubic systems. This has been actually studied by a number of researchers and many results have been obtained. For example, Kukles [1944] derived a necessary and sufficient condition for the following * Author for correspondence.
cubic system:
to have a center point at the origin. Later the condition was modified and further developed by Cherkas [1978] , Christopher and Lloyd [1990] , Jin and Wang [1990] , Lloyd and Pearson [1992] , Wang [1999] , and Ye and Ye [2001] , etc. Lloyd and Pearson [1992] actually proved that system (2) can have six small amplitude limit cycles in the vicinity of the origin. On the other hand, for a central symmetric cubic system, given bẏ
Malkin [1964] obtained the necessary and sufficient conditions for the origin of the system to be a center. Later, Lunkevich and Sibirskii [1965] proved the integrability of the system satisfying these conditions. Further, Liu [1987] derived the formulas of the first five focus values of the origin for system (3) and proved that the origin is a center if the five focus values are all zero. This implies that a central symmetric cubic system with respect to the origin has at most five small amplitude limit cycles around the origin. Attention has also been paid to consider systems with the origin not being a center. For example, Liu and Li [1989] studied the following cubic system:ẋ
and showed that the system was integrable if and only if all the following conditions are satisfied: Later Li and Liu [1991] constructed a central symmetric cubic system which can have 11 limit cycles. The system is given bẏ x = y(1 + x 2 − ay 2 ) + εx(mx 2 + ny 2 − µ) , y = −x(1 − cx 2 + y 2 ) + εy(mx 2 + ny 2 − µ) ,
where a and c are constants satisfying a > c > 0, ac > 1, and ε, m, n and µ are parameters with 0 < ε 1. The limit cycles, obtained by using bifurcation method, surrounded different critical points, among which eight are small amplitude (local) limit cycles while three are large amplitude (global) limit cycles. So far, twelve limit cycles have not been found for cubic systems.
In this paper we shall consider a central symmetric cubic system given in the following forṁ 
whose Jacobian evaluated at the equilibrium (x 1 , x 2 ) = (0, 0) has eigenvalues a ± |b|. Suppose a = 0 and |b| > |a|, which renders the system to be more general than the one described by Eq. (4) since it has a saddle point at the origin. Now we wish to ask: How many small amplitude limit cycles may the system exhibit? We will, under a constraint condition, prove that the system can have maximal ten limit cycles. The perturbation method and Maple program developed in [Yu, 1998 ] will be used to compute the focus values. Then a complete classification for the local dynamical behavior of the system is obtained. It has been shown that the perturbation method is computationally efficient, in particular, for calculating high order focus values. Moreover, the verification scheme developed in [Yu, 1998 ] can be employed to verify the results. In the next section, the perturbation method is briefly outlined and a case of system (6) is studied to demonstrate the use of the method. Section 3 is devoted to consider system (6) under a constraint condition and to give a classification of the system. In particular, the conditions leading to center or focus are derived. The proof of the existence of limit cycles is given in Sec. 4, showing that the system can have at most ten local limit cycles. Finally concluding remarks are given in Sec. 5.
Computation of Focus Values
The key step in finding the number of limit cycles of a system in the neighborhood of a fixed point (which is a linear center) is to compute the focus values of the point. This is equivalent to calculate the normal form of the system associated with Hopf singularity. The basic idea of normal form theory is to employ successive coordinate transformations to systematically construct a simplified form of the original system without changing the fundamental dynamical behavior of the system in the vicinity of an equilibrium. Although it is easy to construct an "abstract" form of the normal form for a given singularity, it is difficult to obtain the explicit expressions of the normal form given in terms of the coefficients of the original differential equations. Therefore, computer algebra systems such as Maple, Mathematica, Reduce, etc. have been introduced in computing normal forms. Recently, many researchers have paid attention to developing efficient computational methods with the aid of computer algebra systems. Among the various methods, a perturbation technique [Yu, 1998 ] has been proven to be computationally efficient. Usually, if the dimension of a system is higher than the dimension of the center manifold, one needs to apply center manifold theory first in order to reduce the dimension of the system. However, the perturbation technique does not require this step to combine normal form theory with center manifold theory to generate a unified approach.
To show the basic idea and solution procedure of the perturbation method, consider a general ndimensional system described by the following differential equation:
where Jx represents the linear term, and the nonlinear function f is assumed to be analytic; and x = 0 is an equilibrium of the system, i.e. f (0) = 0. Further, assume that the Jacobian of system (7) evaluated at the equilibrium 0 contains a pair of purely imaginary eigenvalues ±iω c . Without loss of generality, one may assume that ω c = 1 (otherwise a simple time scaling can be applied first). Further, suppose a linear transformation has been used so that the Jacobian of system (7) is in the Jordan canonical form:
where A is hyperbolic (i.e. all of its eigenvalues have nonzero real parts). For physically interesting cases, the unstable manifold is assumed to be empty, i.e. all the eigenvalues of A have negative real parts. For the convenience of analysis, let us rewrite system (7) in component form aṡ
x p = −α p x p +f p (x) (p = 3, 4, . . . , m 1 +2) ; (10)
where α p > 0, α q > 0, ω q > 0, and 2+m 1 +2m 2 = n.
Equations (9)- (11) show that the matrix A has m 1 real eigenvalues, −α p , p = 1, 2, . . . , m 1 , and m 2 pairs of complex conjugate eigenvalues, −α q ± iω q , q = 1, 2, . . . , m 2 . The functions f i (x) satisfy f i (0) = 0 and (∂f i (0)/∂x j ) = 0, i, j = 1, 2, . . . , n.
That is, the Taylor expansion of f i (x) about x = 0 starts from quadratic terms. The basic idea of the perturbation technique is based on multiple time scales. Instead of a single time variable, multiple independent variables or scales are used in the expansion of the system response. To achieve this, introduce the following new independent time variables:
Thus, the derivatives with respect to t now become the expansions of the partial derivatives with respect to T k as follows:
where the differentiation operator
Since system (7) has linear center at the origin, one may consider the local periodic solutions of the nonlinear system as a perturbation of linear solutions. Hence we may assume that the solutions of Eq. (7) [or equivalently, Eqs. (9)-(11)] in the neighborhood of x = 0 are represented by the series expansion:
Note that the number of independent time scales needed in the expression depends on the order to which the expansion is carried out. In general, to find the normal form of system (7) up to order n, T 0 , T 1 , . . . , T n should be used in solution (14) . It should also be noted that the small ε's used in the time scaling and space scaling [see Eqs. (12) and (14)] are same. In other words, the perturbation approach treats time and space in a uniformed scaling. Next, substituting solution (14) into Eqs. (9)-(11) with the aid of Eq. (12) and balancing the like powers of ε results in the following ordered perturbation equations:
etc., where
. . , n) which have been obtained from the ε 1 -order perturbation equations (15)-(17). In general, functions f ik only involve the variables which have been solved from the previous 1, 2, . . . , (k − 1) order perturbation equations. In order to find the solutions to the ε 1 -order equations (15)- (17), one may first note that these equations can be divided into two groups, one of which consists of the first two equations given in Eq. (15), and the other one includes the remaining equations. The former group is associated with the critical eigenvalues (having zero real parts), and the latter corresponds to the noncritical eigenvalues (having nonzero real parts). Secondly, it is noted that the first-order solutions for the variables of the second group are obtained only from the first two variables x 1 and x 2 , since the perturbation technique is based on the assumed asymptotic solution (14) .
The solution to Eq. (15) can be now found readily: Differentiating the first equation of (15) and then substituting the second equation of (15) into the resulting equation yields a simple, second-order ordinary differential equation:
which has a general solution in the form of
where r and φ represent the amplitude and phase of motion, respectively. Once x 11 is determined x 21 can be directly solved from the first equation of (15). Note that solution (22) implies that
since r and φ do not contain variable T 0 . (Remember that D 0 denotes differentiation with respect to T 0 .) The asymptotic ε 1 -order solutions of the second group, described by Eqs. (16) and (17), are obviously given by
which actually represent the first-order steady state solutions of the second group equations. The solutions to the ε 2 -order perturbation equations (18)- (20) can be similarly found by using the procedure described above. Thus, differentiating the first equation of (18) and then substituting the second equation of (18) into the resulting equation results in a nonlinear homogeneous ordinary differential equation:
Then substituting the solutions x 11 and x 21 into the right-hand side of Eq. (25) gives an expression in terms of trigonometric functions cos kT 0 and sin kT 0 . To eliminate possible secular terms which may appear in the solution of x 12 , it is required that the coefficients of the two terms cos T 0 and sin T 0 be equal to zero, which in turn yields the explicit solutions for the derivatives D 1 r 1 and D 1 φ 1 . Then the solution of x 12 can be found from the remaining terms of Eq. (25), and thus, x 12 contains only a particular solution. Having found x 12 , x 22 is determined from the first equation of (18) as
. This procedure can be carried out to any higher order perturbation equations, and thus we can find D 1 r 2 , D 1 φ 2 , x 32 and x 42 , etc. Finally, the normal form of system (7), given in polar co-ordinates, can be written as
where the back scaling εr → r (i.e. εx i → x i ) has been used. The particular solutions of Eq. (25), etc. can be obtained by using harmonic balancing so that the solution is uniquely determined. Therefore, D i r and D i φ are also uniquely defined, which implies that the normal form given in Eqs. (26) and (27) is actually unique. It is also noted that the derivatives D i r and D i φ are functions of r only.
Further it can be shown that only D 2k r and D 2k φ are nonzero and can be expressed as
where both v 2k+1 and c 2k are constants, and v 2k+1 is called the kth order focus value of the Hopf type critical point (the origin). It should be pointed out that the order of the focus values is different from the order of perturbation equations discussed above.
The procedure of the perturbation technique described above does not involve solving differential equations (only algebraic manipulations are involved) and can thus be easily implemented using a computer algebra system. In fact, "automatic" software coded in Maple has been developed, which can be executed on various computer systems. See [Yu, 1998 ] for more details.
Having outlined the perturbation technique, we now return to system (6) and apply the perturbation technique and the Maple program to demonstrate the procedure of computing focus values. For simplicity, consider a special case with the following conditions:
under which system (6) has three fixed points at (x 1 , x 2 ) = (0, 0), (0, 1) and (0, −1). The origin is a saddle point, while the other two points are linear centers. It should be noted that some conditions given in Eq. (29) are necessary, while others are not.
More detailed discussions will be given in the next section. By a shifting and a linear transformation, one may transform Eq. (6) into a new system:
whose Jacobian evaluated at the origin is now in the Jordan canonical form. Suppose we want to find the maximal number of limit cycles that system (30) may have in the vicinity of the origin. This is equivalent to find the maximal number of the focus values which can be set to zero (but not a center). Since there are only three system parameters, b 21 , a 30 and b 30 [see Eq. (30)] which can be used, the maximal number of the focus values which can be set to zero is three, i.e. v 3 = v 5 = v 7 = 0, but v 9 = 0.
Executing the Maple program developed in [Yu, 1998] up to the third-order perturbation equations yields D 2 r, given in the form of
Letting v 3 = 0 results in a 30 = −b 21 and then, under this condition, executing the Maple program up to the fifth-order perturbation equation gives
Thus setting v 5 = 0 yields either b 21 = 3/5 or
, at least we can use the Maple program to show that
which indicates that the origin of system (30) is most likely a center. On the other hand, by choosing b 21 = 3/5, one can find
(5b 30 + 6)(25b 30 + 28) . (29) it is possible for the original system (6) to have four small amplitude limit cycles in the neighborhood of the point (x 1 , x 2 ) = (0, 1). Due to the central symmetry of system (6) between the points (0, 1) and (0, −1), system (6) may have eight small amplitude limit cycles. The proof for the existence of the limit cycles will be given in the next section.
Study of the Existence of Limit Cycles
In the previous section, as an example, a special case of system (6) has been considered to show the possible existence of eight small amplitude limit cycles. In this section, we shall reinvestigate system (6) under more general conditions and give a detailed classification.
In general, in order for system (6) to be symmetric with the origin and to have two foci points at (x 1 , x 2 ) = (0, 1) and (0, −1), the following is required
Further, to make the two foci points be Hopf type critical points, the following condition
should be satisfied, and then the eigenvalues of system (6) evaluated at the point (0, 1) can be obtained as ±iω ≡ ±i 2b(b + b 12 ) − 4a 2 . To make the frequency equal to 1, one may choose
However, choosing such a general relation would cause very involved computation. (The general case will be considered later for investigating the existence of twelve (or fourteen) limit cycles.) To simplify the computation, in this paper we will choose
Another particular situation when a = 0, but b = 0 will be considered at the end of this section. To this end, under the conditions (36)- (38) the original system (6) becomeṡ
whose Jacobian evaluated at the origin has eigenvalues 3/2 and −(1/2), indicating that system (39) has a saddle point at the origin. In the following, we pay particular attention to study the existence of maximal number of limit cycles in the vicinity of the point (x 1 , x 2 ) = (0, 1). First, applying the linear transformation, given by
to system (39) yieldṡ
such that its linear part has been put in Jordan canonical form. Note in Eq. (41) that a 21 , b 21 , a 30 and b 30 are arbitrary coefficients, which will be used later to determine the focus values. Therefore, system (6) may exhibit at most five limit cycles in the neighborhood of the point (x 1 , x 2 ) = (0, 1). Due to the symmetry of the system between the points (0, 1) and (0, −1), the system may have at most ten limit cycles. Now employ the perturbation technique developed in the previous section and the Maple program given in [Yu, 1998 ] to find the first-order focus value of system (41), given by
In order to set v 3 = 0, we may solve a 30 from the above equation to obtain
Then under condition (43), one can apply the Maple program to obtain the second-order focus value:
Setting v 5 = 0 results in two cases: either K 1 = 0 or K 1 = 0, where
We first consider K 1 = 0 and then K 1 = 0.
(A) K 1 = 0. There are several subcases. Note that a 21 = 1/2, otherwise it contradicts the condition K 1 = 0. Thus, we may solve b 21 from Eq. (45) to find
Then the second-order focus value, v 5 given in Eq. (44), is reduced to
whose numerator has four linear factors. Hence, setting v 5 = 0 yields four subcases:
(1) a 21 = 0, then b 21 = 3/5 obtained from Eq. (46) (5b 30 + 6)(25b 30 + 28) . 
which results in two cases: 
Then we can similarly find the third-and fourth-order focus values v 7 and v 9 :
where the factors K 2 , f 1 and f 2 are given by 
respectively. It is noted from Eq. (53) that v 7 and v 9 have common factors involved in K 2 . One may expect that choosing the values solved from these factors may lead to a center (i.e. 
Finally, consider the distinct factors f 1 and f 2 from which we may find the existence of five limit cycles in the vicinity of the point (x 1 , x 2 ) = (0, 1). In order to have v 7 = v 9 = 0, we need to solve the two coupled polynomial equations f 1 = f 2 = 0 simultaneously for all possible solutions (a 21 , b 21 ). This can be achieved by eliminating b 21 from the two polynomial equations, resulting in the equation, given by
for solving a 21 , and then b 21 is determined from the following formula: .
Since Eq. (56) only involves simple linear and quadratic factors of a 21 , the solution procedure is straightforward. By using Eqs. (56) and (57) we may find the following solutions:
(1) (a 21 , b 21 ) = (0, 3/5), 
one can obtain v 3 = v 5 = v 7 = v 9 = 0, but
which clearly suggests that the condition (B-4) may lead to the existence of five limit cycles in the vicinity of the point (x 1 , x 2 ) = (0, 1).
To end this section, we consider the conditions: a = 0, but b = 0 which are not included in Eq. (38) (b 12 still equals zero). Then it is easy to find
Letting v 3 = 0 yields
and then v 5 becomes
Taking a 21 = 0 or b 21 = 0 leads to a center (at least v 3 = v 5 = · · · = v 11 = 0). Thus we choose
under which one obtains
Since a 21 = 0 or b 21 = 0 gives a center, we may either choose a 21 = 2b or
However, again one can show that a 21 = 2b yields a center (at least v 3 = v 5 = · · · = v 11 = 0). Under condition (65) we find
Thus system (6) has maximal four limit cycles in the neighborhood of the point (x 1 , x 2 ) = (0, 1) when a = 0, b = 0, in addition to the conditions given in Eqs. (36) and (37). The results obtained in this section are summarized in Table 1 .
Proof of the Existence of Limit Cycles
In the previous section we have used the perturbation technique to compute the focus values and given a detailed classification for the two foci points of system (6) under various conditions. Although we obtained the conditions under which the system may have a center or a focus at the point (x 1 , x 2 ) = (0, 1), we did not provide a rigorous proof. In this section we shall prove the existence of limit cycles (listed in Table 1 ) that the system (6) may have under small perturbations. Detailed analyses will be given to the second case of the four limit cycles and the five limit cycles. Other cases of limit cycles can be proved in a similar way. However, analytically proving a point to be a center is difficult and will not be discussed in this paper. Nevertheless, for the center cases listed in Table 1, we have used the Maple program to confirm that the focus values are zero up to very high order (e.g. up to twelveth order). Before we study the existence of limit cycles, we shall first establish a sufficient condition for the existence of k limit cycles that a general system may exhibit in the neighborhood of a Hopf type critical point. In order to see why we establish such a sufficient condition, we start from a necessary condition and then narrow the condition to obtain a sufficient condition. First it is easy to see that the existence of k small amplitude limit cycles that system (7) may have in the vicinity of a Hopf type critical point is equivalent to that the amplitude equation of the normal form of the system up to kth order, given byṙ
has k small positive real roots for r 2 . Without loss of generality we may assume v 2k+1 > 0, and let r 2 = x, then solvingṙ = 0 for r 2 is equivalent to find the roots of the equation:
where a i−1 = v 2i−1 /v 2k+1 , for i = 1, 2, . . . , k. Since we are looking for small amplitude solutions, we may look for a necessary condition by assuming x = r 2 = O(ε) (0 < ε 1). Suppose Eq. (68) has k small positive real solutions x i = O(ε), i = 1, 2, . . . , k, then it is easy to obtain
Balancing the coefficients in the above equation shows that a i a i+1 < 0 (i = 0, 1, . . . , k − 2) and
which implies that a necessary condition for system (68) to have k small real positive solutions of order O(ε) is given by 
, a 30 = 2a However, it is easy to verify that this necessary condition is not sufficient. For example, consider the second-degree polynomial equation: x 2 + a 1 x + a 0 = 0. Since the solutions are assumed in order of ε, so a 1 = O(ε) and a 0 = O(ε 2 ). Further, for the equation to have positive solutions, a 1 < 0 and a 0 > 0. Then the two roots, given by x 1,2 = (1/2)(−a 1 ± a 2 1 − 4a 0 ), clearly show that an additional condition is required: a 2 1 − 4a 0 > 0. Similar conditions are required for higher degree polynomial equations. Then these conditions together with condition (70) become the necessary and sufficient conditions. Such conditions are certainly impractical in applications. Because our purpose is to prove the existence of the limit cycles, we may not need such very sharp conditions. A somehow restricted (sufficient) condition is enough for our purpose, which is summarized in the following theorem. Theorem 1. Let N 0 , N 1 , . . . , N k−1 be constants such that the following equation
has k simple positive roots u j , j = 1, 2, . . . , k. Then for any continuous functions a j satisfying
Eq. (68) has exactly k simple positive roots in the form of x j = εu j + o(ε) for sufficiently small ε > 0. Therefore, if
then Eq. (67) has exactly k real positive roots (i.e. system (7) has exactly k limit cycles) in a neighborhood of the origin for sufficiently small ε > 0.
Proof. Let x = εu and then substitute Eq. (73) into Eq. (68) to obtain
where lim ε→0 o(1) = 0. Then the conclusion follows by the implicit function theorem. Note that the roots u j and the coefficients N j are mutually determined. Hence, in practice, we may first choose suitable u j , say, u j = j, and then use
to determine N j . The above theorem can be applied to perform numerical analysis for a given concrete system. On the other hand, in many cases, v 2j+1 depends on k parameters:
In this case, the following theorem gives another sufficient condition for Eq. (67) to have k small real positive roots (i.e. system (7) has k small amplitude limit cycles).
Theorem 2. Suppose the condition (77) holds, and further assume that
Then for any given ε 0 > 0, there exist ε 1 , ε 2 , . . . , ε k and δ > 0 with |ε j | < ε 0 , j = 1, 2, . . . , k such that Eq. (67) has exactly k real positive roots (i.e. system (7) has exactly k limit cycles) in a δ-ball with the center at the origin.
Proof. By the conditions given in Eq. (78), we can take a 0 , a 1 , . . . , a k−1 as new parameters. Hence, it is evident that Eq. (68) has k small real positive roots if
Eight small amplitude limit cycles
Now we shall use Theorem 2 to consider the case of eight limit cycles. For this case the required conditions obtained in the previous section are summarized below:
under which system (6) has a fourth-order fine focus at the point (x 1 , x 2 ) = (0, 1). We shall show how to obtain the exact four limit cycles by a series of small perturbations. Since, as we know that a change of the parameter values in lower order (perturbation) equations affects all higher order equations, we start the process of the perturbations from the highest order focus value. Note that we do not need a perturbation on v 9 since it is less than zero, but expect that all the lower order perturbations on v 7 , v 5 and v 3 would change the value of v 9 . However one may choose the perturbations sufficiently small so that the sign of v 9 does not change. The perturbations should be given in order [see Case A- (1) 
, respectively. For the convenience of discussion, let us rewrite formulas of v i 's in the reverse order:
(5b 30 + 6)(25b 30 + 28)
The main results obtained for this case are summarized in the following theorem.
Theorem 3. Given the cubic system (6) which is assumed to have a saddle point at the origin and a pair of symmetric fine foci points at (x 1 , x 2 ) = (0, 1) and (0, −1). Further suppose a 12 = −b 03 = 1/2, b = −a 03 = 1, b 12 = a 21 = 0, then under the perturbations: b 30 = −(28/25)+ε 1 , b 21 = (3/5)+ε 2 , a 30 = −(3/5) − ε 2 + ε 3 and a = (1/2) − ε 4 , where 0 < ε 4 ε 3 ε 2 ε 1 1, system (6) can exhibit eight small amplitude limit cycles.
Proof. First consider v 7 (b * 30 ) = 0. Since v 9 = −(3024/78125) < 0, we want v 7 > 0 and |v 7 | |v 9 | after perturbation. It may be sufficient to consider linear term resulting from the small perturbation. By noting that (∂v 7 /∂b 30 )| b 30 =b * 30 = (7/100) = 0, one may make a small perturbation on parameter b 30 from b * 30 = −(28/25) such that
while b 21 = b * 21 and a 30 = a * 30 are not changed. Then v 7 becomes
but v 5 = v 3 = 0. The requirement |v 7 | |v 9 | yields 0 < ε 1 1. This indicates that system (30) exhibits a limit cycle in the neighborhood of the origin under the above perturbation.
Similarly, because (∂v 5 /∂b 21 )| b 30 =b * 30 +ε 1 , b 21 =3/5 = −(1/15)(2 + 25ε 1 ) < 0, we may perturb b 21 at b 21 = b * 21 such that
under which
From the requirement |v 5 | |v 7 | one obtains 0 < ε 2 ε 1 . Note that because a * 30 = −b 21 = −((3/5)+ ε 2 ), v 3 is still zero even after the perturbation given on b 21 . Up to now, we have used two perturbations to obtain 0 = v 3 < −v 5 v 7 −v 9 1. Therefore, system (30) can have two limit cycles in the neighborhood of the origin under the perturbations.
Furthermore, by noting that ∂v 3 /∂a 30 ≡ 3/4, one may similarly use a small perturbation to a 30 from a * 30 to obtain
so that
Using the condition |v 3 | |v 5 | yields 0 < ε 3 ε 2 . Thus, system (30) can exhibit three limit cycles in the vicinity of the origin under the above three perturbations.
Finally, to obtain one more small limit cycle, we may use a small perturbation on the linear part of system (30). That is, let a = a * − ε 4 = (1/2) − ε 4 (0 < ε 4 ε 3 ), then the origin becomes a stable focus from an unstable fine focus. Due to the stability change in the vicinity of the origin, the system would have one more limit cycle. For convenience, define
which actually represents the real part of the eigenvalues of the Jacobian of system (30) evaluated at the origin. Hence, by the above four series perturbations one obtains
This indeed shows that system (30) exhibits four limit cycles in the neighborhood of the origin under the four perturbations. This completes the proof of Theorem 3.
Under the four perturbations, the amplitude equation of the normal form of system (30) can be written aṡ
where the ε i 's are chosen such that 0 ε 4 ε 3 ε 2 ε 1 1. Hence Eq. (89) 
Summarizing the above results shows that the perturbed system of original equation (6), given bẏ
can have exact four limit cycles in the vicinity of the point (0, 1) under the perturbations. Due to symmetry of this system, the system also has four limit cycles in the vicinity of the point (x 1 , x 2 ) = (0, −1). Therefore, system (6) can have eight small amplitude limit cycles, under the conditions and perturbations given in Theorem 3 (see Fig. 1 ). Lettingẋ 1 =ẋ 2 = 0 in Eq. (93) yields the following nine fixed points: It has been known that C 0 is a saddle point and C 1,2 are a pair of fourth-order fine foci points. It is easy to apply a linear analysis to find: C 3,4 and C 5,6 are two pairs of symmetric saddle points, and C 7,8 are a stable pair of symmetric foci points.
The phase portrait of system (93) obtained using a fourth-order Runge-Kutta method is shown in Fig. 1 clearly indicates that the numerical integration result agrees with the analytical prediction. It is noted that two homoclinic orbits seem to exist at the two saddle points (±0.650790, ∓0.737127). One may expect that big (global) limit cycles could exist if the homoclinic orbits are broken under additional perturbations. However, a close view on the trajectories near the saddle point (−0.650790, 0.737127) shows that it is not a homoclinic orbit. figure. ) However the possibility of a big limit cycle still exists if the largest of the four small amplitude limit cycles is unstable, since in this case a big stable limit cycle must exist outside the largest small amplitude limit cycle so that the trajectory starting from the saddle point can converge to the supposed big limit cycle. Let us consider the stability of the four small limit cycles near the point (0, 1), and call the four periodic orbits from the smallest one as the first, second, third and fourth limit cycles. Since for this case
we can conclude that
The first limit cycle : unstable ,
The second limit cycle : stable ,
The third limit cycle : unstable ,
The fourth limit cycle : stable .
Therefore, a big (global) limit cycle in the neighborhood of the point (0, 1) cannot exist.
Ten small amplitude limit cycles
Next consider the case of ten limit cycles. There are two possibilities (see the last row of Table 1 ). First consider the following conditions:
under which system (6) has a fifth-order fine focus at the point (0, 1), i.e. v 3 = v 5 = v 7 = v 9 = 0, but v 11 = −(875(6172327 − 306137 √ 385)/27806783488) ≈ −0.0052 < 0. This indicates that system (6) may exhibit at most five limit cycles in the neighborhood of the point (0, 1) after suitable perturbations. Note that for this case we shall use numerical values for the calculations to avoid messy presentations.
We may follow the procedure given in the previous subsection to discuss this case. However, this case is not straightforward: not only because of the involved expressions, but also due to the values of a 21 and b 21 being solved simultaneously. Therefore, we must consider perturbations on a 21 and b 21 for v 9 and v 7 simultaneously. After that, we perturb b 30 and a 30 for v 5 and v 3 , respectively.
Similarly, for convenience, we list the results obtained in the previous section below:
We have the following theorem.
Theorem 4. Given the cubic system (6) which is assumed to have a saddle point at the origin and a pair of symmetric fine foci points at (x 1 , x 2 ) = (0, 1) and (0, −1). Further suppose
and a = (1/2) + ε 5 , where 0 < ε 5 ε 4 ε 3 ε 2 and 0.1437ε 1 < ε 2 < 0.2126ε 1 (ε 1 1), system (6) can have ten small amplitude limit cycles.
Here, the negative signs of ε 1 and ε 2 given in the form of (99) are purposely taken, according to the signs of the partial derivatives, to guarantee that ε 1 > 0 and ε 2 > 0 under the requirement: v 9 > 0 and v 7 < 0, which clearly gives a necessary condition:
To make more clear, let
where ε is to be determined. Substituting Eq. (102) into Eq. (100) leads to
In order to have 0 < −v 7 v 9 1, the following condition
+ 0.9330ε 2 + 3.3333ε 1 ε 2 > 0 , for 0.1437ε 1 < ε 2 < 0.2126ε 1 and ε 1 1 .
Thus, we similarly use a perturbation ε 3 > 0 to b 30 such that 
The additional condition |v 5 | |v 7 | yields 0 < ε 3 εε 1 ε 2 . For v 3 , we need a perturbation so that v 3 < 0. Note that ∂v 3 /∂a 30 ≡ 3/4, so we perturb a 30 to a * 30 (b * 30 (a * 21 −ε 1 , b * 21 −ε 2 )+ε 3 , a * 21 −ε 1 , b * 21 −ε 2 )−ε 4 to obtain
Applying the condition |v 3 | |v 5 | results in 0 < ε 4 ε 3 . Finally, we need one more perturbation on the linear part of system (30) so that a total of five limit cycles is available in the vicinity of (x 1 , x 2 ) = (0, 1). To achieve this, let a = a * + ε 5 = (1/2) + ε 5 , where 0 < ε 5 ε 4 . Then,
This finishes the proof of Theorem 4.
For computer simulation, we can choose the following parameter values: 
Executing the Maple program [Yu, 1998 ] for system (6) under the above conditions gives 
and v 1 = 0.1 × 10 −14 . Then we obtain five positive real solutions as follows: 
Under the conditions given in Eq. (96) together with the perturbations shown in Eq. (110), the original system (6) becomeṡ (114) Lettingẋ 1 =ẋ 2 = 0 in the above equations yields the following nine fixed points: C 0 = (0, 0), C 1, 2 = (0, ±1), C 3, 4 = (±1.322688, ±1.475976), C 5, 6 = (±0.810283, ∓0.758273) and C 7, 8 = (±1.196814, ±0.061615). The classification of these points can be easily obtained using a linear analysis, and the results are similar to the case of four limit cycles. That is, C 0 is a saddle point and C 1, 2 are a pair of fifth-order fine foci points; C 3,4 and C 5,6 are two pairs of symmetric saddle points, and C 7,8 are a unstable pair of symmetric foci points.
The phase portrait of system (114) obtained from computer simulation is given in Fig. 3 . Similarly we can show that the seemingly homoclinic looking orbits connected at the saddle points (±1.322688, ±1.475976) (see Fig. 3 ) are actually not homoclinic orbits. In fact, the trajectory starting from one of the saddle points converges to inside the region. Further we can prove that the largest of the five small limit cycles is stable. Thus, no big (global) limit cycles can exist in the vicinity of the points (0, ±1).
Following the same procedure, one may prove the second case of the ten limit cycles. We shall not repeat the process here, but list the results below. The values of ε i 's are chosen as 
The focus values are found to be 
The fixed points and their classifications are given as follows: 
