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Abstract
Topics models, such as LDA, are widely used in Natural Language Processing. Making their
output interpretable is an important area of research with applications to areas such as the enhance-
ment of exploratory search interfaces and the development of interpretable machine learning models.
Conventionally, topics are represented by their n most probable words, however, these representa-
tions are often difficult for humans to interpret. This paper explores the re-ranking of topic words
to generate more interpretable topic representations. A range of approaches are compared and eval-
uated in two experiments. The first uses crowdworkers to associate topics represented by different
word rankings with related documents. The second experiment is an automatic approach based on a
document retrieval task applied on multiple domains. Results in both experiments demonstrate that
re-ranking words improves topic interpretability and that the most effective re-ranking schemes were
those which combine information about the importance of words both within topics and their relative
frequency in the entire corpus. In addition, close correlation between the results of the two evaluation
approaches suggests that the automatic method proposed here could be used to evaluate re-ranking
methods without the need for human judgements.
1 Introduction
Probabilistic topic modelling (Blei, 2012) is a widely used approach in Natural Language Processing
(Boyd-Graber et al., 2017) with applications to areas such as enhancing exploratory search interfaces
(Chaney and Blei, 2012; Aletras et al., 2014; Smith et al., 2017; Aletras et al., 2017) and developing
interpretable machine learning models (Paul, 2016). A topic model, e.g. Latent Dirichlet Allocation
(LDA) (Blei et al., 2003) learns a low-dimensional representation of documents as a mixture of latent
variables called topics. Topics are multinomial distributions over a predefined vocabulary of words.
Traditionally, topics have been represented by lists of the topic’s n most probable words, however
it is not always straightforward to interpret them due to noisy or domain specific data, spurious word
co-occurrences and highly-frequent/low-informative words assigned with high probability (Chang et al.,
2009).
Improving the interpretability of topic models is an important area of research. A range of approaches
have been developed including computing topic coherence (Newman et al., 2010; Mimno et al., 2011;
Aletras and Stevenson, 2013a; Lau et al., 2014), determining optimal topic cardinality (Lau and Baldwin,
2016), labelling topics text and/or images (Lau et al., 2011; Aletras and Stevenson, 2014, 2013b; Aletras
and Mittal, 2017; Sorodoc et al., 2017) and corpus pre-processing (Schofield et al., 2017). However,
methods for re-ranking topic words to improve topic interpretability have not been systematically eval-
uated yet. We hypothesise that some words relevant to a particular topic have not been assigned with a
high probability due to data sparseness or low frequency in the training corpus. Our goal is to identify
these words and re-rank the list representing the topic to make it more comprehensible. Table 1 shows
topics represented by the 30 most probable words. Words displayed in bold font are more general (less
informative, e.g. with high document frequency) while the remaining words are more likely to represent
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Table 1: Examples of topics represented by 30 most probable words from New York Times. Less infor-
mative words are shown in bold.
Topic
space museum years history science earth mission could art shuttle universe flight people theory world radar crew
site pincus plane three scientists day century pilot exhibit back anniversary landing project
percent million market company stock billion sales bank shares price business investors money share companies
rates fund interest rate quarter prices investment funds financial amp analysts growth industry york banks
film even movie world stars man much little story good way star best show see well seems american people love
hollywood director big ever rating though great seem production makes
officials agency office report department investigation government former federal charges secret information
card cia law agents security documents case investigators official fraud intelligence illegal commission service
police cards enforcement attorney
a coherent thematic subject. For example in the second topic, relevant words (e.g. investment, fund) have
been assigned with lower probability compared to less informative words (e.g. percent, million). As a
result, these words will not appear in the top 10 words.
This paper compares several word ranking methods and evaluate them using two approaches. The
first approach is based on a crowdsourcing task in which participants are provided with a document and
a list of topics then asked to identify the correct one, i.e. the topic that is most closely associated with
the document. Topics are represented by word lists ranked using different methods. The effectiveness of
the re-ranking approaches is evaluated by computing the accuracy of the participants on identifying the
correct topic. The second evaluation approach is based on an information retrieval (IR) task and does not
rely on human judgements. The re-ranked words are used to form a query and retrieve a set of documents
from the collection. The effectiveness of the word re-ranking is then evaluated in terms of how well it
can retrieve documents in the collection related to the topic. Results show that re-ranking topic words
improves performance in both experiments.
The paper makes the following contributions. It highlights the problem of re-ranking topic words
and demonstrates that it can improve topic interpretability. It introduces the first systematic evaluation
of topic word re-ranking methods using two approaches: one based on crowdsourcing and another based
on an IR task. The latter evaluation is an automated approach and does not rely on human judgments.
Experiments demonstrate strong agreement between the results produced by these approaches which in-
dicates that the IR-based approach could be used as an automated evaluation method in future studies.
The paper also compares multiple approaches to word re-ranking and concludes that the most effective
ones are those which combine information about the importance of words within topics and their rel-
ative frequency across the entire corpus. Code used in the experiments described in this paper can be
downloaded from https://github.com/areejokaili/topic_reranking.
2 Background
The standard approach to representing topics has been to show the top n words with the highest proba-
bility given the topic, e.g. (Blei and Lafferty, 2009a,b). However, these words may not be the ones that
are most informative about the topic and a range of approaches to re-ranking them has been proposed in
the literature.
Blei and Lafferty (2009a) proposed a re-ranking method inspired by the tf-idf word weighting which
includes two types of information: firstly, the probability of a word given a topic of interest and, secondly,
the same probability normalised by the average probability across all topics. The intuition behind this
approach is that good words for representing a topic will be those which have both high probability for a
given topic and low probability across all topics. Blei and Lafferty (2009a) did not describe any empirical
evaluation of the effectiveness of their approach.
Other word re-ranking methods have also combined information about the overall probability of a
word and its relative probability in one topic compared to others. Chuang et al. (2012) describe a word re-
ranking method applied within a topic model visualisation system. Their approach combines information
about the word’s overall probability within the corpus and its distinctiveness for a particular topic which
is computed as the Kullback-Leibler divergence between the distribution of topics given the word and the
distribution of topics. Sievert and Shirley (2014) also combine both types of information within a topic
visualisation system. Bischof and Airoldi (2012) developed an approach for hierarchical topic models
which balances information about the word frequency in a topic and the exclusivity of that word to that
topic relative to a set of similar topics within the hierarchy.
Others have proposed approaches that only take into account the relative probability of each word in a
topic compared to the others. Song et al. (2009) introduced a word ranking method based on normalising
the probability of a word in a topic with the sum of the probabilities of that word across all topics. They
evaluated their method against two other methods, the topic model’s default ranking and the approach
proposed by Blei and Lafferty (2009a), and found that it performed better than either. A similar method
was proposed by Taddy (2012) who used the ratio of the probability of a word given a topic and the
word’s probability across the entire document collection.
Recently, Xing and Paul (2018) proposed to use information gathered while fitting the topic model.
They made use of topic parameters from posterior samples generated during Gibbs sampling and re-
weighted words based on their variability. Words with high uncertainty (i.e. their probabilities fluctuate
relatively highly) are less likely to be representative of the topic than those with more stable probability
estimates.
Topic re-ranking has also been explored within the context of measuring topic quality (Gollapalli and
Li, 2018). A main claim of that work is that word importance should not only depend on its probability
within a topic but also on its association with relevant neighbour words in the corpus. This information
is incorporated by constructing topic-specific graphs capturing neighborhood words in a corpus. The
PageRank (Brin and Page, 1998) algorithm is used to assign word importance scores based on centrality
and then re-rank words based on their importance. The top n words with the highest PageRank values
are used to compute the topics quality.
A common characteristic of previous work on topic word re-ranking is that it has been carried out
within the context of an application of topic models (e.g. topic visualisation) and approaches have
been evaluated in terms of these applications, if at all. The fact that word re-ranking methods have
been considered in previous studies demonstrates their importance. The lack of direct and systematic
evaluation is addressed in this work.
3 Word Re-ranking Methods
This paper explores a range of methods for word re-ranking based around the main approaches that have
been applied to the problem (see Section 2). Let ϕˆw,t be the probability of a word w given a topic t
produced by a topic model, e.g. LDA.1 The following methods are used to re-rank topic words.
Original LDA Ranking (ROrig) The most obvious and commonly used method for ranking words
associated with a topic is to use ϕˆw,t to score each word, i.e. scorew,t = ϕˆw,t. The ranking generated by
this scoring function is equivalent to choosing the n most probable words for the topic and is referred to
as ROrig.
Normalised LDA Ranking (RNorm) The first re-ranking method is a simple extension of ROrig that
represents approaches that normalise the probability of a word given a particular topic by the sum of
probabilities for that word across all topics (Song et al., 2009; Taddy, 2012). This measure is computed
as:
1We use the topic-word posterior distribution of LDA, but re-ranking can be applied to any topic model that estimates
probabilities for words given topics.
scorew,t =
ϕˆw,t
T∑
j=1
ϕˆw,j
(1)
where T denotes the number of topics in the model. This approach scales the importance of words based
on their overall occurrence within all topics in the model and downweights those that occur frequently.
Tf-idf Ranking (RTFIDF) The second re-ranking method was proposed by Blei and Lafferty (2009a)
and represents methods that combine information about the probability of a word in a single topic with
information about its probability across all topics (Bischof and Airoldi, 2012; Chuang et al., 2012; Sievert
and Shirley, 2014). Blei and Lafferty re-rank each word as:
scorew,t = ϕˆw,t log
ϕˆw,t T∏
j=1
ϕˆw,j
 1T
(2)
Inverse Document Frequency (IDF) Ranking (RIDF) The final word re-ranking method explored in
this paper is a variant on the previous method that takes account of a word’s distribution across documents
rather than topics. This method has not been explored in previous literature. In this approach each word
is weighted by the Inverse Document Frequency (IDF) score across the corpus used to train the topic
model:
scorew,t = ϕˆw,t log
|D|
|Dw| (3)
where D is the entire document collection and Dw the documents within D containing the word w.
To better understand the effect of re-ranking words, consider the various representations of two topics
shown in Table 2. The first row for each topic represents the baseline rank produced by topic model
(ROrig), while the other rows show the topic after re-ranking using Equations 1, 2 and 3, respectively.
The bold words included in the original ranking (ROrig) are down weighted and removed by at least two
methods. Underlined words are those weighted higher by a re-ranking method and included in the topic
representation.
Table 2: Examples of topic representations produced using various ranking approaches. Words in the
ROrig representation that were removed by at least two methods are shown in bold. Words that are
ranked higher by the other approaches and included in the topic representation are shown underlined.
Method Topic
ROrig space museum years history science earth mission could art shuttle
RNorm pincus abrams downey gettysburg particles sims emery landers lillian alamo
RTFIDF museum space earth shuttle pincus science universe radar exhibit art
RIDF museum space pincus science earth shuttle universe radar history mission
ROrig film even movie world stars man much little story good
RNorm vampire que winchell tomei westin swain marisa laughlin faye beatty
RTFIDF film movie stars vampire rating spielberg hollywood star characters actors
RIDF film movie stars vampire rating star spielberg even hollywood story
4 Experiment 1: Human Evaluation of Topic Interpretability
The first experiment compares the effectiveness of different topic representations (i.e. word re-rankings)
by asking humans to choose the correct topic for a given document. We hypothesize that humans would
be able to find the correct topic more easily when the representation is more interpretable.
4.1 Dataset and Preprocessing
We randomly sampled approximately 33,000 news articles from the New York Times included in the
English GigaWord corpus fifth edition.2 Documents were tokenized and stopwords removed. Words
occurring in fewer than five or more than half of the documents were also removed to control for rare
and common words. The size of the resulting vocabulary is approximately 52,000 words.
4.2 Topic Generation
Topics were generated using LDA’s implementation in Gensim3 fitted with online variational Bayes
(Hoffman et al., 2010). The most important tuning parameter for LDA models is the number of topics
and it was set to 50 after experimenting with varying number of topics optimised for coherence. To
assess the quality of the resulting LDA models, topic coherence was computed4 using: (1) CV (Ro¨der
et al., 2015); (2) CUCI (Newman et al., 2010); and (3) CNPMI (Bouma, 2009).
4.3 Crowdsourcing Task
A job was created on the Figure Eight5 crowdsourcing platform (previously known as CrowdFlower) in
which participants were presented with ten micro-tasks per page6. Each micro-task consists of a text
followed by six topics represented by a list of n words selected using one of the re-ranking methods
presented in Section 3. Participants were asked to select the topic that was most closely associated with
the text.
Micro-tasks were created using 48 New York Times articles (see Section 4.1). The correct answer
is the topic with the highest probability given the article and incorrect answers (i.e. distractors) are five
topics with low probabilities. The probability of the correct topic was at least 0.6 and the probability of
the five distractors lower than 0.3.7 Each article micro-tasks were created using each of the four ranking
methods (Section 3) generated from topics created using three cardinalities (5, 10, 20). Five assessments
were obtained for each micro-task and consequently 60 judgments were obtained for each document.8
Figure 1 shows an example of the micro-task presented to participants were they are asked to choose
one of the topics. Participants are first provided with a brief description and an example to help them
understand the task, followed by a quiz of ten micro-tasks to ensure their reliability and to eliminate
random answers (Kazai, 2011). Participants who fail to answer seven out of ten micro-tasks correctly are
eliminated from the job. If they qualify and proceed, a further quality micro-task is added per page and
they need to maintain an accuracy of responses above 70%. To ensure non-redundant results, participants
were always shown questions using the same topic word re-ranking method and the same number of
words per topic. Also, participants can only answer a single page of 10 micro-tasks.
2https://catalog.ldc.upenn.edu/LDC2011T07
3https://radimrehurek.com/gensim
4The implementations available in Gensim were used.
5https://www.figure-eight.com/
6One of the ten micro-tasks on each page is reserved for quality assessment.
7Alternative values for these parameters were explored but it was found that lowering the probability of the correct answer
and/or raising the probability of the distractors made the task too difficult.
84 (ranking methods) × 3 (cardinalities) × 5 (judgments per document)
Figure 1: Example of the crowdsourcing micro-task interface.
4.4 Results and Discussion
Results for ROrig, RNorm, RTFIDF and RIDF when topics are represented by the 5, 10 and 20 highest
scoring words are shown in Table 3. Accuracy represents the percentage of questions for which partici-
pants were able to identify the correct topic (i.e. topic with the highest probability given the document).
Time/page is the mean time taken for participants to complete a page of 10 questions. Coherence is the
average coherence of the topics, computed using NPMI (Aletras and Stevenson, 2013a)9.
Table 3: Results of experiment comparing re-ranking methods in which crowdsourcing participants were
asked to associate topic representations with documents. Topics are represented with their top 5, 10 or
20 probable words.
#words
Ranking Methods
ROrig RNorm RTFIDF RIDF
5
Accuracy (%) 64 55 70 73
Time/page 11:46 13:13 13:00 11:28
Coherence (NPMI) 0.092 0.035 0.112 0.100
10
Accuracy (%) 67 48 76 70
Time/page 12:40 15:23 12:15 12:31
Coherence (NPMI) 0.072 0.038 0.091 0.084
20
Accuracy (%) 69 64 74 72
Time/page 14:18 14:30 11:47 11:13
Coherence (NPMI) 0.050 0.029 0.071 0.062
Results show a variation in performance which indicates that re-ranking words affects individual’s
ability to interpret topics. Performance when the words are ranked using RTFIDF and RIDF outperform
the default ranking (ROrig). Performance when words are ranked using RNorm is considerably lower
than their word re-ranking methods, both in terms of accuracy and time taken to complete the task.
These results show that the improvement obtained by using RTFIDF and RIDF is consistent when
the number of words in the representation is varied. Results using ROrig improve as the number of words
9The implementation provided by https://github.com/jhlau/topic_interpretability was used.
increases but never achieve the same performance as the re-ranking methods (except RNorm), even when
20 words are included. This demonstrates that choosing the most appropriate words to represent a topic is
more useful than simply increasing the number of words shown to the user. In fact, increasing the number
of words shown for the default ranking appears to come at the cost of slowing down the time taken for a
user to interpret the topic. The same increase in task completion time is not observed for RTFIDF and
RIDF and this may be down to the fact that more useful words appear earlier in the ranking, allowing
participants to interpret the topic more quickly.
The RTFIDF and RIDF approaches both combine information about the word’s importance within
an individual topic and across the entire document collection which results into more effective rankings
than ROrig. On the other hand, RNorm only considers the relative importance of a word across topics
and it would be possible for a word with a relatively low probability given the topic to be ranked highly
if that word also had low probability across all the other topics.
Our results contrast with those reported by Song et al. (2009) who concluded that RNorm was
more effective for word re-ranking than ROrig and RTFIDF (see Section 3). However, their evaluation
methodology used a single annotator per-task and asked them to judge whether words included within
topic representations were important or not. Our approach measures a participants ability to interpret
topic representations more directly and makes use of multiple annotations. The low results for RNorm
suggest that crowdworkers were simply unable to interpret many of the topics and, in those cases, their
judgments about which words are important are unlikely to be reliable.
Overall RTFIDF appears to be the most effective of the re-ranking approaches evaluated. This
method achieves the best performance for 10 and 20 words, although not as well as RIDF for 5 words.
5 Experiment 2: Automatic Evaluation of Topic Interpretability via Doc-
ument Retrieval
In this second experiment, we automate the evaluation of the different topic representations obtained by
re-ranking the topic words. The automated evaluation is based on an IR task in which the re-ranked topic
words are used to form a query and retrieve documents relevant to the topic. The motivation behind
this approach is that the most effective re-rankings are the ones that can retrieve documents related to
the topic, while ineffective re-rankings will not be able to distinguish these from other documents in
the collection. This evaluation method does not rely on human judgments, unlike the crowdsourcing
approach presented in the previous section.
5.1 Evaluation Pipeline
The evaluation approach assumes that given a document collection in which each document is mapped
to a label (or labels) indicating its topic. We refer to these labels as gold standard topics (to distinguish
them from the automatically generated topics created by the topic model).
First, a set of automatically generated topics are created by running a topic model over a document
collection. For each gold standard topic, a set of all documents labelled with that topic is created.
The document-topic distribution created by the topic model is then used to identify the most probable
automatically generated topic within that set of documents. This is achieved by summing the document-
topic distributions and choosing the automatically generated topic with the highest value. A query is
then created by selecting the re-ranked top n words from that automatically generated topic and use it to
retrieve a set of documents from the collection. The set of retrieved documents is then compared against
the set of all documents labelled with the gold standard label.
5.2 Datasets
Evaluation was carried out using datasets representing documents from a wide range of domains: news
articles, scientific literature and online reviews.
Table 4: Datasets statistics.
Dataset Documents Distinct Words
NYT Annotated 39,218 60,339
MEDLINE 23,640 18,571
Amazon 40,000 24,943
5.2.1 New York Times
A subset of the NYT annotated dataset10 consisting of approximately approximately 39,000 articles was
used for this experiment11. This collection contains news articles from the New York Times labelled with
1,746 topics which we use as gold standard labels. These labels, which we refer to as NYT topics, belong
to a controlled set of topic categories and have been manually verified by NYTimes.com production staff.
Each article has at least one NYT topic, and articles are organised into a topic hierarchy. Examples of
NYT topics include:
• Top/Features/Travel/Guides/Destinations/North America/United States
• Top/News/New York and Region
• Top/News/Technology
The hierarchy into which the topics are organised is quite deep in some places and consequently we
truncated each topic to the top most four levels of the hierarchy to control the number of topics. For
example, the topic Top/Features/Travel/Guides/ Destinations/North America/United States is truncated
to Top/Features/Travel/Guides. This produces a total of 132 truncated NYT topics. The number of
articles associated with each of the 132 NYT topics ranges from 1 to 18,489. To avoid NYT topics that
are associated with small numbers of documents, we used the 50 NYT topics that are associated with the
most documents which resulted in NYT topic that are each associated with at least 560 documents.
5.2.2 MEDLINE
MEDLINE contains abstracts of more than 25 million scientific publications in medicine and related
fields. These abstracts are labelled with Medical Subject Headings (MeSH) codes which index publica-
tions into a hierarchy structure. Each publication is associated with a set of MeSH codes to describe the
content of the publication.
The 50 most frequently used MeSH codes with the most publications from a subset of MEDLINE
containing publications from 2017. This set of code are referred to as MeSH topics.
5.2.3 Amazon Product Reviews
The Amazon Product Reviews dataset (McAuley et al., 2015)12 contains reviews of products purchased
from the Amazon website. Reviews are organized into 24 top-level categories each of which is divided
into subcategories. The number of subcategories ranges from 1 to 1961. We chose eight main categories
(Cell Phones and Accessories, Electronics, Movies and TV, Musical Instrument, Office Products, Pet
Supplies, Tools and Home Improvement and Automotive) and extracted the 10 sub-categories with the
most reviews from each which yielded 76 distinct sub-categories. This set of categories is referred to as
AMZ topics. 5,000 product reviews are extracted from each main category and reviews must belong to at
least one category from the 50 most frequent in the AMZ topics, resulting in a total of 40,000 reviews.
10https://catalog.ldc.upenn.edu/LDC2008T19
11Note that this is a different dataset to the one used for experiment 1 and contains the gold standard topics required for this
evaluation
12http://jmcauley.ucsd.edu/data/amazon
Table 5: Results of experiment in which top 5, 10 and 20 ranked words are used to form query.
#Words
Ranking Method
ROrig RNorm RTFIDF RIDF
New York Times Dataset
5 0.0945 0.0463 0.1363 0.1187
10 0.1161 0.0608 0.1417 0.1291
20 0.1256 0.0721 0.1392 0.1321
Medline Dataset
5 0.1420 0.0202 0.1738 0.1578
10 0.1518 0.0289 0.1612 0.1575
20 0.1498 0.0372 0.1662 0.1642
Amazon Product Reviews Dataset
5 0.0231 0.0202 0.0208 0.0244
10 0.0195 0.0154 0.0244 0.0236
20 0.0258 0.0137 0.0279 0.0266
5.3 Experimental Settings
Each of the datasets was indexed using Apache Lucene.13 The same preprocessing steps used in Experi-
ment 1 were applied to the datasets and the statistics of the datasets are shown in Table 4.
For each dataset, LDA was used to generate topics and the number of topics for each dataset was set
based on optimising for coherence which yielded 35 for NYT, 45 for MEDLINE and 35 for Amazon.
The automatically generated topic that was most closely associated with each of the gold topics (i.e.
50 NYT topics, 50 MeSH topics and 50 AMZ topics) were identified by applying the process outlined
above in Section 5.1. The top 5, 10 and 20 words from this topic is used to form a query which is
submitted to Lucene. The BM25 retrieval model (Robertson, 2004) was used to measure the similarity
between the document to a given query. The documents retrieved by applying these queries are compared
against the entire set of documents labelled with the dataset topics (i.e. NYT topic, MeSH topics, or
AMZ topics) by computing Mean Average Precision (MAP)14 which is commonly used as a single
metric to summarise IR system performance.
5.4 Results and Discussion
Queries were created using the top 5, 10, and 20 topic words using the ROrig, RNorm, RTFIDF , and
RIDF re-rankings and applied to each of the three datasets (Section 5.2). Results are shown in Table 5.
Re-ranking words using RTFIDF and RIDF consistently enhances retrieval performance compared
to the default ranking (ROrig). RTFIDF produces the best results in the majority of configurations, the
exception being when 5 words are used with the Amazon corpus where RIDF outperforms the other
re-ranking methods. Re-ranking using RNorm is less effective than all the other rankings, including the
default ranking. The relative performance of the four approaches is generally stable when the number of
words used to form the query is varied and across the three datasets representing very different genres of
text that were used in this experiment.
These results demonstrate that topic word re-ranking can produce words which are more effective for
discriminating documents describing a particular topic from those which do not. The pattern of results
is very similar to the crowdsourcing experiments suggesting that the re-rankings preferred by human
subjects are those which are also useful within applications such as document retrieval.
13http://lucene.apache.org/
14MAP is computed using the trec eval tool: http://trec.nist.gov/trec_eval/
6 Evaluating Topic Representations
This paper presented two novel methods for the evaluation of topic representations: a crowdsourcing
experiment that relied on human judgments (Section 4) and an automated evaluation based on an IR
task (Section 5). Although there are some differences between results using the two methods, the rel-
ative performance of the re-ranking methods explored in this paper are very similar. The correlations
between results of the crowdsourcing experiment and IR evaluations are statistically significant for all
three datasets (Pearson’s r varies between 0.81 and 0.90, p < 0.05). This suggests that the automated
evaluation approach presented in Section 5 is a useful tool for assessing the effectiveness of methods for
word re-ranking with the advantage that results can be obtained more rapidly than methods that require
human judgments. However, human judgments are recommended when performance is similar and au-
tomated evaluation should not be relied upon to make fine-grained distinctions between approaches, as
is common for some tasks (e.g. Machine Translation (Papineni et al., 2002)).
7 Conclusion
We presented a study on word re-ranking methods designed to improve topic interpretability. Four meth-
ods were presented and assessed through two experiments. In the first experiment, participants on a
crowdsourcing platform were asked to associate documents with related topics. In the second experi-
ment, automated evaluation was based on a document retrieval task.
Re-ranking the topic words was found to improve the interpretability of topics and therefore should
be used as a post-processing step to improve topic representation. The most effective re-ranking schemes
were those which combined information about the importance of words both within topics and their
relative frequency in the entire corpus, thereby ensuring that less informative words are not used.
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