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Abstract
We introduce a method to construct large classes of MSF wavelets
of the Hardy space H2(R) and symmetric MSF wavelets of L2(R), and
discuss the classification of such sets. As application, we show that
there are uncountably many wavelet sets of L2(R) and H2(R). We also
enumerate all symmetric wavelets of L2(R) with at most three intervals
in the positive axis as well as 3-interval wavelet sets of H2(R). Finally,
we construct families of MSF wavelets of L2(R) whose Fourier transform
does not vanish in any neighbourhood of the origin.
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1 Introduction
This article is an attempt to better understanding MSF (i.e., Minimally Sup-
ported Frequency) wavelets of L2(R) and H2(R). Our results have short
and elementary proofs. They include geometric algorithms to construct MSF
wavelets, and several new examples of MSF wavelets, a class of which answers
in the negative a question of Eugenio Herna´ndez. Another family of wavelets
constructed provides a positive answer to a question of G. Garrigo´s regarding
the existence of wavelets of L2(R) with certain properties.
Recall that an orthonormal wavelet is a function ψ ∈ L2(R) such that
{ψj,k : j, k ∈ Z} is an orthonormal basis for L
2(R), where
ψj,k(x) = 2
j/2ψ(2jx− k).
The wavelet ψ is called an MSF wavelet if there exists a set K in R such that∣∣∣ψ̂∣∣∣ = χK . (1)
In this case, we say that K is a wavelet set. As definition of Fourier transform,
we use
ψ̂(ξ) =
∫ +∞
−∞
ψ(x) exp(−2πixξ)dx
which is different from that used, for instance, in [HW], but which highlights
the essentially number-theoretic nature of our considerations. To compare our
sets with the ones in [HW], it suffices to multiply our subsets on the real line
by a factor 2π.
The motivation for the name MSF is that orthonormal wavelets have the
property that |supp ψˆ| ≥ 1, with equality if and only if (1) holds a.e. for some
measurable K in R. If K is a wavelet set, all functions ψ such that∣∣∣ψ̂(ξ)∣∣∣ = χK(ξ) a.e.
are orthonormal wavelets. For these facts and the theorem below, see [HW],
especially §7.2.
The wavelet sets admit a simple characterization in terms of two geometric
conditions, that will be our starting point.
Theorem 1 ([HW], §7.2, Theorem 2.3). Let K be a subset of R. K is a
wavelet set if and only if the following are satisfied
(T)
∐
n∈Z(K + n) = R a.e.
(D)
∐
n∈Z 2
nK = R a.e.
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Conditions (T) and (D) of Theorem 1 specialize to the MSF case the four
conditions that, in full generality, characterize the Fourier transform of an
orthonormal wavelet. See [HW], Chapter 7, for a thorough discussion of this
issue. As in the general theory, in (T) and (D) the additive (translation by
integers) and the multiplicative (dilation by powers of 2) structure of the real
line are competing.
Wavelet sets are plentiful and are perhaps beyond the possibility of a sim-
ple and complete classification. A natural subfamily of them is the class of
symmetric wavelet sets, i.e., sets K such that
K ∩ (−∞, 0] = −(K ∩ [0,∞)). (2)
From now on, we denote by K− and K+, respectively, the sets appearing
on the left and right hand side of (2). Symmetric wavelet sets are completely
classified when K+ is the union of finitely many disjoint intervals
K+ = I1 ∪ · · · ∪ In (3)
and n = 1, 2 ([HKLS]). In this note, we present a method to construct large
families of such sets for all n ≥ 1.
One construction consists in associating symmetric wavelet sets to certain
polygons having vertices in a dyadic lattice. In this way, we obtain, for each n, a
family of wavelet sets that depends on a finite number of arbitrary parameters
with values in the positive integers. For n = 1, 2, this provides a complete
characterization of the symmetric wavelet sets. For n = 1, the only symmetric
wavelet set is the Shannon set, for which K+ =
[
1
2
, 1
]
. In the case n = 2,
the symmetric wavelet sets form a family depending on one integer parameter,
which was first identified in [HKLS].
In the case n = 3, the wavelet sets depend on several parameters, and
they exhibit behaviours so far unnoticed. For instance, there exists a family
of symmetric wavelet sets in which the endpoints of the intervals continuously
depend on a real parameter. Hence, for n = 3, there are uncountably many
symmetric wavelet sets. The sets in this family are those for which
K+a =
[
a, 1
2
]
∪ [1− a, 2a] ∪ [1, 2(1− a)] (4)
where a ∈ (1
3
, 1
2
). In particular, there exist symmetric wavelet sets in which
more than four endpoints do not have the form p
2q
, p ∈ N, q ∈ Z. This answers
in the negative a question of Eugenio Herna´ndez.
Wavelets for the Hardy space H2(R)
The classical Hardy space H2(R) is the collection of all functions of L2(R)
whose Fourier transform is supported in R+ = (0,∞):
H2(R) = {f ∈ L2(R) : fˆ(ξ) = 0 for a.e. ξ ≤ 0}.
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It is clear that H2(R) is a closed subspace of L2(R). As in the case of
L2(R), we can define a wavelet for H2(R). A function ψ ∈ H2(R) is said to be
a wavelet of H2(R) if the system of functions
{ψj,k := 2
j/2ψ(2j · −k) : j, k ∈ Z}
forms an orthonormal basis for H2(R). Such a function ψ will be called an H2-
wavelet. An example of an H2-wavelet is the function whose Fourier transform
is the characteristic function of the interval [1, 2]. In fact, for a long time this
was the only known H2-wavelet. P. Auscher [Aus] proved that if ψ ∈ H2(R) is
such that |ψˆ| is continuous on R, and |ψˆ(ξ)| = O((1+ |ξ|)−α−
1
2 ) at∞, for some
α > 0, then ψ cannot be an H2-wavelet. In particular, there is no band-limited
H2-wavelet such that |ψˆ| is continuous (A function f is said to be band-limited
if fˆ has compact support).
An H2-wavelet ψ will be called an H2-MSF wavelet if |ψˆ| = χK for some
measurable subsetK of R+. The associated setK, which has measure 1, will be
called an H2-wavelet set. The following theorem characterizes all H2-wavelet
sets.
Theorem 2. A set K ⊂ R+ is an H2-wavelet set if and only if
(T’)
∐
k∈Z(K + k) = R a.e.
(D’)
∐
j∈Z 2
jK = R+ a.e.
The proof of Theorem 2 can be obtained from the corresponding theorem
(Theorem 1) in the usual L2(R) case, with necessary modifications.
We shall call an H2-wavelet set an interval H2-wavelet set if it is the union
of a finite number of intervals of R+. In [HKLS] the authors characterized
all H2-wavelet sets consisting of at most two intervals. In fact, the only H2-
wavelet set which is a single interval is [1, 2], and those which are union of two
disjoint intervals are the following sets:[
k + 1
2r+1 − 1
,
k
2r − 1
]
∪
[
2rk
2r − 1
,
2r+1(k + 1)
2r+1 − 1
]
,
where r > 0, 0 < k < 2(2r − 1); r, k ∈ Z.
This article is organized as follows. In section 2 we present a geometric
construction for some symmetric wavelet sets of L2(R). In section 3 we discuss
the problem of the complete classification of the symmetric wavelet sets of
L2(R), with some preliminary results. The geometric construction of section 2
is extended to the case of H2(R) in section 4. In section 5 we prove a result on
the structure of interval H2-wavelet sets. In section 6 we give some examples
and applications. In particular, we characterize 3-interval H2-wavelet sets and
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symmetric wavelet sets K of L2(R) for which K+ is a union of three disjoint
intervals. We also show that there are uncountably many wavelet sets ofH2(R)
and symmetric wavelet sets of L2(R). In the last section we construct three
families of wavelet sets of L2(R) having the origin as an accumulation point.
These constructions show the existence of such wavelet sets which are (a)
symmetric and unbounded (b) bounded and non-symmetric, and (c) bounded
and symmetric.
Finally, let us note that the method presented here can be used to con-
struct non-symmetric wavelet sets of L2(R), as well. In this case, however, the
construction only covers a very small family of the wavelet sets.
2 A geometric construction of symmetric
wavelet sets of L2(R)
In this section, we provide a geometric algorithm to construct symmetric
wavelet sets of L2(R), which is summarized in Theorem 3.
In the first quadrant of the Cartesian plane, consider the set D of the points
P such that, for some m ∈ N0 = N ∪ {0}, λ ∈ Z,
P ≡ P [λ,m] = (2−λ, 2−λm).
Let P = (P1 . . . , Pn) be an ordered sequence of points in D, Pj = P [λj, mj ].
For j = 1, . . . , n− 1, let
aj = −
mj2
−λj −mj+12
−λj+1
2−λj − 2−λj+1
, (5)
i.e., the negative of the slope of the straight line through Pj and Pj+1. We say
that P is an MSF polygonal if
λ1 = 0, 4m1 = 2
−λn(2mn + 1), (6)
and
0 = a0 < a1 < · · · < an =
1
2
. (7)
Theorem 3. Let P be an MSF polygonal as above. For j = 1, . . . , n, set
Ij = [aj−1, aj ] +mj .
If K+ = I1∪· · ·∪ In, then K = K
+∪K− is a symmetric wavelet set of L2(R),
and it is the disjoint union of 2n intervals.
Call K(P) the wavelet set associated to P. If P1 6= P2 are different polyg-
onals, then K(P1) 6= K(P2).
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Remark 4. (1) Condition (6) can be expressed in the following way. If m1
has the decomposition
m1 = 2
s(2t+ 1), s, t ∈ N0,
then
λn = −s− 2, mn = t.
In fact, by (6), 2s(2t+ 1) = m1 = 2
−λn−2(2mn + 1). In particular, there exists
a bijection between the values of m1 and the couples (P1, Pn) that verify (6).
(2) Geometrically, condition (7) says that the straight lines [P1, P2], [P2, P3],
. . . , [Pn−1, Pn] must have negative, decreasing slopes in (−
1
2
, 0).
Example 5. Consider, for instance, n = 3 and nonnegative integers s, t, v
such that t ≥ 1 and 2v > (2t+ 1)2s+2. Let
P1 = P [0, 2
s(2t+ 1)] = (1, 2s(2t+ 1)) , P2 = P [−v, 0] = (2
v, 0) ,
and
P3 = P [−s− 2, t] =
(
2s+2, t2s+2
)
.
Then, (7) is satisfied with
a1 =
2s(2t+ 1)
2v − 1
, a2 =
2s+2t
2v − 2s+2
.
Also (6) is satisfied, since λ1 = 0, λ3 = −s − 2, m1 = 2
s(2t + 1) and m3 = t.
We have, then, the wavelet set
K = K(s, t, v) = ±
[
2s(2t+ 1),
2s+v(2t+ 1)
2v − 1
]
∪
[2s(2t+ 1)
2v − 1
,
2s+2t
2v − 2s+2
]
∪
[ 2vt
2v − 2s+2
,
2t+ 1
2
]
.
Proof of Theorem 3. It is clear that, if (7) holds, then
∐
m∈Z(K
++m) coincides
a.e. with the set of the reals which are congruent to a number in [0, 1
2
], modulo
Z. Condition (T) follows by symmetry. Let now Hj = 2
−λjIj, j = 1, . . . , n.
Then, Hj is adjacent to Hj+1, for j = 1, . . . , n− 1 since, by definition of aj ,
2−λj (aj +mj) = 2
−λj+1(aj +mj+1).
Moreover, the right endpoint of Hn is twice the left endpoint of H1, by (6).
Hence, ∐
m∈Z
2mK+ = [0,∞) a.e.
As above, (D) follows by symmetry.
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3 Classifying symmetric wavelet sets of L2(R)
In this section, we propose a classification of the symmetric wavelet sets of
L2(R), which is the basis of the construction given in section 2. To each n, to
each n-tuple ǫ = (ǫ1, . . . , ǫn) ∈ {−1, 1}
n, and to each permutation τ ∈ Σn−1
on the set {1, 2, . . . , n − 1}, we associate a family M(n, ǫ, τ) of symmetric
wavelet sets of L2(R). The main problem of the classification is to understand
what families, among all, are not empty. A partial result is contained in
Proposition 8.
Proposition 6. Let n ∈ N and let K ⊂ R be a symmetric set, with K+
as in (3). Then, K is a wavelet set of L2(R) if and only if there exist: (i)
an n-tuple ǫ = (ǫ1, . . . , ǫn) ∈ {−1, 1}
n; (ii) a permutation τ ∈ Σn−1 on the set
{1, . . . , n−1}; (iii) a vector a = (a0, a1, . . . , an) of real numbers that satisfy (7);
(iv) a vector m = (m1, . . . , mn) of nonnegative integers; (v) a vector λ =
(λ1, . . . , λn) of integers; such that
(a) Ij = ǫj [aj−1, aj ] +mj, j = 1, . . . , n;
(b) the intervals Hk = [αk, βk], 1 ≤ k ≤ n, defined by Hτ(j) = 2
−λjIj,
j = 1, . . . , n− 1, and Hn = In, are such that 2α1 = βn and βk = αk+1, if
1 ≤ k ≤ n− 1;
(c) ǫ and m satisfy the condition
if ǫj = ǫj+1, then mj 6= mj+1. (8)
Moreover, the wavelet sets relative to ǫ ∈ {1,−1}n are made up of 2n disjoint
intervals and different sets of data give different wavelet sets.
Proof. The argument is similar to that in [HKLS] and we just give its sketch.
For a symmetric K, condition (T) is verified if and only if there are a, m and
ǫ such that (7) and (a) hold. On the other hand, (D) holds if and only if
some dyadic dilates of the Ij’s have an a.e. disjoint union of the form [α, 2α],
for some α > 0. This is equivalent to the existence of λ and τ such that (b)
holds. This proves necessity and sufficiency of (a) and (b).
Let now K be a symmetric wavelet set corresponding to a given ǫ ∈
{1,−1}n. Then, K+ is made up of at most n disjoint intervals I1, . . . , In.
If two such intervals share a common endpoint, then there exist two numbers
0 ≤ α < β ≤ 1
2
and j, k ∈ Z such that either α+j = β+k, or α+j = −β+k; or
there exists j such that ǫj = ǫj+1 and mj = mj+1. The first case is impossible,
the second was ruled out by (c). Hence, K+ is made up of exactly n disjoint
intervals. The uniqueness part of the last statement follows from this and the
fact that the wavelet set is determined by a, ǫ and m.
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Remark 7. (1) The set of data (n, ǫ, τ, a,m, λ) in Proposition 6 is highly re-
dundant. In fact, it is from this redundancy that we obtain the equations
that must be satisfied by a, ǫ and m.
(2) Without condition (c), it might happen that two different sets of data
give the same wavelet set. For instance, the Shannon set is given by
both (n, ǫ, τ, a,m, λ) = (1, (−1), I0, (0,
1
2
), (1), (0)) and (n, ǫ, τ, a,m, λ)
= (2, (−1,−1), I1, (0,
1
4
, 1
2
), (1, 1), (0, 0)), where I0 is a dummy symbol
standing for “permutation on the empty set”, and In−1 is the identity
function on the set {1, . . . , n− 1}.
(3) Let Mn(ǫ, τ) be the family of wavelet sets relative to a given choice of
(n, ǫ, τ). If (n, ǫ, τ) 6= (n′, ǫ′, τ ′), then Mn(ǫ, τ) 6=Mn′(ǫ
′, τ ′).
(4) Let 1 = (1, . . . , 1) ∈ {−1, 1}n. ThenMn(1, In−1) is the family of wavelet
sets considered in section 2.
The data give different information about the set K. The parameter a says
how the classes of reals mod Z are divided into the 2n intervals of K, ǫ picks
those that will be represented in K+, and m moves them in [0,∞).
Let −1 = (−1, . . . ,−1) ∈ {−1, 1}n. In view of Remark 7 (4) and Theo-
rem 3, we might expect that the wavelet sets in Mn(−1, In−1) are associated
to polygonals in the dyadic plane D. This is in fact true, but the only wavelet
set obtained in this way is the Shannon set.
Proposition 8. (1) M1(−1, I0) contains only the Shannon set.
(2) If n ≥ 2, then Mn(−1, In−1) is empty.
Proof. Let K be a subset of the real line. Then K ∈ Mn(−1, In−1), with,
K+ = I1 ∪ · · · ∪ In, if and only if there exist numbers bj ,
1
2
= b0 < b1 < · · · < bn = 1 (9)
and mj ∈ N, j = 1, . . . , n, such that Ij = [bj−1, bj ] +mj and numbers λj ∈ Z
such that, for j = 1, . . . , n− 1,
2−λj (bj +mj) = 2
−λj+1(bj +mj+1).
Then, the bj ’s, j = 1, . . . , n− 1, are given, as in (5), by
bj = −
mj2
−λj −mj+12
−λj+1
2−λj − 2−λj+1
. (10)
Moreover, we can let λ1 = 0, and we have then the condition
2λn(2m1 + 1) = mn + 1. (11)
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Let n ≥ 1 and P = (P1, . . . , Pn) be the ordered sequence of points in D
given by Pj = (2
−λj , 2−λjmj), with m and λ as defined above. Then, we say
that P is an MSF(−) polygonal. Thus, there is a bijection between MSF(−)
polygonals with n vertices and wavelet sets in Mn(−1, In−1).
Condition (11) can be written as follows. Let xn = 2
−λn, yn = mn2
−λn .
Then,
xn + yn = 2m1 + 1.
If n = 1, we just have to find P = (P1) such that
2m1 + 1 = m1 + 1
which corresponds to the Shannon wavelet. This proves part (1) of the propo-
sition.
Let n ≥ 2. We show that there are no MSF(−) polygonals. Choose P1 and
Pn such that (11) holds. Let O = (0, 0), A = (2m1+1, 0) and B = (0, 2m1+1).
Then, P1 = (1, m1) is an interior point of the triangle AOB and Pn belongs to
AB, the straight line through A and B, by (11).
For each couple P,Q of distinct points, let s(PQ) be the absolute value
of PQ’s slope. Hence s(PjPj+1) ∈ (
1
2
, 1). Let < be the ordering on the line
AB for which B < A. Now, s(P1, A) =
1
2
, hence, P2 still belongs to AOB
and P1P2 intersects AB in a point Q1 > A having negative ordinate. Since
1
2
< s(P1, P2) < s(P2, P3) < 1, P2P3 intersects AB in a point Q2 > Q1.
Inductively, if PjPj+1 intersects AB in Qj, we have Q1 < Q2 < · · · < Qj ,
hence all Qj ’s have negative ordinates. But, Pn−1Pn intersects the line AB at
Pn which has positive ordinate, since n ≥ 2. This contradiction shows that
there are no MSF(−) polygonals.
4 A geometric construction of H2-wavelet sets
In this section, we extend the geometric costruction of section 2 for construct-
ing some H2-wavelet sets. We again consider the set D, in the first quadrant
of the Cartesian plane, of points P such that
P ≡ P [λ,m] = (2−λ, 2−λm), where m ∈ N0 and λ ∈ Z.
Let n ∈ N and Pj = P [λj, mj], j = 1, 2, . . . , n (mj 6= mj+1, m0 6= mn + 1), and
P˜n = P [λn + 1, mn + 1]. Without loss of generality, we can take λ1 = 0 and
m1 = 0. Observe that P˜n is uniquely determined once Pn is given. Define the
points aj , j = 1, . . . , n as follows:
a0 = −
(mn + 1)2
−(λn+1)
2−(λn+1) − 1
, (12)
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aj = −
mj2
−λj −mj+12
−λj+1
2−λj − 2−λj+1
, j = 1, 2, . . . , n− 1, (13)
and
an = a0 + 1. (14)
That is, a0 is the negative of the slope of the straight line joining P1 and P˜n,
and aj (j = 1, 2, . . . , n − 1) is the negative of the slope of the straight line
through Pj and Pj+1. The ordered sequence of points P = (P1, . . . , Pn) is said
to be an H2-MSF polygonal if the points aj (j = 0, 1, . . . , n) satisfy
0 < a0 < 1 (15)
and
a0 < a1 < · · · < an = a0 + 1. (16)
Theorem 9. Let P be an H2-MSF polygonal as above. Let
Ij = [aj−1, aj ] +mj , j = 1, 2, . . . , n.
Then K = I1 ∪ · · · ∪ In is an H
2-wavelet set and it is the disjoint union of n
intervals.
Denote the H2-wavelet set associated to P by K(P). If P1 6= P2 are differ-
ent polygonals, then K(P1) 6= K(P2).
The proof of the above theorem is similar to the L2 case (see Theorem 3)
and can be omitted.
Example 10. Let n = 2. Consider λ1 = 0, m1 = 0, λ2 = r and m2 = k, where
r and k are integers. Then we have
P1 = (1, 0), P2 = (2
−r, 2−rk) and P˜2 =
(
2−(r+1), 2−(r+1)(k + 1)
)
.
This gives us
a0 =
k + 1
2r+1 − 1
, a1 =
k
2r − 1
and a2 = a0 + 1 =
k + 2r+1
2r+1 − 1
.
In order to prove that (P1, P2) is an H
2-MSF polygonal, we have to verify (15)
and (16). Inequality (15) is equivalent to 0 ≤ k < 2(2r − 1) whereas (16) is
trivially satisfied. The condition m2 6= m1 then gives us 1 ≤ k < 2(2
r − 1).
Now
I1 = [a0, a1] +m1 =
[ k + 1
2r+1 − 1
,
k
2r − 1
]
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and
I2 = [a1, a2] +m2 =
[ 2rk
2r − 1
,
2r+1(k + 1)
2r+1 − 1
]
.
Then
K =
[ k + 1
2r+1 − 1
,
k
2r − 1
]
∪
[ 2rk
2r − 1
,
2r+1(k + 1)
2r+1 − 1
]
is an H2-wavelet set, where r ≥ 1, 1 ≤ k < 2(2r − 1). These examples,
in fact, exhaust all H2-wavelet sets consisting of two disjoint intervals (see
introduction).
5 Interval wavelet sets of H2(R)
The classification of interval wavelet sets ofH2(R), analogous to that in Propo-
sition 6, is much simpler. In this case we prove the following.
Proposition 11. Let Ir = [pr, qr], 0 ≤ r ≤ m and K = I0 ∪ I1 ∪ · · · ∪ Im, with
0 < p0 < q0 < p1 < q1 < · · · < pm < qm. Then K is a wavelet set for H
2(R) if
and only if
(i) I0 ∪ (Iρ(1) − k1) ∪ (Iρ(2) − k2) ∪ · · · ∪ (Iρ(m) − km) = [po, p0 + 1], for some
permutation ρ ∈ Σm, ki ∈ N0, 1 ≤ i ≤ m such that the right endpoint of
each interval is equal to the left endpoint of the next interval; and
(ii) I0 ∪ (2
−r1Iσ(1)) ∪ (2
−r2Iσ(2)) ∪ · · · ∪ (2
−rmIσ(m)) = [p0, 2p0], for some per-
mutation σ ∈ Σm, ri ∈ N0, 1 ≤ i ≤ m such that the right endpoint of each
interval is equal to the left endpoint of the next interval.
Proof. Suppose K is as in the hypothesis and (i) and (ii) hold. Then,
⋃
k∈Z
(K + k) =
⋃
k∈Z
m⋃
i=0
(Ii + k)
=
⋃
k∈Z
[{
I0 ∪
m⋃
i=1
(Iρ(i) − ki)
}
+ k
]
=
⋃
k∈Z
{
[p0, p0 + 1] + k
}
= R.
Also, {K + k : k ∈ Z} is a pairwise disjoint collection. Similarly, ∪j∈Z(2
jK) =
R
+ and {2jK : j ∈ Z} is pairwise disjoint. Hence, K is a wavelet set for
H2(R), by Theorem 2.
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Conversely, suppose K = I0 ∪ · · · ∪ Im is an H
2-wavelet set, where Ir =
[pr, qr], 0 ≤ r ≤ m. So, (T’) and (D’) of Theorem 2 are satisfied. Note that for
each r, 1 ≤ r ≤ m, there is a unique kr ∈ Z such that pr−kr ∈ [p0, p0+1]. But,
pr− kr 6∈ [p0, q0]. Otherwise, I0 ∩ (Ir− kr) will contain the interval [pr− kr, q0]
if q0 ≤ qr − kr, or the interval [pr − kr, qr − kr] if qr − kr ≤ q0. This will be a
contradiction to (T’). So, pr − kr ∈ [q0, p0 + 1]. Note that kr ≥ 0 as pr > qo.
Claim. Ir − kr = [pr, qr]− kr ⊂ [q0, p0 + 1]
If not, then q0 ≤ pr − kr < p0 + 1 < qr − kr. That is, pr − kr − 1 < p0 <
qr − kr − 1. But, this implies that I0 ∩ (Ir − kr − 1) contains the interval
[p0, qr − kr − 1] if qr − kr − 1 ≤ q0, or the interval [p0, q0] if q0 ≤ qr − kr − 1.
In either case, (T’) is violated. So, the claim is proved.
Now, ⋃
k∈Z
(K + k) =
⋃
k∈Z
m⋃
r=0
(Ir + k)
=
⋃
k∈Z
{(
I0 ∪ (I1 − k1) ∪ · · · ∪ (Im − km)
)
+ k
}
.
(17)
If there is no r, 1 ≤ r ≤ m such that q0 = pr − kr, then (I1 − k1) ∪
· · · ∪ (Im − km) will be properly contained in [q0, p0 + 1]. In fact, the set
[p0, p0+1] \ {I0∪ (I1−k1)∪ · · · ∪ (Im−km)} will have positive measure which,
in turn, will show that (17) cannot be an a.e. partition of R. So, there is an
index r, 1 ≤ r ≤ m such that q0 = pr − kr. Further, such an index is unique.
For, if there exist r, s with 1 ≤ r, s ≤ m such that q0 = pr − kr = ps− ks, then
(Ir − kr) ∩ (Is − ks) will contain an interval which will again contradict (T’).
Hence, there is exactly one index i1 such that q0 = pi1 − k1, 1 ≤ i1 ≤ m
and k1 ∈ N0.
Now, I0∪ (Ii1 −k1) = [p0, q1−k1] ⊂ [p0, p0+1]. Arguing as above (the role
of q0 is now taken by q1 − k1), there is exactly one index i2 such that
qi1 − k1 = pi2 − k2, 1 ≤ i2 ≤ m, i2 6= i1, k2 ∈ N0.
Similarly,
qi2 − k2 = pi3 − k3, 1 ≤ i3 ≤ m, i3 6= i1, i2, k3 ∈ N0.
...
qim−1 − km−1 = pim − km, 1 ≤ im ≤ m, im 6= i1, · · · , im−1, km ∈ N0.
Now, qim−km has to coincide with p0+1. Otherwise [p0, p0+1]\{I0∪(Ii1−
k1) ∪ · · · ∪ (Iim − km)} will have positive measure which will contradict (T’).
So, we have proved (i) of the theorem. By considering dilations by powers of
2 of the intervals Ir and making use of the partition (D’) of R
+, we can prove
(ii) in a similar manner.
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6 Applications
In this section, we discuss some applications of the methods outlined in the
previous sections.
6.1 n = 2, 3
We give an alternative proof of a theorem in [HKLS] and a subfamily of
M3(1, I2) that, together with the one in Example 5, exhaust M3(1, I2).
Proposition 12. A symmetric wavelet set K has its positive part consisting
of two disjoint intervals if and only if
K+ =
[
2l,
22l+2
2l+2 − 1
]
∪
[
2l
2l+2 − 1
,
1
2
]
for some integer l ≥ 0. In particular, the set of the symmetric wavelet sets
with n = 2 coincides with M2(1, I1).
Proof. Observe that, for n = 2 as for n = 1, the permutations play no role.
We only have to consider four cases for ǫ. When ǫ = (−1,−1), we have
no symmetric wavelet set, by Proposition 8. For ǫ = (1,−1) and ǫ = (−1, 1),
elementary arguments show that there are no symmetric wavelet sets, and so we
are left withM2(1, I1). We have to look for MSF polygonals P = (P1, P2). But
condition (6) completely determines P2, if P1 is given. If P1 = (1, 2
l(2t + 1)),
then in order for (7) to hold, we must have t = 0, hence
P1 = (1, 2
l), P2 = (2
l+2, 0).
Hence,
a1 =
2l
2l+2 − 1
, m1 = 2
l, m2 = 0.
From Theorem 3, we obtain the family in the statement of the proposition.
We have seen in section 2 a three parameter family of symmetric wavelet
sets which is contained in M3(1, I2). Another three parameter family can be
constructed as follows. Let s, u, v be integers, s ≥ 0, u > 0 and v > 0, such
that
2s+u < v <
(
2s+u − 1
) 2s
2s − 1
. (18)
Let
P1 = (1, 2
s) , P2 =
(
2−u, v2−u
)
, P3 =
(
2s+2, 0
)
.
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Then, (P1, P2, P3) is an MSF polygonal. The corresponding wavelet set is
K = K(s, u, v) = ±
[
2s,
v − 2s
2u − 1
]
∪
[
2uv − 2s+u
2u − 1
,
v2s+u+2
2s+u+2 − 1
]
∪
[
v
2s+u+2 − 1
,
1
2
]
.
Condition (18) ensures that (7) holds, while (6) holds by our choice of P1 and
P3. It is easy to verify that this family and the one in section 2 exhaust the
wavelet sets in M3(1, I2).
6.2 3-interval H2-wavelet sets
Proposition 11 allows us to give a complete list of wavelet sets of H2(R) which
are union of three disjoint intervals. We shall see in the next subsection that
there are in fact uncountably many H2-wavelet sets.
In view of Proposition 11, we have the following result for a 3-interval
H2-wavelet set.
Corollary 13. Let K = [p1, q1] ∪ [p2, q2] ∪ [p3, q3] such that 0 < p1 < q1 <
p2 < q2 < p3 < q3. Then, K is a wavelet set for H
2(R) if and only if for some
non-negative integers r, s, k, l
(1) either [T1] : [p1, q1] ∪ ([p2, q2]− k) ∪ ([p3, q3]− l) = [p1, p1 + 1]
with q1 = p2 − k, q2 − k = p3 − l, q3 − l = p1 + 1
or [T2] : [p1, q1] ∪ ([p3, q3]− l) ∪ ([p2, q2]− k) = [p1, p1 + 1]
with q1 = p3 − l, q3 − l = p2 − k, q2 − k = p1 + 1,
and (2) either [D1] : [p1, q1] ∪ 2
−r[p2, q2] ∪ 2
−s[p3, q3] = [p1, 2p1]
with q1 = 2
−rp2, 2
−rq2 = 2
−sp3, 2
−sq3 = 2p1
or [D2] : [p1, q1] ∪ 2
−s[p3, q3] ∪ 2
−r[p2, q2] = [p1, 2p1]
with q1 = 2
−sp3, 2
−sq3 = 2
−rp2, 2
−rq2 = 2p1.
Thus, in order to characterize all H2-wavelet sets consisting of three dis-
joint intervals, we have to consider each of the four cases (Ti,Dj), i, j = 1, 2,
and determine the values of the non-negative integers r, s, k, l such that the
corresponding relations (Ti,Dj) hold.
THE CASE (T1,D1)
We have K = [p1, q1] ∪ [p2, q2] ∪ [p3, q3] and
q1 = p2 − k, q2 − k = p3 − l, q3 − l = p1 + 1,
q1 = 2
−rp2, 2
−rq2 = 2
−sp3, 2
−sq3 = 2p1.
(19)
Since q1 < p2, it is necessary that k ≥ 1. Now, q2 − k = p3− l ⇒ p3− q2 =
l − k. Since p3 > q2, we have l > k. Thus, l > k ≥ 1. Similarly, s > r ≥ 1.
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Solving the equations (19) for pi’s and qi’s, we get,
p1 =
l+1
2s+1−1
, q1 =
k
2r−1
,
p2 =
2rk
2r−1
, q2 =
l−k
2s−r−1
,
p3 =
2s−r(l−k)
2s−r−1
, q3 =
2s+1(l+1)
2s+1−1
.
We have to ensure that 0 < p1 < q1 < p2 < q2 < p3 < q3. Clearly,
p1 > 0, q1 < p2 and q2 < p3. The conditions p1 < q1, p2 < q2 and p3 < q3 are
equivalent to the following inequalities.
(i) (2r − 1)l < (2s+1 − 1)k − (2r − 1),
(ii) (2r − 1)l > (2s − 1)k,
(iii) (2r+1 − 1)l < (2s+1 − 1)k + 2(2s − 2r).
It is easy to see that (iii) ⇒ (i). So, we have to consider only (ii) and (iii).
Eliminating l from (ii) and (iii), we get 0 ≤ k < 2(2r − 1).
Thus, to get all the wavelet sets in this case, we proceed as follows: Fix
an integer r ≥ 1, then we have to consider only those integers k such that
1 ≤ k < 2(2r − 1). Consider any such k. By taking s ≥ r + 1, we determine
all integers l satisfying (ii) and (iii). Then any such combination of r, k, s and
l will give rise to an H2-wavelet set.
For example, let r = 1, then k = 1. If s = 2, then (ii) and (iii) give us
l > 3 and 3l < 11. This implies l ≥ 4 and l ≤ 3. So, there is no integer l
satisfying (ii) and (iii). But if we take s = 3, then (ii) and (iii) imply l > 7
and 3l < 27. This gives l = 8. Hence, r = 1, k = 1, s = 3 and l = 8 give rise
to an H2-wavelet set. The corresponding wavelet set is
[3
5
, 1] ∪ [2, 7
3
] ∪ [28
3
, 48
5
].
If s = 4, then we get, l > 15 and 3l < 59 ⇒ l = 16, 17, 18, 19. So if we take
r = 1, k = 1, s = 4, we get H2-wavelet sets for each of the l’s; l = 16, 17, 18, 19.
The wavelet set corresponding to r = 1, k = 1, s = 4 and l = 16 is
[17
31
, 1] ∪ [2, 15
7
] ∪ [120
7
, 544
31
].
A short table of (r, k, l, s) is given in Table 1.
THE CASE (T2,D2)
We have K = [p1, q1] ∪ [p2, q2] ∪ [p3, q3] and
q1 = p3 − l, q3 − l = p2 − k, q2 − k = p1 + 1,
q1 = 2
−sp3, 2
−sq3 = 2
−rp2, 2
−rq2 = 2p1.
(20)
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Examining the relations among pi’s and qi’s as in the case (T1,D1), we
have, l > k ≥ 0 and s > r ≥ 0. Solving the equations (20) for pi’s and qi’s ,
we get
p1 =
k+1
2r+1−1
, q1 =
l
2s−1
,
p2 =
l−k
2s−r−1
, q2 =
2r+1(k+1)
2r+1−1
,
p3 =
2sl
2s−1
, q3 =
2s−r(l−k)
2s−r−1
.
Again, we have to ensure that 0 < p1 < q1 < p2 < q2 < p3 < q3. Clearly,
0 < p1. Since r+1 ≤ s, we get p1 < q1 ⇒ q2 < p3. Also, p3 < q3 ⇒ q1 < p2. So,
we have to consider the inequalities p1 < q1, p2 < q2, p3 < q3. These conditions
are equivalent to the following inequalities:
(i) (2r+1 − 1)l > (2s − 1)(k + 1),
(ii) (2r+1 − 1)l < (2s+1 − 1)k + 2(2s − 2r),
(iii) (2r − 1)l > (2s − 1)k.
If k = 0, then (iii) is trivially satisfied and we have to consider only (i)
and (ii), and if k > 0, then (iii) ⇒ (i). So, one has to consider (ii) and (iii).
Conditions (ii) and (iii) imply k < 2(2r − 1). If r = 0 then k < 0, which is not
possible. Thus, to get all H2-wavelet sets in this case, we proceed as follows:
Fix r ≥ 1 and consider all k’s such that 0 ≤ k < 2(2r − 1). Take s > r. If
k = 0, determine all l satisfying (i) and (ii); and if k > 0, then determine all l
which satisfy (ii) and (iii).
For example, r = 1, k = 0, s = 2 does not give any wavelet set. But if we
take r = 1, k = 0 and s = 3, then we get l = 3. The corresponding wavelet set
is
[1
3
, 3
7
] ∪ [1, 4
3
] ∪ [24
7
, 4].
Observe that when k > 0, the inequalities to be considered are same as
in the case (T1,D1). So, the table for (T1,D1) also works for (T2,D2) though
we will get different wavelet sets. A short table for the case k = 0 is given in
Table 2.
THE CASE (T2,D1)
In this case, we have s > r > 0 and l > k ≥ 0. Solving the equations [T2] and
[D1] of Corollary 13 for pi’s and qi’s, we get
p1 =
1
2s
[(2s − 1)k − (2r − 1)l + 2s],
q1 =
1
2r
[(2s+1 − 1)k − (2r+1 − 1)l + 2s+1],
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p2 = (2
s+1 − 1)k − (2r+1 − 1)l + 2s+1,
q2 =
1
2s
[(2s+1 − 1)k − (2r − 1)l + 2s+1],
p3 =
1
2r
[(2s+1 − 1)k − (2r − 1)l + 2s+1],
q3 = 2[(2
s − 1)k − (2r − 1)l + 2s].
Clearly, q1 < p2 and q2 < p3. The conditions 0 < p1, p1 < q1, p2 < q2 and
p3 < q3 are equivalent to the following inequalities:
(i) (2s − 1)k + 2s > (2r − 1)l,
(ii) [2s(2s+1− 1)− 2r(2s− 1)]k+(22s+1− 2r+s) > [2s(2r+1− 1)− 2r(2r− 1)]l,
(iii) (2s − 1)(2s+1 − 1)k + (22s+1 − 2s+1) < [2s(2r+1 − 1)− (2r − 1)]l,
(iv) [2r+1(2s − 1)− (2s+1 − 1)]k + 2s+1(2r − 1) > (2r − 1)(2r+1 − 1)l.
One can show that (ii) ⇒ (iv) ⇒ (i). So, we have to consider only (ii) and
(iii). Also, as in the previous cases, eliminating l from (iii) and (iv), we get
k < 2(2r − 1).
To get all wavelet sets in this case, we apply a similar procedure adopted
in the case (T1,D1). See Table 3 for some acceptable values of (r, k, s, l).
THE CASE (T1,D2)
Here we have, s > r ≥ 0, l > k ≥ 1. Solving [T1] and [D2] for pi’s and qi’s, we
get
p1 =
1
2r
[(2r − 1)l − (2s − 1)k + 2r],
q1 =
1
2s
[(2r+1 − 1)l − (2s+1 − 1)k + 2r+1],
p2 =
1
2s
[(2r+1 − 1)l − (2s − 1)k + 2r+1],
q2 = 2[(2
r − 1)l − (2s − 1)k + 2r],
p3 = (2
r+1 − 1)l − (2s+1 − 1)k + 2r+1,
q3 =
1
2r
[(2r+1 − 1)l − (2s − 1)k + 2r+1].
It is clear that q1 < p2. The inequality q2 < p3 holds if p1 < q1. Now, the
conditions 0 < p1, p1 < q1, p2 < q2 and p3 < q3 are equivalent to the following
inequalities :
(i) (2r − 1)l + 2r > (2s − 1)k,
(ii) [2s(2r − 1)− 2r(2r+1− 1)]l+ (2r+s− 22r+1 < [2s(2s− 1)− 2r(2s+1− 1)]k,
(iii) [2s+1(2r − 1)− (2r+1 − 1)]l + 2r+1(2s − 1) > (2s − 1)(2s+1 − 1)k,
(iv) (2r − 1)(2r+1 − 1)l + 2r+1(2r − 1) < [2r(2s+1 − 1)− (2s − 1)]k.
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The coefficient of l in (ii) is negative if and only if s = r+1, in which case
(ii) is trivially satisfied. If this coefficient is non-negative, then it can be shown
that (iv) ⇒ (ii). Also, it can be shown that (iii) ⇒ (i). So, we need only (iii)
and (iv). Since (iii) and (iv) imply that k < 2(2r − 1), the case r = 0 is ruled
out because k ≥ 1. Examples of few acceptable values of (r, k, s, l) are given
in Table 4.
6.3 There are uncountably many wavelet sets of L2(R)
and H2(R)
When n = 2, there are countably many symmetric wavelet sets of L2(R). As
we have seen in §6.1, they are disjoint union of intervals whose endpoints have
the form p
2q−1
, for some p ∈ Z and q ∈ N. All examples of symmetric wavelet
sets, even for n > 2, found in the literature have endpoints of the above form.
In fact all known examples, with the exception of the Shannon set, belong to
the class Mn(1, In−1), for some n, and then, by the results in section 2, they
have endpoints of this particular form. The class of symmetric wavelet sets,
however, is much richer. In fact, for n = 3, we exhibit a family of symmetric
wavelet sets which depends on a real parameter. Hence, there are uncountably
many symmetric wavelet sets and, in particular, their endpoints do not need
to be of the form p
2q−1
.
Theorem 14. M3((1,−1, 1), I2) contains the family {Ka : a ∈ R,
1
3
< a < 1
2
},
where
K+a =
[
a, 1
2
]
∪ [1− a, 2a] ∪ [1, 2(1− a)] . (21)
Moreover, these wavelet sets are associated to MRA wavelets.
In particular, there exist symmetric wavelet sets other than the Shannon
set, whose endpoints are all dyadic rational. For instance,
K+3/8 =
[
3
8
,
4
8
]
∪
[
5
8
,
6
8
]
∪
[
8
8
,
10
8
]
.
Another such wavelet set is the one which corresponds to a = 7
16
. We might
think of these sets as “wavelet sets on the integers”.
Proof. Subtracting 1 from the second and third interval in (21), and leaving
the first as it is, we obtain three intervals whose union is
H =
[
a, 1
2
]
∪ [−a,−(1 − 2a)] ∪ [0, 1− 2a] .
Now, H
∐
(−H) = [−1
2
, 1
2
] a.e., hence (T) holds. Observe that we have (7)
with a1 = 1− 2a and a2 = a.
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On the other hand, multiplying in (21) the first by 4 and the second by 2,
we obtain a.e. disjoint intervals whose union is [1, 2], hence, (D) holds, as well.
A necessary and sufficient condition for a wavelet set K to be associated to
an MRA wavelet is the following ([FW], Theorem 3.22). Let K be a wavelet
set and
Ks =
⋃
j≥1
(2−jK).
By (D), the union is disjoint a.e. and, by (T), |Ks| = 1. Then, K is associated
to an MRA wavelet if and only if∐
k∈Z
(Ks + k) = R a.e. (22)
A direct verification shows that
Ksa = [a− 1,−
1
2
] ∪ [−a, a] ∪ [1
2
, 1− a] a.e.
Adding 1 to the first interval and −1 to the third, we obtain three intervals
whose a.e. disjoint union is [−1
2
, 1
2
], hence (22) holds.
The way the sets in (21) were found is the following. Classes of wavelet
sets like M3((1,−1, 1), I2) seem to be promising places to look for unusual
wavelet sets, because a1 and a2 satisfy a system of linear equations without
zero coefficients. The family in (21) is one of those for which the determinant
associated to the system vanishes.
In all the four cases of the 3-interval H2-wavelet sets (see § 6.2), we ob-
served that the systems of linear equations that determine the endpoints of the
intervals have unique solutions. Moreover, the endpoints depend upon integer
parameters. This fact, in particular, shows that there are countably many
3-interval H2-wavelet sets.
We now show that there are uncountably many H2-MSF wavelets by con-
structing a family of 4-interval H2-wavelet sets such that some of the endpoints
continuously depend on a real parameter.
Theorem 15. For 1
2
< c < 1, let Kc = I1 ∪ I2 ∪ I3 ∪ I4, where
I1 = [1, 2c], I2 = [2c+ 2, c+ 3], I3 =
[
c, c+1
2
]
, and I4 = [
c+3
2
, 2].
Then, Kc is an H
2-wavelet set.
Proof. The conditions on c imply that Ii’s are nonempty intervals. Subtracting
1 from the intervals I1 and I4, 3 from I2, and leaving I3 as it is, we get four
intervals whose a.e. disjoint union is [0, 1]. That is,
(I1 − 1) ∪ (I2 − 3) ∪ I3 ∪ (I4 − 1)
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= [0, 2c− 1] ∪ [2c− 1, c] ∪ [c, c+1
2
] ∪ [ c+1
2
, 1] = [0, 1].
Therefore,
∐
k∈Z(Kc+ k) = R a.e. Now, multiplying I2 by 2
−1 and I3 by 2, we
get intervals whose a.e. disjoint union is [1, 2]:
I1 ∪ (2
−1I2) ∪ (2I3) ∪ I4 = [1, 2],
which proves that
∐
j∈Z(2
jKc) = R
+ a.e. By Theorem 2, Kc is an H
2-wavelet
set.
We recently became aware of the paper [Maj] by G. Majchrowska, in which
she also arrives at similar conclusions by a different method. The wavelet sets
she obtained are also union of four intervals.
We end this section with the construction of a family of 5-interval H2-
wavelet sets where some of the endpoints of the intervals depend on two inde-
pendent real parameters.
Theorem 16. Let 1
2
< x < y < 1 and x + 1 > 2y. That is, (x, y) is in the
interior of the triangle with vertices (1
2
, 3
4
), (1
2
, 1) and (1, 1). Then
Kx,y = [x, y] ∪ [1, 2x] ∪ [2y, x+ 1] ∪ [y + 1, 2] ∪ [2x+ 2, 2y + 2] (23)
is an H2-wavelet set.
Proof. Let us denote the intervals in the right hand side of (23) by I1, I2, . . . , I5.
The conditions on x and y ensure that these intervals are non-empty. Observe
that the intervals I1, I4 − 1, I2, I5 − 2, I3 are pairwise disjoint and I1 ∪ (I4 −
1) ∪ I2 ∪ (I5 − 2) ∪ I3 = [x, x + 1]. Similarly, the intervals I1, 2
−1I3, 2
−2I5,
2−1I4, I2 are pairwise disjoint and I1∪ (2
−1I3)∪ (2
−2I5)∪ (2
−1I4)∪I2 = [x, 2x].
Hence, by Theorem 2, Kx,y is an H
2-wavelet set.
7 Wavelet sets of L2(R) accumulating in 0
By (D) in Theorem 1, a wavelet set K cannot contain a nondegenerate interval
containing 0. It is natural to ask whether 0 can be an accumulation point of
K. The answer is indeed yes. Some examples of such wavelet sets are the
following:
(1) Madych [Mad] constructed an example of an MSF wavelet ψ such that ψˆ
does not vanish in any neighbourhood of the origin so that 0 is an accumulation
point of the corresponding wavelet set.
(2) Garrigo´s [Gar], in his Ph. D. thesis, gave an example of a wavelet set
K ⊂ [−2, 1
2
] with the same property.
(3) In [BGRW], the authors constructed wavelet sets Kǫ for each ǫ, 0 <
ǫ ≤ 1
3
, such that Kǫ ⊂ [−
4
3
, 4
3
+ ǫ], and 0 is an accumulation point of Kǫ.
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In this section we construct some families of wavelet sets of L2(R) that
accumulate in 0. First we construct a symmetric wavelet set having 0 as an
accumulation point. Unfortunately, this set is unbounded. Next, we construct
a family of bounded wavelet sets (but, not symmetric) with the same property.
The final construction is of a family of bounded symmetric wavelet sets with
the origin as an accumulation point, which provides a positive answer to a
question of Garrigo´s.
7.1 A symmetric wavelet set that accumulates in 0
Here, we exhibit an example of a symmetric wavelet set having 0 as accumula-
tion point. First, we prove that the example does what it is supposed to, then
we will see how it fits into the geometric scheme developed in section 2 and
how this sort of examples can be found.
Proposition 17. Let K be the symmetric subset of R such that
K+ =
(
∞∐
n=0
In
)
∪
(
∞∐
n=0
Jn
)
(24)
where
I0 =
[
4
3
,
3
2
]
, In =
[
3 · 23n+2
22n+3 − 1
,
3 · 23n+1
22n+2 − 1
]
, n ≥ 1
and
J0 =
[
1
5
,
1
3
]
, Jn =
[
3 · 2n
22n+4 − 1
,
3 · 2n−1
22n+3 − 1
]
, n ≥ 1.
Then, K is a symmetric wavelet set having 0 as accumulation point.
Proof. Being the limit of Jn’s endpoints, as n→∞, 0 is an accumulation point
for K+.
Now, we verify (D). For n ≥ 1, let λn = n + 1, and let λ0 = 0. Similarly,
for n ≥ 0, let µn = −(n + 2). Consider the intervals
Hn = 2
−λnIn, Ln = 2
−µnJn, n ≥ 0.
Then, H0 = I0 and
Hn =
[
3 · 22n+1
22n+3 − 1
,
3 · 22n
22n+2 − 1
]
if n ≥ 1. Also, L0 = [
4
5
, 4
3
] and, if n ≥ 1,
Ln =
[
3 · 22n+2
22n+4 − 1
,
3 · 22n+1
22n+3 − 1
]
.
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Given intervals A = [a, b] and B = [c, d], let us write A→ B if b = c, that
is, if A is adjacent to B and preceeds B on the real line. Then, the intervals
Hn and Ln satisfy the relations
· · · → Hn+1 → Ln → Hn · · · → L1 → H1 → L0 → H0.
Thus, ∐
n≥0
(Ln ∪Hn) =
[
lim
n→∞
3 · 22n+2
22n+4 − 1
,
3
2
]
=
[
3
4
,
3
2
]
a.e.
This proves (D), since 3
2
= 2 · 3
4
.
In order to verify (T), let l0 = 1, ln = 3 ·2
n−1, if n ≥ 1, and let An = In− ln.
Then,
A0 =
[
1
3
,
1
2
]
, An =
[
3 · 2n−1
22n+3 − 1
,
3 · 2n−1
22n+2 − 1
]
, if n ≥ 1,
and we have the adjacency relations
· · · → An+1 → Jn → An · · · → J1 → A1 → J0 → A0. (25)
Hence, ∐
n≥0
(Jn ∪ An) =
[
lim
n→∞
3 · 2n
22n+4 − 1
,
1
2
]
=
[
0,
1
2
]
a.e.
and (T) follows.
To find this sort of examples, it is natural to look for infinite MSF polygo-
nals, corresponding to infinitely many disjoint intervals inK, in which infinitely
many points lie on the axis of the abscissas, so that infinitely many intervals
are contained in [0, 1
2
]. We see how this procedure works in our case, giving an
alternative argument for the proof of Proposition 17, which also was the path
leading to the wavelet set in (24).
Let P0 = (1, 1) = P [0, 1], Pn = (xn, yn) = (2
−(n+1), 3
4
) = P [n + 1, 3 · 2n−1],
if n ≥ 1, and Qn = (un, vn) = (2
n+2, 0) = P [−(n + 2), 0], if n ≥ 0. With the
notation of section 3, let
αn = s(Pn, Qn), βn = s(Pn+1, Qn).
Also, set β−1 =
1
2
. We have the relations
0 < · · · < αn < βn−1 < αn−1 < · · · < β0 < α0 < β−1 =
1
2
that replace (7). With the same notation as above,
An = [αn, βn−1], Jn = [βn, αn].
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As in §2, consider the intervals [αn, βn−1]+
yn
xn
and [βn, αn]+
vn
un
. These are,
respectively, the intervals In and Jn in the statement of the proposition. Their
union isK+, whereK is our perspective symmetric wavelet set. Now, condition
(T) is satisfied, by construction. Moreover, since the intervals xn([αn, βn−1] +
yn
xn
) = An and un([βn, αn] +
vn
un
) = Jn satisfy the adjacency relations (25), to
verify condition (D), it suffices to check that
2 lim
n→∞
xn(αn +
yn
xn
) = x0(β−1 +
y0
x0
) = 3
2
which in fact holds. This last condition replaces (6), in the present example.
7.2 A family of bounded wavelet sets accumulating in 0
To construct new wavelet sets from the known ones, the concepts of dilation
equivalence and translation equivalence of sets will be useful.
Definition 18. ([HW]) A measurable set A is said to be translation equivalent
to a measurable set B if there exists a measurable partition {An} of A and
kn ∈ Z such that {An+kn} is a partition of B. Similarly, a measurable set A is
dilation equivalent to a measurable set B if there exists a measurable partition
{A′n} of A and jn ∈ Z such that {2
jnA′n} is a partition of B.
As a consequence of Theorem 1, we have the following
Corollary 19. ([HW]) Let K and W be subsets of R, and W is both trans-
lation and dilation equivalent to K. Then W is a wavelet set if and only if K
is so.
We now construct a family of bounded wavelet sets having the origin as an
accumulation point so that the associated wavelets are band-limited and their
Fourier transforms are discontinuous at the origin. Recall that a function is
called band-limited if its Fourier transform has compact support.
Let n ≥ 2. Put
an =
2n−2
2n−1
, bn = 2an =
2n−1
2n−1
,
cn =
2n−1(2n−1−1)
2n−1
, dn =
22n−2
2n−1
,
en =
2n−1−1
2n−1
.
Let
L = [−dn,−cn], M = [−en,−an] and R = [an, bn].
Observe that [−en,−an] ∪ ([−dn,−cn] + 2
n−2) ∪ [an, bn] = [−en, bn] so that∐
k∈Z([−en, bn] + k) = R.
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Similarly,
∐
j∈Z 2
j[an, bn] = R
+ and
∐
j∈Z 2
j
(
[−en,−an]∪2
−n[−dn,−cn]
)
=
R
−. Therefore, Wn = L ∪M ∪ R is a wavelet set, by Theorem 1.
Let ǫ be a real number such that 0 < ǫ < an
2
. Define the following sets:
P1 =
[an
2
+
ǫ
2n
,
an
2
+ ǫ
]
, P2 = [an + 2ǫ, bn], P3 = [dn, dn + 2ǫ].
To make P2 a nonempty set we need 2ǫ < an. Let
X0 = P1 − 2
n−2, Y0 =
1
2n
X0,
Xl = Yl−1 − 2
n−2, Yl =
1
2n+l
Xl, l ≥ 1.
Now define the set
Wn,ǫ =
(
L \
∞⋃
l=0
Xl
)
∪
(∞⋃
l=0
Yl
)
∪M ∪ (P1 ∪ P2 ∪ P3). (26)
Theorem 20. For each n ≥ 2 and 0 < ǫ < an
2
, the set Wn,ǫ is a bounded
wavelet set having 0 as an accumulation point.
Proof. Since 0 is the limit of the endpoints of the sets Yl, as l → ∞, it is an
accumulation point of Wn,ǫ. We now proceed to prove that Wn,ǫ is a wavelet
set. In view of Corollary 19, it is enough to show that Wn,ǫ is translation and
dilation equivalent to the wavelet set Wn.
First of all, we show by induction that Xl ⊂ L for all l ≥ 0. Note that
P1 ⊂ [−an, an]. So,
X0 = P1 − 2
n−2 ⊂ [−an, an]− 2
n−2 = [−dn,−cn] = L.
Now, assume that Xm ⊂ L. Then,
Ym =
1
2m+n
Xm ⊂
[
−
dn
2m+n
,−
cn
2m+n
]
⊂ [−an, an].
Therefore,
Xm+1 = Ym − 2
n−2 ⊂ L.
The interval X0 lies inside [−2
n−2,−cn] and {Xl : l ≥ 1} lie in [−dn,−2
n−2].
Further, Xl+1 lies to the right of Xl, l ≥ 1. The intervals Yl, l ≥ 0 lie in
1
2l
[−an,−
an
2
]. Also observe that {Xl : l ≥ 0} and {Yl : l ≥ 0} are disjoint
collections.
Now, we show that the sets Wn,ǫ and Wn are dilation equivalent. We have
2P1 ∪ P2 ∪
1
2n
P3 =
[
an +
ǫ
2n−1
, an + 2ǫ
]
∪ [an + 2ǫ, bn] ∪
[
an, an +
ǫ
2n−1
]
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= [an, bn] = R
and (
L \
∞⋃
l=0
Xl
)
∪
(∞⋃
l=0
2n+lYl
)
=
(
L \
∞⋃
l=0
Xl
)
∪
( ∞⋃
l=0
Xl
)
= L.
The last equality follows since Xl ⊂ L for all l ≥ 0. The set M appears in
both the partitions of Wn and Wn,ǫ.
To see the translation equivalence of the sets Wn,ǫ and Wn, observe that
P2 ∪ (P3 − 2
n−2) = [an + 2ǫ, bn] ∪ [an, an + 2ǫ] = R
and (
L \
∞⋃
l=0
Xl
)
∪
(∞⋃
l=0
(Yl − 2
n−1)
)
∪ (P1 − 2
n−2) =
(
L \
∞⋃
l=0
Xl
)
∪
(∞⋃
l=1
Xl
)
∪X0 = L.
Again, M appears in both the partitions of Wn and Wn,ǫ. Since the set Wn,ǫ
is translation and dilation equivalent to the wavelet set Wn, we have proved
that Wn,ǫ is a wavelet set.
7.3 A family of bounded symmetric wavelet sets accu-
mulating in 0
In [Gar], the question of the existence of a wavelet ψ of L2(R) satisfying the
following three properties was asked:
(i) ψ is band-limited, i.e., ψˆ has compact support,
(ii) ψˆ is even, and
(iii) ψˆ does not vanish in any neighbourhood of the origin.
Examples of wavelets satisfying any two of the above three properties can
be constructed. For example, the Shannon wavelet satisfies (i) and (ii) but
not (iii). The wavelet corresponding to the wavelet set constructed in § 7.1
satisfies (ii) and (iii) but not (i). The wavelets associated with the wavelet
sets of § 7.2, as well as the wavelet sets of [Mad], [Gar] and [BGRW] referred
above, satisfy (i) and (iii) but not (ii).
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In this section we construct a family of wavelets having all the three proper-
ties listed above. These wavelets are again MSF wavelets and so we construct
the associated wavelet sets. To get these wavelet sets we will suitably modify
the method presented in § 7.2.
For n ≥ 2, let an, bn, cn, dn and en be as in § 7.2. Let
L1 = [−
1
2
,−an], L2 = [−dn,−2
n−2], R1 = [an,
1
2
], and R2 = [2
n−2, dn].
Let
Kn = L1 ∪ L2 ∪ R1 ∪R2.
By a simple calculation, we have
(L2 + 2
n−1) ∪R2 ∪ (L1 + (2
n−2 + 1)) ∪ (R1 + 2
n−2) = [cn, cn + 1].
Hence,
∐
k∈Z(Kn + k) = R. Also, observe that (2
nR1) ∪ R2 = [
dn
2
, dn]. Hence,∐
j∈Z 2
j(R1 ∪ R2) = R
+. By symmetry,
∐
j∈Z 2
j(L1 ∪ L2) = R
−, which shows
that
∐
j∈Z 2
jKn = R. Therefore, by Theorem 1, Kn is a wavelet set.
For 0 < ǫ < 1
4
(
2n−1−1
2n−1
)
= en
4
, construct the following sets:
S1 =
[an
2
+
ǫ
2n
,
an
2
+ ǫ
]
, S2 = [an + 2ǫ,
1
2
], S3 = [dn, dn + 2ǫ]
and
Ti = −Si for i = 1, 2, 3.
To make S2 a nonempty set, we need to take an + 2ǫ <
1
2
which is equivalent
to ǫ < en
4
. Let
E0 = S1 + 2
n−2, F0 =
1
2n+1
E0,
El = Fl−1 + 2
n−2, Fl =
1
2n+l+1
El, l ≥ 1,
Gl = −El and Hl = −Fl, for all l ≥ 0.
Define
Kn,ǫ =
(
R2 \
∞⋃
l=0
El
)
∪
(∞⋃
l=0
Fl
)
∪ (S1 ∪ S2 ∪ S3)
∪
(
L2 \
∞⋃
l=0
Gl
)
∪
( ∞⋃
l=0
Hl
)
∪ (T1 ∪ T2 ∪ T3).
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Theorem 21. For each n ≥ 2 and 0 < ǫ < en
4
, the set Kn,ǫ is a bounded
symmetric wavelet set having 0 as an accumulating point.
Proof. Clearly, the origin is an accumulation point of the set Kn,ǫ, being the
limit (as l →∞) of the endpoints of the intervals Fl, l ≥ 0. As in the previous
theorem, it is enough to show that Kn,ǫ is translation and dilation equivalent
to the wavelet set Kn. Again, we can show by induction that El ⊂ R2, for all
l ≥ 0. By symmetry of the set Kn,ǫ, it follows that Gl ⊂ L2 for all l ≥ 0.
The intervals El, l ≥ 0 lie inside the interval [2
n−2, dn] and El+1 lies to the
left of El for all l ≥ 0. Similarly, the intervals Fl, l ≥ 0 lie in
1
2l
[
an
4
, an
2
]
so
that Fl+1 lies to the left of Fl for all l ≥ 0. Similar statements are true for the
intervals Gl and Fl, l ≥ 0.
We have
2S1 ∪ S2 ∪
1
2n
S3 =
[
an +
ǫ
2n−1
, an + 2ǫ
]
∪
[
an + 2ǫ,
1
2
]
∪
[
an, an +
ǫ
2n−1
]
= [an,
1
2
] = R1
and (
R2 \
∞⋃
l=0
El
)
∪
(∞⋃
l=0
2n+l+1Fl
)
=
(
R2 \
∞⋃
l=0
El
)
∪
(∞⋃
l=0
El
)
= R2.
Similarly for L1 and L2. This proves the dilation equivalence of Kn,ǫ and Kn.
The translation equivalence of the sets Kn,ǫ and Kn follows from the fol-
lowing observation.
S2 ∪ (S3 − 2
n−2) = [an + 2ǫ,
1
2
] ∪ [an, an + 2ǫ] = R1,
and (
R2 \
∞⋃
l=0
El
)
∪
( ∞⋃
l=0
(Fl + 2
n−2)
)
∪ (S1 + 2
n−2)
=
(
R2 \
∞⋃
l=0
El
)
∪
(∞⋃
l=1
El
)
∪ E0 = R2.
Similarly for L1 and L2. Therefore, Kn,ǫ is a wavelet set.
Let ψˆn,ǫ be the characteristic function of the set Kn,ǫ . Then, ψn,ǫ is a band-
limited wavelet such that ψˆn,ǫ is even and does not vanish in any neighbourhood
of the origin.
Remark 22. The presence of the real parameter ǫ in the family of the wavelet
sets Kn,ǫ proves, in particular, that there are uncountably many symmetric
wavelet sets of L2(R), a fact already proved in Theorem 14.
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Table 1.
(T1,D1)
r k s l
1 1 2 –
3 8
4 16–19
5 32–40
6 64–83
7 128–168
8 256–339
9 512–680
10 1024–1363
2 1 3 3
4 6,7
5 11–16
6 22–35
7 43–71
2 3 5
4 11,12
5 21–25
6 43–53
5 3,4 –
5 52
10 1 11 3
12 5–7
20 1026–2047
25 32801–65567
20 1 25 33–63
Table 2.
(T2,D2), k = 0
r s l
1 2 –
3 3
4 6–9
5 11–19
6 22–41
7 43–83
2 3 –
4 3,4
5 5–7
6 10–17
7 19–35
5 6 –
7 3
8 5–7
9 9–15
10 17–31
Table 3.
(T2,D1)
r k s l
1 0 2 –
3 5
4 –
5 21
6 –
7 85
8 –
1 2 5
3 –
4 –
5 –
2 0 3 2
4 –
5 9
Table 4.
(T1,D2)
r k s l
1 1 s 2s − 2
2 1 3 –
4 –
5 –
6 20
3 1 4 –
5 –
6 8
7 –
8 –
9 72
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