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ABSTRACT
DIVERSE SEQUENCE SEARCH AND ALIGNMENT
Elif Eser
M.S. in Computer Engineering
Supervisor: Assoc. Prof. Dr. Hakan Ferhatosmanog˘lu
August, 2013
Sequence similarity tools, such as BLAST, seek sequences from a database most
similar to a query. They return results significantly similar to the query sequence
that are typically also highly similar to each other. Most sequence analysis tasks
in bioinformatics require an exploratory approach where the initial results guide
the user to new searches. However, diversity has not been considered as an
integral component of sequence search tools yet. Repetitions in the result can be
avoided by introducing non-redundancy during database construction; however,
it is not feasible to dynamically set a level of non-redundancy tailored to a query
sequence. We introduce the problem of diverse search and browsing in sequence
databases that produces non-redundant results optimized for any given query. We
define diversity measures for sequences, and propose methods to obtain diverse
results extracted from current sequence similarity search tools. We propose a new
measure to evaluate the diversity of a set of sequences that is returned as a result
of a similarity query. We evaluate the effectiveness of the proposed methods in
post-processing PSI-BLAST results. We also assess the functional diversity of the
returned results based on available Gene Ontology annotations. Our experiments
show that the proposed methods are able to achieve more diverse yet similar result
sets compared to static non-redundancy approaches. In both sequence based and
functional diversity evaluation, the proposed diversification methods outperform
original BLAST results significantly. We built an online diverse sequence search
tool Div-BLAST that supports queries using BLAST web services. It re-ranks
the results diversely according to given parameters.
Keywords: diversity search, sequence alignment, data analysis.
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O¨ZET
SEKANS ARAMADA C¸ES¸I˙TLI˙LI˙K VE HI˙ZALAMA
Elif Eser
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Assoc. Prof. Dr. Hakan Ferhatosmanog˘lu
Ag˘ustos, 2013
BLAST gibi sekans arama arac¸ları, bir sorgu sekansı ic¸in, sec¸ilen veritabanındaki
en benzer sonuc¸ları bulmayı amac¸lar. Sorguya benzer sonuc¸lar, kendi ic¸inde de
benzerlik go¨stermektedir. Biyoenformatikteki bir c¸ok analiz yeni aramalar ic¸in
daha genis¸ bir yaklas¸ım gerektirir ve ilk sıralardaki sonuc¸ların daha farklı c¸es¸itler
sunarak yol go¨sterici olması beklenir. Fakat, s¸u anki arama sistemlerinde c¸es¸itlilik
henu¨z tamamlayıcı bir parc¸a olarak sunulmamaktadır. Tekrar eden sonuc¸ların
azaltılması adına, sekans veritabanları olus¸turulurken belli bir gereklilik seviyesine
bakılmaktadır. Ama, bu durum dinamik olarak olus¸turulmus¸ sonuc¸ ku¨melerinin
gereklilik seviyelerini kontrol etmek ic¸in uygun deg˘ildir. Bu tezde, o¨ncelikle,
sekans araması ic¸in c¸es¸itlilik arama problemi u¨zerinde durduk. Tu¨m sorgular
ve sonuc¸lar ic¸in kullanılabilecek c¸o¨zu¨mler gelis¸tirmeye c¸alıs¸tık. Sekans arama
arac¸larında alınan sonuc¸lara uygulanabilecek, olası c¸es¸itlilik o¨lc¸ekleri gelis¸tirdik.
Bunların yanı sıra, deneyleri deg˘erlendirmek ic¸in de objektif bir deg˘erlendirme
o¨lc¸eg˘i tanımladık. C¸es¸itlilik algoritmalarının etkinlig˘ini PSI-BLAST aracı kul-
lanılarak alınmıs¸ sonuc¸lar u¨zerinde deg˘erlendirdik. Ayrıca, sonuc¸ların biyolojik
ac¸ıdan anlamlı olup olmadıg˘ını kontrol etmek ic¸in gen ontolojilerinin kullanıldıg˘ı
bir fonksiyonel c¸es¸itlilik o¨lc¸eg˘i belirledik. Yapılan deneyler, o¨nerdig˘imiz metot-
ların orijinal arama sonuc¸larından, hem fonksiyonel hem sekans tabanlı anal-
izlerde, istatistiksel olarak daha u¨stu¨n oldug˘unu go¨sterdi. Bunların dıs¸ında,
gelis¸tirdig˘imiz yo¨ntemlerin kullanımını sag˘lamak ic¸in BLAST web servislerini
kullanan Div-BLAST adında bir web arama aracı gelis¸tirdik. Bahsi gec¸en arac¸
o¨ncelikle verilen paramatreleri kullanarak BLAST u¨zerinde arama yapmakta;
daha sonra bu aramada elde edilen sonuc¸ları c¸es¸itlilik unsurunu hesaba katarak
yeniden sıralamakta ve BLAST kullanıcılarının alıs¸tıg˘ı bir arayu¨ze benzer s¸ekilde
sonuc¸ları sunmaktadır.
Anahtar so¨zcu¨kler : c¸es¸itlilik arama, sekans hizalama, veri analizi.
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Sequence similarity search is one of the earliest and most commonly employed
tools of bioinformatics by molecular biologists. In the current sequence search
tools, the results retrieved from the database are typically also highly similar to
each other. For many bioinformatics tasks, the result set needs to be diversified
to produce a subset of results containing sequences well aligned with the query
but sufficiently different from each other. This need is apparent in the use of non-
redundant databases such as the nr database used in BLAST. However, to the
best of our knowledge, no sequence similarity search tool incorporates diversity
to the search algorithm. Search diversification has been studied in information
retrieval, but it has not attracted attention in bioinformatics yet.
Sequence similarity search is an area that would benefit to have more diverse
results instead of just top similar results. Identification of all functional domains
of a query sequence, which may be comprised of separate homologous domains in
different sequences, can only be established by an approach whose main purpose is
to cover most of the query sequence other than finding the most similar sequence.
Here an example is provided to explain diversity for sequences. In this case, 7
sequences are returned as results for a given query and top 4 diverse ones are
demanded. The result set is comprised of the aligned parts of results with respect

















In diversified result set the third and fourth result sequences are omitted be-
cause of the similarity to the second sequence. It means their alignments have
the same characteristic to one of the chosen sequences. Then, the fifth one is
chosen which means the sixth sequence is excluded from the new result set due to
the fact that its alignment for the query is highly parallel to the alignment of the
previous sequence. The example is given for visualizing diversity of sequences. In
this thesis, we formalize the problem of diversification and investigate methods to
post-process results from the commonly employed search tools to remove redun-
dancy from the results and enable an exploratory browsing. An example to such
searches is to find proteins each with different functions but similar enough to the
query sequence. Different segments of the primary structure may correspond to
different functional domains. Tools such as BLAST incorporate a domain iden-
tification step and present the identified domains to the user in addition to the
query results. However, domain identification is limited to known, characterized
domains and novel domains in the query sequence will be overlooked by this ap-
proach. Such novel domains may be shared by some of the database sequences
and a diverse search may identify these regions. For this purpose, finding a di-
verse set of regions with similar segments would be a more appropriate approach
than simply investigating the top similar sequences. With our proposed method,
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we are also able to control the effect of diversification, based on the dissimilarity
of biological functions of sequences.
Sequence alignment is utilized to arrange the sequences of DNA, RNA, or
amino acid sequences to detect the regions of similarity. Global alignment follows
a general similarity measure and attempts to align every residue in every sequence
using gaps, and local alignment focuses on determining similar subregions. Se-
quence search tools such as BLAST [1] [2] and FASTA [3] seek similar sequences
to a given query in large sequence databases. Our proposed approach is applica-
ble to post-process the results of any sequence similarity search tool. However,
for the experiments, we focus on Position-Specific Iterated BLAST (PSI-BLAST)
which seeks locally similar sequences on protein databases by using profiles.
Although diversity search is not explicitly investigated yet in the context of
browsing sequence databases, one can decrease the redundancy level of these
databases by a preprocessing procedure. Commonly used protein sequence
databases such as UniProtKB, UniProtKB/Swiss-Prot, UniParc, and UniRef
databases have reduced, non-redundant versions. UniProtKB includes two differ-
ent databases: UniProt/TrEMBL and UniProt/Swiss-Prot. In UniProt/TrEMBL
database, for the fully identical, full-length sequences from one species there is
one record. UniProt/Swiss-Prot is built with different representative sequences
for sequences encoded by one gene in one species. UniParc and UniRef databases
comprise also of representatives for 100 percent identical sequences, regardless of
the species. Additionally in the UniRef databases, subfragments are also included
as different records apart from full-length sequences. These databases implicitly
remove the same alignment results by eliminating identical sequences or fragments
from the databases. This preprocessing is done in design time and is independent
of the query sequence. While queries can avoid identical sequences in the results,
most still contain results with too much redundancy, as we illustrate also in the
experimental section.
We adopt novelty model as diversification approach. In our model, we implic-
itly aim to find novel sequences which are aligned with different sections of query
from those are already covered by the current result set. The word implicitly
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refers to which we expect to recognize the sequences with novel regions to query
by comparing the results with each other, not to the query [4]. It means that if
the results are different enough from the others, we cover all possible regions of
query, and eventually we obtain a global diversity on the result set. We present
two methods, BitDiversity and EntropyDiversity, which iteratively construct a
set of results that are diversely aligned with the query sequence.
We built an online diverse sequence search tool named as Div-BLAST that
supports queries using BLAST web services. The tool renew the order of given
result set according to given parameters. Apart from BLAST search parameters
such as database, program, query etc., Div-BLAST makes users to choose one
of aforementioned diversity algorithm and diversity rate. Although our diver-
sification methods do not need any parameter from outside, we add a feature
for allowing users to observe similarity and diversity tradeoff. User may utilize
the rate feature even after getting results of search. Div-BLAST recorded the old
queries with a unique id, gives permission to download the result set, makes users
to be able to arrange the results in ascending or descending order with respect
to score, e-value, coverage, etc.
We propose a novel diversity measure based on Rao’s quadratic entropy to
evaluate the quality of results. Moreover, we evaluate the diversity of the protein
functions using a molecular functional ontology subset of the Gene Ontology (GO)
terms. For each evaluation, we also test the significance of results with Wilcoxon
signed-rank test which is a non-parametric statistical hypothesis test for two
sets of samples. We compare the results of both diversity methods with original
BLAST results. Additionally, we give the query coverage comparison results of
diversified sets and the original set. Since, one of the aims of diversification is
to find diverse regions of queries, the diversified set achieves a complete coverage
more rapidly than the original set. We test the significance of coverage results





Sequence alignment is the most common way to explore the similarity between
sequences. It is based on arranging the sequences belonging to DNA, RNA or
proteins for finding similar that may be caused by relationships between them
such as evolutionary, structure-based or functional [5]. Basically, there are differ-
ent methods for pairwise sequence alignment: global and local. Global alignment
aims to align every residue in both sequences by forcing them to have an equal
size by using gaps. Its purpose is to have a general similarity value over whole
sequences. On the other hand, the objective of local alignment is to determine
similar regions; it does not care the global order [6] [7]. The local and global
alignment example for the same sequences is presented in Figure 2.1. As seen in
the figure, local alignment tries to identify a similarity and it may not be aligned
all residues of both sequences while global alignment considers the whole pieces
of both of the sequences.
The most common algorithm for global and local alignment are Needleman-
Wunsch and Smith-Waterman, respectively. Needleman-Wunsch algorithm is de-
signed in 1970 [6]. The algorithm is basically based on dynamic programming
which attempts to find the solution of the subproblems instead of solving the
5
Figure 2.1: An illustrative example for the difference between local and global
alignment.
Available at: http://en.wikipedia.org/wiki/Sequence alignment
whole problem completely at the same time. It needs a similarity matrix which
defines the similarity scores between each possible letter included in sequences.
For amino acids, BLOSUM matrices are commonly employed as substitution ma-
trix especially BLOSUM62 with 62% similarity threshold. These similarity, or
substitution matrices were built by examining a database named Blocks com-
prised of aligned segments of homologous proteins [8]. The scores in the matrices
are derived from alignments of the homologous sequences by looking at the fre-
quency of any amino acid pair, simply. In global alignment algorithm, a gap
penalty, i.e., a negative similarity score, for the pairs including gaps also exists.
Eventually, the alignment that maximizes total similarity score including gaps, it
will be chosen as the final alignment.
Smith-Waterman algorithm is proposed in 1981 [7] by using the same idea
in the previous algorithm. The difference is that there is no penalty for every
gap. If an aligned region is started the gap is penalized, however if the gap is not
included by an alignment, it would not affect the total score.
2.1.1 BLAST (Basic Local Alignment Search Tool)
BLAST is a very popular tool searching similarity on primary structure of biolog-
ical sequences such as amino acid or nucleotide sequences. It is first introduced
in 1990 [1]. It is also a local alignment algorithm that has a different methodol-
ogy from Smith-Waterman. Basically, BLAST algorithm extracts k-letter words
from query, scans database over the word list, and tries to extend the matches
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until finding optimal high-scoring segment pairs (HSPs) for given query. Al-
though Smith-Waterman gives the best result for an alignment and BLAST is
a heuristic method, BLAST outperforms Smith-Waterman in terms of speed [9].
Here is a tradeoff between being sensitivity and speed; however especially in large
databases, the latter gains more importance. BLAST compares nucleotide or pro-
tein sequences to large sequence databases, calculates the statistical significance
of matches and returns the results with attributes such as query coverage, total
score, max score, e-value, and maximal identity. It could be said that these pa-
rameters are correlated in some way. For instance, there is a negative correlation
between score and e-value. Score refers to the score of high scoring pairs (HSPs)
of the alignment and e-value, expect value, is a statistical significance parame-
ter related to the hits number expected to be seen by chance. Lower e-values
indicate more significance of results. PSI-BLAST [2] is more sensitive than the
original version of BLAST using pairwise comparisons between sequences. This
is because profiles are built by considering evolutionary relationships and using
them enables detection of distant relatives of a protein. As diversification may be
applied for blastp, original BLAST for protein-protein search, it could be possible
to use for all versions of BLAST including nucleotide-nucleotide BLAST, blastn,
and translation BLAST types such as blastx, tblastx, tblastn. The translation
models may compare nucleotides to amino acids or vice versa.
In addition to different versions of algorithms, there are more than one way
to utilize BLAST such as online, stand-alone or via web services. Online version
supplies an interface to search queries and shows the results with their speci-
fications on web. Stand-alone version makes BLAST software run on a local
computer without using internet connection. With the help of web services, one




Diversification aims to produce results that are similar to the query but dissimi-
lar to each other, basically. Although there is no prior work on diversification in
sequence searching, the notions of diversity and novelty are present in the context
of information retrieval and recommendation systems. The diversity problem is
known NP-hard to optimize; therefore, most algorithms presented in diversifica-
tion studies have greedy approaches that choose samples from a given result set
by iteratively selecting the local optimum for the current set. The main purpose
is to have the maximum coverage with the diversified result set to the given query.
The coverage may be provided implicitly or explicitly [4]. Seeking for coverage
implicitly refers to expect to have the maximum coverage of all aspects of query
without checking the query. In the approach, it is assumed that it will be able
to obtain full coverage and prevent overall redundancy by providing maximum
difference among the samples in the result set.
Carbonell and Goldstein [10] was the first to introduce the Maximal Marginal
Relevance (MMR) for text retrieval and summarization. MMR builds a result
set by maximizing the query relevance and minimizing the similarity between
documents in the result set. The method uses a parameter (λ) that specifies
the proportions of relevancy and novelty. Although it has a simple approach to
optimize diversity problem, this study has guided many works related to diversity.
Jain et al. [11] [12] propose two greedy solutions for the k-nearest diverse
neighbor search for spatial data. In both of the approaches, R-tree index is
employed while optimizing relevance and diversity. There are two notions in these
studies: Immediate Greedy (IG) and Buffered Greedy (BG). IG incrementally
populates the result set R with the nearest result points only if they provide
diversity enough to the points already included in R. BG is a kind of developed
version of IG; it attempts to reduce the negative impacts of the previous. In
the algorithm, before a data point is accepted as one of R, its effects to R are
observed during a number of iterations after and if it diversifies R enough, it will
be added to R. Note that they use the R-tree index only for finding the nearest
neighbors of the query among the points of whole data set.
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Chen and Karger [13] propose a probabilistic model to maximize diversity by
assigning negative feedbacks for the retrieved documents that are already included
in current result set. They do not just penalize the irrelevant documents to the
query, also the relevant and observed ones.
Yu [14] [15] investigate the diversification issue in recommendation systems
with two heuristic algorithms, Swap and Greedy, to maximize the diversity by
taking into account different relevance constraints. They also indicate diversifi-
cation is related to find a balance between relevance and novelty. Swap algorithm
swaps items by starting with top-k relevant ones by excluding the items which are
less likely to make contribution to the set in terms of diversity. Greedy algorithm
populates the diversified set with the most satisfying item which is relevant and
distant enough in every iteration.
Liu and Jagadish [16] diversify the results by adopting the approach of clus-
tering for the Many-Answers Problem. They propose a tree-based approach to
choose one representative from each cluster consisting of diverse results. A tree-
based approach is adopted as clustering method to obtain efficiency while finding
representatives.
The works presented above all have an implicit manner in diversification.
There are also studies with an explicit diversification methodologies. This kind
of approaches aim to implement algorithms considering the taxonomy of both
queries and documents to build a diversified set such as the studies of Vee [17] or
Clarke [18]. Vee et al. has worked on diversification over a structured database
for online shopping consisting of the objects denoted with a set of features. The
goal of their diversification system is to serve a result set containing a set of items
that are as diverse as possible according to features. According to their approach
it is not possible to supply full satisfaction on all features by post-processing over
a result set of search; the diversification should be applied during searching. As
implied, they focuses on novelty rather than relevance to the query.
The study of Clarke et al. [18] is related to diversification in answering ques-
tions context. They attempt to solve the problems of ambiguity in queries and
9
redundancy in retrieved documents. They develop an evaluation framework tak-
ing into account both novelty and diversity, i.e., novelty and relevance together.
Questions and answers comprise of “information nuggets” which are defined as an
atomic piece of information about text [19], and relevance is based on a function
of the nuggets contained in both the questions and the answers. The work of
Agrawal [20] is a similar study to Clarke’s with the difference that they also con-
sider the relative importance between nuggets and the possibility that different
documents with the same nugget may serve different extent to the users.
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Chapter 3
Problem Definition and Methods
3.1 Problem Explanation
We aim to find k diverse sequences from the result set of a query searched using
a sequence search tool, e.g, PSI-BLAST. Note that k is a user tunable parameter
which is optional because our algorithms are not based on the value; they are
incremental. In other words, the first k diversified results are the same as those
in the diversified set with k=k+1. The algorithms may run as re-ranking the
result set regarding diversity. The k parameter provides speed without waiting
all sequences to be ranked. We expect the k diverse sequences to have alignments
with the query that are different from each other. In other words, we want to
choose k novel results which have query coverage on different sections of the
given query or novel residues within the same alignment region. We present
methods for systematizing the diversification problem. In accordance with the
above-mentioned diversity definition, in our approaches, we deal with not full-
length result sequences but the aligned fragments with the query. In the rest of
the thesis, the term result sequence refers to an aligned fragment.
Equation 3.1 represents the general formulation of diversity for our ap-
proaches, namely BitDiversity and EntropyDiversity. Both of these approaches
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are iterative, i.e., in each iteration the sequence which provides maximum differ-
ence is added into the current diverse set regardless of the original order in the
result set. We initialize the diverse set with the first sequence of the original result
set. We fix the length of all result sequences to that of query enlarged with the
gaps formed in the alignments of query and any result sequence. The algorithm
stops when the size of the current diverse set reaches k. The proposed BitDi-
versity and EntropyDiversity will be detailed in the following sections. Briefly,
BitDiversity is based on the average of the differences between candidate and
each result sequence whereas in EntropyDiversity it is the general entropy of re-
sult sequences and candidates together. The proposed algorithms are executed






Here, Di is a result sequence included by diversified set R which is a subset
of all result sequences S. The size of R depends on k. R′ is the chosen di-
verse set before Di. Q represents the query which is used in difference formula
characterized by diversification methods.
To exemplify the problem, we provide a result set for a given sequence by using
BLAST. In the example, the program returns 27 different sequences as seen in
Figure 3.1. In the result set, there are just aligned parts of result sequences with
respect to the query. In addition to the information, we also know which sections
of result sequences are included for the alignment with the query. Figure 3.1
illustrates the top-4 diverse results our approach returns, which are underlined
in red. The parts of the query aligned with the diverse result sequences are also
seen in the figure. The example illustrates our pairwise bit comparison approach,
which is the simpler of the two proposed diversification approaches. Initially,
the diversification algorithm starts with the first sequence in the original result
set. As the second element of the set, the last sequence is chosen, which is the
most distant sequence to the current set (with the first full coverage result). The
second sequence in the BLAST results is selected as the third element; because,
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Figure 3.1: An example from BLAST. Underlined sequences are chosen as top-4
diverse results.
it has no intersection with the second elements and has the least intersection with
the first one due to its length. Lastly, the sequence named as G0EIIS BRAIP is
inserted in the diversified set due to no intersection with the second and third
sequences in the current set.
3.2 Pairwise Bit Comparison
Algorithm 1 presents our greedy heuristic that selects a sequence from the ini-
tial result set S in each iteration, and constructs the diverse k results after k
iterations. In every iteration, the algorithm scans the whole unselected result
list. In a sub-iteration, there is also a loop that finds the difference between the
candidate result and each sequence which is in the current diversified result set.
In the approach, BitDiversity, sequences are treated simply like bit sequences.
The aligned residues of a result sequence with respect to query are marked as 1,
otherwise it is 0.
It means every sequence is also represented as a d-dimensional binary vector
that has 1 or 0 referring to matched and unmatched residues. BitDiversity uses
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the bit sequences for calculating the difference of two sequences. Here the differ-
ence is computed with the division of the total number of different bit residues
in the alignment by the count of the bits of total covered region. The nominator
is calculated with the XOR operation which is a bitwise operator that makes the
result bit 0 if a matching occurs on the other hand the result bit is 1; and the




j=1 bits(M,Q)j ⊕ bits(L,Q)j∑l
j=1 bits(M,Q)j ∨ bits(L,Q)j
(3.2)
where l is the length of sequence, bits converts result sequences, M and L, to bit-
wise sequences with respect to the query Q. The formula divides the aggregation
of the XOR results for each position j in M and L by that of the OR results.
Basically, the total number of 1s, after the XOR operation represents the
difference, the total of substractions, of given two sequences; and, the number
obtained after OR operation indicates the number of union of the sequences. The
main objective of the division instead of just using the difference is to provide
fairness between especially long-long and short-short sequence pairs. For instance,
without the division, it would give the same diversity measure when the same
amount of different residues between the pairs of short and long sequences occurs;
even if the long sequences are almost overlapped and the short ones almost in
different locations. Apart from the measure of two sequences, diversity between
a sequence and a set of sequences can be defined with various patterns, such as
the linkage computations [21]. In single and complete linkage approaches, the
diversity-relevance measure between a sequence s and a sequence set R depends
on the difference between the sequence and the most similar (single linkage) or
most different (complete linkage) sequence from the sequence set. The minimum
or maximum pairwise difference between s and the sequence of R specifies the
diversity, depending on single or complete linkage algorithms, respectively. When
the difference between s and R is based on the average linkage method, the
average of each difference between s and each sequence of R is used for diversity.
We experimentally observed that the average linkage approach provides the best
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results.
Div function at Step 9 in Algorithm 1 depends on the diversity approach used.
For BitDiversity, it calculates the diversity rate based on the average diversity
rate of the current candidate sequence and each sequence in the current chosen
result set.
Algorithm 1 DiversitySearch
Input: S is the original result set, k is the length of diversified subset from initial
result set and Q is the searched query
Output: ChosenList is the diversified subset.
1: procedure DivSearch(S,k,Q)
2: Initialize m as 1 //is the counter for chosen list
3: Initialize divArr //used for diversity rates to find the greatest
4: Initialize notChosenList with S(all results except the first)
5: Initialize chosenList with { the first sequence of S }
6: while m ≤ k do
7: set divArr{}
8: for i = 1→ notChosenListLength do
9: divArr[i]=Div(notChosenList[i],chosenList,Q)
10: end for
11: find j as the index of max valued divArr[i]





3.3 Entropy Based Diversity
Entropy has been used for measuring diversity in information retrieval [22]. In
the context of bioinformatics, it was applied to evaluate the quality of multiple
sequence alignment, but with the opposite goal of having low entropy, i.e., to
achieve a high quality alignment [23]. We follow a similar idea for sequence sim-
ilarity search, where the multiple alignment of the result set is readily available
in the form of a star alignment where the center sequence is the query sequence.
15
While the result set is similar to the query, a diverse result set implies a low
scoring multiple sequence alignment. Therefore, we aim to have a high entropy
score in the result for diversity. We propose an entropy based approach, En-
tropyDiversity, that chooses the nth sequence from the result set depending on
the entropy of chosen sequences and candidate sequence together, and finds the







pxj ∗ log pxj (3.3)
where R is a result set, l is the length of sequence, s is the size of letter set, x
represents the elements of the given alphabet, i.e., the alphabet, in other words
the letter set, could be comprised of 20 amino acid letters or 0 and 1, pxj is the
probability of x in the jth tuple of all m sequences (m is the size of result set).
In EntropyDiversity, one can look at either the entropy of amino acid residues
or the bitwise entropy which deals with whether the piece of sequence is aligned.
For the former, the alphabet size is 20 (possible amino acids) and in the latter
it is 2 (0 and 1). We evaluate both approaches in our experimental section and
decided to employ the mixture of them.
At Step 9 in Algorithm 1, we design the function Div is based on the combi-
nation of the amino acid and bitwise entropies by taking their average to utilize
them both as presented in Equation 3.5. To balance between amino acid based
and bitwise entropy, we have normalized both of them before averaging. In nor-
malization, Equation 3.4 is used as the maximum value of the entropy. In addition
to averaging two entropies, the result also is divided to the average length of the
aligned fragments with the same motivation as in pairwise comparison methods
to get rid of the effect of length of result sequences. Briefly, Equation 3.5 explains
the Div function with statements.
entmax = −l ∗
m∑
x=1



























where Σ is the alphabet, l is the length of the candidate sequence, and m is the
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length of the multiple alignment of the result set.
Div(R) = normalized bitwise entropy+ normalized letter based entropy
2 ∗ average length of the sequences in R (3.5)
We note that for both methods, BitDiversity and EntropyDiversity, no user
defined parameters are required. As we post-process the results of similarity
search, the sequences in the raw result set are already similar to the query. Hence,




4.1 Sequence Diversity Measure
We first propose a measure to evaluate the diversity of a sequence set that con-
sists of result sequences already aligned with the query. We adapt a version of
Raos quadratic entropy [24] [25] which is initially used for diversity of/within
populations as the basis of this new measure. Quadratic entropy is used for non
discrete instances; it takes into account the distances. Equation 4.1 shows the






pi ∗ pj ∗ dij (4.1)
where E(P ) is the entropy of whole set, i.e, for all instances 1 to n, pi represents
the probability of ith instance, and dij is the distance between i
th and jth instance.
To compute entropy as in Equation 3.5, a dissimilarity matrix is needed. To
convert the amino acid substitution matrices, which incorporate similarities, into
dissimilarity matrices, we apply 4.2 to each element in the BLOSUM62 matrix
and use it as the distance matrix for the entropy calculations. In addition to the
existing rows and columns of the original BLOSUM62 matrix, we add a new row
and a column for the non-aligned symbol to the query. Note that; with the new
values for the matrix, we obtain a dissimilarity matrix with 0 diagonal.
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a′ij =
(aii − aij) + (ajj − aji)
2
(4.2)
In Equation 4.2, a′ij is the new value for the element aij. aii − aij represents
the raw distance between ith and jth element. Since aii and ajj are different, the
new distance values are not symmetric. To obtain a symmetric distance matrix,
we use the average of the new raw distance values.
The diversity of a sequence of length l is computed as in Equation 4.3. After
the result sequences are multiply aligned with respect to the query, for each tuple
we calculate the quadratic entropy with the new dissimilarity matrix. The average










pih ∗ pjh ∗ dij (4.3)
In Equation 4.3, l is the length of sequence and s is the size of letter set
including the amino acids and gap and non-aligned part symbols. pih and pjh are
the probability of ith and jth letter for hth position of all m sequences (m is the
size of the result set). The probability depends on the frequency on the given
position and note that if the letter does not exist in the position, the probability
is 0; additionally, for the same letter the entropy is also 0 since dij equals zero.
Note that the dissimilarity matrix also includes the unmatched residues with
respect to the query. It could be considered as a gap; however, it should be more
distant from the amino acids than the gap symbol. Because, a gap is created
during alignment, it is included in the alignment. Hence, the non-aligned symbol
is assigned with a value twice as the value for the gap. In our experiments,
this heuristic produced satisfactory results. Thanks to this process, we preserve
the importance of differently aligned sections while amino acid based assessment
is also taken into consideration. In other words, we are looking at the variety
of matching and unmatching parts of sequences with respect to the query by
considering the relationship between amino acids.
We use the above-mentioned measure to evaluate the quality of the results
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returned by different diversification approaches. While the same measure can be
used within the proposed diversification algorithms, we choose to follow simpler
measures for reduced computation complexity, hence more efficient browsing.
Performance evaluation does not have the time restrictions of an online search.
Our experiments also confirm that the proposed methods did not improve even
when such a complex diversity measure is used for diversification.
4.2 Functional Dissimilarity Measure
To check whether diversification methods also provide functional diversity, we
propose a functional diversity measure based on Gene Ontology annotations of
proteins in the result set. It has been shown that due to divergent or convergent
evolution of protein functions, similar sequences may exhibit different functions
[26]. In divergent evolution, the same ancestor often generates superfamilies of
functional proteins catalyzing a diversity of reactions. Conversely, in convergent
evolution of functional proteins, the proteins which catalyze the same reaction
are independent from each other [27]. Although these conditions are valid for
some of proteins, controlling functional diversity over result sets would still give
insights about the importance of sequential diversity. Additionally, one of the
aims of the diversity on primary structure of sequences is to obtain proteins with
different functions.
Gene Ontology (GO) is an accepted concept that supplies a unification on
the representation of genes and their product features in all species. Briefly, GO
terms represent ontological counterparts of genes, proteins or enzymes. GO com-
prises three sub-ontologies: biological process, cellular component, and molecular
function. The ontologies build a directed acyclic graph (DAG) whose terms are
the nodes and whose edges have two kinds of semantic relations such as “is-a” and
“part-of”. “is-a” is a simple class-subclass relation, where A is-a B means that A
is one of the subclasses of B. “part-of” represents a partial ownership relation; C
part-of D means that whenever C is present, it is always a part of D, but C does
not always exist when D is seen [28].
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Figure 4.1: The steps of finding the functional diversity of a set of protein se-
quences.
To compute the functional dissimilarity of a set of protein sequences, we utilize
known functions of proteins. As functional information, we use the GO terms [29]
belonging to the molecular function ontology. For the ontology there are over
10000 nodes in the GO DAG. From these, approximately 890 nodes are obsolete
and the others are related to other nodes with “is-a” relationship; “part-of” is
not defined for functional ontological nodes.
For the similarity of functions in the molecular functional ontology, we use
Wangs semantic similarity [30]. Wang et al. proposed a method to compute a GO
terms semantics into a numeric value by aggregating the semantic contributions of
their ancestor terms in the GO DAG and use the values to measure the semantic
similarity of GO terms. They consider the similarity of terms not only based on
their distance by using the closest ancestor, but also the specificity, i.e., depth
in the DAG, of the terms. It means, according to the measure, the terms that
are children of the same parent, i.e., siblings, which is close to the root of the
ontology do not have the same similarity as the siblings that are close to the leaf
nodes.
Figure 4.1 shows the steps of finding the dissimilarity of a result set. First
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of all, the proteins in the set are mapped to their GO terms from EBI Protein-
GO annotation dataset. Because the dataset is very large to mine in Java, we
have partitioned the data in lexicographical order regarding protein IDs which is
defined by UniProt Constitution. A protein sequence may be assigned with more
than one GO terms, likewise it may not have any counterpart by the terms. All
proteins except for ones which do not have any GO term annotations are included
for the dissimilarity measure. In the calculation of this measure, primarily the
pairwise similarities between two result sequences are computed by considering all
corresponding terms referring to the proteins with Wang’s similarity.After that,
the dissimilarity is defined as 1-Wangs similarity, whose range is 0 to 1. The
evaluation part took longer time than the other parts because both building the
molecular function DAG from text data and calculating the pairwise similarities
based on all terms with their ancestors are exhausting respectively.
4.3 Wilcoxon Signed-Rank Test
While assessing the results of the evaluation measures, we test the significance
of results with Wilcoxon signed-rank test which is a non-parametric statistical
hypothesis test for two sets of samples. In the test, first of all, the absolute values
(differences within pairs) of the samples are ranked from smallest to largest. The
pairs with 0 value are excluded to reduce the sample size and does not have a
rank number. In ranking the list, the absolute differences with the same value
have the same rank which is the average of the ranks they span. The sign of a pair
depends on the sign function of the difference between 1st and 2nd components
of given pair. All rank values belonging to the same direction e.g., negative or
positive, are added up and the smaller one of the two total rank value is the test
statistic, W [31]. The test return a p-value at the end of the progress which
determines whether the difference between chosen N random samples from the
population could be found by chance or not. The smaller p-values than a given
threshold, commonly 0.05 but for more sensitivity it could be smaller, rejects the
idea that the difference is not important.
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We compare the results of both diversity methods with original BLAST re-
sults. For each possible k value we calculated the desired evaluation measure for
both, then paired them. The pairs were given to Wilcoxon test as input. As
significance threshold, we use 0.05. The significance test is done for sequence





We first extracted a data set by using 1000 UniRef50 [32] sequences with different
lengths. The data set is used as the query set for sequence search in PSI-BLAST.
UniRef (Uniprot Reference Clusters) is a non-redundant database with different
threshold values: 100, 90 and 50%. Initially, UniRef100 is created to supply
non-overlapping sequence sets by combining identical sequences and sequence
fragments. UniRef90 and UniRef50 are built upon the UniRef100 database. Each
cluster contains the sequences that have at least 90% or 50% sequence identity
to the longest sequence, respectively.
5.2 Setup
We analyze similarity queries on three different databases: UniProtKB,
UniProtKB/Swiss-Prot, and UniRef50. The last two databases are the com-
monly used non-redundant databases and the first one has also unreviewed se-
quences. UniProtKB is the largest protein database with 30,309,136 sequences.
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The sequences may belong to UniProt/Swiss-Prot domain which includes non-
redundant, manually annotated proteins or UniProtKB/TrEMBL containing
the sequences that are automatically annotated but not controlled manually.
UniProtKB/Swiss-Prot is also a database employed in experiment with 539,165
sequence entries. Lastly, UniRef50 consists of 21,824,511 sequences. Although
UniRef50 is processed for eliminating redundancy more than Swiss-Prot, it has
more entries than the other. Its reason is that UniRef50 dataset also consist of
not only whole sequences, and fragments. We performed all the experiments with
the psi-blast tool, which returns more results than the regular blastp because of
its sensitivity.
We evaluate the two proposed diversification algorithms, BitDiversity and En-
tropyDiversity, by comparing with the original ordered result set of PSI-BLAST.
An alternative approach would be to post-process the result ensuring each se-
quence to be different enough from the current set of chosen sequences. Here,
the difference of a pair of sequences can be defined by their alignment score. If
the results are less similar than a given threshold, say 40%, one sequence can be
considered diverse enough from the other one. We observed that this alternative
method did not improve the diversity of the original set as the sequence identity
was computed on the whole sequences, not the query related fragments. How-
ever, we consider the query aligned diversity to find differently aligned sequences.
One sequence, which may pass the threshold by taking into account the whole
sequence, may not be diversified with respect to given query. Another drawback
of finding a diversified list by using this baseline approach is that one may not
get a result set with the desired number of sequences; it may return less number
of results than expected. All the sequences passing the given non-redundancy
threshold are provided in the result set.
In this thesis, all the experiments are performed on a computer with 2.27 GHz
CPU and 3.0 GB RAM.
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5.3 Results
The evaluation results of the proposed algorithms are illustrated in Figure 5.1,
5.2, 5.3, 5.4, 5.5, 5.6. For each possible k which is less than or equal to the
result set size, we plot the average diversity rate of top-k diverse result sets of
each query. For example, for the point where the k equals 35, we use the average
of the diversity rates whose result set amount equals to or more than 35. We
compute the average of the rates belonging to each sequence in the k point.
Additionally, we plot the diversity rates of the original PSI-BLAST result set
to compare with our methods. Note that as the non-redundancy rate increases
(UniRef50 > Swiss-Prot > UniProtKB), the diversity rates are getting better in
original PSI-BLAST result sets (Figure 5.1, 5.3, 5.5). This is not surprising as
there is a significant pre-processing in preparation of these databases. However,
our methods are online and do not rely on this preprocessing, and still work
considerably well even with redundant data.
5.3.1 Sequence Based Diversity
For the first evaluation, sequence based diversity using quadratic entropy, all
experiments with different databases show that our results obtained with both
entropic and pairwise methods have better results than the PSI-BLAST results
(Figure 5.1, 5.3, 5.5). As mentioned, we test the statistical significance of our
methods and PSI-BLAST with Wilcoxon signed-rank test. We use τ=0.05 as
significance threshold. In all databases, the test gives extremely small p-values
(∼ 0) for each k diversified result set until k≈400 while comparing diversified
sets and original set. The results of the proposed methods are close to each
other by looking at the averages. However, we may say, significance tests show,
the pairwise method is slightly more effective than the entropy based approach
especially for small k (approximately 50, in UniRef50 database it is close to 100).
As expected, the diversity rates have a decreasing trend while instance number
increases; as the methods try to choose the most different sequences at first. There
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are minor fluctuations because of the independency of the evaluation criteria and
methods diversity criteria. On the contrary, the PSI-BLAST rates are inclined
to increase while the instance number decreases, since more similar results to the
query are obtained at the beginning.
In addition to finding mean values for each k, we also analyzed the standard
deviation related to given mean values. The results show that PSI-BLAST results
have more deviation than diversity methods. The averages of the deviations are
1.4 for EntDiversity, 1.43 for BitDiversity and 1.47 for PSI-BLAST results in
UniProtKB. These values in Swiss-Prot are 1.32, 1.35 and 1.38; for UniRef50 they
are 0.95, 0.98, and 1.01, respectively. The difference between diversity methods
and PSI-BLAST is statistically significant according to Wilcoxon test with lower
than 0.05 p-value.
5.3.2 Functional Diversity
While sequential diversity is not directly correlated to functional diversity; they
provide useful insights about different aspects of sequences. The functional dis-
similarity rates of the result sets are illustrated in Figure 5.2, 5.4, 5.6. In the
graphs, the maximum instance number is less than the original result set size
because not all sequences are annotated with gene ontology terms and, we do
not compute functional dissimilarity for all the result set because of the long
running time. We choose approximately 250 query results with approximately
150 as the maximum size of result set. The maximum number of gene ontology
annotated sequences are 116, 140, and 113 for UniProt, Swiss-Prot and UniRef50
databases, respectively. As seen in the figures, our methods have better results
than PSI-BLAST, especially for the beginning instances. According to Wilcoxon
signed-rank test, the difference between the proposed diversification methods and
BLAST is significant (p-value is smaller than 0.05) for especially the first half of
k values. Except for the results of UniProtKB database, the difference between
original set and others is significant up to k ≈100. However, for the functional
dissimilarity evaluation, we did not find a consistent difference between diversifi-
cation methods.
27
Figure 5.1: Sequence diversity evaluation in UniProtKB database
Figure 5.2: Functional dissimilarity evaluation in UniProtKB database
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Figure 5.3: Sequence diversity evaluation in Swiss-Prot database
Figure 5.4: Functional dissimilarity evaluation in Swiss-Prot database
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Figure 5.5: Sequence diversity evaluation in UniRef50 database
Figure 5.6: Functional dissimilarity evaluation in UniRef50 database
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Query coverage of result sequences may be another comparison for result sets.
In our experiments, we have full coverage, i.e., every residue of a query is included
in one or more result sequences, on 479, 858 and 508 queries out of 1000 ran-
dom queries in UniProtKB, UniProt/Swiss-Prot and UniRef50 databases, respec-
tively. Since the UniProtKB includes too many sequences, the result sequences
may be similar to each other. The UniRef50 consists of much less number of
sequences than others; hence, the covered query numbers in these databases are
much smaller than in the Swiss-Prot non-redundant database. In UniProtKB,
BitDiversity achieves the full coverage with just the 3 percent of result set, while
EntDiversity does the same with 4.5 percent and original PSI-BLAST needs 7.5
percent of the result set on the average to reach full coverage. The rates in Swiss-
Prot are 1, 1.5, and 4.5 percent. In UniRef50, they are 3, 4, and 10 percent. Note
that while investigating coverage, we do not include the first result sequences
which are the same sequences as the queries. This may not always be observed;
however, in our experiments we use known sequences, and the first result is al-
ways the query itself. Figure 5.7, 5.8, 5.9 shows the relation between number
of sequences in the result set and query coverage. The figure includes also non-
covered query results; the maximum coverage is considered as full coverage for
a query. As seen in the figures the diversification methods have more sequences
covered in the same percentage of result set. Because the size of result sets for
each query may be different, we use the percentage of the result sets. We obtain
significant p-values (less than τ=0.05) with Wilcoxon signed-rank test between
diversified and original results.
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Figure 5.7: Query coverage comparison in UniProtKB database
Figure 5.8: Query coverage comparison in Swiss-Prot database
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Figure 5.9: Query coverage comparison in UniRef50 database
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Chapter 6
Div-BLAST: A Web Based
Searching Tool
Div-BLAST is a web based tool that searches primary structure of biological se-
quences similar to BLAST. Basically, the program queries given sequences in a
chosen database and tries to diversify the results by using aforementioned algo-
rithms. Div-BLAST utilizes EBI-EMBL Web Services [33] instead of searching
the databases on the server. After web services sends the output of query to the
server, the order of initial search set is arranged according to the chosen diversity
method mentioned in Chapter 5. In Figure 6.1 the initial screen of the tool is
displayed.
6.1 General Overview of Div-BLAST
6.1.1 Input
Sequence: Query sequence is one of required input of the system, naturally. A
sequence may be sent via two ways in the screen: One may use the sequence
field with FASTA formatted protein sequences or amino acid letter sequences
without any format. Another option to query a sequence is to upload a file by
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deploying upload function. The content of file must have the same qualification
as mentioned for sequence field. The uploaded file must be text, however it can
have different extensions e.g. fasta. User cannot continue without entering a
sequence. If he wants to get results mistakenly, an error will appear to warn him
as seen in Figure 6.2.
The given sequence is saved as a text file named with a random 10 length
alphanumeric string. The random string is the request ID which is unique for
each session. It will be detailed in “Request ID” section.
E-mail Address: As mentioned in Section 6.2.3 BLAST web services needs
e-mail address information as required parameter. Invalid e-mail address formats
or empty fields are not allowed. There are warning pop-up windows to prevent
mistakes as shown in Figure 6.3.
Query Subrange: This input provides users to give the coordinates of the given
query sequence. The tool will apply search to the residues in the range as BLAST
does. Because query subrange is a parameter of BLAST tool, Div-BLAST and
BLAST have the same characteristic on it.
Request ID: In Div-BLAST, one can reach the search results that he has
queried in last three days. On every day, server flushes old search records which
stay on the server for the three day period. If user utilize Request ID property,
he will confront the exact result page with the given request ID. As said before,
the IDs are totally random, not depending on user e-mail or sequence etc.
Database: User has 7 different options for database parameter. UniprotKB is
the widest database with redundant and non-redundant protein sequences. It con-
tains UniProtKB/Swiss-Prot and UniProtKB/TrEMBL entries and its total num-
ber of sequences is over 30,309,136 for now. Note that the databases are updated
and enlarged month by month. Nr database includes all non-redundant protein
sequences: GenBank CDS (a coding subsequence of DNA sequence) translations,
RefSeq (Reference Sequences) Proteins, PDB (Protein Databank), Swiss-Prot,
PIR (Protein Information Resource) and PRF (Protein Research Foundation). It
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totally has 31,029,662 protein sequences. Another option for database is Swiss-
Prot which is reviewed and annotated proteins of UniProtKB. It is also a non-
redundant dataset for proteins. Swiss-Prot contains 539,165 entries. UniRef50, 90
and 100 are UniProtKB reference clusters with different (50%, 90%, and 100%)
thresholds. They have 26,071,246, 15,996,810, and 7,939,332 different clusters
(reference sequences), respectively.
Maximum Target Sequences: This is the k number for diversity. Maximum
target sequence is not employed as a parameter of BLAST search, however it is
the number of results that will be diversified. In the phase of BLAST search, any
target sequence number is not specified, its default setting is preserved for result
number. Div-BLAST does not return more results than given in the input.
BLAST Algorithm: BLAST has more than one algorithms for protein se-
quence search. Simply, BLASTP compares a protein query to a protein database
with basic BLAST algorithm which is mentioned in Section 2.1.1. Position Spe-
cific Iterated BLAST (PSI-BLAST) tries to find optimum local alignment by
using profiles. These profiles are built by considering evolutionary relationships
and using them enables detection of distant relatives of a protein.
Diversity Algorithm: Div-BLAST tool has three options for diversity algo-
rithm. Bitwise comparison and entropy based options diversify the result set
with the algorithms. “None” option shows the results with its original BLAST
order.
Diversity Percentage vs Similarity: Div-BLAST optimizes similarity and di-
versity with respect to the given rate by using the input. We adapt the diversity
function of maximum marginal relevance [10] represented in Equation 6.1 to add
as a feature to Div-BLAST. It refers to Div function at Step 9 in Algorithm 1
demonstrated in Chapter 3. The function has two components: one is the dif-
ference among diversified set within candidate result sequence and the other is
similarity of the sequence to the query. A parameter, λ, determines the contribu-
tion percentages of these parts to the total value. As λ increases, the difference
becomes more dominant than similarity rate. On the contrary, small λ values






′) + (1− λ)sim(Di, Q)] (6.1)
To provide the balance between the two aforementioned components, we make
them in the same interval: [0,1]. The similarity function is shown in Equation
6.2. For entropy method, the equation is the proportion of the alignment score
of aligned fragments with respect to the query, to the maximum alignment score
which is calculated by aligning query with query. In bitwise comparison approach,
instead of taking into account alignment score value, coverage percent is employed
as score. It is because we do not care about amino acid scores in the method, just
considered alignment length which is related to coverage percent. The reason of
that we do not additionally take the coverage account in entropy-based method
is that the alignment score also includes the coverage effect. Lastly, for both of
the diversity methods, the difference values are already in the given range [0,1].
sim(Di, Q) = score(Di, Q)/maxscore(Q) (6.2)
With the help of this optimization to the Div function, the effect of diversifi-
cation is easily observed dynamically in Div-BLAST.
The input information are saved with its settings done by the user for the
current session and redirect to waiting screen. Alternatively, one can prefer to
see the results in new window. Additionally, the request ID also registered to a
server file to control the uniqueness of next IDs.
6.1.2 Progress of Search
As said in the explanation of Div-BLAST, after getting the inputs, an argument
list for using web service is built. By looking at the BLAST algorithm, the
program decides which web service to be chosen. For BLAST and PSI-BLAST,
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there are different web services. First of all, the sequence given in the search
page is written to server with its request ID. After all required files are written
to the server, web services are utilized by client classes supplied from EBI-EMBL
[33] with required libraries. The result of BLAST search is saved in server and
by employing file parsing classes, Div-BLAST makes the outputs ready to be
diversified. There are xml and text files returning from BLAST as result. Result
seqeunces are included in these files. After mining, program builds sequence list
with BLAST order.
The waiting screen is illustrated in Figure 6.5. The submission time refers to
initial time of search. Status has two different alternatives: “Searching sequences
on BLAST” and “Diversifying over BLAST results”. After BLAST side is com-
pleted, the status is changed and diversification part will be initialized. At the
same time, the current time and the time after submission are updated in every
second. Elapsed time is given by seconds.
An error page is designed for exceptions occurred on the server side of web
services. The page is redirected from wait screen after an error. One of the reasons
that user encounters the screen is that the result set of the given query with the
given parameters like database, BLAST algorithm, e.g., is empty. It could appear
in many situations like giving too short or too long sequences. If BLAST does
not see the results significantly similar to the query, it does not return the results.
Short alignment mostly does not pass default e-value threshold which is 10 for
most of types of BLAST. In addition to the result set problem after search, with
wrongly given parameters, or the sequences that include non-amino acid letters.
It is hard to detect before sending the arguments to BLAST. It recognizes this
kind of problems and informs our server. Also, although we control the pattern
of e-mail address before preparing the argument list for web services, wrongly
given e-mail addresses with non-existing domain name will cause an exception
on the services. Lastly, suddenly occurred internet interruptions and technical
troubles on BLAST services are also error factors of web services. The messages




After diversification operation, the result page is built with all details of the
search as seen in Figure 6.7. Query ID refers to request ID of current search.
In the version of Div-BLAST, molecule type of search is amino acid; however in
future releases, it is going to be able to query also nucleotides. Query length is
the length of searched range of query sequences. It means if range is declared
in the query page, query length will not be the same length as the query. The
other static properties of search are database, program, and diversity algorithm.
There is also a brief explanation for chosen database and diversity method. Di-
versity percentage is still user-tunable in the result page. As the value of the
parameter changes, the related components are renewed: “Graph Summary” and
“Descriptions” sections that will be detailed.
In addition to basic information about search, the result of the search is
given in two ways. In the first section, “Graph Summary”, the alignments of
result sequences with respect to query sequence are shown in a colored way. All
alignments have a score value and the alignments has the color which is indicated
in color key for alignment scores shown at the top of the section. The score of an
alignment is calculated by using Smith-Waterman [7] local alignment algorithm.
Note that, the scores belong to an alignment not to whole sequence. For example,
if a result sequence is aligned to the query in two different locations, the alignment
scores are computed seperately. It is because the alignments are independent from
each other. Besides, the alignment scores are not normalized with respect to the
length of sequences.
To make the alignments more understandable, a scale lies down under color
key. The scale has five or six fragments. Fragment number is based on which one
is more convenient for sequence length. The scale gives a sight about the length
of alignments.
When user hovers a result sequence in “Graph Summary” section, he will see
the brief textual description of the sequence. The description generally comprises
of the information about the organism where the sequence is found, the type of
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the sequences such as protein, primer, mRNA, DNA, e.g. Additionally, when
clicking the sequence, all details about alignments of the sequence is presented
in “Sequence Detail” section, and the page scrolls down to the detail section. It
includes the description mentioned above, total score, e-value, identities, positives
and gaps proportions. The whole alignment between subject, i.e., result sequence,
and query is shown with the alignment pattern as presented in Figure 6.4. The
alignment pattern contains identical residues, positive variations and gaps. Non-
aligned parts of query is not seen as gap, it does not get involved in the detail.
In “Descriptions” section, there is a detailed list of result sequences with order,
description, score, coverage, e-value and identities information (Figure 6.7). The
order refers to the order of sequences after diversification, not original BLAST
order. The order attribute could be useful when using sort features. Except
description, all features are capable of being sorted. It could be ascending or
descending for each one. By clicking the related header, a user can re-order the
sequence list in “Descriptions” section. The order feature is used especially to
observe the relationship between order of diversified list and other specifications.
For example, user can sort the list according to e-value and see the orders of the
sequences which have the most amount of e-value.
The section also enables users to download search results. By using download
link at the top of the section, user can select or deselect all sequences, download
the sequences selected with the current order which does not depend on the order
qualification. The download file is a text file includes the basic information about
search like database, BLAST algorithm, diversity algorithm etc. and selected
sequences alignments with their details.
Similarly to “Graph Summary” section, when user clicks the sequence in the
list, “Sequence Detail” section is updated with the information of the sequence
and page focuses the detail section.
“Sequence Detail” section is mentioned above frequently. The main specifi-
cation of the section that it is invisible until user click a sequence in one of the
other sections. Additionally, it is not updated until another sequence is selected.
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As summarized in this section, Div-BLAST is designed with all user-friendly
interface that prevents users giving wrong inputs and shows pop-ups when user
wants to get explanation about an input, specification etc. Also, for the next
generation of Div-BLAST, a clustering method can be applied to provide users
to investigate similar results to a chosen alignment. Hence, users may have the
opportunity to see the results that do not appear in top-k diversified list.
6.2 Technologies
6.2.1 ZK: A Java Web Framework
ZK is an Ajax Web application framework that is open source and written in
Java [34]. It mainly allows developers to create rich internet applications with-
out knowing Ajax and JavaScript. It is a server-side framework, developers can
manipulate inputs and outputs without using client side programming. It also
allows users to create HTML or JavaScript objects.
In the phase of programming Div-BLAST, we choose ZK because the main
codes of algorithms are written in Java. It is convenient for binding UI compo-
nents to program algorithm codes.
We use Eclipse as development environment with ZK framework plugin. ZK
additionally needs a Java web server supporting servlet (2.3 version or later). As
servlet container Apache Tomcat 6.0 is employed.
6.2.2 JavaScript
JavaScript (JS) is a popular programming language which is mainly written
for web applications. Basically a developer can manipulate HTML objects and
client/application interactions with JS. JS does not need any additional environ-


















































































































































Figure 6.7: Result screen of Div-BLAST
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It is more permissive than ZK in configuring colored alignment table and does
not put additional spans as in ZK.
6.2.3 EMBL-EBI Web Services
While many bioinformatics tools can be used over web, they usually just provide
web interfaces which are designed for users, directly. When researching about
an issue and experience on many samples, it is impossible to utilize this kind of
programs which have no systematic access to a resource, software or data. EMBL-
EBI supplies web services which are accessible via program languages such as C#
or Java [33] [35] . There are many web services served by EMBL-EBI, in Div-
BLAST NCBI BLAST and PSI-BLAST services are deployed. In both, there are
required arguments for some parameters such as e-mail address. Here are some
of the web services’ parameters which may be used in Div-BLAST search [35]:
Parameter Description
email email address retrieved from email input of search page.
program valid for NCBI BLAST Web Service with BLASTP value
(in later versions nucleotide search may be activated
and the parameter value may change like BLASTN, BLASTX..)
database could be uniprotkb, uniprot swissprot, nr,...
stype protein(other option is nucleotide)
seqrange (optional) x-y from x to y including both of them
outfile in Div-BLAST it is given request ID.
sequence the file address of sequence. The sequence given in search
page is saved with its request ID and its location is used
as argument.
Table 6.1: Parameters and descriptions that belong to BLAST Web Services and
used by Div-BLAST
While using web services, we use client classes written in Java with a little
alteration. After web service writes the output files of search to our server, we
mine the results for diversification.
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To sum up the Div-BLAST tool:
• In the first page the parameters related to both search in BLAST such as
database, program etc. and diversification such as diversity rate, k number.
• An argument list is created for BLAST and via web services the query is
submitted.
• While the all processes are done both querying and diversifying a waiting
screen is shown on the screen.
• The result page is built with the results without any exceptions.





Diverse browsing of sequences and structures is essential for exploratory research
in bioinformatics. The current approach of curating the databases and eliminat-
ing identical sequences or fragments is costly and prone to error. In addition,
most queries still contain results with too much redundancy, as we illustrated in
the experimental section. Alignment and search tools need to perform diversifi-
cation tailored for each query. To the best of our knowledge, this is the first work
that investigates diversity in sequence search and alignment. We proposed quality
measures and methods to diversify the results of sequence similarity search tools.
As the result set already includes top matching sequences, we focused on select-
ing a diverse subset of this result. To obtain diverse results, one could specify a
similarity threshold and omit the sequences that have more similarity than the
threshold. However, this approach would fail to return enough number of results
and may not supply the desired diversity regarding the query. To overcome this
problem, we first presented a pairwise bit comparison approach, BitDiversity, by
treating the sequence matches as bit sequences. BitDiversity stresses the diversity
in matching locations without considering amino acid differences in those loca-
tions. Diversity rate is calculated with the XOR operation for the bit sequences
of two sequences. We proposed another approach based on an entropy-based di-
versity algorithm and focused on the diversification at the amino acid level, as
well. In EntropyDiversity, we compute the entropy of each ith position, it is from
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1 to the size of the multiple alignment of all result sequences with respect to the
query, and in each iteration the sequence which maximizes entropy as chosen to
be added to the result set. For both the proposed approaches, we investigated de-
sign alternatives for calculating the difference between two sequences, and chose
the appropriate ones. To evaluate the sequence based diversity, we developed a
new algorithm based on Rao’s quadratic entropy providing an entropy measure
by considering the distances. Our methods significantly outperformed the origi-
nal result sets on various databases including the non-redundant ones. We also
evaluated the functional diversity of the result set based on the GO terms. Our
methods improved the original result set also in terms of functional diversification.
Diversification of sequence similarity search results promises biologists more
efficient exploration of the potential functional landscape of the query sequence.
By integrating other biological information such as subcellular localization and
related pathways to the diversity measures, diversification may be tailored to
specific biological goals. We built a web based sequence search and diversity tool
named as Div-BLAST. The software provides users to search their queries on
BLAST databases and as depending on the choice, the output is diversified with
the chosen aforementioned algorithms. In Div-BLAST, one can adjust settings of
BLAST and diversification search, and after getting the results he can calibrate
the diversity rate versus similarity rate, notice the alteration of the result set
order dynamically, re-rank the result sequences with respect to sequence other
features such as score, coverage etc., save the results of his search. Moreover, user
can reach old searches without downloading the query results by employing the
given ID.
There are several directions one can follow to extend the proposed methods.
For example, the performance can be improved by controlling the query coverage
on every possible residue. As the proposed approach already outperforms BLAST
on query coverage; an explicit query coverage based diversity design may further
enhance the performance. Another future work is to highlight the conserved
regions in the result set. While presenting the diverse results, one can focus on
the observed sections in every result sequence in a result set with respect to the
query. Conservation is an important concept in proteins and highlighting the
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parts and diversifying the results also by considering these regions may increase
the quality of diversification, biologically. Another research problem is to evaluate
the significance of the local matches in the diverse results. The currently used e-
value is affected by the length of the query and whole result sequence, i.e., not only
the aligned sections. In diversification, we only take the aligned fragments into
consideration and a new significant value may be more illustrative for diversified
results. Finally, Div-BLAST software can be extended for nucleotide sequences,
e.g., DNA and mRNA. Additional parameters for search may be integrated for
search such as e-value threshold, similarity matrix choice, etc.
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