For the HERA upgrade, the ZEUS experiment has designed and installed a high 
Introduction
The HERA ep collider luminosity upgrade [1] performed during the years 2000-2001 aims to increase the instantaneous luminosity from 1.5 to 6 · 10 31 cm −2 s −1 , providing thus a higher sensitivity to low cross section physics. The ZEUS experiment [2] has been equipped with a new silicon Micro Vertex Detector (MVD) which is going to improve the global precision of the existing tracking system, allowing to identify events with secondary vertices coming from the decay of long-lived states such as hadrons with charm or bottom and τ leptons.
Moreover, the detector acceptance will be enhanced in the forward region, along the proton beam direction, improving for example the detection of very high Q 2 scattered electrons and the reconstruction of the interaction vertex in high x charged current events 1 .
According to the design specifications [3, 4, 5, 6] , the MVD is composed of a barrel (BMVD) and forward (FMVD) part, requiring a good matching with the existing detectors. The MVD had to fit inside a cylinder of 324 mm diameter defined by the inner wall of the Central Tracking Detector (CTD). The readout electronics, based on the HELIX chip (version 3.0) [7, 8] The first and last strips close the biasing ring, being directly connected to it.
Three p + guard rings, designed to adjust the potential towards the detector edges, surround the sensitive area. An additional n + doped implant beyond the last guard ring allows to bias the backplane with a contact from the top.
Detailed descriptions of the MVD design and mechanical structure can be found in [5, 9, 10, 11] . The detailed design of the silicon sensors and results on the electrical measurements are described elsewhere [12, 13, 14] .
The testbeam program for the MVD had several goals:
• to study the general performance of sensors with minimum ionising particles (i.e. noise level, pedestal stability, hit efficiency, charge division);
• to test prototype versions of frontend electronics (i.e. readout chips and hybrids) ;
• to test the sensors at different bias voltages;
• to measure the position resolution for different angles of incidence in order to optimise reconstruction algorithms;
• to study the effect of irradiation.
The data have been compared with the results of a Monte Carlo program for the silicon sensor simulation in order to gain input for the vertex detector simulation. The detector performances have been studied using three nonirradiated and two additional irradiated sensors [15, 14] . A barrel sensor was irradiated using photons from a 60 Co source: the detector was left floating and irradiated up to an integrated dose of 2.0 kGy. A second sensor was irradiated with reactor neutrons having a fluency φ e = 10 13 1 MeV equiv. n/cm 2 .
No substantial effects due to radiation damage on the detector performances have been observed. All results presented in the following sections refer to non-irradiated sensors and to the sensor irradiated floating with 2 kGy of 60 Co photons.
After a brief description of the testbeam setup in section 2, the treatment of the data and the general performance of the detectors are summarised in section 3. The detector simulation is described in section 4. Section 5
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Test beam setup
The measurements were performed at the DESY-II testbeam, a parasitic electron beam obtained after two conversions: a 10 µm thick carbon-fiber target in the machine intercepts the beam and produces bremsstrahlung photons which are converted into electron-positron pairs in a 0.1 X 0 thick copper target. A bending magnet together with a momentum defining collimator slit delivers the beam into the experimental hall. Depending on the primary use of DESY-II the maximal momentum varies between 4.3 and 7.5 GeV/c. Most measurements were done at 3 and 6 GeV/c resulting in a trigger rate of ∼ 10
Hz and ∼ 2 Hz, respectively.
A silicon reference telescope has been assembled to allow a precise determination of the particle impact point on the detector to be studied. Both, the telescope modules and the module holding the MVD detector are mounted on a common optical bench. The detector to be studied is mounted between the telescope modules on linear and rotational positioners which allow to investigate the performance in different areas of the detector and for different angles of incidence. The rotations can be around the strip axis (θ angle) or around the axis perpendicular to the strip in the detector plane (φ angle) (see figure 2) . A trigger was generated by coincidence of the signals from scintillator fingers located at both end sides of the optical bench. A drawing of the testbeam setup is shown in figure 3 . The data acquisition system is based on an embedded Sun workstation in a VME-crate which controls the initialisation of the readout modules, the readout chips, the pattern generators, the GPIB-interface for the positioners and the data taking. The system is run under LabView [16] . 
Beam telescope
The beam telescope consists of 3 modules which define the track in two coordinates along the telescope. The modules are a version of a CERN development described in [17, 18] . They consist of two 300 µm thick single-sided silicon detectors of 32 × 32 mm 2 size with a strip pitch of 25 µm and a readout pitch of 50 µm; the strip direction of the detectors are perpendicular to each other.
All detectors have a very good S/N (i.e. signal over noise ratio for minimum ionising particles) 2 , 80 < S/N < 130, and a low fraction of dead channels and noisy strips (< 0.1%). The extrapolation to infinite momentum results in an intrinsic resolution of 2.8 ± 0.1 µm (in section 5 the analysis method applied to determine the intrinsic resolution of a silicon detector is discussed).
The MVD detector is aligned with respect to the closest reference detectors (1 and 2). The achieved precision of the alignment procedure [19] is < 1 µm.
MVD detector readout
The MVD detectors were operated in the test beam using prototype versions of the HELIX readout chip (version 2.2), developed for the Hera-B experiment [7, 8] . The HELIX chip provides 128 analog channels with a charge sensitive preamplifier and shaper, forming a semi-Gaussian pulse with a peaking time of ∼ 50-70 ns. The signals are sampled in an analog pipeline capable of storing 128 events with 8 extra channels for trigger derandomisation. The chip can be operated up to 40 MHz clock-rate. In the ZEUS experiment it will be used at 10 MHz write and read speed. In order to simplify the readout system in the testbeam, it was decided to synchronise the chip clock to the synchrotron revolution frequency of about 1.05 MHz; with this setting particles traversing the detectors were in a fixed phase relation to the chip clock. Tests performed using a frequency multiplier of 10 (which are not discussed in the present paper) showed no difference in the detector performances.
MVD detector assembly
In the testbeam, a protection circuit, including a protection resistance of 0.5 MΩ, was introduced between the backplane contact and the power supply. In the following, the voltage applied between the biasing ring and the backplane is referred to as V bias . The detectors were biased at full depletion, unless otherwise stated. The Barrel and Forward MVD detectors are connected to the front-end electronics using a Upilex [20] "fan-out" foil with conductive lines.
The Upilex circuits are made of an Upilex S substrate, a 50 µm thick polyimide film. A conductive layer of 5 µm electro-plated copper is deposited on top and separated from the substrate by means of a 150 nm thick nickel adhesion layer. A 1.5 µm gold layer is deposited over the conductive strips and the pads used for bonding. The Upilex circuits for the Barrel and Forward modules are produced at CERN [21] . The strip pitch is 120 µm on the detector side and is reduced to 100 µm on the hybrid, where the Upilex strips are connected to a pitch adapter which further reduces the readout pitch to 41.4 µm of the HELIX input bond pads. The front-end electronic is mounted on a multi-layer
Hybrid structure (40 × 70 cm 2 ) supporting 4 HELIX chips which are needed to read-out the 512 strips of a BMVD detector; for the FMVD detector only 480 readout channels are required.
Data analysis and general performance
The digitised ADC output coming from the MVD detector and the telescope detectors is stored in files during the data taking. The channel noise and pedestal levels are measured using special random trigger runs of 100-200 events taken without beam. In order to reduce the data volume, for the telescope data, zero suppression is performed directly in the CAEN V550 ADC, using a threshold level of 3 times the channel noise. No selection is applied to the raw data for the MVD detector.
During the offline analysis, the common mode noise (CMN) and the pedestal levels are subtracted from the data [19] . The pedestal, determined once per day, has shown negligible variation over time. The variation of the pedestals within one readout chip, from the first to the last readout channel, has been found to be of the order of the cluster pulse height. The strip noise was stable and showed uniform behaviour; its variation within regions read by the same chip are much smaller than those observed between chips (∼ 20%). No dependence of the noise on the strip length (varying between 6 mm and 73.3 mm) was observed [22] . The common mode noise is Gaussian distributed with perimposed to the data; the following parameterisation has been used:
, and p 1 , p 2 and p 3 are free parameters of the fit.
a rms comparable to the single strip noise level.
A cluster seed is identified by looking for the highest signal strip in the detector. All neighbouring strips with a signal larger than a certain threshold level T (usually T = 3×σ chip , where σ chip is the average chip noise) are added to form a cluster. The cluster pulse height and size are then defined as the sum of the signals from all the strips and the total number of strips belonging to the cluster, respectively.
For the determination of the S/N using perpendicular tracks, only the strip with the highest signal and its neighbouring strip (left or right) with the higher pulse height are selected and the sum of their pulses defines in this case the total cluster signal. Figure 4 shows the resulting cluster pulse height distribution: the data are fitted by a Landau function. A S/N between 20 and 24 has been obtained for different detectors and readout chips.
An asymmetric cross talk has been observed in the HELIX readout chip:
measurements with an external test pulse have shown that when pulsing a channel, a fraction of the input charge is found on the previous (next) channel for even (odd) channels [23] . Using testbeam data, the asymmetric cross talk has been determined to be around 5% for all chips [19] . The cause of this effect is presumably due to an asymmetry in the chip pipeline design. All testbeam data are corrected for asymmetric cross talk.
Gain calibration
The whole detector was illuminated in order to study the uniformity in gain of the channels in terms of the relative calibration constants, cal(i):
where i is the channel number; <> channels is an average over channels ; S hit averages over hits; S max is the charge of the strip with the maximum charge of the event and S max±1 is the charge of the strip with position #maximum ± 1.
The gain for all channels of a BMVD and a FMVD-1 detector are shown in number (and therefore the strip length) is observed. Since the relative gain is constant for a readout chip, no calibration has been applied in the analyses presented in this paper 3 .
Hit efficiency
The hit efficiency is defined as
where "Hit" is equivalent to the presence of 1 strip with signal larger than n times the noise (n=5,3) in a region of 2.4 mm centred on the position predicted by the telescope. The particle impact position was reconstructed using two reference detectors; in order to avoid contamination from double tracks, only events with a single cluster in all planes of the two telescope modules were 3 The scintillator fingers used for triggering define a surface of 9 mm ×9 mm which is well within the detector area readout by a single HELIX chip.
accepted.
Using a sample of ∼ 10 5 events the 90% confidence limits on ǫ is 99.96% > ǫ 5 > 99.95% (99.997%) for a signal in the MVD detector larger than 5 (3) times the noise.
Detector performance as a function of the bias voltage
The dependence of the detector performance as a function of V bias has been investigated. detector has also found to be unvaried above ∼ 40 V [22] . It is remarkable that with ∼ 9 V of effective voltage in the detector, with only ∼ 30% of the bulk depleted, a resolution of 25 µm is achieved. As a conclusion, the performance of the detector seems to be rather stable well below depletion voltage. 
Charge division
The charge division of the MVD sensors with five intermediate strips was studied using tracks perpendicular to the detector plane.
The charge collected at the strips close to the particle incident position is shown in figure 7 . The two readout strips closest to the particle incident po- 
Simulation of the MVD detector response
Diffusion, ionisation fluctuations, noise and charge division were included in the simulation program which is described in [24] , and is based on [25] . Charge is generated inside the detector along the particle's path implementing ionisation fluctuations tuned to other measurements with silicon detectors [25] . The charge drifts to the detector surface under the effect of the electric field; it is then assumed to be collected by the closest strip implant [25] .
Once the charges are collected on the strip implants they have to be transferred to the readout strips. The capacitive network is more complicated than the simple sketch in figure 1 , since also capacitances to next to strip implants even further apart are taken into account [26] . Charge transfer coefficients have been determined from testbeam measurements. They give the fraction of charge on a strip implant which is transferred to the surrounding readout strips.
To measure these coefficients only tracks crossing the detector within 5 µm Table 2 Charge fraction collected by the four readout strips surrounding the particle im- High statistics data samples have been used in order to achieve an accuracy better than 1%. The collected charge reaches a maximum for positions #1 and #7; all coefficients are normalized to this value. The detector response is assumed to be symmetric. In the simulation all charges collected on a strip implant are transferred to the four surrounding readout strips using these measured coefficients (fractions smaller than 0.4% were neglected). For every readout channel an additional signal according to Gaussian distributed noise was simulated. The width of the Gaussian was chosen in order to obtain the same S/N as measured in the testbeam data.
Comparison between the results of the simulation program with the data measurements is presented in section 7.2.
Position reconstruction for perpendicular tracks

The eta algorithm.
A standard method to reconstruct the impact position, proven to work at small incidence angle, is the so called η algorithm [27] , [28] . It consists of a non-linear interpolation between the two neighbouring strips of the cluster which have collected the highest signals (indicated in the following as S right and S left , respectively). For each event, the quantity η:
is calculated. Figure 8 shows the dN/dη distribution for the MVD detector example is shown in figure 13 ) is determined from the data:
where N is the total number of entries in the dN/dη distribution and η 0 is the η value for the considered event. The corrected impact position is then given by:
where p is the readout pitch of 120 µm and y left denotes the position of the left strip.
Intrinsic resolution
The intrinsic resolution is defined as the spatial precision of the MVD detector The measured position resolution σ res , defined as the width of the residual distribution obtained from a fit to a Gaussian function, includes several contributions:
where σ intr MVD is the intrinsic resolution of the MVD detector, σ intr tele is the intrinsic resolution of the telescope sensors, (k, k i ) are geometrical factors [24] related to the relative distances between the telescope modules, the MVD detector and also including the thickness of the aluminium window foils, and i k i · ∆θ ms is the extrapolation error due to the multiple Coulomb scattering along the particle direction, ∆θ figure 9 ) to the formula in equation 6. Since the production of δ-rays can spoil the position resolution, (see subsection 7.4), a selection cut to reject the events in the tail of the energy loss distribution has been applied in the previous calculation:
where S cluster is the total cluster charge and S peak is the most probable energy deposition. The intrinsic position resolution obtained for the MVD detector at θ = 0
• incidence angle is:
Different strip lengths do not affect significantly neither the resolution nor the charge division mechanism [22] . 6 Position reconstruction for small angle of incidence tracks
Resolution vs interstrip hit position
The 3-strips algorithm
The use of only two readout strips to extract position information may not be the most appropriate choice for the MVD detectors, since the symmetric charge sharing to the next-to-closest readout strips is not negligible. Figure   11 shows the cluster size distribution at four different incidence angles (0 alternative position reconstruction algorithm, which makes use of three strips, has been therefore developed. From each cluster, the strip with the highest signal, k, and its closest neighbours (k-1,k+1) are selected and the following quantities are calculated:
The uncorrected reconstructed position p rec (in analogy to the linear η interpolation) is then defined as:
n = 2 is found to work better than n = 1 because in the former case noise is suppressed by giving less weigh to the strip with the lowest charge. The corresponding interstrip positionp is given by: Figure 12 shows the dN/dη and dN/dp distributions for small incidence an-
. By means of the 3-strips algorithm a more uniform distribution can be obtained. In analogy with the η algorithm a probability density function can be defined and the corrected impact position is given by:
where p is the readout pitch and p left denotes the position reconstructed using the left and the central strips. Figure 13 Fig. 12 . dN/dη and dN/dp distributions for small incidence angles.
plot of figure 14. Thus the 3-strips algorithm is much less sensitive to possible variations in the probability density function due to non-uniformities of the MVD detectors. A simple centre of gravity algorithm has been discarded since its use results in a significantly worse position resolution for particle crossing the detector in the central region between two readout strips and in addition it introduces sizeable systematic shifts in the position reconstruction. 
Performance as a function of the φ angle
In the barrel section of the MVD the angle φ can be as large as 70
• . However the size of the optical bench in the testbeam setup limited the measurement to a maximum angle φ of 30
• . In the forward section of the MVD the φ range is bigger than the θ range due to the orientation and position of the FMVD strips with respect to the interaction point 5 . Although the maximum angle φ in the FMVD is only ∼30
• , this is correlated with physical quantities of interest such as the pseudorapidity of the track; any systematic effect could be thus relevant for high momentum tracks as the one of the scattered electron at high Q 2 . In the data analysis for the FMVD sensors, the width of the residual distribution was ∼2-3 µm larger than in the standard setup (used for BMVD sensors)
because of the different geometrical constraints (i.e. the telescope modules had to be moved away from the MVD sensor). The expected increase of the signal with the path length inside the detector (∝ cos(φ) −1 ) was observed [22] . 7 Position resolution for large angle of incidence tracks
At large incidence angles (θ > 30 • ) the charge is spread over several strips and the total cluster signal becomes larger as the particle's path length increases:
Since the central strips have on average the same signal, the information on the impact position is essentially contained only in the positions and signals of the cluster edge strips. Therefore reconstruction algorithms such as the η one are inadequate to calculate the particle impact point on the detector. Figure   16 shows the cluster size distributions for large angles of incidence (40 Figure 17 (a) shows the energy loss distribution for various incidence
• ), whereas the most probable value for the energy deposition as a function of the incidence angle is shown in figure 17(b) . In this case the energy deposition is defined by summing up the signals measured on ± 5 strips around the predicted position:
The result of a fit to the function: is also presented. The value P 2 = 1.09 ± 0.05 is in agreement with the expectation in equation 10 (i.e. P 2 = 1.0).
The head-tail algorithm
A standard position reconstruction algorithm, proven to work at large incidence angle, is the so called 'head-tail' algorithm [28, 30] . All the strips with:
where S strip is the strip signal and σ chip is the average chip noise, are considered.
The first (head) and the last (tail) strips belonging to a cluster are selected and the impact position is defined as:
where y head (y tail ) is the position of the head (tail) strip, S head (S tail ) is the corresponding signal, p is the strip pitch and < S > is the average strip signal over the cluster.
The difference (S tail − S head ) in the correction factor ht corr is used to shift the average position (y head + y tail )/2 towards the tail (S tail − S head > 0) or head (S tail − S head < 0) strip of the cluster, taking into account the rough proportionality of the energy loss to the particle path in the detector. Figure 18 shows the position resolution calculated with the η and head-tail algorithms as a function of the angle of incidence θ. At angles < ∼ 30
Comparison with the simulation
• the η algorithm gives a much better resolution than the head-tail algorithm. However for angles > ∼ 30-40
• , the latter proves to work much better. The results using two different MVD barrel detectors are presented and compared with the results obtained using the simulation program. The simulation is able to describe the data over the whole angular region and for both reconstruction algorithms. The S/N and charge transfer coefficients of det. #1 were used in the simulation, which explains the slightly better agreement with this detector. Since δ-rays (see next section) are not taken into account the simulated intrinsic resolution is found to be better than the one obtained from testbeam data, especially for the η algorithm at small incident angles. The probability that the two highest strips in the cluster, i.e. those used by the η algorithm, are affected by a δ-ray which departs from the initial trajectory is smaller at larger angles because the energy is deposited along more strips. 
Optimisation of the reconstruction algorithm
Reconstruction algorithms such as the η, 3-strips or the head-tail ones are based on the knowledge of the incidence angle θ of the particle, used to select the most effective algorithm to be applied. Switching between different reconstruction algorithms clearly implies complications in the track reconstruction procedure. Ideally an optimal algorithm should calculate impact positions with a single calculation procedure, using as little additional external information as possible to minimise systematic effects.
A first simple attempt for a more general algorithm can be based only on the rough knowledge of the angle θ of the incident particle at which the switch between two different algorithms is required (θ cut algorithm):
• ) the uncorrected 3-strips algorithm is used • if θ > θ cut the head-tail algorithm is used.
Since the non-linearity correction is not applied, a slightly worse position resolution at small angles is obtained. Figure 19 (a) shows the position resolution obtained with this algorithm as function of the incidence angle θ for two different detectors.
A more general algorithm based on the use of the cluster size, N strips and a cluster shape parameter, R out , is presented in this paper. The 'cluster cut' algorithm uses two different calculations as detailed in the following:
• if N strips <N cut and R out <R cut , where R out = (S k−2 + S k+2 )/S k , the 3-strips algorithm is used.
• if N strips > N cut or R out ≥R cut the head-tail algorithm is employed.
To a good approximation the cluster size is directly correlated to the angle of incidence, i.e. small clusters (N strips ∼ 2-3) are most likely originated by tracks crossing the detector at small angles of incidence whereas large clusters (N strips > 6) are due to particles crossing the detector at large angles of incidence. For intermediate cluster sizes, a matching ambiguity remains. However, the cluster shape also depends on the angle of incidence: for larger angles, the track path length is relatively large and thus also the outer strips of smaller clusters have a sizable signal (compared to the highest signal in the cluster).
By making use of this additional information, the ambiguity can be reduced.
The values R cut =0.3 and N strips =5 (same results are obtained for N strips =6) have been used in this analysis. The cut value for R cut has been chosen by comparing the distribution for different incidence angles (see figure 20 ). η and 'head-tail'). Since the 'cluster-cut' algorithm does not need any angular information, it could be a valuable choice for a first position reconstruction in a general track reconstruction procedure.
Impact of δ-rays on the position resolution
The production of δ-rays (i.e. knock-on electrons), responsible for the tail in the energy loss distribution, influences the detector resolution, as it affects the deposited charge distribution in the silicon bulk. The δ-ray trajectory results in deposition of charge off the incident particle's path and therefore displaces the charge centre of gravity. The position resolution for larger pulse height becomes significantly worse as can be seen in Figure 21 , where the width of the residual distribution as a function of the cluster pulse height for incident angles between 0 • and 70
• is shown. The hit position is reconstructed using the η-algorithm up to angles of incidence of 30
• , whereas for larger incident angles the head-tail algorithm is used. Although the resolution is worse, events with large signal cluster cannot be excluded in the tracking reconstruction for the MVD, because the loss in reconstruction efficiency would be too high.
However, it is possible to assign different weights to the reconstructed hits when performing the track fit. 
Summary of the results
The testbeam setup at DESY has been used to characterise the performance of BMVD and FMVD detectors plus the prototype readout electronics (HELIX chips). The main results from the testbeam measurements presented in this paper can be summarised as follows:
• a signal over noise ratio S/N ≃ 20-24 has been achieved, the noise level is uniformly distributed over the strips;
• the detector efficiency ǫ is very high (> 99.95%);
• the calibration shows that gain variations of a single HELIX readout chip are of the order of 2% and do not influence the position reconstruction algorithm even in the case of detectors with strips of different lengths (FMVD);
• the charge division has been studied in detail. The expected charge sharing between strip implants has been confirmed;
• the charge transfer between strip implants and readout strips has been parameterised and implemented in a detector simulation program which gives a good description of the data;
• the intrinsic position resolution at normal angle of incidence σ intr MVD = 7.2 ± 0.2 µm is highly satisfactory if compared to the value p/ √ 12 ≃ 35 µm which represents the limit for a digital system with a readout pitch p = 120 µm;
• the position resolution is not strongly dependent on the angle φ in the range of interest for the FMVD;
• the position resolution at large angle of incidence θ is still very satisfactory ( < ∼ 40 µm up to θ = 70 • );
• a position reconstruction algorithm which uses the rough knowledge of the angle of incidence θ to choose the most effective reconstruction procedure has been developed. For small incidence angles a 3-strips algorithm is applied whereas for large incidence angles the head-tail algorithm is used;
• a general position reconstruction algorithm, not using prior knowledge of the angle of incidence, has proven to work well up to θ = 70
• and could therefore be a valuable choice for a first position reconstruction in the track reconstruction procedure;
• the production of δ-rays causes a deterioration of the position resolution.
Since events with very large cluster signal cannot be excluded from the MVD data, the hit positions used for a track fit should be weighted according to their pulse height.
