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ABSTRACT In this paper, starting with a relatively simple observation that the
variational estimates of the commutators of the standard Caldero´n-Zygmund operators
with the BMO functions can be deduced from the weighted variational estimates of
the standard Caldero´n-Zygmund operators themselves, we establish similar variational
estimates for the commutators of the BMO functions with rough singular integrals which
do not admit any weighted variational estimates. The proof involves many Littlewood-
Paley type inequalities with commutators as well as Bony decomposition and related
para-product estimates.
1 Introduction
Motivated by the modulus of continuity of Brownian motion, Le´pingle [39] established the first
variational inequality for general martingales (see [48] for a simple proof). Bourgain [4] is the first
one who exploited Le´pingle’s result to obtain corresponding variational estimates for the Birkhoff
ergodic averages along subsequences of natural numbers and then directly deduce pointwise
convergence results without previous knowledge that pointwise convergence holds for a dense
subclass of functions, which are not available in some ergodic models. In particular, Bourgain’s
work [4] has initiated a new research direction in ergodic theory and harmonic analysis. In [32],
[34], [33], [5], [6], Jones and his collaborators systematically studied variational inequalities for
ergodic averages and truncated singular integrals of homogeneous type. Since then many other
publications came to enrich the literature on this subject (cf. e.g. [23], [38], [20], [35], [43],[47],
[26]). Recently, several works on weighted as well as vector-valued variational inequalities in
ergodic theory and harmonic analysis have also appeared (cf. e.g. [41],[42], [37], [31], [27], [28]);
and several results on ℓp(Zd)-estimates of q-variations for discrete operators of Radon type have
also been established (cf. e.g. [36], [44], [45], [46], [52]).
Most of the operators considered in the previous cited papers are of homogeneous type, and
it is still unknown whether variational inequalities hold for all singular integrals of convolution
type (while it is true when the kernel is smooth enough in [45]), let alone for all standard
Caldero´n-Zygmund operators. In our another paper [11], we consider the variational inequality
for Caldero´n commutators—commutators of singular integrals or pseudo differential operators
with Lipschitz functions, which are typical example of Caldero´n-Zygmund operators of non-
convolution type. In the present paper, we establish variational estimates for the commutators
of rough operators with BMO functions, which finds its motivation in a simple observation that
that the variational estimates of the commutators of the standard Caldero´n-Zygmund operators
with the BMO functions can be deduced from the weighted variational estimates of the standard
Caldero´n-Zygmund operators themselves.
To illustrate the observation, let us introduce some notations and recall some notions. Given
a family of complex numbers a = {at : t ∈ R} and ρ ≥ 1, the ρ-variation norm of the family a is
defined by
(1.1) ‖a‖Vρ = sup
(∑
k≥1
|atk − atk−1 |
ρ
) 1
ρ ,
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where the supremum runs over all increasing sequences {tk : k ≥ 0}. It is trivial that
(1.2) ‖a‖L∞(R) := sup
t∈R
|at| ≤ ‖a‖Vρ + |at0 | for ρ ≥ 1,
for some fixed t0.
Let 0 < ρ <∞. Given a family of Lebesgue measurable functions F = {Ft : t ∈ R+} defined
on Rn, we define the strong ρ-variation function Vρ(F) of the family F as
Vρ(F)(x) = sup ‖(Ftk (x)− Ftk−1(x))k≥1‖ℓρ , a.e. x ∈ R
n,
where the supremum runs over all increasing sequences {tk : k ≥ 0}. Suppose T = {Tt}t>0 is a
family of operators on Lp(Rn) (1 ≤ p ≤ ∞). The strong ρ-variation operator is simply defined
as
VρT (f)(x) = ‖{Tt(f)(x)}t>0‖Vρ , ∀f ∈ L
p(Rn).
Thus the operator VρT sends functions on R
n to nonnegative functions on Rn. It is easy to ob-
serve from the definition of ρ-variation norm that for any x if VρT (f)(x) <∞, then {Tt(f)(x)}t>0
converges when t→ 0 or t→∞. In particular, if VρT (f) belongs to some function spaces such as
Lp(Rn) or Lp,∞(Rn), then the sequence converges almost everywhere without any additional con-
dition. This is why mapping property of strong ρ-variation operator is so interesting in ergodic
theory and harmonic analysis. Also, by (1.2), for any f ∈ Lp(Rn) and x ∈ Rn, we have
(1.3) T ∗(f)(x) ≤ Vρ(T f)(x) for ρ ≥ 1,
where T ∗ is the maximal operator defined by
T ∗(f)(x) := sup
t>0
|Tt(f)(x)|.
For b ∈ BMO(Rn) and u ∈ N. If T is a linear operator on some measurable function
space, then the u-th order commutator formed by b and T is defined by Tb,uf(x) := T ((b(x) −
b(·))uf)(x). Simply, define Tb := Tb,1. In 1976, Coifman, Rochberg and Weiss [17] obtained a
characterization of Lp-boundedness of the commutators Rj;b generated by the Reisz transforms
Rj (j = 1, · · · , n, ) and a BMO function b. As an application of this characterization, a decom-
position theorem of the real Hardy space is given in this paper. Moreover, the authors in [17]
proved also that if Ω ∈ Lip(Sn−1), then the commutator TΩ;b for TΩ and a BMO function b is
bounded on Lp for 1 < p <∞, which is defined by
TΩ;bf(x) = p.v.
∫
Rn
Ω(x− y)
|x− y|n
(b(x)− b(y))f(y)dy.
In the same paper, Coifman, Rochberg and Weiss [17] outlined a different approach, which is
less direct but shows the close relationship between the weighted inequalities of the operator
T and the weighted inequalities of the commutator Tb. In 1993, Alvarez, Bagby, Kurtz and
Pe´rez [1] developed the idea of [17], and established a generalized boundedness criterion for
the commutators of linear operators. As it is well-known that the commutators have played an
important role in harmonic analysis and PDE, for example in the theory of non-divergent elliptic
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equations with discontinuous coefficients (see [8], [2], [9], [13], [14], [19], [51]). Moreover, there is
also an interesting connection between the nonlinear commutator, considered by Rochberg and
Weiss in [50], and Jacobian mapping of vector functions. They have been applied in the study
of the nonlinear partial differential equations (see [16, 25]).
In order to state our main results, let us first recall the definition and some properties of
Ap weight on R. Let w be a non-negative locally integrable function defined on R
n. We say
w ∈ A1 if there is a constant C > 0 such that M(w)(x) ≤ Cw(x), where M is the classical
Hardy-Littlewood maximal operator defined by
Mf(x) = sup
r>0
1
rn
∫
|y|≤r
|f(x− y)|dy.
Equivalently, w ∈ A1 if and only if there is a constant C > 0 such that for any cube Q
(1.4)
1
|Q|
∫
Q
w(x)dx ≤ C inf
x∈Q
w(x).
For 1 < p <∞, we say that w ∈ Ap if there exists a constant C > 0 such that
(1.5) sup
Q
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
≤ C.
The smallest constant appearing in (1.4) or (1.5) is denoted by [w]Ap .
Now we state our first result as follows.
Theorem 1.1. Let b ∈ BMO(Rn). Let T = {Tt : t ∈ R+} be a family of linear operators and
Tb = {Tt;b : t ∈ R+} be the family of commutators formed by the linear operators and b. Let
1 < p < ∞, ρ ≥ 1, τ ∈ R and 1 < s < ∞. Let w be a locally integrable function such that
wτ ∈ As. Then VρTb is bounded on L
p(w), that is,
‖VρTb(f)‖Lp(w) ≤ C‖b‖∗‖f‖Lp(w)
provided that VρT is bounded on L
p(w).
Now we present four consequences of Theorem 1.1. Let K be a kernel on Rn×Rn \ {(x, x)} :
x ∈ Rn}. We will suppose that K satisify the following regularity conditions. There exist two
constants δ > 0 and C > 0 such that
(1.6) |K(x, y)| ≤
C
|x− y|n
, for x 6= y;
(1.7) |K(x, y)−K(z, y)| ≤
C|x− z|δ
|x− y|n+δ
, for |x− y| > 2|x− z|;
(1.8) |K(y, x)−K(y, z)| ≤
C|x− z|δ
|x− y|n+δ
, for |x− y| > 2|x− z|.
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Let T be the standard Caldero´n-Zygmund operator associated to the kernel K: For a Schwartz
function f ,
Tf(x) := lim
ε→0+
Tεf,
where Tε be the truncated operator
Tεf(x) =
∫
|x−y|>ε
K(x, y)f(y) dy;
for b ∈ BMO(Rn), define Tε;b to be the truncated commutator
Tε;bf(x) =
∫
|x−y|>ε
K(x, y)(b(x) − b(y))f(y) dy.
Denote by T = {Tε}ε>0 and Tb = {Tε;b}ε>0. Let K be kernel on R
n satisfying (1.6)-(1.8), and let
2 < ρ <∞. In [42], they showed that if the operator VρT is of type (p0, p0) for some 1 < p0 <∞,
then for 1 < p <∞ and w ∈ Ap, VρT is bounded on L
p(w). Thus apply Theorem 1.1, we get
Corollary 1.2. Let b ∈ BMO(Rn) and K be kernel on Rn satisfying (1.6)-(1.8). Let 2 < ρ <∞.
If VρT is of type (p0, p0) for some 1 < p0 <∞, then for 1 < p < ∞ and w ∈ Ap, there exists a
constant C such that
‖VρTb(f)‖Lp(w) ≤ C‖b‖∗‖f‖Lp(w).
In particular, if K is of convolution type satisfying cancellation condition∫
∂B(0,t)
K(x)dx = 0, ∀t > 0
and either (i) |∇K(x)| ≤ C 1|x|n+1 or (ii) K(x) =
Ω(x)
|x|n with Ω ∈ Lipδ(S
n), then the associated
VρTb if of type L
p(w).
We refer the reader to [45] (resp. [6]) for the result VρT is L
2-bounded when K satisfies
(i) (resp. (ii)). On the other hand, Corollary 1.2 implies the main result of [40] where T is the
Hilbert transform.
Let ϕ : Rn → [0,+∞) be a radially decreasing integrable function. Let ϕt(x) =
1
tnϕ(
x
t ) and
Φ(f)(x) = {ϕt ∗ f(x)}t>0. In [42], they also showed that for 2 < ρ < ∞, the operator VρΦ is
bounded on Lp(w) for 1 < p <∞ and w ∈ Ap. Denote by Φb(f) = {ϕt((b(x)− b(·))f)}t>0. Thus
apply Theorem 1.1, we have
Corollary 1.3. Let b ∈ BMO(Rn). Let ϕ : Rn → [0,+∞) be a radially decreasing integrable
function. Let ϕt(x) =
1
tnϕ(
x
t ) and Φb(f)(x) = {ϕt((b(x) − b(·))f)(x)}t>0. For 2 < ρ < ∞,
1 < p <∞ and w ∈ Ap, there exists a constant C such that
(1.9) ‖VρΦb(f)‖Lp(w) ≤ C‖b‖∗‖f‖Lp(w).
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Not only to smooth singular kernels or good approximation identities, Theorem 1.1 can also
be applied to singular integral operators or averaging operators with some homogeneous rough
kernels. Suppose TΩ,ε is the truncated singular integral operator defined by
(1.10) TΩ,εf(x) =
∫
|y|>ε
Ω(y′)
|y|n
f(x− y)dy,
where Ω ∈ L1(Sn−1) satisfies the cancelation condition
(1.11)
∫
Sn−1
Ω(y′)dσ(y′) = 0.
For 1 < p < ∞ and f ∈ C∞c (R
n), the Caldero´n-Zygmund singular integral operator T with
homogeneous kernel is defined by
(1.12) TΩf(x) = lim
ε→0+
Tεf(x), a.e. x ∈ R
n.
Denote the family of operators {TΩ,ε}ε>0 by TΩ. In [10], we showed that if Ω ∈ L
q(Sn−1), q > 1
satisfying (1.11), then for ρ > 2, VρTΩ is bounded on L
p(w), whenever w and p satisfy one of
the following conditions:
(i) q′ ≤ p <∞, p 6= 1 and w ∈ Ap/q′ ,
(ii) 1 < p ≤ q, p 6=∞ and w
− 1
(p−1) ∈ Ap′/q′ .
Thus, we can invoke Theorem 1.1 to obtain the corresponding weighted estimates for the strong
ρ variation of commutators with rough kernel and b ∈ BMO(Rn).
Corollary 1.4. Let b ∈ BMO(Rn) and TΩ;bf(x) be the family of commutators {TΩ,ε((b(x) −
b(·)f)(x))}ε>0 with Ω ∈ L
q(Sn−1), q > 1 satisfying (1.11), then for ρ > 2, there exists a constant
C such that
(1.13) ‖VρTb(f)‖Lp(w) ≤ C‖b‖∗‖f‖Lp(w),
if w and p satisfy one of the situation (i) or (ii).
We can also give applications of Theorem 1.1 to the situation of averaging operators with
rough kernels MΩ = {MΩ,t}t>0, where MΩ,t is defined as
(1.14) MΩ,tf(x) =
1
tn
∫
|y|<t
Ω(y′)f(x− y)dy,
where Ω ∈ L1(Sn−1). In [10], we showed that if Ω ∈ Lq(Sn−1), q > 1, then for ρ > 2, VρMΩ
is bounded on Lp(w) if w and p satisfy one of the conditions (i) and (ii). See [22, 9] on the
maximal inequality for the familyMΩ. Given a BMO function b, denote the family of operators
{MΩ,t(b(x)− b(·)f)(x)}t>0 by MΩ;bf(x). Thus, we can invoke Theorem 1.1 to obtain the corre-
sponding weighted estimates for the strong ρ variation of commutators with rough kernel and
b ∈ BMO(Rn).
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Corollary 1.5. Let b ∈ BMO(Rn) and MΩ;b be the family of the commutators of averaging
operators with Ω ∈ Lq(Sn−1), q > 1. Then for ρ > 2, there exists a constant C such that
(1.15) ‖VρMΩ;b(f)‖Lp(w) ≤ C‖b‖∗‖f‖Lp(w),
if w and p satisfy one of the conditions (i) or (ii).
However, it is not clear up to now whether the operator VρTΩ or VρMΩ with Ω ∈ L
1 \⋃
q>1 L
q(Sn−1) is bounded on Lp(w) (1 < p < ∞) for all w ∈ Ar (1 < r < ∞), Hence, if
Ω ∈ L1 \
⋃
q>1 L
q(Sn−1), the Lp boundedness of VρTΩ;b and VρMΩ;b can not be deduced from
Theorem 1.1 .
The main purpose of this paper is to give a sufficient condition which contains
⋃
q>1 L
q(Sn−1),
such that the operators VρTΩ,b and VρMΩ;b are bounded on L
p(Rn) for 1 < p < ∞. It is well
known that ⋃
q>1
Lq(Sn−1) ⊂ L(log+ L)α(Sn−1)
for any α > 0.
The second main result of this paper is formulated as follows.
Theorem 1.6. Let b ∈ BMO(Rn) and TΩ;b be the family of the commutators of truncated
singular integral operators with Ω satisfying (1.11). If Ω ∈ L(log+L)3(Sn−1), then the following
ρ (2 < ρ <∞)-variational inequality holds for 1 < p <∞, namely,
‖VρTΩ;b(f)‖Lp ≤ C‖b‖∗‖f‖Lp .
The proof of this result is based on Fourier transform, which is somehow standard but
technical since it involves many Littlewood-Paley type inequalities with commutators as well as
Bony decomposition and related para-product estimates.
Our approach to the variational estimates for singular integrals also works for the family
MΩ;b.
Theorem 1.7. Let 1 < p < ∞ and Let b ∈ BMO(Rn). If Ω ∈ L(log+L)2(Sn−1), then the
ρ (2 < ρ <∞)-variational inequality for the family MΩ;b holds,
‖VρMΩ;b(f)‖Lp ≤ C‖b‖∗‖f‖Lp , ∀f ∈ L
p(Rn).
The paper is organized as follows. In Section 2, we give the proof of Theorem 1.1. In Section
3, we give the proof of Theorem 1.6. Section 4 is devoted to the proof of Theorem 1.7. For p ≥ 1,
p′ denotes the conjugate exponent of p, that is, p′ = p/(p−1). Throughout this paper, the letter
“C ” will stand for a positive constant which is independent of the essential variables and not
necessarily the same one in each occurrence.
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2 Proof of Theorem 1.1
Denote F (z) = ez[b(x)−b(y)], z ∈ C. Then by the analyticity of F (z) on C and the Cauchy
integration formula, we have for any ε > 0
b(x)− b(y) = F ′(0) =
1
2πi
∫
|z|=ε
F (z)
z2
dz
=
1
2π
∫ 2π
0
F (εeiθ)
εeiθ
dθ
=
1
2πε
∫ 2π
0
eεe
iθ[b(x)−b(y)]e−iθ dθ.
For any linear operator T we get
Tbf(x) = T (b(x)− b(·)f)(x) =
1
2πε
∫ 2π
0
T (e−b(·)εe
iθ
f)(x)eb(x)εe
iθ
e−iθ dθ
=
1
2πε
∫ 2π
0
T (hθ)(x)e
b(x)εeiθe−iθ dθ
where hθ(x) = f(x)e
−b(x)εeiθ for θ ∈ [0, 2π]. Recall that
Vρ(F)(x) = sup ‖(Ftk (x)− Ftk−1(x))k≥1‖ℓρ ,
where the supremum runs over all increasing sequences {tk : k ≥ 0}. Then using the Minkowski
inequality, we have for wτ ∈ As
‖VρTb(f)‖Lp(w)
(2.1)
= ‖ sup ‖(Ttk ;bf − Ttk−1;bf)k≥1‖ℓρ‖Lp(w)
=
(∫
Rn
∣∣∣∣ sup∥∥∥( 12πε
∫ 2π
0
(
Ttk(hθ)(x)− Ttk−1(hθ)(x)
)
eb(x)εe
iθ
e−iθ dθ
)
k≥1
∥∥∥
ℓρ
∣∣∣∣pw(x) dx
)1/p
≤
1
2πε
∫ 2π
0
(∫
Rn
∣∣∣∣ sup ‖(Ttk(hθ)(x) − Ttk−1(hθ)(x))k≥1‖ℓρ
∣∣∣∣pepb(x)εcosθw(x) dx
)1/p
dθ
=
1
2πε
∫ 2π
0
‖VρT (hθ)‖Lp(wepbεcosθ) dθ.
Note that for f ∈ Lp(w), it is easy to check that for any θ ∈ [0, 2π],
hθ ∈ L
p(wepb(·)ε cos θ) and ‖hθ‖Lp(wepb(·)ε cos θ) = ‖f‖Lp(w).
Hence we should compute
[eτpbε cos θwτ ]As = sup
Q
(
1
|Q|
∫
Q
eτpb(x)ε cos θwτ (x) dx
)(
1
|Q|
∫
Q
[
eτpb(x)ε cos θwτ (x)
]− 1
s−1
dx
)s−1
.
(2.2)
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Now, since wτ ∈ As, there exists some r1 > 1 such that
(
1
|Q|
∫
Q
wτr1 dx
) 1
r1
≤
2
|Q|
∫
Q
wτ dx
and similarly for w−
τ
s−1 ∈ As′ , there exists some r2 > 1 such that then
(
1
|Q|
∫
Q
w−
τr2
s−1 dx
) 1
r2
≤
2
|Q|
∫
Q
w−τ/(s−1) dx.
By this, we know if r2 < r1, by the Ho¨lder inequality, we get
(
1
|Q|
∫
Q
wτr2 dx
) 1
r2
≤
(
1
|Q|
∫
Q
wτr1 dx
) 1
r1
≤
2
|Q|
∫
Q
wτ dx.(2.3)
If r1 < r2, by the Ho¨lder inequality, we get
(
1
|Q|
∫
Q
w−
τr1
s−1 dx
) 1
r1
≤
(
1
|Q|
∫
Q
w−
τr2
s−1 dx
) 1
r2
≤
2
|Q|
∫
Q
w−
τ
s−1 dx.(2.4)
Taking r = min{r1, r2}, using (2.3), (2.4) and the Ho¨lder inequality we have
[eτpbε cos θwτ ]As(2.5)
= sup
Q
(
1
|Q|
∫
Q
eτpb(x)ε cos θwτ (x) dx
)(
1
|Q|
∫
Q
e−τ
s
s−1
b(x)ε cos θw(x)−
τ
s−1 dx
)s−1
≤ sup
Q
(
1
|Q|
∫
Q
wτr(x) dx
) 1
r
(
1
|Q|
∫
Q
eτpr
′b(x)ε cos θ dx
) 1
r′
(
1
|Q|
∫
Q
w(x)−τr/(s−1) dx
) s−1
r
(
1
|Q|
∫
Q
e−
τp
s−1
r′b(x)ε cos θ dx
) s−1
r′
≤ 4 sup
Q
(
1
|Q|
∫
Q
wτ (x) dx
)(
1
|Q|
∫
Q
w(x)−τ/(s−1) dx
)s−1
sup
Q
(
1
|Q|
∫
Q
eτpr
′b(x)ε cos θ dx
) 1
r′
(
1
|Q|
∫
Q
e−
τp
s−1
r′b(x)ε cos θ dx
) s−1
r′
= 4[wτ ]As [e
τpr′bε cos θ]
1
r′
As
.
Now, since b ∈ BMO(Rn) we apply Lemma 2.1 to do this.
Lemma 2.1. ([15]) Let 1 < p <∞ and b ∈ BMO. There exist two dimensional constants αn, βn
satisfying 0 < αn < 1 and 0 < βn <∞ such that for any λ ∈ R with |λ| ≤
αn
‖b‖∗
min{1, 1p−1}, we
have
eλb ∈ Ap and [e
λb]Ap ≤ β
p
n.
10 Y.Chen, Y. Ding, G. Hong, H. Liu
Now, we choose the radius
ε =
αnmin{1,
s′
s }
τpr′‖b‖∗
,(2.6)
such that |τpr′ε cos θ| ≤ αn‖b‖∗ min{1,
s′
s }, then by Lemma 2.1, we get
[eτpr
′bε cos θ]As ≤ β
s
n.(2.7)
Combining (2.5) and (2.7), we get
[eτpbε cos θwτ ]As ≤ 4[w
τ ]As [e
τpr′bε cos θ]
1
r′
As
≤ 4[wτ ]Asβ
s/r′
n ≤ C1[w
τ ]As ,(2.8)
where C1 is independent of w and b. Now we return to (2.1). By (2.6) and (2.8), we get for
1 < p <∞ and wτ ∈ As,
‖VρTb(f)‖Lp(w) ≤
C
2πε
∫ 2π
0
‖hθ‖Lp(epb(·)ε cos θw) dθ ≤ C‖b‖∗‖f‖Lp(w).
Thus we complete the proof of Theorem 1.1.
3 Proof of Theorem 1.6
As having appeared in the proof of most of variational inequalities (in particular see [35]), we
shall show the desired estimate by proving separately the long and short variational estimates.
That is, we are reduced to show
‖Vρ({TΩ,2k ;bf}k)‖Lp ≤ C‖b‖∗‖f‖Lp(3.1)
and
‖S2(TΩ;bf)‖Lp ≤ C‖b‖∗‖f‖Lp ,(3.2)
where
S2(TΩ;bf)(x) =
(∑
j∈Z
[V2,j(TΩ;bf)(x)]
2
)1/2
,
with
V2,j(TΩ;bf)(x) =
(
sup
2j≤t0<···<tN<2j+1
N∑
l=0
|TΩ,tk+1;bf(x)− TΩ,tk;bf(x)|
2
)1/2
.
To deal with the long variation (3.1), we use weighted estimates obtained in our previous pa-
per [10] together with some Littlewood-Paley type estimates involving commutators, in addition
to Theorem 1.1. While to handle with the short variation (3.2), we exploit Bony decomposition
and paraproduct estimates, as well as Fefferman-Stein inequality for rough maximal functions.
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3.1 Proof of Theorem (3.1)
In this subsection, we give the proof of (3.1) and in the next subsection we deal with (3.2). Let
us begin with one definition. For j ∈ Z, let νj(x) =
Ω(y)
|y|n χ{2j≤|x|<2j+1}(x), then
νj ∗ f(x) =
∫
2j≤|y|<2j+1
Ω(y)
|y|n
f(x− y)dy.
Let φ ∈ S (Rn) be a radial function such that φˆ(ξ) = 1 for |ξ| ≤ 2 and φˆ(ξ) = 0 for |ξ| > 4. We
have the following decomposition
TΩ,2kf = φk ∗ TΩf +
∑
s≥0
(δ0 − φk) ∗ νk+s ∗ f − φk ∗
∑
s<0
νk+s ∗ f,
where φk satisfies φ̂k(ξ) = φˆ(2
kξ), δ0 is the Dirac measure at 0 and s ∈ N ∪ {0}. Then we have
TΩ,2k;bf = (φk ∗ TΩ)bf +
(∑
s≥0
(δ0 − φk) ∗ νk+s
)
b
f −
(
φk ∗
∑
s<0
νk+s
)
b
f
:= T 1k;bf + T
2
k;bf − T
3
k;bf.
Let T ib f denote the family {T
i
k;bf}k∈Z for i = 1, 2, 3. Obviously, to show (3.1) it suffices to prove
the following inequalities:
(3.3) ‖Vρ(T
i
b f)‖Lp ≤ C‖b‖∗‖f‖Lp , 1 < p <∞, i = 1, 2, 3.
Estimate of (3.3) for i = 1. We need the following two lemmas.
Lemma 3.1. ([18]) Let φk be given above, set U f = {φk ∗ f}k. Then for 1 < p < ∞ and
2 < ρ <∞,
‖Vρ(U f)‖Lp ≤ C‖f‖Lp .
In [10], we proved that for 2 < ρ < ∞, 1 < p < ∞ and w ∈ Ap,VρU is bounded on L
p(w).
Then apply Theorem 1.1, we get
Lemma 3.2. For k ∈ Z, let φk be given above and b ∈ BMO(R
n). Denote by Φkf = φk∗f, k ∈ Z.
Let Ubf = {Φk;bf}k. Then for 1 < p <∞ and w ∈ Ap,
‖VρUb(f)‖Lp(w) ≤ C‖f‖Lp(w).
Write
T 1k;bf = Φk;bTΩf +ΦkTΩ;bf.
Then combining Lemma 3.1 with Lemma 3.2, the Lp-boundedness of TΩ (see [7]) and [b, TΩ] (see
[29]), we can get the following estimate easily
‖Vq(T
1
b f)‖Lp ≤ ‖Vq({Φk(TΩ;bf)}k)‖Lp + ‖Vq({Φk;b(TΩf)}k)‖Lp
≤ C
(
‖TΩ;bf‖Lp + ‖b‖∗‖TΩf‖Lp
)
≤ C‖Ω‖L(log+ L)2(Sn−1)‖b‖∗‖f‖Lp .
Estimate of (3.3) for i = 2. We first give two lemmas will be used in the following arguments.
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Lemma 3.3. ([29]) Let m ∈ C∞0 (R
n) and supp m ⊂ {|ξ| ≤ 2σ} for some σ ∈ (0,∞). Suppose
m satisfies
‖m‖L∞ ≤ C2
−γsmin{σ, σ−λ}, ‖∇m‖L∞ ≤ C2
s
for some constants C, λ, γ > 0 and s ∈ N. Let Tm be the multiplier operator defined by T̂mf(ξ) =
m(ξ)f̂(ξ). Moreover, for b ∈ BMO and u ∈ N, denote by Tm;b,uf(x) = Tm((b(x)−b(·))
uf)(x) the
u-th order commutator of Tm. Then for any 0 < v < 1, there exist positive constants C = C(n, v)
and β ∈ (0, 1) such that
‖Tm;b,uf‖L2 ≤ C2
−βsmin{σv, σ−λv}‖b‖u∗‖f‖L2 .
Lemma 3.4. (see [29]). Let b ∈ BMO(Rn). Then, for 1 < p <∞ and f ∈ Lp(Rn), we have
(i)
∥∥∥∥
(∑
l∈Z
|∆l;b,uf |
2
)1/2∥∥∥∥
Lp
≤ C(n, p)‖b‖u∗‖f‖Lp ;
(ii)
∥∥∥∥
(∑
l∈Z
|∆2l;b,uf |
2
)1/2∥∥∥∥
Lp
≤ C(n, p)‖b‖u∗‖f‖Lp .
Let E0 = {x
′ ∈ Sn−1 : |Ω(x′)| < 2} and Ed = {x
′ ∈ Sn−1 : 2d ≤ |Ω(x′)| < 2d+1} for positive
integer d. For d ≥ 0, let
Ωd(y
′) = Ω(y′)χEd(y
′)−
1
|Sn−1|
∫
Ed
Ω(x′) dσ(x′).
Since Ω satisfies (1.11), then ∫
Sn−1
Ωd(y
′) dσ(y′) = 0 for d ≥ 0
and Ω(y′) =
∑
d≥0Ωd(y
′). Set
νj,d(x) =
Ωd(x)
|x|n
χ{2j≤|x|<2j+1}(x).
Then, by the Minkowski inequality, we get
VqT
2
b (f)(x) ≤
∑
s≥0
(∑
k∈Z
∣∣∣((δ0 − φk) ∗ νk+s)
b
f(x)
∣∣∣2)1/2
≤
∑
s≥0
∑
d≥0
(∑
k∈Z
∣∣∣((δ0 − φk) ∗ νk+s,d)
b
f(x)
∣∣∣2)1/2.(3.4)
Let ϕ ∈ C∞0 (R
n) be a radial function such that 0 ≤ ϕ ≤ 1, supp ϕ ⊂ {1/2 ≤ |ξ| ≤ 2} and∑
l∈Z ϕ
2(2−lξ) = 1 for |ξ| 6= 0. Define the multiplier ∆l by ∆̂lf(ξ) = ϕ(2
−lξ)f̂(ξ). By the
Minkowski inequality again, we get
VρT
2
b (f)(x) ≤
∑
l∈Z
∑
s≥0
∑
d≥0
(∑
k∈Z
∣∣∣((δ0 − φk) ∗ νk+s,d ∗∆2l−k)
b
f(x)
∣∣∣2)1/2.
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We set
ms,k,d(ξ) = (1− φ̂k(ξ))ν̂k+s,d(ξ), m
l
s,k,d(ξ) = (1− φ̂k(ξ))ν̂k+s,d(ξ)ϕ(2
k−lξ)
Define multipliers Fs,k,d and F
l
s,k,d, respectively by
F̂s,k,df(ξ) = ms,k,d(ξ)f̂(ξ)
and
F̂ ls,k,df(ξ) = m
l
s,k,d(ξ)f̂(ξ).
Then
VρT
2
b (f)(x) ≤
∑
l∈Z
∑
s≥0
∑
d≥0
(∑
k∈Z
∣∣∣(Fs,k,d∆2l−k)bf(x)∣∣∣2)1/2.
If we can prove that∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
L2
≤ C‖Ωd‖L∞(Sn−1)2
−βs2−θ|l|‖b‖∗‖f‖L2(3.5)
and for 1 < p <∞∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
Lp
≤ C‖Ωd‖Llog+ L(Sn−1)‖b‖∗‖f‖Lp ,(3.6)
then we may finish the estimate of (3.3) for i = 2. In fact, interpolating (3.5) and (3.6), we get
for 0 < θ0, β0 < 1,
(3.7)
∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
Lp
≤ C2−β0s2−θ0|l|‖b‖∗‖Ωd‖L∞(Sn−1)‖f‖Lp , 1 < p <∞.
Taking a large positive integer N , such that N > max{2θ−10 , 2β
−1
0 }. We have
‖VρT
2
b (f)‖Lp ≤
∑
d≥0
∑
l∈Z
( ∑
0≤s<Nd
+
∑
s>Nd
)∥∥(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥
Lp
:= J1 + J2.
For J1, by (3.6) and (3.7), we get
J1 ≤ C‖b‖∗‖f‖Lp
∑
d≥0
∑
0≤s<Nd
( ∑
0≤|l|<Nd
d2dσ(Ed) +
∑
|l|>Nd
2d2−θ0|l|
)
≤ C‖b‖∗‖f‖Lp
(∑
d≥0
d32dσ(Ed) +
∑
d≥0
d2(1−β0N)d
)
≤ C(‖Ω‖L(log+L)3(Sn−1) + 1)‖b‖∗‖f‖Lp .
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For J2, using (3.7), we get
J3 ≤ C‖b‖∗
∑
d≥0
2d
∑
s>Nd
2−β0s
( ∑
|l|<Nd
+
∑
|l|≥Nd
2−θ0|l|)‖f‖Lp
≤ C‖b‖∗
∑
d≥0
(d2(1−β0N)d + 2(1−β0N−θ0N)d)‖f‖Lp
≤ C‖b‖∗‖f‖Lp .
Finally, combining above two estimates, we get for 1 < p <∞
‖VρT
2
b (f)‖Lp ≤ C(1 + ‖Ω‖L(log+L)3(Sn−1))‖b‖∗‖f‖Lp .
We therefore finish the estimate of (3.3) for i = 2.
Now we return to prove (3.5) and (3.6). We first prove (3.5). Note that F ls,k,d = Fs,k,d∆l−k.
We write (
Fs,k,d∆
2
l−k
)
b
f =
1∑
u=0
F ls,k,d;b,u∆l−k;b,1−uf.
Therefore∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
L2
≤
1∑
u=0
∥∥∥∥
(∑
k∈Z
|F ls,k,d;b,u∆l−k;b,1−uf |
2
)1/2∥∥∥∥
L2
.(3.8)
To proceed with the estimate (3.8), we define multiplier F˜ ls,k,d by
̂˜
F ls,k,df(ξ) = m
l
s,k,d(2
−kξ)f̂(ξ)
and F˜ ls,k,d;b,u is the u-th commutator of F˜
l
s,k,d. Recall thatm
l
s,k,d(ξ) = (1−φ̂k(ξ))ν̂k+s,d(ξ)ϕ(2
k−lξ).
Since supp (1 − φ̂k)ν̂k+s,d ⊂ {ξ : |2
kξ| > 1/2}, by a well-known Fourier transform estimate of
Duoandikoetxea and Rubio de Francia (See ([21], p.551-552), it is easy to show that there is a
γ ∈ (0, 1) such that
|(1− φ̂k(ξ))ν̂k+s,d(ξ)| ≤ C‖Ωd‖L∞(Sn−1)2
−sγ min{|2kξ|, |2kξ|−γ}
and
|∇[(1− φ̂k(ξ))ν̂k+s,d(ξ)]| ≤ C‖Ωd‖L∞(Sn−1)2
k2s.
As a result, we have the following estimates
(3.9) suppmls,k,d(2
−kξ) ⊂ {|ξ| ≤ 2l}
(3.10) |mls,k,d(2
−kξ)| ≤ C‖Ωd‖L∞(Sn−1)2
−γsmin{2l, 2−γl},
and
(3.11) |∇mls,k,d(2
−kξ)| ≤ C‖Ωd‖L∞(Sn−1)2
s.
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Applying Lemma 3.3 with σ = 2l to (3.9)-(3.11), there exist constants β ∈ (0, 1) and θ ∈ (0, 1)
such that
‖F˜ ls,k,d;b,uf‖L2 ≤ C‖Ωd‖L∞(Sn−1)‖b‖
u
∗2
−βs2−θ|l|‖f‖L2 , for l ∈ Z and s ≥ 0.
Further, the dilation-invariance implies
(3.12) ‖F ls,k,d;b,uf‖L2 ≤ C‖Ωd‖L∞(Sn−1)‖b‖
u
∗2
−βs2−θ|l|‖f‖L2 , for l ∈ Z and s ≥ 0.
Then by (3.12) and Lemma 3.4, we get
∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
L2
≤ C
1∑
u=0
‖Ωd‖L∞(Sn−1)2
−βs2−θ|l|‖b‖u∗
∥∥∥∥
(∑
k∈Z
|∆l−k;b,1−uf |
2
)1/2∥∥∥∥
L2
≤ C‖Ωd‖L∞(Sn−1)2
−βs2−θ|l|‖b‖∗‖f‖L2 .
This gives (3.5). Secondly, we turn to prove (3.6). Write
(
Fs,k,d∆
2
l−k
)
b
f(x) =
1∑
u=0
Fs,k,d;b,u∆
2
l−k;b,1−uf.
By the Minkowski inequality, we get
∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
Lp
≤
1∑
u=0
∥∥∥∥
(∑
k∈Z
|Fs,k,d;b,u∆
2
l−k;b,1−uf |
2
)1/2∥∥∥∥
Lp
.(3.13)
To proceed with the above estimate, we need the following lemma, which can be proved as that
in ([21, p. 544]).
Lemma 3.5. Suppose that {σj}j∈Z is a sequence of finite Borel measures, Tjf = σj ∗ f and
T jf = |σj | ∗ f for any j ∈ Z. Let b ∈ BMO and Tj;b,uf(x) = Tj((b(x) − b(·))
uf)(x), u ∈ N. If
the maximal operator T ∗b,u(f) = sup
j∈Z
|T j;b,uf | is bounded on L
p0 for any fixed 1 < p0 < ∞, then
for any 1 < p <∞, ∥∥∥∥
(∑
j∈Z
|Tj;b,ugj |
2
)1/2∥∥∥∥
Lp
≤ C‖b‖u∗
∥∥∥∥
(∑
j∈Z
|gj |
2
)1/2∥∥∥∥
Lp
.
Recall that Fs,k,df(x) = (δ0−φk)∗νk+s ∗f(x). Define by F s,k,df(x) = |(δ0−φk)∗νk+s|∗f(x).
Since for some 1 < p0 <∞,
‖ sup
k∈Z
|F s,k,d;b,1f |‖Lp0 ≤ ‖Ωd‖Llog+ L(Sn−1)‖b‖∗‖f‖Lp0
and
‖ sup
k∈Z
|F s,k,df |‖Lp0 ≤ ‖Ωd‖L1(Sn−1)‖f‖Lp0
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(see [29, 24]). So by (3.13), Lemma 3.5 and Lemma 3.4, we get for 1 < p <∞,
∥∥∥∥
(∑
k∈Z
|
(
Fs,k,d∆
2
l−k
)
b
f |2
)1/2∥∥∥∥
Lp
≤ C‖Ωd‖Llog+ L(Sn−1)‖b‖∗‖f‖Lp ,
which gives (3.6).
Estimate of (3.3) for i = 3. We have the following pointwise estimate
VρT
3
b (f)(x) ≤
∑
s<0
(∑
k∈Z
∣∣(φk ∗ νk+s)bf(x)∣∣2)1/2.
The proofs are essentially similar to the proof of (3.3) for i = 2. More precisely, we need to
give the estimates on the left hand side of (3.5)-(3.6) with replacing (δ0−φk)∗νk+s by φk ∗νk+s.
Since supp φ̂kν̂k+s ⊂ {ξ : |2
kξ| < 1} and Ω satisfies (1.11), then it is easy to see that
|φ̂kνk+s(ξ)| ≤ C2
s‖Ω‖L1(Sn−1)min{|2
kξ|, |2kξ|−1}
and
|∇ν̂k+s(ξ)| ≤ C2
(k+s)‖Ω‖L1(Sn−1).
Set
Rs,k(ξ) = φ̂k(ξ)ν̂k+s(ξ), R
l
s,k(ξ) = Rs,k(ξ)ϕ(2
k−lξ).
Using the two above inequalities, we have the following estimate
suppRls,k(2
−kξ) ⊂ {|ξ| ≤ 2l},
|Rls,k(2
−kξ)| ≤ C2smin{2l, 2−l}‖Ω‖L1(Sn−1)
and
|∇(Rls,k(2
−kξ))| ≤ C2s‖Ω‖L1(Sn−1).
Then apply Lemma 3.3 and the same arguments of the proofs of (3.3) for i = 2, then the right
hand side of (3.5) is controlled by C2s2−θ|l|‖Ω‖L1(Sn−1)‖b‖∗‖f‖L2 for θ > 0. It is also easy to
get the same estimates in the right hand side of (3.6) by using Lemma 3.4, Lemma 3.5 and the
results in [29, 24]. Then we get for 1 < p <∞
‖VρT
3
b (f)‖Lp ≤ C‖Ω‖Llog+ L(Sn−1)‖b‖∗‖f‖Lp .
We therefore finish the proof of (3.3) for i = 3.
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3.2 Proof of (3.2)
In the section, we give the proof of (3.2). For t ∈ [1, 2), we define ν0,t as
ν0,t(x) =
Ω(x′)
|x|n
χ{t≤|x|≤2}(x)
and νj,t(x) = 2
−jnν0,t(2
−jx) for j ∈ Z. Denote Tj,t by Tj,tf(x) = νj,t ∗ f(x) and Tj,t;b by
Tj,t;bf(x) = Tj,t(b(x)−b(·))f)(x). Observe that V2,j(Tbf)(x) is just the strong 2-variation function
of the family {Tj,t;bf(x)}t∈[1,2) and
∑
k∈Z∆
2
k = I (identity operator), hence
S2(Tbf)(x) =
(∑
j∈Z
|V2,j(Tbf)(x)|
2
) 1
2
=
(∑
j∈Z
‖{Tj,t;bf(x)}t∈[1,2)‖
2
V2
) 1
2
≤
∑
k∈Z
(∑
j∈Z
‖{
(
Tj,t∆
2
k−j
)
b
f(x)}t∈[1,2)‖
2
V2
) 1
2
:=
∑
k∈Z
S2,k(Tbf)(x).
For d ≥ 0, set
νj,t,d(x) =
Ωd(x)
|x|n
χ{2jt≤|x|<2j+1}(x).
Tj,t,d is defined as Tj,t by replacing νj,t by νj,t,d. Decompose Ω as in the estimate of (3.3) for
i = 2. Then,
S2(Tbf)(x) ≤
∑
d≥0
∑
k∈Z
(∑
j∈Z
‖
{(
Tj,t,d∆
2
k−j
)
b
f(x)
}
t∈[1,2)
‖2V2
) 1
2
:=
∑
d≥0
∑
k∈Z
S2,k,d(Tbf)(x).
Proposition 3.6. For d ≥ 0 and k ∈ Z, following conclusions hold:
(i) There exist a constant θ ∈ (0, 1) such that
(3.14) ‖S2,k,d(Tbf)‖L2 ≤ C‖Ωd‖L∞(Sn−1)2
− θ
2
|k|‖b‖∗‖f‖L2 ;
(ii) For 1 < p <∞,
(3.15) ‖S2,k,d(Tbf)‖Lp ≤ C‖Ωd‖L log+ L(Sn−1)‖b‖∗‖f‖Lp .
The constants C ′s in (3.14) and (3.15) are independent of k.
Using the same argument of (3.3) for i = 2, we may finish the proof of (3.2) by using
Proposition 3.6. We omit the details.
Proof of Proposition 3.6. Without loss of generality, we will use S2,k to replace with S2,k,d.
To deal with (3.14), we borrow the fact ‖a‖V2 ≤ ‖a‖
1/2
L2
‖a′‖
1/2
L2
, where a′ = { ddtat : t ∈ R}. It is a
special case of (39) in [35]. Then,
[S2,k(Tbf)(x)]
2 ≤
∑
j∈Z
(∫ 2
1
|
(
Tj,t∆
2
k−j
)
b
f(x)|2
dt
t
)1/2(∫ 2
1
|
( d
dt
Tj,t∆
2
k−j
)
b
f(x)|2
dt
t
)1/2
:=
∑
j∈Z
I1,kf(x) · I2,kf(x).
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By the Cauchy-Schwarz inequality, we have∥∥S2,k(Tbf)∥∥2L2 ≤ ‖I1,kf‖L2‖I2,kf‖L2 .
We estimate ‖I1,kf‖L2 and ‖I2,kf‖L2 , respectively. To estimate ‖I1,kf‖L2 , we need the following
estimates: for some γ > 0,
|ν̂j,t(ξ)| ≤ C‖Ω‖L∞(Sn−1)min{|2
jξ|−γ , 2j |ξ|}
and
|∇ν̂j,t(ξ)| ≤ C‖Ω‖L∞(Sn−1)
uniformly in t ∈ [1, 2), which have been essentially proved in [21] and [29]. Similarly to the proof
of (3.5), we get for some v > 0,
(3.16) ‖I1,kf‖L2 ≤ C‖Ω‖L∞(Sn−1)‖b‖∗min{2
vk, 2−γvk}‖f‖L2 .
Next, we estimate ‖I2,kf‖L2 . Write
( d
dt
Tj,t∆
2
k−j
)
b
f = ∆k−j;b
d
dt
Tj,t∆k−jf +∆k−j
( d
dt
Tj,t
)
b
∆k−jf +∆k−j
d
dt
Tj,t∆k−j;bf.
Thus we get
‖I2,kf‖L2 ≤
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j;b
d
dt
Tj,t∆k−jf |
2
)1/2∥∥∥∥2
L2
dt
t
)1/2
+
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j
( d
dt
Tj,t
)
b
∆k−jf |
2
)1/2∥∥∥∥2
L2
dt
t
)1/2
+
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j
d
dt
Tj,t∆k−j;bf |
2
)1/2∥∥∥∥2
L2
dt
t
)1/2
:= I + II + III.
To estimate I, II, III, respectively, we need the following elementary fact
d
dt
Tj,th(x) =
d
dt
[ ∫
2jt<|y|≤2j+1
Ω(y′)
|y|n
h(x− y)dy
]
=
d
dt
[ ∫
Sn−1
Ω(y′)
∫ 2j+1
2jt
1
r
h(x− ry′)drdσ(y′)
]
= −
1
t
∫
Sn−1
Ω(y′)h(x− 2jty′)dσ(y′)(3.17)
and
(3.18) ‖T ∗j,th‖L2 ≤ C‖Ω‖L1(Sn−1)‖h‖L2 ,
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where
T ∗j,th(x) =
∫
Sn−1
|Ω(y′)||h(x − 2jty′)|dσ(y′)
for t ∈ [1, 2). We now estimate I. Indeed, by (3.18), Lemma 3.4 and Littlewood-Paley theory,
we have
I ≤ C‖b‖∗
(∫ 2
1
∑
j∈Z
∥∥T ∗j,t∆k−jf∥∥2L2 dtt
)1/2
≤ C‖b‖∗‖Ω‖L1(Sn−1)
∥∥∥∥
(∑
j∈Z
∣∣∆k−jf ∣∣2
)1/2∥∥∥∥
L2
≤ C‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 .
Similarly, by (3.18), Lemma 3.4 and Littlewood-Paley theory, we get
III ≤ C‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 .
For II, we will apply the Bony paraproduct to do this. Let ̟ ∈ S (Rn) be a radial function
satisfying 0 ≤ ̟ ≤ 1 with its support is in the unit ball and ̟(ξ) = 1 for |ξ| ≤ 12 . The
function ψ(ξ) = ̟( ξ2) − ̟(ξ) ∈ S (R
n) supported on {12 ≤ |ξ| ≤ 2} and satisfies the identity∑
j∈Z ψ(2
−jξ) = 1 for ξ 6= 0. For j ∈ Z, denote by Θj and Gj the convolution operators
whose the symbols are ψ(2−jξ) and ̟(2−jξ), respectively. That is, Θj and Gj are defined by
Θ̂jf(ξ) = ψ(2
−jξ)fˆ(ξ) and Ĝjf(ξ) = ̟(2
−jξ)fˆ(ξ) (see [24]). The paraproduct of Bony [3]
between two functions f , g is defined by
πf (g) =
∑
j∈Z
(Θjf)(Gj−3g).
At least formally, we have the following Bony decomposition
(3.19) fg = πf (g) + πg(f) +R(f, g) with R(f, g) =
∑
i∈Z
∑
|k−i|≤2
(Θif)(Θkg).
Denote fk,j := ∆k−jf and T
′
j,tf :=
d
dtTj,tf . By (3.19), we have
[b, T ′j,t]fk,j(x) = b(x)(T
′
j,tfk,j)(x)− T
′
j,t(bfk,j)(x)
= [πT ′j,tfk,j(b)(x) − T
′
j,t
(
πfk,j (b)
)
(x)]
+ [R(b, T ′j,tfk,j)(x) − T
′
j,t
(
R(b, fk,j)
)
(x)]
+ [πb(T
′
j,tfk,j)(x) − T
′
j,t
(
πb(fk,j)
)
(x)].
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Thus
II ≤
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j[πT ′j,tfk,j (b)− T
′
j,t
(
πfk,j(b)
)
]|2
)1/2∥∥∥∥2
L2
dt
t
)1/2
+
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j[R(b, T
′
j,tfk,j)− T
′
j,t
(
R(b, fk,j)
)
]|2
)1/2∥∥∥∥2
L2
dt
t
)1/2
+
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|∆k−j[πb
(
T ′j,tfk,j
)
− T ′j,t
(
πb(fk,j)
)
]|2
)1/2∥∥∥∥2
L2
dt
t
)1/2
:= II1 + II2 + II3.
We will estimate IIi, i = 1, 2, 3, respectively. For II1, note that Θi∆k−jg = 0 for g ∈ S
′(Rn)
when |i− (k − j)| ≥ 3, by (3.17), we get[
πT ′j,tfk,j (b)(x)− T
′
j,t
(
πfk,j(b)
)
(x)
]
=
∑
i∈Z
{
(T ′j,tΘi∆k−jf)(x)(Gi−3b)(x) − T
′
j,t[(Θi∆k−jf)(Gi−3b)](x)
}
=
∑
|i−(k−j)|≤2
1
t
∫
Sn−1
Ω(y′)(Gi−3b(x)−Gi−3b(x− 2
jty′))(Θi∆k−jf)(x− 2
jty′)dσ(y′).(3.20)
To estimate the above inequality, we need the follow lemma.
Lemma 3.7. ([12]) For any fixed 0 < τ < 1/2, we have
|Gkb(x)−Gkb(y)| ≤ C
2kτ
τ
|x− y|τ‖b‖∗,
where C is independent of k and τ .
By Lemma 3.7, note that for t ∈ [1, 2), we get∣∣∣1
t
∫
Sn−1
Ω(y′)(Gi−3b(x)−Gi−3b(x− 2
jty′))(Θi∆k−jf)(x− 2
jty′)dσ(y′)
∣∣∣
≤ C
2(i+j)τ
τ
‖b‖∗
∫
Sn−1
|Ω(y′)||(Θi∆k−jf)(x− 2
jty′)|dσ(y′)
≤ C
2(i+j)τ
τ
‖b‖∗T
∗
j,t(Θi∆k−jf)(x).(3.21)
Then by (3.20)-(3.21), (3.18) and Littlewood-Paley theory, we have
II1 ≤ C‖b‖∗
2kτ
τ
∑
|l|≤2
(∫ 2
1
∥∥∥(∑
j∈Z
|T ∗j,t(Θk−j+l∆k−jf)|
2
)1/2∥∥∥2
L2
dt
t
)1/2
≤ C
2kτ
τ
‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 ,
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where C is independent of k and τ .
Next, we estimate II2. Clearly, Θi+l∆k−jg = 0 for g ∈ S
′
(Rn) when |l| ≤ 2 and |i−(k−j)| ≥
8. Thus by (3.17),
[R(b, T ′j,tfk,j)(x)− T
′
j,t
(
R(b, fk,j)
)
(x)]
=
∑
i∈Z
∑
|l|≤2
(Θib)(x)(T
′
j,tΘi+l∆k−jf)(x)− T
′
j,t
(∑
i∈Z
∑
|l|≤2
(Θib)(Θi+l∆k−jf)
)
(x)
=
2∑
l=−2
∑
|i−(k−j)|≤7
(
(Θib)(x)(T
′
j,tΘi+l∆k−jf)(x)− T
′
j,t
(
(Θib)(Θi+l∆k−jf)
)
(x)
)
=
2∑
l=−2
∑
|i−(k−j)|≤7
1
t
∫
Sn−1
Ω(y′)(Θib(x)−Θib(x− 2
jty′))Θi+l∆k−jf(x− 2
jty′)dσ(y′).(3.22)
Note that for t ∈ [1, 2), by sup
i∈Z
‖Θi(b)‖L∞ ≤ C‖b‖∗ (see [24]), we get for any h ∈ L
p(Rn),
∣∣∣1
t
∫
Sn−1
Ω(y′)(Θib(x)−Θib(x− 2
jty′))h(x − 2jty′)dσ(y′)
∣∣∣
≤ C sup
i∈Z
‖Θi(b)‖L∞
∫
Sn−1
|Ω(y′)||h(x − 2jty′)|dσ(y′)
≤ C‖b‖∗T
∗
j,th(x).(3.23)
Using (3.22)-(3.23), (3.18) and Littlewood-Paley theory, we have
II2 ≤ C‖b‖∗‖Ω‖L1(Sn−1)
∑
|l|≤7
(∫ 2
1
∥∥(∑
j∈Z
|T ∗j,t(Θk−j+l∆k−jf)|
2
)1/2∥∥2
L2
dt
t
)1/2
≤ C‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 .
Finally, we estimate II3. Note that ∆k−j
(
(Θig)(Gi−3h)
)
= 0 for g, h ∈ S
′
(Rn) if |i−(k−j)| ≥
5. Thus we get
∆k−j[πb
(
T ′j,tfk,j
)
(x)− T ′j,t
(
πb(fk,j)
)
](x)
=∆k−j
(∑
i∈Z
(Θib)(Gi−3T
′
j,t∆k−jf)− T
′
j,t
(∑
i∈Z
(Θib)(Gi−3∆k−jf)
))
(x)
=
∑
|i−(k−j)|≤4
∆k−j
{(
ΘibT
′
j,t
(
Gi−3∆k−jf)
)
− T ′j,t
(
(Θib)(Gi−3∆k−jf)
)}
(x).
Since (
ΘibT
′
j,t
(
Gi−3∆k−jf)
)
− T ′j,t
(
(Θib)(Gi−3∆k−jf)
)
(x)
=
1
t
∫
Sn−1
Ω(y′)(Θib(x)−Θib(x− 2
jty′))Gi−3∆k−jf(x− 2
jty′)dσ(y′).
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Thus, by (3.23), (3.18) and Littlewood-Paley theory, we get
II3 ≤ C‖b‖∗‖Ω‖L1(Sn−1)
∑
|l|≤4
(∫ 2
1
∥∥∥∥
(∑
j∈Z
|T ∗j,tGk−j+l−3∆k−jf |
2
)1/2∥∥∥∥2
L2
dt
t
)1/2
≤ C‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 .
Together with the estimates of II1, II2 and II3, we get
(3.24) II ≤ Cmax{2,
2τk
τ
}‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 for k ∈ Z,
where C is independent of k and τ . Taking τ = 1|k| in (3.24), we get
II ≤ C(|k|+ 1)‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 for k ∈ Z.
Combining this with the estimate of I and III, we get
(3.25) ‖I2,kf‖L2 ≤ C(|k|+ 1)‖b‖∗‖Ω‖L1(Sn−1)‖f‖L2 .
Combining the estimates of (3.16) and (3.25), we get for some constant θ ∈ (0, 1) and k ∈ Z,∥∥S2,k(Tbf)∥∥2L2 ≤ Cmin{2vk , 2−γvk}(1 + |k|)‖b‖2∗‖Ω‖2L∞(Sn−1)‖f‖2L2
≤ C2−θ|k|‖b‖2∗‖Ω‖
2
L∞(Sn−1)‖f‖
2
L2 .
This finishes the proof of (3.14).
Proof of (3.15). Let
B =
{
{aj,t}j∈Z, t∈[1,2) : ‖aj,t‖B :=
(∑
j∈Z
‖aj,t‖
2
V2
)1/2
<∞
}
.
Clearly, (B, ‖ · ‖B) is a Banach space.Then,
S2,k(Tbf)(x) =
(∑
j∈Z
sup
t1<···<tN
[tl,tl+1]⊂[1,2)
N−1∑
l=1
∣∣(Tj,tl∆2k−j)bf(x)− (Tj,tl+1∆2k−j)bf(x)|2) 12
=
(∑
j∈Z
sup
t1<···<tN
[tl,tl+1]⊂[1,2)
N−1∑
l=1
∣∣(Tj,tl,tl+1∆2k−j)bf(x)|2) 12 ,
where
Tj,tl,tl+1f(x) =
∫
2jtl<|y|≤2jtl+1
f(x− y)
Ω(y)
|y|n
dy and [tl, tl+1] ⊂ [1, 2).
Then we get
S2,k(Tbf)(x) ≤
1∑
u=0
(∑
j∈Z
sup
t1<···<tN
[tl,tl+1]⊂[1,2)
N−1∑
l=1
∣∣Tj,tl,tl+1;b,u∆2k−j;b,1−uf(x)|2) 12 .
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For [tl, tl+1] ⊂ [1, 2) and u ∈ N, let
T˜j,tl,tl+1;b,uf(x) =
∫
2jtl<|x−y|≤2jtl+1
|f(y)||b(x) − b(y)|u
|Ω(x− y)|
|x− y|n
dy.
Then,
S2,k(Tbf)(x) ≤
1∑
u=0
(∑
j∈Z
sup
t1<···<tN
[tl,tl+1]⊂[1,2)
N−1∑
l=1
∣∣T˜j,tl,tl+1;b,u∆2k−j;b,1−uf(x)|2) 12
=
1∑
u=0
(∑
j∈Z
sup
t1<tN
[t1,tN ]⊂[1,2)
∣∣T˜j,t1,tN ;b,u(∆2k−j;b,1−uf)(x)|2) 12 .
Therefore, we get
(3.26) S2,k(Tbf)(x) ≤ C
1∑
u=0
(∑
j∈Z
∣∣T ∗Ω;b,u(∆2k−j;b,1−uf)(x)|2) 12 ,
where
T ∗Ω;b,uf(x) = sup
r>0
1
rn
∫
|x−y|<r
|f(y)||b(x)− b(y)|u|Ω(x− y)| dy.
Since for 1 < p <∞ and u ∈ {0, 1},∥∥∥∥
(∑
j∈Z
|T ∗Ω;b,ufj|
2
)1/2∥∥∥∥
Lp
≤ C‖b‖u∗‖Ω‖L log+ L(Sn−1)
∥∥∥∥
(∑
j∈Z
|fj|
2
)1/2∥∥∥∥
Lp
which were established in [21] and [9]. Then by (3.26) and Lemma 3.4, we have for 1 < p <∞,
‖S2,k(Tbf)‖Lp ≤ C‖b‖∗‖Ω‖L log+ L(Sn−1)‖f‖Lp .
This gives (3.15). Therefore, we complete the proof Proposition 3.6.
4 Proof of Theorem 1.7
We write
Ω(x′) = [Ω(x′)−
1
ωn−1
∫
Sn−1
Ω(y′)dσ(y′)] +
1
ωn−1
∫
Sn−1
Ω(y′)dσ(y′)
:= Ω0(x
′) + C(Ω, n),
where ωn−1 denotes the area of S
n−1. Thus,
MΩ,t;bf(x) =
1
tn
∫
|x−y|<t
Ω0(x− y)(b(x)− b(y))f(y)dy + C(Ω, n)
1
tn
∫
|x−y|<t
(b(x)− b(y))f(y)dy
:=MΩ0,t;bf(x) + C(Ω, n)Mt;bf(x),
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where Ω0 satisfies the cancelation condition (1.11). Denote the operator family {MΩ0,t;b}t>0 by
MΩ0;b and {Mt;b}t>0 by Mb. By Corollary1.5, we get for 1 < p <∞,
‖VρMb(f)‖Lp ≤ C‖b‖∗‖f‖Lp .
To prove Theorem 1.7, it suffices to show
(4.1) ‖VρMΩ0;b(f)‖Lp ≤ C‖b‖∗‖Ω‖L log+ L(Sn−1)‖f‖Lp .
Similarly, the proof of (4.1) is reduced to prove
(4.2) ‖Vρ({MΩ0,2k;bf}k∈Z)‖Lp ≤ C‖b‖∗‖Ω‖L log+ L(Sn−1)‖f‖Lp .
and
(4.3) ‖S2(MΩ0;bf)‖Lp ≤ C‖b‖∗‖Ω‖L(log+ L)2(Sn−1)‖f‖Lp .
For (4.2), the pointwise domination
Vρ({MΩ0,2k;bf}k∈Z) ≤ (
∑
k
|MΩ0,2k;bf |
2)1/2
for 1 < p <∞, which is a known result in [30].
For (4.3), observe that V2,j(MΩ0;bf) is just the strong 2-variation function of the family
{MΩ0,2jt;bf}t∈[1,2), hence
S2(MΩ0;bf)(x) =
(∑
j∈Z
|V2,j(MΩ0;bf)(x)|
2
) 1
2
.
Similar to the proof of (3.2), we get that for 1 < p <∞,
‖S2(MΩ0;bf)‖Lp ≤ C‖b‖∗‖Ω0‖L(log+ L)2(Sn−1)‖f‖Lp ≤ C‖b‖∗‖Ω‖L(log+ L)2(Sn−1)‖f‖Lp .
Therefore, (4.3) is proved.
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