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MODEL REDUCTION FOR CALIBRATION OF AMERICAN OPTIONS
O. BURKOVSKA, K. GLAU, M. MAHLSTEDT, AND B. WOHLMUTH
Abstract. American put options are among the most frequently traded single stock op-
tions, and their calibration is computationally challenging since no closed-form expression
is available. Due to the higher flexibility in comparison to European options, the mathe-
matical model involves additional constraints, and a variational inequality is obtained. We
use the Heston stochastic volatility model to describe the price of a single stock option. In
order to speed up the calibration process, we apply two model reduction strategies. Firstly,
a reduced basis method (RBM) is used to define a suitable low-dimensional basis for the
numerical approximation of the parameter-dependent partial differential equation (µPDE)
model. By doing so the computational complexity for solving the µPDE is drastically
reduced, and applications of standard minimization algorithms for the calibration are
significantly faster than working with a high-dimensional finite element basis. Secondly,
so-called de-Americanization strategies are applied. Here, the main idea is to reformulate
the calibration problem for American options as a problem for European options and to
exploit closed-form solutions. Both reduction techniques are systematically compared and
tested for both synthetic and market data sets.
1. Introduction
Mathematical models for option pricing typically depend sensitively on a set of parameters
such as, e.g., the interest rate, the long-run variance, the rate of mean reversion, the volatility
of volatility and the correlation parameter. Reliable predictions are only possible if these
parameters are known. While the interest rate is often known a priori, other parameters
cannot be accessed directly from the observed market data but have to be determined by
a computationally challenging calibration process. Constantly changing market situations
then require fast parameter fitting algorithms. Here, we consider single stock options of
American type. This type of options is path-dependent, as the option holder has the right
to exercise it at any time until maturity. Moreover, it is one of the most popular choices to
be traded at exchange stocks. To be able to react instantaneously to market movements,
complexity reduction techniques are of special interest. Both European and American
options can be based on a parameter-dependent partial differential equation in time and
asset price, see, e.g., [2, 34] and the references therein. However due to the higher flexibility
of exercising American options compared to European options, the mathematical model for
an American model has to be enriched by a suitable inequality constraint, reflecting the
arbitrage-free principle. Then the problem under consideration can be reformulated as a
weak variational inequality problem to which semi-smooth Newton schemes can be applied
as non-linear solvers. Classical finite discretization schemes such as finite elements or finite
differences then require rather high-dimensional basis spaces leading to large systems to
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be solved. To reduce the computational cost, we apply two different reduction techniques.
The first is based on reduced basis methods, which are perfectly suitable for parameter-
dependent partial differential equations, while the second exploits the fact that closed-form
solutions can be accessed for the simpler European options. The key idea of the reduced
basis method is to replace the locally supported standard FEM basis functions by basis
functions formed by solutions of the µPDE with specific choices of parameters. By doing
so, we typically obtain dense algebraic systems of considerably smaller size.
The RBM is not a new approach and has been extensively studied in the literature for
a wide range of applications, see, e.g., [45, 50, 32] and the references therein. However,
little attention has been paid to applications in finance. Recent work on model reduction
techniques in finance with a primary focus on POD methods include, e.g., [58, 56, 57, 49, 46].
First results for RBM can be found in [16, 48, 49]. In [43], RBM was applied to more complex
models, e.g., with parameter functions as an initial condition. While these references
focus on the simplest case of European options, American options, which are described
by parabolic variational inequalites, are considered in [12, 10, 5]. In the case of parabolic
variational inequalities, appropriately constructing the reduced basis spaces is much more
challenging than for variational equalities. To tackle this, POD-Angle-Greedy strategies [12]
or non-negative matrix factorization algorithms [4, 5] can be used. We also mention the
relevant works on RBM for variational inequalities for the stationary case [31, 64] and
instationary case in a space-time framework, e.g., [26].
Option pricing is associated with the calibration of non-observable parameters. This task
can be formulated as a least-squares minimization problem, which finds a model parameter
that minimizes the discrepancy between the model and market option prices in the sense of
least squares. These problems typically require require the numerical solution of the µPDE
to be evaluated many times for different values of the parameter, which incurs to a high
computational cost. Therefore, to accelerate the calibration routine while still providing
accurate results, we aim to apply the RBM. The idea is to replace the complex PDE model
by a simpler surrogate model constructed by the RBM approaches, or alternatively by POD
techniques, e.g., [56, 57]. Whereas calibration with the RBM in the linear case of European
options has already been studied in the literature [16, 47], the extension to American
options, to the best of our knowledge, has not yet been addressed. We also mention the
application of the RBM to PDE-constrained optimization problems [59] using the POD
method and recent work [19] on the reduced basis method.
The calibration problem can be also studied in the context of the theory of inverse
problems. Most works are concerned with reconstructing the implied volatility surface for
European options in the Black-Scholes model. This leads to an infinite-dimensional ill-posed
inverse problem. We refer, e.g., to [7], where unique solvability and stability of the inverse
problem are analyzed, and to [21], where an appropriate Tychonov regularization strategy
is proposed to address the inherent ill-posedness of the problem. Similarly, in [1, 3], an
infinite-dimensional Tychonov regularized problem for American options is considered and
the existence of solutions is derived together with their optimality conditions. In the present
case, due to the finite-dimensional parameter space, we generally expect the corresponding
inverse problem to be well-posed, and so we do not use a regularization term.
We note that for calibration one can also work directly in the stochastic framework
and compute the model prices, e.g., using a Monte-Carlo method by applying a backward
regression scheme as in [42] or by using different Monte-Carlo estimates as in e.g. [9, 24, 52].
Alternatively one can apply (binomial) tree methods as e.g. in [18, 55]. For European
options, closed-form solutions can be used, or FFT techniques, see, e.g., [44, 61, 25]. Fourier
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transform based pricing methods have been extended to price American options, see for
instance [22] and [41]. These methods are applicable when the Fourier transform of the
modelling stochastic process evaluated at fixed times is available in closed-form. In this
article we focus on a PDE-based approach that has a more general scope.
Whereas discretization techniques for PDEs and RDMs form a rather flexible and ab-
stract framework, de-Americanization strategies are specially designed for the valuation of
American options [13, 11]. These strategies first transform the price into a pseudo-European
option price and secondly calibrate the European option by directly applying the computa-
tionally less expensive closed-form solution. In [11], the de-Americanization techniques are
studied numerically, which also reveals their limitations. Both model reduction techniques,
i.e., the RBM strategy and the de-Americanization strategy, are numerically studied and
compared for the Heston model [33].
The rest of the paper is structured as follows: The model problem and the calibration
procedure is briefly introduced in 3. In Section 4, we discuss a POD-Angle-Greedy RBM for
the variational inequality of an American option pricing problem based on the Heston model.
Section 5 is devoted to the surrogate model obtained by the de-Americanization strategy
(DAS). In Section 6 both RBM and DAS are investigated numerically. A comparative study
of both techniques is presented in Section 6.3. Here, we use synthetic as well as real market
data sets to calibrate the unknown parameters.
2. Model problem
To calculate the price of an option (European or American) in a specific model, suitable
data must be provided. These data consist of the current asset price S0 > 0, the maturity
time T > 0, the strike price K > 0, and the set of input parameters, which are denoted
by the vector µ ∈ P, where P ⊂ Rp is a parameter domain. Whereas the first three
components, S0, K, T , are known and provided by the market data, the input parameter
vector µ is not known a priori, except for the interest rate r > 0, and needs to be estimated
from the market. These types of problems are referred to as parameter identification or
calibration problems. That is, given a set of observations of market option prices, we are
interested in the parameter µ that provides the best fit to the observed market data.
Generally, the market data is characterized by the actual spot price S0 and the market
option prices P obsi = P
obs(S0, Ti,Ki) for different maturities Ti and for different strikes Ki,
i = 1, . . . ,M . Mathematically, the calibration of option prices can be stated as a least
squares minimization problem: find µ ∈ Popt ∈ P that solves
min
µ
J(µ), J(µ) :=
1
M
M∑
i=1
|P obsi − Pi(µ)|2, (2.1)
where Pi(µ) = P (S0, Ti,Ki;µ) are the model prices, which can for example be computed
by solving the associated µPDE. More precisely, for European options, Pi(µ) solves
∂Pi(µ)
∂τ
+ L(µ)Pi(µ) = 0, in [0, T )× Rn+, (2.2a)
P (Ti;µ) = Hi, in Rn+, (2.2b)
where Hi is a pay-off functional and Hi = (Ki − S)+ for the put and Hi = (S −Ki)+ for
the call options, n = 1, 2, and τ denotes the time to maturity T := max(Ti), i = 1, . . . ,M .
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In the case of American put options, Pi(µ) satisfies
∂Pi(µ)
∂τ
+ L(µ)Pi(µ) ≤ 0, in [0, T )× Rn+, (2.3a)
Pi(µ) ≥ Hi, in [0, T )× Rn+, (2.3b)(
∂Pi(µ)
∂τ
+ L(µ)Pi(µ)
)
(Pi(µ)−Hi) = 0, in [0, T )× Rn+, (2.3c)
P (Ti;µ) = Hi, in Rn+, (2.3d)
with Hi := (Ki − S)+. Both problems are subject to suitable boundary conditions. The
operator L is a spatial (integro-) differential operator and is defined by the model used to
price the option, e.g., Black-Scholes [6], CEV model, Heston [33]. Here, we restrict ourselves
to the Heston model, [25, 44, 61], due to its ability to replicate the market behavior better
than some other models.
3. The Heston model and its calibration
We continue our discussion by introducing the Heston model [33], which is used to
calibrate the option prices, and and by describing the calibration procedure of this model.
3.1. Model problem. The Heston model is described by the following stock price (3.1a)
and volatility (3.1b) dynamics,
dS = ιSdτ + σSdW 1, (3.1a)
dν = κ(γ − ν)dτ + ξ√νdW 2, (3.1b)
The asset price S := {Sτ : τ ≥ 0} exhibits geometric Brownian motion with Wiener process
W 1, drift ι and volatility σ :=
√
ν. The stochastic instantaneous variance ν := {ντ : τ ≥ 0}
is driven by a mean-reverting square-root process (known as the Cox-Ingersoll-Ross (CIR)
process) with long-run variance γ > 0, rate of mean reversion κ > 0, and volatility of
variance (also called the volatility of volatility) ξ > 0. The Wiener processes W 1 and W 2
are correlated by ρ ∈ [−1, 1]. Moreover, the so-called Feller condition is assumed, which
states that the variance process (3.1b) is strictly positive if the parameters satisfy
2κγ > ξ2, (3.2)
see, e.g., [38]. Unless otherwise stated, we focus on setting the parameters such that the
Feller condition is always fulfilled. In terms of Itoˆ calculus, (3.1) can be reformulated as
the partial differential equations (2.2), (2.3), see, e.g., [2], where µ := (ξ, ρ, γ, κ, r), and the
operator L(µ) is defined as follows
L(µ)P (µ) := 1
2
νS2
∂2P (µ)
∂S2
+ ξνρS
∂2P (µ)
∂ν∂S
+
1
2
ξ2ν
∂2P (µ)
∂ν2
+ rS
∂P (µ)
∂S
+ κ(γ − ν)∂P (µ)
∂ν
− rP (µ). (3.3)
We note that the operator (3.3) is of a convection-diffusion reaction type with variable
coefficients that is degenerate for S = 0, ν = 0. To eliminate the degeneracy in the asset
price variable, the standard practice is to perform a log-transformation of S. Introducing
the new variable x := log(S/K), we denote by w(τ, ν, x,µ) := P (τ, ν,Kex;µ) the price
in the log-transformed variable, i.e., w(0, ν, x;µ) = χ(x) := (Kex − K)+ for a put and
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χ(x) := (K −Kex)+ for a call. Let L(µ) be the differential operator corresponding to L(µ)
in the log-transformed variable given by
L(µ)w(µ) = ∇ ·A(µ)∇w(µ)− b(µ) · ∇w(µ)− rw(µ), (3.4a)
with ∇ := ( ∂∂ν , ∂∂x)T , diffusion matrix A(µ) and velocity vector b(µ)
A(µ) :=
1
2
ν
[
ξ2 ρξ
ρξ 1
]
, b(µ) :=
[−κ(γ − ν) + 12ξ2
−r + 12ν + 12ξρ
]
. (3.4b)
The PDE is considered on a bounded domain Ω := (νmin, νmax) × (xmin, xmax) ⊂ R2,
xmin < 0 < xmax, 0 < νmin < νmax with the Lipschitz continuous boundary ∂Ω = ΓD ∪ ΓN,
where ΓD corresponds to the non-trivial Dirichlet part of the boundary ∂Ω, and ΓN stands
for the Neumann part. For European put options, we consider the boundary conditions as
in [20],
∂w
∂ν
(t, ν, x) =0, on ΓN := {(ν, x) ∈ Ω : ν ∈ {νmin, νmax}}, (3.5a)
w(t, ν, x) =Ke−rt, on Γ1D := {(ν, x) ∈ Ω : x = xmin}, (3.5b)
w(t, ν, x) =0, on Γ2D := {(ν, x) ∈ Ω : x = xmax}. (3.5c)
For American put options, we specify the boundary conditions as proposed in [15, 20],
w(t, ν, x) = χ(x), on ΓD := Γ
1
D ∪ Γ2D,
∂w
∂ν
(t, ν, x) = 0, on ΓN. (3.6a)
Next, we recast the problem in a variational form. We introduce the following functional
spaces
X = H1(Ω), V := {v ∈ X : v|ΓD = 0}, (3.7)
equipped with the norms ‖·‖X = ‖·‖H1 , ‖·‖V = |·|H1 , which correspond to the H1(Ω) norm
and semi-norm respectively. Let V ′ be the dual space of V , and denote by 〈·, ·〉V ′×V the
duality pairing of V with V ′. We then define the bilinear form a : V ×V → R corresponding
to the Heston model,
a(u, v;µ) :=
∫
Ω
A(µ)∇u · ∇v +
∫
Ω
b(µ) · ∇uv +
∫
Ω
ruv. (3.8)
Note that ν ≥ νmin > 0, ρ ∈ (−1, 1) and hence A(µ) is positive definite on Ω. It follows
from the admissible values of the parameters that for all µ ∈ P the bilinear form a(·, ·;µ)
is continuous and satisfies a G˚arding inequality on V × V , [51], i.e., there exist constants
0 < αa ≤ αa(µ), 0 < γa(µ) ≤ γa <∞, 0 ≤ λa(µ) ≤ λa <∞, such that
|a(u, v;µ)| ≤ γa(µ)‖u‖V ‖v‖V ∀u, v ∈ V, (continuity)
a(v, v;µ) ≥ αa(µ)‖v‖2V − λa(µ)‖v‖2L2(Ω) ∀v ∈ V. (G˚arding inequality)
For the semi-discretization in time, we use the θ-scheme with θ = 1/2. Let t := T −τ and
subdivide the time interval [0, T ] into I subintervals of equal length, tk := k∆t, 0 < k ≤ I
with ∆t = T/I. Defining wk(µ) := w(tk, ν, x;µ) ∈ X, we decompose it into wk = uk + ukL,
where uk ∈ V and ukL ∈ X is a continuous extension of the inhomogeneous Dirichlet data.
Furthermore, for all µ ∈ P, v ∈ V , θ ∈ [0, 1], k ∈ I, where I := {0, . . . , I − 1}, we define the
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linear functional fk+θ(µ) ∈ V ′ as follows
fk+θ(v;µ) := − 1
∆t
(
uk+1L (µ)− ukL(µ), v
)
L2(Ω)
− a
(
θuk+1L (µ) + (1− θ)ukL(µ), v;µ
)
. (3.10)
Using a test function v ∈ V in (2.2) yields the following variational formulation
1
∆t
(
uk+1 − uk, v
)
L2(Ω)
+ a(uk+θ, v;µ) = fk+θ(v;µ), v ∈ V, (3.11)
where uk+θ := θuk+1 + (1− θ)uk.
In terms of a Lagrange multiplier, the constrained problem (2.3) can be weakly written
in saddle point form, see, e.g., [39]. Define W = V ′ and M ⊂W as a dual cone by
M := {η ∈W : b(η, v) ≥ 0, v ∈ V, v ≥ 0}, (3.12)
where b(η, v) := 〈η, v〉V ′×V , for all η ∈ W , v ∈ V . For µ ∈ P and k ∈ I, we introduce the
functional gk+1 ∈W ′,
gk+1(η;µ) := b(η, χ)− b(η, uk+1L (µ)).
Then we arrive at the following variational saddle point formulation: For µ ∈ P, k ∈ I,
θ ∈ [0, 1], find (uk+1(µ), λk+1(µ)) ∈ V ×M , satisfying for all η ∈M,v ∈ V ,
1
∆t
(
uk+1 − uk, v
)
L2(Ω)
+ a(uk+θ, v;µ)− b(λk+1, v) = fk+θ(v;µ), (3.13)
b(η − λk+1, uk+1) ≥ gk+1(η − λk+1;µ). (3.14)
Note that for all µ ∈ P, k ∈ I, fk+θ ∈ V ′ and the bilinear form a(·, ·;µ) is continuous
and satisfies the G˚arding inequality. Thus, for a small enough time step ∆t < (1/θλa(µ)),
by a generalized Lax-Milgram argument, the problem (3.11) admits a unique solution
u(µ) ∈ V , [2, 51]. Moreover, the bilinear from b(·, ·) is inf-sup stable on W × V and unique
solvability of (3.14) is given, see, e.g., [8, Theorem 2.1].
3.2. Calibration. Given S0 and the observations P
obs
i at (Ti,Ki), i = 1, . . . ,M , we need to
compute the corresponding prices in the Heston model Pi(ν0, S0, Ti,Ki), where ν0 ∈ R+ is
the initial volatility. However, the value of ν0 is not observable and needs to be determined
together with the parameters ξ, ρ, γ, κ. We collect all parameters to be identified into the
single vector Θ = (Θ1, . . . ,Θ5) = (ξ, ρ, γ, κ, ν0) ∈ Popt, where
Popt :=
{
Θ ∈ R5 : Θmin,i ≤ Θi ≤ Θmax,i, i = 1, . . . , 5
}
. (3.15)
We replace the PDE constraints with the corresponding weak discrete problem in a log-
transformed variable. The polygonal domain Ω ⊂ R2 is resolved by a triangulation TN of
Ω, consisting of J simplices T jN , 1 ≤ j ≤ J , such that Ω = ∪TN∈TNTN . We use standard
conforming nodal first-order finite element approximation spaces XN ⊂ X, VN ⊂ V , where
XN := {v ∈ X : v|T jN ∈ P
1(T jN ), 1 ≤ j ≤ J}, and P1 is a space of linear polynomials with
degree at most one, and VN = XN ∩V , dim(XN ) = NX , dim(VN ) = NV . To discretize the
dual space W , we use discontinuous piecewise linear biorthogonal basis functions defined on
the same mesh as the basis functions of VN , [63]. That is, WN := span{χq, q = 1, . . . ,N},
dim(WN ) = NW = NV , where χq satisfy a local biorthogonality relation:∫
T jN
χqφp = δpq
∫
T jN
φp ≥ 0, φp ∈ VN , p, q = 1, . . . ,NV .
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The discrete cone MN ⊂WN is given as
MN = span+{χq}NWq=1 :=
{
η ∈WN : η =
NW∑
q=1
αqχq, αq ≥ 0
}
(3.16)
and (VN ,WN ) form a uniformly inf-sup stable pairing.
For a given µ ∈ P, k ∈ I, we approximate wk(µ) by wkN (µ) ∈ XN , wkN (µ) := ukN (µ) +
ukLN (µ) with u
k
N (µ) ∈ VN and ukLN (µ) ∈ XN and λk+1(µ) by λk+1N (µ) ∈ MN , k ∈ I. In
the reduced basis literature it is common to call ukN (µ) and λ
k
N (µ) the detailed solutions.
Then, for the European put options uk+1N (µ) ∈ VN , µ ∈ P, k ∈ I, solves the following
discrete problem
EEuN (µ) =

1
∆t
(
uk+1N − ukN , v
)
L2(Ω)
+ a(uk+θN , v;µ) = f
k+θ(v;µ),
(u0N − u0, v)V = 0, v ∈ VN .
The solution pair (uk+1N (µ), λ
k+1
N (µ)) ∈ VN ×MN , µ ∈ P, k ∈ I, for the American option
problem in turn satisfies the following detailed saddle point problem
EAmN (µ) =

1
∆t
(
uk+1N − ukN , v
)
L2(Ω)
+ a(uk+θN , v;µ)− b(λk+1N , v) = fk+θ(v;µ),
b(η − λk+1N , uk+1N ) ≥ gk+1(η − λk+1N ;µ), η ∈MN , v ∈ VN ,
(u0N − u0, v)V = 0.
Both problems have a unique discrete solution, and for i = 1, . . . ,M we denote the approx-
imate model price as
PN ,si (Θ) := w
ki
N (log(S0/Ki), ν0;µ),
which is obtained from the solutions of EsN , s ∈ {Eu,Am}. By abuse of notation, we often
omit the index s in the notation of PN ,si , if it is clear from context. Then the minimization
problem (2.1) can be written in the following form
min
Θ∈Popt
JN (Θ) :=
1
M
M∑
i=1
|P obsi − PNi (Θ)|2. (3.17)
4. Reduced basis method (RBM)
The high-fidelity discrete problem EN , in general, is computationally expensive for large
NV , and significantly slows down the calibration procedure. To reduce the complexity, we
apply the reduced basis method and substitute the detailed model EN with the reduced-
order surrogate model EN . Using a suitable basis generation procedure, as discussed
below, we construct the low-dimensional reduced spaces VN ⊂ VN for European options
and VN ⊂ VN , WN ⊂ WN , MN ⊂ MN for American options with dim(VN )  dim(VN ),
dim(WN ) dim(WN ). For a given µ ∈ P, we approximate uk+1N ∈ VN by uk+1N (µ) ∈ VN ,
λk+1N (µ) ∈ MN by λk+1N (µ) ∈ MN , k ∈ I. The reduced surrogate models for pricing
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European and American options are defined as follows
EEuN (µ) =

1
∆t
(
uk+1N − ukN , v
)
L2(Ω)
+ a(uk+θN , v;µ) = f
k+θ(v;µ),
(u0N − u0N , v)V = 0, v ∈ VN .
EAmN (µ) =

1
∆t
(
uk+1N − ukN , v
)
L2(Ω)
+ a(uk+θN , v;µ)− b(λk+1N , v) = fk+θ(v;µ),
b(η − λk+1N , uk+1N ) ≥ gk+1(η − λk+1N ;µ), η ∈MN , v ∈ VN ,
(u0N − u0N , v)V = 0.
Additionally, we require that the reduced spaces VN , WN are constructed such that the
bilinear form b(·, ·) is uniformly inf-sup stable on WN × VN with respect to N . Thus the
well-posedness of the reduced problems EEuN (µ) and E
Am
N (µ) is given, see also [12, 31].
We denote the reduced basis approximation of the model price by
PN,si (Θ) := w
ki
N (log(S0/Ki), ν0;µ),
where wkiN (µ) := u
ki
N (µ) + u
ki
LN (µ) and u
ki
N (µ) is a solution of EN := E
s
N , s = {Eu,Am}
for i = 1, . . . ,M . Then we approximate JN (Θ) ≈ JN (Θ), and obtain the following
minimization problem for the reduced model
min
Θ∈Popt
JN (Θ) :=
1
M
M∑
i=1
|P obsi − PNi (Θ)|2. (4.1)
Remark 4.1. Note that the interest rate r is not determined by a calibration procedure and
is fixed beforehand. In our case, the market data will be a single stock in the U.S., and for an
approximation of the risk-free rate we use the rates of the U.S. Department of the Treasury.
Hence, to construct the reduced basis spaces, we only need to consider the variation of four
parameters µ = (ξ, ρ, γ, κ) ∈ P ⊂ R4. However, this choice is restrictive and for new
market data we would need to construct a new reduced basis set. Therefore, to conserve
generality in our approach, we consider the variation of all parameters, µ = (ξ, ρ, γ, κ, r),
and consequently the constructed reduced basis will be entirely market-independent.
Numerous approaches exist for the construction of the reduced basis approximation
spaces. Their common goal is to exploit the parameter dependence of the problem and
to incorporate this information into the construction of the reduced bases. Typically,
this is done by applying an iterative greedy strategy to a set of snapshots, i.e., solutions
computed for different parameter values. For linear parabolic problems, a popular choice
is a combination of the greedy strategy for parameter selection and a proper orthogonal
decomposition (POD) in time resulting in a so-called POD-Greedy algorithm [28, 30].
For parabolic variational inequalities, the construction is more challenging due to the
requirement of uniform inf-sup stability. For stationary variational inequalities, a greedy
sampling is commonly used, [31, 64], while for time-dependent problems a POD-Angle-
Greedy [12] and a POD-NNMF1 [4] have been considered in the literature. In the present
work, we follow the idea of the POD-Greedy algorithm for European options and POD-
Angle-Greedy algorithm for American options.
Since the European option problem can be considered as a particular case of the American
option problem formulation, we focus on the description of the basis construction for the
latter problem and comment only on the differences.
1NNMF refers to a non-negative matrix factorization procedure, [40].
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Consider a finite subset PN := {µ1, . . . ,µN}, µi 6= µj , ∀i 6= j, N ∈ N and de-
fine the reduced spaces VN := span{ΨN} and WN := span{ΞN}, where the primal
ΨN := {ψ1, . . . , ψNV } ⊂ VN , and the dual ΞN := {ξ1, . . . , ξNW } ⊂ WN reduced bases
are constructed from the large set of snapshot solutions ukN (µi) and λ
k+1
N (µi), k ∈ I,
i = 1, . . . , N . The reduced cone is defined asMN := span+{ξj}NWj=1 :=
{∑NW
j=1 αjξj , αj ≥ 0
}
.
By construction ξj ∈MN and thus MN ⊂MN .
The approach we follow to construct ΨN and ΞN is presented in Algorithm 1. We
investigate the parameter domain P, that is replaced by a finite set Ptrain ⊂ P, by a greedy
search (Step 5–Step 13). In the greedy loop, we identify a “worst” parameter µN , i.e., a
parameter which leads to the worst RB approximation, and add it to the training set. This
selection requires an error measure EN (µN ), which can be chosen, e.g., as the true error
between the detailed solution and the reduced basis approximation or an a posteriori error
bound [12, 27, 30]. The availability and efficient computation of the latter choice makes
it more attractive from a computational point of view. Next, for the selected parameter,
we compute primal and dual bases and repeat this process Nmax times or until the desired
tolerance εtol of the stopping criterion is reached. For the primal reduced space construction,
we apply the standard POD-Greedy procedure (Step 11), where the difference between the
worst resolved trajectory ukN (µN ), k ∈ I, and its orthogonal projection onto the current
RB space ΠVN−1u
k
N (µN ) is compressed to the first dominant POD mode:
POD1
(
{vk}k∈I0
)
:= arg min
‖z‖V =1
∑
k∈I0
‖vk − (vk, z)V z‖2V .
Algorithm 1 POD-Angle-Greedy Algorithm
Input: Maximum number of iterations Nmax > 0, training sample set Ptrain ⊂ P, target
tolerance εtol
Output: RB bases ΨN , ΞN and RB spaces VN , WN
1: arbitrarily choose µ0 ∈ Ptrain and k′ ∈ I0 := I ∪ {I}
2: compute {ukN (µ0)}k∈I0 , {λk+1N (µ)}k∈I
3: set ξ0 = λ
k′
N (µ0)/‖λk
′
N (µ0)‖W , Ξ0 = {ξ0}, W0 = span{Ξ0}
4: set Ψ0 = orthonormalize
{
uk
′
N (µ0), T ξ0
}
, V0 = span{Ψ0}
5: for N = 1, . . . , Nmax do
6: µN = arg maxµ∈Ptrain EN−1(µ)
7: if εtrainN < εtol then return
8: end if
9: kN = arg maxk∈I
(
]
(
λk+1N (µN ),WN−1
))
10: ξN = λ
kN
N (µN )/‖λkNN (µN )‖W , ΞN = ΞN−1 ∪ {ξN}, WN = span{ΞN}
11: ψN = POD1
({
ukN (µN )−ΠVN−1
(
ukN (µN )
)}
k∈I0
)
12: ΨN = orthonormalize {ΨN−1 ∪ {ψN , T ξN}}, VN = span{ΨN}
13: end for
To construct the dual RB space, the vectors that maximize the volume of the resulting
cone, i.e., vectors showing the largest deviation from the current RB space (Step 9, are
selected. We denote ](η, Y ) := arccos (‖ΠY η‖W /‖η‖W ) the angle between the vector
η ∈W and the linear space Y ⊂W , where ΠY η is an orthogonal projection of η onto Y .
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Additionally, to form a uniformly stable pair of the reduced spaces VN , WN , we enrich the
primal space VN by the “supremizing” TξN , [53, 54], where T : WN → VN is a “supremizing”
operator, defined as a solution of (TξN , v)V := b(ξN , v), for all v ∈ VN . It is easy to see
that this inclusion ensures the inf-sup stability of b(·, ·) on WN × VN , see, e.g., [31, 54, 31].
For the case of European options no dual space is required and thus the steps in Al-
gorithm 1 involving the Lagrange multiplier space are omitted, resulting in a standard
POD-Greedy algorithm.
A computational speed-up of this method is achieved by a so-called offline/online pro-
cedure, which relies on the assumption that the problem has an affine dependence on its
parameters. That is, for every µ ∈ P the bilinear and linear forms are separable, i.e.,
there exist Θaq : P → R, q = 1, . . . , Qa, such that a(·, ·;µ) :=
∑Qa
q=1 Θ
a
q(µ)aq(·, ·), where
aq : V × V → R are parameter-independent. The same arguments apply to fk+θ(·;µ),
gk(·;µ) and u0N (µ). Then an offline routine requires the evaluation of all parameter-
independent quantities. Usually this procedure is computationally cost-intense, however it
is performed only once. In turn, the online procedure is computationally cheap and involves
assembling the parameter-dependent components and solving the reduced system. This
stage is executed multiple times for each new parameter value µ ∈ P; see, e.g., [32, 50] for
more details.
5. De-Americanization strategy (DAS)
In contrast to the reduced basis framework, which is based on the underlying pricing
PDE, the DAS transforms the observed American market prices into pseudo-European
prices prior to the calibration. That is, given an input data of American put options, we
consider the minimization problem (3.17) with JN (Θ) ≈ J˜N (Θ),
min
Θ∈Popt
J˜N (Θ) :=
1
M
M∑
i=1
|P˜ obsi − PNi (Θ)|2, (5.1)
where the prices P˜ obsj are the pseudo-European put prices. These are obtained by perturbing
the American put prices P obsj , i.e., P˜
obs
j := D(P
obs
j ), where D : RM → RM , and the
corresponding model prices are the European put prices, PNj (Θ) = P
N ,Eu
j (Θ). As in [11],
we use the binomial tree method, see [18], to transform American option prices into pseudo-
European option prices. In a nutshell, once the observed market prices P obsj , j = 1, . . . ,M ,
have been collected, for each single stock option an individual binomial tree is calibrated
to match this option price P obsj . The resulting tree is used to price the associated so-called
pseudo-European option with the same strike and maturity. A detailed description of the
de-Americanization method is given in [11, Algorithm 1].
The advantage of this method is that the complexity of the non-linear model for pricing
American options can be reduced to that of the linear model for pricing European options,
allowing closed-form solutions or Fourier techniques to be exploited.
In the following, we denote the prices obtained by the semi-closed-form solutions by PCFi ,
see [33]. This leads to the following minimization problem
min
Θ∈Popt
J˜CF(Θ) :=
1
M
M∑
i=1
|P˜ obsi − PCFi (Θ)|2. (5.2)
We note that from the computational point of view, the DAS is very attractive, particularly
in combination with the closed-form solutions. However, for each set of observations,
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an additional pre-processing time to transform the American data into European one is
required, and, as we will see later, this step can dominate the computational cost of the
entire calibration routine.
One could also consider a combination of the RBM with the de-Americanization strategy,
i.e., applying the RBM to approximate EEuN by E
Eu
N . The corresponding minimization
problem can be stated as follows
min
Θ∈Popt
J˜N (Θ) :=
1
M
M∑
i=1
|P˜ obsi − PNi (Θ)|2, (5.3)
with PNi (Θ) = P
N,Eu
i (Θ). We note that due to the presence of the box constraints this
finite-dimensional minimization problem admits a solution, see, e.g., [62].
6. Numerical results
The problems under consideration belong to the class of finite-dimensional optimization
problems with box constraints and thus suitable numerical algorithms have to be applied.
For the special case of the calibration with European options, the most popular optimization
algorithms are the gradient-based optimization methods; see, e.g., [2, 56] and the references
therein. By contrast, for American options, the situation is more involved due to non-
differentiability, see, e.g., [37, 35, 60]. Here, we use the MATLAB Optimization Toolbox
and apply the built-in “black-box” optimization solver lsqnonlin or fmincon, in which the
gradients are approximated by finite differences.
For the numerical experiments we set T = 2, I = 250, ∆t = T/I = 0.008, θ = 1/2.
The computational domain Ω = (νmin, νmax)× (xmin, xmax) = (10−5, 3)× (−5, 5) is resolved
by a triangulation with NX = 4753 nodes. For µ := (ξ, ρ, γ, κ, r) ∈ P ⊂ R5 and Θ :=
(ξ, ρ, γ, κ, ν0) ∈ Popt ⊂ R5, we define
P ≡ [0.1, 0.9]× [−0.95, 0.95]× [0.01, 0.5]× [0.1, 5]× [0.0001, 0.8], (6.1)
Popt ≡ [0.1, 0.9]× [−0.95, 0.3]× [0.01, 0.5]× [0.1, 5]× [10−5, 1]. (6.2)
Unless otherwise stated, the calibration routine is performed with with lsqnonlin, which uses
a Trust-Region-Reflective algorithm, and the stopping criterion is set as J(Θ)− J(Θ?) ≤
10−12, ‖Θ−Θ?‖2 ≤ 10−5, where Θ? is a locally optimal solution.
6.1. Calibration based on RBM. We consider a training set Ptrain composed of uni-
formly distributed points in P with |Ptrain| = 1024 for the European put and |Ptrain| = 3125
for the American put options. The bases are generated by the POD-Greedy and POD-Angle-
Greedy algorithms for the European and the American options, respectively. The reduced
systems have dimension Nmax = 100 for European put and Nmax = 125 for American put
options. Firstly, we consider the quality of the calibration in terms of the RBM applied to
a synthetic data set with r = 5%:
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S0 = 1,
T1 =
1
6
, K1 = {0.95, 0.975, 1, 1.025, 1.05},
T2 =
1
2
, K2 = K1 ∪ {0.9, 0.925, 1.075, 1.1},
T3 =
3
4
, K3 = K2 ∪ {0.85, 0.875, 1.125, 1.15},
T4 = 1, K4 = K3 ∪ {0.8, 0.825, 1.175, 1.2},
T5 = 2, K5 = K4 ∪ {0.75, 0.775, 1.225, 1.25}.
(6.3)
For each pair (Ti,Ki)i=1,...,5, we generate two artificial sets of observations P
obs consisting of
65 European and American put options at Θ = (0.7,−0.8, 0.3, 1.4, 0.3). That is, we solve the
detailed problems (3.17) with EAmN and EEuN for the parameter µ = (0.7,−0.8, 0.3, 1.4, 0.05)
and K = 1 and interpolate the corresponding solution Kiu
ki
N (ν, x;µ) at ν
? = ν0, x
?
i =
log(S0/Ki).
We perform the optimization routine with the reduced surrogate model (4.1) and the
high-fidelity detailed problem (3.17). In both cases, we use the same initial guess Θin for
the optimization algorithm. The results of the calibration for two different data sets of
American and European options are presented in Table 1. We observe that, using the
detailed models EsN , {s = Am,Eu}, we can basically recover the exact parameters Θex.
The reduced surrogate models provide still accurate enough results but are computationally
much less expensive.
Method E(µ) Θ ξ ρ γ κ ν0 ‖Θex −Θ?‖2
Θex 0.700 -0.800 0.300 1.400 0.300
Θin 0.601 -0.682 0.487 2.020 0.496
JN (Θ) EAmN Θ
? 0.700 -0.800 0.300 1.399 0.300 2.14e-5
JN (Θ) EAmN Θ
? 0.694 -0.831 0.298 1.447 0.303 5.62e-2
JN (Θ) EEuN Θ
? 0.700 -0.800 0.300 1.399 0.300 2.05e-5
JN (Θ) EEuN Θ
? 0.616 -0.886 0.293 1.306 0.300 1.52e-1
Table 1. Calibration of the synthetic data set of American and European
put options in the Heston model using detailed and reduced problems.
The influence of the calibration process on the accuracy of the option price for different
strike and maturity values are shown in Figure 1 for both American and European options.
In all plots, we hardly observe any differences in the option price obtained from the synthetic
and the calibrated data with the detailed problem and the reduced problem.
The run-time performance is reported in Table 2. Additionally, we state the number of
required iteration steps in the optimization algorithm and the number of function calls.
In this example, the optimization routine with the surrogate reduced model is about 100
times faster for American put options and about 350 times faster for European put options.
The reduced model for American options recovers the parameter slightly better than the
European one. This fact can be explained by the larger dimension of the reduced system
for American options and the larger training set, which is also reflected in the run-time
performance. We point out, that depending on the priority of the task, i.e., accuracy vs.
the run-time, one can always manually adjust the dimension of the reduced system.
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Figure 1. Results of the calibration to the synthetic data set of American
(upper row) and European (lower row) put options in the Heston model using
the detailed model EN (µ) (left) and the reduced surrogate model EN (µ)
(right). The circles are the synthetic prices and the stars are the prices in
the calibrated model.
Method E(µ) # iter. # J calib. time J(Θ?)
JN (Θ) EAmN 7 48 15.59 hrs 1.698e-16
JN (Θ) EAmN 8 54 9.50 min 9.515e-9
JN (Θ) EEuN 7 48 11.67 hrs 1.242e-16
JN (Θ) EEuN 11 72 1.996 min 1.157e-08
Table 2. Calibration results for the synthetic data set of American and
European put options in the Heston model in terms of the run-time per-
formance. The number “# iter.” corresponds to the number of iterations
and “# J” is the total number of function evaluations performed by the
optimization routine.
To quantify the differences between reduced and detailed calibration, we plot the point-
wise relative errors |P obsi − P si (Θ?)|/P obsi , s = {N , N}, i = 1, . . . ,M in Figure 2. We
observe that the reduced models yield a very good fit to the synthetic data with relative
errors within the 0.5%-margin.
6.2. Influence of the DAS on option pricing. To study the effects of the DAS, we
consider the difference between the de-Americanized put option prices and the corresponding
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Figure 2. Calibration results for the synthetic data set of American (upper
row) and European (lower row) put options in terms of point-wise absolute
relative errors, |P obsi − P s,Ami (Θ?)|/P obsi , i = 1, . . . ,M , using the Heston
model. Left: calibration with the detailed model EN (µ), s = N . Right:
calibration with the reduced surrogate model EN (µ), s = N .
European ones. We set S0 = 1, r = 5%,
K = {0.80, 0.85, 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, 1.20}
T =
{
1
12
,
2
12
,
3
12
,
4
12
,
6
12
,
9
12
,
12
12
,
24
12
}
and consider five different parameter sets, presented in Table 3. The leverage effect, that is,
negative correlation between stocks and their volatilities, is commonly observed in statistical
tests. This effect was cited as one of the motivating reasons for introducing local volatility
models, see [17]. In our study, we therefore consider only negative values of the correlation
parameter ρ. We note that in some economical studies, e.g., [23], it was shown that the
negative correlations between stocks and their volatilities sometimes are not primarily
connected to the actual leverage, i.e., capital structure of a company, but to the general
behavior in periods when the market is in downward movement.
Starting from scenario p1, we increase both the volatility of volatility parameter ξ and
the correlation ρ, and accordingly increase the long-run variance γ and the mean reversion
speed κ. In all scenarios, the initial volatility is set to the value of the mean reversion
γ, i.e., ν0 = γ. Using these settings, we simulate the respective American put option
prices in the Heston model, PN ,Ami , i = 1, . . . , 72. Then, applying the de-Americanized
approach, we translate these option prices into the corresponding European put options
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Scenario ξ ρ γ κ ν0
p1 0.10 -0.20 0.07 0.1 0.07
p2 0.25 -0.50 0.10 0.4 0.10
p3 0.40 -0.50 0.15 0.6 0.15
p4 0.55 -0.45 0.20 1.2 0.20
p5 0.70 -0.80 0.30 1.4 0.30
Table 3. Overview of the parameter sets to study the DAS effect
P˜N ,Eui := D(P
N ,Am
i ). To investigate the error produced by this transformation, we compare
the European put options produced by the de-Americanization method P˜N ,Eui with the
European put options obtained by solving the Heston PDE directly, PN ,Eui . The values of
the maximal error (maxi |P˜N ,Eui (Θ)− PN ,Eui (Θ)|) are presented in Table 4. The reference
values (maxi P
N ,Eu
i (Θ)) are presented in the third column.
Maximal absolute difference Maximal European price
T1 T2 T3 T4 T5 T6 T7 T8 T1 T2 T3 T4 T5 T6 T7 T8
p1 5e-4 2e-3 2e-4 1e-4 2e-4 2e-4 9e-5 3e-4 0.195 0.193 0.191 0.191 0.192 0.194 0.195 0.198
p2 8e-4 6e-5 3e-4 9e-5 2e-5 2e-5 7e-5 4e-4 0.196 0.195 0.195 0.197 0.200 0.204 0.208 0.217
p3 2e-4 1e-4 1e-4 1e-5 1e-4 3e-4 4e-4 1e-3 0.197 0.199 0.203 0.207 0.215 0.224 0.231 0.250
p4 3e-4 6e-5 7e-5 8e-5 2e-4 3e-4 4e-4 1e-3 0.199 0.205 0.211 0.218 0.229 0.243 0.255 0.286
p5 2e-4 1e-4 1e-4 3e-5 1e-4 4e-4 9e-4 3e-3 0.202 0.213 0.223 0.233 0.249 0.268 0.283 0.326
Table 4. Effects of the DAS on put option pricing in the Heston model.
We observe especially for scenarios p4 and p5, where the volatility of volatility ξ and
correlation ρ have higher values, that the DAS has the strongest effect. Note that here we
fix r = 5% as a particular case to highlight the de-Americanization effect, and we refer to
[11] for a more detailed parameter study.
6.3. Comparison between RBM and DAS. Next, we perform a numerical comparison
of the calibration with American put options using both model reduction techniques. That
is, we consider the minimization problems (4.1) and (5.1). For comparative purposes, we
also carry out the calibration with the detailed finite element solution (3.17).
First, we use a synthetic set of observations P obs given by (6.3). We consider different
parameter scenarios corresponding to different values of Θ ∈ Popt; see Table 5. For
each scenario, we construct an artificial set of observations P obsi := P
N ,Am
i , i = 1, . . . , 65.
In general, the parameter κ is price-insensitive, see, e.g., [38], and thus it cannot be
reconstructed. Therefore, we fix κ to its exact value and do the parameter estimation only
for ξ, ρ, γ, and ν0. The results of the calibration are summarized in Tables 6 and 7. We
observe that, overall, all methods provide a good reconstruction of the parameters. As
can be expected, the most cost-intense variant also provides the results with the highest
accuracy. However all of our surrogate models yield quite good results.
We observe that both reduction approaches provide a significant speed-up compared to
the expensive detailed solver, which on average takes about eight hours for each scenario.
Although the DAS allows for an extremely efficient calibration process, it requires an
additional pre-processing step for the data. In contrast to the RBM, this pre-processing
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ξ ρ γ κ ν0
p1 0.10 -0.20 0.07 0.5 0.07
p2 0.25 -0.50 0.10 0.5 0.10
p3 0.40 -0.50 0.15 0.6 0.15
p4 0.55 -0.45 0.20 1.2 0.20
p5 0.70 -0.80 0.30 1.4 0.30
p6 0.2928 -0.7571 0.0707 0.6067 0.0707
Table 5. Overview of the parameter sets used to generate the synthetic data set
Scenario Method E(µ) #J calib. time pre-process. time for P obs
JN (Θ) EAmN 75 8.524 hrs
p1 J˜N (Θ) EEuN 145 18.018 min 36.045 min
JN (Θ) EAmN 70 3.912 min
JN (Θ) EAmN 65 8.035 hrs
p2 J˜N (Θ) EEuN 70 8.895 min 36.830 min
JN (Θ) EAmN 70 3.489 min
JN (Θ) EAmN 60 8.341 hrs
p3 J˜N (Θ) EEuN 60 8.083 min 35.374 min
JN (Θ) EAmN 70 3.574 min
JN (Θ) EAmN 50 7.088 hrs
p4 J˜N (Θ) EEuN 45 6.031 min 36.660 min
JN (Θ) EAmN 55 2.813 min
JN (Θ) EAmN 40 6.331 hrs
p5 J˜N (Θ) EEuN 65 8.607 min 36.574 min
JN (Θ) EAmN 45 2.271 min
JN (Θ) EAmN 70 9.665 hrs
p6 J˜N (Θ) EEuN 70 9.555 min 36.960 min
JN (Θ) EAmN 90 4.503 min
Table 6. Computational time for calibrating American put options using
different model reduction techniques.
depends on the actual market data and therefore can not be performed in advance. This is
a serious bottleneck compared to the RBM approach.
Figure 3 shows the influence of the different calibration approaches on the parameters.
It can be seen that in all approaches the main difficulty arises in in identifying ξ and ρ. In
fact, this tendency has been also observed for the detailed solver (see cases p1, p4, Table 7).
The remaining parameters γ and ν0 are recovered almost exactly. We also note that for
scenarios p1–p3, which correspond to the cases when ξ, ν0 and ρ are the smallest, the DAS
calibration is able to provide a better reconstruction of the parameter ξ than the RBM.
By contrast, in the scenarios p4 and p5, which correspond to large values of the correlation
parameter, the DAS gives poorer results for ξ and ρ. This is consistent with the observation
made in Section 5, where we noticed that the errors caused by de-Americanization are the
largest in the cases where ξ and ρ are large (see Table 4, scenario p5, maturity T8).
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Scenario Method E(µ) Θ ξ ρ γ ν0 J(Θ?)
Θex 0.1 -0.2 0.07 0.07
p1 JN (Θ) EAmN Θ
? 0.1002 -0.1997 0.07 0.07 7.8806e-14
J˜N (Θ) EEuN Θ
? 0.1000 -0.3003 0.0701 0.0688 1.0248e-07
JN (Θ) EAmN Θ
? 0.1477 -0.0788 0.0697 0.0700 4.3440e-08
Θex 0.25 -0.5 0.1 0.1
p2 JN (Θ) EAmN Θ
? 0.25 -0.5 0.1 0.1 6.4756e-17
J˜N (Θ) EEuN Θ
? 0.2404 -0.5388 0.1001 0.0991 1.1363e-08
JN (Θ) EAmN Θ
? 0.2860 -0.4824 0.0968 0.1015 9.9148e-08
Θex 0.4 -0.5 0.15 0.15
p3 JN (Θ) EAmN Θ
? 0.4 -0.5 0.15 0.15 2.9834e-18
J˜N (Θ) EEuN Θ
? 0.4282 -0.4620 0.1544 0.1492 2.2003e-09
JN (Θ) EAmN Θ
? 0.3537 -0.5731 0.1456 0.1504 6.2085e-09
Θex 0.55 -0.45 0.2 0.2
p4 JN (Θ) EAmN Θ
? 0.5502 -0.4499 0.2 0.2 4.8235e-14
J˜N (Θ) EEuN Θ
? 0.5801 -0.4220 0.2044 0.1989 1.5377e-09
JN (Θ) EAmN Θ
? 0.5048 -0.4980 0.1989 0.1995 1.6681e-08
Θex 0.7 -0.8 0.3 0.3
p5 JN (Θ) EAmN Θ
? 0.7 -0.8 0.3 0.3 3.4388e-18
J˜N (Θ) EEuN Θ
? 0.8433 -0.6668 0.3170 0.2990 1.8369e-08
JN (Θ) EAmN Θ
? 0.6881 -0.8259 0.2994 0.3006 1.0533e-08
Θex 0.2928 -0.7571 0.0707 0.0707
p6 JN (Θ) EAmN Θ
? 0.2928 0.7571 0.0707 0.0707 6.5746e-18
J˜N (Θ) EEuN Θ
? 0.3690 -0.6026 0.0736 0.0685 1.6179e-07
JN (Θ) EAmN Θ
? 0.3096 -0.7049 0.0700 0.0718 9.6369e-08
Table 7. Calibration results on the synthetic data set of American put
options in the Heston model with different model reduction techniques: the
RBM, the de-Americanization method and the detailed problem.
To summarize our findings, the cases with “extreme” parameter values have a significant
impact on the performance of the optimization routine, in both the detailed and the reduced
problems. In the case of the reduced basis method, this difficulty may be overcome for
example by considering an adaptive parameter domain partition [29], in particular for ξ and
ρ, or by increasing the number of snapshots, and furthermore by increasing the dimension
of the reduced system. However, this will also result in an increase in the time required to
compute the solution.
6.4. Real market data. Finally, we extend our approach to the calibration of a real
market data set, provided by options on the Google stock. Since the Google stock does
not pay dividends, the American call options can be priced the same as the European
call options, [36]. Hence, we restrict consideration to only American put options. Namely,
we consider the data P obs of 401 American put options with S0 = 523.755, r = 0.15%
on February 2nd, 2015. The data is pre-processed using the methodology applied to the
volatility index (VIX) by the Chicago board of exchange [14]:
• For each option with strike price Ki, we consider the midpoint of the bid-ask spread.
• Options with zero bid prices are neglected.
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Figure 3. Reconstructed parameters for the different scenarios obtained
by calibrating American put options with different model reduction tech-
niques.
• If two puts with consecutive strike prices have zero bid prices, no puts with lower
strike prices are included.
The used data is given in the appendix, see Table 10. In terms of the moneyness, we
consider all types, out-of-the money (Ki < S0), at-the-money (Ki = S0) and in-the-money
(Ki > S0) options.
In our synthetic test scenarios, the Feller condition (3.2) was automatically satisfied.
However, this does not hold for general calibration processes. Thus, we impose the following
additional constraint on Θ = (ξ, ρ, γ, κ, ν0) ∈ Popt
Popt :=
{
Θ ∈ R5 : Θmin,i ≤ Θi ≤ Θmax,i, 2Θ3Θ4 −Θ21 < 0, i = 1, . . . , 5
}
. (6.4)
As optimization algorithm, we take the MATLAB function fmincon based on the Interior-
Point method and which, in contrast to lsqnonlin, allows the inclusion of inequality con-
straints. We consider the same termination condition for the optimization routine as
previously.
To calibrate the parameters, we consider the detailed minimization problem (3.17) and,
as previously, the reduced models: the RBM (4.1), the DAS (5.1) and the combination of
both (5.3). For completeness, we also consider the calibration of the de-Americanized data
using the closed-form solution of (5.2).
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Method E(µ) Θ ξ ρ γ κ ν0
Θin 0.6005 -0.6815 0.4867 2.02 0.4961
JN (Θ) EAmN Θ
? 0.5953 -0.7210 0.0527 3.3615 0.0584
JN (Θ) EAmN Θ
? 0.5144 -0.7964 0.0521 2.5906 0.0554
J˜N (Θ) EEuN Θ
? 0.4095 -0.6818 0.0516 1.6262 0.0567
J˜CF(Θ) Θ
? 0.3927 -0.6518 0.0580 1.4554 0.0546
Table 8. Parameters obtained by the calibration on American put options
given on the Google stock using different methods
The results of the calibration are presented in Table 8. As before, γ and ν0 can be
easily identified by all our approaches. The rate of mean reversion κ appears to be a
non-identifiable parameter, and all models provide quite different results. For the remaining
parameters ξ and ρ, we observe that the DAS tends to underestimate the volatility of
volatility ξ and the correlation ρ, compared to the detailed and RBM approach. This is
clearly reflected in all models that use the perturbed de-Americanized data, i.e., J˜N (Θ)
and J˜CF(Θ). This is in good agreement with our observations for the synthetic data sets
(see scenario p5 and p6), wherefor large (absolute) values of the correlation parameters the
DAS was unable to provide a good reconstruction of the parameters ξ and ρ.
Method E(µ) # iter. # J calib. time pre-process. time for P obs
JN (Θ) EAmN 35 219 68.72 hrs
JN (Θ) EAmN 38 260 44.20 min
J˜N (Θ) EEuN 34 207 56.47 min 4.96 hrs
J˜CF(Θ) 43 265 4.30 min 4.96 hrs
Table 9. Computational time for calibrating American put options given
on the Google stock in the Heston model using different methods
The results of the run-time performance of the different methods is given in Table 9. We
observe that the detailed approach is much more cost-intense than the proposed surrogate
models. The cost can be drastically reduced from a couple of days to less than an hour.
Notably, we observe the substantial speed-up obtained by evaluating model prices with
the closed-form solutions. This approach appears to us the most efficient when dealing
with European options. However, taking into consideration the additional time for pre-
processing the data in the DAS, the total time for calibration with this method can be much
slower than the calibration with American options using the RBM, depending how often the
calibration has to be performed with new market data. However, the DAS pre-processing
time could be sped up by implementing more advanced tree methods. We also note that,
in contrast to the DAS, the RBM approach allows us to control the accuracy by increasing
the dimension of the reduced spaces.
Figure 4 shows the calibration results based on market data for the detailed and the
RBM approaches and the results for the two DAS are provided in Figure 5. The relative
error for all approaches does not exceed 50% and increases in the out-of-the money region,
which corresponds to the smallest option prices. To reduce this effect, one could consider
different weights in the objective functional, e.g., imposing larger weights for small option
price values.
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Figure 4. Left: the Google data set of American put options (circles)
and the calibrated model data in the Heston model (stars). Right: the
relative error of the market and calibrated data, |P obsi − P s,Ami (Θ?)|/P obsi ,
i = 1, . . . ,M , s = {N , N}
7. Conclusion
In this paper, we applied the reduced basis methodology to the calibration of European
and American put options. In the case of American options we additionally considered a
de-Americanization strategy. Both reduction strategies are compared numerically. While
RBM techniques aim to achieve smaller dimensions for the discrete spaces in the variational
formulations of the problem, the DAS replaces the constrained PDE model of an American
option with the unconstrained model of a European option. By doing so, a model error
of fixed size occurs, but the RBM offer flexibility by allowing us to adaptively adjust the
accuracy.
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Appendix A. Google market data
K\T 0.2027 0.3753 0.6247 0.9507 1.9671
250 2.50
260 1.20 2.90
265 0.55
270 0.62 1.30 3.30
275 0.68 1.50
280 0.75 1.62 3.80
285 0.80 1.73
290 0.88 1.80 4.65
295 0.97 1.95
300 0.28 1.00 2.10 5.35
305 0.40 1.12 2.27
310 0.40 1.20 2.45 6.25
315 0.40 1.30 2.67
320 0.47 1.38 2.85 7.40
325 0.57 1.50 3.12
330 0.65 1.60 3.40 8.10
335 0.72 1.75 3.60
340 0.78 1.90 3.85 9.65
345 0.82 2.05 4.20
350 0.88 2.23 4.55 10.90
355 0.97 2.40 4.90
360 1.05 2.70 5.30 12.55
365 1.12 2.90 5.65
370 1.25 3.17 6.15 14.30
375 1.38 3.45 6.65
380 1.52 3.75 7.15 16.45
385 1.65 4.10 7.65
390 2.05 4.45 8.15 18.30
395 0.93 2.25 4.85 8.80
400 1.05 2.50 5.30 9.45 20.85
405 2.73 5.75 10.10
410 1.40 3.08 6.30 10.75 22.85
415 1.48 3.35 6.85 11.55
420 1.65 3.75 7.45 12.40 25.55
425 1.93 4.10 8.15 13.40
430 2.10 4.55 8.80 14.20 28.30
435 2.33 5.05 9.55 15.35
440 2.70 5.55 10.40 16.25 31.35
445 3.10 6.10 11.25 17.35
450 3.50 6.80 12.30 18.65 34.00
455 3.92 7.50 13.25 19.80
460 4.25 8.35 14.25 21.20 37.80
465 5.20 9.20 15.45 22.60
470 5.85 10.20 16.70 23.90 41.45
475 6.65 11.25 18.00 25.30
480 7.60 12.40 19.45 27.15 45.20
485 8.65 13.70 20.95 28.55
490 9.85 15.10 22.55 30.75 49.20
495 11.15 16.55 24.25 32.60
500 12.65 18.25 26.00 34.60 53.50
505 14.05 20.00 27.90 36.80
510 16.05 21.95 30.00 38.70 58.15
515 17.75 23.90 32.15 41.45
520 19.90 26.20 34.40 43.65 62.90
525 22.50 28.55 36.70 46.05
530 24.70 31.05 39.20 48.55 67.90
535 27.40 33.50 41.85 50.85
K\T 0.2027 0.3753 0.6247 0.9507 1.9671
540 30.20 36.40 44.45 52.70 72.65
545 33.25 39.25 47.60 56.10
550 37.15 42.30 50.25 58.95 78.50
555 40.80 45.45 53.15 61.85
560 44.30 49.00 56.55 64.80 84.05
565 48.25 52.35 59.40 67.50
570 51.95 56.00 63.50 71.10 90.40
575 55.90 59.80 66.70 73.90
580 60.20 63.70 69.85 77.25 96.45
585 64.50 67.10 74.25 81.30
590 68.80 71.60 77.85 84.45 103.00
595 73.35 76.30 81.70 88.20
600 77.35 80.65 85.10 91.55 108.85
605 82.35 84.80 89.65 95.20
610 87.30 89.65 93.20 99.10 116.45
615 92.50 94.05 97.40 102.90
620 96.65 98.45 101.85 106.80 123.75
625 101.30 103.00 106.40 111.80
630 106.50 107.25 110.60 116.00 130.65
635 111.75 112.95 115.00 120.25
640 117.20 117.25 119.85 124.40 138.10
645 121.45 122.30 124.40 128.55
650 127.25 126.70 128.90 132.55
655 131.45 133.70 137.15
660 136.45 138.15 141.80 153.70
665 141.45 143.05 146.10
670 146.65 147.35 150.50
675 151.80 152.05 154.90
680 156.20 158.25 159.45 169.45
685 161.20 161.60 164.05
690 166.30 166.55 168.65
695 171.30 171.45 173.15
700 176.20 176.45 178.15 186.40
705 181.10 181.75
710 186.15 186.25 188.40
715 191.10 191.35
720 196.05 195.85 197.15 203.70
725 201.05 201.80
730 205.85 206.50 206.95
735 211.00 211.05
740 216.80 216.80 216.20 222.30
745 221.80 221.90
750 226.55 226.85 226.20
755 231.80
760 236.80 236.15 240.60
765 241.95
770 246.95 246.05
775 251.80
780 256.80 256.05 258.90
790 267.00 265.70
800 276.95 276.05 277.70
810 287.25 286.05
820 296.05
830 306.05
840 316.05
860 336.05
880 356.05
Table 10. Google market data consisting of 401 American put options with
S0 = 523, 755 on February 2nd, 2015.
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