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Abstract
This thesis focuses on the design and evaluation of adaptive multi-
modal systems. The design of such systems is approached from an
integrated perspective, with the goal of obtaining a solution where
aspects related to both adaptive and multimodal systems are consid-
ered. The result is FAME, a model based framework for the design
and development of adaptive multimodal systems, where adaptive ca-
pabilities impact directly over the process of multimodal fusion and
fission operations. FAME overviews the design of systems capable of
adapting to a diversified context, including variations in users, execu-
tion platform, and environment. FAME represents an evolution from
previous frameworks by incorporating aspects specific to multimodal
interfaces directly in the development of an adaptive platform.
One of FAME’s components is the Behavioral Matrix, a multipurpose
instrument, used during the design phase to represent the adaptation
rules. In addition, the Behavioral Matrix is also the component re-
sponsible for bridging the gap between design and evaluation stages.
Departing from an analogy between transition networks for represent-
ing interaction with a system, and behavioral spaces, the Behavioral
Matrix makes possible the application of behavioral complexity met-
rics to general adaptive systems. Moreover, this evaluation is possible
during the design stages, which translates into a reduction of the re-
sources required for evaluation of adaptive systems. The Behavioral
Matrix allows a designer to emulate the behavior of a non-adaptive
version of the adaptive system, allowing for comparison of the ver-
sions, one of the most used approaches to adaptive systems evaluation.
In addition, the designer may also emulate the behavior of different
user profiles and compare their complexity measures.
The feasibility of FAME was demonstrated with the development of
an adaptive multimodal Digital Book Player. The process was suc-
cessful, as demonstrated by usability evaluations. Besides these eval-
uations, behavioral complexity metrics, computed in accordance with
the proposed methodology, were able to discern between adaptive and
non-adaptive versions of the player. When applied to user profiles of
different perceived complexity, the metrics were also able to detect
the different interaction complexity.
Keywords: Adaptive Multimodal Interfaces, Evaluation, Design,
FAME, Behavioral Matrix
Resumo - Portuguese Abstract
Esta tese foca-se em dois aspectos relevantes das interfaces multi-
modais adaptativas: o seu desenvolvimento e a sua avaliac¸a˜o. Em
qualquer um destes esta´gios podem ser identificados um conjunto de
problemas fundamentais, alguns dos quais sa˜o abordados nesta tese.
O processo de desenvolvimento de interfaces multimodais adaptativas
e´ caracterizado pela inexisteˆncia de uma framework gene´rica, capaz
de englobar simultaneamente aspectos essenciais das interfaces multi-
modais e das interfaces adaptativas. As aproximac¸o˜es existentes ate´
aqui, dedicam-se a resolver problemas te´cnicos, a estudar combinac¸o˜es
particulares de modalidades, sem preocupac¸o˜es de generalizac¸a˜o, ou a
promover a adaptac¸a˜o em contextos de utilizac¸a˜o esta´ticos. Platafor-
mas mais recentes, abordam a adaptac¸a˜o a variac¸o˜es, quer do uti-
lizador, quer do contexto de uso dado pela plataforma e pelo am-
biente de execuc¸a˜o. No entanto, estas plataformas sa˜o limitadas no
seu aˆmbito por na˜o considerarem a totalidade das potencialidades das
interfaces multimodais. Assim, apesar de serem capazes de gerar in-
terfaces para diferentes plataformas, na˜o sa˜o capazes de, na mesma
plataforma, operar de uma forma verdadeiramente multimodal.
Nesta tese, apresenta-se a FAME, uma framework para ambientes
multimodais adaptativos. A FAME caracteriza-se por ser uma a-
proximac¸a˜o baseada em modelos, que considera, desde a sua ge´nese,
as particularidades das interfaces adaptativas e das interfaces multi-
modais. Assim, de forma a garantir uma capacidade de adaptac¸a˜o a
um contexto de utilizac¸a˜o de espectro alargado, a FAME e´ capaz de se
adaptar em func¸a˜o de entradas do utilizador, variac¸a˜o do ambiente de
execuc¸a˜o, bem como da plataforma de execuc¸a˜o, e ainda aos pro´prios
eventos originados pela aplicac¸a˜o. Para o conseguir, a arquitectura
proposta inclui um modelo de utilizador, um modelo do ambiente e
um modelo de plataforma e dispositivos. Para ale´m destes modelos,
um modelo de interacc¸a˜o, armazena um conjunto de templates, em
que a framework se baseia para criar as suas sa´ıdas. Esta arquitectura
de adaptac¸a˜o, integra-se directamente numa interface multimodal, ao
modificar a forma como as operac¸o˜es de fusa˜o e cisa˜o multimodais
sa˜o efectuadas. Quer os pesos, quer os padro˜es de integrac¸a˜o, podem
ser alterados pelo motor de adaptac¸a˜o, em func¸a˜o das variac¸o˜es no
contexto de uso.
Um dos aspectos fundamentais da FAME e´, precisamente, o seu mo-
tor de adaptac¸a˜o, suportado pelo conceito de Matriz Comportamen-
tal. A Matriz Comportamental descreve os comportamentos poss´ıveis
da aplicac¸a˜o e do utilizador, a partir de um conjunto de dimenso˜es
definidas no espac¸o comportamental. Estas dimenso˜es, e os seus
poss´ıveis valores, resultam do processo de ana´lise do sistema. A Ma-
triz Comportamental e´ enta˜o um conjunto de ce´lulas, em que cada
ce´lula corresponde a um ponto no espac¸o comportamental, e repre-
senta uma regra de adaptac¸a˜o. Cada uma das ce´lulas armazena a
seguinte informac¸a˜o: o estado de activac¸a˜o da regra; o nu´mero de
vezes que a regra foi activada por intervenc¸a˜o directa do utilizador;
a fo´rmula que conduz a` activac¸a˜o da regra; e o conjunto de ce´lulas
sobre as quais esta ce´lula toma precedeˆncia em caso de va´rias ce´lulas
se encontrarem activas simultaneamente, com efeitos contradito´rios.
Um dos benef´ıcios da utilizac¸a˜o da Matriz Comportamental foi a ca-
pacidade de reduzir a complexidade na elaborac¸a˜o do conjunto de
regras de adaptac¸a˜o que gerem uma aplicac¸a˜o adaptativa. Outras
vantagens incluem a sistematizac¸a˜o do processo de ana´lise e desenho
de aplicac¸o˜es, que beneficia do facto de cada passo ser baseado nos
resultados de passos anteriores, e a separac¸a˜o dos aspectos referentes
a`s operac¸o˜es multimodais, dos aspectos relevantes para a adaptac¸a˜o,
o que possibilita que, durante a construc¸a˜o das regras de adaptac¸a˜o,
o designer se possa abstrair dos detalhes referentes a` fusa˜o ou cisa˜o
multimodais.
O outro aspecto fundamental abordado nesta tese e´ a avaliac¸a˜o de
sistemas adaptativos. A avaliac¸a˜o de sistemas adaptativos e´, geral-
mente, baseada em me´tricas de eficieˆncia e usabilidade. O processo
de avaliac¸a˜o passa, na maioria dos casos, por comparar o sistema
adaptativo com uma versa˜o na˜o adaptativa do mesmo sistema. Este
e´ precisamente um dos problemas da avaliac¸a˜o dos sistemas adapta-
tivos, visto que em alguns casos, essas verso˜es na˜o adaptativas, sa˜o
na realidade verso˜es abaixo do aceita´vel, quer em termos de funciona-
lidades, quer em termos de usabilidade, visto que na˜o foram dese-
nhadas para funcionar como tal. Outros problemas particulares da
avaliac¸a˜o de sistemas adaptativos incluem a dificuldade em encon-
trar um crite´rio de sucesso va´lido, e o facto dos efeitos da adaptac¸a˜o,
quando esta e´ realizada correctamente, serem indetecta´veis pelo uti-
lizador, principalmente em per´ıodos de utilizac¸a˜o curtos. Para ultra-
passar estes problemas, alguns autores propuseram me´tricas que na˜o
recorrem a` opinia˜o subjectiva dos utilizadores. No entanto, algumas
destas me´tricas possuem um aˆmbito de aplicac¸a˜o muito limitado (por
exemplo, apenas a sistemas hiperme´dia adaptativos) ou continuam a
exigir a realizac¸a˜o de testes emp´ıricos para observac¸a˜o da interacc¸a˜o,
o que implica a manutenc¸a˜o dos gastos com recursos que as avaliac¸o˜es
emp´ıricas acarretam.
Nesta tese descreve-se uma aproximac¸a˜o que evita estes problemas.
A metodologia sugerida e´ baseada em me´tricas de complexidade com-
portamental. Para a sua aplicac¸a˜o original e´ necessa´ria a observac¸a˜o
da interacc¸a˜o de um utilizador com a aplicac¸a˜o de modo a estabelecer
uma rede de estados e transic¸o˜es. Com a metodologia apresentada
nesta tese, os estados e transic¸o˜es sa˜o calculados a partir da Matriz
Comportamental, constru´ıda para descrever o comportamento de um
componente do sistema. A partir de uma analogia entre o espac¸o
comportamental e uma rede de estados e transic¸o˜es, torna-se poss´ıvel
o ca´lculo de estados e transic¸o˜es a partir da mesma Matriz Comporta-
mental que e´ utilizada para definir as capacidades adaptativas de uma
aplicac¸a˜o. Como a Matriz Comportamental e´ constru´ıda em tempo
de desenho, este processo pode ser aplicado numa fase ainda inicial
do processo de desenvolvimento do sistema, para ale´m de evitar a
necessidade de realizac¸a˜o de avaliac¸o˜es emp´ıricas, e os custos nestas
envolvidos.
O uso da Matriz Comportamental para este fim abre ainda novas
possibilidades de avaliac¸a˜o. Como a Matriz Comportamental e´ um
instrumento de desenho, com grande facilidade se podem construir
matrizes que simulam o comportamento da aplicac¸a˜o em diferentes
condic¸o˜es. E´ assim poss´ıvel construir uma Matriz Comportamental
que represente o comportamento de uma versa˜o na˜o adaptativa da
aplicac¸a˜o, e com base nas me´tricas de complexidade comportamen-
tal comparar as duas verso˜es, evitando o seu desenvolvimento. Da
mesma forma, e´ poss´ıvel simular o comportamento da aplicac¸a˜o com
utilizadores de diferentes perfis, construindo as respectivas Matrizes
Comportamentais e calculando as me´tricas de complexidade compor-
tamental.
A fim de validar, quer a competeˆncia da FAME para o desenvolvi-
mento de aplicac¸o˜es multimodais adaptativas, quer o uso das me´tricas
de complexidade comportamental baseadas nas Matrizes Comporta-
mentais, desenvolveu-se uma aplicac¸a˜o para leitura de Livros Falados
Digitais. Esta aplicac¸a˜o utiliza, para entrada, quer dispositivos de
interacc¸a˜o tradicionais, como o teclado e o rato, quer reconhecimento
de voz. A sa´ıda da aplicac¸a˜o recorre quer a apresentac¸a˜o visual, quer
a voz previamente gravada ou a voz sintetizada. A aplicac¸a˜o e´ ainda
caracterizada por uma se´rie de capacidades de adaptac¸a˜o, que va˜o
desde a adaptac¸a˜o visual das diferentes janelas que a compo˜em, ate´ a`
aprendizagem dos comportamentos preferidos do utilizador para no-
tificac¸o˜es.
Avaliac¸o˜es emp´ıricas confirmaram a usabilidade da aplicac¸a˜o, vali-
dando assim a utilizac¸a˜o da FAME como framework de desenvolvi-
mento. As mesmas avaliac¸o˜es emp´ıricas foram ainda aproveitadas
para comparar verso˜es adaptativas e na˜o adaptativas da aplicac¸a˜o.
Os resultados destas avaliac¸o˜es foram de encontro ao relatado por
outros autores, na˜o conseguindo estabelecer diferenc¸as entre as duas
verso˜es. Foi experimentada a utilizac¸a˜o do NASA Task Load Index,
uma me´trica subjectiva de carga de trabalho, que, no entanto, tambe´m
na˜o foi capaz de distinguir entre as duas verso˜es da aplicac¸a˜o. Tendo
as avaliac¸o˜es emp´ıricas sido inconclusivas mais uma vez, recorreu-se
a` utilizac¸a˜o das me´tricas de complexidade comportamental. A partir
de uma Matriz que representa o comportamento da versa˜o na˜o adap-
tativa foi poss´ıvel distinguir entre as verso˜es adaptativa e na˜o adapta-
tiva. Foram ainda constru´ıdas matrizes para representar o comporta-
mento dos perfis de utilizador identificados durante os testes efectu-
ados. Aplicando o ca´lculo da complexidade comportamental a partir
destas matrizes foi tambe´m poss´ıvel distinguir valores de diferente
complexidade, tendo-se revelado promissora para este fim, uma das
me´tricas do conjunto de me´tricas de complexidade comportamental.
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Chapter 1
Introduction
This introduction constitutes a broad overview of all the research results reported
in this dissertation. It begins by discussing the background, motivation and
challenges for the research. It continues with a summary of the methodology
employed, the results achieved and of the contributions made. The introduction
concludes with a review of the thesis’ structure.
1.1 Overview
Technological developments and growing awareness of the human behavior, allied
with the complexity of the problems presented to computational systems, and the
needs of security, ease of learning and usability, have given rise to bigger efforts
in the study, research and development of the human-computer interaction field.
This is also supported by the broader range of users interacting with computa-
tional systems, most of the time during their daily activities. From this larger
scope arises a fundamental demand: the need for systems that offer interaction
in the most natural and intuitive way possible.
Emulating human-human communication is, probably, the most promising
route to achieve this natural and intuitive interaction. Human-human interaction
is multimodal in nature. Humans interact using combinations of speech, gestures,
gaze, sounds, and many other ways that improve their understanding of what is
being communicated. To achieve this level of intuitiveness, human-computer
interaction must adopt multimodal interfaces (Oviatt, 2003).
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Together with this growing awareness and desire for natural interaction, Uni-
versal Access resurfaces as a critical quality target in the context of the Informa-
tion Society (Stephanidis, 2001). This is not only due to the changing world view
on disabled and elderly people, but also due to the pace of technological change,
which in many cases delivers products and services requiring particular skills and
abilities on the part of the human user. In other words, as a result of recent
technological developments, the range of the population, which may gradually
be confronted with accessibility problems, extends beyond the population of dis-
abled and elderly users to include all people. Thus, Universal Access refers to the
global requirement of coping with diversity in: (i) the target user population (in-
cluding people with disabilities) and their individual and cultural differences; (ii)
the scope and nature of tasks; and (iii) the technological platforms and the effects
of their proliferation into business and social endeavors (Stephanidis, 2001).
In the context of human-computer interaction, Universal Access introduces a
new perspective that recognizes, respects, values and attempts to accommodate
in the design of computer-based products, a very wide range of factors, including
not only human abilities, skills, requirements and preferences, but also usage,
environment and execution contexts. Such a commitment should not be inter-
preted as a call for a single design solution suitable for all users, but, instead, as
an effort to design products and services that can adapt themselves so as to suit
the broadest possible end-user population. In doing this, the implication is that
different solutions will be appropriate for different contexts of use. In other words,
adaptation is a key element for coping with diversity in the human-computer in-
teraction field (Browne & Totterdell, 1990; Brusilovsky, 1996; Hayes-Roth et al.,
1995; Horvitz et al., 1998; Oppermann, 1994a; Schneider-Hufschmidt et al., 1993;
Stephanidis, 2001).
In the light of the above, it becomes evident that the challenge of accessibility
needs to be addressed through more proactive and generic approaches, which
account for all dimensions and sources of variation. These dimensions range from
the characteristics and abilities of users, to the characteristics of technological
platforms, to the relevant aspects of the context of use.
2
1.1 Overview
1.1.1 Motivation and Relation to Research Projects
Parts of this thesis’ work were done in the context of two research projects,
IPSOM (Indexing, Integration and Sound Retrieval in Multimedia Documents)
and RiCoBA (Rich Content Books for All). Both projects deal with Digital
Talking Books, covering aspects concerning their production and playback. The
work described in here is mostly related to the playback domain, although its
influence extended to the production domain also, mainly to what concerns the
usage of multimodalities.
This thesis’ work relates to the aforementioned projects on two stages of its
development. In an initial stage, problems found during the projects execution
motivated the work done in the thesis. As stated above, one of the projects’
working area concerns the playback of Digital Talking Books. One of the tasks
conducted in that context pertained to the evaluation of a group of Digital Talk-
ing Book software playback devices. This evaluation identified a set of usability
flaws in the current players. In addition, one of the projects’ goals was to extend
the concept of Digital Talking Books, endowing it with the possibility to inte-
grate additional resources, if necessary, in different modalities. Based in these
two factors, it was decided to build a new Digital Talking Book player, which
should integrate in its philosophy the concepts of Universal Accessibility, as well
as be able to present the contents, making use of diversified modalities. These
requirements demanded for the construction of an adaptive multimodal applica-
tion, aligning themselves with the thesis’ goals. The projects thus benefited from
the development of a playback software device, based on the framework for the
development of adaptive multimodal applications, resulting from the thesis work.
In a second stage, the research projects acted as a test bed for the thesis
results, providing a case study for the application of the thesis contributions.
This relationship existed in two levels. Initially it allowed for the development
of one adaptive multimodal application, based on the framework proposed in the
thesis, contributing to its validation. Later it made possible to conduct a series
of empirical evaluation studies, designed to assess the validity of the evaluation
procedure put forward in the thesis.
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1.2 Challenges
From what has been exposed in the previous section, the successful design of
adaptive multimodal interfaces would benefit from the development of general
approaches accounting for all sources of variation. Current frameworks for the
development of adaptive systems have begun to consider variations to the context
of use and execution platforms, in addition to the characteristics and abilities
of the user, which have been considered since the earlier works on adaptation.
However, the advantages of multimodal interaction are not taken into account.
Some approaches can be used to develop interfaces for different platforms, but
do not support platform variations in run-time. On the other hand, generic
frameworks for the development of multimodal interfaces are even rarer, and do
not consider the use of adaptive features.
In the multimodal interfaces field the situation is more inadequate, with most
efforts concentrated on specific technical problems, or dedicated to specific modal-
ities. Even though the work done in tackling technical problems is of fundamental
importance to the development of adaptive and multimodal interfaces, it is of a
very particular nature, and not suited for a more general interface description.
The same can be said of specific modality combinations, where some of the con-
tributions do not generalize for other modality combinations, due to the nature
of the recognition technologies involved.
Considering the stated above, the first challenge approached in this thesis,
is the development of a framework capable of accounting for different sources
of variation, while, at the same time, keeping in mind the specificities of multi-
modal interfaces, and taking advantage of the benefits of adaptive technologies
to improve the interaction with a combined adaptive multimodal system.
Some recent frameworks, whose scope is similar to the challenge stated above,
have adopted a notion of context of use capable of accounting for different sources
of variation (Balme et al., 2004; Calvary et al., 2001b). In this respect they
partially achieve the proposed goal. However, these frameworks still fail to exploit
the advantages offered by multimodal interfaces, and do not attempt to adapt
multimodal usage to the changing conditions of the operating environment. Thus,
the development of a framework that accounts for multimodal specific issues inside
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the adaptation process is still an open challenge in the field of human-computer
interaction.
Following the framework’s development, the next big challenge approached in
this thesis is the evaluation of systems resulting from applying it. Evaluation is
needed to assess the extent of systems’ functionalities, the effect of the interface
on the user, and to identify specific problems with the system. Adaptive sys-
tems evaluation has been mostly done by comparing the adaptive system with a
non-adaptive version. This may in itself be a problem, when the non-adaptive
version is a stripped down version of the adaptive system, resulting in a compar-
ison with a sub-optimal system. This is just one of the problems of evaluating
adaptive systems that are added to the traditional difficulties encountered when
evaluating a system. Another problem specific to adaptive system evaluation is
the definition of criteria for successful adaptation. Evaluation of adaptive sys-
tems usually considers efficiency and usability metrics. However, past evaluations
of adaptive systems have failed to show differences between adaptive and non-
adaptive versions when considering those metrics. Several explanations have been
put forward, including the fact that an adaptation correctly done will be mostly
invisible to the system’s user.
To overcome this problem, non subjective metrics have been proposed. Some
of these have been able to successfully distinguish between adaptive and non-
adaptive versions. However, the applicability of these metrics is somewhat lim-
ited. Some require a specific type of system, like an adaptive hypermedia one.
Others require observation of a user interaction with the system, thus failing to
eliminate the need for empiric evaluation.
Taking this into consideration, the second major challenge approached in the
thesis is finding a metric capable of measuring adaptation effects. Given previous
results, the metric should not be based on subjective ratings, and an effort was
made to devise a metric that waives the need for empiric evaluations. Additional
goals include finding a process to apply the metric to compare and distinguish
adaptive and non-adaptive versions of a system. Such result would be a way to
validate the metrics’ goodness. One further goal, is reusing the process, or devis-
ing a new one, to employ the metric to compare a system’s adaptive capabilities
according to its available features.
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1.3 Research Methods Employed
This section provides an overview of the methodology proposed to achieve the
goals enumerated in the previous section. Two main areas result from the chal-
lenges presented: design and evaluation. The planned methodology for the de-
velopment of a framework for adaptive multimodal systems design is described
by the following steps:
1. Requirements gathering for an adaptive multimodal application capable of
responding to variations in users and context of use, as defined by the
Universal Accessibility concept.
2. Review of current frameworks for the development of adaptive or multi-
modal applications. Characterization of those frameworks according to the
requirements elicited before, in order to understand what contributes to
their achievement, and what limitations detract from that goal.
3. Identification of the adaptation dimensions necessary to design a multi-
modal environment. Understanding how these translate to individual com-
ponents of an adaptive architecture.
4. Develop an architecture based on valid contributions from the ones pre-
viously reviewed. Extend that architecture to include the components re-
quired to provide it with the features necessary to operate in an environment
characterized by multimodal interaction.
5. Evaluating the resulting architecture by using it as the basis for the de-
velopment of an adaptive multimodal application. The research projects
mentioned earlier provide a rich setting for the proposed evaluation. Em-
ploy the lessons learned during the application development to refine the
architecture.
The methodology for research of a metric capable of successfully evaluating
adaptation is expressed in the following points:
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1. Review of current approaches to the evaluation of adaptive systems. Char-
acterization of the metrics employed and assessment of metric success fac-
tors.
2. Identification of a set of metrics traditionally used in the evaluation of adap-
tive systems, which can be measured through an empirical evaluation. Per-
forming an empirical evaluation of the adaptive multimodal system based
on the framework developed. Comparison of the results obtained with the
results reported in other evaluation studies.
3. Characterization of the failings and limitations of metrics not measured
through empiric evaluations. Design of a new metric overcoming those
limitations, capable of measuring adaptation effects, distinguishing adaptive
applications from non-adaptive ones, and considering other success factors
previously identified.
4. Employ the metric to evaluate the developed adaptive multimodal appli-
cation. Compare the results of the metric application with results from
empirical evaluations.
1.4 Results
The following lists the main results of this thesis:
 The Rich Book Player, an adaptive multimodal Digital Talking Book player.
Developed according to the guidelines of the FAME framework, the Rich
Book Player is an application capable of operating in varying execution
conditions. Benefiting from the concepts of Universal Access embodied in
FAME, the Rich Book Player offers the same functionality for normally
sighted users and for visually impaired users. In addition, it overcomes the
limitations identified in other Digital Talking Book players.
 Usability evaluation of the Rich Book Player. This empiric evaluation mea-
sured traditionally employed metrics of usability and subjective satisfaction
for a group of participants using the Rich Book Player. Positive usability
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results confirmed the successful development of the application. Evaluation
results were also processed in an attempt to measure differences between
the adaptive Rich Book Player, and a version with some adaptive features
disabled. Results from this analysis are in accordance to previously pub-
lished results, confirming the difficulties of this category of metrics in distin-
guishing between adaptive and non-adaptive versions of an application. In
addition to the traditionally used metrics, one other metric was considered
in this evaluation: the NASA Task Load Index. This metric measures the
workload, and to the best of the author’s knowledge, had not been used
for this goal. Although revealing lower workload for the users of the adap-
tive version, it did not reach statistical significance, thus failing to confirm
the hypotheses that it could be used to distinguish between adaptive and
non-adaptive versions.
 A tool for computing the number of states and transitions of a Behavioral
Matrix. This tool is used in the proposed adaptive measure computing
process.
1.5 Contributions
The following details the main contributions made by this thesis:
 FAME, the Framework for Adaptive Multimodal Environments. FAME
is a model based framework that supports the development of adaptive
multimodal applications by providing a conceptual basis, which relates the
different aspects of adaptive and multimodal systems, and a set of steps
for guiding the development process. To account for the diversity of users
and usage situations, FAME’s architecture considers a set of models to de-
scribe relevant attributes and behaviors regarding user, execution platform
and environment. The information stored in the models, combined with
user inputs and application generated events is used to adapt input and
output capabilities of the interface. The adaptation directly impacts the
multimodal nature of the interface, by changing weights and integration
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patterns of the multimodal fusion and fission operations, thus enabling a
multimodal system with run-time adaptive capabilities.
 The Behavioral Matrix, a tool with multiple purposes in the system’s de-
sign and evaluation cycle. The Behavioral Matrix is firstly used to describe
the application behavior through adaptation rules. It functions as a self-
contained rule repository and adaptation engine, being capable of storing
rule status and activation count, activation formula, and precedence in-
formation. The Behavioral Matrix, as a design tool, proves its value, by
helping to reduce the complexity of expressing several production rules at
the same time. The Behavioral Matrix also plays an important role in the
evaluation stage, as described in the next item.
 Application of the behavioral complexity metrics during the design stage.
This was made possible by conceptually relating transition networks, which
describe interactions with a system, with the behavioral space, which is
the base of the Behavioral Matrix. Given this conceptual relation, the Be-
havioral Matrix is used to compute states and transitions, thus allowing
the computation of the behavioral complexity metrics. Being possible to
design Behavioral Matrices for different application behaviors and user pro-
files, it was demonstrated the feasibility to use the behavioral complexity
metrics to distinguish between adaptive and non-adaptive versions of the
same application, as well as to compare the behavioral complexity of differ-
ent user profiles. This process greatest advantage is its availability during
the design stage, allowing a considerable resources reduction, as well as its
application in the earlier stages of design, when compared with other eval-
uation procedures that require experiments with developed applications to
be conducted.
1.5.1 List of Publications
The results presented in this thesis have been validated through the publication of
conference and journal articles and a book chapter. A complete list of publications
is presented next.
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1.5.1.1 Design of Adaptive Multimodal Systems Publications
These are the publications related with the FAME framework, all the work that
lead to its formalization, and its application to the development of the Rich Book
Player.
Producing DTBs from Audio Tapes
Carlos Duarte, Lu´ıs Carric¸o, Teresa Chambel, Nuno Guimara˜es
In Proceedings of the 5th International Conference on Enterprise Information
Systems (ICEIS 2003), Volume 3, pp. 582-585. Angers - France, April 2003.
Spoken Books: Multimodal Interaction and Information Repurposing
Lu´ıs Carric¸o, Nuno Guimara˜es, Carlos Duarte, Teresa Chambel, Hugo Simo˜es
In Proceedings of the HCI International Conference (HCII 2003), pp. 680-684,
Lawrence Erlbaum Associates, Inc. Crete, Greece, June 2003.
A Multimodal Interface for Digital Talking Books
Carlos Duarte, Teresa Chambel, Lu´ıs Carric¸o, Nuno Guimara˜es, Hugo Simo˜es
In Proceedings of the IADIS International WWW/Internet 2003 Conference, pp.
153-160. Algarve, Portugal, November 2003.
Identifying Adaptation Dimensions in Digital Talking Books
Carlos Duarte, Lu´ıs Carric¸o
In Proceedings of the 9th ACM International Conference on Intelligent User In-
terfaces (IUI 2004), pp. 241-243, Funchal, Portugal, ACM Press, 2004
A Flexible Interface Architecture for Digital Talking Books
Carlos Duarte, Lu´ıs Carric¸o, Hugo Simo˜es
In Proceedings of the 6th International Conference on Enterprise Information
Systems (ICEIS 2004), pp. 158-163, Porto, Portugal, 2004
Users and Usage Driven Adaptation of Digital Talking Books
Carlos Duarte, Lu´ıs Carric¸o
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In Proceedings of the HCI International Conference. Volume 3, Human-Computer
Interfaces: Concepts, New Ideas, Better Usability, and Applications, 10 pgs.
Lawrence Erlbaum Associates, Inc., Las Vegas, USA, July, 2005, ISBN: 0-8058-
5807-5.
A Conceptual Framework for Developing Adaptive Multimodal Appli-
cations
Carlos Duarte, Lu´ıs Carric¸o
In Proceedings of IUI’2006, 11th International Conference on Intelligent User
Interfaces, Sydney, Australia, pp. 132-139, ACM Press, January, 2006, ISBN:
1-59593-287-9.
Playback of Rich Digital Books on Mobile Devices
Carlos Duarte, Lu´ıs Carric¸o, Fernando Morgado
In Proceedings of the 12th International Conference on Human-Computer Inter-
action (HCI International 2007), Beijing, P.R. China, 22-27 July 2007, Springer,
LNCS
Developing an Adaptive Digital Talking Book Player with FAME
Carlos Duarte, Lu´ıs Carric¸o
Journal of Digital Information, Volume 8, Issue 3, 2007
1.5.1.2 Evaluation of Adaptive Multimodal Systems Publications
These are the publications related with the evaluation of adaptive multimodal
systems.
Avaliac¸a˜o de aspectos de sincronizac¸a˜o de Livros Falados Digitais
Carlos Duarte, Lu´ıs Carric¸o, Hugo Simo˜es, Teresa Chambel, Nuno Guimara˜es
In Proceedings of the Coop-Media 2003, Workshop of Sistemas de Informac¸a˜o
Multime´dia, Cooperativos e Distribu´ıdos (Coop-Media 2003), pp. 53-65, ISEP,
Porto, Outubro 2003
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Usability Evaluation of Digital Talking Books
Carlos Duarte, Lu´ıs Carric¸o
In Proceedings of Interacc¸a˜o 2004, 1st National Conference in Human Computer
Interaction, pp. 9-17, Lisbon, Portugal, June, 2004. ISBN: 972-98464-4-8.
Avaliac¸a˜o de Aspectos de Sincronizac¸a˜o de Livros Falados Digitais
Carlos Duarte, Lu´ıs Carric¸o, Hugo Simo˜es, Teresa Chambel, Nuno Guimara˜es
In Sistemas de Informac¸a˜o, N. 17, pp. 7-19, 2005. Journal of the Portuguese
Association of Information Systems (Associac¸a˜o Portuguesa de Sistemas de In-
formac¸a˜o). ISSN: 0872-7031
Avaliac¸a˜o de Interfaces Multimodais para Livros Falados Digitais com
foco Na˜o Visual
Carlos Duarte, Teresa Chambel, Hugo Simo˜es, Lu´ıs Carric¸o, Eduardo Santos,
Guilherme Francisco, Se´rgio Neves, Ana Catarina Rua, Joa˜o Robalo, Tiago Fer-
nandes
In Proceedings of Interacc¸a˜o 2006, 2nd National Conference in Human Computer
Interaction, pp. 105-113, Braga, Portugal, October, 2006. ISBN: 972-98464-7-2.
Conveying Browsing Context Through Audio on Digital Spoken Books
Carlos Duarte, Lu´ıs Carric¸o
In Proceedings of the 4th International Conference on Universal Access in Human-
Computer Interaction, Beijing, P.R. China, 22-27 July 2007, Springer, LNCS
Evaluating Usability Improvements by Combining Visual and Audio
Modalities in the Interface
Carlos Duarte, Lu´ıs Carric¸o, Nuno Guimara˜es
In Proceedings of the 12th International Conference on Human-Computer Inter-
action (HCI International 2007), Beijing, P.R. China, 22-27 July 2007, Springer,
LNCS
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1.5.1.3 Other Related Publications
These are publications done in the context of the aforementioned projects, dealing
with aspects not covered in this thesis.
Modular Production of Flexible Digital Talking Books
Lu´ıs Carric¸o, Carlos Duarte, Nuno Guimara˜es, Anto´nio Serralheiro, Isabel Tran-
coso
In Proceedings of the 6th International Conference on Enterprise Information
Systems, ICEIS 2004, Porto, Portugal, April 2004.
Building Rich User Interfaces for Digital Talking Books
Lu´ıs Carric¸o, Carlos Duarte, Rui Lopes, Miguel Rodrigues, Nuno Guimara˜es
In Computer-Aided Design of User Interfaces IV, Chapter 27, pp 335-348, Ja-
cob, Robert; Limbourg, Quentin; Vanderdonckt, Jean (Eds.), Kluwer Academic
Publishers: Dordrecht / Netherlends, January, 2005, ISBN: 1-4020-3145-9.
New Ways to Read Digital Talking Books
Miguel Rodrigues, Lu´ıs Carric¸o, Carlos Duarte, Nuno Guimara˜es, Anto´nio Ser-
ralheiro, Isabel Trancoso
In Proceeding of the IADIS International Conference on Applied Computing, San
Sebastian, Spain, pp. 673-677, IADIS Press, February, 2006, ISBN: 972-8924-
09-7.
DiTaBBu - Automating the Production of Time-based Hypermedia
Content
Rui Lopes, Lu´ıs Carric¸o, Carlos Duarte
In Proceedings of WWW’2006, 15th International World Wide Web Conference,
Edinburgh, Scotland, pp. 905-906, ACM Press, May, 2006, ISBN: 1-59593-178-3.
Spoken Language Technologies Applied to Digital Talking Books
Isabel Trancoso, Carlos Duarte, Anto´nio Serralheiro, Diamantino Caseiro, Lu´ıs
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Carric¸o, Ce´u Viana
In Proceedings of Interspeech 2006, Pittsburgh, PA, USA, 17-21 September 2006
On the road to Rich Digital Books
Rui Lopes, Carlos Duarte, Hugo Simo˜es, Lu´ıs Carric¸o
In Proceedings of Interacc¸a˜o 2006, 2nd National Conference in Human Computer
Interaction, pp. 85-88, Braga, Portugal, October, 2006, ISBN: 972-98464-7-2.
Rich Digital Books for the Web
Rui Lopes, Hugo Simo˜es, Carlos Duarte, Lu´ıs Carric¸o
In Proceedings of the WEBIST International Conference: Web Interfaces and Ap-
plications, Barcelona, Spain, pp. 248–253, INSTICC Press, March, 2007 ISBN:
978-972-8865-78-8.
1.6 Dissertation Structure
This introduction has provided an overview, motivation and challenges for the
research reported in this thesis. The contributions of this thesis were briefly
sketched. The remainder of this thesis is structured as follows.
Chapter 2 covers related work. It begins by introducing the relevant concepts
of adaptive and multimodal systems, as well as their limitations, advantages, and
guidelines for both types of interfaces. The chapter proceeds with a review of
current frameworks for the development of multimodal and adaptive systems.
It ends with a review of evaluation methodologies, covering empiric evaluation,
layered evaluation, and adaptivity metrics.
Chapter 3 introduces FAME. The architecture and all its components are
detailed. The Behavioral Matrix is explained, and its use as an adaptive rule
processing unit illustrated. Finally, the set of steps for adaptive multimodal
application development are presented, together with a simple example for better
understanding.
Chapter 4 describes how FAME was used to develop the Rich Book Player.
Before presenting this detailed example of the application of FAME to the de-
velopment of an adaptive multimodal system, an introduction to the concept of
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Digital Talking Book is provided. This is complemented by the results of an
evaluation of current Digital Talking Book Players. The chapter ends with a de-
scription of the features of the Rich Book Player, and shows how these features
contribute to overcome the limitations identified in other players.
Chapter 5 explains how the Behavioral Matrix can be used to evaluate adap-
tive systems. The process to obtain the states and transitions count is detailed.
The use of the Behavioral Matrix for distinguishing between adaptive and non-
adaptive applications, and for comparing behaviors originated by different user
profiles is explained.
Chapter 6 presents the results of the evaluation of the Rich Book Player. It
begins with the results of an empiric evaluation, where, besides the traditional
usability measures, the use of the NASA Task Load Index as an evaluation met-
ric of adaptive systems was tried out. Two experiments are reported. One in a
controlled setting, and the other in an uncontrolled setting, whose goal was to
evaluate the results of a prolonged period of use of the application. The chapter
concludes with the results of the application of the behavioral complexity metrics,
showing they can be used to distinguish between adaptive and non-adaptive ver-
sions of the application, and comparing the complexity associated with different
user profiles.
Finally, chapter 7 presents the conclusions, further detailing how the results
reported in the thesis contribute to solving the identified problems, and debating
some unresolved issues that will be approached in the future.
15

Chapter 2
Related Work
The work presented in this thesis relates to the development and evaluation of
adaptive multimodal interfaces. This chapter introduces related concepts and
previous work. Sections 2.1 and 2.2 introduce adaptive and multimodal inter-
faces, respectively. A discussion of their merits and limitations is also provided.
Section 2.3 introduces four frameworks for the design and development of inter-
faces with adaptive or multimodal characteristics. Finally, section 2.4 presents
the difficulties of evaluating interfaces with these characteristics. The concept of
layered evaluation is introduced, as well as two measures which have been used
in the evaluation of adaptive systems.
2.1 Adaptive Interfaces
Computer systems today cover a wide variety of interactive applications, such as
WYSIWYG editors, spreadsheets, games, browsers, and many more. As these
systems become more complicated, offering a growing number of choices to the
user, so do the interfaces become more complex. Also, the increasing number
of computer users, means there are people with very different levels of expertise
and distinct backgrounds using the same applications. This diversity is, usually,
not taken into account when designing a computer interface. Instead, software
designers usually create interfaces for pre-defined, hypothetical, prototypical users
(Cooper, 1999) and attempt to make them appropriate for a large and diverse
group of users. By ignoring the differences in experience levels, learning styles,
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cognitive abilities, education, background, personality, motivation, preferences
and environments of different users, traditional interfaces often pose problems for
the individual user.
One way of improving the human-computer interface design is to try to make
the average user interaction experience better. This approach assumes that
there’s a design that suits everyone. Another approach is to provide help and
assistance to the users, in a way that they will be able to have an advice suited to
their needs, whenever and wherever it is needed. Limitations can be identified in
both approaches. Having a design to suit everyone only works for low complex-
ity applications. Providing the same advice to every user, ignores the different
experience levels different persons will have.
All these are arguments supporting the adoption of adaptable or customizable
interfaces that allow each user to have an interface custom-tailored to his indi-
vidual preferences. We can see that many of today’s applications exhibit some
degree of customization. However, this is a task that has to be done by the user,
thus placing an extra burden on him. An ideal solution would be an interface
that, by monitoring the user’s interaction and the context of use, could perform
the adaptation automatically. Such an interface is called adaptive.
An adaptive interface has been defined as “a software artifact that improves
its ability to interact with a user by constructing a user model based on partial
experience with that user” (Langley, 1999). The two central notions that can be
extracted from this definition are: (1) an adaptive interface has generalization
abilities, and (2) the adaptation is based on a user model. The generalization
capacities are needed because the adaptation is based only on partial experience
with past user interactions. A user model is needed in order to store information
related to the user. This information can be application dependent, like traces of
user decisions, or independent, like learning styles.
However, it may be argued that relying only on the user model as the basis
for adaptation may be insufficient. There are situations where the drive of the
adaptation shouldn’t originate from the user, but from external events or en-
vironmental changes. Suppose, for instance, an adaptable interface for a PDA
operated through voice commands. If the user moves into a noisy area, the in-
terface might suggest the use of pen input instead. In order to try to cover a
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wider group of adaptation initiating events, other models may be employed by
the adaptive system, such as domain models, task models, discourse models and
environment models.
2.1.1 Contexts of Adaptation
Even if automatically adapting systems sound very appealing, it is important to
stress that allowing the system to adapt to the user is only one of the ways to
increase usability. Often, improvements in a non-adapting interface can have an
equal or better effect on the interface usability. Adaptation is not a goal unto
itself but rather a method to increase the usability of an application system in
terms of effectivity, efficiency, and ease of use (Schneider-Hufschmidt et al., 1993).
Keeping in mind these recommendations, it is important to identify contexts
that would benefit from interface adaptation:
 When the requirements of the user change over time. A user’s knowledge
and experience evolves over time, from a novice status towards an expert.
There are many areas, especially educational systems, where the current
proficiency level of the user should be taken into account (Brusilovsky &
Milla´n, 2007).
 If a user works in a changing environment. The changes in the environment
have to be reflected on the interface. An example is context sensitive help,
where the explanations given depend on the current system environment
(Hastie et al., 2002).
 If the system is used by a heterogeneous user population having different
requirements. This is the most important reason for having an adaptive
system. Users have different needs, preferences, characteristics, knowledge,
motivation, goals, etc. In short, people are different from one another.
In order to improve interface usability we must try to understand what
differences are useful, what are stable and what have a real impact over
the interaction. Cognitive abilities, or cognitive skills, try to describe the
methods humans use to process information. They are relatively stable hu-
man characteristics, which change very slowly over time (months or years)
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(Carroll, 1983). Personality concerns characteristics which are stable over
time and across different situations. The environment should be flexible
enough to accommodate these personality differences. Humans may be
able to change their strategies, or develop their cognitive abilities through
training and education, however, part of those differences needs to be ac-
commodated trough adaptive mechanisms (Benyon, 1993). Another user
dependent aspect that needs to be accounted for is the tasks the users per-
form. Different users introduce different ways of performing a particular
task. These differences are addressed using task-oriented support (Hoppe,
1993).
These contexts can be perceived as characterizing dimensions of adaptivity.
These dimensions are not orthogonal, and can even co-exist in the same system.
2.1.2 Adaptation Methods
Having established the need to include adaptation mechanisms in the interface,
the designer has to decide how to implement those mechanisms. Many of today’s
applications include customization components. This is the easiest way to provide
adaptation mechanisms from the designer’s point of view, but not for the users.
The most common customizations are through preferences and templates. Pref-
erences are a set of pre-defined alternatives among which the user is allowed to
choose. Templates make it possible to use a specific context over and over again.
Another way to customize interfaces is by putting together existing components.
This way the user can rearrange the display. For example, menus and task bars
can be altered, both in position and content, in a windows interface. Yet another
way is to let users program their own interface, either through a scripting lan-
guage or by altering the code itself. This later option is often too complex, and
most users will have no desire to become programming experts before they are
able to use the application in an efficient way.
However, the customization process must typically be done by the user, which
means that many times it is not done at all (Korvemaker & Greiner, 2000). It
is usually a tedious process, requiring that the user knows how to make the
modification, which means the user must know what parameters can be set, what
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do they mean, and their possible values. Additionally, the user must be aware of
his specific preferences. Leaving the customization process to the user, may end
up reflecting his beliefs, but not his actual practices, since even domain experts
have difficulty describing their true knowledge and biases about a domain (Berry,
1987).
A user interface could employ some techniques to improve the customization
process in order to make it more usable. By monitoring the user’s actions, it could
detect inefficient usage and warn the user to the situation, additionally suggesting
a set of adaptation alternatives. The user could select one form of adaptation
from that list, or the interface could use its knowledge (of the application, of the
domain, of the user, etc.) to select the “best” option. Finally, the execution of
the selected alternative could be done by the user himself, or by the interface.
From being totally manual to completely automatic, several levels of automa-
tion may be found. Those levels of automation of the interface can be used as a
means to classification (Dieterich et al., 1993):
Self-adaptation All the steps are done by the interface, without interference
from the user.
User initiated self-adaptation The user initiates the process of adaptation,
but the proposal of alternatives, selection of the best option, and execution
are left to the interface.
User controlled self-adaptation The interface is responsible for the initiative
and proposal of alternatives. The user decides on the best option. The
interface executes the adaptation.
Computer-aided adaptation The user initiates the adaptation. The inter-
face presents the alternatives. The user selects the best alternative. The
adaptation is executed by the interface.
System-initiated adaptation The interface initiates the adaptation process.
The user is responsible for proposing alternatives, and selecting the best
option. The execution can be done either by the user or by the interface.
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Adaptation The user is responsible for all the steps in the adaptation process,
except the execution, which may be done by the interface.
The next couple of sections look at the components needed to perform adapta-
tion, starting with knowledge representation techniques used (2.1.3), and knowl-
edge acquiring processes (2.1.4). In section 2.1.5, some downsides of adaptation
are discussed, together with related mitigation strategies for the identified prob-
lems.
2.1.3 Knowledge Representation
There are many type of models for knowledge representation, depending on the
kind of information they contain, their level of abstraction and how they are
represented. One important design decision is selecting the most appropriate
models for the design goals. Adaptive systems rely on information stored in
models as basis for adaptation. The different models involved are used to store
information about users, tasks, domain, dialog, environment, etc. The most
important model in the adaptive system field is the user model, as the user
is the main driver of adaptation in most systems. User models are used to
describe (Webb et al., 2001) the cognitive processes that underlie user’s actions,
the differences between the user’s skills and expert skills, the user’s behavioral
patterns or preferences, or the user’s characteristics.
Other models describe other information, and it’s the designer responsibility
to decide on what models to incorporate in the application. For instance, task
models describe how activities can be performed to reach the user’s goals when
interacting with the application (Kobsa, 1993). They capture what the possible
intentions of the users are and describe logically the activities they should perform
to reach their goals. They incorporate the requirements raised by the people who
should be taken into consideration when designing an interactive application.
Dialogue models are abstract descriptions of the actions, and their possible
temporal relationships, that users and systems can perform at the user interface
level during an interactive session (Elwert, 1996). Domain models describe the
various entities and concepts involved in a system and their relationship (Paterno`,
1999).
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As user models have been the ones most extensively used in the adapting
interfaces, they will be the focus of the remainder of this section. Initially, user
models were performed by the application system, with no clear distinction be-
tween the user modeling components and other components. From the mid-
eighties onwards, a separation effort was increasingly made (Sleeman, 1985), but
without considering the possibility of reusing user modeling components in other
user-adaptive systems. Tools with those characteristics (generic user modeling
systems) were developed by several research groups independently during the
nineties: UMT (Brajnik & Tasso, 1994), BGP-MS (Kobsa & Pohl, 1994), Dop-
pelga¨nger (Orwant, 1994), TAGUS (Paiva & Self, 1994), and um Toolkit (Kay,
1994), for example. The frequently found services in those user modeling systems
include (Kobsa, 1994):
 The representation of assumptions about one or more types of user charac-
teristics in models of individual users.
 The representation of relevant common characteristics of users belonging to
specific user subgroups of the application.
 The classification of users as belonging to one (or more) of the subgroups,
and the integration of the typical subgroups’ characteristics into the indi-
vidual user model.
 The recording of user’s behavior.
 The formation of assumptions based on the interaction history.
 The generalization of the interaction histories of many users into stereo-
types.
 The drawing of additional assumptions based on the initial ones.
 Consistency maintenance of the user model.
 The provision of current assumptions about the user, as well as justifications
for those assumptions.
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 The evaluation of the entries in the user model, and the comparison with
given standards.
In the late nineties, it was witnessed the appearance of a number of user mod-
eling commercial systems (Fink & Kobsa, 2000), as a result of the importance of
Web personalization in the area of electronic commerce. A central characteristic
of most commercial systems is their client-server architecture. This architecture
provides a number of advantages compared to embedded user modeling compo-
nents (Kobsa, 2007):
 Information about the user is maintained in a central repository and avail-
able to more than one application at the same time.
 User information acquired by one application can be used by other appli-
cations.
 Information about users is stored in a non-redundant manner. It is easier
to maintain consistency and coherence of information gathered by different
applications.
 Information about user groups can be maintained with low redundancy.
 Methods and tools for system security, identification, authentication, access
control and encryption can be applied for protecting user models.
 Complementary user information that is dispersed across the enterprise can
be integrated more easily with the information in the user model repository.
Unlike academic user modeling systems, commercial user modeling servers are
behavior oriented. Observed user actions or detected action patterns often lead
directly to adaptations, without an explicit representation of the user character-
istics that probably underlie the behavior and justify the adaptations.
As previously stated, the information stored is a distinguishing characteristic
of the models. The user model can contain both application dependent knowl-
edge, such as prior experience with a certain application, goals and expectations,
or it could capture application independent user characteristics. These include
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the user’s psycho-motor skills, capabilities, cognitive and learning abilities, un-
derstanding and motivation. This information can be used to assist the user in its
tasks, to make adaptations to the interface such has hiding irrelevant information
or making available new commands, to offer information which coincides with the
preferences of the user, etc.
A very simple model of the user just contains all the interaction history. More
developed models are described next.
2.1.3.1 Stereotypes
A number of characteristics could be used to identify users of a certain subgroup,
called a stereotype (Rich, 1989). Once the type is known, the interface can be
adapted to accommodate the user. The stereotype approach to user modeling
has proven very useful in application areas in which a quick but not necessarily
completely accurate assessment of the user’s background knowledge is required.
With this approach the development of a user modeling component comprises
three phases:
User subgroup identification - The user model developer must identify sub-
groups within the expected user population whose members are very likely
to possess certain homogeneous application relevant characteristics.
Identification of key characteristics - The user model developer should iden-
tify a small set of key characteristics which allow one to identify the mem-
bers of a user subgroup (the presence or absence of these characteristics
should be recognizable by a computer system).
Representation in (hierarchically ordered) stereotypes - The application
relevant characteristics of the identified user groups must be formalized in an
appropriate representation system. The collection of all represented char-
acteristics of a user subgroup is called a stereotype for this subgroup. If the
contents of one stereotype form a subset of the contents of another stereo-
type, stereotype hierarchies may be constructed in which the contents of
superordinate stereotypes become inherited by the subordinate stereotypes
and hence need only be represented once.
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Since stereotypical assumptions are particularly prone to inaccuracy (Kobsa,
1993), considerably more attention is paid to allowing users to inspect and pos-
sibly also modify their system’s model of them. Kobsa (1990) questions whether
this will also be possible for more general user models which will contain a far
larger number of mostly trivial and low-level assumptions. Moreover, these as-
sumptions are hard to translate from the formal representation language employed
into a language that is comprehensible to the user.
2.1.3.2 Overlay
Overlay models (Carr & Goldstein, 1977) are used to represent the knowledge
of an individual user as an “overlay” of the domain or expert knowledge. An
“idealized” model is constructed and the individual user’s behavior is compared
with it. Such a model could be used to test the performance of the user and could
suggest any improvement if the optimal course of action is not taken.
The overlay model can also be used to represent the user’s knowledge on
some domain. For this purpose a set of concept-value pairs is needed. The
concepts form elementary pieces of knowledge for the given domain, and the
value associated with it represents how well the concept is known to the user. In
a simple version each concept is labeled as being either know or unknown (De
Bra & Calvi, 2001). A more complex version attaches a probability that the user
knows a certain concept (De Bra & Ruiter, 1998).
The problem with overlay models is they are hard to initialize. Stereotypes
can easily be initialized by a default-type, especially when using a hierarchy. A
solution to this problem is to use a combination of stereotypes and overlay models.
First, the stereotype is chosen and later the stereotype is mapped to an overlay
model (De Carolis et al., 1993; Hohl et al., 1996).
2.1.4 Knowledge Acquisition Techniques
The process of acquiring the information needed to build and maintain the user
model can be done in an implicit or explicit way. By observing the behavior
of the user, the interface can gather information in an implicit way, and use it
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to derive the preferences, experience, capabilities, etc., of the user. This acqui-
sition can be done through observation of direct interaction with the interface,
or through the analysis of the information required by the user. Depending on
the application, the information acquired can be either short-term or long-term
information. Short-term information is formed by the present dialog (for exam-
ple, the last sentence typed). This information can be used to give immediate
assistance in case of a query to the system. Long-term information consists of
the interaction history. For example, the system could make the assertion that
any command which has been used is known to the user. If a set of commands is
used successfully for a number of times, the user could move to a higher level of
expertise. Another example is to use the speed of typing in order to derive the
use’s general level of expertise.
The explicit acquisition of information for the user model can be done in
two ways. The application can ask questions directly to the user regarding the
information that it is lacking, or the user might be allowed to inspect and possibly
make changes to the user model. By asking for the information, instead of deriving
it from other sources, the explicit process can achieve higher levels of accuracy
of the information represented in the user model, but with the added cost of
interrupting and distracting the user from her main task. Also, the possibility of
inspecting the user model might be a task too complex for the average system
user.
Another possibility is mixed-mode acquisition (Wu, 1991), where the system
uses decision theoretic techniques to decide when explicit interaction with the
user is to be preferred over implicit hypothesizing, by maximizing the expected
utility of the intervention.
Research has been done using machine learning techniques such as neural
networks as user models (Langley, 1997). The network receives (a part of) the
interaction history as input, and learns how to identify, for example, stereotypes.
Given this partial experience with the task domain, a machine learning algorithm
is able to induce beyond the training set. These techniques are seen as a possible
way to handle the scalability problem (Ho¨o¨k, 2000): many AI-systems have been
tried on small-scale problems, and it has been found difficult to scale the system
to cover the whole problem.
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2.1.5 Potential problems for adaptive interfaces
While adaptive interfaces seek to improve one or more usability aspects, they
can at the same time conflict with some other aspects. This section discusses
the downside of self-adaptation, and presents possible solutions for some of these
problems.
Hunting - Users create a mental model of the applications they work with. This
mental model can be interpreted as the user’s view of the application’s work-
ing internal model. This model needs not reflect the actual applications’
conceptual model, as long as it is effective. The application’s conceptual
model needs to be such that a mental model is easily created. However, if
the interface changes, also the mental model needs to be adapted. Hunting
is the phenomenon that the user tries to adapt to the system, while at the
same time the system tries to adapt to the user (Ho¨o¨k et al., 1996). This
creates a possible confusion and no stable situation might be reached. This
problem is encountered, for instance, when menus and commands are reor-
ganized (for example, the most frequent commands are moved to the top of
a menu). This changes the user perception of performing the task and the
user needs to relearn the motor distance for invoking a familiar command.
Loss of control - This problem is closely related to the previous one. The user
can get a sense of loss of control if he or she does not understand the purpose
behind the changes. The system needs to be transparent and predictable
for a mental model to come about. This is often difficult in autonomously
acting systems. For example, it might be confusing to a user if a command
performs different actions at different times, without knowing why and when
these differences occur.
Reliability - Generating a user model automatically, based on information from
system logs, is often very difficult since there is no explicit mention of the
user’s intention or goal. Also, most of the context is stripped away. Using
little information the system has to derive the user’s goals, intentions, etc.
One should keep in mind that these interpretations are only approxima-
tions, and this makes the user model not completely reliable. Incorrect user
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models will, in most cases, result in incorrect alterations in the interface if
the system is self-adaptive. Benyon (1993) states that “there is no point
in adapting to some user characteristics if those characteristics cannot be
reliably and unobtrusively inferred from the interaction”. Furthermore, it
is often very difficult to elicit the knowledge needed to link the user model
to the adaptive constituents. That knowledge is domain specific, and a
substantial amount of it is needed before reliable adaptations can be made
or any sensible adaptive help can be supplied.
Privacy - Sometimes adaptations in the interface are based on information from
other users. Users with the same profiles can be compared, and similar
adaptations can be suggested to users with the same kind of profiles. Users
need not always find this a problem, but situations may arise where this
will be perceived as one. One example is the Doppelga¨nger (Orwant, 1994)
system. Here, users could control their newspaper through a user model
over which they had control. Additionally, they could ask the system to
provide them with the same news a colleague was reading. This was found
unacceptable by the users.
2.1.5.1 Mitigation strategies
To counter the aforementioned problems, some mitigation strategies can be em-
ployed:
 Ask the user to confirm changes and let the user have control in choosing the
best alternative. In this way, the user remains in control, thus decreasing
confusion. One example of the application of this strategy can be found in
Ho¨o¨k et al. (1996). The task adaptation, where the user’s task is predicted
by the system using plan recognition, is made controllable through explicit
task selection and user verified plan recognition. This also decreases the
number of mistakes made by the system.
 Determine a threshold used in deciding to suggest adaptation. This thresh-
old value should be changeable by the user such that it has control over the
frequency of adaptations.
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 Perform adaptation between sessions rather than within a session to prevent
hunting. Another way is to do all adaptations at once, as if the user got an
upgrade of the system.
 Adaptations of the software must be carried out in minimum time and with
little effort as to keep the system performance on an acceptable level.
 Allow users to inspect and alter the user model or the system’s assumptions,
giving the user control over the adaptivity. This could, however, increase
complexity and divert attention from the main task.
 Split the interface in a part which is adaptive and one which is not and thus
remains predictable. The adaptive part should only make suggestions, and
not alter the other part of the interface. This was used by Lieberman (1995)
in a system that filters Web-information. The system shows the links which
it thinks will be interesting for the user in a separate window and does not
interfere with the usual browsing task.
 Adaptation has to guarantee consistency of the user interface. Thus er-
gonomic rules and the user interface itself should be considered as con-
straints on the adaptation performed.
2.2 Multimodal interfaces
Multimodal interfaces process combined natural input modes, such as speech,
touch, gestures, gaze, and head and body movements, in a coordinated man-
ner with multimedia output, in order to achieve an interaction closer to natural
human-human communication (Oviatt, 2003). This potentially allows them to
give users better tools for controlling the sophisticated visualization and multi-
media output capabilities that are already embedded in many of today’s systems.
The terms medium and modality – and the related terms multimedia and
multimodal – have been used in different ways by different authors, some of which
are contradictory. Oviatt (1999b) for example, uses modality to refer to forms
of input only, while medium is used only for forms of output. For Wilson et al.
(1991), on the other hand, the crucial distinction is that a multimedia system is
30
2.2 Multimodal interfaces
one which simply uses different presentation media, while a multimodal system
is a special type of multimedia system that is committed to a single internal
representation language for the information to be presented.
Bordegoni et al. (1997) and Bernsen (1997), who concentrate on the output
side, use the following definitions. A medium is the physical realization of a
particular piece of information, or the physical device on which that information is
realized. In those frameworks, there are three broad categories of media: graphics,
acoustics, and (less frequently) haptics. A modality is a “mechanism of encoding
information for presentation to humans or machines in a physically realized form”
(Bordegoni et al., 1997).
In this thesis the terms modality or mode will be used in the encoding mech-
anism sense, used both for input and output. An input modality corresponds
to information encoded by a human and processed by a recognition system. An
output modality corresponds to information encoded by a presentation system
and processed by a human.
Significant advances have been made in developing multimodal systems, since
Bolt’s original “Put That There” concept demonstration (Bolt, 1980), which pro-
cessed speech and manual pointing during object manipulation. The first gener-
ation of systems, such as the CUBRICON system (Neal & Shapiro, 1991), pro-
cessed speech combined with mouse pointing, or used speech recognition while
determining the location of pointing from users’ manual gestures or gaze (Koons
et al., 1993). Later systems were able to recognize a broader range of signal in-
tegrations, being no longer limited to the simple point-and-speak combinations.
For example, the Quickset system integrates speech with pen input that includes
drawn graphics, symbols, gestures and pointing (Cohen et al., 1997).
Output oriented systems also show a similar evolution. Earlier systems com-
bined text and graphics, like the COMET (Feiner & McKeown, 1991) and WIP
(Andre´ et al., 1993) systems. Towards the end of the nineties, text became less
prevalent, while other modality combinations started to appear. Examples in-
clude the FLUIDS system (Herzog et al., 1998) combining speech, graphics, text
and animations, and the PPP (Andre et al., 1999) and Adele (Johnson & Rickel,
2000) systems, which combine graphics with the use of an avatar. Later systems
explored other combinations of modalities, like the MIAMM (Reithinger et al.,
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2005) combining graphics and haptics, and the Steve system (Rickel et al., 2001)
that combines an avatar with 3D immersive graphics.
The growing interest in multimodal interface design is inspired largely by the
goal of supporting more transparent, flexible, efficient, and powerfully expressive
means of human-computer interaction. Multimodal interfaces are expected to be
easier to learn and use, have the potential to expand computing to more chal-
lenging applications, to be used by a broader spectrum of everyday people, and
to accommodate more adverse usage conditions than in the past. Such systems
also have the potential to function in a more robust and stable manner than uni-
modal recognition systems involving a single recognition-based technology, such
as speech, pen, or vision (Oviatt, 2003; Oviatt et al., 2000).
This section starts with a review of the primary advantages of multimodal
interfaces, follows with their main types and historic evolution, a set of issues
related to the design of multimodal systems, and concludes with some guidelines
for their development.
2.2.1 Advantages of Multimodal Interfaces
Multimodal interfaces most noticeable advantages are their flexibility, their sta-
bility and robustness, their efficiency gains, and the fact that users, nearly uni-
versally, prefer to interact multimodally. Each of these aspects will be discussed
in more detail in the following paragraphs.
2.2.1.1 Flexibility
Unlike traditional keyboard and mouse interfaces or unimodal recognition-based
interfaces, multimodal interfaces permit a flexible use of modes. This gives the
user the choice of which modality to use for conveying different types of informa-
tion, when to use one modality alone or combined with others, and to alternate
between modalities at any time. Since individual modalities are well suited in
some situations, and less ideal or even inappropriate in others, modality choice is
an important issue in a multimodal system. It can be very advantageous to allow
the diverse user groups to exercise selection and control over how they interact
with the computer (Fell et al., 1994). In this respect, multimodal interfaces have
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the potential to accommodate a broader range of users, tasks and environments
than traditional interfaces (Oviatt, 1999a; Oviatt et al., 2000). Since there can
be large individual differences in people’s abilities and preferences to use different
modes of communication, multimodal interfaces will increase the accessibility of
computing for users of different ages, skill levels, cognitive styles, sensory and
motor impairments, native languages, or even temporary illness. For example, a
visually impaired user, or a user with impaired upper limbs, may prefer speech
input. In contrast, a user with a hearing impairment, or with phonetic problems
may prefer pen input. The natural alternation between modes that is permitted
by a multimodal interface can also be effective in preventing overuse and physical
damage to any single modality, especially during extended periods of computer
use (Oviatt & Cohen, 2000).
Multimodal interfaces also provide the adaptability that is needed to natu-
rally accommodate the continuously changing conditions of mobile use settings
(Oviatt, 2003; Oviatt et al., 2000). Systems involving speech, pen or touch in-
put, and graphical or speech output, are suitable for mobile tasks, and, when
combined, users can shift among these modalities as environmental conditions
change (Holzman, 1999; Oviatt, 2000a,c). For example, the user of an in-vehicle
application may frequently be unable to use manual or gaze input and graphical
output, although speech is relatively more available for input and output. A mul-
timodal interface permits users to switch between modalities as needed during
the changing usage conditions.
2.2.1.2 Stability and Robustness
Another major reason for developing multimodal interfaces is to improve the per-
formance stability and robustness of recognition-based systems (Oviatt, 1999a).
From a usability standpoint, multimodal systems offer a flexible interface in which
people can exercise intelligence about how to use input modes effectively so that
errors are avoided.
One particularly advantageous feature of multimodal interfaces is their su-
perior error handling, both in terms of error avoidance and graceful recovery
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from errors (Oviatt, 1999a; Oviatt & VanGent, 1996; Oviatt et al., 1998; Rud-
nicky & Hauptmann, 1992; Tomlinson et al., 1996). There are user-centered and
system-centered reasons why multimodal systems facilitate error recovery, when
compared with unimodal recognition-based interfaces. First, in a multimodal
interface users may select the input mode that is less error prone for particu-
lar lexical content, which tends to lead to error avoidance (Oviatt & VanGent,
1996). For example, users may prefer faster speech input, but will switch to pen
input to communicate a foreign surname. Secondly, by allowing users to combine
modalities in their input commands, the information carried by each modality
is simplified when interacting multimodally, which can substantially reduce the
complexity of the work requested to recognizers and thereby reduce recognition
errors (Oviatt & Kuhn, 1998). For example, while in a unimodal system a user
may say “select the house near the lakeshore”, in a multimodal system the user
might point to the house and utter “select this house”. Thirdly, users have a
strong tendency to switch modes after system recognition errors, which facili-
tates error recovery (Oviatt et al., 2000).
In addition to these user-centered reasons for better error avoidance and reso-
lution, there also are system-centered reasons for superior error handling. A well-
designed multimodal architecture with two semantically rich input modes can
support mutual disambiguation of input signals. Mutual disambiguation involves
recovery from unimodal recognition errors within a multimodal architecture, be-
cause semantic information from each input mode supplies partial disambiguation
of the other mode, thereby leading to more stable and robust overall system per-
formance (Oviatt, 1999a, 2000b). For example, if a user says “ditches” but the
speech recognizer confirms the singular “ditch” as its best guess, then parallel
recognition of several graphic marks can result in recovery of the correct plural
interpretation. To achieve optimal error handling, a multimodal interface ideally
should be designed to include complementary input modes, and so the alternative
input modes provide duplicate functionality such that users can accomplish their
goals using either mode.
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2.2.1.3 Efficiency
Multimodal interfaces sometimes support improved efficiency, especially when
manipulating graphical information. In simulation research comparing speech-
only with multimodal pen/voice interaction, empirical work demonstrated that
multimodal interaction yielded 10% faster task completion time during visual spa-
tial tasks, but no significant efficiency advantage in verbal or quantitative task
domains (Oviatt, 1997; Oviatt et al., 1994). Likewise, users’ efficiency improved
when they combined speech and gestures multimodally to manipulate 3D objects,
compared with unimodal input (Hauptmann, 1989). In another study, multi-
modal speech and mouse input improved efficiency in a drawing task (Leatherby
& Pausch, 1992). Finally, in a study that compared task completion times for
a graphical interface versus a multimodal pen/voice interface, military domain
experts averaged four times faster at setting up complex simulation scenarios
on a map when they were able to interact multimodally (Cohen et al., 2000).
This study was based on testing of a fully functional multimodal system, and it
included time required to correct recognition errors.
Interestingly, multimodal systems demonstrate a relatively greater perfor-
mance advantage precisely for those users and usage contexts in which unimodal
systems fail. For example, recognition rates for unimodal spoken language sys-
tems are known to degrade rapidly for children or nonnative accented speakers,
and in noisy field environments or while users are mobile. However, research
revealed a multimodal architecture can be designed that closes the recognition
gap for these kinds of challenging users and usage contexts (Oviatt, 1999a,b). In
addition, systems that process multiple modes aim to give users a more powerful
interface for accessing and manipulating information, as well as increasingly so-
phisticated visualization and output capabilities (Oviatt, 1997). A study demon-
strated multimodal interaction to be nine times faster when a user interacted
with a pen/voice system that when using a more familiar graphical interface for
initializing simulation exercises (Cohen et al., 1998).
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2.2.1.4 User Preferences
Finally, a large body of data documents that multimodal interfaces satisfy higher
levels of user preference when interacting with simulated or real computer sys-
tems. Users have a strong preference to interact multimodally, rather than uni-
modally, across a wide variety of different application domains, although this
preference is most pronounced in spatial domains (Hauptmann, 1989; Oviatt,
1997). During pen/voice multimodal interaction, users preferred speech input for
describing objects and events, sets and subsets of objects, out-of-view objects,
conjoined information, past and future temporal states, and for issuing com-
mands for actions or iterative actions (Cohen & Oviatt, 1995; Oviatt & Cohen,
1991). However, their preference for pen input increased when conveying digits,
symbols, graphic content, and especially when conveying the location and form of
spatially-oriented information on a dense graphic display such as a map (Oviatt,
1997; Oviatt & Olsen, 1994). Likewise, 71% of users combined speech and man-
ual gestures multimodally, rather than using one input mode, when manipulating
graphic objects on a CRT screen (Hauptmann, 1989).
2.2.2 Evolution and Future of Multimodal Interfaces
Among the earliest and most rudimentary multimodal systems were ones that
supported speech input along with a standard keyboard and mouse interface.
Conceptually, these multimodal interfaces represented the least departure from
traditional graphical user interfaces (GUIs). Their initial focus was on supporting
richer natural language processing to provide greater expressive power for the user
when manipulating complex visuals and engaging in information extraction. As
speech recognition technology matured during the late 1980s and 1990s, these
systems added spoken input as an alternative to text entry via the keyboard.
Among the many examples of this type of multimodal interface are CUBRICON
(Neal & Shapiro, 1991), Georal (Siroux et al., 1998), Galaxy (Seneff et al., 1996),
XTRA (Kobsa et al., 1986) and Shoptalk (Cohen et al., 1989).
During the nineties, multimodal systems progressed toward building more gen-
eral and robust systems, as well as more transparent human interfaces (Benoit
et al., 2000; Oviatt, 2003). This development was fueled by major developments
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in the hardware and software needed to support key component technologies in-
corporated within multimodal systems, and in techniques for integrating parallel
input streams. Multimodal systems also have diversified to include new modal-
ity combinations, including speech and pen input (Cohen et al., 1997), speech
and lip movements (Benoit & Le Goff, 1998; Stork & Hennecke, 1996), speech
and manual gesturing (Turk & Robertson, 2000), and gaze tracking and manual
input (Zhai et al., 1999). In addition, the array of multimodal applications has
expanded rapidly, covering map-based and virtual reality systems for simulation
and training, person identification/verification systems for security purposes, and
medical and Web-based transaction systems (Neti et al., 2000; Oviatt et al., 2000;
Pankanti et al., 2000).
While the main focus of multimodal systems to date has been the combination
of speech with other modalities, recognition of other modes also is maturing and
beginning to be integrated into new kinds of multimodal systems. In particu-
lar, there is growing interest in designing multimodal interfaces that incorporate
vision-based technologies, such as interpretation of gaze, facial expressions, and
manual gesturing (Morimoto et al., 1999; Pavlovic et al., 1997; Turk & Robertson,
2000; Zhai et al., 1999). These technologies unobtrusively or passively monitor
user behavior and do not require explicit user commands. This contrasts with
active input modes, such as speech or pen, which the user deploys intentionally as
a command issued to the system. While passive modes may be “attentive” and
less obtrusive, active modes generally are more reliable indicators of user intent.
As multimodal interfaces gradually evolve toward supporting more advanced
recognition of users’ natural activities in context, they will expand beyond rudi-
mentary bimodal systems to ones that incorporate three or more input modes,
qualitatively different modes, and more sophisticated models of multimodal inter-
action. This trend already has been initiated within biometrics research, which
has combined recognition of multiple behavioral input modes (e.g., voice, hand-
writing) with physiological ones (e.g., retinal scans, fingerprints) to achieve reli-
able person identification and verification in challenging field conditions (Choud-
hury et al., 1999; Pankanti et al., 2000).
As this collection of technologies matures, there is also a strong interest in
designing new types of pervasive and mobile interfaces, including ones capable
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of adapting to the user and environment context (Oviatt & Cohen, 2000; Oviatt
et al., 2004). The growing amount of modalities employed in those systems, their
active and passive combination, the more complex output possibilities offered,
and the varying contexts of use, are all indications of the complexity of future
systems. To manage all these variables in an efficient way, adaptive capabilities
constitute a precious advantage.
2.2.3 Designing Multimodal Interfaces
The cognitive sciences have been an inspiration source for the design of new mul-
timodal systems (Oviatt, 2003). The cognitive science literature on intersensory
perception and intermodal coordination has provided a foundation of information
for user modeling, as well as information on what systems must recognize and how
multimodal architectures should be organized. For example, that literature has
provided knowledge of the natural integration patterns that typify people’s lip
and facial movements with speech output (Benoit et al., 1996; Ekman, 1992; Frid-
lund, 1994; Massaro & Cohen, 1990; Stork & Hennecke, 1996; Vatikiotis-Bateson
et al., 1996), and their coordinated use of manual or pen-based gestures with
speech (Kendon, 1980; McNeill, 1992; Oviatt et al., 1997). Given the complex
nature of users’ multimodal interaction, cognitive science has and will continue
to play an essential role in guiding the design of robust multimodal systems. In
this respect, a multidisciplinary perspective will be more central to successful
multimodal system design than it has been for traditional GUI design.
Some of the issues regarding the design of multimodal interfaces raised by
cognitive science findings, as well as from prior multimodal systems development
experiences, are described in the next paragraphs.
2.2.3.1 Differences to Graphical User Interfaces
Multimodal systems are radically different from standard graphical user inter-
faces (GUIs), largely because of the nature of the information transfer between
interface and user. Firstly, whereas input to GUIs is atomic and certain, ma-
chine perception of human input such as speech and gesture is uncertain, so any
recognition-based system’s interpretations are probabilistic. Secondly, whereas
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standard GUIs assume a sequence of discrete events, such as keyboard and mouse
clicks, multimodal systems must process two or more continuous input streams
that frequently are delivered simultaneously. Finally, multimodal interfaces that
process two or more recognition-based input streams require time-stamping of
input, and the development of temporal constraints on mode fusion operations.
The challenge for system developers is to create robust new time-sensitive archi-
tectures that support human communication patterns and performance, including
processing users’ parallel input and managing the uncertainty of recognition-based
technologies.
2.2.3.2 Interaction Patterns
Users like to be able to interact multimodally, but they don’t always do so. Their
natural communication patterns involve mixing unimodal and multimodal expres-
sions, with the multimodal ones being predictable based on the type of action
being performed (Oviatt, 1997; Oviatt et al., 1997). During natural interpersonal
communication, people are always interacting multimodally. Of course, an inter-
locutor monitors a large number of information sources or modalities. However,
all multimodal systems are constrained in the number and type of input modes
they can recognize. Also, although users in general may have a strong preference
to interact multimodally rather than unimodally, this is no guarantee that they
will issue every command to a system multimodally, given the particular type
of multimodal interface available. Therefore, the first nontrivial question that
arises during input processing is whether a user is communicating unimodally or
multimodally.
Predicting whether a user will express a command multimodally also depends
on the type of action performed. In particular, users almost always express
commands multimodally when describing spatial information about the location,
number, size, orientation, or shape of an object (Oviatt, 1997). They also are
moderately likely to interact multimodally when selecting an object from a larger
array, for example, when deleting a particular object from the map. However,
when performing general actions without any spatial component, such as printing
a map, users expressed themselves multimodally less than 1% of the time. These
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data emphasize that multimodal systems need to distinguish between instances
when users are and are not communicating multimodally, so that accurate de-
cisions can be made about when parallel input streams should be interpreted
jointly versus individually. It also suggests that knowledge of the type of actions
to be included in an application should influence the basic decision of whether to
build a multimodal interface at all.
2.2.3.3 Integration Patterns
Actual data highlights the importance of complementarity, not redundancy, as
a major organizational theme during multimodal conversation. During human
communication, linguists have documented that spontaneous speech and gestur-
ing do not involve duplicate information (Cassell et al., 1994; McNeill, 1992).
Even during multimodal correction of system errors, when users are highly mo-
tivated to clarify and reinforce their information delivery, speech and pen input
rarely express redundant information (Oviatt et al., 1997). This knowledge pro-
motes a system design philosophy of using modes and component technologies to
their natural advantage, and of combining them in a manner that permits mutual
disambiguation.
When users interact multimodally, there actually can be large individual dif-
ferences in integration patterns. In Oviatt et al. (1997), users adopted either a
simultaneous or a sequential integration pattern when combining speech and pen
input. Each user’s dominant integration pattern was identified when they first
began interacting with the system, and then persisted throughout their session.
These findings imply that multimodal systems that can detect and adapt to a
user’s dominant integration pattern could lead to considerably improved recog-
nition rates.
It also is commonly assumed that any signals involved in a multimodal con-
struction will co-occur temporally. The presumption is that this temporal overlap
then determines which signals to combine during system processing. However, in
Oviatt et al. (1997), findings indicated that users often do not speak deictic terms,
like “there” and “this”, at all, and when they do the deictic frequently is not over-
lapped in time with their pointing. In fact, it has been estimated that as few as
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25% of users’ commands actually contain a spoken deictic that overlaps with the
pointing needed to disambiguate its meaning (Oviatt et al., 1997). Beyond the
issue of deixis, users’ input frequently does not overlap at all during multimodal
commands to a computer. During spoken and pen-based input, for example,
users’ multimodal input is sequentially integrated about half the time, with pen
input preceding speech by up to 4 seconds (Oviatt, 1999b; Oviatt et al., 1997).
This finding is consistent with linguistics data revealing that both spontaneous
gesturing and signed language often precede their spoken lexical analogues dur-
ing human communication (Kendon, 1980). In short, although two input modes
may be highly interdependent and synchronized during multimodal interaction,
synchrony does not imply simultaneity. Therefore, multimodal system designers
cannot necessarily count on conveniently overlapped signals in order to achieve
successful processing in the multimodal architectures they build.
2.2.3.4 Multimodal Fusion
One general approach to reducing or managing uncertainty is to build a system
where, at least, two sources of information can be fused. Many early multimodal
interfaces that handled combined speech and gesture, such as Bolt’s “Put That
There” system (Bolt, 1980), have been based on a control structure in which mul-
timodal integration occurs during the process of parsing spoken language: when
the user speaks a deictic expression such as “here” or “this”, the system searches
for a synchronized gestural act that designates the spoken referent. While such an
approach is viable for processing a point-and-speak multimodal integration pat-
tern, multimodal systems must be able to process richer input than just pointing.
To support more broadly functional multimodal systems, general processing ar-
chitectures have been developed since Bolt’s time. Some of these handle a variety
of multimodal integration patterns, as well as the interpretation of both unimodal
and combined multimodal input.
For multimodal systems designed to handle joint processing of input signals,
there are two main subtypes of multimodal architecture. First, there are ones
that integrate signals at the feature level (i.e., “early fusion”) and others that
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integrate information at a semantic level (i.e., “late fusion”). Examples of sys-
tems based on an early feature-fusion processing approach include those presented
in Bregler & Konig (1994), Vo et al. (1995), and Pavlovic (1998). In an early
feature-fusion architecture, the signal-level recognition process in one mode in-
fluences the course of recognition in the other. Feature fusion is considered more
appropriate for closely temporally synchronized input modalities, such as speech
and lip movements (Rubin et al., 1998; Stork & Hennecke, 1996).
In contrast, multimodal systems using the late semantic fusion approach have
been applied to processing multimodal speech and pen input or manual gestur-
ing, for which the input modes are less coupled temporally. These input modes
provide different but complementary information that typically is integrated at
the utterance level. Late semantic integration systems use individual recognizers
that can be trained using unimodal data, which are easier to collect and already
are publicly available for speech and handwriting. In this respect, systems based
on semantic fusion can be scaled up easier in number of input modes or vo-
cabulary size. Examples of systems based on semantic fusion include Put That
There (Bolt, 1980), ShopTalk (Cohen et al., 1989), QuickSet (Cohen et al., 1997),
CUBRICON (Neal & Shapiro, 1991) and VisualMan (Wang, 1995).
The core of multimodal systems based on semantic fusion involves algorithms
that integrate common meaning representations derived from speech, gesture and
other modalities into a combined final interpretation. The semantic fusion opera-
tion requires a common meaning representation framework for all modalities, and
a well-defined operation for combining partial meanings that arrive from differ-
ent signals. To fuse information from different modalities, various research groups
have independently converged on a strategy of recursively matching and merging
attribute/value data structures, although using a variety of different algorithms
(Cheyer & Julia, 1995; Pavlovic, 1998; Vo & Wood, 1996). This approach is con-
sidered a frame-based integration technique. An alternative logic-based approach
derived from computational linguistics (Carpenter, 1992) involves the use of typed
feature structures and unification-based integration, which is a more general and
well understood approach. Unification-based integration techniques also have
been applied to multimodal system design (Cohen et al., 1997; Johnston et al.,
1997; Wu et al., 1999). Feature-structure unification is considered well suited
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to multimodal integration, because unification can combine complementary or
redundant input from both modes, but it rules out contradictory input.
2.2.3.5 Multimodal Fission
In Wang et al. (1993) it was observed that redundancy between speech output
and text display enabled the user to shorten learning time for use of a graphical
interface. The spatial overlay of the different visual modalities like text, graph-
ics, or pictures seems to have an impact on the way subjects integrate the chunks
of information they receive (M. Hare & Ryan, 1995). Consequently, a multi-
modal system should be able to flexibly generate various presentations for one
and the same information content in order to meet the individual requirements
of users and situations, the resource limitations of the computing system, and so
forth. Besides the presentation generation, even the presentation content should
be selected according to the user’s information needs, and the determination of
which media to use should be made based on the user’s perceptual abilities and
preferences.
In a multimodal system, the fission component is the one that chooses the
output to be produced on each of the output channels, and then coordinates
the output across the channels. Generically speaking, the fission component is
responsible for three categories of tasks:
Content selection and structuring - The content to be included in the pre-
sentation must be selected and arranged into an overall structure.
Modality selection - The particular output that is to be realized in each of the
available modalities must be specified.
Output coordination - The output of each channel should be coordinated with
the others so that the resulting output forms a coherent presentation.
Content selection and structuring constitute the task of designing the overall
structure of a presentation. In some cases, the content selection and structuring
is done by another process or by the user; for example, the content that is to
be presented in APT (Mackinlay, 1986) or MAGPIE (Han & Zukerman, 1997) is
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determined before the fission process begins. However, in other cases, selecting
and structuring the content does form part of the fission process. Two approaches
for content selection and structuring can be employed in fission components:
schema-based and plan-based.
The notion of a schema was first proposed in McKeown (1985) in the con-
text of text generation. A schema encodes a standard pattern of discourse by
means of rhetorical predicates that reflect the function each utterance plays in
the text. By associating each rhetorical predicate with an access function for an
underlying knowledge base, these schemas can be used to guide both the selection
of content and its organization into a coherent text to achieve a given commu-
nicative goal. Multimodal presentation systems that use schemas to plan their
content include COMET (Feiner & McKeown, 1991) and PostGraphe (Fasciano
& Lapalme, 2000).
To overcome the limitations inherent in schema-based approaches, researchers
have applied techniques from AI planning research to the problem of constructing
discourse plans that explicitly link communicative intentions with communica-
tive actions and the information that can be used in their achievement (Moore,
1995). Text planning generally makes use of plan operators – discourse action
descriptions that encode knowledge about the ways in which information can
be combined to achieve communicative intentions. Extensions of such plan-based
approaches have been used in many multimodal presentation systems as well. Ex-
amples of such systems include AIMI (Maybury, 1993), FLUIDS (Herzog et al.,
1998), MAGIC (Dalal et al., 1996), MAGPIE (Han & Zukerman, 1997), PPP
(Andre´ et al., 1998), and AutoBrief (Kerpedjiev et al., 1998). Generally, such a
system generalizes communicative acts to multimedia acts and formalizes them as
operators in a planning system. To plan a presentation, the system starts with a
high-level communicative goal. It then uses hierarchical expansion of plan opera-
tors, terminating when all subgoals have been expanded to elementary generation
tasks.
The modality selection task can be summed up in the following manner:
“Given a set of data and a set of media, find a media combination that con-
veys all data effectively in a given situation” (Andre´, 2000). Before the process of
modality selection it is necessary to consider the knowledge that can be used in
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that process. This includes the available modalities (Arens et al., 1993; Bernsen,
1997), characterized according to the type of information they can present or the
perceptual task they permit, the characteristics of the information to present,
the characteristics of the user (Han & Zukerman, 1997), the user task and goals
(Maybury, 1993), and the resource limitations (Baus et al., 2002; Walker et al.,
2002).
Several approaches exist for the modality selection process. With the compo-
sition approach the system tries to combine selected primitives or operators, us-
ing predefined composition operators (Casner, 1991; Fasciano & Lapalme, 2000).
Other systems use rules to allocate the components of the presentation among
the modalities (Bateman et al., 2001; Feiner & McKeown, 1991). In the systems
that use a plan-based approach to content selection and structuring, modality se-
lection takes place as a side effect of selecting among presentation strategies, and
the necessary knowledge is encoded in the strategies themselves (Herzog et al.,
1998; Maybury, 1993). Other possibility still is the use of a system of competing
and cooperative agents to plan the presentations (Han & Zukerman, 1997).
Finally, the output coordination task is responsible for ensuring that the com-
bined output from the individual generators amounts to a coherent presentation.
The following aspects must be considered, depending on the particular modalities
that are used and the emphasis of the presentation system:
Physical layout - When more than one visually-presented modality is used – for
example, graphics and text – the individual components of the presentation
must be laid out (Feiner & McKeown, 1991; Han & Zukerman, 1997).
Temporal coordination - If the presentation includes dynamic modalities such
as speech or animation, these presentation events must be coordinated in
time. This is essentially the dynamic analogue of the static physical-layout
task, although the requirements and approaches differ somewhat (Andre´
et al., 1998; Dalal et al., 1996).
Referring expressions - Some systems further coordinate their output by pro-
ducing multimodal and cross-modal referring expressions – i.e., making ref-
erences using multiple modalities or referring to other parts of the presen-
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tation (Andre´ et al., 1998; Feiner & McKeown, 1991; Johnson & Rickel,
2000).
2.2.4 Guidelines
Considering the design issues discussed above, a set of recommendations for de-
veloping multimodal systems can be put forward.
2.2.4.1 Maximize human cognitive and physical abilities
Designers need to determine how to support intuitive, streamlined interactions
based on users’ information processing abilities (including attention, working
memory, and decision making). For example:
 Avoid unnecessarily presenting information in two different modalities in
cases where the user must simultaneously attend to both sources to com-
prehend the material being presented (Kalyuga et al., 1999; Paas et al.,
2003); such redundancy can increase cognitive load at the cost of learning
the material (Paas et al., 2003).
 Maximize the advantages of each modality to reduce user’s memory load in
certain tasks and situations, as illustrated by these modality combinations
(Stanney et al., 2004; Wickens & Hollands, 1999):
– System visual presentation coupled with user manual input for spatial
information and parallel processing;
– System auditory presentation coupled with user speech input for state
information, serial processing, attention alerting, or issuing commands.
2.2.4.2 Adaptivity
Multimodal interfaces should adapt to the needs and abilities of different users, as
well as different contexts of use (Oviatt et al., 2004). Dynamic adaptivity enables
the interface to degrade gracefully by leveraging complementary and supplemen-
tary modalities according to changes in task and context. Individual differences
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(for example, age, preferences, skill, sensory or motor impairment) can be cap-
tured in a user profile and used to determine interface settings such as:
 Allowing gestures to augment or replace speech input in noisy environments,
or for users with speech impairments;
 Overcoming bandwidth constraints (for example, local direct manipulation
replaces gaze input that must be analyzed remotely);
 Adapting the quantity and method of information presentation to both the
user and display device.
2.2.4.3 Feedback
Users should be aware of their current connectivity and know which modalities
are available to them. They should be made aware of alternative interaction
options without being overloaded by lengthy instructions that distract from the
task. Specific examples include using descriptive icons (for example, microphone
and speech bubbles to denote click-to-talk buttons), and notifying users to begin
speaking if speech recognition starts automatically. Also, confirm system inter-
pretations of whole user input after fusion has taken place (McGee et al., 1998),
rather than for each modality in isolation.
2.2.4.4 Error Prevention/Handling
User errors can be minimized and error handling improved by providing clearly
marked exits from a task, modality, or the entire system, and by easily allowing
users to undo a previous action or command. To further prevent users from
guessing at functionality and making mistakes, designers should provide concise
and effective help in the form of task-relevant and easily accessible assistance.
Some specific examples include (Oviatt, 2003):
 Integrate complementary modalities in order to improve overall robustness
during multimodal fusion, thereby enabling the strengths of each to over-
come weaknesses in others;
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 Give users control over modality selection, so they can use a less error-prone
modality for given lexical content;
 If an error occurs, permit users to switch to a different modality;
 Incorporate modalities capable of conveying rich semantic information, rather
than just pointing or selection;
 Fuse information from multiple heterogeneous sources of information;
 Develop multimodal processing techniques that target brief or otherwise
ambiguous information, and are designed to retain information.
2.3 Design and Development Frameworks
With a growing consensus around the utility and usefulness of adaptive mul-
timodal interfaces (Oviatt et al., 2004), one of the currently relevant problems
of this domain remains the development of those interfaces. When comparing
adaptive multimodal interfaces with traditional GUIs, the substantial differences
between them exclude the usage of traditional GUI development methods. Mul-
timodal fusion and user modeling, for example, have no correspondence in tradi-
tional GUI development.
The majority of current approaches to the development of multimodal or
adaptive systems, either addresses specific technical problems, or is dedicated to
specific modalities. The technical problems dealt with include multimodal fusion
(Elting et al., 2003; Flippo et al., 2003), presentation planning (Elting et al., 2003;
Jacobs et al., 2003), content selection (Gotz & Mayer-Patel, 2004), multimodal
disambiguation (Oviatt, 1999a), dialogue structures (Blechschmitt & Stro¨decke,
2002) or input management (Dragicevic & Fekete, 2004). Platforms that com-
bine specific modalities are in most cases dedicated to speech and gesture (Oviatt
et al., 2000; Sharma et al., 2003). Other combinations include speech and face
recognition (Garg et al., 2003) or vision and haptics (Harders & Sze´kely, 2003).
Even though the work done in tackling technical problems is of fundamental im-
portance to the development of adaptive and multimodal interfaces, it is of a very
particular nature, and not suited for a more general interface description. The
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same can be said of specific modality combinations, where some of the contri-
butions do not generalize for other modality combinations, due to nature of the
recognition technologies involved.
In the next paragraphs four frameworks that adopt a more general approach
to the development of multimodal and adaptive systems are introduced.
2.3.1 ICARE
ICARE, which stands for Interaction-CARE (Complementarity Assignment Re-
dundancy Equivalence), is a component-based approach for the development of
multimodal interfaces (Bouchet & Nigay, 2004; Bouchet et al., 2004). The ICARE
framework is based on a conceptual model that describes the manipulated soft-
ware components. These components specify the multimodal interface, and are
the basis for the automatic generation of the underlying code. The generated code
takes the place of the presentation and interaction components inside the struc-
ture of the ARCH software architectural model (UIMS Tool Developers Work-
shop, 1992).
This framework is targeted at two types of users: the developer and the de-
signer. The developer is responsible for creating the ICARE components. The
designer is able to specify the system’s interaction, by assembling components.
Two types of components can be identified in the ICARE framework: elementary
components, responsible for defining “pure interaction modalities”, and generic
composition components, allowing the specification of the combined use of modal-
ities. These last components are said to be generic, in the sense that they are
independent from any modality.
2.3.1.1 Elementary Components
To help understand an ICARE elementary component, the framework authors
define an interaction modality as the coupling of a physical device with an in-
teraction language (Bouchet & Nigay, 2004). The physical device is an artifact
for receiving or presenting information. An interaction language defines a set
of expressions responsible for conveying meaning to raw information. Based on
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these definitions, two types of elementary components have been defined: Device
components and Interaction Language components.
A Device component represents an extra layer of the physical artifact device
driver. This component abstracts and enriches (with time-stamps, for instance)
the artifact’s raw information.
An Interaction Language component corresponds to the logical level of an
interaction modality. Similar to the Device component, it abstracts the informa-
tion from the underlying device. For example, information from a GPS device
can be transformed into a position expressed in a different coordinate system,
or the utterances captured by a microphone can be transformed into commands.
This component also enriches the information with time-stamps and confidence
levels.
Device components are dependent on the associated devices, while Interaction
Language components are dependent on their input Device components.
2.3.1.2 Generic Composition Components
In the ICARE framework, the composition components are based on the CARE
(Complementarity, Assignment, Redundancy and Equivalence) properties (Nigay
& Coutaz, 1997). The CARE properties define relationships between modalities
(defined by devices and interaction languages) and the tasks the system is sup-
posed to support. Two or more modalities are said to be equivalent when a task
can be achieved using either one of them. For example, a user can select the
color of an object by speaking the color name, or by selecting it from a list. One
modality is assigned to a task when there is no equivalent modality to accom-
plish the same task. For example, direct manipulation is assigned to cut and
paste tasks if there is no other modality supporting that task in a system. Two
or more modalities are redundant when they are equivalent for the same task and
can be used simultaneously. For example, one system can present a piece of text
on the screen, while playing the same text with a speech synthesizer. Two or
more modalities are complementary when they cooperate in the development of
a task, performing exclusive subtasks. For example, a user selects a city in a map
while speaking “Flights to this city”.
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In ICARE, Assignment is represented by a connection between two compo-
nents during assembly. Equivalence occurs when two or more components are
connected to the same component. Given this, no need was felt for an explicit
representation of these two properties.
ICARE’s composition components describe the multimodal fusion of the infor-
mation supplied by two or more ICARE components, elementary or composition.
The fusion mechanism is triggered by two criteria: the complementarity/redun-
dancy of the information, and time. Three components are defined: Complemen-
tarity, Redundancy and Redundancy/Equivalence.
The Complementarity component combines complementary information that
is temporally close. For example, the orientation and location of a user can be
combined to identify what target the user it looking at. Redundancy refers to the
situation where two modalities provide redundant information temporally close.
In this situation one of the user’s actions must be ignored, but the fusion mecha-
nism is triggered only when two redundant information are received. The fusion
process results in n redundant pieces of information (where n is the number of
modalities connected to the component). The component is then responsible for
deciding what piece of information to propagate to the next component, with
the selection being made based on the data confidence factors. For example, a
fighter pilot can change its current flight phase (from navigation to fighting) by
speaking the command and pressing the correspondent command on the flight-
stick. The Redundancy/Equivalence component mixes the two CASE properties,
and is similar to the Redundancy component, with optional redundancy (in this
component only one information source is required to trigger the fusion mecha-
nism). For example, a user might select the destination of a flight by speaking a
city’s name, by selecting it from a list, or by doing both in a short time span.
Besides processing the information received, all composition components, in
a similar way to the elementary components, also enrich the information with a
time-stamp and a confidence level. A possibility not shared with the elementary
components, is given by the parameters that can be used by the designer to
customize the behavior of the composition components. For example, a designer
can change the multimodal fusion parameters, by altering the temporal window
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used, or the minimum confidence level required to accept a signal in the fusion
process.
2.3.1.3 Systems developed with ICARE
The ICARE framework has been used to assist in the development of a couple of
systems. MEMO (Bouchet & Nigay, 2004) allows the users to create, edit and
delete notes attached to physical locations. Users can interact with the system
through five input modalities, two passive and three active: orientation (acquired
through a magnetometer), location (acquired through a GPS), direct manipula-
tion (using a mouse), pseudo natural language (acquired with a microphone) and
commands issued through a keyboard.
ICARE was also used in developing the interface for FACET (Bouchet et al.,
2004), a French military airplane simulator. The tasks supported by the simulator
included determining location and orientation of the plane and marking points
on the ground. The modalities used in the simulator were the HOTAS (Hands
On Throttle And Stick), the helmet’s visor, speech, and a tactile surface placed
between the pilot’s legs.
2.3.2 Plastic User Interfaces
Plasticity refers to a user interface capacity to adapt, automatically or with user
intervention, to a range of computational devices and environments, whether in a
static or dynamic way. The term plasticity is inspired from the property of mate-
rials that expand and contract under natural constraints without breaking, thus
preserving continuous usage. Applied to human-computer interaction, plasticity
is the “capacity of an interactive system to withstand variations of context of use
while preserving usability” (Thevenin & Coutaz, 1999). A system’s usability is
preserved if a set of properties, defined during the system design stages, are kept
inside a predefined range.
Although the properties developed in the context of human-computer inter-
action (Gram & Cockton, 1997) provide a sound basis to guarantee user interface
usability, they do not cover all aspects of plasticity. For example, they do not
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express the need for continuity (Graham et al., 2000) when migration occurs be-
tween contexts of use. A context of use is defined, under the plasticity framework,
from three classes of entities: the users of the system; the hardware and software
platform, that is, the computational and interaction devices used; and the social
and physical environment where the interaction takes place, that is, the set of
people, objects and events that may impact the tasks being done.
2.3.2.1 Framework
The plastic user interfaces reference framework is intended to serve as a reference
instrument to help designers and developers structure the development process
(Calvary et al., 2001b). This model-based approach considers six models and
structures the development into four levels of abstraction (Calvary et al., 2002):
tasks and concepts, abstract user interface, concrete user interface and final user
interface (figure 2.1).
 Selection of a candidate reaction according to an ac-
ceptable migration cost. Every reaction has a migration
cost that expresses the effort the system and/or the user
must put into this particular reaction. The effort is
measured as a combination of criteria selected in the
early phase of the development process.
Execution of the Reaction
The execution of the reaction consists of a prologue, the
execution per se, and an epilogue:
 The prologue prepares the reaction. The current task is
completed, suspended, or aborted; the execution context
is saved (such as the specification of the temperature
under modification); if not ready for use, the new ver-
sion of the user interface is produced on the fly (e.g., a
new presentation, a new dialogue sequence).
 The execution of the reaction corresponds to the com-
mutation to the new version (e.g., the new presentation,
the new dialogue sequence, or the execution of a spe-
cific task).
 The epilogue closes the reaction. It includes the resto-
ration of the execution context (e.g., temperature set-
tings, resuming of the sus-
pended task).
Each one of the above steps
is handled by the system, by
the user, or by a co-op-
eration of both. A step oc-
curs on the fly or off-line.
When a step is performed
off-line, subsequent steps are
also performed off-line.
Transition between steps
means transition between
states. Transition between
states has been analysed
since the early developments
of HCI. Norman's evaluation
gap, Mackinlay's et al. use of
graphical animation for
transferring cognitive load to
the perceptual level [17], the
notion of visual discontinuity
[11] etc., have all demon-
strated the importance of
transitions. A transition be-
tween two platforms, be-
tween executable codes,
between UIs, etc. is therefore
a crucial point that deserves
specific research. The pro-
logue and epilogue are here
to help the designer thinking
to the transitions.
 
CONCLUSION
Although the prospective development of interactive sys-
tems may be fun and valuable in the short run, we con-
sider that the principles and theories developed for the
desktop computer should not be put aside. Instead, our re-
ply to the technological push is to use current knowledge
as a sound basis, question current results, improve them,
and invent new principles if necessary. This is the ap-
proach we have adopted for supporting plasticity by con-
sidering model-based techniques from the start. These
techniques have been revised and extended to comply
with a structuring reference framework. This framework
has been put in practice both at design time and run time:
ARTStudio provides a concrete, although incomplete, ap-
plication of the design time aspect of the framework. On
the contrary, the Probe [4] deals with the run time aspect
for the detection of context changes. Now we focus on the
evolution model to formalize the change of context and
exploit it by an Aspect Oriented Programming.
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Figure 13. The revised reference framework.
Figure 2.1: The reference framework for the development process of plastic inter-
active systems. Adapted from Calvary et al. (2002).
The models considered in the framework include (Calvary et al., 2001a):
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Concept Model - describes the concepts manipulated by the user in any context
of use. Stores the information related to the usage domain.
Tasks Model - describes how a user performs a task successfully, that is, in a
way that allows the user to achieve the task goals.
Platform and Environment Models - these two models define two of the
classes that describe the context of use.
Interactors Model - describes the widgets available to produce the final inter-
face.
Evolution Model - describes state changes inside a context of use, as well as
the conditions to migrate from a context to another context.
These models are specified by the developer and are called the initial models.
The transient models and the final models are inferred by the developer or by
the system during the development process. A transient model is an intermedi-
ary model needed for the production of the executable final user interface. The
development process is a combination of vertical reification and abstraction, and
horizontal translation. Vertical reification corresponds to the derivation process,
starting in the more abstract models and leading to the final run time imple-
mentation (Calvary et al., 2001b). The vertical abstraction is the inverse process,
referring to the possibility of abstracting higher-level models from lower-level ones
(Calvary et al., 2002). This operation was included to support the cases where
abstract specifications are inferred from early prototypes. Horizontal translation
corresponds to translations between models at the same reification level (Calvary
et al., 2001b). This allows the reuse in one context, of models developed for
different contexts. Each of these processes may be executed automatically from
previously entered specifications, or manually.
The run-time adaptation process (figure 2.2) is divided in three stages (Cal-
vary et al., 2001a, 2002):
Situation recognition - This stage’s goal is to detect changes in the context of
use. It comprises three steps: sensing the current context, detecting context
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 Selection of a candidate reaction according to an ac-
ceptable migration cost. Every reaction has a migration
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measured as a combination of criteria selected in the
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Execution of the Reaction
The execution of the reaction consists of a prologue, the
execution per se, and an epilogue:
 The prologue prepares the reaction. The current task is
completed, suspended, or aborted; the execution context
is saved (such as the specification of the temperature
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new presentation, a new dialogue sequence).
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the new dialogue sequence, or the execution of a spe-
cific task).
 The epilogue closes the reaction. It includes the resto-
ration of the execution context (e.g., temperature set-
tings, resuming of the sus-
pended task).
Each one of the above steps
is handled by the system, by
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sidering model-based techniques from the start. These
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with a structuring reference framework. This framework
has been put in practice both at design time and run time:
ARTStudio provides a concrete, although incomplete, ap-
plication of the design time aspect of the framework. On
the contrary, the Probe [4] deals with the run time aspect
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Figure 13. The revised reference framework.
Figure 2.2: Run-time dapt ti n process. Adapted from Calvary et al. (2002).
changes, and identifying the context changes. This stage requires physical
sensing capacities and the ability to model the environme t.
Computation of a reaction - This stage computes the reaction to the detected
context change. It starts by identifying what ar the possi le rea tions to
apply, and proceeds by selecting one of those. The reaction may be selected
from a predefined set, or computed in run-time.
Execution f the reaction - In this stage the previously selected reaction is
applied. It starts by executing a prologue preparing the reaction execution
(savin th execution context, for instance), proceeds with the execution
of the reaction, and ends with the execution of the epilogue (restoring the
execution co text, for exampl ).
Any of the steps can be executed by the system, the user, or in cooperation.
When all the steps are executed by the system the process is called adaptative
plasticity. When all steps are executed by the user, it is called adaptable plasticity.
When executed by both in combination it is calledmixed plasticity (Calvary et al.,
2001b).
A tool exists, called ARTStudio (from Adaptation by Reification and Transla-
tion), supporting the development of interfaces according to the plasticity frame-
work (Calvary et al., 2001b). Using the tool, a task-oriented specification is
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computed from the concepts and tasks models. This allows the automatic gen-
eration of the abstract user interface. The automatic generation of the concrete
user interface is supported by the abstract user interface, the platform model, the
interactors model, and a set of heuristics. Each of the intermediate models may
be adjusted by the designer, which has the possibility of overriding ARTStudio
default values.
2.3.2.2 Systems developed with the plasticity framework
The plasticity framework was used in developing different interfaces for a Home
Heating Control System (Calvary et al., 2001a,b). The interfaces allow the user to
control the home heating system from wall mounted devices in the house, PDAs
if there is a wireless connection available, through a desktop in the office, or from
anywhere with a WAP enabled phone.
The framework was also used as a Unifying Reference Framework to model
a range of development approaches proposed by other authors (Calvary et al.,
2003).
2.3.3 CAMELEON-RT
CAMELEON-RT (Balme et al., 2004) is a conceptual architecture reference model,
targeted at the development of distributable, migratable, plastic user interfaces.
This reference model can also be used to compare and analyze existing interface
development tools.
This architecture deals with a problem space of distributed, migratable, plastic
interfaces. The architecture authors define these concepts as follows:
Distributable interface - an interface is said to be distributable when the in-
teraction resources are spread over more than one device.
Migratable interface - interface migration happens when all or part of the
interface is transferred to other interaction resources, whether they belong
to the same platform, or to a different one. The migration is said to be
static when it happens off-line, that is, between sessions. If the migration
happens on the fly, it is said to be dynamic. The migration is total when
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the totality of the interface is transferred to another platform, and partial
when only a subset of the interface is transferred to another platform.
Plastic interface - the concept of plasticity was previously presented in section
2.3.2.
The CAMELEON-RT architecture aims at supporting all the aspects of dis-
tributed, migratable, plastic user interfaces. Other interface development tools
do not support all these aspects, in particular, plasticity is only supported in
centralized, statically migratable user interfaces.
2.3.3.1 The CAMELEON-RT Architecture
The CAMELEON-RT architecture is structured in three layers (figure 2.3):
 
does not support plasticity. I-AM and CamNote, although very different in terms of 
their functional coverage, comply with the principles of CAMELEON-RT. 
5 The CAMELEON-RT Architecture Reference Model 
As shown in Figure 3, CAMELEON-RT is structured into three levels of abstraction: 
at the two extremes, the interactive systems layer and the platform layer; at the core 
of the architecture, the Distribution-Migration-Plasticity middleware (DMP-
middleware) that provides mechanisms and services for DMP UI’s. 
 
Fig. 3. The CAMELEON-RT architecture reference model. A flower-like shape, , denotes 
open-adaptive components. The miniature adaptation-manager shape, , denotes close-
adaptive components. Arrows denote information flow, and lines bi-directional links.  
5.1 The Platform Layer 
The platform layer corresponds to the notion of platform as defined in Section 2. It 
includes the hardware and the legacy operating system(s), which, together, form the 
ground-basis of an interactive space. The hardware denotes a wide variety of physical 
entities: surfaces and instruments, computing and communication facilities, as well as 
sensors and actuators. 
5.2 The Interactive Systems Layer 
This layer includes the interactive systems (e.g., CamNote) that users are currently 
running in the interactive space. The Meta-User Interface (meta-UI) is one of them. 
Figure 2.3: The CAMELEON-RT architecture referenc model. Adapted from
Balme et al. (2004).
Platform layer - this layer consists of the hardware and the device’s operating
systems.
Interactive Systems layer - this layer includes the interactive systems exe-
cuted in the interaction space. One of the interactive systems executed
here is the meta-user interface. The meta-user interface plays a similar role
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to the desktop of an interactive space, being capable of holding all activities
that can be executed in the interactive space. The meta-user interface must
also be able to perform user interface adaptation in the cases where there
is no migration and distribution (close-adaptation).
DMP-middleware layer - the DMP (Distributed Migratable Plastic) layer must
satisfy three classes of requirements: physical space modeling, dynamic het-
erogeneous clusters support, user interface adaptation when distribution or
migration occurs.
To satisfy the DMP-middleware layer requirements, the following services are
provided:
Context Infrastructure - this service, based on information gathered by sens-
ing devices and events from the underlying operation systems, builds a
model of the physical space.
Platform Manager and Interaction Toolkit - these services play a role sim-
ilar to the X-Windows manager, but extended to support dynamic hetero-
geneous clusters. The services include: resource discovery support, hiding
the heterogeneity of the underlying operating systems and hardware, and
support for migration and distribution of user interfaces.
Open-adaptation Manager - this service includes a set of observers, who relay
the gathered information to a situation synthesizer. The situation synthe-
sizer informs the evolution engine to the occurrence of a new situation, that
may require open-adaptation. If that is indeed the case, the evolution en-
gine uses the components retriever and the configurator to generate a new
user interface.
2.3.3.2 Systems developed with the CAMELEON-RT reference model
The validity of the CAMELEON-RT reference model has been proved with the
development of the following two example applications.
The CamNote (Balme et al., 2004) is a slides viewer, running in a dynamic
heterogeneous platform. The interface is composed by four components: the
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slides viewer, a notes editor, the video viewer (works superimposed on the slides
viewer) and a control panel. The interface components may be distributed over
two platforms: PDA and PC. The control panel component has the possibility to
migrate from the PDA to the PC, and back to the PDA. The migration occurs to
the PDA when it is near the PC and back to the PC when the PDA draws away.
The I-AM is a platform manager, similar to the X-Windows manager, sup-
porting dynamic heterogeneous workstation clusters. When two workstations,
even running different operating systems, are close to each other, an interaction
channel opens between both. This channel allows application migration between
workstations at pixel level. The application can share both workstation output
and input devices. One workstation may change the state of an application cre-
ated in the other workstation, thus allowing the building of dynamic workstation
clusters. This application example does not support plasticity.
2.3.4 Unified User Interfaces
The Unified User Interface (UUI) is the specific part of an application capable of
self-adapting to individual requirements of user and context of use (Stephanidis
& Savidis, 2001). The self-adaptation may reflect varying physical, syntactic or
semantic behavioral interaction patterns.
The Unified User Interface development methodology seeks to convey a new
perspective on the development of user interfaces, and to provide a principled and
systematic approach towards coping with diversity in the target user groups, tasks
and environments of use, through the use of automatic user interface adaptation
(Savidis & Stephanidis, 2004).
UUIs design goals are:
 Identify and enumerate possible design alternatives, suitable for different
users and contexts of use;
 Identify abstractions and fuse alternatives into abstract design patterns;
 Rationalize the design space by means of assigning criteria to alternatives
and developing the relevant argumentation, so as to enable a context-
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sensitive mapping of an abstract design pattern onto a specific concrete
instance.
Enumeration of design alternatives is attained through techniques for analyt-
ical design (such as design scenarios, envisioning, ethnographic methods) which
facilitate the identification of plausible design options for different user groups,
computational platforms, environments and situations of use, etc.; the collection
of all alternatives, at all levels of interaction, constitutes the design space of the
interface.
Abstraction entails the identification of abstract interface components that are
de-coupled from platform-, modality-, or metaphor-specific attributes. Abstrac-
tions are developed by developing a polymorphic task hierarchy (Savidis et al.,
2001). The polymorphic task hierarchy is a construction in which the nodes rep-
resent abstract design elements, de-coupled from the specifics of the target user
groups and the underlying interaction platforms, while the leaves depict concrete
physical instances of the abstract design element suitable for specific contexts of
use.
Finally, rationalization of the design space implies the explicit encoding of
the rationale for mapping an abstract design element to a concrete artifact. This
is typically achieved by assigning criteria to design alternatives and providing
a method for selecting the maximally preferred option, either at design- or at
run-time.
The unified implementation, attained by processing the interface specification,
employs adaptive techniques to realize the matching of the patterns and abstract
design elements into the corresponding concrete physical elements (Stephanidis,
2001).
The design process is complemented by an architectural framework (Savidis
& Stephanidis, 2004), where the notion of encapsulation plays a key role: all the
parameters, decision logic, and interaction artifacts are explicitly represented in
a computable format, being an integral part of the run-time environment of the
interactive system.
Figure 2.4 displays the basic components of the UUI architecture:
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4.2.1 The UIS
4.2.1.1 The functional role The functional role supplies
user attribute values: (i) known oﬀ-line, without per-
forming interaction monitoring analysis (e.g., motor/
sensory abilities, age, nationality, etc.); and (ii) detected
on-line, from real-time interaction-monitoring analysis
(e.g., fatigue, loss of orientation, inability to perform the
task, interaction preferences, etc.)
4.2.1.2 The run-time behaviour Run-time behavior plays
a two-fold role: (i) it constitutes a server that maintains
and provides information regarding individual user
proﬁles; and (ii) encompasses user representation
schemes, knowledge processing components and design
information, to dynamically detect user properties or
characteristics.
4.2.1.3 The encapsulated content This component may
need to employ alternative ways of representing user-
oriented information., a repository of user proﬁles serves
as a central database of individual user information (i.e.,
the registry). In Fig. 4, the notion of a proﬁle structure
and a proﬁle instance, reﬂecting a typical list of typed
attributes is shown; this model, though quite simple, is
proved in real practice to be very powerful and ﬂexible
(can be stored in a database, thus turning the proﬁle
manager to a remotely accessed database). Additionally,
more sophisticated user representation and modeling
methods can be also employed, including support for
stereotypes of particular user categories. In case dy-
namic user attribute detection is to be supported, the
content may include dynamically collected interaction
monitoring information, design information and
knowledge processing components, as it is discussed in
the implementation techniques. Systems such as BGP-
MS [21], PROTUM [44], or USE-IT [2] encompass
similar techniques for such intelligent processing.
4.2.1.4 Implementation From a knowledge representa-
tion point of view, static or pre-existing user knowledge
may be encoded in any appropriate form, depending on
the type of information the user information server
should feed to the decision making process. Moreover,
additional knowledge-based components may be em-
ployed for processing retrieved user proﬁles, drawing
assumptions about the user, or updating the original
user proﬁles. In Fig. 5, the internal architecture of the
UIS employed in the AVANTI browser is presented. It
should be noted that the ﬁrst version of the AVANTI
browser produced in the context of the AVANTI Project
employed BGP-MS [22] for the role of the UIS. The
proﬁle manager has been implemented as a database of
proﬁles. The two other sub-systems, (i.e., the monitoring
manager, the modeling and the inference) are needed
only in case dynamic user attribute detection is required.
The interaction monitoring history has been imple-
mented as a time-stamped list of monitoring events (the
structure of monitoring events is described in the anal-
ysis of communication semantics) annotated with simple
dialogue design context information (i.e., just the sub-
task name). In the user models, all the types of
dynamically detected user attributes have been identiﬁed
(e.g., inability to perform a task, loss of orienta-
tion—those were actually the two dynamically detect-
able attributes required by the design in the AVANTI
browser). Each such attribute is associated with its
corresponding behavioural action patterns. In the spe-
ciﬁc case, the representation of the behavioural patterns
has been implemented together with the pattern-
matching component, by means of state automata. For
instance, one heuristic pattern to detect loss of orienta-
tion has been deﬁned as ‘‘the user moves the cursor inside
the Web-page display area, without selecting a link, for
more than N seconds’’. The state automaton starts
recording mouse moves in the page area, increasing
appropriately a weight variable and a probability value,
based on incoming monitored mouse moves, while ﬁ-
nally triggering detection when no intermediate activity
is successfully performed by the user. This worked ﬁne
from an implementation point of view. However, all
such heuristic assumptions had to be extensively veriﬁed
with real users so as to assert the relationship between
the observable user behaviour and the particular in-
ferred user attributes. This is a common issue in all
Fig. 3 The components of the uniﬁed user interface architecture
Fig. 4 The notion of a proﬁle structure and a proﬁle instance
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Figure 2.4: The components of the unified user interface architecture. Adapted
from Savidis & Stephanidis (2004).
 The User Information Server (UIS). This module stores the user profiles,
necessary for the adaptation process. It may also receive and roces run-
time events which allow deriving additional influences over the user.
 The Context Parameters Server (CPS). This module stores the information
about the usage environment and relevant interaction parameters. This
information is also used in the adaptation process.
 The Decision Making Component (DMC). This module harbors the decision
logic, which chooses adaptations based on the values received from the UIS
and CPS modules.
 The Dialogue Patterns Component (DPC). This module implements all the
alternative dialogue patterns found during the design process. It must be
able to apply all activation/canceling decisions originating from the DMC. It
must also be capable of supplying the UIS with information, gathered from
interaction monitoring components associated with implemented dialogue
patterns.
The run-time adaptation process in Unified User Interfaces is practically a
context-sensitive selection of those components which have been designed to ad-
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dress that particular situation. In order to perform such a context sensitive
selection, the DMC encompasses information regarding all the various dialogue
patterns present within the DPC, and their specific design roles.
2.3.4.1 Systems developed with the Unified User Interface design pro-
cess
The AVANTI Web browser interface adapts to diverse parameters, like the differ-
ent user capabilities, requirements and preferences, and different usage contexts
(Savidis & Stephanidis, 2004; Stephanidis, 2001; Stephanidis & Savidis, 2001).
The target user groups for this browser include: the “average” user, without
limitations; blind and visually impaired users; and users with different motor
impairments to the upper body. Users with and without computer and internet
usage experience are also considered.
The adaptation considers both static and dynamic user characteristics. Static
characteristics are those that do not change during an interaction session, al-
though they can change over long periods of time. It is assumed that these
characteristics are known at the beginning of the interaction session. Dynamic
characteristics are derived in run-time, through interaction monitoring.
The adaptation is based on a User Modeling Server, which monitors the users’
behaviors through the user interface and content adaptation components. The
Hyperstructure Adaptor dynamically builds the hypermedia documents for each
user. It is interesting to note that the user characteristics that trigger appropriate
adaptation types at the content level mainly concern the type of disability, the
expertise and the interests of the user. Most of the knowledge about users is
acquired in run-time, by monitoring user navigation and selections, for instance.
In addition, it is possible to employ an initial user profile, stored in a server, or
built from an initial questionnaire. The adaptation in the AVANTI Web browser
is rule-based, and it may occur in the beginning of a new interaction session, as
well as during the session.
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2.3.5 Discussion
This section presented four frameworks for the development of multimodal and
adaptive systems. ICARE is specifically dedicated to the development of mul-
timodal systems. The other three frameworks target adaptive systems develop-
ment.
ICARE is a component-based approach, where a designer parameterizes and
assembles components according to a set of predefined relationships. ICARE is
then able to automatically generate the code corresponding to the interaction
and presentation components of the ARCH software architecture model. The
major limitation of ICARE in the context of the work approached in this the-
sis is ignoring the possibilities offered by adaptation. Adaptation could be used
in ICARE to improve the component’s performance. For instance, elementary
components could benefit from adaptable connections between device and inter-
action language components that would select the best interaction language to
connect to a device to define a modality, according to the environment and usage
conditions. Composition components could benefit from adaptable parameters,
learning from past interactions, to fine tune their performance.
Another limitation that can be identified in ICARE is the reliance on the
CARE properties. These identify four relations between modalities. Other au-
thors have identified more relations between modalities, which, if considered,
would add greater depth to the design possibilities offered. Martin et al. (1998)
developed the TYCOON framework that considers six types of cooperation be-
tween modalities: complementarity, redundancy, equivalence, specialization, con-
currency and transfer.
The other three frameworks provide reference models for the development
of adaptive systems. All three adopt a model-based approach (Brusilovsky &
Cooper, 2002; Eisenstein et al., 2001; Paterno`, 1999), a notion of context based on,
at least, users, platform and environment, and are capable of run-time adaptation.
In this way, they are prepared to deal with diversity in the context of use.
The Plasticity framework supports the development of interfaces for vari-
ous devices. Its great advantage is the possibility of reusing abstract models
to develop different concrete interfaces, tailored to each device. The run-time
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adaptation process is capable of detecting context changes, and deciding on the
best reaction. However, this reaction is limited to the interaction possibilities
of the platform for which the interface was developed. The framework does not
consider the introduction in execution time of new devices with new modalities,
which could be explored to improve the interaction. In addition, the framework
does not consider in its design process the specificities of multimodal interaction.
The CAMELEON framework extends the concepts presented in the Plasticity
framework. This framework considers, in addition to the plasticity of the inter-
face, distributable and migratable characteristics. This means that interaction
resources can be spread over more than one device and can migrate from one
device to another. Thus, this framework is capable of adjusting to the introduc-
tion or removal of devices in run-time and reallocating interaction resources to
and from those devices. However, the framework does not try to exploit the ad-
vantages that the introduction on new devices can create, and is more concerned
with migration of interaction resources within platforms supporting essentially
the same modalities. Thus, the migration of interaction resources from one de-
vice to another does not mean a replacement of modality used, but simply, the
use of the same modality in a different device. The introduction of devices can
introduce new modalities into the context of use, but the use of those modalities
is not impacted by adaptation in any way.
The UUI framework proposes a design process where alternatives suitable for
different users and contexts of use are identified. These alternatives are abstracted
and the design space is constructed by rationalizing the different abstractions into
concrete interface elements. In run-time, adaptive techniques match abstract de-
sign elements into concrete physical elements. This adaptation process is practi-
cally a component selection, ignoring the possibility of adapting the components
properties and features in run-time. This places the burden on the designer, who
is responsible for thinking about all the components for all possible contexts of
use. In more complex environments this is not a feasible task. In addition, this
framework, similarly to the Plasticity and CAMELEON frameworks, does not
consider in its architecture the introduction of modalities, and how they can be
explored to achieve the goals of Universal Access.
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In summary, the reviewed frameworks major disadvantage is ignoring in their
architectures the inclusion of both adaptation and multimodal features. Although
all contribute with some successful elements, this lack of integration between
adaptive and multimodal features prevents them to explore the richness of mul-
timodal interaction in an efficient and manageable manner, supported by adap-
tation of the interface.
2.4 Evaluation Methodologies
An interactive system is evaluated to ensure that if behaves as expected by the
designer and it meets the requirements of the user. Accordingly, three main goals
of evaluation can be distinguished (Dix et al., 1997): (1) To assess the extent of
system’s functionality; (2) To assess the effect of the interface on the user; and
(3) To identify specific problems with the system. This section focus will be on
the first two points, by reviewing how evaluation methodologies can help to assess
the impact of adaptive interfaces on functionality and users.
The evaluation of adaptive systems is traditionally based on efficiency (infor-
mation quality, precision, performance, etc.) and usability (consistency, trans-
parency, etc.). The evaluation is accomplished, in most situations, by comparing
the adaptive system with a non-adaptive version (Lavie et al., 2005). When the
non-adaptive system is just a stripped-down version of the adaptive system, with
the adaptive features turned off, the non-adaptive version is, in reality, a non-
optimal system, which raises the problem of comparing optimal and non-optimal
versions of the same system (Paramythis et al., 2001).
Before evaluating adaptive systems, a set of factors must be taken in consid-
eration (Lavie et al., 2005; Paramythis et al., 2001):
 There is a real possibility that the adaptation effects only become visible
after a long period of interaction with the system under evaluation.
 Adaptations may have different effects in different situations, or while dif-
ferent tasks are performed, or with different users.
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 Adaptation may change user behavior. For example, the Interbook system
(Brusilovsky & Eklund, 1998) employs annotated links to show whether a
student is ready or not to understand the concepts introduced in the linked
page. The link annotation might change the student behavior, which, in
turn, may impact the time spent reading the page. The time reading the
page is a possible measure of the ease of understanding, which then becomes
a non-valid measure when annotated links are employed.
 The concept of typical user should not be employed during adaptive systems
evaluation, since their goal is to adapt to the user singular characteristics
and preferences, thus broadening the user spectrum.
Many of these factors reflect that the interface is the user’s window to the
system, influencing the mental model construction through what is presented to
the user and the available interaction modes. In addition, in an adaptive system,
the interface is also the system’s window to the user, impacting the system built
models, through the available information acquisition modes. All these factors
make it possible to understand the difficulty of the adaptive systems evaluation
task. There are, usually, a great number of factors influencing an adaptive system,
making it very difficult to control all the factors during an experiment. Moreover,
it is not possible to assume that the user behavior remains static during the
experiment.
Following the stated above several proposes have been put forward. Del
Missier & Ricci (2003) argue for a situated approach, suggesting the adoption
of an evaluation setting as close as possible to the real setting. Since research
has highlighted that even very simple tasks (like moving a mouse and pressing
a button, for instance) can be performed using different strategies (Fum & Del
Missier, 2001; Gray & Boehm-Davis, 2000), only by having an evaluation setting
that mimics real interaction environments will allow a better understanding of
the system’s behavior as a result of the interplay between its function’s, the user’s
strategies and the specific aspects of the interface. Lavie et al. (2005) argue for
a three phase evaluation setting: First, the evaluation should focus on the differ-
ent types of tasks that can be accomplished with the system. User performance
on routine tasks should be compared to the performance on uncommon tasks,
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as well as on tasks of varying difficulty degrees. Second, the adaptive system
should be evaluated under different conditions (different environmental settings,
for example). Third, the system should be evaluated with different users. Several
characteristics should be used to differentiate the users, like the age, experience
with the system, etc. Although all these aspects are relevant for the evaluation of
general systems, they are particularly crucial in the context of adaptive systems,
due to the fact that they have an impact on the adaptation itself.
2.4.1 Empiric Evaluation
Empirical evaluation refers to the appraisal of a theory by observation in exper-
iments (Chin, 2001). For example, one may want to test whether a system with
adaptation capabilities is better than one without, or test different user model
parameter settings. These factors, which are under control of the experimenter,
are named independent variables because their values can be varied independently
from the other factors of the experiment. On the other hand, the variables which
are dependent on the value of other factors are named dependent variables. These
include response variables, or recorded measures such as the frequency of certain
behaviors, number of errors, time to complete tasks, or subjective evaluations.
Ideally, in an experimental setting, only the independent variables are varied,
while everything else remains fixed, so that changes in dependent variables can
only be attributed to changes in the independent variables. Unfortunately, such
a setting is almost impossible. If different participants are used for the different
independent variable conditions, their individual physical, sensorial and cogni-
tive differences will influence the values of the dependent variables. If the same
participant is present in all independent variable conditions the problem is that
the earlier conditions will influence the performance in the later conditions due
to practice effects. Other potential problems involve the experimental setting
environmental conditions, such as time or location of the experiment, network
load, noises, etc. To overcome such problems, participants are randomly assigned
to different groups in order to average the effects of these “nuisance variables” on
the dependent variables (Chin, 2001). For this to work properly, large numbers
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of participants are needed. This number can be reduced by using crossed de-
signs, where the same participant tests multiple independent variable conditions.
The control of the practice effect is achieved by randomly assigning the order of
independent variable conditions to each participant.
Performing an evaluation requires an extended procedure. Totterdell & Boyle
(1990) list the most essential steps for the evaluation of software:
Identifying the objectives of the evaluation. The planning should include
a clear specification of the commissioner, the audience who is supposed to
receive the results, and the criteria.
Specifying experimental design. The criteria need to be translated into suit-
able methods, subjects, tasks, measurements, experimental settings and
resources.
Collecting results. Depending on the method, the results are collected using
log-files, observations, questionnaires, etc.
Analyzing data. Both quantitative and qualitative analysis may be applied,
depending on the specification of the criteria and methods used.
Drawing conclusions. The interpretation of the results may be used to recom-
mend the system or to recommend modifications.
Empirical evaluation is necessary for adaptive systems, and systems employ-
ing Artificial Intelligence techniques in general, since certain faults and errors
are undetectable by other means (Weibelzahl et al., 2002a). Without empiri-
cal evaluation, adaptation errors resulting from faulty data acquisition, wrong
inference, inadequate adaptation decisions, and usability problems cannot be de-
tected. However, significant empirical evaluations of adaptive systems are hard
to find. Chin (2001) reports that only a quarter of the articles published in the
User Modeling and User Adapted Interaction journal provide significant empirical
evaluations.
Still, it must be acknowledged that empirical evaluation presents a set of
problems and limitations (Weibelzahl, 2005; Weibelzahl et al., 2002a):
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 Evaluation is traditionally done in the end stages of a project, with a val-
idation focus. Adaptive systems require several evaluation studies during
the development cycle.
 Empirical evaluation involves large numbers of people, organizational and
financial resources (Masthoff, 2003).
 When evaluating adaptive systems the specification of the adequate control
conditions may raise an important problem. The solution, traditionally,
involves comparing an adaptive and a non-adaptive version of the same
system (Brusilovsky & Eklund, 1998). For several systems, where the per-
formance is severely impaired when the adaptivity is “turned off”, this is
not a valid alternative (Ho¨o¨k, 2000).
 To demonstrate that adaptation is working properly it is best to employ a
very heterogeneous test participant population. However, from a statistical
point of view, the population should be homogeneous to minimize secondary
variance (Masthoff, 2003; Mitrovic & Martin, 2002).
 Evaluating a system is sometimes seen as a usability testing problem (Stra-
chan et al., 2000). While usability is an important criterion, adaptive sys-
tems evaluation must not center on usability all the times. For instance,
in an adaptive learning system, the main evaluation criteria should be im-
proving the learning gain.
 One of the evaluation criteria employed is asking test participants to com-
ment or estimate adaptivity effects (Beck et al., 1997), or their satisfaction
with the system (Fischer & Ye, 2001). Several issues can be raised with
this approach. If the participants don’t have prior experience with a non-
adaptive version of the system they are not in a good position to judge
improvements from one version to the other. In addition, since the goals
of adaptation is to make the system perform in a subjective expected way,
it is possible that participants don’t even become aware of the adaptation
effects, ending up attributing to adaptation and reporting only the events
where the system did not behave according to their expectations.
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 There are not, as of yet, well defined criteria for successful adaptation. Ob-
jective criteria (e.g., duration, number of interactive steps, knowledge gain)
have been unable to find differences between adaptive and non-adaptive ver-
sions. Subjective criteria (e.g., usability questionnaires) have been rarely
applied to user modeling. Probably, the effects of adaptivity in most sys-
tems are rather subtle, thus requiring precise measurements to be perceived.
2.4.2 Layered Evaluation
Evaluation techniques usually consider and assess the system as a whole, compar-
ing adaptive and non-adaptive versions of the same application. This approach
is acceptable in a field where no acceptable component model of a system can
be identified, but that is not the case for adaptive systems (Brusilovsky et al.,
2004). A number of useful models of adaptive systems have been suggested by
researchers (Benyon & Murray, 1993; Oppermann, 1994b). In general, all models
of adaptive systems acknowledge that the development of adaptive applications
involves several sub-components, which are necessary for supporting the complex
representation and inference underlying adaptive behavior. Until recently, these
models had failed to influence the evaluation practice, which failed to take into
account the different phases, processes and components of adaptive behavior that
could be the origin of the problems detected in an evaluation study (Chin, 2001).
To tackle this issue, several authors have proposed a layered evaluation ap-
proach, where each layer of the system is evaluated independently of the others
(Brusilovsky et al., 2001; Paramythis et al., 2001; Weibelzahl & Lauer, 2001).
The main idea behind all frameworks is to break down the undifferentiated eval-
uation process into several components which can be evaluated separately. The
main difference between the three approaches is the number of components that
are identified.
Brusilovsky et al. (2001) demonstrated the benefits of the layered evaluation
approach with two evaluations steps, distinguishing between the interaction as-
sessment phase and the adaptation decision phase. In the interaction assessment
layer, the validity of the conclusions drawn by the system concerning the charac-
teristics of the user-computer interaction is evaluated. In the adaptation decision
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layer, it is the validity and meaningfulness of the adaptation decisions, for the
assessed results, that are evaluated.
Weibelzahl & Lauer (2001) presented a similar evaluation framework, albeit
with several distinctions that are reflected in the number of steps of the proposed
model. The steps include:
Evaluation of input data. This step evaluates the reliability and validity of
the input data acquisition process.
Evaluation of inference. This step checks the correctness and accuracy of the
user properties inferred by the system.
Evaluation of adaptation decision. This step aims to figure out whether the
chosen adaptation decision is the optimal one, given that the user properties
have been inferred correctly.
Evaluation of total interaction. The last step evaluates the total interaction,
thus assessing the whole system in a summative evaluation. Two aspects
are considered: the system behavior and the user behavior.
Paramythis et al. (2001) proposed a more explicit approach, with eight compo-
nents and stages of adaptation, but that is more confusing because of the mixture
of different types of modules in the same model. The eight identified modules
include:
Interaction Monitoring: Refers to facilities that are intended to capture the
exchanges between the user and the user interface, at different levels of the
interaction
Interpretation/inferences: Refers to the parts of the system that are respon-
sible for interpreting information made available through interaction mon-
itoring, in order to update the models.
Explicitly provided knowledge: Refers to information about the users’ char-
acteristics, plans, tasks, context, etc., which is explicitly provided to the
system, typically by the users themselves.
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Modeling: Refers to explicit or implicit representations of the users, their plans
with respect to a particular interactive session, the tasks that can be per-
formed with the system, etc.
Adaptation decision making: Refers to the parts of the system that are re-
sponsible for deciding upon the necessity of, as well as the required type of,
adaptations, given a particular interaction state.
Applying adaptations: Refers to the actual introduction of adaptations in the
user-system interaction, on the basis of the related decisions.
Transparent models and adaptation “rationale”: Refers to the particular
case of systems that enable users to review the models, or the rationale that
underlies the adaptation decisions made.
Automatic adaptation assessment: Refers to the run-time assessment of the
effects of decided upon and effected adaptations, with the intent of evalu-
ating their “success”. This stage is referred to as “second-level adaptation”
in Totterdell & Rautenbach (1990).
More recently, Gupta & Grover (2004) argue against the earlier frameworks
for ignoring aspects related to extensibility, maintenance, or the development
process. They go on to propose an evaluation framework with four orthogonal
dimensions, where one of the dimensions corresponds to the layers of the layered
evaluation approaches detailed before. The dimensions of the proposed framework
are as follows:
Environment: Refers to the operating environment of the system, considering
the different devices, location, characteristics and abilities of the users, and
the application domain.
Adaptation: Refers to the type of adaptation used (static or dynamic) in the
different stages of the adaptation process.
Development process: Refers to the stages of the software development cycle
used in the development of the adaptive system (analysis, design, imple-
mentation and maintenance).
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Evaluation modules: Refers to the layers of the adaptive system which are
evaluated in the context of the other dimensions. The layers include the va-
lidity of the data acquisition process, inference correctness, model building
correctness, adaptation decision correctness, and final user presentation.
The suggested approach is to evaluate each of the layers against the other
framework dimensions.
2.4.3 Evaluation Criteria
Current evaluation studies provide a number of criteria that can be used in whole
system empiric evaluations as well as to evaluate any of the layers of the frame-
works presented previously. Some of the criteria are general and can be applied
to the evaluation of different layers. These include reliability, accuracy, precision,
recall, latency, correctness, validity, sensitivy, necessity, appropriateness, accep-
tance, completeness, coherence, timeliness, user control, etc. Other criteria are
more specific and can be used only in particular layers. One example of such
criteria would be sampling rate, which is expected to be applied only to the input
acquisition layer.
These criteria are best evaluated through data collected by experimental meth-
ods involving experimental settings with test participants, like early exploratory
studies, controlled evaluation with users and experience in real world use (Chin,
2001). To avoid problems related with conducting experiments, like the neces-
sary resource gathering, several metrics have been proposed that waive the need
for conducting experiments, and estimate the adaptivity degree of the system
without empirical tests. In the following, two of these metrics will be presented:
structural characteristics and behavioral complexity.
2.4.3.1 Structural Characteristics
One set of measures that has been applied to the adaptive hypermedia field
are domain structure characteristics (Cini & de Lima, 2002). Most of current
adaptive hypermedia systems require the specification of at least two kinds of
relations between concepts and pages: prerequisite and infers. Prerequisite con-
cepts usually have to be learned before the related concept, i.e., understanding a
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concept requires knowledge of a prerequisite concept beforehand. Concept A is
inferred from concept B, if knowing the concept B implies knowing the concept
A. Based on this structural information, it is possible to provide adaptive hyper-
media features, such as adaptive curriculum sequencing, adaptive annotations,
and adaptive link hiding (Brusilovsky, 1996).
Cini & de Lima (2002) propose that it is possible to estimate the adaptivity
degree of adaptive hypermedia by computing several structural measures. Two
purposes can be accomplished this way. First, it could be used for authoring
support, by providing system designers with hints, whether they should increase
the adaptivity degree of their course, and which adaptivity component requires
additional concept relations. The higher the adaptivity degree, the larger will be
the amount of users that can use the presentation in a personalized way (Cini
& de Lima, 2002). Second, it could serve as an evaluation criterion, because a
higher adaptivity degree should result in better adaptation in terms of navigation
support and satisfaction degree with the presentation (Cini & de Lima, 2002).
The following six measures have been proposed. Besides the prerequisite and
inference concepts, other concepts relating to the AHA! architecture (De Bra &
Calvi, 1998) are employed in computing the measures.
 The adaptivity degree of the user model in the generation of updates.
Ahave inferences =
pageswith inferences
total pages
(2.1)
 The adaptivity degree in the restrictions of the adaptation model.
Ahave prerequisites =
pageswith prerequisites
total pages
(2.2)
 The user adaptable behavior degree in the presentation.
Aadaptable =
adaptable concepts that are prerequisites
adaptable concepts
(2.3)
 The content adaptation degree in the pages. Conditional fragments are
pieces of content that are included only when a certain condition is met
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(De Bra & Calvi, 1998).
Ahave conditional fragments =
pageswith conditional fragments
total pages
(2.4)
 The adaptive navigation degree in the pages.
Ahave conditional links =
pageswith conditional links
total pages
(2.5)
 The existence of an adaptive navigational map.
The rationale of the Ahave... measures is that only pages (or concepts) that
have any relation to other concepts increase the adaptivity. All other pages are
static.
Weibelzahl et al. (2002b) provides another interpretation: the more concepts
that are prerequisite of another concept, the more different adaptive suggestions
may occur during interaction. Accordingly, the more concepts that are inferred
by other concepts, the more pages might be skipped to reach a learning objective.
From this interpretation, four more measures are proposed:
 Percentile of concepts that are prerequisites of pages in relation to the total
concepts.
Aare prerequisites =
concepts that are prerequisite
total concepts
(2.6)
 Percentile of concepts that are inferred by pages in relation to the total
concepts.
Aare inferred =
concepts that are inferred by other concepts
total concepts
(2.7)
 Relative amount of prerequisites in relation to the maximum number of
possible prerequisites.
Aprerequisites rate =
total prerequisites
Pmax
(2.8)
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 Relative amount of inferences in relation to the maximum number of pos-
sible inferences.
Ainference rate =
total inferences
Imax
(2.9)
Weibelzahl et al. (2002b) also performed an empirical validation of the pro-
posed structural information measures, comparing data gathered using question-
naires subjectively rating navigation, orientation, adaptation, annotation, page
suggestions, and impression, with computed structural measures. Some statisti-
cally significant correlations were found, but with small effect sizes, meaning that
the correlation between the subjective measures and the structural information
measures was of low magnitude. Three possible interpretations for these results
were given (Weibelzahl et al., 2002b). First, the proposed measures might be
useless for authoring purposes, since it does not seem to exist any relation be-
tween the course structure and users’ subjective impression. Nevertheless, the
adaptivity degree might still be useful for authors to get a kind of summary of
their presentation. Second, the subjective ratings might have been useless to in-
dicate what the structural measures should detect. This is an implicit problem
of adaptation evaluation, since perfect adaptation is not even noticed by the user
and thus cannot be reported. Third, it is possible that adaptation is never in-
dependent of content. Instead of considering that more concept relations and a
higher adaptivity degree results in a better course, it might be that each content
has its own ideal structure.
2.4.3.2 Behavioral Complexity
One of the goals of adaptivity is reducing the complexity of interaction, thus
helping users achieve their goals more easily. This may be achieved by shifting
the division of labor between user and system, with the system taking over routine
tasks, such as planning, sorting or selecting, or by reducing the complexity of the
task itself.
Whatever the means used by the system to reduce complexity, the interaction
between user and system should reflect the decreased complexity. To measure this
complexity, it is necessary a description of the interaction behavior. According
to Kieras & Polson (1999), the concrete behavior of a user when interacting with
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a system can be described as a state-transition-network. The system changes
its current state when the user initiates an action. For example, mouse-clicks,
commands, or selection from a menu initiate such a transition and the system
enters a new state or returns to a previously visited state. The analysis of collected
data yields an individual transition network for every user. Users that are familiar
with the system are able to find the shortest path through the network to reach
the final state (Borgman, 1999). Other users that have incomplete or incorrect
knowledge have to enrich the entire concrete task solving process with a lot of
heuristics or trial and error strategies. They will return to the previous state if
they realize that the chosen transition did not result in the effect they wanted.
One of the potential problems of this approach concerns the modeling of the
states. Although it is a trivial procedure for simple systems supporting straight-
forward interaction, the modeling of complex interaction raises the question of
how to define a state. For example, consider an adaptive learning system where
each concept is characterized by a read attribute, which changes value when the
user reads a page with the concept explanation. In such a simple system, a
state can be defined as the combination of all concepts’ read values. As the user
navigates through the system, new states are entered. Now consider an adaptive
system without discrete pages to navigate and where attributes are modeled using
probabilities, or even continuous values. The definition of states for this system is
a non-trivial problem, and one of the possible approaches to its solution suggests
the use of methods from cognitive task analysis to identify states and transitions
(Weibelzahl & Weber, 2000).
In summary, by modeling the interaction between user and system, it should
be possible to observe the impact of adaptation, and the expected decrease in
interaction complexity. To assess the complexity of the state-transition-networks
four complexity measures, derived from graph theory, have been introduced in
Rauterberg (1992), based on previous work by Stevens et al. (1974), McCabe
(1976) and Kornwachs (1987).
The most simple measure is Cstate, where the complexity equals the number
of states found in a network.
Cstate = S (2.10)
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The complexity must consider relations between states too. Otherwise, a
system grouping all functions into a single page, and modeling the page as a state,
would be considered less complex, while, intuitively, at least clusters of functions
that belong together should be separated to improve the usability. Thus Cfan
computes the relation of states and transitions.
Cfan =
T
S
(2.11)
The third measure extracts the number of cycles in the network. Thus, it
indicates how often a user returned to a previous state.
Ccycle = T − S + P (2.12)
P is a constant for correction purposes only.
The fourth measure, Cdensity, shows the network’s density in relation to the
maximal possible density.
Cdensity =
T
S × (S − 1) (2.13)
When applied to software evaluation, Rauterberg (1992) showed that all the
measures were able to distinguish between novice and expert users. However,
Cstate and Cdensity varied with different tasks, i.e., they are only useful for ex-
perimental settings with constant tasks. For the evaluation of adaptive systems
this is not a serious limitation, because adaptivity aims at simplifying a constant
task.
Weibelzahl & Weber (2000) compared the four measures of complexity for
the interaction with an adaptive product recommendation system. Participants
in the experimental group were supported by a user modeling component, while
participants in the control group were not. Analysis of the empiric results re-
vealed that the experimental group required less time and was more satisfied
with the interaction. However, the results were not statistically significant. The
same data was analyzed in terms of behavioral complexity. Participants who had
been supported by the adaptive system produced behavior of reduced complex-
ity compared to participants who completed the same task with a non-adaptive
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version, as could be discerned by the differences for Cstate, Ccycle and Cdensity.
While traditional criteria, such as duration of interaction and interaction satis-
faction, indicated only a vague difference between the adaptive and non-adaptive
versions, three of the complexity measures were able to discern the groups. Cfan
did not show the expected effect with this procedure. On the other hand, Ccycle
and Cdensity appear to be very interesting measures, as they correlate with expe-
rience. Especially Cdensity is encouraging for evaluation purposes, because it is
strongly related to subjective satisfaction but circumvents the problems of asking
the user directly.
2.5 Summary
This chapter introduced adaptive and multimodal systems, identified limitations
of current development frameworks, and problems related to the evaluation of
those systems.
An interface is said to be adaptive when it is capable of adapting interaction
and presentation, automatically, in response to the users’ interaction and changes
in the context of use. The need for adaptation can be characterized according
to three dimensions: evolving user characteristics, changing working environment
and variability in the users population.
A simple decomposition of the adaptation process identifies four steps: detect
the need to adapt, identify adaptation alternatives, selection of the best alterna-
tive and execution of the selected alternative. These steps can be executed by
the system or by the user, and adaptive systems can be classified accordingly,
ranging from self-adapting systems that process all the steps autonomously, to
adaptable system where the user is responsible for the whole process.
One of the most important elements of an adaptive system is the knowledge
representation component. It encodes the knowledge about the user, domain,
tasks, and other aspects of the interaction that are used to decide on the need
to adapt and the best alternatives. Important decisions to make when designing
an adaptive system include choosing how to represent knowledge and to acquire
the knowledge needed for the system. Representation models with different levels
of complexity exist, and can even co-exist in a system. Knowledge acquisition
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procedures can be classified as implicit, explicit and mixed modes techniques,
according to the user intervention required.
Adaptive interfaces, due to the changes impacting the user’s interaction with
the system, raise some problems. The application adapting its interface creates
additional difficulties for the user’s creation of a mental model. The user will have
to change its mental model every time the application adapts its interface. In the
limit the user may be trying to adapt to the application, while the application
tries to adapt to the user, leading to a hunting phenomenon. These changes can
also create a sense of loss of control if the user does not understand the purpose
behind them. Other problems relate to the difficulty of acquiring information that
supports a reliable adaptation. Knowledge is often acquired through interaction
monitoring, and the process of deriving relevant data from the monitoring results
may not be trivial.
Multimodal interfaces process combined natural input modes in a coordinated
manner with multimedia outputs, with the goal of supporting interaction closer
to human-human interaction. Multimodal systems promote more flexible inter-
action, by offering the user the choice of which modalities to employ and how to
employ them, exhibit better error avoidance and recovery than single recognition
systems, and support users’ preference to interact multimodally. Thus, multi-
modal interfaces have the potential to accommodate a broader range of users,
tasks and environments.
Several issues must be considered when designing multimodal systems. One is-
sue is deciding on whether a user is communicating unimodally or multimodally.
Knowledge about the type of action being undertaken can assist this decision,
since it has been show that it influences the kind of communication employed.
Another issue is identifying how users integrate the modalities when expressing
themselves multimodally. Complementary is the most used integration theme,
but sometimes users communicate redundant information. Different users adopt
different integration patterns, but, the pattern tends to stay stable for the same
user. This type of information can be employed by a multimodal system capa-
ble of adapting itself to its users to improve its performance. The multimodal
fusion architecture choice should be based on the modalities used and the tasks
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performed, since it impacts the performance of fusion at the feature and seman-
tic levels. The choice of modalities to use for output should consider the type
of information that is to be presented, the perceptual tasks they allow, the user
characteristics and goals, and resource limitations.
The combination of complex input and output modalities that is becoming
common in today’s multimodal systems demands some mechanism to lessen the
complexity of those systems. Considering the issues presented above, endowing
multimodal systems with adaptation capacities can prove to be a solution to
managing this added complexity.
Current frameworks for the development of multimodal systems do not explore
this possibility. They consider how modalities can be combined, but not how that
combination may evolve over time, based on varying contexts of use.
A similar limitation can be identified in frameworks for the development of
adaptive interfaces. These consider contexts of use including users, platforms and
execution environments, thus offering support for diversified conditions of use.
The Plasticity framework supports interface development for different devices.
The CAMELEON-RT framework extends this support to include the possibility
of distributing the interface amongst various devices. This opens the possibility
of introducing new modalities in run-time, by adding a new device to the cur-
rent interaction context. UUI considers different devices in its design process,
identifying possible design alternatives.
All these frameworks consider different devices, thus supporting interaction
in the different modalities those devices provide. What the frameworks do not
consider is how those modalities integrate with each other, thus failing to take
advantage of all the benefits offered by multimodal interaction. To take advantage
of all benefits, the frameworks need to consider adapting integration patterns in
run-time, not just using the different devices in an uncoordinated manner.
Another issue pertaining to the development of adaptive systems is their eval-
uation. Current approaches suffer from two major flaws. First, standard usability
and performance metrics have failed to prove their validity in evaluating adap-
tive systems. One of the most used methods compares adaptive and non-adaptive
versions of the same system. Several metrics have been applied to the results of
81
2. RELATED WORK
these empirical evaluations and have failed to find significant differences between
versions.
To overcome this problem other metrics have been proposed. Structural char-
acteristics and behavioral complexity are two sets of those metrics. Structural
characteristics can be employed to measure an adaptive hypermedia system’s
adaptivity degree. They have the advantage of being able to be used earlier in
the design process. They are, however, too limited in their application scope, be-
ing targeted at hypermedia applications. General purpose adaptive applications
do not have the possibility of being modeled by prerequisite and infers concepts
in such a discrete manner.
Behavioral complexity metrics can be used to measure the complexity of a
user’s interaction with a system. According to the metrics’ proposers the effects
of adaptivity should lower the complexity. Empiric evaluations validated this
assumption, and moreover, results showed a correlation between the metrics and
subjective measures collected during the evaluations. This metric application
requires observing users interacting with the application and construction of a
state-transition network to model the interaction. Thus they require a work-
ing system and the need for conducting empiric evaluations. For a comparison
between an adaptive and a non-adaptive system, two working systems must be
available. And this is only possible, if a non-adaptive version of the system is
feasible.
The requirements of using behavioral complexity metrics illustrate the second
of the flaws of current approaches. Empiric evaluations require large amounts of
resources, and are usually conducted later in the application development stages
with a working system. Waiving the need to conduct empiric evaluations to be
able to apply behavioral complexity metrics would translate into the possibility of
evaluating application earlier in the design stages, lowering the resources needed,
and the costs of correcting identified faults.
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Chapter 3
FAME - Framework for Adaptive
Multimodal Environments
In this chapter, FAME, a model-based Framework for Adaptive Multimodal
Environments, is introduced. The framework expands on previous frameworks
introduced earlier in this thesis, capturing the process of adaptive multimodal in-
terface analysis. The framework’s objective is to guide the development of adap-
tive multimodal applications. FAME is not intended to be a tool for automatic
application development. It supports the development of adaptive multimodal
applications by providing a conceptual basis that relates the different aspects of
an adaptive multimodal system, and the steps for conducting the development
process.
FAME proposes an architecture for adaptive multimodal applications. The
architecture uses a set of models to describe relevant attributes and behaviors
regarding user, platform and environment. The information stored in these mod-
els, combined with user inputs and application state changes, is used to adapt
the input and output capabilities of the interface. To assist in the adaptation
rules development, the concept of behavioral matrix is introduced. The matrix
reflects the behavioral dimensions in which a user can interact with an adaptable
component. A set of steps systematizes the development process, with each phase
of analysis building upon previous phases.
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3.1 Architecture
FAME’s architecture establishes a general base for the development of adaptive
multimodal applications. Building upon the benefits of a model-based approach,
FAME’s architecture uses the information stored in several models for controlling
the multimodal outputs and presentation layout of the interface, but also the
interaction possibilities available to the user, and how they are interpreted by the
platform. The adaptation is based on variations of the context of use. The context
of use is characterized by three entities, in a way similar to the CAMELEON
framework: User, Platform and Environment.
Figure 3.1 presents an overview of FAME’s architecture. Two levels are iden-
tified in FAME’s architecture. The inner level, or adaptation module, comprised
of the different models and the behavioral matrix, receives inputs from the outer
level and based on those and the current context of use, assembles the output
to be presented and updates the parameters of the multimodal operators. The
outer level, corresponding to the adaptive multimodal application layer, gathers
different classes of external inputs, performs the multimodal fusion of user inputs
and forwards the information to the inner level. In addition, based on the inputs
received from the inner level, performs the multimodal fission and prepares the
multimodal presentation.
3.1.1 Adaptation Module
The adaptation module is the core of the architecture. It is composed by two
types of elements: the different models storing context information and the be-
havioral matrix storing adaptation decision knowledge. The adaptation module’s
responsibilities include:
 Processing inputs to determine changes in the context of use. This is re-
flected by enabling or disabling some of the matrix cells.
 Updating the different models. This happens in response to changes in the
context of use and as result of adaptation decisions.
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Figure 3.1: FAME’s architecture.
 Perform adaptation. This is achieved through rule processing. Rules are
evaluated and activated according to detected changes in the context of use.
Their effects are propagated to other rules and the models, and influence
the output generation.
 Multimodal operations parameterization. As result of adaptation decisions
the parameters governing multimodal operations of fusion and fission are
changed to enhance their performance under the current context of use.
3.1.1.1 Models
FAME’s architecture considers four models. The User model, the Platform &
Devices model, the Environment model and the Interaction model. The first three
models are responsible for storing the context characterizing information. The
last model describes the components available for presentation and interaction.
User model - this model stores relevant information about the user. Two
classes of information should be considered: application dependent and ap-
plication independent. The application dependent information depends on
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the application domain, and is used to characterize user preferences, goals,
and past interaction history with a specific application. The application in-
dependent information can be used in any application. It should be enough
to characterize the user’s perceptual, cognitive and learning abilities and
the degree of user impairments in this model.
Platform & devices model - this model stores information about interaction
devices available, characteristics of the execution platform and application
specific events. The knowledge about the interaction devices and the exe-
cution platform is relevant to the choice of what modalities to use for input
and output and the amount and type of information to present to users.
This knowledge may include memory size, network bandwidth, screen di-
mensions and resolution, and the availability of hardware and software ar-
tifacts, like microphones and speech recognizers, for example. Unlike the
CAMELEON framework, this model also stores application specific events
that may impact the way the user interacts with the application. These
events may have their origin on a regular application execution pathway,
or be triggered by some user action. They result in an application state
change that may impact the user interaction, and benefit from some form
of adaptation. For example, the appearance of a new window could trigger
a mechanism for rearranging the visible windows, thus adapting the visual
presentation.
Environment model - this model stores data about the characteristics of the
environment surrounding the execution platform. For example, ambient
noise should be considered for applications where speech recognition or
audio output are used. Lighting conditions are relevant for applications
using vision-based tracking (Crowley et al., 2000).
The adaptation module updates these three models to reflect changes in the
context of use. The updates occur when changes in the execution environment
are signaled by the inputs. These changes can be caused by alterations in the
environment and in the platform or the devices attached to it. Updates also occur
as a result of the processing of adaptation rules. These updates reflect detected
changes in the user’s behavior, characteristics, skills or preferences.
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Interaction model - this model describes the components available for inter-
action and presentation purposes, and the ways in which they can be com-
bined. Its goals are similar to the Dialogue Patterns Component module of
the UUI framework. The components stored in this model are used to gen-
erate the interface, according to the context of use. Component selection
is based on the available modalities. Component parameterization results
from the adaptation decisions.
The components of the Interaction model are described by templates. Each
component is described by one or more atomic templates, defining how it is to
be presented in the different modalities available. For instance, for presenting
the text of a book’s page, three component templates can be defined: one for
presenting on screen, defining font characteristics; other for presenting with a
speech synthesizer, defining the voice characteristics; and another for presenting
on a Braille device, defining Braille text formats.
Besides these atomic templates, the Interaction model also stores composite
templates. These are responsible for defining relationships between components
in order to be possible to group components in an interface. Composite tem-
plates can be a combination of two or more atomic or composite templates. The
combination may be between components of different modalities.
The interface construction process consists of three steps:
1. Decide which components to employ. This decision is based on the ap-
plication’s state, and user characteristics and preferences. Consider, for
example, a vehicle navigation application. If the application is in a way-
point definition stage, it would not make sense to employ a route navigation
component.
2. Decide what templates to use for each component. This decision is based
on the available interaction dimensions. These dimensions are defined dur-
ing the design process. They are related to interaction and presentation
modalities available and to other behavior defining characteristics of the
application. Consider once again the same navigation application. If the
vehicle is moving then the application disables screen based modalities. In
this situation, the templates selected are speech based.
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3. Instantiate the template. The templates are instantiated based on the user’s
preference, interaction history or other behavior defining characteristics.
For example, the speech template of the navigation application can be in-
stantiated with a female voice based on user’s preference, and the speech
volume can be based on environmental noise and information importance.
The information stored in the models is used in the adaptation decision and
interface construction processes. To access this information the following accessor
function is defined: m (mod, att), where mod is the model to be accessed and att
is the model’s attribute whose value is returned by the accessor function.
3.1.1.2 Behavioral Matrix
The Behavioral Matrix is a mechanism for representing adaptation knowledge.
This concept is introduced in the context of FAME, with the goal of reducing the
complexity of expressing the adaptation rules.
The matrix encodes the behaviors and transitions between them that define
the system’s adaptation to changing context of use. One Behavioral Matrix is
defined for each of the components included in the interaction model. The choice
of templates and their parameterization is closely related to the dimensions and
cells of the corresponding Behavioral Matrix, as will be shown in the following
paragraphs.
A matrix is comprised of several dimensions that reflect the behavioral di-
mensions governing the interaction with the specified component. Consider an
adaptable component designed to present textual content to a user. The text can
be presented on screen or through speech synthesis. Commands can be issued
to start or stop the presentation, or to change the presentation’s detail from full
detail to partial detail. Those commands are available through a touch screen
or through speech recognition. The application’s behavior space for this example
would include the following dimensions: input modality, output modality and
presentation detail. Each of these dimensions will have two possible values. In
general, a behavioral dimension can have an arbitrary number of values, corre-
sponding to the identified states for each behavior.
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Each of the matrix cells represents a point in behavioral space, where each be-
havior dimension assumes one of its values. Figure 3.2 presents a representation
of a behavioral space with the three dimensions of the example above. Assuming
that x represents the presentation detail dimension, y the input modality dimen-
sion and z the output modality dimension, the behavioral space point defined by
the coordinates (x2, y1, z2) represents a situation where the application receives
inputs from the touch screen, and presents the detailed version of the text using
speech synthesis.
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Figure 3.2: A representation of a three dimensional behavior space.
An n-dimensional Behavioral Matrix corresponds to an n-dimensional behav-
ior space, with the space dimensions mapping directly to the matrix dimensions.
Thus, just like each point in behavioral space represents the relations between
input behaviors and output behaviors, each cell of the matrix represents the re-
lations between the input and output aspects of the application.
The values of the matrix dimension are equivalent to the values of the be-
havior space dimension. In case of one of the values of the behavior space being
unreachable, the equivalent matrix dimension in disabled. In the context of the
previous example, consider a situation where the system detects a microphone
being unplugged. No point where the input modality dimension y takes the value
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y2 could be reached while that condition holds true. In terms of the correspond-
ing Behavioral Matrix, all cells where y equals y2 become disabled. From the
moment the microphone is plugged back in, the same cells become active. This
enabling and disabling of matrix cells is related to template selection in the fol-
lowing manner. The interaction model stores, for each component, templates for
each possible input modality value. If the dimension is disabled the corresponding
template cannot be selected for the interface generation.
Enabled cells can be in an active or inactive state. The active cells define
application input and output behaviors that are in use in a given instant. Based
on this information, the adaptation engine selects for the available templates the
parameters that will be used to define the component behavior in the run-time
interface. Consider the same example and assume the application detected that
the user has been systematically asking for more detail in the presentations. In
terms of the cells of the component’s behavioral matrix this would signal a move
from cells with the presentation detail value x1 to cells with the value x2. In other
words, cells with presentation detail equaling x2 would become active, while the
ones with presentation detail x1 would become inactive. The interface generation
would take this in consideration and begin to present more information to the
user.
In this last example, both cells with presentation detail equal to x1 and x2
are enabled, although only the cells where presentation detail equals x2 can be
active. Cells become enabled or disabled through changes in the context of in-
teraction, not originated by the application, impacting the modalities that can
be used to interact with the application and present information. Cells become
active or inactive through rule activation, reflecting changes in the application’s
behavior state, prompted by observations of the user interaction and responses
to application generated events.
To be able to represent all the behaviors and the transitions between behav-
iors, each matrix cell holds a tuple with four elements. The first element of the
tuple is simply an indication of cell activation. If the element is set (activation
is represented by a
√
, while inactive cells are represented by a X) the cell is
active, and the corresponding input and output components will be available to
the application.
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The tuple’s second element counts the number of times a cell has been acti-
vated as result of direct user intervention. This value stores information about the
user’s behavior, and assists in deciding transitions between application behaviors.
The tuple’s third element defines the activation rule for the cell. The evalu-
ation of the rules determines the activation state of each cell. These rules allow
the active cells to change over time, based on user’s preferences, cognitive and
physical characteristics (depending on what is represented in the user model),
past behaviors, and the application execution environment. The rules are rela-
tions involving cell activation counts or status, inquiries to values stored in any
of models, and predefined threshold values. Values stored in the models can be
obtained using the accessor m (mod, att) introduced earlier. Two other accessors
provide access to the activation state and the activation count: a (cell) returns
the activation state and c (cell) the cell’s activation count.
Rule designers should take in consideration that some cells are mutually ex-
clusive, meaning they cannot be active at the same time, and write the rules
in accordance. However, situations may arise where two not mutually exclusive
cells become active, and generate a conflict in the template selection and output
generation stages. Considering once again the previous example, suppose the
cells specifying full detail for visual output and partial detail for speech synthesis
output are both active. This would generate a conflict if there were no composite
template capable of generating a presentation with the two detail levels synchro-
nized. To prevent these situations a fourth element is used. The tuple’s fourth
element enumerates the cells over which the current cell has precedence, making
it possible to resolve any conflicts that may be detected.
Figure 3.3 shows a matrix relating two dimensions determining presentation
behavior (other dimensions are not presented for simplification).
A quick glance at figure 3.3 shows that if the only output modality available is
visual then the presentation should be fully detailed (cell C2,1). The presentation
should also be fully detailed if both modalities are available (cell C2,3). If only
audio is available for output, then the application should present less detail (cell
C1,2). Past user interactions can also be quickly grasped by inspecting the matrix.
Assuming the application lets the user select the desired level of detail, the tuples’
second element counts the number of times a user selected each presentation
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Presentation Modalities available
detail Visual only Audio only Both
Little detail C1,1 C1,2 C1,3
Full detail C2,1 C2,2 C2,3
C1,1 {X; 0; c (C1,1) > c (C2,1) ;C1,2}
C1,2 {√; 0; c (C1,2) > c (C2,2) ; ∅}
C1,3 {X; 0; c (C1,3) > c (C2,3) ;C1,1, C1,2}
C2,1 {√; 0; c (C2,1) > c (C1,1) ;C2,2}
C2,2 {X; 0; c (C2,2) > c (C1,2) ; ∅}
C2,3 {√; 0; c (C2,3) > c (C1,3) ;C2,1, C2,2}
Figure 3.3: A two-dimensional slice of a behavioral matrix
detail level, for each combination of output modalities available (in this case
no user interactions have been recorded yet). The tuples’ third elements are
the rules specifying the activation conditions. In this example they specify that
a cell becomes active when it is the one that has been activated most times
by the user for the same combination of output modalities. This is to make
the application behavior mimic the user behavior. Finally, the fourth element
specifies cell precedence. In this case, for each level of presentation detail, cells
for both modalities take priority over other cells (cells C1,3 and C2,3), and the
visual modality cells take precedence over audio only (cells C1,1 and C2,1).
3.1.1.3 Rule Processing
Rule processing is fired whenever events are raised either by the user or by the ap-
plication, or whenever there are changes in the different models. Rule processing
is done in two stages: rule evaluation and cell activation. In the first stage cells
currently enabled have their rules evaluated to determine if they should become
active. In the second stage the cell becomes active, the adaptation engine de-
tects any conflict that may have arisen and uses the cell’s precedence information
to resolve the conflict. The precedence information is not applied immediately
after the activation because the adaptation engine detects conflicts only during
the template selection phase. This is done to allow co-existence of more than
one active cell per matrix when there are templates capable of handling that
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situation.
Rule evaluation involves processing the expression stored in the tuple’s third
element. As seen before, this may contain relations between cell activation counts
and status, models’ values, and predefined values. Table 3.1 lists the accessors
employed in rule processing, which have been defined in the previous paragraphs.
Several operators may be used in the expression, including arithmetic, comparison
and conditional operators. The rule must return a true or false result in order to
decide if the cell becomes active or inactive.
a (cell) Retrieves the cell’s activation status
c (cell) Retrieves the number of times the cell has been
activated by direct user intervention
m (mod, att) Retrieves the value of attribute att from model
mod
Table 3.1: List of accessors employed in rule activation formulas.
An example of a cell with a rule using all accessors is presented bellow.
C2,5,1,3 {X; 0; IF (a (C2,5,1,1))THEN {c (C2,5,1,3) > c (C2,5,1,2)}
ELSE {m (user, age) < 26} ; ∅}
In this example, cell C2,5,1,3 is currently inactive and has not been previously
activated by the user. If cell C2,5,1,1 is active this cell will become active if its
count is bigger than that of cell C2,5,1,2. If cell C2,5,1,1 is not active, cell C2,5,1,3
will become active if the value of attribute age stored in the usermodel is smaller
than 26. As the fourth element is empty, this cell does not have precedence over
any other cell.
3.1.2 Adaptive Multimodal Layer
The adaptive multimodal layer has two main responsibilities: input processing
and output generation.
3.1.2.1 Input Processing
The input processing elements of the adaptive multimodal layer are responsible
for translating and forwarding information received from outside the application
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boundaries and application generated events to the adaptation module.
Four classes of inputs are distinguished in FAME: user inputs, environmental
changes, device changes and application generated events. The first three classes
are directly related to the User model, Environmental model and Platform &
devices model described previously, and thus contribute to the definition of the
context of use. The application generated events monitored by the adaptive
multimodal application layer are those responsible for triggering adaptation.
Inputs are monitored by a set of observers. An observer is defined as a process
of the adaptive multimodal layer responsible for acquiring information from an
input source, translating that information to a format recognizable by the adap-
tation module, and forwarding it to the adaptation module. Different observers
are used for the different classes of inputs. Observers for user inputs may range
from direct questions to the user, to inferences based on the user behavior. Other
observers may include physical measures, like heartbeat or blood pressure mon-
itoring to determine anxiety states, for instance. Observers for the interaction
devices and execution platform characteristics should monitor changes in their
settings, as well as the presence or absence of the devices. Observers for the
environment model should be capable of capturing the environmental conditions
relevant to good application performance. Observers for application generated
events should be defined during the analysis of the application and monitor all
the occurrences of the events deemed to have such an impact. These events may
have their origin on regular application execution pathway, or be triggered by
some user action. For example, the appearance of a new window could trig-
ger a mechanism for rearranging the visible windows, thus adapting the visual
presentation.
User inputs are subjected to the process of multimodal fusion before reaching
the observers. The multimodal fusion component is responsible for determining
the intended user’s action from the information gathered by the different input
modalities available. This process is determined by the modalities being fused,
their relative weights and their integration patterns. The weights and the integra-
tion patterns are controlled by the adaptation module. This allows the weights
and the integration patterns to be adapted to best match the current context
of use, thus improving the performance of the fusion process. For instance, if
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the current context of use is characterized by a noisy environment, the weight
associated with speech recognition can be lowered, or, in the limit, the modality
can be ignored. As previously stated, users have been shown to have different
patterns of multimodal integration, which are also dependent on the tasks being
conducted. When the system acquires this knowledge about the current user, it
can take advantage of it to adapt the fusion process.
3.1.2.2 Output Generation
The output generation process is accomplished by two components: the adaptive
multimodal fission and the adaptive arrangement.
The multimodal fission component translates the system actions, into one
or more outputs in different modalities. In a similar way to what is done in
the multimodal fusion process, the parameters of the multimodal fission process
are also controlled by the adaptation module. The fission process separates the
data received from the adaptation module in different modalities according to
the context of use and the user characterization. Besides this breakdown of the
information in different modalities, it is also responsibility of the fission process to
coordinate the presentation of the different modalities. This coordination can be
done in different dimensions. For instance, if the data is to be presented through
text and graphics, visual coordination is necessary between the two modalities. If
the data is to be presented through graphics and speech, temporal coordination
is necessary.
The adaptive arrangement component implements the arrangement of the
data to be presented in each modality. While the multimodal fission component
deals with the issues concerning coordination between modalities, the adaptive
arrangement component deals with the issues of single modalities. For instance,
given the characteristics of the output device, the user’s visual impairment level,
and the amount of data to display, the arrangement component has to decide on
factors like font size and color. If the output is speech based, the factors will
include volume, speed narration and type of voice used.
Decisions of both components are based on control information provided by
the adaptation module. As mentioned before, the parameters of the fission process
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are determined based on the context of use and user’s characteristics. The fission
and the arrangement processes are also based on the templates stored in the
interaction model.
3.2 Development Process
This section presents a set of steps guiding the application of FAME for the
development of adaptive multimodal applications. A simple example shows how
they can be applied, helping the reader understand how the architecture is used
and the development process is conducted. A more detailed description of the
development process will be provided in chapter 4.
The example is based on a tourist information system, capable of providing
information about user selected sites. Suppose the system supports different
input modalities, such as voice, a pointing device and a location aware device.
For output the system can use audio, voice, text and graphics. Suppose also that
some kind of identification device will allow the system to identify each of its
users, and that the system has capabilities to determine the proximity of users.
FAME development process steps are:
1. Identification of the adaptation variables according to the categories pre-
sented in the architecture;
2. Identification of the adaptable components;
3. Selection of the attributes for the user, environmental and the platform &
devices models;
4. Template design for the interaction model;
5. Definition of the multimodal fusion and fission operations;
6. Definition of the adaptation rules for each adaptable component, using a
behavioral matrix.
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The development process is illustrated in figure 3.4, where the dependencies
between the different steps are illustrated. The outputs of the steps presented
in figure 3.4 relate to the components of the architecture presented in figure 3.1.
The various models, the Behavioral Matrix and the fusion and fission operations
have a direct correspondence between the two figures. The Adaptation Variables
in the development process translate to attributes of the different models in the
architecture. The Adaptable Components impact several elements of the archi-
tecture: the Interaction Model, where templates are stored for each component,
and the Behavioral Matrix, with one matrix being developed for each component.
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Figure 3.4: FAME’s development process.
3.2.1 Adaptable Components and Adaptation Variables
The initial steps of the development process are the identification of the indepen-
dent variables (adaptation variables) and the adaptable components. According
to the architecture proposed, the independent variables can belong to one of three
categories: user inputs, environmental changes and application generated events.
The adaptable components should also be analyzed according to three dimensions
(Duarte & Carric¸o, 2004):
1. Interaction dimension, references the input and output modalities available,
their status (enabled or disabled), and their use (cooperatively or individ-
ually).
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2. Content dimension is related to enhancements and alternative presentations
using available sounds, images, or other media.
3. Presentation dimension, deals with size and color of fonts used, placement
of visual components, type of audio signals used, etc.
For the tourist information system example, at least two adaptable compo-
nents can be identified: a navigation component, with the purpose of providing
directions to points of interest, and a site description component, designed to
provide individualized information about specific sites of interest to the users.
For each of these components, the interaction, content and presentation aspects
should be identified. For example, for the navigation component, the following
dimensions and respective values can be reported:
 From the interaction analysis
– Input modality - voice recognition and pointing device
– Input combination - on and off
– Output modality - voice synthesizing and graphical presentation
– Output combination - on and off
 From the content analysis
– Instruction types - simple and detailed
 From the presentation analysis
– Synthesized voice gender - female and male
– Font size - small, normal and large
Again, according to each of the dimensions, the following independent vari-
ables can be identified: every user input, measurements of the ambient noise,
measurements of the user current position, notification events generated by the
system to warn the user to the proximity of interesting sites, and navigation
events generated by the system to guide the user to desired points of interest.
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3.2.2 Attribute Selection
The selection of the various models’ attributes is the next step in the development
process. Some of the models’ attributes will be equivalent to input variables, while
others have to be derived from those, and others yet will have to be acquired by
other means, like plan recognition, stereotype based initialization or interface
agents (Kobsa et al., 2001). The attributes of the user and environment models
should take into special account the characteristics and goals of the application,
and the adaptation variables selected, while the characteristics of the interaction
devices available should be modeled in the Platform & devices model.
Returning to the tourist information example, some of the possible models’ at-
tributes are now presented. User model’s attributes may include user preferences
about tourist sites, historic periods and characters, and also about interaction
preferences. Other attributes may describe previously visited sites. Information
about physical characteristics, like hearing or visual impairments, can also be
relevant to the application. The environment model’s attributes should contain
information about relevant characteristics of the execution environment, such as
ambient sound, and indoor or outdoor localization of the platform. The attributes
of the Platform & devices model should contain information like the characteris-
tics of the display devices (size, resolution, colors) and properties of the speech
recognition and synthesis devices.
3.2.3 Template Design
The next step is the development of the various templates comprising the in-
teraction model. Two types of templates are defined. The first type, named
atomic template, defines how to present a component. The second type, named
composite template, defines relationships between components in order to be pos-
sible to group components into a presentation. Composite templates can be a
combination of two or more atomic or composite templates.
For each of the interactive components of the tourist information system, the
designer should develop a set of templates, considering the input and output de-
vices available. For example, for the site description component, a composite
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visual template could be composed by three atomic templates for presenting pic-
tures, a textual description and an overview map. The atomic templates define
how their information shall be presented, and the composite template defines how
the atomic templates share the screen space and relate to each other during the
presentation. Each of the aforementioned atomic templates should have presen-
tations available using more than one modality, namely visual presentation and
audio narrations, and the composite template can adapt the presentation using
the different combinations available.
3.2.4 Multimodal Operations Definition
Next in the development process is the definition of the operations of multimodal
fusion and fission. These define how the input and output modalities integrate
for each application. In the example, fusion of input modalities will be needed,
in order to integrate input from the pointing device with input from the speech
recognition module. Output fission will also be performed for presentation of
information in several formats.
3.2.5 Adaptation Rules Definition
The final step is the definition of the adaptation rules, responsible for updating
the models, selecting the templates necessary for each step of the presentation,
and directing the multimodal fusion and fission processes. To implement the
adaptation rules, the designer should define a behavioral matrix for each of the
previously identified adaptable components. The behavioral matrix’s dimensions
have also been previously identified during the interaction, content and presen-
tation aspects analysis.
The construction of a behavioral matrix will be exemplified for the navigation
component. The dimensions can be devised from the previous analysis: an inputs
dimension, taking the values “voice”, “pointing” and “both” combines the pre-
vious dimensions input modality and input combination. Similarly, we have an
output dimension with the values “voice”, “graphical” and “both”. Other dimen-
sions and their values include: instructions type (“simple” and “detailed”), voice
gender (“female” and “male”) and font size (“small”, “normal” and “large”).
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Figure 3.5 presents an example of a matrix with only the instructions type and
output dimensions represented, since visually presenting all the matrix’s dimen-
sions is not feasible.
Output
Instruction Visual Audio Both
Detailed C1,1 C1,2 C1,3
Simple C2,1 C2,2 C2,3
C1,1 {√; 0; c (C1,1) > c (C2,1) ;∅}
C1,2 {X; 0; c (C1,2) > c (C2,2) ;∅}
C1,3 {√; 0; c (C1,3) > c (C2,3) ;C1,1, C1,2}
C2,1 {X; 0; c (C2,1) > c (C1,1) ;∅}
C2,2 {√; 0; c (C2,2) > c (C1,2) ;∅}
C2,3 {X; 0; c (C2,3) > c (C1,3) ;C2,1, C2,2}
Figure 3.5: A behavioral matrix for two dimensions of the navigation component
in the tourist information system example.
In this example, the following rules are encoded in the matrix:
 If the output modality being used is only voice synthesis, then the instruc-
tions should be simple (first value of the tuples in both rows of the second
column);
 If the output modality is visual, or a combination of visual and voice, then
the instructions should be detailed (first value of the tuples in both rows of
the first and third columns);
 If the user preferred simple descriptions over detailed descriptions, when the
information is presented visually, then the default behavior should change
to presenting simple instructions when the output is visual (third value in
the tuple of the first column, second row);
 If the user preferred detailed descriptions over simple descriptions, when the
information is presented visually, then the default behavior should change
to presenting detailed instructions when the output is visual (third value in
the tuple of the first column, first row).
Rules similar to the last two, referencing the use of the voice and of both
output modalities at the same time are also encoded. In this fashion, rules can be
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constructed that define how the behavior of the application evolves by observing
the user’s behavior.
The following steps summarize the development process:
1. Identification of the adaptation variables according to the three categories:
user inputs, environmental changes and application generated events.
2. Identification of the adaptable components. Determination of the interac-
tion, content and presentation dimensions for each component.
3. Selection of the attributes for the User model, the Environmental model
and the Platform & devices model. The attribute selection should be based
on the previously identified adaptation variables.
4. Designing the atomic and composite templates for the interaction model.
Each identified adaptable component must have at least one template.
5. Define the multimodal fusion and fission operations. Identify the parame-
ters that may be subject to adaptation.
6. Define the adaptation rules. For each adaptable component define a be-
havioral matrix using the dimensions identified in the second step. Use
the matrix cells to encode rules that relate the different dimensions, store
past user behaviors and enable the changing of the applications behavior in
response to changing conditions and user characteristics.
The development process steps presented here do not have to be followed in
this precise order, and not all steps are mandatory (for instance, an applica-
tion with only visual output can ignore multimodal fission). However, they will
help the development of adaptive multimodal applications, even if not using the
proposed FAME architecture.
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3.3 Summary
This chapter described FAME, the Framework for Adaptive Multimodal Envi-
ronments, a model-based framework for the development of adaptive multimodal
applications. FAME expands on previous frameworks by considering the prop-
erties of multimodal systems and explicitly including the multimodal fusion and
fission operations in its architecture. This allows for run-time adaptation of the
parameters and integration patterns involved in those operations.
FAME’s architecture considers two main layers. The Adaptive Multimodal
System layer is responsible for processing external inputs and application gen-
erated events using a set of observers. User inputs are treated as multimodal
inputs, and the multimodal fusion process is controlled by the adaptation mecha-
nisms. The observers forward the data to the Adaptation Module. The Adaptive
Multimodal System layer is also responsible for generating the multimodal output
presentations. The architecture defines two elements for this task. The multi-
modal fission process deals with issues involving two or more modalities. It is
responsible for deciding what information to present in what modalities and to
coordinate the different modalities presentation, based on the context of use. This
process is also controlled by the adaptation mechanisms. The adaptive arrange-
ment is the second element of the multimodal output presentation generation.
It is responsible for dealing with the issues related to data presentation in each
specific modality.
The other main layer is the Adaptation Module. One of its responsibilities
is detecting changes in context from the data received as input. The context is
defined by three entities, user, environment and execution platform, in a similar
way to what is done in the Plasticity and CAMELEON-RT frameworks. Changes
in context and some events trigger the adaptation mechanism. This leads to
updates to the different models and to an update of the parameters employed in
the multimodal operations conducted in the Adaptive Multimodal System layer.
The adaptation process is based on the concept of Behavioral Matrix, intro-
duced in the context of FAME. A Behavioral Matrix is a mechanism to represent
adaptation rules, their activation status and count, and their precedence over
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other rules. One of the goals of the Behavioral Matrix is to reduce the complex-
ity of representing rules for complex systems. This is achieved by partitioning
the application behavior space in several interaction dimensions and writing rules
considering the different values those dimensions can take. These values may be
enabled or disabled depending on the current interaction context. Rule processing
over the enabled cells then decides on what rules are active. Active rules define
the templates that will be used to construct the presentation. This information
is then used by the elements of the Adaptive Multimodal System layer to realize
the multimodal output presentation.
The development process has been systematized in a series of steps, leading the
developer through the process of designing an adaptive multimodal application,
considering the dimensions of interaction, content and presentation.
Hence, FAME’s framework comprises an architecture and a development pro-
cess. The architecture distinguishes itself from previous attempts by introducing
adaptive multimodal fusion and fission operations. The architecture also intro-
duces the concept of Behavioral Matrix as an instrument to represent adaptation
rules and support rule processing.
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Chapter 4
Case Study - Building the Rich
Book Player
This chapter presents the development of the Rich Book Player, an adaptive
rich book player. The development process was based on the FAME guidelines
presented in chapter 3, and shows the feasibility of the framework for developing
adaptive multimodal applications.
The chapter begins by defining what a Digital Talking Book (DTB) is, and
presents some of its characteristics, expected functionalities, an overview of cur-
rent DTB players and a heuristic evaluation of eight of them. Next, some ways
of enhancing the digital book reading experience are introduced, resulting in new
DTB functionalities. The chapter continues with the description of the develop-
ment process, and concludes with a description of the most important adaptive
features of the developed player, and how FAME impacted the development pro-
cess.
4.1 Digital Talking Books
DTBs are the digital counterpart of talking books, which have been available
for many years to print-disabled readers. Talking books have been offered on
analogue media, such as audiocassettes, providing human-speech recordings of
a wide array of print material. However, analogue media are limited in several
aspects. DTBs overcome most of those limitations:
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 Linear presentation of audio narrations - DTBs allow the reader to move
around in the book as freely as in a printed book.
 Users cannot highlight or annotate material - DTBs offer these interaction
capabilities.
 Only one version of the work is presented - For example, footnotes are either
read when referenced or grouped at a location out of the flow of the text.
A DTB allows easily skipping or reading the footnotes when desired.
 Searching is not supported - If a user wishes to find specific content it may
require listening to the whole book. A DTB can search the full text and
navigate to the found items.
Several DTB categories have been defined according to their audio and tex-
tual content. In its most complex version, joining the book’s full audio and full
text, DTBs can overcome all the aforementioned limitations. Because the text
is synchronized with the audio, a DTB offers multiple sensory inputs to readers.
This can be beneficial to learning-disabled readers and to other target audiences
such as blind, visually impaired, physically handicapped and otherwise print-
disabled readers (Moreno & Mayer, 2000). For these audiences the DTB offers a
significantly enhanced reading experience. For other audiences, balancing DTB
modes and media can be explored to overcome the cognitive limitations of human
perception and attention (Gazzaniga et al., 1998).
DTB developments over the last years lead to the appearance of several dif-
ferent specifications, with the Daisy Consortium1 being responsible for the major
work done in the area, and the publication of several standards (DAISY 2.0 in
1998, DAISY 2.01 in 1999 and DAISY 2.02 in 2001). Finally, in 2002, with
cooperation from the Daisy Consortium, the National Information Standards Or-
ganization (NISO) published the standard ANSI/NISO z39.86-20022, which has
been revised in 2005, leading to the current standard ANSI/NISO Z39.86-20053.
The standard focuses on the files, their structure and content, needed to produce
1http://www.daisy.org/
2Available at http://www.niso.org/standards/resources/z39-86-2002.html
3Available at http://www.daisy.org/z3986/2005/z3986-2005.html
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DTBs. However, specifications for playback devices are absent from the stan-
dard. An auxiliary document, the Digital Talking Book Player Features List1,
created during the standard’s development, describes the main features that play-
back devices should possess, but it is not normative and does not present specific
implementation solutions.
According to the Digital Talking Book Player Features List, the NISO DTB
committee recommends that three types of playback devices be developed: first,
a basic DTB player, defined as a portable unit capable of playing digital audio
recordings, for use mostly by less sophisticated talking book readers who wish to
read primarily in a linear fashion. Second, an advanced DTB player, also portable,
but designed to be used by students, professionals and others who wish to access
documents randomly, set bookmarks, etc. Finally, a computer based DTB player,
consisting only of software and being the most complete and sophisticated of the
three. For this final configuration, the Digital Talking Book Player Features List
defines as essential a set of features, including the following:
 No need to use a visual display to operate device;
 Variable playback speed;
 Document accessible at fine level of detail;
 Usable table of contents;
 Easy skips (moving sequentially through the elements);
 Ability to move directly to a specific target;
 Ability to manage notes;
 Reading of notes;
 Setting and labeling bookmarks;
 Automatic bookmark at stop;
 Ability to add information (highlighting and notes);
1Available at http://www.loc.gov/nls/z3986/background/features.htm
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 Spell words;
 Fast forward and fast reverse;
 Human and electronic speech must be available;
 Presentation of visual elements in alternative formats (speech).
4.1.1 Evaluation of current DTB Players
The Daisy Consortium publishes and maintains a list of playback devices1. The
majority of those devices support the oldest DAISY standards, while the newest
ones support the more recent ANSI/NISO standard. Duarte & Carric¸o (2005)
presents a heuristic evaluation of eight of the players referenced in the list. The
players have been evaluated according to their navigation features, the possibili-
ties of personalization offered, the implementation of bookmarks and annotations,
and the use of different modalities.
Navigation wise, a set of features was found in all DTB players: moving for-
ward and backward an element, moving sequentially through the chapters and
sections, and the capacity to move to any point of the table of contents. These
functionalities meet some of the requirements elicited in the Playback Device
Features List. However, some of the implementations present usability problems.
Two different implementation choices for the sequential navigation have been
found: the first, in which different sets of commands are used for chapter and
section advance, and the second, in which one command selects the navigation
unit and another command is responsible for advancing the narration with the
previously chosen navigation unit. There may also be different elements (word,
sentence or paragraph) for element navigation. All this variability creates situa-
tions in which the user may not be aware of the result of his actions (advancing
one section instead of a chapter, or a sentence instead of a word). Only TPB
Reader deals with this problem, always displaying the navigation element being
used. Other problems are found when considering some of the table of contents
implementations. Examples include poor presentation of the contents (using only
1http://www.daisy.org/tools/playback.asp
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font-size to indicate the heading level of the table of contents entry, without any
kind of alignment or indexing), stopping the narration when consulting the table
of contents, not being able to display the table of contents and the book content
simultaneously, or display them in overlapping windows. Regarding other fea-
tures requested, half of the players supported fast forward and reverse, and only
two allow the user to navigate to any point of the text by selecting it with the
mouse.
Most of the players offer some kind of personalization features. The most
common is the possibility to alter the font size. Half the players allow the user
to select the text and background colors. These basic personalization capabilities
allow visually impaired users some degree of control over the visual presentation,
thus enabling the use of this modality as a complement to audio interaction.
Nevertheless, there are implementations that almost render inoperative the initial
purpose. This happens when, for instance, enlarging the font moves the text
outside the display area and the user has no control over the scroll bars to scroll
the window contents and move the text back into view. Other players don’t
support resizing of the fonts used for the table of contents and the annotations.
Others yet, have toolbars that are not resizable. Only one player gives the reader
the possibility to select whether or not footnotes and page numbers should be
read during the book’s narration. On a more positive note, all but one player
allow for variable reading speeds.
Bookmarks and annotations are supported by the majority of the players.
Only one player does not offer the possibility to create bookmarks, and three don’t
allow for user created annotations. Two of the players support voice annotations.
In most players, bookmarks and annotations can be used as navigational elements,
similar to chapters and sections. For the reader, annotation awareness is an
important part of the talking book experience. However, only EaseReader alerts
for the presence of an annotation with both visual and audio warnings, and
TAB Player stops the narration and presents a dialog box alerting the reader
to the presence of an annotation. Users of the other players have to consult an
annotations list to be able to read them and be aware of their placement. Only one
player allows for user labeling of bookmarks, and even in this case, the label has
to be a number. The other players label the bookmarks with sequential numbers,
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or with the text of the bookmark creation point. Of the players supporting
bookmarks, only one does not create an automatic bookmark on stop.
The Playback Device Features List mentions “no need to use visual display
to operate device” as one of the essential features of a computer based DTB
player. However, none of the evaluated DTB players would perform adequately
in a purely non-visual interaction setting. The use of voice in a truly multimodal
input environment would enable the needed interaction capabilities, but only the
AMIS player, with its support for plug-ins, is capable of voice recognition. By
relying exclusively on mouse and keyboard inputs, a visual display becomes an
indispensable device for taking advantage of all the features offered by current
DTB players. Basic navigation and player control (starting, stopping, issuing
sequential navigation commands) could still be achieved without a visual display,
but for more advanced tasks (annotating for example) the visual display is nec-
essary. This forces users that are blind or suffer from severe visual impairing
disabilities to memorize a large number of keyboard shortcuts. In the case of
users that, in addition to the visual impairments, also suffer from motor disabil-
ities, the interaction with the DTB player is impossible. Even if the user is able
to memorize and use the keyboard shortcuts, she may not be capable of using all
the features of the player, because several players do not offer all the available
functionalities through keyboard shortcuts.
By contrast, all the players provide visual and audio outputs. Most of the play-
ers support speech generation, which is used mainly to provide audio feedback
by reading aloud the commands issued by the user, or to vocalize the contents
of dialog boxes. In some cases, speech synthesis may also be used for the nar-
ration, if the user wishes. Some players also read aloud entries of the table of
contents, either using pre-recorded speech, or by synthesis. However, when this
is the default unchangeable behavior, it leads to interruptions in the narration
whenever the reader consults the table of contents, even if no navigation action
is taken. Another of the essential features, “presentation of visual elements in
alternative formats” is disregarded by all the players. The images and tables are
presented visually, but there is no alternative way of presentation, thus rendering
them imperceptible to blind users. The use of sound to signal the presence of an-
notations, bookmarks, footnotes and other supporting content is mostly ignored
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by all the players, with the exception being the aforementioned EaseReader, and
its capability to signal the presence of bookmarks and annotations both visually
and audibly.
In summary, the players analyzed do not follow several of the recommen-
dations of the ANSI/NISO standard development committee. While for a non
visually impaired user those failings are not critical, for visually impaired users
they can detract strongly from their reading experience. A more careful use of
multiple modalities can contribute to improve the reading experience by offering
more input and output possibilities, and the introduction of a carefully designed
adaptive interface could help the readers better explore not only the features
offered by the interface, but also the book content itself.
4.1.2 Enhancing the DTB experience
The DTB concept can be extended, aiming particular applications and situa-
tional constraints, not necessarily for print-disabled readers. The combination
of multiple media, for instance, can be explored to overcome the cognitive lim-
itations of human perception and attention (Gazzaniga et al., 1998). There are
situations where visual attention is required elsewhere, continuously (e.g., surveil-
lance, driving) or temporarily (e.g., distraction), and thus can be conveniently
complemented by an audio stream. DTBs can also be seen as the baseline for
new ways of telling stories (e.g, teaching materials, etc.) under new or enriched
communication scenarios. Complementing DTBs with environmental sounds and
contextual images enables different “moods” for a story with potential differ-
ent impact on users’ performance or attitude. Different story sequences can be
reengineered. Multimedia units and meta-information, identified and classified,
can later be reused in the authoring of new talking books, general documents or
documentaries. These and other extensions to DTBs use, open new perspectives
and new challenges for supporting frameworks (Carric¸o et al., 2003).
As a result, DTBs can be enlarged in order to include different media enrich-
ments, thus being able to target all classes of users and several usage situations,
taking advantage of the possibilities offered by multimedia content.
111
4. CASE STUDY - BUILDING THE RICH BOOK PLAYER
From this results the concept of Enhanced DTBs: DTBs with complementary
media content, like background music, ambient noises, video clips and any other
media capable of complementing the original work, and with the potential to
provide a more entertaining experience to the reader. To be able to author
such works a DTB building platform, DiTaBBu, was developed. Details on the
authoring platform are out of the scope of this thesis, but can be found in Carric¸o
et al. (2005).
A DTB can also assist in tasks like reading of technical or reference works.
Most of these aren’t usually read in a continuous way and some parts are read
several times over. For this type of reading, special features such as different
reading speeds, jumping over unimportant sections or marking portions of the
text for future reference, assume bigger relevance and deserve an attention that
they haven’t yet received from current DTB players. The visual presentation of
annotated material can be complemented by the definition of new reading paths,
based on previous markings to focus on material of greater importance to the
reader. A similar work is presented in Card et al. (2004), but placing a greater
emphasis on a traditional book metaphor, while ignoring the use of audio, either
as speech or assistive sounds.
4.1.3 Enhanced DTB and Multimodal Adaptivity
Considering the requirements elicited from DTB standards, the possibilities intro-
duced by enhanced DTBs, and new functionalities for different types of reading,
it is easily perceptible that multimodal capabilities will be an essential aspect of
a DTB player pretending to combine all those requisites. The need to present
original and auxiliary contents in different media demand for multimodal out-
put capabilities. The interaction possibilities demanded for situations where it
is not possible, or desired, to use traditional input techniques also require alter-
native input methods best served by providing users with alternatives achievable
through multimodal inputs. In addition, and following the concept of Universal
Accessibility, the same set of features should be available for users with differ-
ent physical and psychological characteristics. The need to cater for visual and
non-visual interaction demands for a truly multimodal interaction platform.
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The combination of modalities, together with the diversity of users with
greatly varying characteristics, and the possibility to operate in different environ-
ments, also make a DTB player a platform well tailored to the use of adaptation
mechanisms. Different usage situations, defined by the task and environment of
operation, will make use of the platform’s multimodal characteristics in diverse
ways. The management of the interaction possibilities should not become a bur-
den to the user, who is supposed to remain concentrated on the task at hand.
This issue becomes critical when considering people with disabilities, who are a
part of the target audience for this kind of product. Adaptation mechanisms can
assist in managing the interaction possibilities offered by a multimodal interface,
in addition to other kinds of assistance more common in traditional adaptive
interaction, like adaptive content generation and adaptive navigation support.
The development of an adaptive multimodal DTB player is, thus, a most
advantageous case study to appraise FAME’s applicability. To fulfill the require-
ments presented, the application will have a set of features and characteristics
sufficiently diverse to be able to explore the flexibility offered by the FAME frame-
work.
4.2 Developing the Rich Book Player
This section describes how an adaptive multimodal rich book player was de-
veloped using the FAME architecture and development steps. The player was
intended for a PC-based platform, sacrificing mobility (still possible with the use
of a laptop, for instance) for greater processing power and the capability of plug-
ing in more supportive devices and sensors. The following input modalities are
available on the platform: keyboard, pointing device (mouse or touchpad) and
speech recognition. The output modalities available are: visual for presenting
text and images, and audio for playback and speech synthesis.
In order to present additional content not supported in the DTB standard, like
video, a different content representation format was used. Through the use of the
aforementioned building platform, DiTaBBu, books in one representation format
can be converted to the other. Because of the format difference and additional
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content support, it was decided not to use the term DTB player, instead opting
for Rich Book Player (RBP).
4.2.1 Adaptable Components
The development process starts with the identification of the adaptable compo-
nents and their corresponding behavioral dimensions. The adaptable components
were mapped to the several elements of a DTB: Book content, Table of Contents,
Annotations and other Miscellaneous content (includes tables, images, side notes,
etc.). For the Miscellaneous component, the following four behavior dimensions
and corresponding values were identified:
 Action
– Show - presents the content
– Alert - alerts to the presence of content without displaying it
– Ignore - does not take any action
 Visibility
– Always - the component is always displayed
– Hide - the component is hidden after the content has been presented
 Modality
– Visual - the content is displayed using graphical output
– Audio - the content is presented using sounds or speech
– Both - both visual and audio modalities are used to display the com-
ponent’s content
 Reading
– Pause - during the content’s presentation the narration of the book’s
main content is paused
– Continue - during the content’s presentation the narration of the book’s
main content goes on
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For the Annotations component, the four previous behavior dimensions were
replicated and two new dimensions added:
 Reaction
– Advance - when the user consults the annotation, the narration jumps
to its creation point
– Remain - no jump is associated with an annotation consultation
 Content
– List - the default content of the annotations component is the list of
created annotations, with the selected annotation being shown only
during the presentation of the annotation text
– Item - the annotation text remains the content of the annotations
component until the user requests the annotations list
The Table of Contents component retains three of the dimensions previously
introduced (modality, visibility and reading) and introduces a new dimension:
 Presentation
– Collapse - the entries of the Table of Contents are presented collapsed
and the user is responsible for navigating to the pretended entry
– Current - only the nodes of the Table of Contents leading to the current
section of text are presented expanded
– Expand - all the nodes of the Table of Contents are presented expanded
Finally, the Book content component repeats the modality dimension and
introduces six new ones:
 Synchronization - determines the granularity of the visual highlighting ac-
companying the audio narration of the text
– Word
– Sentence
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– Paragraph
 Speed - represents the speed of the audio narration
– Slow
– Normal
– Fast
 Marking presentation
– Off - no marking is exhibited to the user
– Miscellaneous - a marking is exhibited in all the main book content
parts associated with miscellaneous content, like images, tables, or side
notes
– Own notes - a marking is exhibited in all the main book content parts
that have been annotated by the reader
– Other notes - a marking is exhibited in all the main book content parts
that have been annotated by other readers
– All notes - a marking is exhibited in all the main book content parts
that have been annotated by any reader
– All - every mark is exhibited
 Marking presentation modality - takes the same values as the modality
behavior dimension.
 Reading path
– Normal - the narration follows the author’s defined path
– Own notes - the reading path is made up of only the book parts that
have been annotated by the reader
– Other notes - the reading path is made up of only the book parts that
have been annotated by other readers
– All notes - the reading path is made up of only the book parts that
have been annotated
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 Reading path content
– Original - the content presented when on an alternative reading path
is the original content
– Note - the content presented when on alternative reading paths are
the notes entered by the users
4.2.2 Attribute Selection
To continue the development the attributes for the User, Platform & devices, and
Environment models must be selected. User attributes include:
 Visual impairment level. It is declared before application start.
 Preferences pertaining to the presentation of annotations and images. Ob-
servers for the preferences detect the users’ behavior whenever a situation
concerning annotation or image presentation arises.
Only one environment attribute is used:
 Ambient noise level. An observer for this model samples, at regular inter-
vals, the ambient noise to detect changes in the noise level.
The Platform & devices model stores attributes concerning the characteristics
of the execution platform and the interaction devices available. These include:
 Presence or absence of a microphone.
 Presence or absence of a speech synthesis module.
 Presence or absence of a speech recognition module.
 Language model.
 Screen resolution.
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Events originated by the user include every action that directly influences the
playback and presentation of the book, like changing the narration speed, or al-
tering the placement of visual elements. Actions that were not considered are the
ones such as opening or closing a book. Application originated events that may
initiate adaptation include all events that are part of the author defined presen-
tation (for instance, the presentation of images may trigger the rearrangement
of the visual elements of the interface) and events signaling the presence of user
created markings (for example, signaling the presence of an annotation).
4.2.3 Template Design
The development process continues with the definition of the atomic and compos-
ite templates of the Interaction model. For each adaptable component at least
one atomic template is defined for each of the output modalities. For instance, the
Table of Contents template specifies that each section should be presented under
the parent chapter, and that the user can see the table of contents at different
outline levels. For the Miscellaneous component more than one atomic template
for each output modality is defined, as this component is used to present infor-
mation with different structure, like an image and a side note. For example, the
atomic template for image presentation in the Miscellaneous component specifies
that, when visually presenting an image, the image title is presented above the
image, and the image caption is presented below the image. When presenting
the image using speech, another template specifies that the title is followed by
the caption and a previously recorded image description. Both these templates
can be in use simultaneously when audio and visual output modalities are em-
ployed. Another example is the Book content template, which defines how the
synchronization is presented visually, margin sizes, fonts and other presentation
details. The template for audio presentation might specify narration speed and
the narrator model to use in case of outputting speech synthesized voice.
After defining the atomic templates, the composite templates follow. These
templates are responsible for deciding the relative placement, sequencing and
other relations between each of the atomic templates. The decision is based on the
number and type of components being presented. Besides this, user preferences
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can also be used to guide the decision process. For instance, the user can act
upon the presentation of the different components, moving or resizing them. The
adaptation engine will store these user preferences and use them to decide which
composite templates are selected. When preparing the visual part of the interface,
the composite templates define size and placement of each component relative to
the others. For the audio part of the interface, and because of the one-dimensional
nature of audio, the composite templates define the sequence of presentation of
the components. A new interface is determined every time the application detects
a change in context. After template selection, it is instantiated by the application,
to build the concrete interface, which the user sees, listens to, and interacts with.
4.2.4 Multimodal Operations Definition
The development process follows with the definition of the multimodal fusion
and fission operations. In the RBP, multimodal fusion is used to combine speech
input with the input from the pointing device whenever the context determines
it. The fusion is used when a generic command to show or hide is recognized by
the speech recognizer. This may happen in three different scenarios:
1. The user is being alerted to the presence of an image or an annotation. A
generic show command will determine the component that will be shown
based on this alert.
2. The previous situation is not occurring and an image or annotation has
been shown or hid by the user or the system recently. A generic show or
hide command will determine the affected command based on that event.
3. The first situation is not occurring, and no image or annotation has been
shown or hid recently. A generic show or hide command is fused with the
pointer position to determine what component is affected by the command.
The multimodal fission is mostly controlled by the choice of composite tem-
plates. For instance, the fission operation is responsible for guarantying synchro-
nization between the visual presentation and the audio narration of the Book
content component. Other situation where the fission operation may be used is
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when alerting the user to the presence of an image or an annotation. In such
cases, more than one modality can be used to alert the user, with the fission
operation deciding upon the most appropriate course of action.
4.2.5 Adaptation Rules Definition
Finally, the adaptation rules have to be defined. This involves building a be-
havioral matrix for each of the four previously identified adaptable components.
The dimensions of the behavioral matrix were also identified previously. The
application designer’s role, at this point, is filling the tuples. Decisions must
be made over which rules will start active, and how do context changes impact
the rule selection. In the following paragraphs, examples of the rules encoded in
the behavioral matrices of all the adaptable components will be given. The full
matrices cannot be visually presented, but relations between two of the matrix’s
dimensions are presented.
Figure 4.1 shows the relation between two of the dimensions of the Miscel-
laneous component behavioral matrix. According to the rules encoded in the
matrix, if the content is displayed using audio output then the main content
narration pauses. The main content narration also pauses when both audio and
visual output are used. In this fashion, the overlap of two different audio tracks
is prevented. This behavior may change if the user behavior reflects different
preferences.
Modality
Reading Visual Audio Both
Continue C1,1 C1,2 C1,3
Pause C2,1 C2,2 C2,3
C1,1 {√; 0; c (C1,1) > c (C2,1) ; ∅}
C1,2 {X; 0; c (C1,2) > c (C2,2) ; ∅}
C1,3 {X; 0; c (C1,3) > c (C2,3) ;C1,1, C1,2}
C2,1 {X; 0; c (C2,1) > c (C1,1) ; ∅}
C2,2 {√; 0; c (C2,2) > c (C1,2) ; ∅}
C2,3 {√; 0; c (C2,3) > c (C1,3) ;C2,1, C2,2}
Figure 4.1: Two of the dimensions of the behavioral matrix for the Miscellaneous
component.
Figure 4.2 shows the relation between two dimensions of the Annotations
component behavioral matrix. This shows that if the preferred user behavior is to
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have the annotations presented whenever they are reached during the narration,
they should be presented using visual output. If, on the other hand, the user
prefers to be alerted to the presence of an annotation, but not have the annotation
shown immediately, then both output modalities should be used to warn the user.
Visibility takes value Show when the user responds to two consecutive alerts. It
takes the value Ignore when the user does not respond to five alerts.
Modality
Action Visual Audio Both
Show C1,1 C1,2 C1,3
Alert C2,1 C2,2 C2,3
Ignore C3,1 C3,2 C3,3
C1,1 {√; 0;m (user, responded− to− alerts) > 2;C2,1}
C1,2 {X; 0;m (user, responded− to− alerts) > 2;C2,2}
C1,3 {X; 0;m (user, responded− to− alerts) > 2;C2,3}
C2,1 {X; 0; (a (C1,1)ANDm (user, ignored− alerts) > 0)
OR (a (C3,1)ANDm (user, responded− to− alerts) > 0) ; ∅}
C2,2 {√; 0; (a (C1,1)ANDm (user, ignored− alerts) > 0)
OR (a (C3,2)ANDm (user, responded− to− alerts) > 0) ; ∅}
C2,3 {√; 0; (a (C1,3)ANDm (user, ignored− alerts) > 0)
OR (a (C3,3)ANDm (user, responded− to− alerts) > 0) ; ∅}
C3,1 {X; 0;m (user, ignored− alerts) > 5;C2,1}
C3,2 {X; 0;m (user, ignored− alerts) > 5;C2,2}
C3,3 {X; 0;m (user, ignored− alerts) > 5;C2,3}
Figure 4.2: Two of the dimensions of the behavioral matrix for the Annotations
component.
The dimensions of the Table of Contents’ behavioral matrix presented in Fig-
ure 4.3 show that when the output modality for the Table of Contents component
is visual then the Table of Contents should be presented expanded. When audio
is used as output modality then only the nodes leading to the node of the section
currently being read are to be presented, in order to avoid having the speech
component reading or synthesizing all the entries of the Table of Contents.
The behavioral matrix for the Book content component, presented in Figure
4.4, relates the synchronization and speed dimensions. The synchronization unit
grows (from word, to sentence, to paragraph) according to the reading speed
121
4. CASE STUDY - BUILDING THE RICH BOOK PLAYER
Modality
Presentation Visual Audio Both
Expand C1,1 C1,2 C1,3
Current C2,1 C2,2 C2,3
Collapse C3,1 C3,2 C3,3
C1,1 {√; 0; true;C2,1, C3,1}
C1,2 {X; 0; true; ∅}
C1,3 {X; 0; true; ∅}
C2,1 {X; 0; true; ∅}
C2,2 {√; 0; true;C1,2, C3,2}
C2,3 {√; 0; true;C1,3, C3,3}
C3,1 {X; 0; true; ∅}
C3,2 {X; 0; true; ∅}
C3,3 {X; 0; true; ∅}
Figure 4.3: Two of the dimensions of the behavioral matrix for the Table of
Contents component.
(from slow, to normal, to fast). The value for the dimension reading speed is
determined by an observer that detects user initiated alterations to the playback
speed, and translates the playback speed to the attribute reading speed according
to two threshold values: one for the transition from slow to normal, and the other
for the transition from normal to fast.
Speed
Synchronization Slow Normal Fast
Word C1,1 C1,2 C1,3
Sentence C2,1 C2,2 C2,3
Paragraph C3,1 C3,2 C3,3
C1,1 {√; 0; a (C1,1) > a (C1,2)ANDa (C1,1) > a (C1,3) ; ∅}
C1,2 {X; 0; a (C1,2) > a (C1,1)ANDa (C1,2) > a (C1,3) ; ∅}
C1,3 {X; 0; a (C1,3) > a (C1,1)ANDa (C1,3) > a (C1,2) ; ∅}
C2,1 {X; 0; a (C2,1) > a (C2,2)ANDa (C2,1) > a (C2,3) ; ∅}
C2,2 {√; 0; a (C2,2) > a (C2,1)ANDa (C2,2) > a (C2,3) ; ∅}
C2,3 {X; 0; a (C2,3) > a (C2,1)ANDa (C2,3) > a (C2,2) ; ∅}
C3,1 {X; 0; a (C3,1) > a (C3,2)ANDa (C3,1) > a (C3,3) ; ∅}
C3,2 {X; 0; a (C3,2) > a (C3,1)ANDa (C3,2) > a (C3,3) ; ∅}
C3,3 {√; 0; a (C3,3) > a (C3,1)ANDa (C3,3) > a (C3,2) ; ∅}
Figure 4.4: Two of the dimensions of the behavioral matrix for the Book content
component.
Having described how the FAME framework can be used to guide the develop-
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ment of an adaptive multimodal DTB player, specifying adaptable components,
adaptation variables, the different models’ attributes and the behavioral matri-
ces for the adaptation rules, the next section presents some functionalities of the
developed DTB player.
4.2.6 Adaptive Features of the Rich Book Player
As identified in the previous section, the RBP is composed of four main com-
ponents: the Book content, the Table of Contents, the Annotations and the
Miscellaneous content. These components have representations in two modal-
ities: visual and audio. Figure 4.5 shows an instance of the RBP, with the
windows corresponding to all the components visible. Two ways of raising the
reader’s awareness by situating him in the book can be perceived. First, the
visual synchronization marker highlights the word being narrated. Second, the
current section or chapter number is also highlighted in the Table of contents
using a different colour. Another awareness raising feature of the player is di-
rected at annotations and images. Annotation awareness is raised in two distinct
ways: the show/hide annotations button flashes every time the narration reaches
a point in the text that has been annotated and the annotations window is not
being displayed. If the annotations window is displayed, the text that has been
annotated is highlighted in the Book content window in a different manner from
the synchronization highlight. The image presence awareness is raised in a similar
fashion, but only the flashing button applies.
One of the features of the player is the possibility to customize and adapt the
visual presentation of, not only the size, fonts and colors, but also the disposition
of the presented components. If the reader is not satisfied with the configuration
she can move any component to a new position, and the player will rearrange
all the windows’ positions automatically. Figure 4.6 shows the interface after the
user moved the image window to the bottom left. As can be seen, the height
of the table of contents and annotation windows was changed in response to
the user’s order. The user may also choose to hide any of the visible windows.
Figure 4.7 shows the interface after the user hid the annotations window. The
image window reclaimed the space left unused by the vanishing window. The
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Figure 4.5: The RBP visual interface, presenting main content, table of contents,
list of annotations and an image.
space was occupied by the image window instead of the main content window
because the adaptive visual presentation always tries to minimize the movements
of the main content window, in order to minimize causing distractions to the
user. This adaptive behavior can also be triggered by an automatic presentation
of a previously hidden component, which can happen, for example, when the
narration reaches a point where an image or a table should be presented.
Other adaptive behaviors are exhibited by the player. The synchronization
unit between highlighted text and narrated audio can be automatically set by the
adaptation module, in response to user actions. A possible triggering action is
the selection of a new narration speed. The increase in narration speed will move
the highlight from word to word faster. A speed will be reached where it will be
perceptually difficult to accompany the highlighted word. Recalling the behav-
ioral matrix for the book content presented earlier (Figure 4.4), the adaptation
engine will try to diminish this effect by increasing the synchronization unit as
the speed rises. The established path is to move from word synchronization, to
sentence synchronization, to paragraph synchronization.
Other event triggering the same adaptation is a rapid succession of commands
to advance (or go back) to the next (or previous) navigation unit. This will
result in an increase of the navigation unit, as the system perceives the intended
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Figure 4.6: The visual interface adapts itself after the user moved the image
window.
Figure 4.7: The visual interface adapts again after the user hid the annotations
window.
125
4. CASE STUDY - BUILDING THE RICH BOOK PLAYER
user action of quickly navigating forward. An increased unit will allow for the
same intended result with fewer commands issued. Other events adapting the
navigation unit are free jumps in the book, resulting from searches performed
on the content. The navigation unit is chosen taking into account the distance
between the starting and ending points of the jump. The reasoning behind this
adaptation is that the greater the distance, the bigger the difference in context.
If the jump is to a close location, or one that has been read recently, then the
navigation unit is smaller: word or sentence. If the jump is to a far location,
or one that hasn’t been read, then the navigation unit is bigger: paragraph or
section.
The interface behavior is also adapted in response to the user’s behavior re-
lating to the presentation of annotations and miscellaneous content. The default
initial behavior is to alert the user to the presence of such content, without dis-
playing it. If the user repeatedly ignores such alerts then the interface’s behavior
is changed in order to stop alerting the user, effectively ignoring the presence
of such content. This is the ignore value of the action dimension of the Anno-
tation and Miscellaneous components’ behavioral matrices. If the user behavior
is to acknowledge the alerts and consult the annotations or the miscellaneous
content, then the interface’s default behavior becomes presenting the content
without alerting the user. This is the show value for the action dimension of the
referenced matrices.
Other example of adaptive behavior is the selection of the rule detailing the
behavior of the player when presenting annotations or miscellaneous content (Fig-
ure 4.1 presents these dimensions for the Miscellaneous component’ behavioral
matrix). The default behavior of pausing the book’s narration when these com-
ponents are presented aurally, or continuing the book’s narration when not, can
be adapted according to the user behavior.
Another feature of the player aims particularly the reading of technical and ref-
erence works. This feature concerns text re-reading of highlighted parts. When
reading technical works, the reader usually underlines relevant passages of the
text, sometimes using different colors or marking styles, in order to convey dif-
ferent relevance levels or categories. In a later re-reading the reader attention
is usually focused on those passages. The player supports this functionality by
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allowing the reader to annotate the text and categorize the annotations. From
these categorizations several behaviors can be devised for further readings of the
same book: reading of only the annotated material; reading material of only spe-
cific categories; association of different reading speeds to different categories. A
possibility opened up by this feature is the user creation and reading of text trails
that may constitute content perspectives, sub stories, argumentation paths, etc.
4.3 Discussion
The most important limitations observed in the heuristic evaluation of existing
DTB players presented before, are now recalled, and the features of the developed
RBP that overcome the limitations are referred:
 Lack of awareness of current navigation element - Navigation can be done
using speech commands (next word, next paragraph, etc.) that are com-
pletely unambiguous. Navigation using interface buttons or possibly am-
biguous speech commands (next and previous) always refer to the displayed
synchronization unit. In this way, the user is always aware to the navigation
element used.
 Lack of support to move to specific targets - The user can select with the
pointer device any point in the text to move to. Besides this, the Table of
Contents and the Annotations list can also be used for navigation opera-
tions.
 Lack of awareness to the presence of annotations - The player warns the
user to the presence of annotations (and images) by flashing the show/hide
annotations button. Besides the button flashing it is also possible to have
sound cues to alert visually impaired users to the presence of annotations.
Annotated text is highlighted in the Book content component, as another
way to make the reader aware of annotations.
 Impossibility to use the player without a visual display for all but the sim-
pler tasks and no alternative presentations of visual elements - Being a
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multimodal player these issues are also solved. Every presentable compo-
nent has visual and audio output (images have prepared textual descriptions
besides the captions). All the interface commands can be issued using the
pointer device or speech commands. The only feature not fully supported
is the search feature. This is due to the player’s speech recognizer using
a grammar for speech recognition limited to the interface commands. For
searching inside each book, a different grammar would have to be used.
From the above discussion it can be seen that a DTB player incorporating
multimodal and adaptive capabilities can overcome the limitations identified,
and provide features that can make the reading experience more entertaining
and productive.
4.3.1 Development with FAME
The use of FAME in the development process of the RBP substantiated its ad-
vantages. The following list discusses the main topics promoting the adoption of
FAME as a development framework.
 Architectural elements separation. This issue was relevant on two aspects
of the framework. The first aspect relates to the separation of the com-
ponents responsible for adaptation and the multimodal operations com-
ponents. This allowed for the specificities pertaining to the multimodal
operations to be abstracted during the adaptation rules design. The adap-
tation rules can thus be defined just referencing the necessary input and
output modalities, not concerning with the details of multimodal fusion
or fission. The other aspect relates to the separation between the inter-
action model and the behavioral matrix. This supported the development
of atomic and composite templates independent from the development of
the adaptation rules. Although independently developed, the possibility of
being parameterized as a result of the adaptation rules processing means
these components have, nevertheless, the necessary flexibility to be used in
diverse contexts, thus promoting their reuse.
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 Adaptive multimodal operations. The introduction of these operations in
the framework afforded applications developed resorting to it, with the abil-
ity to adapt multimodal fusion and fission to both individual multimodal
integration patterns and execution environment conditions. Multimodal fu-
sion’s efficacy is raised through better support for multimodal disambigua-
tion. This is achieved by changing the importance of each modality in the
fusion process, according to previously learned user behavior and detected
environmental conditions. On the output side, it contributes to preparing a
personalized multimodal presentation, more appropriate to the target user
and the presentation conditions.
 Rule specification of reduced complexity. The use of the behavioral matrix
makes it easier to write adaptation rules, mainly for complex problems
requiring a large number of behavior dimensions. This is a result of adoption
of the enabled/disabled and active/inactive concepts, and of their use in the
rule processing stage. Thanks to their inclusion the number of conditions
and variables to include in the adaptation rules is greatly reduced. Another
benefit from the use of the behavioral matrix is making harder to forget
writing rules for some combinations of variables, given the nature of rule
representation.
 Systematization of the analysis process. The design of the adaptive appli-
cation is made easier by the proposed approach, growing from the identi-
fication of adaptation variables, to behavioral matrix dimensions, through
the definition of the adaptation rules in the behavioral matrix itself. This is
a process that evolves from the more simple concepts, to the more complex
relations between those concepts and associated user behaviors. The whole
process also benefits from each step being grounded on the previous steps,
reducing the work required in subsequent steps and promoting an iterative
approach.
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Chapter 5
Evaluating Adaptive Systems
with the Behavioral Matrix
This chapter describes how the Behavioral Matrix introduced in the previous
chapter is also a tool for evaluation of adaptive systems. In this role, the Be-
havioral Matrix can be used to evaluate the system’s adaptive capabilities during
design time, which can be used to warn the designer to possible design decisions
that contribute to an increase in the system’s complexity.
The two sets of metrics described in sections 2.4.3.1 (Structural Characteris-
tics) and 2.4.3.2 (Behavioral Complexity) introduce a different approach to the
evaluation of adaptive systems. Although helping to tackle some of the problems
identified in evaluating this class of systems, they, nevertheless, still suffer from
shortcomings that limit their applicability. Behavioral complexity metrics in par-
ticular, are limited by the difficulties of modeling states of complex systems, and
by the requirement of conducting empirical evaluations with a working system.
The goal of employing the Behavioral Matrix for evaluation purposes is to
overcome the limitations that behavioral complexity metrics exhibit. As the
Behavioral Matrix is constructed during the design phase it is available since
the earlier phases of development. If it can be used for evaluation purposes it
would waive the requirements for a working system and conducting empirical
evaluations, thus overcoming one of the limitations identified in the current way
the behavioral complexity metrics are applied.
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Behavioral complexity metrics are based in relationships involving states and
transitions between those states. The states and transitions are identified from
observations of users interacting with the system. In the next section, a set of
metrics, also based on states and transitions, derived from the concept of Be-
havioral Matrix is introduced. These metrics do not need to be inferred from
user observations, allowing for their calculation in an early stage of the develop-
ment process. In addition, they also waive the need for state modeling from user
observations, overcoming the other limitation of behavioral complexity metrics
application.
5.1 Adaptivity Measures
A Behavioral Matrix captures, for each adaptable component, the adaptation
rules controlling the behavior of that component. As presented in section 3.1.1.2,
each of the matrix cells represents a point in behavioral space. Each of these
points also represents a possible state of the adaptive application. Figure 5.1, a
reprint of figure 3.2, displays a behavior space with three dimensions, where each
dimension has two possible values. By inspection of the figure, it can be seen
that there are eight possible states for this adaptable component.
A state in behavioral space is, thus, defined as a point where each dimension
of the behavioral matrix assumes one of its possible value. The number of states
of a behavioral matrix, S, is given by:
S =
D∏
i=1
di (5.1)
where D stands for the number of dimensions of the behavioral matrix, and di
stands for the number of values of dimension i.
A change in the value of one of the dimensions is equivalent to moving from
a point in behavioral space to another point. Thus a transition happens when a
dimension changes its current value and assumes a new value, independently of
the cause.
Consider the two-dimensional behavioral matrix presented in figure 5.2. The
number of states is S = 3 × 2 = 6. To find out how many transitions exist,
132
5.1 Adaptivity Measures
x
y
z
z
z
xx
y
y
1
2
2
21
1
(x , y , z  )2    1    2
x  - Partial
x  - Ful
y  - H aptic
y  - Spe e ch
z   - Vis ual
z   - Audio
1
2
1
2
1
2
Figure 5.1: A representation of a three dimensional behavior space.
each value change for all dimensions must be examined. A change in the output
modality dimension from Visual to Both happens from C1,1 to C1,2 (when the
presentation detail takes the value Little) and from C2,1 to C2,2 (when the pre-
sentation detail takes the value Full). This amounts to a count of two transitions
from Visual to Both. In a similar manner, two transitions exist from Audio to
Both, two more transitions from Both to Visual, and two more transitions from
Both to Audio. A change in the presentation detail dimension from Little to Full
happens from C1,1 to C2,1, from C1,2 to C2,2, and from C1,3 to C2,3. This amounts
to a count of three transitions from Little to Full. Following the same procedure,
the count of transitions from Full to Little is also three.
Presentation Output Modality
detail Visual Both Audio
Little C1,1 C1,2 C1,3
Full C2,1 C2,2 C2,3
Figure 5.2: A two-dimensional behavioral matrix
Table 5.1 presents, for each value of each dimension, the number of states
where the dimension assumes that value. For instance, the Output Modality
133
5. EVALUATING ADAPTIVE SYSTEMS WITH THE
BEHAVIORAL MATRIX
dimension takes the value Visual in the states C1,1 and C2,1. The sum of states
of all the values of one dimension must equal the total number of states of the
behavioral matrix. The number of transitions from one value to another can be
calculated easily from this table. For instance, dimension Output Modality takes
the value Visual in two states, and the value Both in another two states. Given
that it is possible to move from the value Visual to the value Both there are two
transitions where this happens. Table 5.2 presents the count of transitions that
originate in each value of each dimension and the total number of transitions in
all dimensions.
Visual Both Audio States
Output Modality 2 2 2 6
Little Full States
Presentation Detail 3 3 6
Table 5.1: State count for each value of each dimension of the two-dimensions
matrix.
Visual Both Audio Transitions
Output Modality 2 2+2 2 8
Little Full Transitions
Presentation Detail 3 3 6
Total transitions 14
Table 5.2: Transitions count for each value of each dimension of the two-
dimensions matrix.
The aforementioned process is now formalized. Let Sij be the number of states
where dimension i takes the value j. Sij is given by
Sij =
D∏
k=1,k 6=i
dk (5.2)
where D stands for the number of dimensions of the behavioral matrix, and dk
stands for the number of values of dimension k. Let Si be the vector holding the
number of states for all the values of dimension i
Si = [Si1 · · ·Sij · · ·Sini ] (5.3)
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where ni stands for the number of values of dimension i.
The following relation must hold true for all Si:
S =
ni∑
j=1
Sij (5.4)
Let Ti be the matrix defining the possible changes between values of the
dimension i
Ti =

T1,1 · · · T1,j · · · T1,ni
...
...
...
Tj,1 · · · Tj,j · · · Tj,ni
...
...
...
Tni,1 · · · Tni,j · · · Tni,ni
 (5.5)
where Tl,m equals 1 if it is possible to move from value l to value m, and equals
0 otherwise.
The vector TCi, which gives the transition count originating in each of the
values of dimension i, is given by:
TCi = Si × Ti (5.6)
The above equations apply to situations where one dimension does not impact
the possible values of other dimensions. Consider, for example, a behavioral
space with the following dimensions and corresponding values: Output Modality
(Visual, Both and Audio) and Output Format (Textual and Graphical). When
Output Modality assumes the value Audio, the design forbids the Output Format
dimension to take the value Graphical. In this instance the number of states of
the behavioral space can no longer be calculated by equation 5.1.
To calculate Si in this instance, we start by defining R, the set of restrictions
impacting the behavioral space. A restriction r is defined as
r : vi,j
excludes−−−−−→ {vk,l} , i 6= k (5.7)
where vi,j is the value j of the dimension i, and i 6= k means that no restrictions
exist between values of the same dimension, since they are mutually exclusive.
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The set {vk,l} represents all the values that cannot exist in the same state with
value vi,j.
To reach the number of states Sij, R is divided into two exclusive sets, Rin
and Rout, for each pair i, j.
R = Rin(i, j) ∪Rout(i, j) (5.8)
Rin(i, j) ∩Rout(i, j) = ∅ (5.9)
Rin(i, j) : ∃i=m∨i=k
(
vm,n
excludes−−−−−→ {vk.l}
)
(5.10)
Rout(i, j) : ¬∃i=m∨i=k
(
vm,n
excludes−−−−−→ {vk.l}
)
(5.11)
Rin represents the set of restrictions that include a value in the same dimension
of the state Sij. Rout represents the set of restrictions that do not include a value
in the same dimension of the state Sij.
When Rout is empty, the number of states where dimension i takes value j,
after applying restrictions, SRij is given by
SRij =

Sij, iff no restriction in Rin(i, j) includes the value j of dimension i
D∏
k=1,k 6=i
(dk − dkRin), in all other cases
(5.12)
where dk is the number of values of dimension k, and dkRin is the number of values
of dimension k impacted by restrictions in the set Rin.
When Rin is empty, the number of states where dimension i takes value j,
after applying restrictions, SRij is given by
SRij =
dm∑
n=1
D∏
k=1,k 6=i,k 6=m
(dk − dkRout) (5.13)
where dm is the number of values of the dimension m that originates the restric-
tion, dk is the number of values of dimension k, and dkRout is the number of values
of dimension k impacted by restrictions in the set Rout.
When neither Rin nor Rout are empty the number of states where dimension
i takes value j, after applying restrictions, SRij is given by
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SRij =
∑
r∈R
dm∑
n=1
D∏
k=1,k 6=i,k 6=m
(dk − dkR) (5.14)
where dm is the number of values of the dimensionm that originates the restriction
r, dk is the number of values of dimension k, and dkR is the number of values of
dimension k impacted by restrictions in the set R.
After computing all SRij the process proceeds exactly in the same manner,
with total states with restrictions SR being given by
SR =
d1∑
j=1
SRij (5.15)
and the transition count TCi given by
TCi = SRi × Ti (5.16)
The total transition count TC is given by
TC =
∑
i
∑
j
TCij (5.17)
Following an approach similar to the one employed in computing the be-
havioral complexity measures, the states and transitions metrics can be used to
derive adaptivity measures. In particular, the transitions between states can
be interpreted as the transitions in a graph, allowing for the application of the
complexity measures derived from graph theory, presented in 2.4.3.2. The next
section shows how interaction complexity can be measured computing states and
transitions under different conditions.
5.2 Measuring Adaptivity
As previously mentioned, one of the most used approaches to evaluate adaptive
systems is to compare their performance with a non-adaptive version. The biggest
problem of this approach is the fact that, in many situations, the comparison is
137
5. EVALUATING ADAPTIVE SYSTEMS WITH THE
BEHAVIORAL MATRIX
not fair, since the non-adaptive version is nothing more than a stripped down
version of the adaptive system.
The Behavioral Matrix opens the possibility to design several versions of the
same system, characterized by different behaviors. This allows the evaluation of
different versions without committing the resources required for their development
and empiric evaluation.
The evaluation begins with the development of the different versions of the
Behavioral Matrix. These versions may vary according to three aspects:
1. The matrix’s dimensions.
2. The dimensions’ values.
3. The restrictions between dimensions.
Varying these aspects it is possible to design versions with different input
and output capabilities, with more or less adaptation factors, with different de-
grees of complexity, and supporting users with different physical and cognitive
characteristics.
Departing from the various matrices, the number of states and transitions
is calculated using the procedure presented in the previous section. From the
state and transition count of each matrix the behavioral complexity metrics can
be computed. Thus the values of the four behavioral complexity metrics, Cstate,
Cfan, Ccycle and Cdensity, are available for the different versions of the application
as defined by the Behavioral Matrices.
To evaluate the adaptivity of the different versions, their behavioral complex-
ity metrics have to be compared. Based on the expectation of adaptive interfaces
reducing interaction complexity, it can be hypothesized that metrics computed
from the Behavioral Matrices describing systems with more adaptive features will
have lower values of complexity.
This method can be used to compare adaptive and non-adaptive versions, and
also to understand the interaction complexity for different user and usage profiles.
To be able to compare adaptive and non-adaptive versions and assess the advan-
tages of one over the other, the designer has to develop the Behavioral Matrices
for the two versions and calculate the behavioral metrics for each. Depending on
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the design goals, a non-adaptive version may consist of all the states that can
be reached in the adaptive version, or the design may exclude some states due
to complexity issues, resulting in a smaller number of states, or situations may
arise where the number of states is larger in the non-adaptive version, due to
some automated tasks in the adaptive version which exclude some states from
that version. This direct dependence on design decisions excludes the Cstate met-
ric from the previous hypothesis. Nevertheless, if the hypothesis holds for other
behavioral complexity metric, then it will be able to distinguish between adaptive
and non-adaptive versions, overcoming the limitations displayed by other metrics.
This same method can be applied to inquire about the interaction complex-
ity of the system for different user and usage profiles. The following discussion
relates to the types of user models employed in the system, but can be extended
to other models. Assuming a stereotype based user modeling system, different
Behavioral Matrices can be designed for each stereotype in much the same way
as Behavioral Matrices can be designed for adaptive and non-adaptive versions
of a system. Consider, for instance, stereotypes for non-impaired users and for
physically handicapped users. Although the deployed system would consist of
Behavioral Matrices capable of adapting to every target user, in design time it
is possible, with the knowledge about the stereotypes, to develop a Behavioral
Matrix specific for each stereotype. The Behavioral Matrix for a blind user stereo-
type would represent the fact that interaction would be speech only, instead of
using speech and visual outputs.
From each profile’s Behavioral Matrices the behavioral complexity metrics are
obtained. The lower and higher values of these metrics define an interval, where
all the metrics for the different profiles are present, as illustrated in figure 5.3 for
the Cfan metric and three example profiles. The distribution of the metrics over
the interval informs the designer about the expected interaction complexity for
each profile. For example, if a profile for blind users results in a more complex
system than a profile for non visually impaired users, the designer might be
prompted to review the system design in order to amend this issue.
With an overlay based user modeling system, a set of extreme stereotypes may
be derived from the overlays, with the goal of discovering the limits of the com-
plexity interval (for example, a stereotype could be defined for an inexperienced
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Figure 5.3: Complexity interval for an adaptive system with three stereotypes.
user and another stereotype for an expert user). This interval would then rep-
resent the complexity boundaries of the system, since, theoretically, the overlay
model would make it possible to traverse all the values between the two extremes
of the interval.
5.3 Summary
This chapter described how the behavioral matrix makes possible the use of the
behavioral complexity metrics, overcoming their applicability limitations.
Through a conceptual relationship between state-transition networks and points
in behavior space it is possible to use the behavioral matrices to count states and
transitions. The computation process considers restrictions between values of
different dimensions. These restrictions make it possible to model different user
and usages profiles in the behaviors defined by the matrix. With this process,
the computation of behavioral complexity metrics is available without the need
to model user interactions with working systems. This relinquishes the need for
both complex modeling and conducting empirical evaluations.
Since adaptation is expected to decrease interaction complexity, it is hypothe-
sized that the behavioral complexity metrics will present lower values for systems
introducing more adaptive features. Behavioral complexity metrics, computed
from user observations, are able to distinguish between adaptive and non-adaptive
versions of a system, thus substantiating the hypothesis. Validating that this pat-
tern is maintained with behavioral complexity metrics computed from Behavioral
Matrices is an approach to corroborate the soundness of the proposed method for
state and transition computing.
Taking advantage of the flexibility made available by the Behavioral Matrix,
different versions of a system can be compared. In addition to the aforementioned
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comparison between adaptive and non-adaptive versions, it is possible to com-
pare metrics computed from behavioral matrices representing a variety of users,
environments, and usage behaviors. The complexity results computed from the
different matrices inform the designer about the suitability of design decision
taken. Since these results are available in an early stage of development, they
can be used to refine the chosen dimensions and corresponding values.
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Chapter 6
Evaluation of the Rich Book
Player
This chapter details the evaluation of the Rich Book Player, whose development
was described in chapter 4. Evaluation goals are twofold:
 First, to validate the evaluation methodology proposed in chapter 5. To
achieve this goal the following validation procedure will be used:
1. Compare through empirical evaluation adaptive and non-adaptive ver-
sions of the Rich Book Player. If empirical evaluation fails to find
significant differences between the two versions, the Rich Book Player
has conditions similar to the application used in Weibelzahl & Weber
(2000), where behavioral complexity metrics were used to distinguish
between adaptive and non-adaptive versions.
2. Compute behavioral complexity metrics from Behavioral Matrices rep-
resenting the two versions, following the procedure presented in section
5.1. The metrics with lower complexity values for the adaptive version
are capable of differentiating versions.
 Second, compare complexity metrics for different user profiles. For this, Be-
havioral Matrices representing the behaviors of users of different profiles are
developed, allowing for the computation of the profiles’ complexity metrics.
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To apply the procedure described above an empirical evaluation was con-
ducted. This chapter will start by describing its settings, introduce the criteria
used, which included the NASA Task Load Index, usability questionnaires and
analysis of interaction logs, and presenting the results. After, the same applica-
tion is analyzed according to the behavioral complexity metrics.
6.1 Empiric Evaluation
6.1.1 Evaluation Setting
The application used in the evaluation was the Rich Book Player with all the
characteristics described in chapter 4, with a single limitation: the speech recog-
nizer used in the Rich Book Player did not support free speech recognition. As
such, annotations and search keywords had to be entered by means of a keyboard.
All the other commands were available using either modality.
The usability evaluation was carried out in the context of an article reviewing
assignment for a Hypermedia Systems course. The students had several such
assignments over the semester, which consisted of preparing a summary and an
oral presentation of a given article. The summary and the oral presentation
were group tasks, typically done over a two weeks period. With the students’
agreement, it was decided that one of those assignments was to be done with
support from the Rich Book Player, over a one day period. The assignment
consisted in reading the article “The Dexter hypermedia reference model” (Halasz
& Schwartz, 1994) individually during the morning period, and preparing a group
summary and answering a short test during the afternoon. Over a period of four
days, thirty-three students participated in the evaluation: six in the first day, and
nine in each of the other days.
Given the number of simultaneous participants, and the length of each session,
a special setting was prepared for the experiment. A room was set up with
nine test stations. Each station consisted of a laptop computer with a larger
screen connected, mouse, headphones, microphone and webcam attached to it.
The Rich Book Player application was available in all stations. The application
was endowed with logging capabilities, thus recording all interaction with the
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participants. The stations also did screen recording, voice input recording, and
webcam recordings, thus allowing for a full backup of the experiment. In addition
to the stations, two digital video cameras recorded other aspects of the interaction.
The experiment’s morning period started with a 30 minutes period for appli-
cation familiarization, which was followed by 120 minutes for article reading, and
ended with a usability questionnaire. The afternoon period was composed by a
75 minutes session for summary preparation, 30 minutes for answering a short
test without access to the article, 30 minutes for the same test with access to the
article, and finally, another usability questionnaire. The summary preparation
task was performed by groups of three students. As such, the annotations on the
articles of all the group’s members, done during the morning period, were merged
in one article, and the group worked on only one station.
In addition to being able to compare the effects of using adaptive and non-
adaptive applications on the task of reading an article, the experiment also had
the goal of evaluating the effects of using an electronic application for the same
task. For these two goals, the students were divided in three groups. The control
group for the electronic reading task read the article printed in paper, and the
test group read the article using the Rich Book Player. In order to investigate
the effects of adaptation, the test group was further divided in two groups: a
group with adaptation features turned off, and other group with the adaptation
features on. In total the control group counted nine elements, and the other two
groups, twelve elements each.
To reduce the effect of extraneous variables, the following controls were ap-
plied:
 The tasks were the same for each participant.
 The tasks had the same time constrains for all participants. The question-
naires were answered immediately after task completion.
 All test stations were equipped with laptop PCs of the same model (Sony
VAIO TX3) and external monitors with the same dimensions. All stations
were configured to use the same screen resolution, operating system version,
applications and desktop configuration.
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After this controlled setting experiment, another, non-controlled experiment
was conducted. This second experiment involved the same set of participants,
performing the task of reading the article “AHAM: A Dexter-based Reference
Model for Adaptive Hypermedia” (Bra et al., 1999), in the context of the same
Hypermedia Systems course. The task was done over a period of one month, in
a setting of the participant’s choice (the majority of the tasks was done at each
participant’s house). The Rich Book Player’s usage was logged, and the logs were
returned after the end of the task by the participants, together with the article’s
summary and the answers to a usability questionnaire.
6.1.2 Controlled Setting Experiment Results
The first questionnaire administered to the participants was the NASA Task Load
Index (NASA-TLX) (Hart & Staveland, 1988). All the participants answered this
questionnaire since it focused on the task, not the application. The questionnaire
was presented to the participants immediately after the completion of the article
reading task.
The NASA TLX is a subjective workload assessment measure. It is a multi-
dimensional rating procedure that derives an overall workload score based on
a weighted average of ratings on six subscales: Mental Demands, Physical De-
mands, Temporal Demands, Own Performance, Effort and Frustration.
The NASA TLX was used in this experiment with the main goal of finding
a difference between the scores of participants in the adaptive and non-adaptive
groups, and between these groups and the control group. Previous findings (Ho¨o¨k,
1997; Weibelzahl, 2005) show users do not perceive advantages in using adaptive
interfaces over non-adaptive interfaces. Using a workload assessment measure
might reveal a difference not directly perceived by the participants, leading to
the following hypothesis:
H1 Performing the article reading task with the adaptive application,
the non-adaptive application, or with a paper article, will result in
different perceived workload measures.
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Measures were collected for all participants (12 in the adaptive group, 12 in
the non-adaptive group and 9 in the control group). A one-way ANOVA test was
performed, and revealed that the perceived workload by users of the adaptive ap-
plication (M = 53.30, SD = 14.27), users of the non-adaptive application (M =
57.11, SD = 13.45), and users with only a paper article (M = 57.56, SD = 14.79)
did not differ significantly F (2, 30) = 0.31, p > 0.05. The statistical analysis does
not support hypotheses H1, meaning that the perceived workloads do not differ
significantly based on the support used for reading the paper.
Following the NASA TLX, participants in the adaptive and non-adaptive
group were asked to answer a second questionnaire. This 26 questions question-
naire focused on feature usefulness and application usability, and was organized
in the following groups: Navigation, Annotations, Images, Search, Adaptation
(only for the adaptive application group), Presentation, Interaction and General
Opinion. All the questions were answered in a 10 point scale.
The General Opinion was measured on three questions, evaluating the partic-
ipants’ opinion and reaction to the application (figure 6.1).
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Figure 6.1: Average of the answers per participant group to the three criteria on
the General Opinion group of the usability questionnaire.
The correlation between the answers to the three questions was calculated, and
all three showed to be significantly correlated (p < 0.001). Taking this significant
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correlation into account, it was possible to reach a single measure of opinion by
adding the answers to the three questions for each participant. In accordance to
what has been presented before, no significant difference was expected to be found
between the two groups, which lead to formulating the following hypothesis:
H2 The general opinion of users of the adaptive application is similar
to the general opinion of users of the non-adaptive application.
To evaluate this hypotheses a t-test was performed on the data, showing that
the opinion of people in the adaptive group (M = 18.92, SD = 6.05) was not
significantly different from the opinion of non-adaptive group (M = 17.33, SD =
5.02), t(22) = 0.70, p > 0.05, confirming hypotheses H2.
For each of the other question groups in the questionnaire, t-tests were applied
to the usability related questions, in order to understand how adaptivity impacted
user’s perceived usability of the different aspects of the application. Questions
regarding the utility of the features available in the Rich Book Player were not
considered in this analysis. In the following paragraphs all reported t-tests take
into consideration the necessary Bonferroni adjustment.
Regarding the navigation in the Rich Book Player, several features were of-
fered, including navigation using the table of contents, going forward or backwards
a word, sentence, paragraph or chapter, and by direct selection in the main win-
dow content. Two questions in the questionnaire concerned usability aspects
regarding navigation. Question 1 concerned the easiness of navigating the book
player and question 6 concerned the easiness to be aware of the current chapter.
Adaptive features impact the navigation by adapting the navigation unit for next
and previous commands. No adaptive feature is targeted at improving awareness
of the current chapter. Figure 6.2 displays the average results for each group for
both questions. T-tests show no statistical significance although participants in
the adaptive group rated the Rich Book Player easier to navigate on average.
Annotation creation is one of the most difficult mechanisms to implement.
Previous evaluations showed it (Duarte et al., 2006), and prompted an alteration
of the steps necessary to create an annotation. This procedure was redesigned,
making more explicit the need to first select the part of text being annotated, and
only after that step inputting the annotation. Better support for text selection
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Figure 6.2: Answers from both groups to usability questions regarding navigation
in the Rich Book Player.
was developed, including an initial suggesting of the current sentence, and simple
commands to expand this selection. Questions 1 and 2 concern the clarity of the
sequence of annotation creation actions and of the helpfulness of the auxiliary
commands. Question 4 concerns the participants’ awareness to the existence of
annotated text. Only the awareness raising mechanism is targeted by the adaptive
features. Figure 6.3 presents the average results for these three questions. Once
again, t-tests showed no statistical significance. Participants in the adaptive
group rated the annotation aspects of the application higher on average. This was
not expected, since no adaptive features impact directly the annotation creation
mechanism.
In a similar fashion to annotations, images awareness mechanisms are also
present. One question referenced those mechanisms, and the results are presented
in figure 6.4. No statistical significance was found in the answers from the two
groups, although participants from the adaptive group rated the awareness raising
mechanisms higher than the participants from the non-adaptive group.
The adaptive application also tried to minimize the movement of the main
text window whenever another window appeared or disappeared from the screen,
by controlling the appearance point, the width of the windows, and the position
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Figure 6.3: Answers from both groups to usability questions regarding annota-
tions in the Rich Book Player.
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Figure 6.4: Answers from both groups to usability questions regarding image
awareness in the Rich Book Player.
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of remaining windows whenever a window was hidden. This feature was not
present in the non-adaptive version, leaving window control to the user. Question
4 of the presentation group concerned window management. Figure 6.5 shows
the average answer to this question from participants in both groups. A t-test
found that participants in the adaptive group (M = 7.333, SD = 1.155) consider
the system’s window management to be more satisfactory than participants in
the non-adaptive group (M = 5.333, SD = 2.462), t(22) = 2.548, p = 0.018,
suggesting the adaptive features contributed to satisfaction improvement over
window management.
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Figure 6.5: Answers from both groups to usability questions regarding window
management in the Rich Book Player.
Questions 1 and 2 of the interaction group concerned the easiness and flexi-
bility of interacting with the Rich Book Player. Figure 6.6 presents the average
answers to those questions. No statistical significance was found, although par-
ticipants from the adaptive group rated the application easier to use and more
flexible than participants from the non-adaptive group.
The final questionnaire, presented after the group summary writing task,
asked the participants from adaptive and non-adaptive groups to compare their
experience of reading an article with the Rich Book Player application to that of
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Figure 6.6: Answers from both groups to usability questions regarding interaction
with the Rich Book Player.
reading printed articles. A questionnaire with eight questions comparing differ-
ent aspects of the reading experience was prepared. Answers were given on a 5
point Likert Scale. Once again, all the t-test results presented in the following
paragraphs have taken into account the necessary Bonferroni adjustment. The
following discussion does not distinguish between adaptive and non-adaptive par-
ticipants, instead focusing on electronic reading when compared to print reading.
The first question compared navigation in the electronic format to the printed
format. The average of the answers was 3.79, and a t-test revealed that partici-
pants felt navigation in the electronic format was significantly easier than in the
printed format, t(23) = 4.98, p < 0.05.
The next question compared searching in both formats. Answers’ average
was 3.96, and a t-test confirmed that participants felt that finding text in the
electronic format is significantly easier, t(23) = 4.7, p < 0.05.
The two following questions deal with annotation creation and annotation
reading. Neither of these showed statistically significant results. Answers for
easiness of annotation creation were 3.00 in average, while for annotation reading
3.46 on average.
The next question dealt with how easy it was to acquire the context of an
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image in both formats. Once again the answer is not statistically significant,
even though the average answer, 3.21, is above the scale’s mid-point.
Questions six and seven dealt with which format did the users felt it was
quicker to read, and easier to understand the article’s contents. The average for
the first one was 3.04, and for the second one 3.13, with both failing to reach
statistical significance.
The last question asked which is the less tiring format for reading the article.
Average answer was 3.08, not reaching statistical significance.
Figure 6.7 presents the results of each group for these questions. The ten-
dency is for the participants in the adaptive group to judge interaction with the
electronic format more positively when compared with the print format, than
participants in the non-adaptive group. The only exception concerns naviga-
tion. However, the only statistically significant result is achieved in question
3. Participants in the adaptive group find it significantly less difficult to cre-
ate annotations (M = 3.5, SD = 1.087) in the electronic format than in the
print format, than participants in the non-adaptive group (M = 2.5, SD = 1),
t(22) = 2.345, p = 0.028. This result is unexpected, since no adaptive features
impact directly the annotation creation process.
6.1.3 Uncontrolled Setting Experiment Results
As mentioned above, all the participants in the controlled setting experiment
participated in an uncontrolled experiment, with a different article to read and
summarize. The reading and summary writing process took place in a setting
chosen by the participants. After the reading and summarizing tasks, the partic-
ipants answered a questionnaire with 45 questions related to usability and utility
aspects of the application. The first 33 questions referred to the application and
were answered on a 10 point scale. The following 10 questions, comparing elec-
tronic reading and print reading, were answered on a 5 point Likert Scale. The
final two questions asked for commentaries and suggestions.
During this experiment, the same application was used by all participants.
This was the adaptive version of the Rich Book Player. Keeping in mind the
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Figure 6.7: Answers from both groups to questions comparing reading electronic
and paper formats.
uncontrolled nature of the experiment, the aim was, nevertheless, to observe
three types of effect:
 How time spent with an adaptive application changes the opinion of its
users. One of the problems of evaluating adaptive applications is the time
needed for the system to correctly model its user. This experiment allows
for a comparison of the results obtained with a short time usage (in the
controlled setting) and a longer period of use (in the uncontrolled setting).
 How moving from the non-adaptive application (in the controlled setting)
to the fully adaptive application changes the opinion of the participants.
 How the opinion of participants who had no previous contact with the Rich
Book Player is different from the participants who already had used the
application in the controlled setting.
To allow for these comparisons, the questions from the first experiment were
repeated in the questionnaire of the second experiment.
Starting with the participants General Opinion, figures 6.8 and 6.9 present the
evolution of the opinion of participants of the adaptive and non-adaptive groups,
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respectively. Similar scores were obtained for the participants of the adaptive
group, while the opinion of the participants that moved from the non-adaptive
version to the adaptive version was on average lower. The participants from the
adaptive group continue to rate the application higher than participants in the
non-adaptive group on the first experiment. The difference between both groups
did rise, although still no statistical significance is found in the answers.
Terrible Great
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1st Experiment
Stimulating
Pleasing
Figure 6.8: Evolution of the general opinion of participants from the adaptive
group.
Figure 6.10 shows the evolution of the answers regarding the navigation in
the Rich Book Player, from the participants in the adaptive group. The difficulty
of navigation increased slightly, and a dependent samples t-test confirmed that
the current chapter awareness increased significantly, t(9) = 2.753, p = 0.02.
Figure 6.11 shows the evolution for the participants from the non-adaptive group
in the first experiment. The navigation difficulty increased, and the current
chapter awareness also increased, although none of the variation is statistically
significant. Comparing the values for both groups in the second experiment by
means of an independent samples t-test, supports the conclusion that navigation
is significantly easier for participants belonging to the adaptive group in the
first experiment, t(21) = 2.154, p = 0.043. The navigation is one of the features
supported by adaptive mechanisms, namely, the adaptation of the navigation unit
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Figure 6.9: Evolution of the general opinion of participants from the non-adaptive
group after using the adaptive application.
for the previous and next commands. One possible explanation for the navigation
being significantly easier for participants in the adaptive group is the necessity of
the participants originating from the non-adaptive group to acquaint themselves
with this “new” way of operation, while the participants from the adaptive group
always worked in this manner.
Figures 6.12 and 6.13 present the comparison for the annotation questions,
for adaptive and non-adaptive groups, respectively. Two tendencies can be iden-
tified. The answers for the adaptive group tend to indicate higher difficulty in
the annotation creation process and lesser awareness to annotated text. On the
contrary, the participants from the non-adaptive group indicate less difficulty
creating annotations and higher awareness to annotated text using the adaptive
application, when compared to the first experiment with the non-adaptive appli-
cation. Averages for questions regarding helpfulness of auxiliary commands and
awareness to annotations are even higher in the non-adaptive group, although no
results are statistically significant.
Figure 6.14 presents the results for the image awareness question for both
groups. No statistically significant results were found, although an improvement
in the image awareness was detected in the participants originating from the
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Figure 6.10: Evolution of the answers regarding navigation of participants from
the adaptive group.
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Figure 6.11: Evolution of the answers regarding navigation of participants from
the non-adaptive group.
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Figure 6.12: Evolution of the answers regarding annotation creation and aware-
ness of participants from the adaptive group.
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Figure 6.13: Evolution of the answers regarding annotation creation and aware-
ness of participants from the non-adaptive group.
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non-adaptive group.
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Figure 6.14: Evolution of the answers regarding image awareness of participants
from both groups.
Figure 6.15 presents the results for the window management question for both
groups. Once again no statistically significant results were found. Somewhat
unexpectedly both groups reported a less efficient window management system.
Although the variations are small, it would have been expected an increase in the
results from the non-adaptive group. Recall that a significant result was found
in the controlled experiment, implying a significant increase in the results of the
non-adaptive group to the adaptive group. With the adaptive application being
used by all participants, a similar result would have been expected, but that is
not the case.
When considering the interaction questions, again two tendencies are revealed.
Figures 6.16 and 6.17 present the results for the two questions regarding interac-
tion difficulty and flexibility, for the adaptive and non-adaptive groups, respec-
tively. In the adaptive group there was a tendency to rate interaction higher in the
second experiment, while the opposite tendency was verified in the non-adaptive
group. None of the evolutions was statistically significant. However, when com-
paring the results obtained in the second experiment, an independent samples
t-test revealed that participants from the adaptive group (M = 8, SD = 0.447)
159
6. EVALUATION OF THE RICH BOOK PLAYER
6
7
8
9
10
0
1
2
3
4
5
Adaptive Non-Adaptive
1st Experiment
2nd Experiment
Figure 6.15: Evolution of the answers regarding window management of partici-
pants from both groups.
rate interaction easier than participants from the non-adaptive group in the first
experiment (M = 5.8, SD = 2.098), t(19) = 3.403, p = 0.003. Also, participants
from the adaptive group (M = 7.272, SD = 1.104), rated the interaction more
flexible than participants from the non-adaptive group (M = 5.272, SD = 2.054),
t(20) = 2.845, p = 0.01. With the same application used by both groups of partic-
ipants, the difference is that one group of participants had contact with a different
version of the application, while the other had not. The previous contact with a
different version of the application should not be enough to justify these statisti-
cally significant results considering interaction aspects. One possible justification
is that, even though participants has a prolonged available period for using the
application, they did not take advantage of it, and their effective usage time was
not very different than the one in the controlled setting experiment. As such, the
effective time of use was not enough to overcome the impressions caused by the
first experiment. The small variations in the answers can support this theory.
Finally, table 6.1 presents the results on the questions comparing different
aspects of electronic and paper reading. One of the first conclusions to take from
the data, is that there is no clear tendency regarding the way preferences evolved
from one experiment to the other. Searching the text is clearly the task more
160
6.1 Empiric Evaluation
6
7
8
9
10
0
1
2
3
4
5
Easiness Flexibility
1st Experiment
2nd Experiment
Figure 6.16: Evolution of the answers regarding interaction easiness and flexibility
of participants from the adaptive group.
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Figure 6.17: Evolution of the answers regarding interaction easiness and flexibility
of participants from the non-adaptive group.
161
6. EVALUATION OF THE RICH BOOK PLAYER
appreciated in the electronic medium when compared with the paper medium,
as could be expected. Other tasks for which the electronic medium is favored
by all the participant groups include navigation and image contextualization.
Annotation reading is considered easier in the electronic medium by participants
of adaptive and non-adaptive groups. Participants from the paper group consider
reading annotations as easy in the electronic medium as in the paper article. On
the other hand, regarding annotation creation, only the members of the adaptive
group consider it easier with the electronic support. Participants from the non-
adaptive and the paper groups consider it easier in the paper article. This result is
unexpected since there is no adaptive feature involved in the annotation creation
process.
Adaptive Non-Adaptive Paper
1st Exp. 2nd Exp. 1st Exp. 2nd Exp. 2nd Exp.
Navigation 3.67 4.09 3.92 3.55 3.57
Searching 4.25 4.18 3.67 4.45 4.14
Annotation Creation 3.50 3.55 2.50 2.91 2.86
Annotation Reading 3.83 4.00 3.08 3.82 3.00
Image
3.25 4.00 3.17 3.27 3.43
Contextualization
Faster Reading 3.08 2.73 3.00 2.36 2.71
Easier Understanding 3.25 3.36 3.00 2.64 3.29
Less Tiring 3.25 2.73 2.58 2.27 2.86
Table 6.1: Comparison of electronic and paper reading for all participant groups.
Other considerations regard the efficiency of reading in both mediums. From
the results, it can be deduced that the general opinion favors reading in the paper
format. After the second experiment all groups considered that reading paper is
faster than reading on screen combined with listening the narration. This last
setup is considered to increase the understandability of the content by participants
from the adaptive and paper groups, while participants from the non-adaptive
consider that reading from paper provides better understandability. All groups
also agree on the fact that article reading is less tiring with print support than
with electronic support.
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6.1.4 Empirical Results Discussion
One main conclusion can be drawn from the results of the controlled setting ex-
periment: the empirical evaluation failed to find significant differences between
adaptive and non-adaptive versions of the Rich Book Player. Subjective mea-
sures obtained from questionnaires generally failed to find differences, with one
exception regarding window management. A workload assessment measure, the
NASA-TLX, also failed to find significant differences. Even though results are, in
general, more positive for the adaptive version of the system, since no statistical
significance is reached, no conclusions can be drawn about the superiority of one
version over the other.
These results are in accordance to previously mentioned research reports.
Particularly, they corroborate the adequacy of using the Rich Book Player as
a test-case for assessing the validity of the complexity measuring methodology
proposed in this thesis.
Some observations can also be made about the uncontrolled setting results.
This experiment’s goals were centered on the effects of a bigger usage time with
an adaptive application, and how that would impact the results of participants,
both from the adaptive and the non-adaptive groups. The results were also in-
conclusive. To better understand them, and to provide a more detailed context
for their interpretation, data about the number of sessions and session time is
now provided. A session is defined as the period between entering and exiting
the application. This data is available from the logs gathered while the test par-
ticipants used the application. Figure 6.18 presents the number of participants
per sessions conducted. The average number of sessions conducted by the partic-
ipants was 3.89. The majority of the participants conducted three or less sessions
with the application. In the controlled setting experiment three sessions can be
identified: familiarization, article reading and summary writing. For the majority
of participants the number of sessions was similar in the two experiments.
Figure 6.19 shows the number of participants per session average time. Aver-
age session time over all participants was one hour and twenty six minutes, and
most participants’ sessions averaged less than one and a half hours. Once again
the times are similar to the sessions of the controlled setting experiment. Figure
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Figure 6.18: Number of participants per number of sessions.
6.20 shows the number of participants per total time spent with the application.
While the average total time spent by participant was 5 hours and thirty seven
minutes, from the figure it can be seen that the majority of participants spent less
than four hours, or 280 minutes, with the application. In the controlled setting
experiment, participants spent 225 minutes over the three sessions.
This data shows that the time spent with the application was similar in both
experiments, thus eliminating the possibility to achieve any significant conclusions
about the effects of time on the users of adaptive applications.
6.2 Complexity Measures
The usability evaluation reported in the last section was unable to find statisti-
cally significant differences in the test participants’ opinion between the adaptive
and non-adaptive versions of the Rich Book Player, with the exception of the
window management aspects in the controlled setting experiment. This section
evaluates the Rich Book Player according to the process introduced in chapter 5.
Section 4.2 described the development of the Rich Book Player, detailing all
the dimensions and values used in the construction of the Behavioral Matrices.
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Figure 6.19: Number of participants per session average time.
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Figure 6.20: Number of participants per total time with the application.
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Four adaptive components, and corresponding Behavioral Matrices were identi-
fied: Book content, Table of Contents, Annotations, and Miscellaneous. Tables
6.2, 6.5, 6.7 and 6.10 present the dimensions, number of values per dimension,
and values for each of the Behavioral Matrices.
Modality 3 visual, both, audio
Synchronization 3 word, sentence, paragraph
Speed 3 slow, normal, fast
Marking Presentation 6
off, miscellaneous, own notes,
other notes, all notes, all
Marking Presentation
3 visual, both, audio
Modality
Reading Path 4 normal, own notes, other notes, all notes
Reading Path Content 2 original, note
Table 6.2: Dimensions, number of values, and values for the Book content Be-
havioral Matrix.
From the dimensions and values presented in table 6.2, the number of states
for the Book content Behavioral Matrix before restrictions is S = 3888, and the
number of transitions, also before restrictions, is TC = 55728. For the Book con-
tent Behavioral Matrix restrictions were applied in the deployed version. When
the user is just listening to the book there is no advantage in presenting markings
visually. So, when the Modality dimension takes the value audio the dimension
Marking Presentation Modality cannot assume the values visual and both. In this
situation also, there is no advantage in having a synchronization unit different
from word, since there will be no visual highlight of the text being spoken. As
such, when the Modality dimension takes the value audio the dimension Synchro-
nization cannot assume the values sentence and paragraph. This restriction is
represented by
r : vmodality,audio
excludes−−−−−→

vsynchronization,sentence,
vsynchronization,paragraph,
vmarking presentation modality,visual,
vmarking presentation modality,both

(6.1)
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With the restriction applied the total number of states drops to SR = 2736.
The transitions count after restrictions is TCR = 38064. Table 6.3 presents the
results of the behavioral complexity metrics for the raw Behavioral Matrix and
the restricted Behavioral Matrix.
Raw Restricted
Cstate 3888 2736
Cfan 14.33 13.91
Ccycle 51841 35329
Cdensity 0.0037 0.0051
Table 6.3: Behavioral complexity metrics for the raw and restricted Behavioral
Matrices of the Book content component.
With restrictions applied a decrease in complexity is expected. Three of the
metrics reveal this decrease: Cstate, Cfan and Ccycle for this component.
To compare both versions of the Rich Book Player used in the empirical
experiment, two Behavioral Matrices must be defined, to represent application
behavior and interaction possibilities for the two versions. In the non-adaptive
version, the synchronization dimension was fixed in the value word. This can be
represented as three additional restrictions, one for each value of the dimension
speed, that inhibits the values sentence and paragraph of the dimension synchro-
nization. All the other interaction behaviors are supported by both versions in
similar fashion. Values of the complexity measures considering these restrictions
for the non-adaptive version and values of the original restricted Behavioral Ma-
trix for the adaptive version are presented in table 6.4.
Non-Adaptive Adaptive
Cstate 2064 2736
Cfan 17.09 13.91
Ccycle 33217 35329
Cdensity 0.0083 0.0051
Table 6.4: Behavioral complexity metrics for the non-adaptive and adaptive ver-
sions of the Book content component.
As can be seen, the added restrictions led to a decrease in the number of
states, as measured by Cstate. However, both Cfan and Cdensity have grown,
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indicating that the decrease in the number of states was not accompanied by a
similar decrease in the number of transitions. This behavior of the metrics signals
a distinction between the adaptive and non-adaptive versions, and is a possible
indicator of an increase in interaction complexity of the non-adaptive version.
Table 6.5 presents the dimensions and values for the Table of Contents Be-
havioral Matrix. These lead to a total of 36 states and 168 transitions. Two
restrictions have been applied in the deployed application. When audio is the
only modality used in the presentation of the Table of Contents, its contents are
presented collapsed, to minimize the interruption to the main content presenta-
tion. This leads to the following restriction
r : vmodality,audio
excludes−−−−−→
{
vpresentation,current,
vpresentation,expand
}
(6.2)
With this restriction in place, the number of states decreases to 28 and the
number of transitions to 120. Table 6.6 compares the values from the raw and
restricted matrices.
Visibility 2 always, hide
Modality 3 visual, both, audio
Reading 2 pause, continue
Presentation 3 collapse, current, expand
Table 6.5: Dimensions, number of values, and values for the Table of Contents
Behavioral Matrix.
Raw Restricted
Cstate 36 28
Cfan 4.67 4.29
Ccycle 133 93
Cdensity 0.1333 0.1587
Table 6.6: Behavioral complexity metrics for the raw and restricted Behavioral
Matrices of the Table of Contents component.
The imposed restrictions cause an evolution in the metrics similar to what
happened with the Book content Behavioral Matrix. Cstate, Cfan and Ccycle are
smaller, while Cdensity is bigger. The difference in dimension between these values
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and the values obtained for the Book content component are also an indication
of the smaller complexity of the Table of Contents component. Since there exist
no differences in the adaptive and non-adaptive versions for this component, it is
not possible, nor necessary, to devise and compare the corresponding versions of
the Behavioral Matrices.
Table 6.7 presents the dimensions and values of the Annotations component.
From these data the total number of states equals 144, and there are 960 transi-
tions.
Action 3 show, alert, ignore
Visibility 2 always, hide
Modality 3 visual, both, audio
Reading 2 pause, continue
Reaction 2 advance, remain
Content 2 list, item
Table 6.7: Dimensions, number of values, and values for the Annotations Behav-
ioral Matrix.
To represent a coherent behavior one restriction has been applied to the de-
ployed version. In situations where the visibility dimension has the value always,
it makes no sense to alert the user to presence of an annotation, neither it does
to ignore the annotation. This gives origin to the following restriction
r : vvisibility,always
excludes−−−−−→
{
vaction,alert,
vaction,ignore
}
(6.3)
Considering this restriction, the total number of states is now 96, and the
transitions count amounts to 560. Table 6.8 presents the value of the behavioral
complexity metrics for the Annotations component. Once again, the values of
Cstate, Cfan and Ccycle are smaller, while Cdensity is larger.
Several differences exist in the non-adaptive version of this component, when
compared to the adaptive version. The action dimension is fixed on the value
show, independently of the value of the visibility dimension. The reading dimen-
sion is fixed on the value continue, and the content dimension on the value list.
These restrictions of the non-adaptive version can be translated to changes and
restrictions to be applied to the Annotations component Behavioral Matrix, and
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Raw Restricted
Cstate 144 96
Cfan 6.67 5.83
Ccycle 817 465
Cdensity 0.0466 0.0614
Table 6.8: Behavioral complexity metrics for the raw and restricted Behavioral
Matrices of the Annotations component.
lead to new values of the behavioral complexity metrics, which are displayed in
table 6.9.
Non-Adaptive Adaptive
Cstate 12 96
Cfan 9.67 5.83
Ccycle 105 465
Cdensity 0.8788 0.0614
Table 6.9: Behavioral complexity metrics for the non-adaptive and adaptive ver-
sions of the Behavioral Matrices of the Annotations component.
Once again, the added restrictions led to a decrease in the number of states,
and to an increase of both Cfan and Cdensity. This is consistent with what hap-
pened with the Book content component, indicating that the decrease in the
number of states was not accompanied by a similar decrease in the number of
transitions. This strengthens the interpretation of this behavior of the metrics
signaling a distinction between the adaptive and non-adaptive versions, and of
it being a possible indicator of an increased interaction complexity of the non-
adaptive version.
Finally, the dimensions and values of the Miscellaneous component are pre-
sented in table 6.10. This matrix has a total of 36 states and 168 transitions.
Restrictions similar to the ones applied to the Annotations component are also
in place, meaning that when the visibility dimension has the value always, the
dimension action cannot take the values alert and ignore. This restriction is
represented by
r : vvisibility,always
excludes−−−−−→
{
vaction,alert,
vaction,ignore
}
(6.4)
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Action 3 show, alert, ignore
Visibility 2 always, hide
Modality 3 visual, both, audio
Reading 2 pause, continue
Table 6.10: Dimensions, number of values, and values for the Miscellaneous Be-
havioral Matrix.
With this restriction in place, the states are reduced to 24 and the transitions
to 92, giving origin to the behavioral complexity metrics presented in table 6.11.
The values presented are consistent with the behavior observed in the previous
three components. The introduction of the restriction caused a lowering of the
values of Cstate, Cfan and Ccycle, and a growing of Cdensity.
Raw Restricted
Cstate 144 96
Cfan 6.67 5.83
Ccycle 817 465
Cdensity 0.0466 0.0614
Table 6.11: Behavioral complexity metrics for the raw and restricted Behavioral
Matrices of the Miscellaneous component.
Differences between the non-adaptive and adaptive versions include the action
dimension fixed on the value show and the reading dimension fixed on the value
pause. Translating the non-adaptive restrictions to changes and restrictions on the
Miscellaneous component Behavioral Matrix leads to the results of the behavioral
complexity metrics presented in table 6.12.
Non-Adaptive Adaptive
Cstate 6 24
Cfan 5.67 3.83
Ccycle 29 69
Cdensity 1.1333 0.1667
Table 6.12: Behavioral complexity metrics for the non-adaptive and adaptive
versions of the Behavioral Matrices of the Miscellaneous component.
In accordance to what had been observed for the Book content and Annota-
tions components, the decrease in the number of states, was accompanied by an
increase in Cfan and Cdensity.
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6.2.1 Validity of the Proposed Methodology
Two points had been identified to validate the proposed approach to adaptive
systems evaluation. First, empirical evaluations should fail to find significant
differences between adaptive and non-adaptive versions of an application. The
results reported in section 6.1 showed this point to be true for the Rich Book
Player application. Second, the behavioral complexity metrics computed from
behavioral matrices describing both versions should be able to distinguish the two
versions. The results presented in the previous section showed that behavioral
complexity metrics computed accorded to the process described in section 5.1 are
capable of distinguishing between the adaptive and non-adaptive versions of the
Rich Book Player, thus validating the proposed methodology.
The computed behavioral complexity metrics displayed similar changes from
adaptive to non-adaptive versions of the behavioral matrix in all instances com-
pared. Specifically, it was identified an increase in Cfan and Cdensity while Cstate
decreased in the non-adaptive version when compared with the adaptive version.
Since the adaptive version is expected to be less complex than the non-
adaptive version, it can be hypothesized that lower values of Cfan and Cdensity
represent less complex systems. The next section will try to verify this hypothesis
by computing behavioral complexity metrics from Behavioral Matrices describing
behaviors of users with different profiles.
6.2.2 Evaluating the Complexity of Different Profiles
In the following paragraphs, the Behavioral Matrix is used to compare the behav-
ior complexity exhibited by different user profiles. The profiles were reconstructed
through observation of the logs acquired during the second experiment. The user
profiles focused primarily on the Annotations and Miscellaneous components,
which is the reason the following discussion will also focus on these components.
Two major profiles for each component were identified. For the Miscellaneous
component, only one dimension distinguishes the two profiles. The dimension is
visibility, and the two groups are distinguished by the preference to always have
the miscellaneous window visible even when there is no content to present in that
window, or, in alternative, to have it hidden when there is no content to present.
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Since the dimension that distinguishes the profiles is impacted by restrictions,
the Behavioral Matrices derived from each profile will result in different values
for the behavioral complexity metrics. If that would not have been the case, then
the results would be equal for both Behavioral Matrices. Assume profile 1 is the
one where the visibility dimension takes the value always, and profile 2 where it
takes the value hide. Table 6.13 presents the behavioral complexity values for
the standard adaptive system Behavioral Matrix, and for the two profile derived
Behavioral Matrices.
Standard Profile 1 Profile 2
Cstate 24 6 18
Cfan 3.83 3.33 4.67
Ccycle 69 15 67
Cdensity 0.1667 0.6667 0.2745
Table 6.13: Behavioral complexity metrics for profiles based on the Miscellaneous
component.
Figure 6.21 presents the distribution of the scores of the Cfan metric for the
two profiles, relative to the standard Behavioral Matrix. To understand the rela-
tion between these scores it is important to comprehend the interaction allowed
in each of the cases.
1
0.87 1.22
Profile  1
Standard
Profile  2
Figure 6.21: Distribution of the Cfan values for the different profiles of the Miscel-
laneous component, normalized to the value of the standard Behavioral Matrix.
In profile 1, where visibility equals always, action will always have the value
show, due to the restrictions applied. This means that, in practice, there are
only two dimensions at work in this profile. In terms of interaction, the user will
always have the miscellaneous window open, being the less complex possibility
for managing miscellaneous content.
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In profile 2, visibility equals hide, meaning that the window will appear when
there is content to show, or will not appear at all and the user will be warned
to the presence of miscellaneous content, depending on the value of the action
dimension. Regarding interaction with the component, this situation is more
complex than the one described for profile 1.
The standard adaptive behavioral matrix allows interaction according to the
two profiles described above. Thus, it supports the less complex mode of oper-
ation, as well as the more complex one. According to this, it is expected that
the complexity value for the standard matrix falls between the values for the two
profiles.
For the Annotations component two profiles could also be identified. These
profiles distinguish themselves on two dimensions. In profile 1, dimension visi-
bility takes the value always, and dimension reading takes the value pause. This
corresponds to a behavior where the Annotations window is always shown, and
where the main text narration is paused when it reaches an annotation. In profile
2, dimension visibility takes the value hide, and dimension reading the value con-
tinue. For users of this profile, the applications behavior is characterized by an
annotations window that is hidden when there is no annotation to show, and by a
narration that keeps going even when it arrives at an annotated part of the text.
These two profiles characterize two ways of becoming aware to the presence of an
annotation. In the first profile, awareness is more audio based, since the stopping
of the narration is the main awareness mechanism. The annotations window is
always present, so it cannot be trusted as an awareness mechanism by itself. In
the second profile, awareness is more visually based, since the appearance of the
annotations window is the main awareness mechanism.
From these profiles, two Behavioral Matrices can be derived, with the corre-
sponding changes to its values. Table 6.14 presents the behavioral complexity
results for the standard adaptive Rich Book Player Annotations component, and
for the two profiles. Figure 6.22 shows the distribution of the scores of the Cfan
metric for the two profiles, relative to the standard Behavioral Matrix.
The relations between the standard Behavioral Matrix and the two profiles
are similar to what has been found for the Miscellaneous component. Profile
1 has a smaller Cfan than the standard Behavioral Matrix, and profile 2 has a
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Standard Profile 1 Profile 2
Cstate 96 12 36
Cfan 5.83 5.33 6.67
Ccycle 465 53 205
Cdensity 0.0614 0.4848 0.1905
Table 6.14: Behavioral complexity metrics for profiles based on the Annotations
component.
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Figure 6.22: Distribution of the Cfan values for the different profiles of the Anno-
tations component, normalized to the value of the standard Behavioral Matrix.
bigger Cfan. Understanding interaction in the two profiles contributes to justify
the Cfan distribution.
Similarly to what happened for the miscellaneous component, in profile 1 the
annotations window is always visible. In addition, the narration pauses when an
annotation is reached. In profile 2, the annotations window is hidden, with its be-
havior depending on the action dimension (being shown automatically or warning
the user). In this profile the narration continues when annotations are reached.
Once again, profile 1 requires less complex operations than profile 2, due to the
always present nature of the window and the automatic narration stopping. Both
these aspects require less user interventions for annotation consulting, although
it may also be argued that they are more intruding when the user does not wish
to read annotations. The standard matrix supports interaction according to the
two profiles, thus, as expected, its complexity value falls in between the profiles’
complexity values.
A consistent behavior is observed also for the Cdensity metric. For both com-
ponents, both profiles have values larger than the standard Behavioral Matrix,
and in both cases, profile 2 has a value larger than profile 1. This behavior is not
similar to the one observed for the Cfan metric, and no interpretation that could
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justify it was found.
6.3 Summary
This chapter examined the capability of a methodology for computing behav-
ioral complexity metrics from Behavioral Matrices. The validity confirmation
procedure was divided in two points:
1. Conducting an empirical evaluation to compare adaptive and non-adaptive
versions of the same application. This is needed to guarantee the application
is in conformance with traditionally reported results of empirical evaluation,
which fail to find significant differences between versions.
2. Computing the behavioral complexity metrics from behavioral matrices rep-
resenting the two versions. This is done to identify what metrics are capable
of distinguishing the versions.
As discussed in section 6.2.1, the proposed method for computing behavioral
metrics from Behavioral Matrices retained the metrics’ ability to distinguish be-
tween adaptive and non-adaptive versions. According to the presented results,
two metrics can be used in distinguishing the versions: Cfan and Cdensity.
Having proved the methodology validity, other uses for the process can be
devised, more important for the design process. The method’s flexibility enables
the computing of complexity metrics from Behavioral Matrices representing dif-
ferent user profiles, or different usage scenarios. Two examples, derived from
actual data gathered from the empirical experiments, demonstrated this feature.
Through these examples it was possible to understand the interaction scenario
and identify the situations with higher interaction complexity. The computa-
tion of behavioral complexity metrics showed that one metric, Cfan, reflected the
perceived complexity differences. Interestingly, the Cfan metric not only ranked
the profiles according to their complexity, but was also able to distribute them
correctly around the standard behavioral matrix computed complexity metrics.
This capacity opens up the possibility of inspecting the complexity of different
interaction solutions in design time, through a low complexity process, saving
many resources required to develop and evaluate those solutions.
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Chapter 7
Conclusions
This dissertation focused on two issues concerning adaptive multimodal systems:
the design and development, and the evaluation. These issues, that traditionally
are studied independently, have been linked by the Behavioral Matrix concept,
introduced in this thesis.
7.1 Design of Adaptive Multimodal Systems
One of the contributions of this dissertation, targeted at the design of adaptive
multimodal systems, is FAME, the Framework for Adaptive Multimodal Envi-
ronments, presented in chapter 3. FAME’s three main aspects are:
 The proposed architecture, which takes into consideration both the issues
related to adaptive systems development and multimodal systems develop-
ment. FAME promotes the successful integration of adaptive systems and
multimodal systems through fusion and fission operators that are adaptable.
The model based architecture considers four different classes of inputs, cov-
ering user inputs, environment changes, platform characteristics, and the
application’s self-generated events, in a truly multimodal environment. The
adaptation process manifests itself on the input side of the architecture by
changing the integration patterns and the weights of the multimodal fusion
process, in order to achieve a more reliable fusion process. Similarly, on
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the output side, the integration patterns of the fission process are coordi-
nated by decisions from the adaptation engine, impacting what, when and
how to present the data, based on user, environment and platform models,
supporting also a multimodal output environment. FAME’s architecture is
thus able to expand on other current architectures by combining the possi-
bility to adapt to variable contexts of operation with the capacity to adapt
multimodal operations both for input processing and output generation.
 The Behavioral Matrix, a multipurpose instrument for definition and repre-
sentation of application behaviors. The Behavioral Matrix main purpose is
the description of the adaptation rules of each adaptable component in the
adaptive system. Resulting from an analysis process, where behavior di-
mensions are identified, a Behavioral Matrix is composed by tuples defining
rule activation status, count of past activations, the rule triggering formula,
and rule precedence over other tuples. The Behavioral Matrix proved to be
a valuable design asset, reducing the complexity of expressing adaptation
rules by condensing them into a matrix, which is then used for developing
templates that will support the different types of adaptation.
 A process for adaptive multimodal applications development. The pro-
cess’ steps cover the whole development process, from the initial models
definition, through the multimodal operations construction, until the fi-
nal adaptation rules writing. Although the development process has been
presented in the context of FAME, it is general enough, and provides a
contribution to the development of adaptive systems, multimodal or not,
using other frameworks. The validity of the development process has been
demonstrated through its use in the development of a complex adaptive
multimodal application such as the Rich Book Player.
FAME represents an evolution from the other frameworks presented in section
2.3 mainly due to the integration of aspects concerning both adaptive and multi-
modal systems. Prior frameworks concerned one or the other kind of system, or
targeted the production of different interfaces for different platforms, but without
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run-time concerns. FAME, being designed from the beginning to consider adap-
tation in multimodal environments, is capable to decide in run-time the most
appropriate modalities to employ, both for input and output.
The applicability of FAME was demonstrated by the development of the Rich
Book Player, presented in chapter 4. The Rich Book Player is an adaptive mul-
timodal Digital Talking Book Player. Input is possible through traditional key-
board and mouse interaction, and also through speech commands. Output is
produced using visual and audio modalities. Both input and output modalities
can be used in cooperation or independently.
FAME contributed to the successful development of this application by:
 Promoting a systematic design approach, where each step is based on results
from previous steps, thus contributing to a more grounded development,
with reduced complexity.
 Separating the development of each adaptable component. This benefits
the whole development process by reducing the complexity of the rules
in each component, since it does not need to consider aspects related to
other components, and by making possible the reuse of selected parts of
one component in other components.
 Describing adaptable relations between modalities while abstracting details
of the multimodal operations. These details are covered in the architecture
components related to the multimodal components, and modified as result
of adaptation through the set of templates defined in the interaction model.
The usability evaluation results presented in Duarte et al. (2007a) are evi-
dence that the Rich Book Player is a successful application able to overcome the
limitations identified in other Digital Talking Book players.
7.2 Evaluation of Adaptive Systems
The other contributions of this thesis relate to the evaluation of adaptive systems.
The Behavioral Matrix extended its usefulness being employed for evaluation
purposes. Chapter 5 showed how a correspondence between the behavior space
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described by the Behavioral Matrix and state-transition networks characterizing
interaction was established. This led to a procedure to calculate the number
of states and transitions for a given Behavioral Matrix, which was extended to
accommodate restrictions. These restrictions are used to represent design deci-
sions and also the modeling of user and other types of profiles. Given the states
and transitions of each Behavioral Matrix it is possible to apply the behavioral
complexity metrics to evaluate adaptive systems.
Evaluation of adaptive systems suffers of additional problems when compared
to evaluation of non-adaptive systems, as has been documented in section 2.4.
The following paragraphs summarize how the work presented in this dissertation
tried to overcome the problems and limitations associated with the evaluation of
adaptive systems. To this end, approaches covering both empiric evaluation with
controlled and uncontrolled experimental settings and the use of new evaluation
criteria, have been attempted.
Three main problems have been identified when evaluating adaptive systems
specifically. The following list discusses how they have been approached in the
context of this thesis.
 Definition of adaptivity success criteria. Traditional criteria for application
success have been unable to distinguish between adaptive and non-adaptive
applications. A controlled evaluation was performed where test participants
were asked to rate in terms of satisfaction and usability two versions of the
Rich Book Player: one fully adaptive version, and another version with
only the minimum adaptive features required to function properly. The
results from this experiment are in accordance with past reports, and were
unable to distinguish between the two versions of the application. As such,
another criterion was tried out. The NASA Task Load Index, which is a
subjective workload assessment measure, and which has never been used
to try to differentiate between adaptive and non-adaptive applications, to
the best of the author’s knowledge. However, the NASA Task Load In-
dex was also unable to differentiate the two versions. Although none of
these criteria achieved significant results that would allow differentiating
versions, it should be pointed out that results for the adaptive version tend
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to be more positive (less workload and higher satisfaction). Another ap-
proach employed the behavioral complexity metrics, calculated from the
states and transitions count obtained from the Behavioral Matrices used in
the adaptive application and Behavioral Matrices emulating the behavior
of the non-adaptive application. The behavioral complexity measures were
capable of distinguishing between the two versions of the application. A
similar behavior was observed for all evaluated components. In the non-
adaptive version the Cstate measure diminished while the Cfan and Cdensity
metrics grew larger. Computation of the complexity measures for profiles
directly derived from the empirical experiments conducted showed a per-
ceived relation between the value of Cfan and the interaction complexity of
the scenarios derived from the user profiles. Cfan is therefore a potential
pointer of interaction complexity, and can be used to compare different de-
sign alternatives targeted at the same or at different user groups or usage
situations. This approach possesses the added advantage of not needing
evaluation experiments to be performed, being possible to conduct during
design time.
 Definition of control groups. The definition of control groups is impossible
in cases where turning off the adaption renders the system unusable. In the
experiment conducted, participants were arranged in three groups, which
allowed for two control groups. One group functioned as control group at the
task level (the paper group), while other group functioned as control group
at the application level (the non-adaptive group). The possibility of defining
Behavioral Matrices representing the behaviors of a target group and then
calculating the behavioral complexity metrics, opens up the possibility of
having available all the control groups necessary. This was used to obtain
behavioral complexity values for adaptive and non-adaptive versions of the
application, as well as for the different profiles that were identified during
the experimental procedures.
 Effects of adaptivity being subtle and probably only visible with time. The
perfect adaptation would be so subtle that it would be unnoticed by the
user. Measuring adaptation by asking the user to rate it, would, probably,
181
7. CONCLUSIONS
only lead to the user identifying adaptation failures. This led to the use
of behavioral complexity measures as a way to discern adaptation effects.
Even so, to try to evaluate an adaptive application over a longer period of
time, the reported uncontrolled experiment was conducted. Unfortunately,
the results were not substantially different from the ones obtained in the
controlled setting, reinforcing the need for alternative measures, such as the
ones presented and employed in this thesis.
7.3 Future Work
Albeit the process described in this dissertation covers a cycle of development
and evaluation, some issues are still left unresolved. Regarding FAME several
future directions can be envisaged:
 Expand the general description of the architecture and associated modules
that is expected from a framework, to a more detailed implementation ref-
erence, with the formalization of the various observers, models, templates,
fusion and fission processes, in accordance to what has been done with the
Behavioral Matrix. This might later lead to an automated creation and
goodness verification process.
 Integration of the application development framework with the content au-
thoring platform mentioned in section 4.1.2. The two platforms have been
developed independently but both can benefit from the integration. For
instance, during the design stage, adaptation variables are identified. Some
of these variables relate to presented content. In addition, the interaction
templates are also dependent on the content to be presented by them. This
kind of knowledge, obtained in the design stage, is also an important input
to the authoring process by leveraging the content to be made available in
each modality. On the other hand, results from the authoring process can
impact directly adaptation dimensions and their values. One example is the
available granularities resulting from the synchronization process between
textual and speech representation of the same content.
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 Employ the framework for the development of applications for platforms of
different characteristics. This work is already underway, with the develop-
ment of a mobile version of the Rich Book Player (Duarte et al., 2007b).
Prototype versions of the player have been developed supporting touch in-
put and visual and audio output. Speech recognition is still unavailable.
The use of FAME promoted the reuse of several components defined for the
desktop version. Atomic templates were reused with small or no modifica-
tions, depending on the modality employed. Composite templates suffered
the greatest modifications due to the greatly varying interaction characteris-
tics of the two platforms. For the situations where there were no differences
in dimensions and values, the Behavioral Matrices rules used in the desktop
version could also be used in the mobile version.
Regarding the use of the Behavioral Matrix as an evaluation tool:
 Promote the adoption of the Behavioral Matrix has a general evaluation
tool, by introducing it outside the context of FAME. This will enable its
use as an evaluation tool for systems developed by means of other frame-
works. For this to be possible, other development frameworks results have
to be modeled in a consistent manner with the proposed process. This will
involve translating the results of the other frameworks’ analysis and design
processes into adaptation dimensions and values, in order to be able to de-
velop the required Behavioral Matrices. The adaptation rules will then be
translated into Behavioral Matrices entries.
 Collect and analyze further results of the application of the proposed method-
ology to evaluate adaptive systems. To this end, scenarios of compara-
ble complexity in different applications and platforms should be designed
and the complexity measures obtained from Behavioral Matrices describing
those interaction scenarios collected. The ensuing analysis will contribute
to identify patterns for the evolution of the different behavioral complexity
metrics according to the complexity of the designed scenarios. This can
corroborate the validity of Cfan as a good indicator of complexity, and help
understand the evolution of Cdensity.
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