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ABSTRACT FRAMEWORK FOR THE THEORY OF STATISTICAL
SOLUTIONS
ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
Abstract. An abstract framework for the theory of statistical solutions is devel-
oped for general evolution equations, extending the theory initially developed for
the three-dimensional incompressible Navier-Stokes equations. The motivation for
this concept is to model the evolution of uncertainties on the initial conditions for
systems which have global solutions that are not known to be unique. Both con-
cepts of statistical solution in trajectory space and in phase space are given, and
the corresponding results of existence of statistical solution for the associated initial
value problems are proved. The wide applicability of the theory is illustrated with
the very incompressible Navier-Stokes equations, a reaction-diffusion equation, and
a nonlinear wave equation, all displaying the property of global existence of weak
solutions without a known result of global uniqueness.
1. Introduction
The concept of statistical solution was introduced for the study of turbulence in
incompressible Newtonian fluid flows. In a turbulent flow, most relevant physical
quantities (e.g. velocity, kinetic energy, energy dissipation) display a wild variation
in space and time, while displaying a more orderly behavior when averaged in space
or time (see e.g. [68, 5, 42, 54, 38, 51]). This behavior appears, in fact, for different
realizations of the flow, with somehow “universal” properties, so that one is led to
consider averages with respect to an ensemble of flows, in an attempt to capture
common properties of turbulent flows.
One can work with ensemble average in a formal sense, without worrying about the
regularity of the solutions of the system, or one can be more strict and work with some
notion of weak solution of the system for which existence results for the corresponding
initial value problem are available. The statistical solution were introduced exactly
with this later purpose in mind: they have been defined to model, in a rigorous
way, the evolution of ensembles of weak solutions of the incompressible Navier-Stokes
equations, as a foundation for a rigorous treatment of turbulent flows.
Since its inception, the theory of statistical solutions for the incompressible Navier-
Stokes equations has been the basis for a growing number of rigorous results for
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turbulent flows (e.g. [29, 22, 8, 30, 39, 32, 31, 60, 63]). The concept of statistical
solution has also been successfully adapted to a number of other models, particularly
fluid flow models, but also other types of nonlinear partial differential equations (e.g.
[14, 4, 77, 44, 67, 19, 74, 58, 17, 16, 23, 47, 56, 24, 46, 61, 13]).
In fact, the notion of ensemble average is relevant for any evolution system dis-
playing a complicated dynamics, in which uncertainties in the initial condition are of
crucial concern. The concept of ensemble averages is directly related to the evolu-
tion of a probability distribution of initial conditions. In a well-posed system, with
a well-defined semigroup {S(t)}t≥0, the evolution {µt}t≥0 of the probability distribu-
tion of the state of the system at each time t is just the transport, or push-forward,
µt = S(t)µ0, of the initial probability measure µ0, by the semigroup (more precisely,
µt(E) = µ0(S(t)
−1E), for any Borel subset E of the phase space). The difficulty is
to extend this definition to obtain the distributions µt for systems in which {S(t)}t≥0
might not be defined. This was the aim of the concept of statistical solution in the par-
ticular and fundamental case of the three-dimensional incompressible Navier-Stokes
equations.
Two main definitions of statistical solutions have been introduced in the 1970’s.
First, Foias ([27, 28]), in works stemmed from discussions with Prodi (see e.g. [34]),
introduced the concept of statistical solution in phase space, consisting of a family
of measures on the phase space of the Navier-Stokes system, parametrized by the
time variable, and representing the evolution of the probability distribution of the
state of the system. Then, Vishik and Fursikov ([75, 76]) introduced the notion of a
space-time statistical solution, which is that of a single measure defined on the space
of trajectories of the system, hence encompassing both space and time variables at
the same time.
Still in the mid to late 1970’s, it is worth mentioning the work by Ladyzhenskaya
and Vershik ([49]), presenting a different proof of existence of statistical solution (in
phase space) using a representation theorem by Castaing ([21]), for the measurability
of multivalued solution maps, to overcome the fact that the solution operator is not
a continuous, single-valued map. There is also the work by Arsen’ev ([2]) using a
measurable selection argument to construct a statistical solution and, in fact, already
introducing a notion of space-time statistical solution, which at first had some restric-
tions on the initial measure, but that were eventually relaxed ([3]). Another proof
of existence of space-time statistical solutions, based on nonstandard analysis, was
given in the early 1990’s, by Capinski and Cutland (see e.g. [15]).
More recently, inspired by the definition given in [75, 76] and using a different
approach for the construction of statistical solutions, by approximating the initial
measure by convex combinations of Dirac delta functions, given in [33], Foias, Rosa
and Temam [35] considered the idea of space-time statistical solution of Vishik and
Fursikov but with slightly different hypotheses that make it more amenable to anal-
ysis. Projecting that modified space-time statistical solution to the phase space at
ABSTRACT FRAMEWORK FOR THE THEORY OF STATISTICAL SOLUTIONS 3
each time yields a family of measures which is a particular type of statistical solution
in phase space, hence bridging the two notions given earlier.
This work [35] inspired us to look for a more general abstract framework for the
definition of statistical solutions for various types of systems and with reasonable
conditions guaranteeing the existence of statistical solutions for the associated initial-
value problem. The constructions developed in the previous works were very much
based on the structure of the equations, but nevertheless we hoped to find a framework
general enough to be applied to different types of systems.
The first result was published in [12] and was sufficiently general to apply naturally
to an ample class of problems. However, there is one condition in [12] which has a
more involved formulation and made us feel that there should be a simpler way to
attack the problem. Moreover, [12] only addressed the notion of space-time statistical
solution, which we call here a trajectory statistical solution or a statistical solution
in trajectory space.
In our current work, we keep the same framework of [12] for the trajectory statistical
solutions but with a simpler set of hypotheses that avoid the more involved condition
in our previous work. The proof is also simpler with this new set of hypotheses.
Furthermore, we address not only statistical solutions in trajectory space but also
in phase space, presenting a general setting for the definition of those two types
of solutions and the corresponding theorems of existence for the associated initial
value problems. The proof also significantly simplifies the known proofs for concrete
examples of equations, particularly the Navier-Stokes equations.
We should mention that the concept of statistical solution had been previously
extended to a few frameworks encompassing some particular classes of differential
equations (e.g. [43, 40, 7, 41, 66]), but none of them nearly as general as done here.
The hypotheses needed for our existence results are natural and not difficult to
verify, relying essentially on properties of the set of individual solutions of the system.
In fact, the key ingredient in our approach is to look for topological and measure-
theoretic properties of the set of solutions instead of looking at the structure of the
equation.
The abstract framework that we construct starts with a Hausdorff space X , an
interval I ⊂ R, the space of continuous paths X = Cloc(I,X) endowed with the
compact-open topology, and a subset U of X . There is no system of equations or so-
lution operator at this abstract level, allowing for a wide range of applications, even
for evolution problems not arising directly from differential equations. Only in the
applications is that those objects will be realized, with the space X being interpreted
as the phase space of the system; the interval I, as a time interval for the evolution
system; the space X , as a space-time function space in which the solutions, or tra-
jectories, of the system are included; and U , as a subset of solutions, or trajectories,
of the system. In the case of partial differential equations, the set U is usually the
whole set of weak solutions of the problem or some particular subset of solutions
(e.g. Leray-Hopf weak solutions or suitable weak solutions for the three-dimensional
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Navier-Stokes equations, viscosity solutions for evolutionary Hamilton-Jacobi equa-
tions).
In this abstract setting, a U-trajectory statistical solution or simply a trajectory
statistical solution is a tight Borel probability measure ρ carried by a Borel subset of
X which is included in the set U (see Definition 3.1), i.e.
there exists a Borel subset V ⊂ U such that ρ(X \ V) = 0. (1)
We are tempted to say that ρ is carried by U , but at this point it is not assumed that
U is a Borel subset of X . This allows the framework to be applied to systems for which
it is not known whether the subset of solutions is a Borel set in the appropriate space.
Nevertheless, U is certainly measurable with respect to the Lebesgue completion ρ¯ of
ρ, and ρ¯(U) = 1 (see Remark 3.2).
The terminology of trajectory statistical solution is inspired by the notion of trajec-
tory attractor given, for instance, in [18] (see also [65]), and the connection between
the two will become more apparent in a future work, when we focus on the case of a
stationary trajectory statistical solution.
For the initial value problem, we consider the interval I as being closed and bounded
on the left, with left endpoint t0, and consider a tight Borel probability measure µ0,
defined on the space X , as the initial probability distribution of the state of the
system. We also consider the projection operator Πt0 : X → X which takes u, in X ,
into its value Πt0u = u(t0), at time t0. Then, the initial value problem for trajectory
statistical solutions is simply to find a U-trajectory statistical solution ρ such that
Πt0ρ = µ0 (see Problem 3.1).
The existence of trajectory statistical solutions for this initial value problem relies
on essentially three conditions: (i) a set-theoretic surjective condition on the pro-
jection of U at the initial time, which in the applications is simply a statement of
existence of “global” solutions, over the whole interval I, for every initial condition
in the “phase” space X ; (ii) a topological compactness condition on the subset U
associated with a certain family of compact sets of initial conditions, which in ap-
plications follows from appropriate compact embedding theorems typically used for
the existence of individual solutions of the system; and (iii) a joint topological and
measure-theoretic property saying that the family of compact sets of initial condi-
tions in the previous condition is sufficiently large to approximate from below any
tight Borel probability measure on X (see Theorem 3.1).
It might happen that the set of initial conditions for the existence of individual
solutions does not coincide with the space in which the continuity in time holds. In
this case, the result can in fact be modified to yield statistical solutions only carried
by the “good” set of initial conditions (see Theorems 3.2 and 3.5 and Remark 3.7).
Next, we turn to the concept of statistical solution in phase space. At this point, we
need to be more specific about the evolution problem. Hence, we look for statistical
solutions of an evolution equation of the form
ut = F (t, u). (2)
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For this differential equation to make sense, we need a vector space structure. With
that in mind, we start with the same setting as above and add another Hausdorff
space Z and a topological vector space Y , such that Z ⊂ X ⊂ Y ′w∗ , with continuous
injections, and where Y ′w∗ is the dual of Y endowed with the weak star topology. We
denote the duality product between Y and Y ′ by 〈·, ·〉Y ′,Y . We consider a function
F : I × Z → Y ′ and assume that u ∈ U is such that u(t) belongs to Z for almost
every t ∈ I. With this framework, the definition of statistical solution in phase space
is that of a family of measures {µt}t∈I which satisties (2) in a suitable weak-star sense
in the mean, i.e.
d
dt
∫
X
Φ(u) dµt(u) =
∫
X
〈F (t, u),Φ′(u)〉Y ′,Y dµt(u), (3)
in the distribution sense on I, for appropriate cylindrical test functions Φ : Y ′ → R, in
conjunction with some measurability and integrability properties (see Definition 3.2).
If a statistical solution in phase space {ρt}t∈I is obtained as the family of projections
ρt = Πtρ, t ∈ I, of a trajectory statistical solution ρ, we say that it is a projected
statistical solution.
For the initial value problem for statistical solutions in the phase space, we first
make the same assumptions as above for the subset U , hence obtaining a U-trajectory
statistical solution starting with a given initial measure µ0. Then, we assume that,
for every u ∈ U , the function 〈u(t), v〉Y ′,Y is absolutely continuous on I, for every
v ∈ Y , with (2) being satisfied in a weak sense, namely that
d
dt
〈u(t), v〉Y ′,Y = 〈F (t, u(t)), v〉Y ′,Y , (4)
in the distribution sense on I, for every v ∈ Y . We add measurability conditions on the
spaces and on F which guarantee the appropriate measurability of the Nemytskii-type
operator (t, u) 7→ F (t, u(t)). One measurability condition is that every Borel subset of
Z be also a Borel subset ofX , which is a condition satisfied in all the examples that we
are aware of (see Section 2.3). We also add integrability conditions on the right hand
side of (4), for each trajectory in U , and an associated integrability condition on the
initial measure. Those integrability conditions are related to a priori estimates which
are natural for the system. Then, under these conditions, we obtain that the initial
value problem has a statistical solution in phase space for any tight Borel probability
measure satisfying the integrability condition for the initial measure (Theorem 3.4).
Part of the proof of this result consists in showing that, under suitable conditions, the
family {ρt}t∈I of the projections ρt = Πtρ, t ∈ I, of a trajectory statistical solution ρ
is a statistical solution in phase space (see Theorem 3.3).
The result on the existence of a statistical solution for the associated initial value
problem is complemented with a result saying essentially that any energy-type in-
equality (or equality) valid for the individual solutions holds also, in average, for the
trajectory statistical solution and, hence, also for the projected statistical solutions
(Propositions 3.1 and 3.2).
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The proof of existence of a trajectory statistical solution for the initial value prob-
lem is based on the Krein-Milmam approximation of the initial measure by convex
combinations of Dirac deltas, as done in [33, 36]. We construct a net of trajectory
statistical solutions with the measure at the initial time approximating the given ini-
tial measure. At the limit, we obtain the desired trajectory statistical solution. In
order to pass to the limit, one needs a compactness result for measures. A suitable
result of this kind in our abstract framework is the one developed by Topsoe along
his work on a generalization of Prohorov’s Theorem ([57]) to spaces which are not
necessarily Polish ([71, 72, 73]).
Topsoe’s topology is based on semi-continuity and is finer than the weak-star topol-
ogy, hence it has less compact sets, but compactness is not the main problem here.
Instead, the finer topology is needed to yield more open sets, so that two different
tight measures can be separated by open sets. As a consequence, the space of tight
measures on X under this semi-continuity-weak-star topology is a Hausdorff space, a
fact that does not hold in general for the weak-star topology. If, however, the space
X is also completely regular, then both topologies do coincide. (See Section 2.4.)
After completing the abstract theory, we present some applications of our frame-
work. The first and natural one is the system of Navier-Stokes equations, on which
our whole abstract formulation was based (Section 4.1). The second one is a reaction-
diffusion equation (Section 4.2). The third and last example is a nonlinear hyperbolic
wave equation (Section 4.3). In each case, the system is formulated in the abstract
framework and the hypotheses that yield both trajectory statistical solution and
statistical solution in phase space for the corresponding initial value problems are
verified. In all these examples, the spaces Z and Y are separable Banach spaces. In
a future work, we plan to show how the theory applies to finding space-homogeneous
statistical solutions for equations such as the Navier-Stokes equations on the whole
space R3, in which Y will be taken as the inductive limit of a sequence of separable
Fre´chet spaces.
2. Basic Tools
In this section, we introduce the basic concepts underlying our results.
2.1. Function spaces. When working with measures on topological spaces, the topo-
logical structure is of fundamental importance. In this regard, we recall a few concepts
that play an important role in this work. Besides the fundamental notion of a Haus-
dorff space, which is a topological space in which two distinct points can be separated
by disjoint open sets, we recall that a topological space is completely regular when
every nonempty closed set and every singleton disjoint from it can be separated by
a continuous function. A completely regular space in which every singleton is closed
is called a Tychonoff space. A topological space is said to be completely metriz-
able when there exists a metric compatible with the topology of the space and under
which the space is complete. A topological space is called Polish when it is separable
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and completely metrizable. Separable Banach spaces and separable Fre´chet spaces
are examples of topological vector spaces which are Polish spaces.
When X is a topological vector space, we denote its dual by X ′ and the duality
product is denoted by 〈·, ·〉X′,X . WhenX is endowed with its weak topology, we denote
the space by Xw. Similarly, we consider X
′ endowed with the weak-star topology, in
which case we denote it by X ′w∗ . Notice that, for any topological vector space X , the
space X ′w∗ is always a Hausdorff locally convex topological vector space ([26, Section
1.11.1]). If X is a Banach space, the norm in X is denoted by ‖ · ‖X , while ‖ · ‖X′
denotes the usual operator norm in the dual space.
Let X be a Hausdorff space and I ⊂ R an arbitrary interval. Denote by C(I,X)
the space of continuous paths in X defined on I, i.e. the space of all functions
u : I → X which are continuous. The compact-open topology in C(I,X) is the
topology generated by the subbase consisting of sets of the form
S(J, U) = {u ∈ C(I,X) | u(J) ⊂ U},
where J is a compact subinterval of I and U is an open subset of X . When endowed
with the compact-open topology, this space is denoted by X = Cloc(I,X) and is a
Hausdorff space.
The subscript “loc” in Cloc(I,X) refers to the fact that this topology considers com-
pact sets in I. When X is a uniform space, the compact-open topology in Cloc(I,X)
coincides with the topology of uniform convergence on compact subsets ([45,
Theorem 7.11]). This holds, in particular, when X is a topological vector space, which
is the case in the applications that are presented in Section 4.
For any t ∈ I, let Πt : X → X be the “projection” map at time t defined by
Πtu = u(t), ∀u ∈ X . (5)
It is readily verified that Πt is continuous with respect to the compact-open topology.
We also consider the space of bounded and continuous real-valued functions on X ,
denoted by Cb(X). When X is a subset of R
m, m ∈ N, we also consider the space
C∞c (X) of infinitely differentiable real-valued functions on X which are compactly
supported in the interior of X .
2.2. Elements of measure theory. Let X be a topological space and BX denote
the σ-algebra of Borel sets inX . We denote byM(X) the set of finite and nonnegative
Borel measures on X , i.e., the set of nonnegative measures µ defined on BX such that
µ(X) <∞. The subset ofM(X) consisting of Borel probability measures is denoted
by P(X). The space M(X) can be identified with a subset of the dual space Cb(X)
′
of the space Cb(X).
A carrier of a measure is any measurable subset of full measure, i.e., such that
its complement has null measure. If C is a carrier for a measure µ, we say that µ is
carried by C. If a probability measure is carried by a single point x ∈ X , then it is a
Dirac measure and it is denoted by δx. A probability measure that can be written
as a (finite) convex combination of Dirac measures is called a discrete measure.
8 ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
Given a family of sets F ⊂ BX , we say that a Borel measure µ on X is inner
regular with respect to the family F if
µ(A) = sup{µ(F ) |F ∈ F and F ⊂ A}, ∀A ∈ BX . (6)
We say that a Borel measure µ is outer regular with respect to the family F if
µ(A) = inf{µ(F ) |F ∈ F and A ⊂ F}, ∀A ∈ BX . (7)
A tight measure is a nonnegative Borel measure which is inner regular with respect
to the family of compact subsets ofX (such a measure is also called aRadonmeasure,
see [9]). If a finite Borel measure µ on X is both tight and outer regular with respect
to the family of open sets of X , then we say that µ is a regular measure. When X
is a Polish space, every finite Borel measure is regular ([1, Theorem 12.7]). In case
X is just a metrizable space, every finite Borel measure is inner regular with respect
to the family of closed subsets of X and outer regular with respect to the family of
open sets of X ([1, Theorem 12.5]) (such a measure is called normal in [1]).
For a compact and metrizable space X , it follows in particular from the result in [1,
Theorem 12.5] that every finite Borel measure is tight. The metrizability is indeed a
necessary condition, since it is possible to construct a finite Borel measure defined on
a certain nonmetrizable compact Hausdorff space which is not tight (see [1, Example
12.9]).
Furthermore, a net {µα}α of measures in M(X) is said to be uniformly tight if
for every ε > 0 we can find a compact set K ⊂ X such that
µα(X\K) < ε, ∀α.
The set of measures µ ∈ M(X) which are tight is denoted by M(X, tight). The
subset of M(X, tight) consisting of probability measures is denoted by P(X, tight).
Now consider a Hausdorff space Y and let F : X → Y be a Borel measurable
function. Then for every measure µ on BX we define a measure Fµ on BY by
Fµ(E) = µ(F−1(E)), ∀E ∈ BY ,
which is called the induced measure from µ by F on BY , also known as push-
forward of µ by F . When µ is a tight measure and F is a continuous function, the
induced measure Fµ is also tight.
In regard to the concept of induced measures, if ϕ : Y → R is a Fµ-integrable
function then ϕ ◦ F is µ-integrable and∫
X
ϕ ◦ Fdµ =
∫
Y
ϕdFµ (8)
(see [1, Theorem 13.46]).
For the sake of notation, if µ ∈ M(X) and f is a µ-integrable function, we write
µ(f) =
∫
X
fdµ.
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In the case of real numbers, we are also interested in the Lebesgue measure, which
we denote by λ, and in the Lebesgue subsets of intervals I ⊂ R. We denote the
σ-algebra of those sets by LI .
2.3. Continuous injection of Borel sets. In the case of statistical solutions in
phase space, in the abstract framework that we consider, a fundamental property
that we need concerns the continuous injection of Borel subsets of a topological space
into another topological space. More precisely, when we have two topological spaces
Z and X , with Z continuously injected into X , meaning that there exists a continuous
injective map j : Z → X , we are interested in knowing whether the Borel subsets of
Z are taken into Borel subsets of X by the injection j. Of course, this is equivalent
to asking that the open subsets of Z are taken into Borel subsets of X .
In general, this is a delicate issue. In fact, one can take X = [0, 1] with the usual
norm inherited from R and Z = [0, 1] with the zero-one norm (associated with the
discrete topology), so that every subset of Z is an open set, hence Borel in Z, but
they are certainly not all included in the family of Borel subsets of X . It is worth
noticing in this case that X is a compact metric space and Z is a locally compact
metric space, but Z is not separable.
In the case that Z and X are Polish spaces, then [9, Theorem 6.8.6] guarantees
that j(B) is Borel in X , for any Borel B in Z. The theorem actually allows X to
be more generally a Souslin space, which is defined as a continuous image of a Polish
space. A closely related result can be deduced from [10, Lemmas 6.7.6 and 6.7.7],
allowing X to be simply a metrizable space, while assuming that Z is a Lusin space,
which is a space intermediate between Polish and Souslin, that can be characterized
as the image of a Polish space under a continuous bijective map [10, Definition 6.4.6
and Proposition 6.4.12]. Thus, if Z is a Lusin space and X is a metrizable space,
then every Borel subset of Z is a Borel subset of X . This situation encompasses
many important applications in which Z and X are Sobolev spaces, or other classical
Banach spaces like Besov and Morrey, as long as Z is separable.
Another particular situation important for us is when we consider the weak and
strong topologies of a topological vector space. Since the strong topology is finer
than the weak topology, every Borel set in the weak topology is also a Borel set in the
strong topology. Conversely, if the topological vector space is separable and locally
convex, then every strongly open set can be written as a countable union of strongly
closed convex sets, and, thanks to the Hahn-Banach Theorem, every strongly closed
convex set is weakly closed, so that every Borel set for the strong topology is also a
Borel set for the weak topology. Therefore, in the case of separable locally convex
topological vector space, both strong and weak Borel σ-algebras in fact coincide.
Combining this result with that of [10] mentioned above, we see that if Z is a Lusin
space and X is obtained as a metrizable and separable locally convex topological
vector space endowed with its weak topology, then the Borel subsets of Z are Borel
subsets of X . This includes the case in which X is a separable Banach space, or even
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separable Fre´chet, endowed with its weak topology, which is the case we consider in
the applications in Sections 4.1 and 4.3.
The results above can be easily extended to an important situation in partial differ-
ential equations, namely when Z is the space of infinitely-differentiable test functions
with compact support and endowed with the topology used in the theory of distribu-
tions, which is the inductive limit of a countable family of separable Fre´chet spaces
[78, Section I.1]. Notice that any separable Fre´chet space is a Polish space. Now, if
Z = ∪i∈NZi is any inductive limit of a countable sequence of subsets Zi which are
separable Fre´chet spaces, then any open set O in Z can be written as O = ∪i(O∩Zi),
and each O ∩Zi is open in Zi. Then, if X is either a metrizable space or a separable
Fre´chet space endowed with its weak topology, we have that each Zi is also continu-
ously injected into X , and, by the previous results, each O ∩ Zi is Borel in X . Thus,
the countable union O = ∪i(O ∩ Zi) is also Borel in X . Hence, we deduce that any
Borel subset of Z is a Borel subset of X .
Finally, we should mention that the results described above can be extended to
include products of those spaces, allowing us to tackle systems of equations.
The conditions on Z andX described above certainly do not exhaust all the possible
situations (see [62] for further conditions). For this reason, our main results on the
existence of statistical solutions in the phase space (Theorems 3.3, 3.4, and 3.5, and
Proposition 3.1) do not assume any extra structure on the spaces Z and X , instead
just assume that Borel subsets of Z are Borel subsets of X , leaving the verification
of this condition to the applications.
2.4. Topologies for measure spaces and related results. In [72], Topsoe con-
sidered a topology in M(X) obtained as the smallest one for which the mappings
µ 7→ µ(f) are upper semicontinuous, for every bounded and upper semi-continuous
real-valued function f on X . Topsoe calls this topology the “weak topology”, but in
order to avoid any confusion we call it here the weak-star semi-continuity topol-
ogy on M(X). When a net {µα}α converges to µ with respect to this topology, we
write µα
wsc∗
⇀ µ.
A more common topology used in M(X) is the weak-star topology, which is
the smallest topology for which the mappings µ 7→ µ(f) are continuous, for every
bounded and continuous real-valued function f on X . If a net {µα}α converges to µ
with respect to this topology, we denote µα
w∗
⇀ µ.
It is not difficult to see that the weak-star semi-continuity topology is equivalent to
the topology obtained as the smallest one for which the mappings µ 7→ µ(f) are lower
semi-continuous, for every bounded and lower semi-continuous real-valued function
f on X . Then, considering now f as a bounded and continuous real-valued function
on X , it follows that, for every a, b ∈ R, the set
{µ ∈M(X) |µ(f) ∈ (a, b)} =
{µ ∈M(X) |µ(f) ∈ (a,+∞)} ∩ {µ ∈M(X) |µ(f) ∈ (−∞, b)} (9)
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is open in the weak-star semi-continuity topology, since f is in particular a lower and
upper semi-continuous function. This shows that the weak-star topology is in general
weaker than the weak-star semi-continuity topology. Moreover, according to Lemma
2.1 below, if X is a completely regular Hausdorff space, then these two topologies
coincide when restricted to the space M(X, tight).
The following lemma summarizes the properties about the weak-star semi-continuity
topology that we have mentioned and provides some additional useful characteriza-
tions (see [72, Theorem 8.1]).
Lemma 2.1. Let X be a Hausdorff space. For a net {µα}α inM(X) and µ ∈M(X),
consider the following statements:
(1) µα
wsc∗
⇀ µ;
(2) lim supµα(f) ≤ µ(f), for all bounded upper semicontinuous function f ;
(3) lim inf µα(f) ≥ µ(f), for all bounded lower semicontinuous function f ;
(4) limα µα(X) = µ(X) and lim supµα(F ) ≤ µ(F ), for all closed set F ⊂ X;
(5) limα µα(X) = µ(X) and lim inf µα(G) ≥ µ(G), for all open set G ⊂ X;
(6) µα
w∗
⇀ µ.
Then the first five statements are equivalent and each of them implies the last one.
Furthermore, if X is also completely regular and µ ∈ M(X, tight), then all six
statements are equivalent.
Although our framework is based on a general Hausdorff space, our proofs rely
on reducing some structures to compact subsets, hence completely regular Hausdorff
spaces, i.e., Tychonoff spaces. Moreover, since the measures in our proofs are usually
tight, then in this setting both topologies coincide, so that we could have very well
considered only the weak-star topology. However, we prefer to use the weak-star
semi-continuity topology since it is a more natural topology for arbitrary Hausdorff
spaces which simplifies our presentation and parts of the proofs, and which yields a
compactness result in a stronger topology.
When dealing with convergent nets in a given space, a natural question arises as
to whether the limits are unique. This requires the given space of measures to be
Hausdorff. The delicate issue is to determine the minimal hypotheses for that.
IfX is a metrizable topological space, thenM(X) is a Hausdorff space with respect
to the weak-star topology (see [1, Section 15.1]), and hence also with respect to the
weak-star semi-continuity topology. However, requiring X to be metrizable is too
restrictive for our purposes. In looking for a more general setting for the space X , we
were led to work within the space of tight measures M(X, tight) and with the weak-
star semi-continuity topology, which Topsoe proved to be a Hausdorff space. This
key result was in fact a motivation for Topsoe to advance his work on the subject
(see [72, Preface]). A proof of this fact is given in [72, Theorem 11.2] by showing that
the limits of convergent nets are unique. Here we chose to include a proof showing
directly that distinct measures in M(X) can be separated by open sets.
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Theorem 2.1. Let X be a Hausdorff space. Then, M(X, tight) is a Hausdorff space
with respect to the weak-star semi-continuity topology.
Proof. Consider two distinct measures µ1, µ2 in M(X, tight).
Suppose at first that µ1(X) 6= µ2(X). Let us assume, without loss of generality,
that µ1(X) < µ2(X). Then there exists ε > 0 such that
µ1(X) < µ1(X) + ε < µ2(X)− ε < µ2(X). (10)
Denote a = µ1(X) + ε and b = µ2(X)− ε. Let f be the constant function f ≡ 1 on
X . Then, it follows from (10) that
µ1 ∈ {µ ∈M(X) |µ(f) ∈ (−∞, a)} (11)
and
µ2 ∈ {µ ∈M(X) |µ(f) ∈ (b,+∞)}. (12)
Since f is in particular a bounded and continuous real-valued function onX , it follows
that the sets in (11) and (12) are open sets in X . These sets are also clearly disjoint.
Hence, µ1 and µ2 can be separated by disjoint open sets in X .
Now suppose that µ1(X) = µ2(X). We claim that there exists a set A ∈ BX such
that µ1(A¯) < µ2(A˚), where A¯ and A˚ denote the closure and interior of A, respectively.
Indeed, suppose by contradiction that
µ1(A¯) ≥ µ2(A˚), ∀A ∈ BX . (13)
Consider E ∈ BX and let K1, K2 be arbitrary compact sets in X satisfying K1 ⊂
X\E and K2 ⊂ E. Then, since X is a Hausdorff space, there exist disjoint open sets
B1, B2 in X such that K1 ⊂ B1 and K2 ⊂ B2.
In particular, using that B2 is an open set, it follows from (13) that
µ2(B2) = µ2(B˚2) ≤ µ1(B¯2). (14)
But clearly B¯2 ⊂ X\K1. Then,
µ1(B¯2) ≤ µ1(X\K1) = µ1(X)− µ1(K1). (15)
From (14) and (15), we obtain that
µ2(K2) ≤ µ2(B2) ≤ µ1(X)− µ1(K1).
Now sinceK1 andK2 were chosen arbitrarily, taking the supremum over all compact
setsK1, K2 withK1 ⊂ X\E andK2 ⊂ E, and using that µ1 and µ2 are tight, it follows
that
µ2(E) ≤ µ1(X)− µ1(X\E) = µ1(E).
Thus,
µ2(E) ≤ µ1(E), ∀E ∈ BX . (16)
This implies in particular that
µ2(X)− µ2(E) = µ2(X\E) ≤ µ1(X\E) = µ1(X)− µ1(E).
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Using the hypothesis that µ1(X) = µ2(X), we then obtain
µ2(E) ≥ µ1(E), ∀E ∈ BX . (17)
Now (16) and (17) yield µ1 = µ2, which is a contradiction.
Thus, we may consider A ∈ BX such that µ1(A¯) < µ2(A˚). The argument now
follows analogously to the previous case. Consider ε > 0 satisfying
µ1(A¯) < µ1(A¯) + ε < µ2(A˚)− ε < µ2(A˚)
and denote a′ = µ1(A¯) + ε and b
′ = µ2(A˚) − ε. Since the characteristic function χA¯
of A¯ is bounded and upper semi-continuous and the characteristic function χA˚ of A˚
is bounded and lower semicontinuous, then the sets
{µ ∈M(X) |µ(χA¯) ∈ (−∞, a
′)}
and
{µ ∈M(X) |µ(χA˚) ∈ (b
′,+∞)}
are clearly disjoint open sets in X containing µ1 and µ2, respectively. Thus, µ1 and
µ2 can also be separated by disjoint open sets of X in case µ1(X) = µ2(X).
This proves that M(X, tight) is a Hausdorff space. 
Moreover, if X is assumed to be a completely regular Hausdorff space, then by
Lemma 2.1 the weak-star semi-continuity and weak-star topologies are the same in
M(X, tight). Thus, it follows from Theorem 2.1 that M(X, tight) is also Hausdorff
with respect to the weak-star topology. We have just proved the following corollary:
Corollary 2.1. Let X be a completely regular Hausdorff space. Then M(X, tight) is
a Hausdorff space with respect to the weak-star topology.
Remark 2.1. If we relaxed the hypothesis in Corollary 2.1 by assuming X to be a
regular space instead of a completely regular space, then this result would no longer
be valid. Indeed, it is possible to construct examples of regular spaces which are not
completely regular and containing two distinct points a, b for which every continuous
real-valued function satisfies f(a) = f(b) (see [55, 59]). The corresponding space
M(X, tight) is then not Hausdorff with respect to the weak-star topology, since it
suffices to consider the Dirac measures δa and δb concentrated on a and b, respectively,
and to note that δa(f) = δb(f), for every bounded and continuous real-valued function
f on X .
We next state a result of compactness on the space of tight measures M(X, tight)
that is essential for our main result. For a proof of this fact, see [72, Theorem 9.1].
Theorem 2.2. Let X be a Hausdorff space and let {µα}α be a net in M(X, tight)
such that lim supµα(X) < ∞. If {µα}α is uniformly tight, then it is compact with
respect to the weak-star semi-continuity topology in M(X, tight).
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The previous theorem allows us to obtain a convergent subnet of a given net in
M(X, tight), provided it satisfies the required conditions. Also, by using Theorem
2.1, we can guarantee that the limit of this convergent subnet is unique.
Evidently, all the results shown above are also valid in the space of probability
measures. In what follows, we consider both the spaces of probability measures
defined over the Hausdorff space X and over the space of continuous paths X .
2.5. Weak-star scalarwise derivative. For an evolutionary differential equation,
we need a notion of time-derivative for functions with values in a vector space. For
our purposes we only need a scalarwise-type derivative, but since we look for solutions
which are also weakly continuous (see Section 2.6), this turns out to be a functional
derivative associated with the functional integral in the sense of Pettis (see Remark
2.2).
We follow the nomenclature of scalarwise property given in [11, 26], except that we
restrict ourselves to functionals with values in the dual of a topological vector space.
More precisely, we consider a topological vector space Y and its dual Y ′, and we say
that u : I → Y ′ has a certain property P weak-star scalarwise if each function
t 7→ 〈u(t), v〉Y ′,Y has the property P , for every v ∈ Y . We will be interested in the
weak-star scalarwise versions of the properties of a function being (Lebesgue) mea-
surable, integrable, locally integrable, continuous, absolutely continuous, and almost
everywhere differentiable.
Saying that u is weak-star scalarwise continuous is the same as saying that u is
weak-star continuous (i.e u is continuous as a function from I into the topological
vector space Y ′w∗). But the same cannot be said about the other properties. For
instance, u can be weak-star scalarwise measurable without being Borel measurable
from I into Y ′w∗ (see Remark 2.5).
We are interested in functions u : I → Y ′ that are weak-star scalarwise continuous
and such that there exists a weak-star scalarwise locally integrable function w : I →
Y ′ which is the weak-star scalarwise derivative of u in the distribution sense on I, i.e.
−
∫
I
ψ′(t)〈u(t), v〉Y ′,Y dt =
∫
I
ψ(t)〈w(t), v〉Y ′,Y dt, ∀v ∈ Y, ∀ψ ∈ C
∞
c (I). (18)
This is equivalent to assuming that u : I → Y ′ is weak-star scalarwise continuous
and that there exists a weak-star scalarwise locally integrable function w : I → Y ′
satisfying
〈u(t2), v〉Y ′,Y − 〈u(t1), v〉Y ′,Y =
∫ t2
t1
〈w(t), v〉Y ′,Y dt, ∀t1, t2 ∈ I, ∀v ∈ Y. (19)
This is also equivalent (see e.g. [37, Theorem 3.35]) to considering functions that
are weak-star scalarwise absolutely continuous and such that there exists a weak-star
scalarwise locally integrable function w : I → Y ′ satisfying
d
dt
〈u(t), v〉Y ′,Y = 〈w(t), v〉Y ′,Y , ∀v ∈ Y, for a.e. t ∈ I. (20)
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Using the shorter property (20) of the equivalent forms (18), (19), and (20), we
define the space
Y1 =

u : I → Y ′ :
u is weak-star scalarwise absolutely continuous and
∃ w : I → Y ′ weak-star scalarwise locally integrable
with
d
dt
〈u(t), v〉Y ′,Y = 〈w(t), v〉Y ′,Y , a.e. t ∈ I, ∀v ∈ Y

 . (21)
The weak-star scalarwise derivative w of an element of Y1, as given in the definition
(21), is uniquely defined in the case that Yw is separable (see Remark 2.3), but may
not be unique in general (see Remark 2.4).
Remark 2.2. If w : I → Y ′ is weak-star scalarwise integrable on I, then w induces a
linear map Λw belonging to the algebraic dual of Y , associating each element v ∈ Y
to the scalar Λw(v) =
∫
I
〈w(t), v〉Y ′,Y dt. This map is uniquely defined. If this
map belongs to Y ′, then it is the Pettis integral of w over I and it is written as
Λw =
∫
I
w(t) dt. Similarly for the locally weak-star scalarwise integrable case, when
integrating over compact measurable sets within I. More generally, one may consider
integrals on any topological vector space, not necessarily dual spaces, but this is the
context we are interested in. There are a number of results concerning the scalarwise
measurability and integrability and conditions for the existence of the Pettis integral;
see e.g. [26, 11] for further details. For instance, if Y is a locally convex topological
vector space with the so-called GDF property (i.e. any linear map of Y into a Banach
space B having a graph that is sequentially closed in Y ×B is a continuous map), then
any (weak-star) scalarwise integrable function w from I into Y ′ has a Pettis integral
well defined and belonging to Y ′ [26, Theorem 8.16.1]. Any Fre´chet space and any
inductive limit of Fre´chet spaces have the GDF property [26, Subsection 8.14.12]. In
our work, however, we do not need to worry about conditions for the existence of
the Pettis integral in Y ′, since the weak formulation is all we need. Nevertheless, the
Pettis integral of any weak-star scalarwise derivative of a function in Y1 does exist
since the equivalent formulation (19) shows that the weak-star scalarwise integral is
a continuous linear function on Y .
Remark 2.3. In the case that Yw is separable, i.e. if Y is separable under the
weak topology, then w : I → Y ′ satisfying the conditions in the definition of Y1
in (21) is unique (up to measure zero on I). Indeed, suppose w1 and w2 are two
functions satisfying the conditions on w in the definition of Y1. Assume there exists
a countable set D = {vj}j∈N in Y which is dense in Y with respect to the weak
topology. Then, for each vj , we have 〈w1(t), vj〉Y ′,Y = 〈w2(t), vj〉Y ′,Y , for almost every
t in I. Since the set D is countable, there is a set of full measure I0 in I for which
〈w2(t)−w1(t), vj〉Y ′,Y = 0, ∀t ∈ I0, ∀j ∈ N. For each t ∈ I0, since D is dense in Y in
the weak topology, we find that 〈w2(t)−w1(t), v〉Y ′,Y = 0, for all v ∈ Y . This means
that w2(t) = w1(t), for all t ∈ I0. Since I0 is of full measure, we find that w1 = w2 up
to a set of measure zero.
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Remark 2.4. If Yw is not separable, then we cannot guarantee that w : I → Y
′
satisfying the conditions in the definition of Y1 in (21) is unique. Indeed, take any
nonseparable Hilbert space Y with a basis with the cardinality of the continuum.
Denote the inner product by 〈·, ·〉Y and identify the dual Y
′ with Y itself. Let I = [0, 1]
and let {vs}s∈I be an orthonormal basis, parametrized by the continuum I. Consider
the function w˜ : I → Y given by w˜(t) = vt, for t ∈ [0, 1]. For each vs, the real-valued
function t 7→ 〈w˜(t), vs〉Y is equal to 0, for t 6= s, and to 1, for t = s. Thus, it is almost
everywhere equal to zero and, in particular, Lebesgue integrable on I. If v ∈ Y is
arbitrary, then v is a linear combination of at most a countable set of indices, so that
〈w˜(t), v〉Y is different from zero at most at a countable set of values t. This means
that the real-valued function t 7→ 〈w˜(t), v〉Y is, again, zero almost everywhere and
Lebesgue integrable. Thus,∫ 1
0
〈w˜(t), v〉Y dt = 0, ∀v ∈ Y.
Nevertheless, w˜ is not zero almost everywhere in Y . In fact, it is different from zero
everywhere on I. Thus, if a function w : I → Y ′ satisfies the conditions in the
definition of Y1 in (21), then so does w + w˜, which shows the nonuniqueness of the
weak-star scalarwise derivative in this case.
Remark 2.5. The same function w defined in Remark 2.4 when Y is a nonseparable
Hilbert space with an orthonormal basis with the cardinality of the continuum is an
example of a function which is (weak-star) scalarwise Borel measurable on I but not
Borel measurable from I into Yw (which in this case is exactly Y
′
w∗). Indeed, for each
t ∈ I, let Ot be a weakly open set in Y which only contains the vector vt of the basis,
not vs, for s 6= t (say Ot = {v ∈ Y : 〈v, vt〉Y > 1/2}). Take any nonmeasurable
subset A of I. Then, O = ∪t∈AOt is a weakly open set in Y such that w
−1(O) = A is
not measurable.
Remark 2.6. In case Y is a Banach space, then so is Y ′, and one may consider
the Bochner integral in Y ′ [78]. The set of locally Bochner integrable functions that
have a weak derivative which is also locally Bochner integrable in Y ′ forms the space
W 1,1loc (I; Y
′), and, in this case, the time derivative ut of a function u ∈ W
1,1
loc (I; Y
′)
is uniquely defined and satisfies u(t1) = u(t0) +
∫ t1
t0
ut(t) dt in Y
′, for almost every
t0, t1 ∈ I, where the time integral is the Bochner integral in Y
′. In this case, we notice
thatW 1,1loc (I; Y
′) is included in the space Y1 defined in (21) (see e.g. [69, Lemma 3.1.1]),
with (18), (19), and (20) holding with w = ut. Therefore, the framework above can
be used in applications where the differential equation holds in a functional sense
associated with the Bochner integral.
2.6. Evolution equations. The statistical solutions in a phase space X (see Defi-
nition 3.2) are directly related to an evolution equation of the form
ut(t) = F (t, u(t)), (22)
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where the unknown u belongs to the space X = Cloc(I,X), with X being a Hausdorff
space, and I ⊂ R, an interval.
We want to be able to make sense of the equation (22) under minimal hypotheses
on the structure of F and on the spaces involved. Of course, the peculiarities of the
solutions are of interest in each application, but for our general result of existence
of statistical solutions for the initial value problem, we want to avoid superfluous
conditions.
For partial differential equations, the right hand side of the equation (22) involves
spatial derivatives of the solution u, so it is not expected that F be defined on X , but,
instead, on a more regular space included in X . Moreover, for the time-derivative to
be defined, we need a vector space structure, so that u needs to be included in some
topological vector space, possibly less regular than X .
With that in mind, we consider another Hausdorff space Z and a topological vector
space Y , and consider F such that
F : I × Z → Y ′, (23)
with the spaces satisfying
Z ⊂ X ⊂ Y ′w∗ , (24)
where each space is continuously included in the next one, and where Y ′w∗ is the dual
space Y ′ endowed with the weak-star topology. The reason for the inclusion X ⊂ Y ′w∗
is that we will in fact consider the weak formulation of the evolution equation (22),
so that (24) is the natural assumption to make. In many cases, Z = Y , but this is
not always convenient or necessary (see Section 4.2 and Remark 3.4).
Then, we look at the weak formulation of (22), i.e.
d
dt
〈u(t), v〉Y ′,Y = 〈F (t, u(t)), v〉Y ′,Y , (25)
in the distribution sense on I, for any v ∈ Y .
Since u ∈ X = Cloc(I,X) and X ⊂ Y
′
w∗ , we have that u ∈ Cloc(I, Y
′
w∗), so that
t 7→ 〈u(t), v〉Y ′,Y is continuous, for every v ∈ Y . Thus, in order for (25) to make
sense, t 7→ 〈u(t), v〉Y ′,Y needs to be absolutely continuous and the right hand side of
(25) needs to be integrable. With that in mind, we consider u belonging also to the
set Y1 defined in (21). Moreover, we need u such that u(t) ∈ Z for almost every t ∈ I.
Therefore, we define the spaces
Z = {u ∈ X : u(t) ∈ Z for almost all t ∈ I}, (26)
and
X1 = Z ∩ Y1. (27)
Then, if u ∈ X1 is such that
t 7→ F (t, u(t)) is weak-star scalarwise locally integrable, (28)
as a function from I into Y ′, it makes sense to require that ut = F (t, u) be valid in
the weak sense (25). Notice that, for u ∈ X1 such that (28) holds, condition (25) is
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precisely (18) with w(t) = F (t, u(t)) and is equivalent to both (19) and (20), with
the same w.
2.7. Cylindrical test functions. Consider a topological vector space Y and let
v1, . . . , vk ∈ Y , where k ∈ N. Let φ be a continuously differentiable real-valued
function on Rk with compact support. For each u ∈ Y ′, define Φ(u) ∈ R by
Φ(u) = φ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y ).
The function Φ is clearly continuous from Y ′ to R and in fact it is differentiable in
Y ′, with differential Φ′ at u ∈ Y ′ given by
Φ′(u) =
k∑
j=1
∂jφ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y )vj , (29)
where ∂jφ denotes the derivative of φ with respect to its j-th coordinate. For each
u, w ∈ Y ′,
〈w,Φ′(u)〉Y ′,Y =
k∑
j=1
∂jφ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y )〈w, vj〉Y ′,Y
is the Gaˆteaux derivative of Φ at u, in the direction of w. Moreover, Φ′(u) belongs to
Y and the differential Φ′ is continuous from Y ′w∗ into itself, where we recall that Y
′
w∗
denotes the space Y ′ endowed with its weak-star topology. If Y is a Banach space,
then Y ′ is a Banach space under the strong operator norm, and Φ′ is the Fre´chet
differential of Φ in this strong norm of Y ′.
Functions of this form are called cylindrical test functions in Y ′ and play an
important role as test functions in the definition of statistical solution in phase space
(see Definition 3.2). In that context, we will also consider a Hausdorff space X which
is assumed to be continuously imbedded in Y ′w∗. Notice that since u 7→ 〈u, v〉Y ′,Y is
continuous in the weak-star topology for any v ∈ Y , the function Φ is also continuous
from Y ′w∗ into R. Then, since X is continuously imbedded in Y
′
w∗, we may consider Φ
restricted to X , which is continuous as a function from X into R.
Remark 2.7. The set of cylindrical test functions is a relatively large set, as can
be seen from the Stone-Weierstrass Theorem (see e.g. [25, Theorem IV.6.16]). In
fact, consider a compact set K ′ in Y ′w∗ (e.g. a (strongly) closed ball in Y
′, if Y is a
normed space or, more generally, any closed subset of Y ′w∗ which is weakly bounded
and equicontinuous ([26, Theorem 1.11.4])). Denote by SK ′ the collection of the real-
valued functions on K ′ which are the restriction toK ′ of the cylindrical test functions.
Clearly, SK ′ ⊂ C(K
′) and, if Ψ1,Ψ2 ∈ SK ′, then their sum Ψ1+Ψ2 and their product
Ψ1Ψ2 also belong to SK ′. This means that SK ′ is a subalgebra of the algebra C(K
′).
Choose any v ∈ Y and notice that the set J = {〈u, v〉Y ′,Y : u ∈ K
′} is compact in R,
otherwise K ′ would not be weak-star compact. Then, by taking any φ : R→ R which
is continuously differentiable and is equal to 1 on J , we see that Φ(u) = φ(〈u, v〉Y ′,Y )
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is a cylindrical test function which is equal to 1 for u ∈ K ′, showing that SK ′ contains
the unit element. Moreover, if u1, u2 are distinct points in K
′, there exists v ∈ Y
such that 〈u1, v〉Y ′,Y 6= 〈u2, v〉Y ′,Y . Hence, by choosing a continuously differentiable
function φ : R → R which is compactly supported and assumes different values at
the points 〈u1, v〉Y ′,Y and 〈u2, v〉Y ′,Y , we see that Φ(u) = φ(〈u, v〉Y ′,Y ) is a cylindrical
test function which assumes different values at u1 and u2, proving that SK ′ separates
the points in K ′. Therefore, the Stone-Weierstrass Theorem yields that SK ′ is dense
in C(K ′), for the uniform topology. Similarly, since X is continuously imbedded into
Y ′w∗, it follows that, for any compact subset K of X , the collection of the real-valued
functions on K which are the restrictions to K of cylindrical test functions is dense
in C(K).
2.8. The Nemytskii operator. In relation to the evolution equation (22), we con-
sider a function F of the form F : I×Z →W , where Z andW are Hausdorff topolog-
ical spaces, and consider the operator G : I × Z → W given by G(t, u) = F (t, u(t)),
where Z is defined in (26). It is of fundamental importance to deduce measurability
properties for G from those of F . This is the aim of this section. This extended
operator G is known as a Nemytskii operator in the context of partial differential
equations, where the Hausdorff spaces above are simply spaces of real-valued func-
tions defined on subdomains of Euclidean spaces. In this regard, we have the following
results.
Lemma 2.2. Let X and W be Hausdorff spaces and let I be an interval in R. Con-
sider a function F : I × X → W and define the associated Nemytskii operator
G : I × X → W by G(t, u) = F (t, u(t)), for t ∈ I and u ∈ X = Cloc(I,X). If
F is a (LI ⊗BX ,BW )-measurable function, then G is (LI ⊗BX ,BW )-measurable.
Proof. Consider the projection
ΠI : I × X → I
(t, u) 7→ t,
and the evaluation operator
U : I × X → X
(t, u) 7→ u(t). (30)
The projection ΠI is clearly a (LI ⊗ BX ,LI)-measurable function. Moreover, U is
a continuous function and then, in particular, (BI×X ,BX)-measurable. Since X
is a Hausdorff space and I is a second countable Hausdorff space it follows that
BI×X = BI ⊗BX ([9, Lemma 6.4.2]). Thus, U is also a (LI ⊗BX ,BX)-measurable
function. From this we obtain that the function (ΠI , U) : I × X → I × X , defined
by (ΠI , U)(t, u) = (t, u(t)), is (LI ⊗BX ,LI ⊗BX)-measurable. Now, since F is, by
assumption, (LI ⊗BX ,BW )-measurable, and G can be written as G = F ◦ (ΠI , U)
we conclude that G is (LI ⊗BX ,BW )-measurable. 
20 ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
Now we consider the measurability of the trivial extension of a function F defined
on I × Z to I ×X .
Lemma 2.3. Let Z,X,W be (nonempty) Hausdorff spaces such that Z ⊂ X, with
continuous inclusion, and let I be an interval in R. Consider a function F : I×Z →
W . Let w be an arbitrary element in W and define the extension F˜ : I ×X →W by
F˜ (t, u) =
{
F (t, u), if u ∈ Z,
w, otherwise.
(31)
Assume that every Borel subset of Z is a Borel subset of X and that F is a (LI ⊗
BZ ,BW )-measurable function. Then F˜ is a (LI ⊗BX ,BW )-measurable function.
Proof. Let E ∈ BW and note that
F˜−1(E) =
{
F−1(E) ∪ (I × (X \ Z)), if w ∈ E,
F−1(E), if w /∈ E.
Since F is (LI ⊗BZ ,BW )-measurable then F
−1(E) ∈ LI ⊗BZ . From the hypothesis
that BZ ⊂ BX , this implies that F
−1(E) ∈ LI ⊗BX . Moreover, again from BZ ⊂
BX , we have, in particular, that Z is Borel in X , so that X \ Z ∈ BX , as well, and,
hence, I × (X \ Z) ∈ LI ⊗BX . Thus, F˜
−1(E) ∈ LI ⊗BX , regardless of whether w
belongs to E or not. This proves that F˜ is (LI ⊗BX ,BW )-measurable. 
Combining Lemmas 2.2 and 2.3 we obtain the following result.
Proposition 2.1. Let Z,X,W be (nonempty) Hausdorff spaces such that Z ⊂ X,
with continuous inclusion, and let I be an interval in R. Consider a function F :
I×Z → W . Let w be an arbitrary element of W and define the associated Nemytskii
operator G : I × X →W by
G(t, u) =
{
F (t, u(t)), if u(t) ∈ Z,
w, otherwise,
(32)
where X = Cloc(I,X). Assume that every Borel subset of Z is a Borel subset of X
and that F is a (LI ⊗ BZ ,BW )-measurable function. Then G is (LI ⊗ BX ,BW )-
measurable.
3. Abstract Results
In this section, we present our abstract framework for the theory of statistical
solutions. First, in Section 3.1, we give our general definitions of statistical solutions
in trajectory space and in phase space. Then, in Sections 3.2 and 3.3 we prove the
main results on the existence of these general types of statistical solutions with respect
to a given initial data.
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3.1. Types of Statistical Solutions. We first define statistical solutions in the
space of continuous paths X = Cloc(I,X), in a Hausdorff space X . They are named
trajectory statistical solutions, owing to the fact that they are measures carried
by a measurable subset of a certain set U in X which, in applications, would consist
in the set of trajectories, i.e. the set of solutions, in an appropriate sense, of a given
evolution equation. At this abstract level, however, there is no evolution equation,
and the problem is simply to find a measure carried by a given subset U of X . As
such, this is a trivial problem, as showed in Remark 3.5. The interesting and difficult
problem is the corresponding Initial Value Problem 3.1. Nevertheless, we start with
the following definition.
Definition 3.1. Let X be a Hausdorff space and let I ⊂ R be an arbitrary interval.
Consider X = Cloc(I,X) and let U be a subset of X . We say that a Borel probabil-
ity measure ρ on X is a U-trajectory statistical solution over I (or simply a
trajectory statistical solution) if
(i) ρ is tight;
(ii) ρ is carried by a Borel subset of X included in U , i.e., there exists V ∈ BX
such that V ⊂ U and ρ(X \ V) = 0.
Remark 3.1. Our abstract definition of a trajectory statistical solution was inspired
by the concept of a Vishik-Fursikov measure given in [36]. Such measures are defined
within the context of the Navier-Stokes equations and have the property of being
carried by their set of weak solutions, called Leray-Hopf weak solutions. In [36,
Propositions 2.9 and 2.12] it is proved that the set of Leray-Hopf weak solutions is a
Borel set in the corresponding space of continuous paths. However, since we do not
know whether this is always the case in every application, we prefer not to assume
that U is Borel, and assume instead that there exists a Borel subset of U that carries
the measure ρ.
Remark 3.2. From the Definition 3.1, however, we see that U \ V belongs to the
Borel null set X \V, hence we can certainly say that U is measurable with respect to
the Lebesgue completion of ρ, which we denote by ρ¯, and so that ρ¯ is carried by U .
Now we define statistical solutions in phase space. Unlike the definition of a trajec-
tory statistical solution, which is given by a single measure defined on X , this second
type of statistical solution consists in a family of measures defined on the Hausdorff
space X and parametrized by an index t varying in an interval I ⊂ R. For the sta-
tistical solutions in phase space, we do need an evolution equation, although minimal
hypotheses will be needed, as described in Section 2.6. We then have the following
definition of statistical solution in phase space:
Definition 3.2. Let X and Z be Hausdorff spaces and Y be a topological vector space
such that Z ⊂ X ⊂ Y ′w∗, with continuous injections, where Y
′ denotes the dual space
of Y and Y ′w∗ is the dual space Y
′ endowed with the weak-star topology. Let I ⊂ R be
an arbitrary interval and consider a function F : I × Z → Y ′. We say that a family
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{ρt}t∈I of Borel probability measures in X is a statistical solution in phase space
(or simply a statistical solution) of the evolution equation ut = F (t, u), over the
interval I, if the following conditions are satisfied:
(i) The function
t 7→
∫
X
ϕ(u) dρt(u)
is continuous on I, for every ϕ ∈ Cb(X).
(ii) For almost every t ∈ I, the measure ρt is carried by Z and the function
u 7→ 〈F (t, u), v〉Y ′,Y is ρt-integrable, for every v ∈ Y . Moreover, the map
t 7→
∫
X
〈F (t, u), v〉Y ′,Y dρt(u)
belongs to L1loc(I), for every v ∈ Y .
(iii) For any cylindrical test function Φ in Y ′, it follows that∫
X
Φ(u) dρt(u) =
∫
X
Φ(u) dρt′(u) +
∫ t
t′
∫
X
〈F (s, u),Φ′(u)〉Y ′,Y dρs(u) ds, (33)
for all t, t′ ∈ I.
In Definition 3.2, equation (33) represents a Liouville-type equation similar to that
from statistical mechanics. In order to motivate the definition (33), let us suppose that
a particular statistical solution {ρt}t∈I is given in the form of a convex combination
of Dirac measures,
ρt =
1
N
N∑
n=1
δun(t), t ∈ I,
with equal probability 1/N , where N ∈ N, and each un is a smooth solution (say
continuously differentiable as a function from the time interval I into the space Y ′)
of the system
ut(t) = F (t, u(t)), t ∈ I.
We then formally have
d
ds
∫
X
Φ(u) dρs(u) =
d
ds
1
N
N∑
n=1
Φ(un(s)) =
1
N
N∑
n=1
d
ds
Φ(un(s))
=
1
N
N∑
n=1
〈
d
ds
un(s),Φ
′(un(s))
〉
Y ′,Y
=
1
N
N∑
n=1
〈F (s, un(s)),Φ
′(un(s))〉Y ′,Y
=
∫
X
〈F (s, u),Φ′(u)〉Y ′,Y dρs(u). (34)
Thus, integrating with respect to s on [t′, t] yields (33).
In Section 3.3 (Theorem 3.3), we prove that the family of measures obtained as
the projections of a trajectory statistical solution at each t ∈ I on the space X is a
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statistical solution. This shows that every trajectory statistical solution on X yields
a statistical solution on X . However, the converse is not necessarily true. We then
call a statistical solution for which the converse is valid, i.e., which can be written
as the projections on X of a trajectory statistical solution, a projected statistical
solution, as given below.
Definition 3.3. Let X and Z be Hausdorff spaces and Y be a topological vector
space such that Z ⊂ X ⊂ Y ′w∗, with continuous injections, where Y
′ denotes the dual
space of Y and Y ′w∗ is the dual space Y
′ endowed with the weak-star topology. Let
I ⊂ R be an arbitrary interval and let U be a subset of X . Consider a function
F : I × Z → Y ′. We say that a family {ρt}t∈I of Borel probability measures on X
is a statistical solution projected from a U-trajectory statistical solution
of the evolution equation ut = F (t, u), over the interval I (or simply a projected
statistical solution), when {ρt}t∈I is a statistical solution of the evolution equation
ut = F (t, u) in the sense of Definition 3.2 and there exists a U-trajectory statistical
solution ρ such that ρt = Πtρ, for every t ∈ I.
Remark 3.3. In Definition 3.2, condition (iii), since Φ′(u) is a linear combination of
vectors in Y (see (29)), the condition (ii) is sufficient to guarantee that the second
integral on the right hand side of (33) is well-defined. More details in the proof of
Theorem 3.3.
Remark 3.4. In most applications, the spaces Z and Y in the Definition 3.2 of
phase-space statistical solution are taken to be the same. Nevertheless, this is not a
requirement in the abstract setting and we allow for this flexibility. This situation is
illustrated in Section 4.2.
Remark 3.5. Note that whenever U is a nonempty set, we can always obtain a
trajectory statistical solution by considering the Dirac measure δu, for any element
u ∈ U (δu is tight and {u} is a Borel set in U satisfying δu({u}) = 1). A statistical
solution can then also be easily obtained by considering the family of projections
{δu(t)}t∈I . However, our main concern is not simply the existence of a measure or
a family of measures satisfying the properties described in Definitions 3.1 or 3.2,
respectively. Our aim is to prove the existence of such solutions for an initial value
problem, as described below.
In the case of trajectory statistical solutions, the initial value problem takes the
following form:
Problem 3.1 (Initial Value Problem for Trajectory Statistical Solutions). Let I ⊂ R
be an interval closed and bounded on the left, with left end point t0, and let X be a
Hausdorff space. Let X = Cloc(I,X) be the space of continuous paths in X endowed
with the compact-open topology. Let U be a given subset of X . Given an “initial”
tight Borel probability measure µ0 onX , we look for a U-trajectory statistical solution
ρ on X satisfying the initial condition Πt0ρ = µ0, i.e., we look for a measure ρ ∈ P(X )
24 ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
satisfying conditions (i) and (ii) of Definition 3.1 and such that
ρ(Π−1t0 (A)) = µ0(A) , ∀A ∈ BX .
The corresponding problem for statistical solutions is stated analogously:
Problem 3.2 (Initial Value Problem for Statistical Solutions). Let X and Z be
Hausdorff spaces and Y be a topological vector space such that Z ⊂ X ⊂ Y ′w∗ , with
continuous injections. Let I ⊂ R be an interval closed and bounded on the left,
with left end point t0. Consider F : I × Z → Y
′. Given an “initial” tight Borel
probability measure µ0 on X , we look for a statistical solution {ρt}t∈I of the equation
ut = F (t, u), over the interval I, and satisfying the initial condition ρt0 = µ0.
Note that in the Initial Value Problems 3.1 and 3.2 the interval I is considered as
being closed and bounded on the left, with left end point t0. This point t0 represents,
of course, the initial time in an application, so that µ0 is the initial measure.
3.2. Existence of Trajectory Statistical Solutions. In order to obtain the exis-
tence of trajectory statistical solutions in the sense of Definition 3.1 and satisfying a
given initial data (Problem 3.1), we impose some natural assumptions on the subset
U ⊂ X . In fact, our main existence result for the initial value problem for trajectory
statistical solutions reads as follows.
Theorem 3.1. Let X be a Hausdorff space and let I be a real interval closed and
bounded on the left with left end point t0. Let U ⊂ X be a subset of X = Cloc(I,X).
Suppose that
(H1) Πt0U = X.
Suppose, moreover, that there exists a family K′(X) of compact subsets of X such that
(H2) Every tight Borel probability measure µ0 on X is inner regular with respect to
the family K′(X) in the sense of (6);
(H3) For every K ∈ K′(X), the subset Π−1t0 K ∩ U is compact in X .
Then, for any tight Borel probability measure µ0 on X there exists a U-trajectory
statistical solution ρ on I such that Πt0ρ = µ0.
Before going into the proof of Theorem 3.1, let us first discuss the hypotheses of
the theorem and the main ideas in its proof.
In the applications to a given evolution equation, the Hausdorff space X plays
the role of the phase space associated with the equation, and the set U is the set of
solutions in a given sense. These solutions are assumed to be continuous functions
defined on a real time-interval I and with values in the phase space X , so that U is
a subset of X = Cloc(I,X).
Then, hypothesis (H1) is simply a statement about global existence of solutions
for every initial condition in X . Indeed, it requires that for every initial condition
u0 ∈ X , there is a solution u ∈ U , existing for the whole time interval I, and satisfying
u(t0) = u0.
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Hypotheses (H2) and (H3) come together and are essentially a compactness condi-
tion on the subsets of solutions with initial conditions in sets belonging to a certain
family of compact subsets of the phase space which is sufficiently large to approxi-
mate from below every tight Borel probability measure on X . In many applications,
K′(X) may be considered as the entire family of compact sets of X , so that hypothesis
(H2) holds trivially, and then hypothesis (H3) follows from usual a priori estimates
and some compactness embedding theorem. This is the case, for instance, for the
reaction-diffusion equation presented in Section 4.2.
In other applications, however, such as to the incompressible Navier-Stokes equa-
tions and the nonlinear wave equation (Sections 4.1 and 4.3), the compactness of
Π−1t0 K ∩U is not known to hold for every compact set K in X . The reason is related
to the fact that the solutions are taken to be weakly continuous in time while being
strongly continuous at the initial time (with the phase space X being equal to a sep-
arable Banach space, in a set-theoretic sense, but endowed with the corresponding
weak topology). It is precisely this strong continuity at the initial time which might
be lost for the limit points of Π−1t0 K ∩ U . In order to overcome this problem, the
family K′(X) is taken to be slightly smaller, made only of the strongly compact sets.
Using the energy inequality, one proves that the strong compactness of K implies that
the limit points of Π−1t0 K ∩ U are also strongly continuous at the initial time, so that
Π−1t0 K ∩U is, in fact, compact in X . On the other hand, since in a separable Banach
space the Borel σ-algebras corresponding to the strong and the weak topologies coin-
cide (see Section 2.3), any Borel probability measure on X (endowed with the weak
topology) is also a Borel measure with respect to the strong topology. Moreover, since
every separable Banach space is also a Polish space, any Borel probability measure
with respect to the strong topology of X is inner regular with respect to the family
of (strongly) compact subsets (see Section 2.2), showing that hypothesis (H2) also
holds.
Let us now outline the main ideas of the proof itself. Starting with an initial
measure µ0 in P(X, tight), at a given time t0, our intention is to show the existence
of a measure ρ which is a trajectory statistical solution satisfying the initial condition
Πt0ρ = µ0. As usual, this measure ρ is obtained from the limit of a convergent net of
measures.
We first consider the case when the initial measure µ0 is carried by a set K in
the family K′(X). Since K is a compact set in X , then by using the Krein-Milman
Theorem we obtain a net {µα0}α of discrete measures converging to µ0 in X . Using
hypothesis (H1), we can easily extend each discrete initial measure µα0 to a discrete
measure ρα in X ; we just apply (H1) to each point in the support of µ
α
0 . By con-
struction, each ρα is a tight measure carried by Π
−1
t0 K ∩U , which by hypothesis (H3)
is a compact set. This implies that {ρα}α is a uniformly tight net and then Theorem
2.2 is applied to obtain a subnet converging to some tight measure ρ, also carried by
Π−1t0 K ∩U , which is, in particular, a Borel set in X . Thus ρ is a trajectory statistical
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solution, in the sense of Definition 3.1. The fact that ρ satisfies the initial condi-
tion, i.e., Πt0ρ = µ0, follows easily from the uniqueness of the limits in M(X, tight),
guaranteed by Theorem 2.1.
The proof of the case when µ0 is not carried by any set K ∈ K
′(X), can be reduced
to the previous case by using the hypothesis that µ0 is a tight measure and thus,
in particular, inner regular with respect to the family K′(X) by hypothesis (H2).
The idea, then, consists in decomposing µ0 as a sum of Borel measures, each being
carried by a set in K′(X). The previous case can be applied to each of these measures
(normalized to probability measures), yielding a countable family of U-trajectory
statistical solutions. Our desired measure is therefore obtained as a (weighted) sum
of these particular measures.
In the previous discussion, we skipped some technical details concerning the restric-
tion of the approximating measures to convenient compact subsets. If we assumed
that our underlying phase space was completely regular, the proof could be made a bit
simpler, as these restrictions would no longer be necessary since in completely regular
Hausdorff spaces the weak-star semi-continuity topology coincides with the weak-star
topology (see Lemma 2.1). But again, looking for a higher degree of generality, we
assume only that our phase space X is a Hausdorff space.
Proof of Theorem 3.1. Let us first suppose that µ0 is carried by a compact set K
in K′(X). Using the Krein-Milman Theorem ([64, Theorem 3.23]) we obtain a net
{µα0}α of discrete measures in P(K) such that µ
α
0
wsc∗
⇀ µ0|K . Since each µ
α
0 is a discrete
measure, there exist Jα ∈ N, 0 < θ
α
j ≤ 1, and u
α
0,j ∈ K, such that
µα0 =
Jα∑
j=1
θαj δuα0,j ,
with
∑Jα
j=1 θ
α
j = 1, for every α.
From the hypothesis (H1) it follows that, for each uα0,j, there exists u
α
j ∈ U such
that Πt0u
α
j = u
α
0,j. Consider the measure ρα defined on X by
ρα =
Jα∑
j=1
θαj δuαj .
Note that ρα belongs to P(X , tight) and is carried by Π
−1
t0 K∩U , which is a compact
set by the hypothesis (H3). Thus, {ρα}α is clearly a uniformly tight net. By Theorem
2.2, there is a measure ρ in P(X , tight) such that, by passing to a subnet if necessary,
ρα
wsc∗
⇀ ρ in X . (35)
Moreover, using Lemma 2.1, we find that ρ is carried by Π−1t0 K ∩ U .
Consider a bounded and upper semicontinuous function ϕ : X → R. Then ϕ ◦ Πt0
is a bounded function on X . Moreover, since Πt0 is continuous, ϕ ◦ Πt0 is also an
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upper semicontinuous function on X . Applying a change of variables as in (8) and
using the convergence ρα
wsc∗
⇀ ρ together with Lemma 2.1, we obtain that
lim sup
α
∫
X
ϕ(u) dΠt0ρα(u) = lim sup
α
∫
X
(ϕ ◦ Πt0)(u) dρα(u)
≤
∫
X
(ϕ ◦ Πt0)(u) dρ(u) =
∫
X
ϕ(u) dΠt0ρ(u).
This means, using Lemma 2.1 once again, that Πt0ρα
wsc∗
⇀ Πt0ρ in X . Further-
more, taking the restrictions of these measures to the compact K, we also have that
Πt0ρα|K
wsc∗
⇀ Πt0ρ|K . On the other hand, we have by construction that
Πt0ρα|K = µ
α
0
wsc∗
⇀ µ0|K .
Adding this to the fact that Πt0ρ|K , µ0|K ∈ P(K, tight), we obtain, by the uniqueness
of the limit guaranteed by Theorem 2.1, that Πt0ρ|K = µ0|K . Then, since Πt0ρ and
µ0 are carried by K we find that Πt0ρ = µ0.
We have thus obtained a measure ρ ∈ P(X , tight) carried by the compact and
hence Borel set Π−1t0 K ∩ U ⊂ U , with the initial condition Πt0ρ = µ0, which means
that we have proved the existence of a trajectory statistical solution satisfying the
initial condition in the case that µ0 is carried by a set K ∈ K
′(X).
Now let us consider the case when µ0 is not carried by any set K ∈ K
′(X). Since
µ0 is a tight Borel probability measure on X , we have, by the hypothesis (H2), that
µ0 is inner regular with respect to the family K
′(X). Thus, there exists a sequence
{Kn}n of sets in K
′(X) such that
µ0(Kn+1) > µ0(Kn) > 0, and µ0(X\Kn) <
1
n
, ∀n ∈ N. (36)
Moreover, we may assume that Kn ⊂ Kn+1, for all n ∈ N.
Let D1 = K1 and Dn = Kn\Kn−1, for every n ≥ 2. Note that
µ0
(
X\
⋃
j
Dj
)
= µ0
(
X\
⋃
j
Kj
)
≤ µ0(X\Kn) <
1
n
,
for all n ∈ N. Thus, taking the limit as n → ∞ above, we obtain that µ0 is carried
by
⋃
j Dj. Then, for every A ∈ BX , since the sets Dj , j ∈ N, are pairwise disjoint,
we have
µ0(A) = µ0
(
A ∩
(⋃
j
Dj
))
=
∞∑
j=1
µ0(A ∩Dj).
So we may decompose µ0 as
µ0 =
∑
j
µ0(Dj)µ
j
0,
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where µj0 is the Borel probability measure defined as
µj0(A) =
µ0(A ∩Dj)
µ0(Dj)
, ∀A ∈ BX .
Note that each µj0 is well-defined, since µ0(D1) = µ0(K1) > 0 and
µ0(Dj) = µ0(Kj)− µ0(Kj−1) > 0 , ∀j ≥ 2.
Also, since each µj0 is carried by the set Kj ∈ K
′(X), using the first part of the proof,
for each j ∈ N we obtain a tight Borel probability measure ρj carried by Π
−1
t0 Kj ∩ U
and such that Πt0ρj = µ
j
0. Let then ρ be the Borel probability measure defined by
ρ =
∑
j
µ0(Dj)ρj .
Observe that
ρ
(⋃
l
Π−1t0 Kl ∩ U
)
=
∑
j
µ0(Dj)ρj(Π
−1
t0
Kj ∩ U) =
∑
j
µ0(Dj) = 1,
where the first and second equalities follow from the fact that ρj is carried by Π
−1
t0 Kj∩
U . Thus, ρ is carried by
⋃
j Π
−1
t0 Kj ∩U , which is a Borel set in X and is contained in
U . The fact that Πt0ρ = µ0 is also easily verified.
It only remains to show that ρ is a tight measure. In order to prove so, consider a
Borel set A ∈ BX and ε > 0. Let n ∈ N be such that 1/n < ε/2. Since ρj is a tight
measure, there exists, for each 1 ≤ j ≤ n, a compact set Knj ⊂ A such that
ρj(A\K
n
j ) <
ε
2n
.
Let Kn =
⋃
1≤j≤nK
n
j , and note that
ρ(A\Kn) =
∞∑
j=1
µ0(Dj)ρj(A\K
n)
≤
n∑
j=1
ρj(A\K
n) +
∞∑
j=n+1
µ0(Dj)
<
ε
2
+ µ0(X\Kn).
Thus, according to (36) and the choice of n, it follows that ρ(A\Kn) < ε. Since each
Kn is a compact set in X , this proves that ρ is tight. 
Remark 3.6. Notice that given an initial tight Borel probability measure µ0 on
X , if µ0 is carried by a set K ∈ K
′(X), then the trajectory statistical solution ρ
with Πt0ρ = µ0 obtained in the proof of Theorem 3.1 is carried by the Borel set
Π−1t0 K ∩U . On the other hand, if µ0 is not carried by any set K ∈ K
′(X), then given
any sequence of sets Kn in K
′(X), n ∈ N, such that µ0(X \ Kn) → 0, as n → ∞,
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a trajectory statistical solution ρ with Πt0ρ = µ0 can be constructed such that it is
carried by the Borel set U ∩ (
⋃
nΠ
−1
t0 Kn).
The hypotheses in Theorem 3.1 are needed for the solvability of the initial value
problem for trajectory statistical solutions for arbitrary initial tight Borel probability
measures on X . It may happen, however, that the conditions are met only for a
subset of tight Borel probability measures on X , or, similarly, that the continuity of
the solutions only hold in a coarser topology than that in the phase space. In this
regard, the same argument of the proof of Theorem 3.1 yields the following result,
which we state without further details.
Theorem 3.2. Let X be a Hausdorff space and let I be a real interval closed and
bounded on the left with left end point t0. Let U ⊂ X be a subset of X = Cloc(I,X)
and let X0 be a Borel subset of X. Suppose that
(H1’) Πt0U ⊃ X0.
Suppose, also, that there exists a family K′(X0) of compact subsets of X0 such that
(H2’) Every tight Borel probability measure µ0 on X which is carried by X0 is inner
regular with respect to the family K′(X0) in the sense of (6);
(H3’) For every K ∈ K′(X0), the subset Π
−1
t0 K ∩ U is compact in X .
Then, for any tight Borel probability measure µ0 on X which is carried by X0, there
exists a U-trajectory statistical solution ρ on I such that Πt0ρ = µ0.
Remark 3.7. The extension of the result to the framework described in Theorem 3.2
is motivated by the original framework of Vishik and Fursikov for the Navier-Stokes
equations (see e.g. [76]), in which, instead of using the weak continuity in L2 of the
weak solutions, one uses the continuity in sufficiently large negative powers of the
Stokes operator. In this case, one can take, for instance, X = V ′ = D(A−1/2) and
X0 = Hw, where H and V are as in Section 4.1.
3.3. Existence of Statistical Solutions in Phase Space. We start with the fol-
lowing lemma.
Lemma 3.1. Let X be a Hausdorff space, I ⊂ R be an interval, and X = Cloc(I,X).
Let ρ be a Borel probability measure on X . Suppose that Z is a Borel subset of X
and that ρ is carried by a Borel subset V of the space Z defined in (26). Then, the
projected measure ρt = Πtρ is carried by Z, for almost every t ∈ I.
Proof. Consider the characteristic function χZ of Z in X . Since V is such that, for
all u ∈ V, we have u(t) ∈ Z, for almost every t ∈ I, then χZ(u(t)) = 1, for almost
every t ∈ I. Thus,∫
V
∫ t2
t1
χZ(u(t)) dt dρ(u) =
∫
V
∫ t2
t1
1 dt dρ(u) = (t2 − t1)ρ(V), (37)
for every t1, t2 ∈ I, t1 < t2. Notice that the map (t, u) 7→ χZ(u(t)) is the composition
of the function χZ with the evaluation operator U(t, u) = u(t) given in (30). Since Z
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is a Borel set in X , then χZ is a Borel function on X . Moreover, since the evaluation
operator U is continuous and hence Borel from I × X into X , it follows that the
composition map (t, u) 7→ χZ(u(t)) is also a real-valued Borel function on I × X .
Then, we apply Tonelli’s Theorem ([25, Theorem III.11.14]) to the left-hand side of
(37) to obtain that ∫ t2
t1
∫
V
χZ(u(t)) dρ(u) dt = (t2 − t1)ρ(V),
for all t1, t2 ∈ I, t1 < t2. Using that ρ is a probability measure carried by V, we find
that ∫
V
χZ(u(t)) dρ(u) = 1,
for almost every t ∈ I. Using again that ρ is carried by V, we see that
ρt(Z) =
∫
X
χZ(v)ρt(v) =
∫
X
χZ(u(t))ρ(u) =
∫
V
χZ(u(t)) dρ(u) = 1,
for almost every t ∈ I. Therefore, since ρt is a probability measure, ρt(X \ Z) = 0,
and hence ρt is carried by Z, for almost every t ∈ I. 
Now we prove that the family of measures obtained as the projections of a trajectory
statistical solution at each t ∈ I onX is a statistical solution, in the sense of Definition
3.2.
Theorem 3.3. Let X and Z be Hausdorff spaces and Y be a topological vector space
such that Z ⊂ X ⊂ Y ′w∗, with continuous injections, where Y
′ denotes the dual space
of Y and Y ′w∗ is the dual space Y
′ endowed with the weak-star topology. Consider
an interval I ⊂ R and a subset U ⊂ X , where X = Cloc(I,X). Let ρ be a U-
trajectory statistical solution and let V be a Borel subset of X such that V ⊂ U and
ρ(V) = 1. Assume that BZ ⊂ BX ; that U ⊂ X1, where X1 is defined in (27); and
that F : I × Z → Y ′ is an (LI ⊗BZ ,BY ′)-measurable function such that (28) holds
and ut = F (t, u) in the weak sense (25). Assume, moreover, that
t 7→
∫
V
|〈F (t, u(t)), v〉Y ′,Y | dρ(u) ∈ L
1
loc(I), (38)
for every v ∈ Y . Then,∫
V
Φ(u(t))dρ(u) =
∫
V
Φ(u(t′))dρ(u) +
∫ t
t′
∫
V
〈F (s, u(s)),Φ′(u(s))〉Y ′,Y dρ(u)ds, (39)
for all t, t′ ∈ I and for all cylindrical test function Φ in Y ′. Moreover, the function
t 7→
∫
V
ϕ(u(t)) dρ(u) (40)
is continuous on I for every ϕ ∈ Cb(X). In particular, the family of projections
{ρt}t∈I , where ρt = Πtρ, is a statistical solution in phase space of the equation ut =
F (t, u), over the interval I, in the sense of Definition 3.2.
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Proof. Since V ⊂ U ⊂ X1, it follows by the definition of X1 that, for every u ∈ V,
u(t) ∈ Z, for almost every t ∈ I. Since BZ ⊂ BX , we have, in particular, that Z is
a Borel subset of X . Therefore, it follows from Lemma 3.1 that ρt = Πtρ is carried
by Z, for almost every t ∈ I. This means that ρ is carried by Π−1t Z, for almost every
t ∈ I. Hence, the integrals in (38) and (39) with respect to ρ in V, with integrands
containing the mapping u ∈ V 7→ F (t, u(t)), are well-defined almost everywhere in I.
Now consider a cylindrical test function Φ : Y ′ → R given by
Φ(u) = φ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y ), ∀u ∈ Y
′,
where φ is a continuously-differentiable real-valued function on Rk with compact
support, k ∈ N, and v1, . . . , vk ∈ Y .
For every u ∈ U , since U is included in the space Y1 defined in (21), the function
t 7→ 〈u(t), vj〉Y ′,Y is absolutely continuous on I and, for almost every t ∈ I,
d
dt
〈u(t), vj〉Y ′,Y = 〈F (t, u(t)), vj〉Y ′,Y , ∀j = 1, . . . , k.
Thus,
d
dt
Φ(u(t)) =
k∑
j=1
∂jφ(〈u(t), v1〉Y ′,Y , . . . , 〈u(t), vk〉Y ′,Y )
d
dt
〈u(t), vj〉Y ′,Y
=
k∑
j=1
∂jφ(〈u(t), v1〉Y ′,Y , . . . , 〈u(t), vk〉Y ′,Y )〈F (t, u(t)), vj〉Y ′,Y
= 〈F (t, u(t)),Φ′(u(t))〉Y ′,Y , (41)
where Φ′ is the differential of Φ in Y ′, given in (29).
Let us show that, for every u ∈ U , the mapping t 7→ Φ(u(t)) is absolutely continuous
on I. Since each ∂jφ is bounded in R
k, there exists M > 0 such that ‖∇φ(x)‖ ≤M ,
for every x ∈ Rk, where ‖ · ‖ denotes the norm in Rk. Then, given any finite sequence
of pairwise disjoint subintervals {(tj , sj)}
N
j=1 in I, we obtain, from the Mean Value
Theorem,
N∑
j=1
|φ(〈u(sj), v1〉Y ′,Y , . . . , 〈u(sj), vk〉Y ′,Y )− φ(〈u(tj), v1〉Y ′,Y , . . . , 〈u(tj), vk〉Y ′,Y )|
≤M
N∑
j=1
‖(〈u(sj), v1〉Y ′,Y , . . . , 〈u(sj), vk〉Y ′,Y )−(〈u(tj), v1〉Y ′,Y , . . . , 〈u(tj), vk〉Y ′,Y )‖.
Thus, the absolute continuity of the mapping t 7→ Φ(u(t)) follows by using that each
mapping t 7→ 〈u(t), vj〉Y ′,Y is absolutely continuous, for j = 1, . . . , k.
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Therefore, from (41) we obtain that
Φ(u(t)) = Φ(u(t′)) +
∫ t
t′
〈F (s, u(s)),Φ′(u(s))〉Y ′,Y ds, (42)
for every t, t′ ∈ I and every u ∈ U .
Consider the function
H : I × X → R
(t, u) 7→ Φ(u(t)).
Denote by ι the continuous injection of X into Y ′w∗ and let U : I × X → X be the
function defined in (30). Then H can be written as the composition Φ ◦ ι ◦ U . And
since Φ, ι and U are continuous functions, so is H . Similarly, we obtain that the
mapping (t, u) 7→ Φ′(u(t)) is continuous on I × X .
Using the function G : I × X → Y ′ defined in (32), with W = Y ′ and w = 0, we
write
〈G(t, u),Φ′(u(t))〉Y ′,Y =
{
〈F (t, u(t)),Φ′(u(t))〉Y ′,Y , if u(t) ∈ Z,
0, if u(t) ∈ X \ Z.
Since F is (LI ⊗BZ ,BY ′)-measurable by hypothesis, we have from Proposition 2.1
that G is (LI ⊗ BX ,BY ′)-measurable. Therefore, using also the continuity of the
function p : Y ′ × Y → R given by
p(u, v) = 〈u, v〉Y ′,Y ,
it follows that the mapping (t, u) 7→ 〈G(t, u),Φ′(u(t))〉Y ′,Y is (LI ⊗BX )-measurable.
Moreover, recall that Φ′(u(t)) is of the form (see (29))
Φ′(u(t)) =
k∑
j=1
∂jφ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y )vj ,
where k ∈ N, v1, . . . , vk ∈ Y , and φ is a continuously differentiable real-valued func-
tion on Rk with compact support. Thus,
〈F (t, u(t)),Φ′(u(t))〉Y ′,Y =
k∑
j=1
∂jφ(〈u, v1〉Y ′,Y , . . . , 〈u, vk〉Y ′,Y )〈F (t, u(t)), vj〉Y ′,Y .
Since the derivatives ∂jφ are uniformly bounded, we have that
|〈F (t, u(t)),Φ′(u(t))〉Y ′,Y | ≤
k∑
j=1
Cj |〈F (t, u(t)), vj〉Y ′,Y 〉| ,
for suitable constants C1, . . . , Ck. Using hypothesis (38) and Tonelli’s Theorem on
nonnegative measurable functions ([25, Theorem III.11.14]), we then find that the
map
(t, u) 7→ 〈F (t, u(t)),Φ′(u(t))〉Y ′,Y
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is integrable on I ×X , with respect to the product of the Lebesgue measure and the
measure ρ.
Thus, from (42), and considering that V ⊂ U is a Borel subset of X , we obtain∫
V
Φ(u(t)) dρ(u) =
∫
V
Φ(u(t′)) dρ(u) +
∫
V
∫ t
t′
〈G(s, u),Φ′(u(s))〉Y ′,Y ds dρ(u), (43)
for every t, t′ ∈ I. Applying Fubini’s Theorem ([25, Theorem III.11.9]) to the second
term on the right hand side of (43) we find that∫
V
Φ(u(t))dρ(u) =
∫
V
Φ(u(t′))dρ(u) +
∫ t
t′
∫
V
〈G(s, u),Φ′(u(s))〉Y ′,Y dρ(u)ds
=
∫
V
Φ(u(t′))dρ(u) +
∫ t
t′
∫
V
〈F (s, u(s)),Φ′(u(s))〉Y ′,Y dρ(u)ds, (44)
for all t, t′ ∈ I. This proves the mean equation (39).
Now consider a function ϕ ∈ Cb(X) and let us prove that the function defined in
(40) is continuous on I. Given t˜ ∈ I, consider a sequence {tn}n in I such that tn → t˜.
Since every u ∈ V is continuous from I into X , it follows that
ϕ(u(tn))→ ϕ(u(t˜)), ∀u ∈ V.
Since ϕ is in particular a bounded function on X , we obtain, from the Lebesgue
Dominated Convergence Theorem, that∫
V
ϕ(u(tn)) dρ(u)→
∫
V
ϕ(u(t˜)) dρ(u).
Thus, the function defined in (40) is continuous on I.
Concerning the family {ρt}t∈I of the projections ρt = Πtρ, t ∈ I, it is immediate
to see that condition (i) of Definition 3.2 follows from the continuity of (40), that
condition (ii) of Definition 3.2 follows from hypothesis (38), and that condition (iii) of
Definition 3.2 follows from the mean equation (39). Therefore, {ρt}t∈I is a statistical
solution in phase space. 
The next result provides a solution for the Initial Value Problem 3.2. Given an
initial measure µ0 onX , we use Theorem 3.1 to obtain a trajectory statistical solution,
which is then projected at each time t to yield a family of measures on X . Thanks
to Theorem 3.3, this family of projections is a statistical solution.
Theorem 3.4. Let X and Z be Hausdorff spaces and Y be a topological vector space
such that Z ⊂ X ⊂ Y ′w∗, with continuous injections, where Y
′ denotes the dual space
of Y and Y ′w∗ is the dual space Y
′ endowed with the weak-star topology. Let I ⊂ R be
an interval closed and bounded on the left with left end point t0 and let U be a subset
of X = Cloc(I,X). Suppose that U satisfies the hypotheses (H1), (H2), and (H3) of
Theorem 3.1, and assume, moreover, that the following conditions hold
(H4) BZ ⊂ BX ;
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(H5) U ⊂ X1, where X1 is defined in (27), and F : I×Z → Y
′ is an (LI⊗BZ ,BY ′)-
measurable function such that (28) holds, and ut = F (t, u) in the weak sense
(25);
(H6) there exists a function γ : I × X × Y → R such that, for every v ∈ Y , the
function (t, u) 7→ γ(t, u, v) is (LI ⊗BX)-measurable and∫ t
t0
|〈F (s, u(s)), v〉Y ′,Y | ds ≤ γ(t, u(t0), v), ∀t ∈ I, ∀u ∈ U . (45)
Then, for any tight Borel probability measure µ0 in X such that∫
X
γ(t, u0, v) dµ0(u0) <∞, for a.e. t ∈ I, and for all v ∈ Y, (46)
there exists a projected statistical solution {ρt}t∈I of ut = F (t, u), over the interval I,
associated with a U-trajectory statistical solution, such that ρt0 = µ0.
Proof. Since U is a subset of X satisfying all the hypotheses of Theorem 3.1 and µ0
is a tight Borel probability measure on X , it follows from that theorem that there
exists a U-trajectory statistical solution ρ on I such that Πt0ρ = µ0.
Since ρ is a U-trajectory statistical solution, there exists a subset V of U such
that V ∈ BX and ρ(V) = 1. As in the proof of Theorem 3.3, it follows from the
hypotheses (H4) and (H5) that the integrand on the left hand side of (45) is integrable
with respect to the product of the Lebesgue measure on I and the measure ρ on X .
Then, we take the integral in (45) with respect to ρ and apply Tonelli’s Theorem ([25,
Theorem III.11.14]) to find that∫ t
t0
∫
V
|〈F (s, u(s)), v〉Y ′,Y | dρ(u)ds ≤
∫
V
γ(t, u(t0), v) dρ(u)
=
∫
X
γ(t, u0, v) dΠt0ρ(u0) =
∫
X
γ(t, u0, v) dµ0(u0).
Thus from (46) we obtain that
t 7→
∫
V
|〈F (t, u(t)), v〉Y ′,Y | dρ(u) ∈ L
1
loc(I). (47)
This proves condition (38), so that, together with (H5), F is an (LI ⊗ BZ ,BY ′)-
measurable function satisfying all the hypotheses of Theorem 3.3. All the other
hypotheses on U and on ρ of Theorem 3.3 are already assumed to be satisfied. Then,
it follows from that theorem that the family {ρt}t∈I , with ρt = Πtρ, is a statistical
solution satisfying ρt0 = Πt0ρ = µ0. 
Similarly, we may consider an extension of Theorem 3.4 with the set of hypotheses
(H1’), (H2’), and (H3’) described in Theorem 3.2. In this case, we have the following
result, which we state without further comments.
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Theorem 3.5. Consider the framework of Theorem 3.4 and let X0 be a Borel subset of
X. Suppose that U satisfies, instead, the conditions (H1’), (H2’), and (H3’) described
in Theorem 3.2. Assume, moreover, that the conditions (H4), (H5) and (H6) of
Theorem 3.4 hold. Then, for any tight Borel probability measure µ0 in X which is
carried by X0 and satisfies (46), there exists a projected statistical solution {ρt}t∈I ,
associated with a U-trajectory statistical solution, such that ρt0 = µ0.
Remark 3.8. Concerning the hypothesis (H6) and the condition (46) of Theorem
3.4, we will, in fact, have, in many applications, that Y is a Banach space, and we
will obtain the stronger condition that there exists an (LI⊗BX)-measurable function
γ : I ×X → R such that∫ t
t0
‖F (s, u(s))‖Y ′ ds ≤ γ(t, u(t0)), ∀t ∈ I, ∀u ∈ U . (48)
In this case, the existence of a projected statistical solution for the initial value
problem will hold for any initial Borel probability measure µ0 such that∫
X
γ(t, u0) dµ0(u0) <∞, for a.e. t ∈ I, (49)
In the following result, we obtain a mean energy inequality for trajectory statistical
solutions, provided the individual solutions satisfy a corresponding energy inequality.
Proposition 3.1. Let X,Z, Y as in the statement of Theorem 3.3. Consider U ⊂ X1,
where X1 is defined in (27). Let ρ be a U-trajectory statistical solution and let V be
a Borel subset of X = Cloc(I,X) such that V ⊂ U and ρ(V) = 1. Suppose that there
exist functions α : I × X → R and β : I × Z → R which are (LI ⊗BX ,BR) and
(LI ⊗BZ ,BR) measurable, respectively, and satisfy the following conditions
(i) (t, u) 7→ α(t, u(t)) belongs to L1(J×V, λ×ρ), for every compact subset J ⊂ I;
(ii) (t, u) 7→ β(t, u(t)) belongs to L1(J×V, λ×ρ), for every compact subset J ⊂ I;
(iii) For ρ-almost every u ∈ V it follows that
d
dt
α(t, u(t)) + β(t, u(t)) ≤ 0, (50)
in the sense of distributions on I, i.e.,
−
∫
I
ϕ′(s)α(s, u(s))ds+
∫
I
ϕ(s)β(s, u(s))ds ≤ 0, (51)
for all nonnegative test functions ϕ ∈ C∞c (I).
Then,
−
∫
I
∫
V
ϕ′(s)α(s, u(s))dρ(u)ds+
∫
I
∫
V
ϕ(s)β(s, u(s))dρ(u)ds ≤ 0, (52)
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for all nonnegative test functions ϕ ∈ C∞c (I). In terms of the projected statistical
solution in phase space {ρt}t∈I , where ρt = Πtρ, we can write (52) as
−
∫
I
∫
V
ϕ′(s)α(s, u)dρs(u)ds+
∫
I
∫
V
ϕ(s)β(s, u)dρs(u)ds ≤ 0. (53)
Proof. The proof follows by integrating (51) with respect to ρ on V and then applying
Fubini’s Theorem ([25, Theorem III.11.9]) by using hypotheses (i) and (ii). 
The motivation for considering the passage from the inequality (50), valid for in-
dividual weak solutions, to the mean inequality (52) comes from the Navier-Stokes
equations (see Section 4.1) and other similar equations from fluid flows. It also ap-
pears in different types of equations, such as the nonlinear wave equation considered
in Section 4.3. In some situations, however, such as in the case of the Reaction-
Diffusion equation considered in Section 4.2, the individual weak solutions satisfies in
fact an energy-type equality, and of course this equality is similarly passed on to the
statistical solutions. In the case of equality, the test functions are allowed to assume
negative values. We state this result as follows, omitting the proof since it follows
along the same lines as that of Proposition 3.1.
Proposition 3.2. Under the hypotheses of Proposition 3.1, if the equality holds in
(50), then the equality holds in (52) and (53), for any test function ϕ ∈ C∞c (I), as
well.
4. Applications
In this section we apply the general framework developed previously to obtain the
existence of statistical solutions for particular examples of evolution equations.
4.1. Incompressible Navier-Stokes Equations. The Navier-Stokes equations are
a commonly used model in the study of turbulent flows. In their three-dimensional
form for incompressible Newtonian fluids, these equations are written as
∂u
∂t
− ν∆u+ (u · ∇)u+∇p = f, (54)
∇ · u = 0, (55)
where u = (u1, u2, u3) is the velocity field, p is the kinematic pressure, f represents a
given body force applied to the fluid, and ν is the parameter of kinematic viscosity.
We consider u, p and f as functions of a space variable x and a time variable t, with
x varying in a set Ω ⊂ R3 and t varying in an interval I ⊂ R.
For a physical formulation of the equations we refer the reader to the books by
Landau and Lifshitz [50] and Batchelor [6]. For the mathematical approach, see
Ladyzhenskaya [48], Temam [69, 70] and Constantin and Foias [20].
Our main concern in this section is to apply the abstract theory developed in the
previous sections to prove the existence of statistical solutions to the Navier-Stokes
equations (54)-(55). For more specific discussions on the notion of statistical solutions
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for the Navier-Stokes equations, we refer the reader to [27, 75, 76, 33] and also to the
more recent paper [36]. Except for the fact that we allow for a slightly less regular
external forcing term, the existence result that we obtain in this section has been
already proved in [36], a work that has been in fact our inspiration. Nevertheless,
we want to show that our abstract framework does apply to this case, with a much
simpler proof than that presented in [36].
For the sake of simplicity, we assume periodic boundary conditions. In this case
we consider a periodic domain given by Ω = Π3i=1(0, Li), where Li > 0, for i =
1, 2, 3. This means we are assuming the flow is periodic with period Li in each spatial
direction xi. We also consider the averages of the flow and of the forcing term to be
zero, i.e., ∫
Ω
u(x, t) dx = 0 ,
∫
Ω
f(x, t) dx = 0.
Let C∞per(Ω,R
3) denote the space of infinitely differentiable and Ω-periodic functions
u. We define the set of periodic test functions with vanishing average and divergence
free as
V ∞ :=
{
u ∈ C∞per(Ω,R
3)
∣∣∣∣∇ · u = 0 and
∫
Ω
u(x) dx = 0
}
. (56)
Let H be the closure of V ∞ in L2(Ω,R3) and let V be the closure of V ∞ in
H1(Ω,R3). The inner product and norm in H are defined, respectively, by
(u,v) =
∫
Ω
u · v dx and |u| =
√
(u,u),
where u · v =
∑3
i=1 uivi. In the space V , these are defined as
((u,v)) = (∇u,∇v) =
∫
Ω
∇u : ∇v dx and ‖u‖ =
√
((u,u)),
where it is understood that ∇u = (∂ui/∂xj)
3
i,j=1 and that ∇u : ∇v is the componen-
twise product between ∇u and ∇v. We also consider the space H endowed with its
weak topology and denote it by Hw.
Clearly, V is a subset of H . Thus, by identifying H with its dual space H ′, we
obtain the following continuous inclusions
V ⊂ H ≡ H ′ ⊂ V ′.
Since the injection H →֒ V ′ is a continuous linear mapping, we also have
Hw →֒ V
′
w∗
with continuous injection, where V ′w∗ denotes the space V
′ endowed with the weak-star
topology.
Let A be the Stokes operator, defined as A = −P∆, where P : L2(Ω,R3)→ H is
the Leray-Helmholtz projection, i.e., the orthogonal projector in L2(Ω,R3) onto the
subspace of divergence-free vector fields. We denote by D(A) the domain of A, which
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is defined as the set of functions u ∈ V such that Au ∈ H . In the periodic case with
zero average, we have
Au = −∆u , ∀u ∈ D(A) = V ∩H2(Ω,R3)
and A is a positive self-adjoint linear operator with compact inverse, so that it has
a nondecreasing sequence {λi}i∈N of positive eigenvalues counted according to their
multiplicity, associated with an orthonormal basis {wi}i∈N in H . Furthermore, the
Poincare´ inequality holds, i.e., for all u ∈ V ,
λ1|u|
2 ≤ ‖u‖2, (57)
where λ1 > 0 is the first eigenvalue of the Stokes operator.
The Stokes operator A extends to an operator defined on V , with values in V ′, and
so that
‖Au‖V ′ = sup
‖v‖=1
〈Au,v〉V ′,V = sup
‖v‖=1
((u,v)) = ‖u‖,
which implies in particular that A : V → V ′ is continuous.
We denote by Pk : H → V the Galerkin projector onto the space spanned by the
eigenfunctions associated with the first k eigenvalues of the Stokes operator, i.e.
Pku =
k∑
i=1
(u,wi)wi, ∀u ∈ H.
Since {wi}i∈N is an orthonormal basis in H , we obtain
‖Pku‖
2 = ((Pku, Pku)) =
k∑
j=1
|(u,wj)|
2((wj ,wj)) =
k∑
j=1
|(u,wj)|
2λj ≤ λk|u|
2,
for every u ∈ H , from which it follows that Pk is continuous from H to V .
Let B : V × V → V ′ be the bilinear operator
B(u,v) = P[(u · ∇)v], ∀u,v ∈ V,
which satisfies the inequality (see [20, 33])
‖B(u,v)‖V ′ ≤ c|u|
1/4‖u‖3/4|v|1/4‖v‖3/4, ∀u,v ∈ V, (58)
where c is a universal constant. By using this inequality, it is not difficult to see that
B : V × V → V ′ is also a continuous operator.
The natural space for the solutions of the Navier-Stokes equations is the space
Cloc(I,Hw) of continuous functions from an interval I ⊂ R to Hw, endowed with
the compact-open topology. This function space is the space of weakly continuous
functions from I to H .
The Navier-Stokes equations can be written in the functional form
ut + νAu+B(u,u) = f in V
′, (59)
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in the sense of Bochner (see Remark 2.6), which in this case is equivalent to the weak
formulation
d
dt
(u,v) + ν((u,v)) + ((u · ∇)u,v) = (f ,v),
in the distribution sense on I, for any v ∈ V .
The notion of solution that is considered here is the well-known Leray-Hopf weak
solution, which is defined below.
Definition 4.1. Let I be an interval in R and f ∈ L2loc(I, V
′). We say that u is a
Leray-Hopf weak solution of the Navier-Stokes equations (54)-(55) on I if
(i) u ∈ L∞loc(I,H) ∩ L
2
loc(I, V ) ∩ Cloc(I,Hw);
(ii) ∂tu ∈ L
4/3
loc (I, V
′);
(iii) u satisfies the functional formulation of the Navier-Stokes equations
ut + νAu+B(u,u) = f ; (60)
(iv) u satisfies the energy inequality in the sense that for almost all t′ ∈ I and for
all t ∈ I with t > t′,
1
2
|u(t)|2 + ν
∫ t
t′
‖u(s)‖2 ds ≤
1
2
|u(t′)|2 +
∫ t
t′
〈f(s),u(s)〉V ′,V ds; (61)
(v) If I is closed and bounded on the left, with left end point t0, then the solution
is strongly continuous in H at t0 from the right, i.e., u(t) → u(t0) in H as
t→ t+0 .
The set of allowed times t′ in (61) can be characterized as the points of strong
continuity from the right of u in H . In particular, condition (v) implies that t′ = t0
is allowed in that case.
The Leray-Hopf weak solutions of the Navier-Stokes equations also satisfy a strenght-
ened form of the energy inequality (61) of Definition 4.1. The proof of this strenght-
ened energy inequality has been given in [33] for external forces f in L2loc(I,H). This
inequality is also valid if f belongs to the larger space L2loc(I, V
′), as we state below:
Proposition 4.1. Let T > 0 and f ∈ L2(0, T ;V ′). Consider a nonnegative, non-
decreasing and continuously-differentiable real-valued function ψ : [0,∞) → R with
bounded derivative. If u is a Leray-Hopf weak solution of the Navier-Stokes equations
on [0, T ], then
d
dt
(ψ(|u(t)|2)) ≤ 2ψ′(|u(t)|2)[〈f(t),u(t)〉V ′,V − ν‖u(t)‖
2]
in the sense of distributions on [0, T ].
The idea of the proof is to first obtain such inequality for mollifications of ψ and
|u(t)|2, and then to pass to the limit with respect to the parameters of each mollifi-
cation, in a suitable order. For the detailed proof, see [53].
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Given R > 0, we denote by BH(R) the closed ball centered at the origin and with
radius R in H . The corresponding closed ball endowed with the weak topology is
denoted by BH(R)w. We define the following sets of Leray-Hopf weak solutions:
UI = {u ∈ Cloc(I,Hw) : u is a Leray-Hopf weak solution on I}, (62)
UI(R) = {u ∈ Cloc(I, BH(R)w) : u is a Leray-Hopf weak solution on I}, (63)
U ♯I = {u ∈ Cloc(I,Hw) : u is a Leray-Hopf weak solution on I˚}, (64)
U ♯I (R) = {u ∈ Cloc(I, BH(R)w) : u is a Leray-Hopf weak solution on I˚}, (65)
where I˚ denotes the interior of the interval I.
From (61), one obtains the classical estimates
|u(t)|2 ≤ |u(t′)|2 +
1
ν
‖f‖2L2(t′,t;V ′), (66)∫ t
t′
‖u(s)‖2 ds ≤
1
ν
|u(t′)|2 +
1
ν2
‖f‖2L2(t′,t;V ′), (67)
valid for any u ∈ UI , for any time t
′ ∈ I allowed in (61) and for any t ∈ I with t ≥ t′.
Moreover, using (58), one also has that(∫ t
t′
‖∂tu(s)‖
4/3
V ′ ds
)3/4
≤
c
ν3/4
|u(t′)|2 +
ν5/4
λ
1/2
1
D(t′, t), (68)
where c is a universal constant and D(t′, t) is a nondimensional function which de-
pends on the variables t′, t and also on the parameters ν, λ1, Ω, and f through the
nondimensional quantities νλ1|t− t
′| and (λ
1/4
1 /ν
3/2)‖f‖L2(t′,t;V ′).
The a priori estimates (66)-(68) allow us to prove that U ♯I(R) is a compact and
metrizable space, in the same way as it was done in [36, Proposition 2.2]. Furthermore,
one can show that U ♯I (R) is the closure of the space UI(R) with respect to the topology
of C(I,Hw).
The existence of a Leray-Hopf weak solution on a given interval I ⊂ R is obtained
using the estimates (66), (67), and (68). This proof is a classical result and can be
found in many well-known texts [20, 48, 52, 70]. We state it below for completeness.
Theorem 4.1. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let f ∈ L
2
loc(I, V
′). Then, given u0 ∈ H, there exists at least one weak
solution u ∈ UI of (54)-(55) in the sense of Definition 4.1 satisfying Πt0u = u0.
From now on, we assume that I ⊂ R is an interval closed and bounded on the left,
with left end point t0. Under this assumption, the energy inequality (61) is valid for
t′ = t0.
Consider a compact subinterval J ⊂ I. Then given u ∈ UI such that u(t0) ∈ BH(R)
for some R ≥ 0, it follows, from (66) with t′ = t0, that there exists R˜ ≥ R such that
u(t) ∈ BH(R˜), for every t ∈ J . Thus, the restriction of u to J belongs to UJ(R˜).
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In order to prove the existence of a trajectory statistical solution for the Navier-
Stokes equations satisfying a given initial data, we shall apply Theorem 3.1 by con-
sidering X as the space Hw and the general set U as the set of weak solutions UI . We
now show that UI satisfies the hypotheses of Theorem 3.1.
First, note that hypothesis (H1) is a direct consequence of Theorem 4.1. Also,
defining K′(Hw) as the family of (strongly) compact sets in H , hypothesis (H2) follows
from the fact that H is a separable Banach space (see Sections 2.2 and 2.3). The
only hypothesis that needs more work is the remaining hypothesis (H3), which is the
subject of the next proposition.
Proposition 4.2. Let I ⊂ R be an interval closed and bounded on the left with left
end point t0 and let K be a strongly compact set in H. Then Π
−1
t0 K ∩UI is a compact
set in X = Cloc(I,Hw).
Proof. Let u ∈ Π−1t0 K ∩ UI and let R ≥ 0 be sufficiently large so that K ⊂ BH(R).
Consider an increasing sequence {Jn}n of compact subintervals of I with left end
point at t0 and such that I =
⋃
n Jn. Since Πt0u ∈ K ⊂ BH(R) and u ∈ UI , it
follows, from the estimate (66) with t′ = t0, that there exists a sequence {Rn}n of
positive real numbers such that ΠJnu ∈ UJn(Rn), for every n. Thus,
Π−1t0 K ∩ UI ⊂
⋂
n
Π−1JnUJn(Rn). (69)
Since each UJn(Rn) is a metrizable space, (69) implies that Π
−1
t0 K ∩UI is also metriz-
able. Therefore, it suffices to show that Π−1t0 K ∩ UI is sequentially compact.
Let {uk}k be a sequence in Π
−1
t0 K ∩ UI . As in the classical proof of existence of
weak solutions (Theorem 4.1), using the a priori estimates (66)-(68) on each compact
interval Jn and applying a diagonalization method, we obtain a subsequence {uk′}k′
and a function u such that
uk′ → u in Cloc(I,Hw), (70)
as k′ → ∞. Moreover, this limit function u is a weak solution on the interior of I,
i.e. u ∈ U ♯I (the condition of strong continuity at t0, item (v) of Definition 4.1, is not
guaranteed at this point). From (70) we obtain in particular that
uk′(t0)→ u(t0) in Hw. (71)
On the other hand, since K is a compact set in H , there exists a further subsequence,
which we still denote by {uk′}k′, and an element u0 ∈ K such that
uk′(t0)→ u0 in H. (72)
From (71) and (72) it follows that u(t0) = u0, which implies that u ∈ Π
−1
t0 K. More-
over, we obtain that {uk′(t0)}k′ also converges to u(t0) in the strong topology of
H .
This allow us to prove that u verifies in addition the last condition of Definition 4.1.
Indeed, since each uk′ belongs to UI , they satisfy in particular the energy inequality
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(61) at t′ = t0. Considering the lim inf as k
′ → ∞ in this inequality we obtain, by
using the strong convergence of {uk′(t0)}k′ to u(t0) in H , that
1
2
|u(t)|2 + ν
∫ t
t0
‖u(s)‖2 ds ≤
1
2
|u(t0)|
2 +
∫ t
t0
〈f(s),u(s)〉V ′,V ds.
Then, by taking the lim sup as t→ t+0 above, we obtain
lim sup
t→t+
0
|u(t)|2 ≤ |u(t0)|
2. (73)
Since u ∈ Cloc(I,Hw), we also have that
|u(t0)|
2 ≤ lim inf
t→t+
0
|u(t)|2. (74)
Now (73) and (74) imply that u(t) converges in norm to u(t0) as t→ t
+
0 . Since u(t)
also converges weakly to u(t0) as t→ t
+
0 , we deduce that
lim
t→t+
0
u(t) = u(t0) in H.
This means that u ∈ Π−1t0 K ∩ UI , which completes the proof of compactness of this
set. 
Now we are able to prove the existence of a solution for the corresponding Initial
Value Problem 3.1 associated with the Navier-Stokes equations.
Theorem 4.2. Let I ⊂ R be an interval closed and bounded on the left with left
end point t0 and let UI be the set of Leray-Hopf weak solutions of the Navier-Stokes
equations on I. Then, given a Borel probability measure µ0 on H, there exists a UI-
trajectory statistical solution ρ on Cloc(I,Hw) satisfying the initial condition Πt0ρ =
µ0.
Proof. Our intention is to apply Theorem 3.1 to the set UI , with X = Hw and K
′(Hw)
as the family of (strongly) compact sets in H . First of all, since H is a separable
Banach space, the Borel sets in H and Hw coincide (see Section 2.3). This implies
that any Borel probability measure µ0 on H is also a Borel probability measure on
Hw, and vice-versa, so that we can refer indistinguishably to probability measures
on either H or Hw. Moreover, since H is a Polish space, it follows that any Borel
probability measure on H is tight in the sense of being inner regular with respect
to the family of compact subsets of H ([1, Theorem 12.7]). Thus, K′(Hw) satisfies
the hypothesis (H2) of Theorem 3.1. From Theorem 4.1, it follows that the set UI
satisfies hypothesis (H1) of Theorem 3.1. From Proposition 4.2, we also obtain that
UI satisfies hypothesis (H3) of Theorem 3.1. Thus, UI verifies all the hypotheses
of Theorem 3.1. Therefore, we apply Theorem 3.1 to deduce that there exists a
UI-trajectory statistical solution ρ with Πt0ρ = µ0. 
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Finally, using Theorem 4.2 and the strengthened energy inequality from Proposition
4.1, we obtain a solution for the corresponding Initial Value Problem 3.2 associated
with the Navier-Stokes equations. More specifically, we prove the existence of a
projected statistical solution of the Navier-Stokes equations, in the sense of Definition
3.3, associated with a UI-trajectory statistical solution and satisfying a given initial
data.
Theorem 4.3. Let I ⊂ R be an interval closed and bounded on the left with left
end point t0 and let UI be the set of Leray-Hopf weak solutions of the Navier-Stokes
equations on I. Consider a Borel probability measure µ0 on H satisfying∫
H
|u|2 dµ0(u) <∞. (75)
Then there exists a projected statistical solution {ρt}t∈I of the Navier-Stokes equations
(54)-(55), associated with a UI-trajectory statistical solution, such that
(i) The initial condition ρt0 = µ0 holds;
(ii) The function
t 7→
∫
H
ϕ(u) dρt(u) (76)
is continuous on I, for every bounded and weakly-continuous real-valued func-
tion ϕ on H, and is measurable on I, for every bounded and continuous real-
valued function ϕ on H.
(iii) For any cylindrical test function Φ in V ′, it follows that∫
H
Φ(u) dρt(u) =
∫
H
Φ(u) dρt′(u)
+
∫ t
t′
∫
H
〈f(s)− νAu− B(u,u),Φ′(u)〉V ′,V dρs(u)ds, (77)
for all t, t′ ∈ I.
(iv) The mean strengthened energy inequality
d
dt
∫
H
(ψ(|u|2)) dρt(u) ≤ 2
∫
H
ψ′(|u|2)[〈f(t),u〉V ′,V − ν‖u‖
2] dρt(u) (78)
is satisfied in the distribution sense on I, for every nonnegative, nondecreasing
and continuously-differentiable real-valued function ψ with bounded derivative.
(v) At the initial time, the limit
lim
t→t+
0
∫
H
ψ(|u|2) dρt(u) =
∫
H
ψ(|u|2) dµ0(u) (79)
holds for every function ψ as in (iv).
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Proof. We have seen in the proof of Theorem 4.2 that the set of Leray-Hopf weak
solutions UI satisfies all the hypotheses (H1), (H2), and (H3) of Theorem 3.1. Now
let F : I × V → V ′ be the function defined by
F(t,u) = f(t)− νAu− B(u,u).
As previously mentioned, the linear operator A : V → V ′ and the bilinear operator
B : V ×V → V ′ are continuous. This implies that the mapping u 7→ −νAu−B(u,u)
is also continuous from V into V ′. In particular, the mapping (t,u) 7→ −νAu−B(u,u)
is (LI ⊗BV ,BV ′)-measurable. Further, since f ∈ L
2
loc(I, V
′), we obtain that F is a
(LI ⊗BV ,BV ′)-measurable function. From the functional equation (59) and the fact
that any weak solution u ∈ UI satisfies ut ∈ L
4/3(I;V ′), it follows that (28) holds.
From the condition (iii) of the Definition 4.1 of a Leray-Hopf weak solution, the
validity of ut = F(t,u(t)) in the sense of Bochner implies that (25) holds in the weak
sense (see Remark 2.6). Hence, hypothesis (H5) of Theorem 3.4 holds.
The a priori estimate (68) means that there exists a function γ : I ×Hw → R such
that ∫ t
t0
‖F(s,u(s))‖V ′ ds ≤ γ(t,u(t0)), ∀t ∈ I, ∀u ∈ UI ,
which is clearly (LI ⊗BHw)-measurable and, thanks to (75), with
t 7→
∫
Hw
γ(t,u0) dµ0(u0) in L
1
loc(I).
Thus, hypothesis (H6) and condition (46) hold (see Remark 3.8).
Also, as mentioned before, we know that V ⊂ Hw ⊂ V
′
w∗, with all the injections
being continuous. Since H is a separable Banach space, then BHw = BH . Moreover,
since V is a Polish space, then BV ⊂ BH = BHw (see Section 2.3), showing that
hypothesis (H4) is also verified.
Then, applying Theorem 3.4 with X = Hw, Z = Y = V , U = UI , F and γ as above,
we obtain the existence of a projected statistical solution {ρt}t∈I associated with a
UI-trajectory statistical solution ρ and such that ρt0 = µ0. This means that {ρt}t∈I
satisfies (i), (iii), and the first part of (ii), concerning bounded and weakly-continuous
functions ϕ on H .
Let us prove the second part of property (ii), concerning strongly continuous func-
tions. Consider a bounded and continuous real-valued function ϕ on H . Let Pm,
m ∈ N, be the Galerkin projectors. Then, for every m ∈ N, the function ϕ ◦ Pm is
bounded and continuous on Hw. Let V ⊂ U be a Borel subset such that ρ(V) = 1.
From the first part of (ii), it follows that the function
t 7→
∫
V
ϕ(Pmu(t)) dρ(u)
is continuous on I, for every m ∈ N. Then, since the function (76) is the pointwise
(in t) limit of these functions as m→∞, it follows that (76) is measurable on I. This
proves the second part of (ii).
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For the proof of (iv), consider the functions α : I × Hw → R and β : I × V → R
defined respectively by
α(t,u(t)) = ψ(|u(t)|2), (80)
and
β(t,u(t)) = −2ψ′(|u(t)|2)[〈f(t),u(t)〉V ′,V − ν‖u(t)‖
2], (81)
for every u ∈ UI and t ∈ I. Using the Galerkin projector as above, we see that α and
β are the pointwise limit of continuous functions, hence they are measurable maps as
required in Proposition 3.1. Using the estimates (66) and (67) with t′ = t0, which is
allowed for functions in UI , and using (75), we obtain that α ∈ L
∞(J ×V, λ× ρ) and
β ∈ L1(J ×V, λ× ρ), for every compact subset J ⊂ I, where λ denotes the Lebesgue
measure on I. From Proposition 4.1, the functions α and β satisfy
d
dt
α(t,u(t)) + β(t,u(t)) ≤ 0, ∀u ∈ UI ,
in the sense of distributions in I. Property (iv) then follows by applying Proposition
3.1 withX = Hw, Y = V , U = UI and with the functions α and β defined in (80)-(81).
It only remains to prove property (v). Note that for every function ψ as in (iv),
we may write
ψ(|u(t)|2) ≤ ψ(0) + ψ′(ξ)|u(t)|2,
for some 0 ≤ ξ ≤ |u(t)|2. Then, using the boundedness of ψ′ and the a priori estimate
(66) with t′ = t0, we find that
ψ(|u(t)|2) ≤ C0 + C1|u(t0)|
2,
for suitable constants C0, C1 > 0. Hence, from (75), it follows that ψ(|u(t)|
2) is
bounded by a ρ-integrable function in V which does not depend on t. Furthermore,
since every u ∈ UI is strongly continuous at t0 and ψ is continuous, we have that
ψ(|u(t)|2)→ ψ(|u(t0)|
2),
ρ-almost everywhere, as t→ t+0 . Therefore, (79) follows from the Lebesgue Dominated
Convergence Theorem. 
4.2. Reaction-Diffusion Equation. In this section, we consider the following reaction-
diffusion-type equation
∂u
∂t
(x, t) = a∆u(x, t)− f(t, u(x, t)) + g(x, t), x ∈ Ω ⊂ Rn, t ∈ I, (82)
subject to the boundary condition
u(x, t)|
x∈∂Ω = 0, ∀t ∈ I, (83)
where u is the unknown variable, a is a positive constant, f is the reaction function
and g is the external force. Moreover, I ⊂ R is an arbitrary interval and Ω ⊂ Rn is
a bounded and open subset which is assumed to be smooth.
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We follow the same framework and notations from [18, Section XV.3], but in order
to simplify the presentation we consider only a scalar equation instead of a system of
equations.
Consider the spaces H = L2(Ω) and V = H10(Ω) with respective norms | · |H and
‖ · ‖V , given by
|v|2H =
∫
Ω
|v(x)|2 dx , ∀v ∈ H,
and
‖v‖2V =
∫
Ω
|∇v(x)|2 dx , ∀v ∈ V.
Also, consider V ′ = H−1(Ω), the dual of H10 (Ω), with duality product 〈·, ·〉V ′,V . Then,
identifying H with its dual space H ′, we have
V ⊂ H ≡ H ′ ⊂ V ′,
with continuous inclusions and, in particular, Hw →֒ V
′
w∗ with continuous injection.
We also consider the space Hr0(Ω), for r > 0, and its dual H
−r(Ω), with Hr0(Ω) ⊂ H ⊂
H−r(Ω), for every r > 0. For r ≥ n/2− n/p and p ≥ 2, we have Hr0(Ω) ⊂ L
p(Ω). We
denote the duality product between Lp(Ω) and Lq(Ω), 1 ≤ p, q ≤ ∞, 1/p + 1/q = 1,
simply by (·, ·), which includes the inner product of H .
We assume that g ∈ L2loc(I, V
′) and that f is a function in C(R×R,R) satisfying
the following estimates, for every v ∈ R and s ∈ R:
η|v|p − C1 ≤ f(s, v)v, (84)
|f(s, v)|
p
p−1 ≤ C2(|v|
p + 1), (85)
where η > 0, p ≥ 2 and C1, C2 ∈ R are constants. In [18], the function g is also
assumed to be translation bounded in the space L2loc(I, V
′), but we do not make this
assumption since we do not need uniform estimates for arbitrarily large times.
As in [18], it follows by using condition (85) that if r ≥ max{1, n(1/2− 1/p)} and
u ∈ Lploc(I, L
p(Ω)) ∩ L2loc(I, V ), then ∂tu ∈ L
q
loc(I,H
−r(Ω)), for 1/p + 1/q = 1. This
implies that the evolution equation (82) can be considered in the distribution sense
on I, with values in H−r(Ω).
We then have the following definition of a weak solution for problem (82)-(83).
Definition 4.2. A weak solution of (82)-(83) is a function u = u(x, t) on Ω×I such
that u ∈ Lploc(I, L
p(Ω)) ∩ L2loc(I, V ) and u satisfies (82) in the distribution sense on
I, with values in H−r(Ω).
Given R ≥ 0, let BH(R) be the closed ball centered at the origin and of radius R
in H . Consider the following sets of weak solutions:
UI = {u ∈ Cloc(I,H) | u is a weak solution of (82)-(83) on I}, (86)
UI(R) = {u ∈ Cloc(I, BH(R)) | u is a weak solution of (82)-(83) on I}. (87)
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The proof of existence of individual weak solutions for the corresponding initial
value problem of (82)-(83) can be found in [18]. We state it below for completeness.
Theorem 4.4. Consider an interval I ⊂ R bounded and closed on the left with left
end point t0. Let g ∈ L
2
loc(I, V
′) and let f ∈ C(R × R,R) be a function satisfying
conditions (84) and (85). Then, given u0 ∈ H, there exists a weak solution u of
problem (82)-(83) such that u ∈ Lploc(I, L
p(Ω))∩L2loc(I, V )∩L
∞
loc(I,H) and u(t0) = u0.
The following proposition presents some additional properties satisfied by every
weak solution of (82)-(83) in the sense of Definition 4.2. The proof is given in [18,
Proposition XV.3.1].
Proposition 4.3. Let u ∈ Lploc(I, L
p(Ω))∩L2loc(I, V ) be a weak solution of (82)-(83).
Then
(i) u ∈ Cloc(I,H);
(ii) the function |u(s)|2H is absolutely continuous on every compact subinterval
J ⊂ I and satisfies the following energy equality
1
2
d
dt
|u(t)|2H + a‖u(t)‖
2
V + (f(t, u(t)), u(t)) = 〈g(t), u(t)〉V ′,V , (88)
for almost every t ∈ I.
Note that, in (88), we abuse notation by denoting as f(t, u(t)) the mapping x ∈
Ω 7→ f(t, u(x, t)), which, as a consequence of (85), belongs to Lq(Ω) for almost every
t ∈ I and for all u ∈ UI .
Now we prove that the set of weak solutions UI satisfies the hypotheses of The-
orem 3.1. We first observe that Theorem 4.4 implies that Πt0UI = H , so that UI
satisfies hypothesis (H1) of Theorem 3.1, with X = H . For the remaining hypotheses
of Theorem 3.1, we actually prove the stronger property that (H3) holds for every
compact subset of X . This is given in the following proposition. Hence, in this case,
we can take K′(X) to be the family of all compact subsets of X , so that, in particular,
hypothesis (H2) is trivially true.
Proposition 4.4. Let I ⊂ R be an interval closed and bounded on the left with left
end point t0 and let K be a compact subset of H. Then Π
−1
t0 K ∩ UI is compact in
Cloc(I,H).
Proof. Since X = Cloc(I,H) is a metrizable space, it suffices to show that Π
−1
t0 K ∩ UI
is sequentially compact. Consider then a sequence {uj}j in Π
−1
t0 K ∩ UI . Since K
is compact there exists u0 ∈ K such that, by taking a subsequence if necessary,
uj(t0) → u0 in H . This implies in particular that the sequence {uj(t0)} is bounded
in H .
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Using condition (84) on the energy equality (88) for each uj and integrating from
t0 to t, we obtain that
|uj(t)|
2
H − |uj(t0)|
2
H + a
∫ t
t0
‖uj(s)‖
2
V ds+ 2η
∫ t
t0
|uj(s)|
p
Lp ds
≤
1
a
∫ t
t0
‖g(s)‖2V ′ ds+ 2C1|t− t0||Ω|, (89)
where | · |Lp denotes the norm in L
p(Ω), |Ω| is the Lebesgue measure of Ω, and C1
is as in (84). Consider a sequence {Jn}n of compact subintervals of I such that
I =
⋃
n Jn. Then, from the estimate (89) and the boundedness of the sequence
{uj(t0)} in H , it follows that, for each n, {uj}j is a bounded sequence in L
2(Jn, V )∩
Lp(Jn, L
p(Ω)) ∩ L∞(Jn, H). Using the same arguments as in [18, Theorem XV.3.1]
and a diagonalization process, we obtain a weak solution u of problem (82)-(83) on
I such that, modulo a subsequence, uj → u in Cloc(I,H). In particular, it follows
that uj(t)→ u(t) in H , for every t ∈ I. Thus, u(t0) = u0 ∈ K and we conclude that
u ∈ Π−1t0 K ∩ UI , as required. 
The existence of a trajectory statistical solution with respect to a given initial data
now follows by a simple application of Theorem 3.1 for X = H and UI as the set of
weak solutions of (82)-(83) over a given interval I ⊂ R closed and bounded on the
left. Recall that since H is a Polish space then every Borel probability measure on
H is tight. We then have the following result.
Theorem 4.5. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let UI be the set of weak solutions of problem (82)-(83) on I. If µ0 is a
Borel probability measure on H then there exists a UI-trajectory statistical solution ρ
on Cloc(I,H) such that Πt0ρ = µ0.
Next we obtain the existence of statistical solutions with respect to a given initial
measure.
Theorem 4.6. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let µ0 be a Borel probability measure on H satisfying∫
H
|u|2H dµ0(u) <∞. (90)
Then there exists a projected statistical solution {ρt}t∈I of (82)-(83), associated with
a UI-trajectory statistical solution, such that
(i) The initial condition ρt0 = µ0 holds;
(ii) The function
t 7→
∫
H
ϕ(u) dρt(u) (91)
is continuous on I for every bounded and continuous real-valued function ϕ
on H;
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(iii) For any cylindrical test function Φ in H−r(Ω), with r ≥ max{1, n(1/2−1/p)},
it follows that∫
H
Φ(u) dρt(u) =
∫
H
Φ(u) dρt′(u)
+
∫ t
t′
∫
H
〈a∆u− f(s, u) + g(s),Φ′(u)〉H−r(Ω),Hr
0
(Ω) dρs(u)ds, (92)
for all t, t′ ∈ I;
(iv) For every nonnegative, nondecreasing and continuously-differentiable real-valued
function ψ with bounded derivative, the function
t 7→
∫
H
ψ(|u|2H) dρt(u)
is absolutely continuous on I, and the following mean strengthened energy
equality holds in the distribution sense on I,
d
dt
∫
H
ψ(|u|2H) dρt(u) = 2
∫
H
ψ′(|u|2H)[〈g(t), u〉V ′,V − a‖u‖
2
V − (f(t, u), u)] dρt(u).
Proof. The proof follows by arguments similar to the ones used in Theorem 4.3. We
apply Theorem 3.4 and Proposition 3.2 with X = H , U = UI , Z = H
1
0 (Ω) ∩ L
p(Ω),
Y = Hr0(Ω), and the functions F : I × Z → Y
′, α : I ×H → R and β : I × V → R
defined as
F (t, u) = a∆u(t)− f(t, u(t)) + g(t),
α(t, u) = ψ(|u|2H),
and
β(t, u) = −2ψ′(|u|2H)[〈g(t), u〉V ′,V − a‖u‖
2
V − (f(t, u), u)].

4.3. Nonlinear wave equation. In this section, we apply the abstract framework
to prove the existence of statistical solutions of a nonlinear hyperbolic-type equation
which appears within the theory of Relativistic Quantum Mechanics. We follow the
framework presented in [52, Chap. 1, Sec.1].
Let Ω ⊂ Rn be a bounded open set with smooth boundary, denoted by ∂Ω, and let
I ⊂ R be an arbitrary interval. Consider the equation
∂2u
∂t2
−∆u+ |u|ru = f, (93)
where the real-valued function u = u(x, t) is the unknown variable, r is a positive
constant and f = f(x, t) is a given function, with x ∈ Ω and t ∈ I.
We endow equation (93) with the following boundary condition:
u(x, t)|
x∈∂Ω = 0, ∀t ∈ I. (94)
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In order to obtain a functional setting for problem (93)-(94), we introduce the space
V˜ = H10 (Ω) ∩ L
p(Ω),
where p = r + 2. The space V˜ turns into a Banach space when endowed with the
norm ‖ · ‖V˜ , defined by
‖v‖V˜ = ‖v‖H10 + |v|Lp, ∀v ∈ V˜ ,
where ‖ · ‖H1
0
and | · |Lp denote the usual norms in the spaces H
1
0 (Ω) and L
p(Ω),
respectively.
The dual space of V˜ is the space V˜ ′ = H−1(Ω) +Lq(Ω), where 1/p+ 1/q = 1. The
duality product between V˜ and V˜ ′ is denoted by 〈·, ·〉V˜ ′,V˜ .
Also, we consider the space L2(Ω) endowed with its usual norm and inner product,
which are denoted respectively by | · |L2 and (·, ·)L2. Moreover, we assume that f is a
function in L2loc(I, L
2(Ω)).
We rewrite equation (93) in the following equivalent form:

∂u
∂t
− v = 0,
∂v
∂t
−∆u+ |u|ru = f.
(95)
We denote the nonlinear term of the second equation in (95) by the function b :
V˜ → V˜ ′ given by
b(u) = |u|ru, ∀u ∈ V˜ .
Then, considering U = (u, v) and the linear operator A defined by
AU =
(
0 −I
−∆ 0
)
U =
(
0 −I
−∆ 0
)(
u
v
)
=
(
−v
−∆u
)
,
the system (95) becomes
dU
dt
+ AU +N(U) = G, (96)
where N(U) and G are the vectors
N(U) =
(
0
b(u)
)
, G =
(
0
f
)
.
From (94) we obtain the following boundary condition for (96):
U(x, t)|
x∈∂Ω = 0, ∀t ∈ I. (97)
Now we define V = V˜ × L2(Ω), with the norm
‖U‖V =
√
‖u‖2
V˜
+ |v|2L2, ∀U = (u, v) ∈ V.
When endowed with its corresponding weak topology, the space V is denoted by Vw.
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We characterize the dual of V as the space V ′ = L2 × V˜ ′ (see Remark 4.1), with
the duality product between h = (f, g) ∈ V ′ and U = (u, v) ∈ V as
〈h, U〉V ′,V = (f, v)L2 + 〈g, u〉V˜ ′,V˜ .
With this representation, the usual norm for an element h = (f, g) in the dual space
V ′ can also be written as
‖h‖V ′ =
√
|f |2L2 + ‖g‖
2
V˜ ′
.
We now give the definition of a weak solution of problem (96)-(97).
Definition 4.3. Let I ⊂ R be an interval and let f ∈ L2loc(I, L
2(Ω)). We say that
U = U(t) = (u(t), v(t)) is a weak solution of problem (96)-(97) on I if the following
conditions are satisfied:
(i) U ∈ L∞loc(I, V );
(ii) U ∈ Cloc(I, Vw);
(iii) U satisfies
dU
dt
+ AU +N(U) = G in V ′, (98)
in the sense of distributions on I;
(iv) For almost every t′ ∈ I, U satisfies the following energy inequality
E(U(t)) ≤ E(U(t′)) +
∫ t
t′
〈Gˇ(s), U(s)〉V ′,V ds, (99)
for every t ∈ I with t > t′, where Gˇ = (f, 0) and
E(U) = E(u, v) =
1
2
‖u‖2H1
0
+
1
p
|u|pLp +
1
2
|v|2L2; (100)
(v) If I is closed and bounded on the left, with left end point t0, then U is strongly
continuous at t0 from the right, i.e. U(t)→ U(t0) in V as t→ t
+
0 .
The set of times t′ for which (99) is valid can be characterized as the points of strong
continuity from the right of U , and they form a set of total measure in I.
Remark 4.1. A more natural and usual representation for the dual of V = V˜ ×L2(Ω)
is simply V˜ ′ × L2(Ω), preserving the order of the variables in the product space.
However, in order to be able to write the equation for the evolution of the information∫
V
Φ(U) dρt(U) in the general form (33) (see (108)), we switched the representation
to V ′ = L2(Ω)× V˜ . For the same reason, we introduced the term Gˇ = (f, 0).
For any R > 0, let BV (R) denote the closed ball of radius R in V . We define the
following sets of weak solutions of problem (96)-(97):
UI = {U ∈ Cloc(I, Vw) : U is a weak solution of (96)-(97) on I}, (101)
UI(R) = {U ∈ C(I, BV (R)w) : U is a weak solution of (96)-(97) on I}. (102)
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Next we state an existence theorem of individual weak solutions for the initial value
problem associated with the system (96)-(97). The proof is given in [52, Theorem 1.1,
Chap. 1, Sec. 1]. Although the regularity conditions (ii), (iv) and (v) of Definition
4.3 are not explicitly written in the statement of the theorem in this reference, they
are obtained along the lines of their proof.
Theorem 4.7. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let f ∈ L
2
loc(I, L
2(Ω)). Then, given U0 ∈ V , there exists at least one weak
solution U ∈ UI of (96)-(97), in the sense of Definition 4.3, satisfying Πt0U = U0.
Consider now I ⊂ R an interval closed and bounded on the left with left end point
t0. In this case, item (v) of Definition 4.3 implies that the energy inequality (99) is
valid for t′ = t0.
Let U = (u, v) ∈ UI such that U(t0) ∈ BV (R) , for some R > 0. From the energy
inequality (99) with t′ = t0, it follows that
E(U(t)) ≤ R +
1
2
∫ t
t0
|f(s)|2L2 ds+
1
2
∫ t
t0
|v(s)|2L2 ds, (103)
for every t ∈ I, which also yields
1
2
|v(t)|2L2 ≤ R +
1
2
∫ t
t0
|f(s)|2L2 ds+
1
2
∫ t
t0
|v(s)|2L2 ds. (104)
Then, given a compact subinterval J ⊂ I, by applying Gro¨nwall’s inequality in (104)
we obtain that |v(·)|2L2 is uniformly bounded on J . From the estimate (103), it then
follows that there exists R˜ ≥ R such that U(t) ∈ BV (R˜), for every t ∈ J . Thus, the
restriction of U to J belongs to UJ(R˜).
We shall now prove that the set of weak solutions UI satisfies the hypotheses (H1),
(H2), and (H3) of Theorem 3.1.
Theorem 4.7 shows, in an equivalent form, that Πt0UI = Vw. Thus, the set UI
satisfies hypothesis (H1) with X = Vw.
Now define
K′(Vw) = {K ⊂ Vw |K is a (strongly) compact set in V }.
Since V is a separable Banach space, we obtain that every Borel probability measure
µ0 on Vw is tight with respect to the family K
′(Vw) (see Sections 2.2 and 2.3). Then,
considering X = Vw, it follows that the family K
′(Vw) satisfies hypotheses (H2) of
Theorem 3.1. The next proposition shows that UI also satisfies hypothesis (H3).
Proposition 4.5. Let I ⊂ R be an interval closed and bounded on the left with left
end point t0 and let K be a set in K
′(Vw). Then Π
−1
t0 K ∩ UI is a compact set in
X = Cloc(I, Vw).
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Proof. Let R > 0 be such that K ⊂ BV (R) and let {Jn}n be a sequence of compact
subsets of I such that
I =
⋃
n
Jn.
Then, from the energy inequality (99) with t′ = t0, one obtains that, for every n ∈ N,
there exists a positive real number Rn ≥ R such that
ΠJnU ∈ UJn(Rn), ∀U ∈ Π
−1
t0 K ∩ UI ,
which implies that
Π−1t0 K ∩ UI ⊂
⋂
n
Π−1JnUJn(Rn).
Since UJn(Rn) is a subset of Cloc(I, BV (Rn)w), which is a metrizable space, it follows
that Π−1t0 K ∩ UI is also metrizable. Thus, it is enough to prove that Π
−1
t0 K ∩ UI is a
sequentially compact space.
Consider then a sequence {Uk}k in Π
−1
t0 K ∩ UI . Since Uk(t0) ∈ K and K is a
compact set in V , there exists U0 ∈ V and a subsequence {kj}j such that
Ukj (t0)→ U0 in V. (105)
Following classical arguments used for the existence of weak solutions (see [52,
Chap. 1, Sec.1]), we obtain a priori estimates that allow us to pass to the limit
on each compact set Jn. Then, using a diagonalization process, we obtain a further
subsequence (which we still denote by {Ukj}j) and a function U defined on the interval
I such that {Ukj}j converges to U in Cloc(I, Vw) and U is a weak solution on the
interior of I. Thanks to (105) we have at the initial time that U(t0) = U0 ∈ K, so
that U ∈ Π−1t0 K. Then, as in the case of the Navier-Stokes equations (see the proof of
Proposition 4.2), using the energy inequality and the fact that the convergence (105)
at the initial time is in the strong topology, we obtain that U is strongly continuous
at the initial time t0, so that U ∈ UI . Therefore, U ∈ Π
−1
t0 K ∩ UI , proving that
Π−1t0 K ∩ UI is compact. 
Thus, applying Theorem 3.1 with X = Vw and U as the set of weak solutions UI ,
we obtain the following result on the existence of a trajectory statistical solution for
the nonlinear wave equation with respect to a given initial data.
Theorem 4.8. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let UI be the set of weak solutions of problem (96)-(97) on I. If µ0 is a
Borel probability measure on V then there exists a UI-trajectory statistical solution ρ
on Cloc(I, Vw) such that Πt0ρ = µ0.
In the next result we prove the existence of a statistical solution of problem (96)-
(97) in the sense of Definition 3.2 with respect to a given initial data.
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Theorem 4.9. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let UI be the set of weak solutions of problem (96)-(97) on I. Consider
a Borel probability measure µ0 on V satisfying∫
V
E(U) dµ0(U) <∞, (106)
with E as defined in (100). Then there exists a projected statistical solution {ρt}t∈I
of (93), associated with a UI-trajectory statistical solution, such that
(i) The initial condition ρt0 = µ0 holds;
(ii) The function
t 7→
∫
V
ϕ(U) dρt(U) (107)
is continuous on I, for every bounded and weakly-continuous real-valued func-
tion ϕ on V , and is measurable on I, for every bounded and continuous real-
valued function ϕ on V ;
(iii) For any cylindrical test function Φ in V ′, it follows that∫
V
Φ(U) dρt(U) =∫
V
Φ(U) dρt′(U) +
∫ t
t′
∫
V
〈G− AU −N(U),Φ′(U)〉V ′,V dρs(U)ds, (108)
for all t, t′ ∈ I;
(iv) The mean strengthened energy inequality
d
dt
∫
V
ψ(E(U)) dρt(U) ≤
∫
V
ψ′(E(U))〈Gˇ(t), U(t)〉V ′,V dρt(U) (109)
is satisfied in the distribution sense on I, for every nonnegative, nondecreasing
and continuously-differentiable real-valued function ψ with bounded derivative,
where Gˇ = (f, 0);
(v) At the initial time, the limit
lim
t→t+
0
∫
V
ψ(E(U)) dρt(U) =
∫
V
ψ(E(U)) dµ0(U) (110)
holds for every function ψ as in (iv).
Proof. The proof follows by arguments similar to the ones used in Theorem 4.3,
considering X = Vw, Z = Y = V and the functions F : I × V → V
′, α : I × Vw → R
and β : I × V → R defined respectively as
F (t, U) = G(t)− AU(t)−N(U(t)),
α(t, U) = ψ(E(U(t))),
and
β(t, U) = −ψ′(E(U(t)))〈Gˇ(t), U(t)〉V ′,V ,
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for every (t, U) in the corresponding domains. 
Acknowledgments
The authors would like to thank Professors Diname´rico Pombo, for discussions
about general topology, Nilson Bernardes Jr., for discussions related to the results
considered in Section 2.3, Dario Darji for discussions pertaining to the Pettis integral,
and Fabio Ramos, for bringing to our attention the works of Topsoe. The last author,
R. Rosa, is also greatly indebted to Professors Roger Temam and Ciprian Foias, for
their continued mentoring and support and for being inspirations for his work. The
three authors also acknowledge the financial support of CNPq-Brazil.
References
[1] C. D. Aliprantis and K. C. Border, Infinite dimensional analysis, A hitchhiker’s guide. Third
edition. Springer-Verlag, 2006.
[2] A. A. Arsen’ev, Construction of a turbulent measure for the system of Navier-Stokes equations.
Mat. Sb. (N.S.) 101(143) (1976), no. 2, 204–211. English translation: Math. USSR-Sb. 38 (1981),
no. 1, 31–45.
[3] A. A. Arsen’ev, Statistical solutions of a system of Navier-Stokes equations. Mat. Sb. (N.S.)
110(152) (1979), no. 1, 35–50, 159. English translation: Math. USSR-Sb. 38 (1981), no. 1,
31–45.
[4] A. A. Arsen’ev, Statistical solutions of a nonlinear wave equation. Differentsialnye Uravneniya
15 (1979), no. 7, 1239–1252, 1342.
[5] G.K. Batchelor, The Theory of Homogeneous Turbulence, Cambridge University Press, Cam-
bridge, 1953.
[6] G. K. Batchelor, An introduction to fluid dynamics. Second edition. Cambridge University Press,
Cambridge, 2006.
[7] A. Barbaszewska-Wi´sniowska, On statistical solutions of the Navier-Stokes type equation. Univ.
Iagel. Acta Math. no. 32 (1995), 291–304.
[8] H. Bercovici, P. Constantin, C. Foias and O. P. Manley, Exponential decay of the power spectrum
of turbulence, J. Stat. Phys., 80 (1995), 579-602.
[9] V. I. Bogachev, Measure theory. Vol. II. Springer-Verlag, 2007.
[10] N. Bourbaki, General Topology, Part 2, Hermann, Paris; Addison-Wesley Publishing Co., Read-
ing, Mass.-London-Don Mills, Ont. 1966.
[11] N. Bourbaki, E´le´ments de mathe´matique. XXV. Premie`re partie. Livre VI: Inte´gration. Chapitre
6: Inte´gration vectorielle. (French) Actualite´s Sci. Ind. No. 1281 Hermann, Paris 1959.
[12] A. Bronzi, C. F. Mondaini, R. M. S. Rosa, Trajectory statistical solutions for three-dimensional
Navier-Stokes-like systems, SIAM J. Math. Analysis 46 (2014), 1893–1921.
[13] A. Bronzi and R. Rosa, On the convergence of statistical solutions of the 3D Navier-Stokes-α
model as α vanishes, Discrete Contin. Dyn. Syst., 34 (2014), no. 1, pp. 19-49.
[14] M. Capin´ski, A statistical approach to the heat equation. Zeszyty Nauk. Uniw. Jagiellon´. Prace
Mat. no. 20 (1979), 111–133.
[15] M. Capin´ski, N. Cutland, A simple proof of existence of weak and statistical solutions of Navier-
Stokes equations, Proc. Roy. Soc. London Ser. A, 436 (1992), 1–11.
[16] M. Capin´ski, N. Cutland, The Euler equation: a uniform nonstandard construction of a global
flow, invariant measures and statistical solutions, Ann. Appl. Probab. 3 (1993), no. 1, 212–227.
56 ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
[17] D. Chae, The vanishing viscosity limit of statistical solutions of the Navier-Stokes equations.
II. The general case, J. Math. Anal. Appl. 155 (1991), no. 2, 460–484.
[18] V. Chepyzhov and M. Vishik, Attractors for Equations of Mathematical Physics, AMS, Collo-
quium Publications, vol. 49, 2000.
[19] I. D. Chueshov, Existence of statistical solutions of a stochastic system of von Ka´rma´n equations
in a bounded domain. Mat. Sb. (N.S.) 122(164) (1983), no. 3, 291–312.
[20] P. Constantin and C. Foias, Navier-Stokes Equations, Chicago Lectures in Mathematics, Uni-
versity of Chicago Press, Chicago, IL, 1988.
[21] C. Castaing, Le the´ore`me de Dunford-Pettis ge´ne´ralise´, C. R. Acad. Sci. (Paris), 258 (1969),
pp. 327–32.
[22] P. Constantin, C. Foias, and O. P. Manley, Effects of the forcing function on the energy spectrum
in 2-D turbulence, Phys. Fluids, 6, 427-429, 1994.
[23] P. Constantin, J. Wu, Statistical solutions of the Navier-Stokes equations on the phase space
of vorticity and the inviscid limits. J. Math. Phys. 38 (1997), no. 6, 3031–3045.
[24] P. Constantin, F. Ramos, Inviscid limit for damped and driven incompressible Navier-Stokes
equations in R2. Comm. Math. Phys. 275 (2007), no. 2, 529–551.
[25] N. Dunford and J. T. Schwartz, Linear Operators, I. General Theory, Pure and Appl. Math. 7,
Interscience, New York, 1958.
[26] R. E. Edwards, Functional Analysis. Theory and Applications. Holt, Rinehart and Winston,
Inc., New York, 1965.
[27] C. Foias, Statistical study of Navier-Stokes equations I. Rend. Sem. Mat. Univ. Padova 48
(1972), 219–348.
[28] C. Foias, Statistical study of Navier-Stokes equations II. Rend. Sem. Mat. Univ. Padova 49
(1973), 9–123.
[29] C. Foias, A functional approach to turbulence, Russian Math. Survey 29, no. 2, 293-326, 1974.
[30] C. Foias, What do the Navier-Stokes equations tell us about turbulence?, Harmonic analysis and
nonlinear differential equations (Riverside, CA, 1995), Contemp. Math., 208, Amer. Math. Soc.,
Providence, RI, 151-180, 1997.
[31] C. Foias, M. Jolly, O. P. Manley, and R. Rosa, Satistical estimates for the Navier-Stokes equa-
tions and the Kraichnan theory of 2-D fully developed turbulence, J. Stat. Phys. 108 (2002),
no. 3/4, 591–646.
[32] C. Foias, O. P. Manley, R. M. S. Rosa and R. Temam, Estimates for the energy cascade in
three-dimensional turbulent flows, Comptes Rendus Acad. Sci. Paris, Se´rie I, 333 (2001), 499–
504.
[33] C. Foias, O. Manley, R. Rosa and R. Temam, Navier-Stokes Equations and Turbulence, Ency-
clopedia of Mathematics and its Applications, Vol. 83. Cambridge University Press, Cambridge,
2001.
[34] C. Foias and G. Prodi, Sur les solutions statistiques des e´quations de Navier-Stokes, Ann. Mat.
Pura Appl. 111 (1976), no. 4, 307–330.
[35] C. Foias, R. Rosa and R. Temam, A note on statistical solutions of the three-dimensional Navier-
Stokes equations: The time-dependent case, Comptes Rendus Acad. Sci. Paris Ser. I 348 (3–4)
(2010) 235–240.
[36] C. Foias, R. Rosa and R. Temam, Properties of time-dependent statistical solutions of the
three-dimensional Navier-Stokes equations (Proprie´te´s des solutions statistiques des e´quations
de Navier-Stokes tridimensionnelles dans le cas e´volutif), Annales de l’institut Fourier, 63 no.
6 (2013), 2515–2573.
[37] G. B. Folland, Real analysis: modern techniques and their applications, Pure and Applied
Mathematics, 2nd ed., John Wiley & Sons, Inc., New York, 1999.
ABSTRACT FRAMEWORK FOR THE THEORY OF STATISTICAL SOLUTIONS 57
[38] U. Frisch, Turbulence, The legacy of A. N. Kolmogorov, Cambridge University Press, Cam-
bridge, 1995. xiv+296 pp.
[39] A. V. Fursikov, The closure problem for the Friedman-Keller infinite chain of moment equations,
corresponding to the Navier-Stokes system (English summary), in Fundamental problematic
issues in turbulence (Monte Verita, 1998), 17-24, Trends Math., Birkhauser, Basel, 1999.
[40] J. Golec, On Arsenev-type statistical solutions of differential equations with non-uniquely solv-
able Cauchy problems. Univ. Iagel. Acta Math. no. 30 (1993), 33–44.
[41] D. Ha˘ra˘gus¸, D., Statistical solutions for an abstract equation of Navier-Stokes type, An. Univ.
Timis¸oara Ser. Mat.-Inform. 37 (1999), no. 1, 73–84.
[42] J.O. Hinze, Turbulence, McGraw-Hill, New York, 1975.
[43] R. Illner and J. Wick, Statistical solutions of differential equations with nonuniquely solvable
Cauchy problems, J. Differential Equations 41 (1981), no. 3, 289–300.
[44] A. P. Kharchenko, On the existence of statistical solutions of a system of equations of magne-
tohydrodynamics. Differentsial’nye Uravneniya 18 (1982), no. 4, 673–682, 734.
[45] J. L. Kelley, General Topology, Graduate Texts in Mathematics, n. 27, Springer-Verlag, 1975.
[46] J. P. Kelliher, Infinite-energy 2D statistical solutions to the equations of incompressible fluids,
J. Dynam. Differential Equations 21 (2009), no. 4, 631–661
[47] S. Kim, Homogeneous statistical solutions of the magnetohydrodynamics equations. J. Math.
Anal. Appl. 225 (1998), no. 1, 1–25.
[48] O. A. Ladyzhenskaya, The Mathematical Theory of Viscous Incompressible Flow, revised English
edition (translated from the Russian by Richard A. Silverman). Gordon and Breach Science
Publishers, New York-London, 1963.
[49] O. A. Ladyzhenskaya, A. M. Vershik; Sur l’e´volution des mesures de´termine´es par les e´quations
de Navier-Stokes et la re´solution du proble`me de Cauchy pour l’e´quation statistique de E. Hopf.
Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 4 (1977), no. 2, 209–230.
[50] L. D. Landau and E. M. Lifshitz, Fluid Mechanics, Course of Theoretical Physics, vol. 6.
(Translated from the third Russian edition by J. B. Sykes and W. H. Reid). Pergamon Press,
Oxford, 1987.
[51] M. Lesieur, Turbulence in fluids, 3rd edition, Fluid Mechanics and its Applications, 40, Kluwer
Academic Publishers Group, Dordrecht, 1997, xxxii+515 pp.
[52] Lions, J. L., Quelques Me´thodes de Re´solution des Proble`mes aux Limites Non-Line´aires,
Dunod, Gauthier-Villars, Paris, 1969.
[53] Mondaini, C., An abstract framework for the theory of statistical solutions, D.Sc. Thesis, Insti-
tuto de Matema´tica, Universidade Federal do Rio de Janeiro, 2014.
[54] A.S. Monin and A.M. Yaglom, Statistical Fluid Mechanics: Mechanics of Turbulence, MIT
Press, Cambridge, MA, 1975.
[55] Mysior, A., A regular space which is not completely regular, Proc. Amer. Math. Soc., Vol. 81,
No. 4, 1981.
[56] E. Yu. Panov, On statistical solutions of the Cauchy problem for a first-order quasilinear equa-
tion, Mat. Model. 14 (2002), no. 3, 17–26.
[57] Prohorov, Y. V., Convergence of random processes and limit theorems in probability theory,
Theor. Probab. Appl., 1 (1956), pp. 157-214.
[58] M. Pulvirenti, J. Wick, On the statistical solutions of Vlasov-Poisson equations in two dimen-
sions. Z. Angew. Math. Phys. 36 (1985), no. 4, 508–519.
[59] Raha, A. B., An example of a regular space that is not completely regular, Proc. Indian Acad.
Sci., Vol. 102, No. 1, pp. 49-51, 1992.
[60] F. Ramos, R. Rosa and R. Temam, Statistical estimates for channel flows driven by a pressure
gradient, Phys. D 237 (2008), no. 10-12, 1368-1387.
58 ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
[61] F. Ramos, E. S. Titi, Invariant measures for the 3D Navier-Stokes-Voigt equations and their
Navier-Stokes limit. Discrete Contin. Dyn. Syst. 28 (2010), no. 1, 375–403.
[62] C. A. Rogers and J. E. Jayne, K-analytic sets, in Part 1 of “Analytic Sets”, Lectures delivered
at a Conference held at University College, University of London, London, July 16–29, 1978.
Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], London-New York,, 1980, pp.
1–181.
[63] R. M. S. Rosa, Theory and applications of statistical solutions of the Navier-Stokes equations.
Partial differential equations and fluid mechanics, 228–257, London Math. Soc. Lecture Note
Ser., 364, Cambridge Univ. Press, Cambridge, 2009.
[64] W. Rudin, Functional Analysis. Second edition. International Series in Pure and Applied Math-
ematics. McGraw-Hill, Inc., New York (1991).
[65] G. R. Sell. Global attractors for the three-dimensional Navier-Stokes equations. J. Dynam.
Differential Equations 8, no. 1, 1–33 (1996).
[66] L. S lawik, Note on some variational problem related to statistical solutions of differential equa-
tions in Banach spaces. Ann. Polon. Math. 93 (2008), no. 2, 171–176.
[67] S. I. Sobolev, Uniqueness theorem for statistical solutions of a nonlinear hyperbolic equation.
Uspekhi Mat. Nauk 38 (1983), no. 6 (234), 121–122.
[68] G. I. Taylor, Statistical Theory of Turbulence, Proc. Roy. Soc. London, Ser. A, 151 (1935), pp.
421–478.
[69] R. Temam, Navier-Stokes Equations. Theory and Numerical Analysis, Studies in Mathematics
and its Applications. 3rd edition. North-Holland Publishing Co., Amsterdam-New York, (1984).
Reedition in 2001 in the AMS Chelsea series, AMS, Providence.
[70] R. Temam, Navier-Stokes Equations and Nonlinear Functional Analysis, CBMS-NSF Regional
Conference Series in Applied Mathematics, 66, Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA, 1995.
[71] F. Topsoe, Compactness in spaces of measures, Studia Math. 36 (1970), 195–222.
[72] F. Topsoe, Topology and Measure, Lecture Notes in Mathematics, Vol. 133. Springer-Verlag,
1970.
[73] F. Topsoe, Compactness and tightness in a space of measures with the topology of weak conver-
gence, Math. Scand. 34 (1974), 187–210.
[74] O. A. Vasil’eva, Existence of a statistical solution of the Burgers equation. Vychisl. Metody i
Programmirovanie no. 38 (1983), 120–128.
[75] M. I. Vishik and A. V. Fursikov, Translationally homogeneous statistical solutions and individ-
ual solutions with infinite energy of a system of Navier-Stokes equations, Siberian Mathematical
Journal, Vol. 19 (1978), no. 5, 710–729 (Translated from Sibirskii Matematicheskii Sbornik,
Vol. 19, no. 5, 1005–1031, September-October 1978.)
[76] M. I. Vishik and A. V. Fursikov, Mathematical Problems of Statistical Hydrodynamics, Kluwer,
Dordrecht, 1988.
[77] M. I. Vishik, A. I. Komech, Statistical solutions of the Navier-Stokes and Euler equations. Adv.
in Mech. 5 (1982), no. 1–2, 65–120.
[78] K. Yosida, Functional analysis. Sixth edition. Grundlehren der MathematischenWissenschaften,
123. Springer-Verlag, Berlin-New York, 1980.
(A. C. Bronzi) Instituto de Matema´tica, Estat´ıstica e Computac¸a˜o Cient´ıfica, Uni-
versidade Estadual de Campinas, Campinas, Sa˜o Paulo, 13083-859, Brazil
(C. F. Mondaini) Instituto de Matema´tica, Universidade Federal do Rio de Janeiro,
Caixa Postal 68530 Ilha do Funda˜o, Rio de Janeiro, RJ 21941-909, Brazil.
ABSTRACT FRAMEWORK FOR THE THEORY OF STATISTICAL SOLUTIONS 59
(R. M. S. Rosa) Instituto de Matema´tica, Universidade Federal do Rio de Janeiro,
Caixa Postal 68530, Ilha do Funda˜o, Rio de Janeiro, RJ 21941-909, Brazil.
E-mail address, A. C. Bronzi: annebronzi@ime.unicamp.br
E-mail address, C. F. Mondaini: cfmondaini@gmail.com
E-mail address, R. M. S. Rosa: rrosa@im.ufrj.br
