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Introduction
C'est le deuxieme memoire des recherches sur les fonctions entieres qui se
reduisent a certains polynόmes. Dans le premier memoire [7], on a traite des
fonctions entieres de deux variables, de la classe (A) et de type (0, 2), et on a vu
qu'une fonction entiere satisfaisant aux conditions (BMtln)l\ m et n έtant entiers
positίfs, peut etre amenee par un automorphisme analytique de C2 au polynόme
x»ym ou bien a celui de la forme xn(xly+Pι^(x))m (/>!, P^OJΦO), oύ P^x)
est un polynόme en x de degre </— 1. En outre, on a annonce sans dέmonstra-
tion le fait que toute fonction entiere / de la classe (A) et de type (0, 2) peut se
mettre sous la forme f=Fof0 oύ F est une fonction entiere d'une variable et /0
est une fonction entiere de deux variables qui satisfait aux conditions (B
n m
) pour
certains entiers positifs n et m.
Apres que le premier mέmoire fut publie, de nombreuses recherches sur les
fonctions entieres de deux variables ont etc faites par Nishino2), Suzuki [8] et
Yamaguchi [9]. Surtout, Nishino(V) a indique que toute fonction entiere de la
classe (A) sc reduit a un polynόme. Dans ces recherches, les problemes qui
avaient etc laisses sans demonstration dans le premier memoire ont etc resolus
presque tous sous certaines conditions plus generates. II ne nous reste qu'a
montrer un theoreme que nous etablirons dans la section 3 pour les fonctions
entieres de la classe (A) et de type (0, n).
Le memoire actuel sera done consacre principalement aux recherches sur les
fonctions entieres de deux variables de la classe (A) et de type (0, 3). Le but est
aussi la determination des formes explicites de telles fonctions. Pour cela, il
s'agira, comme dans le memoire precedent, de former pour une fonction en
question une fonction adjointe distinguee qui nous conduira a la solution du
probleme.
Le memoire consiste en six sections. Dans la section 1, on rappellera
quelques rέsultats deja connus dont nous aurons besoin dans la suite. On
1) Voir[7] 229-300, 315.
2) Voir [51; (III), (IV).
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posera, dans la section 2, le probleme principal. On donne d'abord une table
de tous les types qui se deduisent de la formule de Suzuki [8]. On mettra sur
chaque type une marque d'existence ou d'inexistence. Dans la section 3,
on traitera en general des fonctions entiέres de la classe (A) et de type (0, n).
Dans la section 4, on trouvera les fonctions adjointes et etudiera leurs proprietes.
Dans la section 5, on montrera que les types a marque d'inexistence dans la table
qui n'existent pas en realite, ce qui est notre probleme central. Dans la derniere
section, on indiquera toutes les formes explicites des fonctions en question.
1. Preliminaires. Commenςons par rappeler quelques notions et resultats
deja connus.
1° Soit f une fonction holomorphe sur une variέte analytique complexe M a
deux dimensions complexes. Pour une valeur complexe a, S
a
 designe la surface
analytique donnee par f—a=Q dans M. Chaque composante irreductible de S
Λ
dans M s'appelle surf ace premiere de/avec la valeur α. Elle est dite d'ordre v si
/—a s'annule en elle avec Γordre v. Une surface irreductible dans M est dite
algebrίque de type (g, n) si sa normalisee est analytiquement homeomorphe a la
surface obtenue a partir d'une surface de Riemann compacte de genre g par
Γexception d'un nombre fini n de points.
Le theoreme suivant est du a Nishino(IV) et a Yamaguchi [10].
Theoreme 1. Soit f une fonction holomorphe sur une varίete de Stein M,
connexe et a deux dimensions complexes et soίt F
a
 la famίlle des surfaces premieres
algebrίques def. Supposons que F
a
 est de capacίte positive, c'est-ά-dire que Vensemble
des valeur s prises par fsur les surfaces appartenant a F
a
 est de capacίte logarithmique
>0. Alors, toute surface premiere de f est algebrίque. De plus, toutes les surfaces
premieres de f sauf celles qui appartίent a une famίlle de capacίte nulle ont meme
type (g, n}.
Ce theoreme nous permet de dire qu'une telle fonction est de la classe (A)
et de type (g, n).
2° Considerons, dans ce n°, le cas ou M est tout Γespace C2. Une fonction
entiere / non constante est dite primitive si Γon ne peut jamais se mettre/ sous la
forme f=φog, oύg est une fonction entiere de deux variables et Φ est une fonc-
tion entiere d'une variable qui n'est pas lineaire. Alors, toute fonction entiere /
peut se mettre sous la forme f=Fof0, ou/0 est une fonction entiere primitive et
F est une fonction entiere d'une variable. Cette fonction/0 est determinee uni-
quement pour/a une constante additive et un facteur constant pres.
D'apres Nishino(IV) et Suzuki [8], on a le
Theoreme 2. Soit f une fonction entiere primitive de la classe (A). Alors,
pour toute valeur complexe a sauf un nunibre fini d'elles, S
a
 est irreductible, non
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singuliere, d* or are tin et de meme type (g, n). Pour une valeur exceptee /5, Sβ consiste
en un nombre fini de surfaces premieres quί sont conjuguees deux a deux.
Les valeurs exceptees sont dites valeurs critiques de f et, pour toute valeur
critique β de/, S
β
 est dite surface critique de /. On dit qu'une fonction entiere f
se reduit a un polynόme si / peut mettre sous la forme/—Fopoφ, oύ F est une
fonction entiere d'une variable, P est un polynόme de deux variables et Φ est
un automorphisme analytique de C2. Alors, on peut enoncer un theoreme de
Nishino (V).
Theoreme 3. Toute fonction entiere de deux variables, de la classe (A) se
reduit a un polynόme.
3° Soit D un domaine multivalent etale au-dessus d'un domaine produit Δ x C
oύΔ: |#| <p et C: | & > | < c0, dans Γespace de deux variables complexes z et w.
Notons D(ά) la fibre dans D qui se trouve au-dessus de la droite complexe #—α.
Supposons que pour tout z dans Δ, D(z) est irreductible et qu'il y a un feuillet
de D qui contient une partie univalente etalee au-dessus d'un voisinage de la
droite complexe w=Q dans (Δ, C). Alors, d'apres Yamaguchi [11], on a le
Theoreme 4. Supposons que toute fibre D(z) est parabolίque et de genre 0 et
que D est une variete de Stein. Alors, il existe une fonction meromorphe φ0(zy w)
sur Z), sans point d'ίndeterminatίon, telle que la transformation definίe par z'=z, w'
=φ0(z, w) transforme D biholomorphiquement sur un domaine univalent dans le
domaine donne par \%'\<p, \w' < °°.
4° Soit M une variete analytique complexe compacte a deux dimensions. S'il
y a une application biholomorphe ξ de C sur une partie de M, la paire (M, ξ)
s'appelle compactification de C2. Considerons en outre une fonction entiere /.
Une compactification (M, ξ) de C2 est dite propre par rapport άf si A=M—ζ(C2)
est une surface analytique a une dimension dans M et si la fonction donnee par
f ζ"1 dans M'—£(C2) peut se prolonger en une fonction meromorphe / dans
toute M.
Nishino (V) a etabli le
Theoreme 5. Pour une fonction entiere f de la classe (A), on peut former une
compactification de C2 propre par rapport άf pourvu que f soit primitive.
A ce moment, on peut supposer sans restreindre la gέneralite que / n'admet
aucun point d'indetermination. Cela pose, / donne une projection analytique de
M sur la sphere de Riemann P\ d'une variables. Soient a
ί
(i=l, •••,?) les
valeurs critiques de/ et posons Δ=P\—- {al9 •••, aq, °°}. Alors, on peut former
M de maniere que/-1(Δ) soit localement trivial en tant qu'espace fibre topologique.
Quant aux groupes d'homologie, en vertu du fait que M—A est homέomorphe a
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C2, on obtient facilement les formules
(A) Hi(A) = Hj(M) j = 0 ,1 ,2
et
(A*) (^^  = 0,
oύ Hj(*) dέsigne le groupe d'homologie a coefficients entiers de *. Par suite,
chaque composante irreductible de A est rationnelle. De plus, en effectuant une
deformation convenable, on peut supposer, que les composantes irreductibles de
A satisfont aux conditions (B) suivantes;
1) Chacune d'elles est non singuliere.
2) Si deux d'elles se rencontrent, elles s'intersectent transversalement en un
seul point.
3) Trois d'elles n'ont pas de point commun.
4) Si "self-intersection number" d'une d'elles est — 1, elle intersecte au moins
trois autres.
Sous ces hypotheses, Ramanujam [6] et Morrow [3] ont determine toutes les
possibilites de A. Dans les diagrammes suivants dύs a Ramanjum et a Morrow,
chaque petit cercle represente une courbe non singuliere rationnelle, chaque
ligne represente un point d'intersection, et le nombre attachά a chaque cercle
est son "self-intersection number".
00°
(c)
l
r
 n 0 -n-l
Λ
5° Enfin, on considere "one-point-compactification" C2 de C2. Pour un en-
semble quelconque E de C2, on dέsigne par E la fermeture de E dans C2. Pour
une fonction entiere / de la classe (A) et de type (g, n), supposέe primitive, et
pour chaque valeur critique at de /(/=!, ••-, q), prenons un domaine 2ι doπne
par I f—at <p, ou p est un nombre r£el positif suffisamment petit pour que Γon
ait Σ? ΠΣ;— Φ quels que soient /φ /. Posons
hi = rang Ht(S«t) ,
a, =
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Alors, d'apres Suzuki [8], on a le
Thέorέme 6. On a les formules (C):
rang
2. Probteme. Dans cette section, bornons-nous au cas ou la fonction
envisagee / est une fonction entiere primitive de deux variables, de la classe (A)
de type (0, 3). Dans ce cas, la premiere formule du thάorέme 6 se rόduit a
(C') 2 = Σte+4) -
II s'ensuit que/admet au plus deux valeurs critiques et qu'il ne se presente que
six cas suivants:
^ = 0,4 = 2;
fl l = i , < / 1 = = o , < i 2 = l , < / 2 = 0;
#! = 0, 4 = 1, a2 = 1, ί/2 = 0;
βj = 0, 4 = 1, β2 = 0, d2 = 1 .
On peut supposer sans restreindre la genέralitέ que, si/ a une seule valeur critique,
celle-ci est 0 et, si / en a deux, elles sont 0 et 1 . On dέsigne les composantes
irreductibles de chaque surface critique S
Λ
 (α=0 ou 1) de/par S'
Λ
 et les ordres
de Si et ceux de S* par n> et mk respectivement. Alors, dans chacun des cas
precedents, une etude directe de la topologie de Γadhάrence dans C2 de la rόunion
des surfaces critiques determine les possibilitέs des types de leurs composantes
irrέductibles et des nombres de points d'intersection entre ces composantes. II
se prόsente 25 types, qu'on voit dans la table (D). Mais, quelques-uns d'entre eux
n'existent pas en rέalitέ. Dans la colonne I de la table, on trouve le nombre des
valeurs critiques de /; dans II le nombre des composantes irrέductibles de ses
surfaces critiques; dans III les types de ces composantes et la relation d'inter-
section entre elles: ( , )— ( , ) e t ( , )=( , ) signifient que les com-
posantes des deux cόtέs s'intersectent en un seul point et en deux points, re-
spectivement. Les marques O et X dέsignent respectivement Γexistence et
Γinexistence du type qui la porte.
Notre problέme de ce mέmoire est de savoir qu'il n'existe pas en realitέ de
fonctions de types portant la marque X dans la table et de determiner une
forme explicite de la fonction pour chaque type portant la marque O
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table (D)
No 1 II III existence
O 1 O2 O3
( 1 ) 1 Λ (0, 1)
( 2) 1 (0, 1)
( 3 ) 1 (0, 1)
( 4 ) i (0, i)-=r-rr
( 5 ) 1 j> 3 (0, 1)
( &\ 1 (f\ 1 \( Ό) i ^u, i;
( 7 ) 1 J (0, 1)
SJ
( 8) 1 ^ (0, 1)
( 9) 1 j 2 (0, 1)-
(0,1)
(Γ\ 1 \(υ» 1)
(0, !)-_
Γ.<°dbrr_
(0,2)
fΠ 1^
ίΌ 1 ^w» U
(0,3) O oύ 7/3-1
(C\ T\ Γ Λι r»Γι M - 1
— -(0, 1) O oύ 7/1-1
^(0,1) x
CO 2\ Π ou ^ ; / 1» ;/2)~~1 ouv
 '
 ; v
^ oύ //! 1
ίΌ ?"i ί~^ c\\\ (*ι ti \ 1
(f\ 1 \
S20
(0,2) O OU 7/! 1
<Ό 1 ϊvu> A;
So
(10) 1 1 (0, 1)
Si, 5§ 6
(11) 2 N (0, 1) (0,
(12) 2 (0, 1) (0,
(13) 2 (0, 1) (0.
(14) 2 (0, 1) (0,
(15) 2 V 2 2 (0, 1)— (0,
(16) 2 (0, 1) — (0,
(17) 2 (0, 1)— (0,
(18) 2 (0, 1)=(0,
(19) 2 (0, 1) = (0,
(20) 2 ^ (0,2) (0,
SJ
(21) 2 ^ (0,2)
(22) 2 (0, 2)
(23) 2 ' l i 2
 (Qj 2)
(24) 2 J (0, 2)
3) (0,
3) (0,
3) (0,
3) (0,
2) (0,
2) (0,
2) (0,
1) (0,
1) (0,
2) (0,
(0,
(0,
(0,
(0,
)<
i si
1) (0,3) O OU 7/2 - 77/2-1
1)— (0, 2) O Oύ 7/2^77/2^1
1) = (0, 1)
2) (0, 2) .) OU 7/2 77/t 1
1) (0, 2) '^  OU 7/2 77/2 1
1) = (0, 1)
2) (0, 2) O OU 7/0 -7T/!-!
1)=(0, 1)
2) (0, 2) x
2) (0, 2) x
5! SI
1) (0,3) O ou ,h 77/2 1
1) - — (0, 2) O OU 7/! 77/2 -1
1)=^=(0, 1)
2) (0,2)
O (j 0(j
(25) 2 1 1 1 (0, 2) (0, 2) x
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3. Fonctions entieres de type (0, n)
1° Avant d'aborder notre probleme, on va traiter gέneralement les fonctions
entidres de type (0, n). Soit / une fonction entiere primitive, de la classe (A)
et de type (0, n). D'abord, on voit le
Lemme 1. Soit a une valeur critique de f et soient S1, 52, les composantes
irreductibles de la surface critique S
Λ
 : f=a. Elles possedent les proprietes suivantes :
(1) Toute Si est de genre 0 et nan singuliere.
(2) Si deux d'elles se rencontrent, elles sy inter sectent transversalement en un
seul point.
(3) S" Π SJ Π Sk=φ pour trots indices distίncts.
(4) // riy a aucune chame circulaίre d'entre elles SΊ, ••• Sttn (ra>3) telle que
Γon ait S'*nS''*+1Φφ (k=ly •••, m— 1) et SimΓiS'^φ.
(5) Sin>3 et si Sl— ( U j^(Sj (Ί S")) est de type (0, w), alors Γordre de f en
Sl est 1.
Ces proprietέs dόcoulent immediatement des investigations topologiques : Si
elles ne possedent pas toutes les propriόtes (1)^(4), le genre d'tine surface non
critique 5Z; f=z voisίne de S# deverait etre plus grand que 0; si elles ne posse-
dent pas (5), Sz serait de genre >0 ou bien Sz aurait plus de n points frontieres.
2° Considerons maintenant une compactification (M, ξ) de C2 propre par rapport
a / et conservons les notations du 4° de la section 1 . Le prolongement / de /,
n'ayant aucun point d'indetermination, / est une application holomorphe de M
sur PI. Pour tout αePJ, dέsignons par C
a
 la fibre f~\a). Decomposons A=
M—ζ(C2) en ses composantes irreductibles A=( U Γ,) U ( U A;), oύ Γ, sont celles
qui ne sont contenues dans aucune fibre C
Λ
 et A} sont les autres. En effectuant
une modification si necessaire, on peut supposer qu' aucune des A
ί
 n'est excep-
tionnelle3). D'apres H1(A)=Oy on verra immόdiatement le
Lemme 2. Toute Γf est simplement connexe et intersecte C^ en un seul point.
Pour ίφj, Γ? et T j ne s* inter sectent pas ou bien ne ss inter sectent que sur CΌo.
Comme, pour toute valeur z non critique, la fibre C2 est irrέductible, non
singuliere et de genre 0, on voit, pour la meme raison que dans le lemme 1, que
les composantes irreductibles de la fibre C
Λ
 pour une valeur non rέguliere a de /
possedent les propriάtes (1)^(4) du lemme 1. De plus, on aura le
Lemme 3. Pour a^Plz1 CΛ est une fibre regulίere, pourvu que €« ne contίenne
pas de surface exceptionnelle.
3) Une courbe irreductible C dans M est dite exceptionnelle (de premiere espece) si C est une
courbe rationnelle non singuliere avec C2= — 1.
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/
En effet, posons C
Λ
=^^n-β^ en tant que diviseur, ou #
v
 sont les composantes
de C
a
 et n^ sont les ordres de zero de f—a en #
v
. Si /—I, on peut voir facile-
ment que ^=1, ce qui montre €# est rέguliere. Supposons /> 1, pour le reduire
a Γabsurde. Pour une valeur rέguliere #, le nombre d'intersection (C2 #v) s'annule
pour p=l, •••, / puisque Γon a C
z
n# ,~φ C
Λ
 etant linέairement equivalente a
C2, on a (CΛ 0.,)=0. DΌu, il vient ΛV(0Ϊ)+Σ Λμ(0μ 0v)=0. Done, on a (<9ξ)<H V
— 2, puisque Σ nμ(θμ. 0V) > 0 et que (^)Φ —1. D'autre part, d'apres la formule
^v
due i Kodaira19>, — ((C22)+(j^ C2))+l = ^ (C2)-0, oύ K est le diviseur cano-
nique de M et τr'(*) est le genre virtuel de *. D'oύ, on a K C2=K C€ύ=—2.
Par suite, en vertu de la meme formule, on en deduit
-2 = (K c.) = Σ«Λ* *v) = Σ«,(-2-(^)).
Ceci est impossible puisque (^)<— 2, ce qui montre le lemme 3.
Aucune composante de U Aj n'έtant exceptionnelle par hypothese, on a le
Corollaire. C^ est une fibre reguliere.
Soient ofj, •••, ctq les valeurs critiques de/. Alors, entre le nombre^> des Γ,
et les nombres ί7f—rang H2(SC6.)—1J introduits dans le 5° de la section 1, on a la
relation suivante:
Lemme 4. />=Σ?=ιβ* +l
En effet, soient α/(i=l, •••, )^ les nombres des composantes irreductibles de
C
Λ
., D'apres le lemme 3, on peut ramener M, par certains processus inverses de
Hopf convenables, itόres a'—I fois pour chaque i, a un espace fibre rάgulier M*
dont la base et la fibre sont biholomorphes a la sphere de Riemann. Un tel
espace fibre M* est une "rational ruled surface". D'apres Nagata [4] et le fait
que un processus de Hopf augmente le rang du groupe d'homologie de dimen-
sion 2 de 1, on voit que rang #2(M*)=rang H2(P1xP1)=2 et que rang H2(M*)
—rang H2(M)—^ (<*>'—1) D'autre part, on a
rang H2(A) - p+l+± (α/-*,--!).
ι = l
L'isomorphisme H2(A)^H2(M) entraine la relation voulue du lemme.
Chaque Γf consideree comme surface de Riemann έtalee au-dessus de P],
soit kj le nombre des feuillets de Γ,. Quant aux nombres dh dόfinis a la fin de
la section 1, en combinant ce lemme et la formule (C), on obtient les corollaires.
Corollaire 1. On a Γegalite
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Corollaire 2. Chacun des nombres dt est egal a la somme de tons les ordres de
ramification de Γ; (/=1, •••, p) aux points qui se trouvent au-dessus de αz.
Quant aux surfaces Γ
z
, on a le
Lemme 5. Γ, w'β aucun point singulier dans M — C^.
En effet, si Pon a Λ,= l, il n'y a rien a dire puisque Γ, est une section an-
alytique sur P\. Supposons done que Pon a kg> 1 et Γ, admet un point singulier
e dans M—C^. Alors, a=f(e) est une valeur critique de/. De plus, du lemme
2, Γ
z
 est irrέductible en e et les autres Γ; (i^pj) ne passent pas par e. En faisant
par processus de Hopf la reduction de singularity de Γ
z
 en ey on obtient une
nouvelle variέtό M' avec une application analytique ξ de M' sur M telle qu'a
M — ξ~\e) corresponde biholomorphiquement M — e. A ce moment, on peut
supposer que ξ~l(e)=J2 ^ satisfait aux conditions 1), 2) et 3) de (E) dans la
section 1 . Soit 7\ la courbe insώrάe par le processus final de la reduction et soit
Γ/ la courbe dans Mr correspondant a Γ f. Alors, Γ/ intersecte transversalement
T., en un seul point e' mais on a Γ/ Π T;— φ (/φί>). De plus, Tv intersecte au
moins deux de {T;} (7=!, •••, v — l ) et on a έvidemment (Tj)= — 1 et
Maintenant, on pose A'~ξ~\A) et on fait encore la reduction de tous les
points singuliers de A' ' . On peut supposer ici que la nouvelle surface analytique
A" satisfait aux conditions 1), 2), 3) et 4) de (B). Envisageons ici le diagramme
de A" . Posons A~ Γ, U A°. Dans le cas oύ e^A*, on peut voir facilement que
le diagramme de A" n jcst pas lineaire ou bien possede une partie de la forme
(*)
oύ λ>0, \j>2 (j=l, •••, s-\-t) et ί>0, t>0. Ceci est en contradiction avec les
rόsultats de Ramanujam et de Morrow.
En suite, supposons que Pon a e^A°. Soit A* une composante connexe de
AΓ[C
Λ
 qui contient e et on a Γ, Π^*—e. D'apres flΓ1(^4)=0, on a Γ, Π^*=Φ
(/Φι). En raisonnant comme dans le lemme 3, pour chaque composante irreduc-
tible ^4* de ^3*, on a (^iy2) < —2. D'oύ, on peut aussi conclure que le diagramme
de A" a meme caractere que celui du cas precedent, contrairement aux resultats
de Ramanujam et de Morrow. Le lemme a έtέ done demontrό.
On remarque ici que les lemmes 2 et 5 sont valables pour toute function
entiere primitive de la classe (A) et de type arbitraire.
3° D'apres ce que Pon a vu jusqu'ici, nous allons montrer le thέoreme suivant
qui est le but principal de cette section: Soit/une fonction entiere de la classe
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(A) et de type (0, n).
Theorέme A. Si, pour toute valeur complete a, la surface S
Λ
 definίe par
f=cx est irreducible, alors f doit etre de type (0, 1).
En effet, par hypothese, toute S
Λ
 est non singuliere et Γordre un et, du lemme
4, on a/>— 1. Par suite, si Γon a, de plus, #— 1, le theoreme se reduit a celui qui
a ete obtenu par Suzuki. On suppose done <?>!. Ceci pose, on a evidemment
n>3. Considerons une compactification (M, ζ) de C2, propre par rapport a /.
En vertu du theoreme de Yamaguchi, on peut la former de maniere que A—M
— ζ(C2) consiste justement en deux composantes irreductibles Γ et C^, Γ etant
celle qui s'etale au-dessus de Pi et C^ etant la fibre de M au-dessus du point a
Γinfini de P\. Alors, C
m
 est non singuliere et rationnelle. On a (Coo2)— 0. Γ
est aussi rationnelle et n'a pas de point singulier en dehors de C
c
 . De plus,
Γ Π Cc* consiste en un seul point e^, qui peut etre un seul point singulier de Γ.
Maintenant, effectuons v fois de processus de Hopf au point e^ de maniere
que la nouvelle surface analytique A! ', qui est Γimage inverse A par cette modi-
fication, satisfasse aux conditions 1), 2) et 3) de (B). Soient Γ7 et CO/ les com-
posantes irreductibles de A' auxquelles correspondent Γ et C^ respectivement.
Voyons d'une faςon plus precise la structure de A '. Pour cela, prenons un
systeme de coordonnees locales (%19 %2) au voisinage de e^, oύ on peut prendre
j3r
ι
=l// Soit 9^00 une function holomorphe qui definit A au voisinage de e^ et
qui se developpe en serie de la forme
oύ (α, έ)Φ(0, 0), m>0 et les termes non ecrits sont de degr6>m. On discerne
ensuite les trois cas suivants :
(1) Dans le cas oύ e^ n'est pas un point singulier de Γ, on peut supposer que
<7>oo est de la forme
D'oύ, on voit facilement que le diagramme de A est
Ύt (
-2 -2
n—\ composantes
oύ λ=(Γ/2) et w>3. Ceci contredit les resultats de Ramanujam et de Morrow.
(2) Dans le cas oύ e^ est un point singulier de Γ et b=Q, on verra aussitόt que
la situation est la meme que dans le lemme 5 puisque Γon a (C^2)<—2, ce qui
est aussi en contradiction avec les resultats de Ramanujam et de Morrow.
(3) Le cas oύ eM est un point singulier de Γ et όΦO se ramene a un des deux
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cas precedents. En effet, en train de la modification, on arrive a une situation
intermediate, oύ Γimage inverse A* de A possede la structure suivante: A* se
decompose en ses composantes irreductibles ./ϊ*—Γ* U T1* U ••• U Tf U CΪ, Γ* et
C* etant les courbes correspondant a Γ et a CΌo respectivement Tf U ••• U Tf U
C* satisfait aux conditions 1), 2), 3) de (B) et son diagramme est
T* Γf C*
-1 -2 -2 -2 -1
Γ* ne rencontre celles-ci qu'en un point e* de Γ* qui n'appartient pas a Γ*_ι
Γ* et T* ont le meme tangent en e*. A partir de cette situation, en reduisant
successivement C*, Γf, •••, T$_ι a un point par processus de Hopf inverses, on
aboutit au cas (1) ou bien au cas (2), ce qui complete la demonstration du
theoreme.
4. Fonctions adjomtes. Comme on a vu dans le premier memoire,
Γidee fondamentale pour etudier les fonctions entieres/de type (0,2) est de trouver
une fonction qui possede des proprietes plus simples que / et qui nous amene a
la determination explicite de/. Cette idόe est aussi valable pour le cas de type (0,
3). Dans cette section, nous nous proposons done de construire une fonction
adjointe distinguee a / pour chaque type. Une fois que Γon trouve une telle
fonction, on peut dέterminer la forme explicite de / comme on le verra plus tard.
Soit donnee une fonction entiere primitive /, de la classe (A) et de type
(0, 3), et conservons les notations dans les sections 2 et 3. D'apres la formule
due a Suzuki, nous avons exposέ dans la table les possibilites de la structure
des surfaces critiques de/. Le lemme 1 et le Theoreme A de la section precedente
montrent immέdiatement qu'aucun des types (4), (7), (10), (13), (16), (18), (19),
(23) ni (25) n'existe en realite. De plus, on verra dans la section suivante qu'il
n'existe aucun des types (9), (20) et (24). Dans la section actuelle, nous nous
bornons aux types diίferents de ces premiers neuf types inexistants.
Quant aux ordres de / en les surfaces premieres critiques, on a d'apres
Γenoncέ 5) du lemme 1 les egalites suivantes:
n3 = 1 pour les types (1), (2), (3);
n2 = m2 — 1 pour les types (11), (12), (15);
n2 = 1 pour les types (14), (17);
m2= 1 pour les types (21), (22).
Soit D la partie de C2 obtenue par Γ exception de toutes les surfaces critiques
de/. D'apres le theoreme 4 de Yamaguchi, on peut trouver, pour toute valeur
ordinaire de /, un domaine ^  dD defini par | f—a\ < p, p > 0 etant assez petit, et
une fonction holomorphe φ dans *Σ de telle maniere que toute surface ordinaire
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Sβ'f—β de / dans 2 soit transformee par φ biholomorphiquement sur le do-
maine C—{0, 1}. Cette fonction φ peut se prolonger analytiquement sans
s'arreter dans D. Dόsignons par φ la fonction prolongee & partir de φ autant
que possible dans D. φ peut etre uniforme ou multiforme.
Considόrons une compactification (M, ζ) de C2, propre par rapport a/. Les
notations όtant celles de la section prέcedente, en vertu du lemme 4, on a p=^Z
pour les types (1), (2), (3), (5), (6), (11), (12), (14), (15), (17) et (20). Ceci signifie
que les surfaces Γt (i— 1, 2, 3) sont des sections analytiques globales de M au-
dessus de P*, ce qui montre que, pour ces types, φ est uniforme et mέromorphe
dans tout C2. Pour les autres types (8), (9), (21), (22) et (24), on a ρ=2. II y
a alors deux surfaces Γ, (ί=l, 2), Γune, soit Γj, est une section analytique de M
au-dessus de PI et Γautre, soit Γ2, est topologiquement equivalente a la surface
de Riemann de la fonction #1/2, d'apres le corollaire 2 au lemme 4. <p est done
biforme dans tout C2 et son domaine d'existence R coincide έvidemment avec
celui de la fonction /1/2. D'ailleurs, φ n'admet pas d'autres singularites que des
poles sur R.
On va όtudier d'abord quelques propriόtes genέrales de φ.
Propriete 1. Prenons, pour une surface critique Si def(i=Q ou \\un domaine
Σ/ donne par \ f—ί |<p(0<ρ<l) et supposons que chacune des branches de φ soit
uniforme dans 2, Alors, elle n'est pas constante sur une composante irreductίble
SS de Si si et seulement si la partίe S/ de St
f
 obtenue par Γexception des points
singulίers de S{ est de type (0, 3). S'il en est ainsi, la branche de φ se reduίt sur
chaque composante irreductίble de S{ differente de S/ a une constante egale a quel-
qu'une des valeurs 0, 1 et oo.
En effet, si S/ est de type (0, 3), Γordre de/ en S{ est 1 d'apres 5) du lemme
1. Done, 2/ satisfait aux conditions du thέoreme 4, ce qui nous permet de
prendre une fonction φQ donnee dans ce thάoreme. Alors, la restriction de φ έ
SI n'est pas autre chose que la transformee par une homographie de la restriction
de φ0 a S/ et par suite elle n'est pas constante. Inversement, si elle n'est pas
constante, il est έvident que S/ ne peut etre ni de type (0, 1) ni de type (0, 2).
La seconde assertion est aussi bien όvidente.
Proprίetέ 2. Supposons que φ est uniforme dans tout C2. Alors, φ prend au
moίns deux valeurs constantes parmi 0, 1 et oo sur les composantes irreductibles des
surfaces critiques def.
Car, φ ne prend aucune des valeurs 0, 1 et oo dans D et, pour toute valeur
complexe a (ΦO, 1, oo), la surface analytique donnee par φ—α=0 dans D est
irreductible.
Maintenant, supposons qu'une surface critique St de / consiste en deux
composantes irreductibles de type (0, 2) telles que Γon ait S} Γ\S2t=^φ. Alors,
d—Q. D'apres le corollaire 2 au lemme 4, chacune des branches de φ est uni-
forme dans le domaine 2,.; /— αt | <ρ (0<p<l). Par suite, la propriete 1
montre que φ est constante sur chacune des Si et *S2. De plus, on a la
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Propriete 3. Chaque branche de φ prend sur S] et sur S2 deux valeurs differ entes
Γune de V outre, parmi 0, 1 et oo.
En effet, soient a et b les valeurs de φ sur S] et sur S2t respectivement et
supposons, pour le reduire a Γabsurde, qu'elles sont differentes, par exemple, de
0 et de oo a la fois. En general, on a Γegalite
oύ H est le 2-cycle donne par | z— ί | = — p, | w \ =-- et muni de Γorientation ha-
bituelle, et l.(j=l, 2) sont des nombres entiers positifs tels que la fonction
Φ~(φ~a)lι(φ—b)lzl(f—ί)φ so it holomorphe dans ^ . Or, en vertu de la relation
#2(Σ«)=0 due a Suzuki, on a Γegalite (( Φ df /\dφ= 0, oύ H* est Γimage
J JH*
inverse de H par la transformation donnee par #=/, w=^φ. C'est Γabsurde, ce
qui dέmontre Γέnonce.
Lorsque φ ne prend pas toutes les valeurs 0, 1 et oo dans C2, on peut
supposer, en faisant une transformation lineaire rationnelle de φ qui permute
0, 1 et oo, que φ est une fonction entiere.
A) Cas oύ φ est uniforme.
a) Types (1), (2) et (3). Pour ces types, /admet une seule valeur critique 0 et
sa surface critique S0 consiste en trois composantes irreductibles. De plus,
SI— {S3Q Π So, S% Π S20} est de type (0, 3). D'apres les proprietes 1 et 2, φ n'est
pas constante sur Si et prend sur SI et sur SI deux valeurs constantes, distinctes
Γune de Γautre, parmi 0, 1 et oo . On peut done supposer que φ est holomorphe
dans tout C2 et prend la valeur 0 sur SI et la valeur 1 sur So, en faisant si
necessaire a φ une transformation lineaire rationnelle qui permute 0, 1 et oo.
On dέsigne par φ la fonction φ ainsi normalisee et on Γappelle fonction adjointe
distinguee a/. Alors, on observe facilement que
La fonction adjointe φ a f est primitive, de la classe (A) et de type (0, 1).
b) Types (11), (12) et (15). Pour ces types, / admet deux valeurs critiques 0
et 1 . Ses surfaces critiques S0 et Sl consistent respectivement en deux compo-
santes irreductibles S0(ί=l, 2) et Si (ί=l, 2). De plus, S^--(S^ΠSJ) et SI —
(SI Π S\) sont de type (0, 3) toutes deux. Done, comme precedemment, on peut
supposer que φ est holomorphe dans tout C2 et prend la valeur 0 sur So et la
valeur 1 sur S\. On la designe aussi par φ comme fonction adjointe distinguee
a /. Alors, on voit que
La fonction adjointe φ a f est primitive, de la classe (A) et de type (0, 1).
c) Types (5) et (6). Pour ces types, / admet une seule valeur critique 0 et sa
surface critique S0 consiste en trois composantes irreductibles SJ, So et So. En
vertu des proprietes 1 et 2, φ se reduit a une constante sur chaque So et prend
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sur elles au moins deux valeurs parmi 0, 1 et co. Je dis ici que φ ne pent prendre
sur ces SO toutes ces valeurs 0, 1 et °°.
En effet, supposons que φ prenne toutes ces valeurs; par example, 0, 1 et oo
sur So, sur So et So respectivement, ce qui ne diminue pas la gέneralite. Pour
le type (6), ceci est impossible, puisque SiΠSoΦφ et SjJ (ΊSo=φ (ι'=l, 2).
Done, on se borne au type (5). Designons par st (ί=l, 2, 3) les ordres de zero,
d'un et de pole de φ en So respectivement et par D* Γimage de D par la trans-
formation T
c
 donnee par: #=/, w—φ. Maintenant, traςons, pour chaque So,
une courbe fermee St suffisamment petite qui entoure SJ une et une seule fois
et munissons δ, de Γorientation de telle maniere qui Γimage de δ, par / entoure
Γorigine dans le sens positif. Alors, Γimage de Sl par φ et celle de δ2 entourent
respectivement 0 et 1 aussi dans le sens positif, mais celle de δ3 est en sens in-
verse. Soient /3, fγl et 72 l
es
 cycles dans Z)*, orientes dans le sens positif et donnes
respectivement par \z\——, «J=«;0(α;0Φθ, 1); par #==#0(#0ΦO), \w\=— et par
1 4
Z=ZQ, \w—l I =V. Notons δf (i=l, 2, 3) les images de δ
z
 par T
€
. On obtient
aussitόt les relations
oύ — signifie Γ equivalence d'homologie dans D* et nt est Γordre de / en Sί> (ί=l,
2, 3). D'une part, on a
s, 0
D'autre part, quels que soient les entiers vt(i=l, 2, 3), il y a une fonction mero-
morphe F qui admet les zeros avec Γordre vl en So (ou les pole d'ordre | vt en
So si v, <0). II s'ensuit que le determinant doit etre un, contrairement a Γinegalite
precedente. Done, Γenonce a ete demontre.
Ce que nous venons de demontrer nous permet de supposer que φ est holo-
morphe dans tout C2. Evidemment, elle est de type (0, 2) et primitive. De plus,
elle prend les valeurs 0 et 1 sur quelques deux des So (ί'=l, 2, 3). Voyons pour
chaque type de quelle faςon elle les prend.
c
ι) Type (6). Comme on a So Π SoΦφ, on peut supposer que φ prend la valeur
0 sur SJU So et la valeur 1 sur Si. Designons cette fonction φ ainsi supposee
par φ comme fonction adjointe distinguee a /. φ admet la valeur critique 0 et on a
nl s 0
n2 t 0 = nj—n2s = ± 1 ou s et t sont respectivement les ordres de φ en
w3 0 1
i et en So. De la, on voit que
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c2)
La fonction adjointe φ a f est de type (0, 2) et satisfait aux conditions (BSft) ou
, ί>0, n1t—n2s= ±l.
Type (5). On discerne deux cas suivants.
1) φ ne prend que les valeurs 0 et 1 sur les So (ί=l, 2, 3). Dans ce cas,
on peut supposer que φ prend la valeur 0 sur SJ. Designons cette fonction par
φ comme fonction adjointe distinguee a /. La valeur 0 est aussi une valeur
critique de φ puisque SJ est de type (0, 1). Par suite, φ prend la valeur 0 sur
Γune des So et So, soit SI. Alors, cette φ a memes proprietes que celle au cas
(Cι)
2) φ prend une valeur differente de 0 et de 1 sur quelqu'une des So (ι=l,
2, 3). Soit a cette valeur. Alors, a est une valeur critique de φ puisqu'il existe
une surface premiere d'ordre un de φ avec la valeur a dans D. Par suite, SJ est
une surface premiere de φ avec la valeur a puisque SJ est de type (0, 1). De
plus, on peut supposer que φ prend la valeur 0 sur So et la valeur 1 sur SI. On
0 0
!=±1. Par suite, Γordre n
γ
 de / en SJ doit etre 1.a aussi
Maintenant, prenons la fonction φ=φ—a comme fonction adjointe distinguee
au cas actuel. Evidemment, elle est de type (0, 2) et satisfait aux conditions (BltS),
ou s est Γordre de φ en SJ. On en conclure, dans le cas (c2), que
La fonction adjointe φ satisfait aux conditions (B
st) ou nlt—n2s=±\, ί>0,
t>0 ou bien aux conditions (BltS). Dans le deuxίeme cas Γordre nγ de f en SJ est 1.
d) Types (14) et (17). Pour ces types,/ admet deux valeurs critiques 0 et 1 et
ses surfaces critiques S
z
 (ί=0, 1) consistent chacune en deux composantes irre-
ductibles S] et Sf. Et la fonction φ est non constante sur So mais constante sur
les autres. De plus, en vertu des proprietes 1 et 3, en raisonnant comme dans
c), on peut supposer que φ est holomorphe dans C2 et prend la valeur 0 sur SJ.
Ceci pose, φ prend la valeur 0 sur Γune des S\ et Si, soit Si, et la valeur 1 sur
Γautre, soit Sf. On prend la fonction ainsi normalisee comme fonction adjointe
distinguee a/et la designe aussi par φ. On observe immediatement que φ est
primitive et de type (0, 2). Soient s et t les ordres de φ en SJ et en SJ. Alors, on a
0
0
m\
m2
= s m
Λ
 = 1
comme precedemment.
On en conclut que
La fonction adjointe φ satisfait aux conditions \
ct que
Uordre m
γ
 de f en S\ est 1.
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B) Cas oύ φ est biforme.
La fonction φ est biforme dans le cas oύ le type de / est (8), (21) ou (22).
D'apres la faςon meme dont on a obtenu φ, on peut supposer que deux branches
φ.(i~ly 2) de φ satisfassent a Γegalite φ\ φι—\. Ceci pose, φ prend identique-
ment la valeur 1 ou la valeur —1 sur la surface de ramification du domaine
d'existence R de φ. Par suite, en vertu de la propriete 1, φ devient constante
sur chaque composante irreductible de S0.
Introduisons ici la fonction Λ/Λ donnee par Λ/Γ——(φ^φ^Z). Evidemment,
Λ/Γ est uniforme et meromorphe dans tout C2. Pour une valeur # (φO, 1), la
restriction de Λ/Λ a S
a
 fait correspondre a S
Λ
 biholomorphiquement la surface
obtenue a partir de la surface de Riemann de la fonction \/u(u—l) par Γexcep-
tion des points au-dessus de u=l et oo. On observera alors que ψ est primitive
et de type (0, 2). En outre, elle ne prend pas la valeur 1 dans Z), et il y a une
surface premiere T0 de -ψ avec la valeur 0 qui figure dans D. II est clair que Λ/Γ
est d'ordre 2 en T0.
e) Type (8). Pour ce type, f admet la seule valeur critique 0 et sa surface
critique S0 consiste en deux composantes irreductibles; Γune Si est de type (0, 1)
et Γautre SI de type (0, 2). On a SiΓ\Sl=φ et (nlt n2)= 1. Ici, on discerne
encore deux cas suivants.
1) Dans le cas ou n
λ
 et n2 sont impairs tous les deux, Λ|Γ est holomorphe
dans tout C2, puisque R se ramifie au-dessus de Si et de S%. En vertu des pro-
prietes generates des fonctions entieres de type (0, 2), Λ/Γ prend la valeur 0 sur SI
et la valeur 1 sur SI. On prend done ι|r elle-meme comme fonction adjointe
distinguee a/. Soit s Γordre de zero de Λ/Γ en Si. Alors, s est impair putsque
Λ/T est primitive et que Γordre de T0 est 2.
D'ou, on conclut que
La fonction adjointe -ψ est de type (0, 2) et satisfait aux conditions (B2 s), ou s
est impair.
2) Dans le cas ou Γun des n
λ
 et n2 est pair, dέsignons a nouveau par n' Γun
des W j et n2 qui est pair et par n" Γautre, qui est necessairement impair; et par Sf
et S" respectivement les composantes irreductibles de 50 correspondant & n' et
arc".
D'abord, on peut dire que
La surface analytique S' dans R, qui se trouve justement au-dessus de 5", se
decompose en deux composantes irreductibles 5/ et S2 et φ prend la valeur 0 sur
Γune de ces composantes et la valeur °o sur Γautre.
En effet, supposons d'abord que §' soit irreductible ou bien φ prenne une
meme valeur sur les S/ et S2 . Alors, -ψ prendrait la valeur 0 ou 1 sur S' pu-
isque Γon a φ
λ
 φ2— 1. Par suite, ψ serait holomorphe dans tout C
2
. De plus, par
un calcul facile, Γordre de ι|r en S' serait pair, ce qui est impossible puisque \]r est
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primitive et de type (0, 2) et que Γordre de ijr en T0 est aussi pair. Le meme rai-
sonnement montre qu'il est impossible que les valeurs de φ en 5/ et en S-l
soient finies toutes les deux. Done, Γenonce a ete dέmontre.
II suit de la que -vjr prend la valeur oo sur S' .
Je dis ici que
Λ/Λ prend la valeur 0 sur S" .
En effet, R se ramifiant au-dessus de S", la valeur de Λ/Λ sur S" est 0 ou 1.
Supposons qu'elle prenne la valeur 1 sur S". Soit R' la partie de •/? etalee
justement au-dessus de D et soit Z)* Γimage de /?' par la transformation 71,,
donnee par: z'=f1/2, w=φ. Traςons autour de *§/, de S/ et de S", trois courbes
fermees orientees δ1? δ2 et δ3 sur R
f
 ', une autour de chacune, de la meme maniere
que dans le cas (c). On suppose que φ prend la valeur 0 sur S/. Soit s Γordre
de φ en S/. Alors, les images de Sl et δ3 par φ ont aussi sens positif, mais
Γimage de δ2 est en sens inverse. Decrivons β,
 r
γl et J2 les cycles dans Z)*,
orientes dans le sens positif et clonnes respectivement par \z\ — 1, w— z<;0(&;0Φθ,
1); 3=#0(#0Φ1), | ω | = - — ;#=;sr0, | ω— 1| = — . Soient δf(i=l, 2, 3) les images
de δ
z
 par Γ^. On aura aussitόt les relations S¥~~—β+sγl9 8f^—β—s(
y ou t est 1'ordre de φ en S" dans Λ. D'autre part, posons d=(sy t)
et prenons deux entiers V et I" de maniere que Γon ait slf -\-tl" — d. Alors, il y
a une fonction meromorphe F dans C2 qui s'annule sur S' avec Γordre I' et sur
5" avec Γordre I" et qui est holomorphe et non nulle dans Z). Posons F*—
jP jΓ Γ1. Alors, par un calcul facile on voit que Γordre de zero de jF* a la droite
analytique ^x~0 est 2dl(sn'-{-tn"). D'autre part, on a evidemment sn/Jrtnf/>Zd.
Ceci est Γabsurde puisque Γordre de zero de F* est entier. Done, Λ|T prend la
valeur 0 sur S".
Ici, posons ^=^/(^—l). Cette fonction \|/ est holomorphe dans tout
C2. Par suite, on a 5J— 5r/ et So^S7. On prend Λ// comme fonction adjointe
distinguee a/. Soit s Γordre de Λ/Γ en S/. ί est aussi impair. Alors, on en
conclut que
La fonction Λ|Λ' est primitive et de type (0, 2) et satisfait aux conditions (B2tS)
pour un certain entier impair s.
Maintenant, on va etudier quelques proprietes de /, pour le type actuel (8),
au moyen de la fonction φ. Considerons encore une fois la transformation T
e
de R dans Γespace (#', tv). φ prend la valeur —1 sur S\ et Γordre n
λ
 de/en *SJ
est impair. On a done la relation δf ^ n
λ
β. D'autre part, il y a une fonction
entiere F(xy y) qui s'annule seulement sur So avec Γordre 1. Ceci montre que
Uordre n
λ
 de f en SI doit etre I .
f ) Types (21) et (22). Pour ces types, /admet deux valeurs critiques 0 et 1 et
sa surface critique S0 est irreductible, mais son autre surface critique S1 consiste
en deux composantes irreductibles S\ et Si. De plus, R se ramifie seulement
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au-dessus de S0 et par suite φ prend sur la surface S0 de R au-dessus de S0 la
valeur constante 1 ou — 1. Je dis que
φ y prend la valeur 1.
En effet, le raisonnement de la section 7 du memoire precedent montre
qu'on peut trouver un entier positif s et un polynόme a d'une variable de degre
<s—1 tels que la function Φ = — -^—'- devienne non constante sur 50. Pour
#'ΦO assez voisin de 0, la restriction de Φ a la surface dans R definie par/1/2=#'
fait correspondre a cette surface biholomorphiquement le domaine C— {—#(#')
/(#')% (1—<x(z'))I(%')*} - Si a n'est pas la constante 0 ni la constante 1, les points
—a(^)l(%r)s et ([ — a(z'))l(z'}s tendent vers oo quand -s'tend vers 0, ce qui montre
que la restriction de Φ a SQ fait correspondre a S0 biholomorphiquement le plan
entier C. Comme S0 ainsi que SQ sont de type (0, 2), a doit etre la constante 0
ou la constante 1. Or, φ est 1 ou — 1 sur SQ. DΌύ, φ prend la valeur 1 sur S0.
Par suite, on voit que
ψ prend la valeur 1 sur S0.
φ n'etant pas constante sur chacune des surfaces au-dessus de 5ί, φ prend
Γune des valeur 0, 1, °o sur chacune des surfaces au-dessus de S\. DΌu, -ψ-
prend 1 ou °° sur S\. On va montrer que
-ψ prend la valeur oo sur S\.
En effet, sinon, α|r serait holomorphe dans tout C2. Par suite, en vertu d'une
propriete generate des functions de type (0, 2), -ψ* prendrait la valeur 0 sur S\
puisque S\ est de type (0, 1), contrairement a ce qu'on vient de dire.
Ici, introduisons une nouvelle fonction α/r^= fs/2 oύ s est un entier
φ — 1
positif impair. On suppose ici que ψ>
s
 prend la valeur 1 sur S\. Evidemment,
elle est uniforme et meromorphe dans tout C2. A chaque surface ordinaire S
Λ
de / correspond biholomorphiquement, par la restriction de Λ/ΛS a SΛ9 le domaine
C— {as/2y — a3/2} j C etant le plan d'une variable complexe. Je dis d'abord que
// existe un nombre entier s tel que ψ
s
 ne soit pas constante sur S0.
En effet, designons par t Γordre de zero de φ en *S0, et considerons la fonc-
tion -ψ j ou ψ
ί+1 suivant que t est impair ou non. -ψ^ est non constante ou bien
constante non nulle sur 50, mais ι|rί+1 est toujours constante nulle sur S0. Ici,
supposons, pour le reduire a Γabsurde, que t est pair ou bien que t est impair
mais ^Jrt est constante sur S0. Alors, comme precedemment, la fonction ψt/f1 ou
λfft+1lfl est non constante sur S0. Dans le premier cas, ceci est directement
Γabsurde. Dans le deuxieme cas, ou t est pair, -ψ
ί+1//
/
 n'est pas autre que i/r i+1_2/,
qui est la constante infinie sur SJ. C'est aussi Γabsurde, ce qui demontre
Γenonce.
Considerons une fonction ψ
s
, qui est non constante sur 50. Elle est holo-
morphe dans tout C2. On indiquera de plus que
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On a s=l.
En effet, soit Γ* la transformation donnee par z=f, u~^
s
 et soit Δ la
partie de C2 donnee par Γexception de S\. Alors, a Δ correspond holomorphique-
ment par Γ* la partie de Γespace de (#, u) donnee par Γexception de la surface
analytique y^: u2—#s=0. Et, S\ est envoyee au point (1, 1). Regardons Γespace
de (z, u) comme une partie de PzxPu, oύ P designe la sphere de Riemann d'une
variable. Cela pose, en effectuant une modification convenable pour PzxPu au
point (1, 1) on obtient une compactification de C2 propre par rapport a/. Done,
d'apres le lemme 5, 2 ne peut admettre aucun point singulier. Ceci signifie
certainement que Γon a s=l. L'enonce a etc done dέmontre.
La fonction ^  est evidemment primitive et de type (0, 2). On prendra la
fonction ψ *=Λ|r1—-1 comme fonction adjointe distinguee a/. On en conclut que
La fonction adjointe Λ/Λ* est primitive et satisfait aux conditions (B
λ t\ oύ t est
Γordre de zero de Λ/T* en S\.
Enfin, posons Ψ = (ψ1)2—/. Cette fonction Ψ est alors primitive et de type
(0, 1). De plus, on peut voir facilement que
Ψ est une fonction adjointe a ι|r* qui satisfait a la relation ψ—(i/r*-(-l)2—/.
5. Inexistence des types (9), (20) et (21). Dans cette section, on verra
qu'aucun des types (9), (20) et (21) n'existe en realite. Conservons les notations
φ, ι|r, -ψΊ et Λ, introduites dans la section prέcedente.
g) Type (9). Pour ce type, la situation est presque pareille a celle pour
le type (8), mais SI et SI s'intersectent transversalement en un point. Comme
on a p=2, φ est biforme dans C2. Pour chaque /—I, 2, la surface analytique
So dans R situee justement au-dessus de S0 est irrέductible. En raisonnant
comme dans (e), les valeurs de φ prises sur les So et So sont constantes et egales
a 1 ou — 1. De plus, ces valeurs sont identiques puisque φ est holomorphe sur
R et que Γon a So Π SoΦφ dans R. II s'ensuit que ψ devient holomorphe dans
tout C2 et prend meme valeur sur les So et So. C'est evidemment Γabsurde
puisque Λ|Γ est primitive et de type (0, 2), et qu'elle admet une surface primitive
avec la valeur 0 d'ordre 2 dans D. On en conclut qu'il n'existe pas de fonction
du type (9).
h) Type (20). Pour ce type, la situation est presque pareille a celle pour
le type (14); p=3 et S] Π 52 —φ (/=!, 2) mais les composantes Si sont de type
(0, 2) toutes les quatre. φ est uniforme dans tout C2. En vertu de la propriete
3, elle prend deux valeurs distinctes parmi 0, 1 et °o sur les SJ et So, ainsi que
sur les S\ et S2. On peut supposer que φ prend la valeur 0 sur S10 et la valeur
1 sur So et on dέsigne par φ la fonction φ ainsi normalisee. En raisonnant
comme dans (c) de la section precedente, on voit que φ prend la valeur 0 sur Γune
des SI et Sf, soit S}, et la valeur 1 sur Γautre, soit S\. φ est done holomorphe
dans tout C2.
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Mainteπant, on va construire une compactification (M, ζ) de C2 propre par
rapport a/. Soit Th Γapplication holomorphe de C
2
 dans Γespace produit PzxPw
de deux spheres de Riemann, definie par #=/ et w—φ. Alors, Th fait corre-
spondre & D biholomorphiquement la partie de Pz x Pw obtenue par Γexception
des six droites analytiques z=Q, #=1, z==°°y w—0, «;=! et w=°°. Elle envoie
les surfaces Si, So, S} et Sf respectivement aux points (0, 0), (0, 1), (1, 0) et
(1, 1). D'abord, voyons que
Les functions fSίlφ\f^l(φ—l)tt^ (f— 1)%^ et (f—I)'2l(φ—l)m* sont non
constantes respectivement sur les So, So, S\ et Sf, oύ sl9 s2ί tλ et t2 sont les ordres de
φ en So, So, S{ et S\ respectivement.
En effet, on considere, par exemple, la premiere fonction fSl/φnι. Soit /?*
le domaine d'existence de la fonction/1/wι. En regardant φ comme fonction sur
7?*, et en raisonnant comme au dέbut de f), on voit que la fonction <pl(fl/"l)s
devient, pour un certain s, non constante sur la surface dans /?* situee au-deεsus
de So et par suite que φn*lfs est non constante sur SJ. En comparant leurs ordres
de zέro, on a s=slf II en est exactement de meme des autres fonctions, ce qui
acheve la demonstration de Γenonce.
Maintenant, en faisant des processus de Hopf, au moins une fois en chacun
des points (0, 0), (0, 1), (1, 0) et (1, 1), on modifie PZXPW de telle maniere
qu'aucune des fonctions #sι/«>Λι, z^/(w —I)"2, (z— l)sz/wmι ct (z—\)t2l(w—V)m*>
n'admette de point d'indetermination dans la nouvelle variete M obtenue
par la modification. L'application ζ de C2 dans M, induite par Tk9 est alors une
application biholomorphe de C1 sur une partie ouverte de M. D'apres la faςon
meme de la modification, la surface A=M—ζ(C2) satisfait aux conditions (B) et
son diagramme contient une partie de la forme
contrairement aux resultats de Ramanujam et de Morrow. On en conclut qu'
Une fonction du type (20) n'exίste pas en realite.
i) Type (24). Pour ce type, la situation est analogue a celle pour le type
(21). S0 est irreductible et de type (0, 2). Sj a deux composantes Si et S\ qui
ne s'intersectent pas. Mais, S} et Sf sont de type (0, 2) toutes deux. On a
aussi p=2, ce qui rnontre que φ est biforme. Considέrons ensuite la fonction
1 !^=^ fl/2, introduite dans f) de la section prέcedentc. En raisonnant comme
φ — Γ
dans f), on voit que ψj est non constante sur S0. Un raisonnement tout analogue
a celui de e) dans la section 4, utilisέ pour indiquer que "ψ prend la valeur 0 sur
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S"", montre que fa prend la valeur 1 sur Γune des S\ et /Sf, soit S\ et la valeur
— 1 sur Γautre, soit S2. DΌύ, fa est holomorphe dans tout C2. Soit maintenant
T{ Γ application holomorphe de C
2
 dans Γespace produit M0=PzxPw dέfine
par z=f et w—fa. Alors, Tt transforme C2~Sl biholomorphiquement sur la
partie de M0 obtenue par Γexception de trois droites analytiques #=1, #=°°,
ft>ι=roo et d'une surface analytique w2—#—0. Ceci montre que fa est primitive
et de type (0, 3). Pour chaque valeur α, dέsignons par X
a
 la surface donnee par
fa=a. II est aise de voir que chacune des surfaces X1 et X-1 consiste en deux
composantes irreductibles, dont Γune au moins est de type (0, 2). Soient X-[ la
surface premiere de fa avec la valeur 1 dans C2—S1 et X_/ celle avec la valeur
-1. L'ordre de fa est 1 en XJ ainsi qu'en X^. En consultant la table de la
section 2, fa doit etre du type (15) ou bien du type (17), puisque le type (20)
n'existe pas.
Supposons d'abord que fa soit du type (15). Alors, Γordre de fa est aussi
I en S\ ainsi qu'en SI d'apres le lemme 1, puisque 5}—(S\ Γ\X\) ainsi que
S2ι—(Sl Γ\X-ι) sont de type (0, 3). La fonction Φ^((^)2-!)/(/-!) est alors
une fonction adjointe a fa telle qu'& toute surface premiere X de fa, diίfέrente
de Xι et de X^y corresponde par Φ biholomorphiquement le domaine C— {0,1}
et que Φ envoie X/ et X^ au point 0 a la fois. La fonction entiere Φ ne prend
pas done la valeur 1, ce qui est Γabsurde puisque Φ est primitive.
Supposons ensuite que ^  soit du type (17). On peut supposer XJ fl S/φφ
et X_ι f } S l — φ sans diminuer la generalite. Nous allons construire encore une
compactification (M, ζ) de C2 propre par rapport a/, en modifiant M0=PgxPw.
II s*agit alors des ordres de / et de i/^—/1/2 sur les S\ et S*. Pour cela, soient
]2ι le domaine dans C2 dέfini par \f— 11 <— et Δ le domaine dans M0 dάfini
par I # 1 <—, I ω I < oo. /
x
 etant une branche de /1/2 dans Σi φύ prend la
valeur 1 sur Sly considerons la fonction $r=(fι—ψι)/2f1>quΊ est holomorphe dans
2ι ^t prend la valeur 0 sur S\ et la valeur 1 sur 5f. Alors, Γapplication holomorphe
T/ de 2ι dans Δ, donnee par z=f et w—\fr, fait correspondre ^ Σi"—^i
biholomorphiquement la partie Δx de Δ obtenue par Γexception de quatre droites
analytiques #—1, w=Q, w=l et w— oo. L'image de S\ par T/ est le point (1, 0)
et celle de SI est (1, 1). A ce moment, on va montrer que
L'ordre de f en S\ est 1 et la fonction (/— l)/ψ est non constante sur S\ et que,
s etant Γordre de ψ en S\y la fonction (f—l)sl(^—l)w/2 est non constante sur SI et
on a m2—s=±l.
En efTet Γordre de/sur S\ est 1 puisque S\~(S\ ΓiXi) est de type (0, 3),
par suite Γordre de fa en S\ est 1 et la restriction de Φ^ ((fa)2— !)/(/— 1) ^ S\
est non constante. De meme, Γordre de \/^ en S\ est 1 puisqu'on a ψ —((fa) 2—/)/
(—2/!) ( ψΊ+/) En suite, Γordre de (fa)2—f en 5} est 1 et celui en SI est ί
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puisqu'on a >|r—l=((-ψ
 1)2—/)/(—2/Ί) (ifo — /). DΌύ, le raisonnement souvent
utilise plus haut montre que Γon a m2—s= ±1.
D'apres Γόnonce qu'on vient de dόmontrer, on fait des processus de Hopf
convenables aux points (1, 1) et (1, — 1) de M0 de telle maniere que S\ et SI
soient realisees d'une faςon biholomorphe dans la varietό M obtenue par la
modification; autrement dit, de telle maniere que Γapplication ζ de C2 dans M,
induite canoniquement par Tiy soit infective. Alors, comme ρrec6demment, on
voit que le diagramme de A=M—ζ(C2) est de la forme
-(iwz + l) -2 -2 lorsque s=m2-\-l ou
-o
-2 -2 - 2 - 3 0 0 -(s + 1)
lorsque m2—s+1.
Ceci est aussi en contradiction avec les rέsultats de Ramanujam et de Morrow.
Done, ΨΊ ne peut etre du type (17). DΌύ, on conclut que le type (24) n'exsite
pas en realite.
6. Conclusion
Theorέme. Soit g unefonction entiere de deux variables de la classe (A) et
de type (0, 3). Alors, on peut la ramener par un certain automorphisme analytίque
de C2 a la forme F P avec unefonction entiere F d'une variable et Γun despolynΰmes
P des 13 types suivants (conservons les notations de la section 2).
Type (2): x^x-iγ^y+P^x}};
Type (3): x^(x~V)n^y\
oϊi nly n2> s, t sont des entiers positifs et Pl(x) est un polynome en x de degre < i tel
queP,(0)*0.
Type (5): x*ί(ocly+Pl-l(x)y2(tf(xly+Pl,1(3ήy— \}n^
—1)"3 oubien
Type (6) : x^y^tfy*— l)n*
ou nly n2, w3, s, t, I sont des entiers positifs tels que nlt—n2s~±\, Pt-ι(x) est un
polynome en x de degre < /— 1 tel que P/_1(0)ΦO, et a est un nombre complexe ΦO
et Φl.
Type (8) : x(xsy2 — 1 )W2 ou bίen
ou n2, s, I sont des entiers positifs tels que s soit pair, et P^^x) est un polynome en x
de degre < /-I tel que P^^
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Type (11): ^(x
Type (12): *">(*•(*
Type (15): ^(x-
oύ HI, mly s, t sont des entiers posίtίfs tels que t>m^ et Qt(ξ) est un polynόme en ζ
de degre < i tel que ζ?
z
(0)— 1, dont les premiers ml coefficients (coefficients en ξk pour
0<k<ml — 1) sont certains nombres rationnels determines uniquement par Γordre nλ
(ξ etant remplace par x—\) et dont le (m^λ^—ieme coefficient est un normbre
complete qui subit une seule condition qu'il soit different d'un certain nombre rationnel
determine uniquement par n
γ
 et m^
Type (14): (x'y+R^x)) (x(xly+Rl.1(x))t-ir *+l,
Type (17): (x^y+R^x)) M^y+R^x))' -!)**+!,
oύ n^ m2y /, t sont des entiers tels que l>nlf et Rt(x) est un polynόme en x de degre <i
tel que Rt(G)=(—\Y2~l, dont les premiers nλ coefficients (done tous les coefficients
pour le type (17)) sont certains nombres rationnels determines completement par les
ordres t et m2 et dont le (n^λ^-ieme coefficient est un nombre complexe different
d'un certain nombre rationnel determine uniquement par t, m2 et nλ :
Type (21): lorsque ml=\,
(Λ^jy+l)2 — x ou bien
(xt(xly+Pι-ι(x)}+ 1)2-* ou bien
lorsque m
λ
 > 1
Type (22) : lorsque ml=ly
(ry+1)2— Λ J ;
lorsque m
λ
>ly
oύ MI, k, /, t sont des entίers posίtifs tels que ί>l et k>ml—l\ P/.^tf) et P/_ι(#)
sont des polynόmes en x de degre < /— 1 tels que P/-ι(0) Φ 0, P? .^ 0) Φ 0 et Φ — St(x)
est un polynόme en x de degre < ί tel que ^(0)4^0, dont les premiers ml—l coefficients
sont certains nombres rationnels determines uniquement et dont le m^ίeme coefficient
est un nombre complexe different d'un certain nombre rationnel determine unique-
ment par m
γ
.
Remarquons que tout polynδme indique dans ce theoreme, quels que soient
les coefficients des polynόmes qui interviennent dans les formules, est bien
entendu de type (0, 3) et primitive. Mais, certains polynόmes entre eux
admettent des valeurs critiques qui sont diffέrentes de zero et de un.
D'apres 2° dans la section 1, toute fonction entiere de deux variables de
type (0, 3) peut se ramener a la forme P /avec une fonction entiere F d'une
variable et une fonction entiere primitive / de deux variables, de type (0, 3).
Pour cette raison, on peut toujours supposer que, si / a une seule valeur
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critique, celle-ci est 0 et, si / en a deux, elles sont 0 et 1.
Pour demontrer ce theoreme principal, maintenant qu'on a montre Γίnex-
istence des types portant la marque x dans la table (Z>), il reste a faire la reduc-
tion a Γaide de la fonction adjointe distingee a / construite dans la section 4 pour
chaque type existant. Pour les types (1), (2), (3), (11), (12) et (15), la fonction
adjointe distingee est de type (0, 1). Par suite, le procede de reduction est le
meme que pour les fonctions satisfaisant aux conditions (#M) dans le memoire
precedent. Nous n'en donnerons pas de demonstration detaillee. Pour les
autres types, comme on Γa vu dans la section 4, la fonction adjointe distinguee
a/est de type (0, 2). Nous n'indiquerons dans la suite le procede de reduction
que pour deux types (6) et (22). Pour le reste des types, on pourrait sans diffi-
culte realiser la reduction, en employant le moyen pour ces deux types et ceux
dans les sections 15 et 16 du memoire precedent.
Type (6). Pour ce type, / admet sa seule valeur critique 0 et sa surface
critique S0 consiste en trois surfaces premieres SQ (ί=l, 2, 3). So et SI sont de
type (0, 1) et s'intersectent. Mais, Si est de type (0, 2) et n'intersecte pas les
autres. La fonction adjointe distinguee φ a/satisfait aux conditions (B
s
 ,), oύ s
et t sont respectivement les ordres de zόro de φ en S\ et en S%. On a nlt~n2s~
± 1, oύ nt est Γordre de/en S*0. De plus, φ prend la valeur constante 1 sur S\.
D'apres le resultat du mόmoire precedent, on peut reduire φ au polynόme de la
forme xsyl par un automorphisme analytique convenable de C2. Cette reduction
etant faite, on voit aisement que / se met sous la forme
f(χ, y) = χ*ιy*2(χ*y*—l)<p(* y) ,
oύ Ω(x, y) est une fonction entiere de x et y.
Je dis ici que
Ω(#, y) est une fonction de φ.
En effet, pour toute surface ordinaire S
Λ
 de φ, la restriction de / a S
Λ
 fait
correspondre a S
Λ
 biholomorphiquement C— {0}. D'autre part, la fonction
g=χnιyn2 a meme caractere que/par rapport a φ puisque Γon a nlΐ—n2s~±l.
Done, on voit facilement que / s'όcrit sous la forme
f(x, y) = h*(φ)g(x9 y),
oύ A* est une fonction entiere d'une variable. En comparant cette forme-ci avec
la forme plus haute de/, on aura Γέnonce.
Maintenant, considerons un automorphisme de C2 donne par
xf - ****<*'*'>, y =
 y JW) 9
oύ h est une fonction entiere d'une variable telle que Γon ait Ω,=h(φ), et a et
β sont les nombres rationnels dέfinis par sa+tβ—0 et nla-\-n2β— — \. Alors,
le raisonnement de la section 16 du memoire prέcέdent montre que / se reduit
FUNCTIONS ENTIERES 673
au polynόme de la forme
par cet automorphisme, ce qui acheve la reduction pour le type (6).
Type (22). Pour ce type, / admet deux valeurs critiques 0 et 1. La surface
critique S0 est irreductible et de type (0, 2). L'autre surface critique S1 consistent
en deux composantes irreductibles s'intersectant, Γune S\ όtant de type (0, 1) et
Γautre SI de type (0, 2). La fonction adjointe distinguee ψ* a / satisfait aux
conditions (#M), t etant Γordre de zero de ψ* en S\. De plus, ψ* admet ψ=
( vjr*+l)2— / pour sa fonction adjointe. D'apres le theoreme de Nishino, on peut
reduire ψ au monόme x par un automorphisme de C2. D'apres le rέsultat du
memoir e precedent, Λ/T* se reduit par cet automorphisme au polynόme de la
forme
x*y ou bien ^(^y+Si.^x))
oύ / est un nombre entier positif et S/_ι(#) est un polynόme en x de degre</— 1
tel que 5/_1(0)Φθ. Par suite, en vertu de Γexpression de ψ, / se met sous la
forme
(x*y-}-l)2~—x ou
suivant que Λ/Γ* est de la premiere forme ou de la deuxieme forme.
Je dis ici que
Onat=l.
En effet, la surface critique Si se represente par 1'έquation
ou bien
1 - l - 0 .
D'oύ, t doit etre 1 puisque S\ et SI s'intersectent.
II suit de la que, dans le cas ou / est de la premiere forme ci-dessus, / est
de la forme (xy-\-l)2—x. On voit, de cette forme-ci de/, que Γordre ml dc/en
S\ est 1. Au cas de la deuxieme forme un calcul facile montre qu'on a ^=7+1.
Par suite, si Γon a m
ί
=l,f est de la premiere forme. Lorsqu'on a /«!>!, le
polynόme S
ω
 -2(x) est determine uniquement de la relation suivante ou k est un
polynόme de x:
674 H. SAITO
Par suite, avec le polynόme S
mι
_2(x) ainsi determine, / se met sous la forme
voulue
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