Speech-to-text conversion of French necessitates that both the acoustic level recognition and language modeling be tailored to the French language. Work in this area was initiated at LIMSI over 10 years ago. In this paper a summary of the ongoing research in this direction is presented. Included are studies on distributional properties of French text materials; problems speci c to speech-to-text conversion particular to French; studies in phoneme-to-grapheme conversion, for continuous, error-free phonemic strings; past work on isolated-word speech-totext conversion; and more recent work on continuous-speech speech-to-text conversion. Also demonstrated is the use of phone recognition for both language and speaker identi cation.
Introduction
At LIMSI, the idea of realizing a voice-activated typewriter with a very large dictionary was initiated in the late 1970s. The rst experiment on this topic concerned the phonemeto-grapheme conversion of error-free continuous phoneme strings. Phoneme-to-grapheme conversion consists of segmenting the phoneme string into words and then generating the correct orthographic translation of those words. The initial step of segmentation used a 2 Distributional properties of French In order to be e ective in speech-to-text conversion, it is necessary to determine and account for the distributional properties of the language. For practical reasons, it will probably remain impossible to obtain text transcriptions of su cient spoken utterances for analysis and language modeling. Therefore, large written text corpora serve as a basis for analysis and modeling the distributional properties of spoken texts. As long as applications such as text dictation remain of interest, the models thus obtained should be relatively re ective of the task.
In this section the analysis of a large corpus of text material 18, 30] taken from the French newspaper Le Monde is presented, along with some comparative data taken from a smaller text corpus of Senate transcripts. The source text materials consisted of three months of Le Monde, representing about 5 million words of text and 1.2 million words of Senate transcriptions. After cleaning up the newspaper text so as to eliminate incomplete sentences and to correct formatting errors, 4.2 million words remained. The \lost" text was roughly 50% header information and 50% textual errors.
The distributional properties of the texts were determined by counting the occurrences of sentence, word, and subword units. At the sentence level, counts were made of sentence types and lengths. At the word level, the number of distinct words and their word frequencies were counted. Subword units counted include syllables, dissyllables, phones, diphones, and triphones.
Text Analysis
Each sentence was phoneticized using grapheme-to-phoneme rules 43] , and erroneous pronunciations were hand-located 1 and corrected using an exceptions dictionary. The most common mispronunciations were foreign words and names, and acronyms. Also, each punctuation mark was replaced by a silence \phone." The set of phone labels used in grapheme-tophoneme rules is given in Table 1 . Although certain speakers of French make the distinction between the vowel in the words \patte" and \pâte", and the nasal vowels in the words \brin" and \brun", they have been collapsed together as the majority of speakers do not reliably distinguish between them.
Sentence types:
Sentences were classi ed as declarative, interrogative and exclamative types, or as more complex formulations which included ellipses, parenthetic expressions, and/or quotations. Table  2 shows the distribution of sentences in Le Monde according to type, and shows for each type the minimum, average, and maximum sentence lengths. Simple sentences contain no internal punctuation markers other than comma, and no embedded parenthetic expressions or quotations. Conversely, complex sentences contain at least one of these. For the sentence lengths, the counts are for split quotations. The nal part of the table gives the percentage of sentences containing numbers, acronyms, quotations (entire and split into individual sentences), or parenthetic expressions.
A conceptual problem was found while counting sentence types, a priori, a simple task: what should be done with end-of-sentence punctuation marks found within parenthetics or 1 Since this is such a labor-intensive procedure, corrections were made only for words occurring more than 20 times in the text. quotations? The analysis was performed two ways, ignoring and counting these marks. However, in sentence selection, it was decided to ignore parenthetic expressions as they are often too disjoint from the text, and to divide sentences within a long quotation into single, quoted sentences. This decision was made because sentences containing complex quotations could be quite long -over 500 sentences were found having more than 100 words each! While 12% of the quotations were only a single word and another 25% were 2-5 words long, the average length for a single quotation was 11 words. In contrast, parenthetics were typically short: over 75% had fewer than 5 words and the average length was 4 words.
Word and subword units:
Word and subword units were counted in the phonemicized, syllabi ed text. Punctuation markers were considered to be non-verbalized, and therefore were not counted as words. Table 3 summarizes the counts for the di erent units for the complete text of Le Monde and the Senat. Counts made on only 10% of the text of Le Monde showed almost identical distributional properties.
In the 167,359 sentences, there were almost 4.2 million words, with over 90,000 orthographically distinct. To nd the number of phonemic words, the grapheme-to-phoneme mapping was redone without the liaison rules, so as to avoid the ambiguity in word segmentation introduced by liaison. There were 64,000 phonemically distinct words, almost 30% less than the number of orthographically distinct words, giving a measure of the number of homophones in French. In order to know if the percent of homophones was dependent upon the vocabulary size, the percent homophones in 2000 and 10,000 most common words were determined, and also found to be roughly 30%. The dissyllable is de ned from the midpoint of one vowel to On the average, there were 2.3 phones/syllable, 3.2 phones/dissyllable (including both vowels), and 3.7 phones/word. The most common phone was /r/, accounting for 8.0% and 7.9% of all phone occurrences in Le Monde and Senat, respectively. Most of the possible diphones were found to exist (1160 out of 1225, taking into account the silence \phone"), as were 60% of the possible triphones. Some of these gaps are truly indicative of the French language, while others may be due to insu cient data or the grapheme-to-phoneme rules. However, the number of triphones may actually be elevated, relative to \traditional French", since there are so many foreign words (mostly names) in the text source. Figure 1 shows plots of the frequency of occurrence for the word and subword units in percentages. Part (a) has curves for words, syllables, and phones, and part (b) has curves for dissyllables, triphones, diphones, and phones. The units have been separated as such since words, syllables, and phones have no constraints internal to the unit itself restricting which units may follow, whereas the units in part (b) have internal constraints limiting the possible following units. Phones are shown in both for comparison as the basic unit.
Less than 20% of the distinct words account for over 95% of all word occurrences. In fact, 40% (about 35,000 words) occurred only once in the text, and 60% of the words appeared at most 3 times. This e ect is even more pronounced for syllables, where the roughly 20% most common syllables account for 98% of all syllable occurrences. Almost 80% of the text is covered by only the most frequent 232 (20%) diphones. 20% of the triphones and dissyllables cover over 90% and 95% of the text, respectively. But perhaps more interesting is the opposite question: given that 40% of the words only occurred once in the text, how many sentences can be pronounced if these words are eliminated? The curves shown in Figure 2 illustrate the percentage of sentences covered as a function of the percentage of word or subword unit. The curve for phones is very gradualwith 80% of the phones, only 10% of the sentences can be covered. For words, however, over 80% of the sentences are covered using only 60% of the distinct words, e ectively eliminating all of the single occurrence words. The e ect is even stronger for syllables: roughly 40% of the syllables cover over 90% of the sentences. Curves are shown for phones, diphones, triphones, and dissyllables in Figure 2b. 
Entropy
In order to assess the relative importance of the word and subword units, the entropy of corresponding Markov sources were calculated. The probabilities used for each source are shown in Table 4a , where w i , s i , v i , and a i are respectively a word, syllable, vowel, and phone, and c k is a string of consonants. A memoryless source was used to model the phone, word, and syllable sources. The diphone and dissyllable models were rst order Markov sources, and the triphone model was a second order Markov source. All probabilities were estimated using frequency counts on the entire text. Table 4b summarizes the results of the models in bits/phone. The lowest entropies are found for the word and triphone sources, indicating that their models store the most information. Compared to the memoryless, equally probable 35 phone source, the information stored in the models is 2.46 and 1.72 b/ph, respectively.
3 Problems in speech-to-text conversion Phoneme-to-grapheme conversion of French seems to be more di cult than in other languages, due to the large number of homophones. Starting with a source dictionary of 22,000 baseforms results in a full-form lexicon of about 162,900 graphemic words. Grapheme-tophoneme translation of those words produces about 90,000 distinct phonemic forms, indicating that for a large full-form lexicon, a phonemic word corresponds to, on the average, 1.8 di erent graphemic words. Table 5 shows some approximate full form counts for a baseform lexicon of 22,000 words. For comparison, there are roughly 3% homophones in the DARPA Resource Managment lexicon 42] , less than 2% for the DARPA TIMIT lexicon 31, 11] , and under 5% in the MIT Pocket lexicon 52].
In fact, the main problem arises from verb conjugation. A single verb has on average 40 forms. Among these, there are as many as three di erent spellings for each pronunciation.
Another source of homophones is that the mark of plurals (an -s at the end of the word) for most substantives, most adjectives, and all the past participles, is never pronounced in isolation, and only sometimes pronounced in uent speech. Similarly, the mark of the feminine form (-e at the end of the word) for some substantives, most of the adjectives and the past participles, is never pronounced.
In addition, there are the more typical \word" homophones, such as the demonstrative adjective ces (those) and the possessive adjective ses (his), which have the same pronunciation /se/. Some examples of the di erent types of homophones are given in Figure 3 Considering now the case of continuous speech, the problem of segmenting the continuous phoneme string into words seems to be especially di cult in French. In experiments on a simple sentence containing 9 phonemes, \J'ai mal au pied." (My foot hurts.), with the 162,900 word full-form lexicon, more than 32,000 possible transcriptions (segmentations and orthographic translations) were obtained at the lexical level. As shown in Figure 4 (a) even using phonological rules, syntax, and semantics still leaves two acceptable sentences that require a pragmatic analysis in order to get the right graphemic transcription. Another example, shown in Figure 4 (b), gives the possible analyses of the phrase \un murmure de m econtentement". This example illustrates both the complexity of the problem and the power of the syntactic constraints. Lexical access using a full-form lexicon with over 300,000 entries yields 340 possible word segmentations. This expands to over 2 million possible phrases when all the combinations are considered. Syntactic constraints including form agreement reduce the set to 6 possibilities, all of which are semantically plausible. In French one must also deal with \liaison", the links made between words. These are phonemes that are pronounced at the junctions between two words, but would not be pronounced at the end of the rst word, or at the beginning of the second one, if the words were pronounced in isolation. For example, the word sequence \les amis" (the friends) is pronounced /lezami/, where the word pronunciations in isolation would be /le/ and /ami/. Another more complicated form of liaison is the insertion of /t/, in certain inverted verb forms. Instead of forming the question \A il ...", the written and spoken form is \A-t-il ...". In certain cases this liaison is the only indication to distinguish between the singular and plural forms of a word. This is true of the phrases \Il aime le pain." (He likes bread.) and \Ils aiment le pain." (They like bread).
Another problem is the optional pronunciation of mute-e. For example, the word devenu can be produced with 2 or 3 syllables: /dxvnu/ or /dxvxnu/. The same phenomena can also occur across words: beaucoup de gens may be pronounced as /bokudxZA/ or as /bokudZA/. This problem of schwa-deletion is also found in English, however the phonemic environments are somewhat di erent. Additionally, there are situations where the word-nal mute-e is pronounced. This e ect is to some extent context and dialect dependent. Speakers from the south of France typically enunciate the mute-e, whereas speakers from the Parisian area will usually leave it out.
A nal problem which is mentioned only brie y here is with apostrophe, where the nal vowel of certain words can be deleted when the next word begins with a vowel. In the written form, this results in words like l'enfant, c'est, n'a, s'amuser .... This problem is discussed in more detail in Section 4.4.
Isolated-Word speech-to-text
In this section our e orts in isolated-word speech-to-text conversion are described. The goal of this work was to integrate the necessary components of an isolated word, speaker-dependent Voice Activated Typewriter (VAT) on a stand-alone personal computer 36, 13] . The target vocabulary size was several thousand words. The language model was given by bigrams and trigrams of grammatical categories 3, 8] , where the probabilities were computed by counting the occurrences in the training text material. Recognition was a two step process. First, a fast match to select a small subset of the lexicon, then a detailed, DTW-based word match was performed that gives the list of word-candidates with their recognition score. On average, the fast match returned about 2% of the lexical entries.
Two systems were developed, both using specialized hardware for signal processing. The rst, having a vocabulary of 2,500 words ran on an IBM PC workstation. The second ran also on a IBM PC, but took advantage of the ( PCD) custom VLSI search processor 44] to perform DTW operations. This processor was been designed to be used in applications using pattern matching operations (Speech and Character Recognition, Stereovision, Scene Analysis, Operational Research...). The processor is fully programmable and can support isolated-word and connected-word recognition algorithms using DTW or HMM approaches. Using the DTW approach, it can perform recognition with a full search on a vocabulary of 1,000 words in isolation, or 300 words spoken continuously, in real time. By adding a fast-match algorithm also supported by the processor, it allows real-time recognition of a vocabulary of 7,000 words in isolation. The vocabulary size can easily be extended by multiplying the number of such processors. A single IBM PC board can hold up to 16 processors.
Language Modeling
In this early work two small applications were explored. The rst was related to dictating a research report in the eld of speech technology in French. The training data consisted of an existing 20 page research report containing about 15,000 words. There were on the order of 2500 distinct graphemic forms and 2000 phonemic forms. The second application was oriented to dictation of more general French. The vocabulary was de ned by a French textbook for foreigners, \Le Mot et L'Id ee,"containing about 40,000 words of text. There were 6,700 distinct graphemic forms and 5,100 distinct phonemic forms in the text.
For these applications it was decided to pronounce all punctuation markers as a word, and to speak numbers as digit strings, unless they were included in a word. Considering the peculiarities of French presented in the previous section, it was decided to pronounce the apostrophe as a word, and to leave unsaid the liaisons between words. Table 6 : Some of the grammatical classes used in the general dictation task.
In order to provide constraints, sets of grammatical categories were de ned. For the general French dictation task a set of 59 grammatical classes were used. Some of these classes are given in Table 6 . The nouns and adjectives have been subdivided into four classes to handle the masculine/feminine and singular/plural distinctions. For the research report dictation an extended set of 160 grammatical classes were de ned. These classes, which were closely related to the categories used by other authors 8], were obtained from 55 basic categories, by adding gender or number information, such as the classes \substantive masculine singular" or \article feminine singular". The grammar takes into account the fact that an apostrophe must be followed by a word beginning by a vowel, as well as other rules such as that the possessive adjective \mon" cannot be followed by a feminine word beginning with a consonant.
Language model training for the general dictation task consisted of building n-gram grammars for the grammatical classes on the entire text book. In contrast, an incremental training method was used for report dictation. In this scheme, each successive page of the text report was analyzed using the language model built from the previous pages (for the rst page, it started from scratch). Each word in the text was looked up in the lexicon. If it was found, its phonemic representation and grammatical category were speci ed. If not, its phonemic representation was obtained by grapheme-to-phoneme conversion, and its grammatical category was inferred inductively using a stochastic syntactic parsing method. The result of this analysis was a \verticalized" text 6], where each graphemic word of the text was followed by its phonemic translation, its grammatical category, and the type of inference (lexical or syntactic) used to get the information. This page of text was then manually corrected, and used to update the lexicon and the syntax, that was then used to process the next page.
Acoustic Training
The training speech data were recorded in a relatively quiet o ce environment. During the training phase, all the words of the phonemic vocabulary were pronounced once. In the hardware implementation, the speech signal was ltered at 4.8 kHz, and sampled at 10 kHz. Eight Mel-frequency scale cepstral components were computed every 12.5 ms. A nonlinear time compression algorithm 19, 23] was used to compress the steady-state portions of the signal. In order to reduce the size of the reference templates, vector quantization was applied.
Evaluation
The system has been tested on the vocabulary of the textbook in French for foreigners. It has 5,127 phonemic words, corresponding to 6,700 graphemic words. On a 1000-word text dictated by one speaker, a phonemic word recognition rate of 91% was obtained. This increased to 99% correct phonemic word recognition using the language model. Recognition of the graphemic words was 92.5%, with 75 errors. All tests were made on text data that were used for building the language model. The average recognition time for a word was 480 ms.
An example dictation output for this application is given in Figure 5 . The example text was dictated in one continuous session and corresponds to a page in the book. In general the errors made by the system were confusions with another acoustically similar word. The word \hommes" is seen to be consistently misrecognized as \pommes", suggesting that the model for this word was poor. The constraints provided by the language model could not di erentiate amongst \il reste" and \ils restent" or \quelque el eve" and \quelques el eves", both of which are homophones when spoken in isolation. Apparently the singular form was more common in the training data, and therefore was selected here. These word pairs are even homophones in continuous speech, and cannot be disambiguated without additional semantic information, as given by the \les enfants" in the preceding sentence. The confusion between \fonds" (business) and \fond" (rear) also cannot be eliminated without semantic information.
An example dictation output for the report application is given in Figure 6 for the phrase \se sont port es vers les probl eme relatifs" (have been conducted on the problems related). The hypothesized list of candidates for each word are shown as a list. The recognized words are shown in bold face.
For this task, most of the recognition errors were made on 1 or 2-syllable words. As the shortest words, which seem to be the most di cult to recognize, are also the most frequent ones, it is expected that word recognition rates on text dictation are worse than error rates reported on word lists. However, since these short words are very common, they are also well represented in the language model. Therefore the language model can greatly help in correcting the \acoustic" recognition errors made on these short words. A related e ect was that the recognition rate did not vary when the size of the lexicon was increased from 1500 words to 2000 words. This may be due to the incremental approach used to build the lexicon: since the shortest, most error-prone words are rapidly included in the lexicon, extending the lexicon tends to add longer, less confusable words.
L' activit e corporelle.
1. Les pommes (hommes) et les animaux peuvent remuer, se mouvoir, se donner du mouvement. Les pommes (hommes) sont capables de faire des gestes de la tête et de la main. Si on ignore un mot etranger, on peut se taire (faire) comprendre par des signes.
2. Monsieur Leclerc est fort, il a de la force il est robuste. Andr e Caron fait des courses de dix ou quinze kilom etres, il est r esistant. Madame Leclerc coud; elle est adroite; si elle etait maladroite, le travail serait mal fait. La robe va bien; Madame Leclerc est habile; la llette veut coudre aussi; elle a encore des gestes gauches.
3. Cette (Cet)âme (homme) a (a) une jambe plus courte que l'autre; il est boiteux; il boite de la jambe gauche; un accident l'as (a) rendu in rme. Les mutil es ont perdu un bas (bras), une jambe ou un oeil dans un accident. 
Discussion
Although isolated-word dictation helps to constrain the recognition task by removing the problem of nding the word boundaries, other problems are introduced. For example, it is not evident what to do about the liaison often made at word junctures. One possibility is to not pronounce the liaison at all, however, the resulting speech sounds very unnatural.
Another option is to pronounce the liaison at the beginning of the following word, but this increases the size of the vocabulary, as all the possible liaisons at the beginning of the word must be allowed. A third possibility is to pronounce the liaison as a separate word, thus saying three words instead of two. This pronounciation of the liaison in isolation is very di cult since it is so unnatural. Another approach has been to dictate with isolated syllables instead of isolated words 38] . While this provides a more natural way to pronounce the liaison at the start of a syllable, the resulting task is still unnatural for the speaker. A similar problem arises in that the vowel at the end of some words can be omitted when the next word begins with a vowel. In the resulting orthographic form, the vowel is replaced with an apostrophe, and the space separating the words is removed. The word sequence \le ami" thus becomes \l'ami". In pronouncing these words there are several options: The rst one is to say the rst word as if had not been modi ed, followed by the second word. The second option, which is to pronounce the words together as one word, has the unfortunate e ect of greatly enlarging the size of the vocabulary. A third option is to say a sequence of three words, verbalizing the word \apostrophe" in the middle of the two other words. Some examples of these problems are given in Figure 7 .
The problems associated with how to pronounce the liaisons and apostrophes in isolated word dictation emphasize the need for continuous dictation in French. While continuous dictation avoids these problems on the part of the speaker, they still remain for the recognizer, and increase its complexity.
5 Continuous-speech speech-to-text conversion
Our current e orts focus on speech-to-text conversion of continuously spoken sentences, from any speaker, for very large vocabularies (eventually, unlimited). This is a large departure from the approach taken in the previous section, where the task was speaker-dependent, isolated-word, and for smaller size vocabularies. Because of the ambitiousness of the task, the system should be both independent of the speaker and the vocabulary. To this extent, a phone-based approach is being used, where phone-like units are trained with data from a large number of speakers. In the next subsection some early work in phoneme-to-grapheme conversion from text is described. After a presentation of the corpus used for this work, the remainder of this section is devoted to current projects in phonetic and word recognition.
Phoneme-to-grapheme conversion from text
In light of the problems encountered in phoneme-to-grapheme conversion for continuous errorfree phoneme strings, the use of a natural language syntactic parser 2] was explored. This work made use of a full-form dictionary containing almost 162,900 forms, derived from a 22,000 word base-form dictionary. Each graphemic word was converted into its phonemic form by using the automatic grapheme-to-phoneme conversion software designed at LIMSI 43] . The dictionary also includes other information such as the grammatical category of each word, its gender and number for the substantives and adjectives, the mode, time, person, group, transitivity, and root for the verb.
A positional syntax speci ed by a 3D frequential matrix giving the frequency of the succession of three grammatical categories was used 2]. (This kind of model is now commonly known as a trigram language model.) On the basis of linguistic knowledge and experimentation 150 grammatical categories were chosen.
The phoneme-to-grapheme conversion was tested on a 1800 word text, where the phonetic representation for each word was obtained using the same grapheme-to-phoneme conversion software as was used to represent the lexicon. Liaisons were not taken into account, though the punctuation markers were retained. All possible segmentations of the phonemic string were ltered by the trigram model. When several possibilities remained, the one with the smallest number of words was kept. The error rate was less than 5% on the 1,800 word test. Further work in phoneme-to-grapheme conversion was done as part of the ESPRIT project 291/860 on the Linguistic Analysis of the European Languages. An important part of the project was the building of a language model for 7 di erent languages (Italian, French, Dutch, Spanish, Greek, and German). A statistical approach was taken using bigram and trigram models on grammatical categories, similar to that developed at LIMSI.
The main results of this project were to provide statistics on phoneme clusters, graphemeto-phoneme and phoneme-to-grapheme conversion software, language models and syntactic parsers. These elements were integrated using a blackboard structure and an attempt was made to assess the \quality" or \di culty" of each language 6, 51].
On this last issue, some interesting results have been found in a study of phoneme-tographeme conversion for a lexicon of about 10,000 entries. One measure was the number of context-dependent rewrite rules necessary for phoneme-to-grapheme conversion. Table  7 shows that for Italian, a set of 67 rules is able to transcribe the phonemic form into the graphemic form with only 0.5% of the generated graphemic words not existing in the language, and 0.5% graphemic words unable to be transcribed. In contrast, for French, 98% of the words generated by a set of 586 rules do not exist in the vocabulary, and 30% of the vocabulary words are missing in the resulting graphemic cohorts. While this result is clearly highly dependent on the quality of the rules, it seems obvious that the Italian language will require less linguistic processing than the French language in order to translate a phonemic string. Table 7 : Phoneme-to-grapheme translation for 7 European languages.
Database
For continuous speech recognition a portion of the BREF corpus is used. BREF is a large read-speech corpus, containing over 100 hours of speech material, from 120 speakers. The text materials were selected verbatim from the French newspaper Le Monde, so as to provide a large vocabulary (over 20,000 words) and a wide range of phonetic environments 18]. Containing 1115 distinct diphones and over 17,500 triphones, BREF can be used to train vocabulary-independent (VI) phonetic models. Hon and Lee 20] concluded that for VI recognition, the coverage of triphones is crucial. Separate text materials, with similar distributional properties were selected for training, development test, and evaluation purposes. The selected texts consist of 18 \all phoneme" sentences, and approximately 840 paragraphs, 3300 short sentences (average 12.4 words/sentence), and 3800 longer sentences (average 21 words/sentence). The \all phoneme" sentences contain all 35 phones given in Table 1 . More details of the distributional properties of the selected text subsets can be found in 18]. Each of 80 speakers read approximately 10,000 words (about 650 sentences) of text, and an additional 40 speakers each read about half that amount. The speakers, chosen from a subject pool of over 250 persons in the Paris area, were paid for their participation. Potential speakers were given a short reading test, containing selected sentences from Le Monde representative of the type of material to be recorded 30] and those judged to be incapable of the task were not used as subjects. The recordings were made in stereo in a sound-isolated room, and were monitored to assure the contents. Thus far, 80 training, 20 test, and 20 evaluation speakers have been recorded. There are 55 male and 65 female speakers. The speakers' ages range from 18 to 73 years, with 75% between the ages of 20 and 40 years. More details about the BREF corpus can be found in 30].
In these experiments approximately 4 hours and 20 minutes of speech material are used for training. This represents 2770 sentences from 57 speakers (28 male, 29 female). The test data consisted of 109 sentences from 19 speakers (10 male, 9 female). The test text material is distinct from the training texts, and the test speech data contain 7635 phone segments.
Phonemic transcriptions of these utterances were automatically generated and veri ed 15]. The procedure for providing a time-aligned broad phonetic transcription for an utterance has two steps. First, a text-to-phoneme module 43] generates the phone sequence from the text prompt. Since the automatic phone sequence generation can not always accurately predict what the speaker said, the transcriptions must be veri ed. The most common errors in translation occur with foreign words and names, and acronyms. Other mispredictions arise in the reading of dates: for example the year \1972" may be spoken as \mille neuf cent soixante-douze" or as \dix neuf cent soixante-douze." In the second step, the phone sequence is aligned with the speech signal using Viterbi segmentation.
Phone Recognition
In this section some experiments with phone recognition are described. Evaluating phonetic recognition is important for several reasons. Primarily, the demands of vocabularyindependent, speaker-independent continuous speech recognition require an approach based on subword, often, phone-like units. Clearly, the better these phone models (or acoustic models) are, the better the performance of the entire system will be. Only considering word recognition performance, particularly when word-based grammars are used, can mask problems that stem from the acoustic level. Phone recognition is also useful in determining pronunciation errors in the lexicon and alternate pronunciations that need to be included in the lexicon. Finally, phone recognition is shown to be e ective for language identi cation and for speaker identi cation 25, 26, 27].
System Description
The baseline phone recognizer uses a set of 35 context-independent (CI) phone models. Each model is a 3-state left-to-right HMM with Gaussian mixture observation densities. The covariance matrices of all the Gaussians components are diagonal. The 16 kHz speech was downsampled by 2 and a 26-dimensional feature vector was computed every 10 ms. The feature vector is composed of 13 cepstrum coe cients and 13 di erential cepstrum coe cients. Duration is modeled with a gamma distribution per phone model. As proposed by Rabiner et al. 46] , the HMM and duration parameters are estimated separately and combined in the recognition process for the Viterbi search. Maximum likelihood estimators were used for the HMM parameters 21] and moment estimators for the gamma distributions. For CI models, the overall Markov chain is simply obtained by allowing all possible connections between the 35 phone HMMs (i.e. 1225 connections). For the transition probabilities either constant (1/35), 1-gram, or 2-gram probabilities were used. The resulting ergodic HMM has 103 states and about 170,000 parameters.
In the case of context-dependent (CD) models, the phone HMMs are connected through null states representing all the possible diphones. These null states, which do not emit any observation, are used to merge all the transitions corresponding to the same diphone, thus reducing the number of connections to a more manageable value. (The fourth order (n 4 ) becomes a cubic form). With 428 CD models, the resulting HMM includes 1294 non-null states and has about 1,070,00 parameters. Table 8 gives recognition results using 35 CI phone models with 16 mixture components. Silence segments were not included in the computation of the phone accuracy. Results are given for di erent phone language models with a duration model. The improvement obtained by including the duration model is relatively small, on the order of 0.3% to 0.8%, probably in part due to the wide variation in phone durations across contexts and speakers. Each additional order in the language model adds about 3% to the phone accuracy. The best phone accuracy is 67.1% with the 2-gram language model. Table 9 : Phone recognition results for 428 CD models. Table 9 gives recognition results using a set of 428 CD phone models 49] with 16 mixture components. The modeled contexts were automatically selected based on their frequencies in the training data. This model set is essentially composed of right-context phone models, with only one-fourth of the models being triphone models. Less than 2% of the triphones found in the training data can be modeled in full. In choosing to model right contexts over left contexts, a preference is given to modeling anticipatory coarticulation over perservatory coarticulation.
Evaluation
The phone accuracy with a phone bigram is 74.2%. The use of CD models reduces the errors by 22% (comparing the CI and CD models with the phone bigram), which is less than the 27% error reduction reported by Lee and Hon 32] for English. There are several factors that may account for this di erence. Most importantly, Lee and Hon 32] compare 1450 right-CD models to 39 CI models, whereas in this study only 428 contexts were modeled. In addition, the baseline recognition accuracy reported by Lee and Hon is 53.3% with a bigram language model, compared to our baseline phone accuracy of 67.1%. In these experiments using as many as 2100 CD models did not signi cantly reduce the error rate.
The use of a di erent signal analysis (8kHz MFCC), and additional parameters (32 Gaussians per mixture, the second derivative of the cepstrum ( )) and sex-dependent models improves the phone accuracy to 78.7% as shown in the last entry in the table 28]. Table 10 : The most common substitutions with 428 models. The most recognition errors occurred for the phones: /E/ 8.1%, /a/ 7.6%, /e/ 7.2%, /c/ 4.9%, /t/ 4.3%,and /x/ 4.2%, accounting for almost 40% of the substitution errors. Of these phones only /c/ and /E/ have high phone error rates of about 40%. Table 10 shows the most frequent substitutions made by the recognizer. The two most common confusions are reciprocal confusions between /e/ and /E/ and between /E/ and /a/. Together these account for 13% of the confusions. Many speakers do not make a clear distinction between the phones /E/ and /e/ when they occur word-internally, which may account for their high confusability. The high number of errors for /a/ are probably due to the large amount of variability of /a/ observed in di erent contexts.
Error Analysis
14% of the insertions are /r/, followed by 11% for /l/. These two phones also are deleted the most: 13% of the deletions are /l/ and 11% /r/. Although /l/ and /r/ account for many of the insertion and deletion errors, the overall error rate for these phones are relatively low, 11% and 7%, respectively. Improved performance on these phones may be achieved by modeling more contexts and by improving their duration models.
Language Identi cation
Another application for which phonetic recognition is used is language identi cation, which could be a component of a multilingual speech-to-text system. The basic idea is to process in parallel the unknown incoming speech by di erent sets of phone models for each of the languages under consideration, and to choose the language associated with the model set providing the highest likelihood. The language-dependent models are trained from similarstyle corpora, BREF for French and WSJ0 for English, both containing read newspaper texts and similar size vocabularies 18, 30, 41] . A set of SI CI phone models were built for each language, with 35 models for French and 46 models for English. 16, 29] Each phone model has 32 gaussians per mixture, and no duration model. In order to minimize in uences due to the use of di erent microphones and recording conditions a 4 kHz bandwidth is used. The training data for French were 2770 BREF sentences from 57 speakers and for English the WSJ0 SI-84 data containing 7240 sentences from 84 speakers.
Language identi cation accuracies are given in Table 11 with phonotactic constraints provided by a phone bigram. Language identi cation error rates are given for the 4 test corpora, WSJ and TIMIT for English 41, 11] , and BREF and BDSONS for French 18, 30, 7] , as a function of the duration of the speech signal. Approximately 100ms of silence are included at the beginning and end of each utterance (the initial and nal silences were automatically removed based on HMM segmentation), so as to be able to compare language identi cation as a function of duration without biases due to long initial silences. The test data for WSJ0 consist of 100 sentences, the rst 10 sentences for each of the 10 speakers (5m/5f) in the Feb92-si5Knvp (speaker-independent, 5K, non-verbalized punctuation) test data. For TIMIT, the 192 sentences in the \coretest" set containing 8 sentences from each of 24 speakers (16m/8f) were used. The BREF test data consist of 130 sentences from 20 speakers (10m/10f) and for BDSONS the data are comprised of 121 sentences from 11 speakers (5m/6f). The overall French/English language identi cation error is less than 1% with 2s of speech. It can be seen in Table 11 that while WSJ sentences are more easily identi ed as English for short durations, errors persist longer in these sentences than for TIMIT. In contrast for French, BDSONS data are better identi ed than BREF with 400ms of signal, perhaps because the sentences are phonetically balanced. For longer durations, BREF is slightly better identied than BDSONS. Bearing in mind that the corpora were recorded under similar conditions, the performance demonstrated here shows that accurate task-independent, cross-corpus language identi cation can be achieved. Extensions of this work will include identi cation of other European languages.
Speaker Identi cation
The same approach has also been used for text-independent speaker identi cation 16, 29] . In this case a set of phone models were built for each speaker, and the unknown speech was recognized by all of the speakers models in parallel. The base acoustic models were the 35 CI BREF models, built using the training data from the 57 training speakers. These models were adapted to each of 65 speakers (including 8 new speakers) using only 8 of the training sentences, and 2 sentences were used for identi cation test. Using only one sentence per speaker for identi cation, there is one error, giving an identi cation accuracy of 99.2%. When 2 sentences are used all speakers are correctly identi ed.
Experiments for English used a set of 40 SI CI models trained on the 462 training speakers in the TIMIT corpus 11] as seed models to estimate 31-phone model sets for each of the 168 test speakers in TIMIT. Using 8 sentences (2 SA, 3 SX, and 3 SI) for adaptation resulted in 98.5% correct speaker identi cation using one sentence for identi cation and 100% identi cation if the likelihood over two sentences was used. Recently, high speaker identi cation rates using subsets of 100 to all 462 speakers from TIMIT have been reported 5, 40, 48] .
A simple reduction in computation is gained by rst determining the sex of the speaker by running in parallel SI male and female models. In experiments with this approach no cross-sex errors have ever occurred with the SI male/female models or with any of the SD models. Further computational reductions during recognition can be obtained by speaker clustering.
Word Recognition
Two types of implementation are usually considered to recognize words based on phone models. In the rst solution, which can be called integrated approach, an HMM is generated for each word by concatenating the phone models according to the phone transcriptions. The word models are put together to represent the entire lexicon with one large HMM. The recognition process is then performed for example by using the Viterbi decoding algorithm. The second solution uses the output of the phone recognizer as an intermediary level of coding such that the lexical decoding is derived only from this output. Phonological rules may be included in the lexical decoding, or alternatively may be represented directly in the lexical entries. The phone recognizer output is usually a phone trellis including phone hypotheses for each of the associated speech segments and their corresponding likelihoods. If the rst approach appears to o er a more optimal solution to the decoding problem by avoiding an intermediary coding, the second approach greatly reduces the computional requirements of the acoustic level which is independent of the lexicon size and allows lexical and language models to be developed and evaluated without interaction with the acoustic level.
The recognizer used in the experiments described in this section uses the integrated approach, a time-synchronous graph-search strategy. This one level implementation includes intra-and inter-word context-dependent (CD) phone models, intra-and inter-word phonological rules, phone duration models, gender-dependent models, and can be used with di erent types of language models including word-pair and bigram grammars 25, 17] . For this evaluation, liaison is represented in the lexicon as alternate pronunciations. Since this simplistic approach is not practical for large lexicons, other approaches, such as the use of phonological rules are being investigated to allow optional liaison. Phonological rules were shown to be e ective in reducing the error rate for the DARPA Resource Management Task 25] . This latter solution has the advantage that it is not necessary to expand the lexical pronunciations which can have the undesired side-e ect of overgeneralization. The environments in which liaison, and other such events, are allowed are speci ed by the phonological rules, which are used both for training and recognition.
System Description
For all the experiments the same set of 428 CD phone models already used for the phone recognition experiments are used. For the no-grammar case a phone tree is built from the lexicon in order to reduce the graph size. For the 10K lexicon the average number of phone nodes per word goes from 6.4 to 2.0 by using such a tree instead of a linear representation of each word, i.e. a 69% graph size reduction. For the word-pair and bigram grammars, a phone graph is rst built by linking the word phone transcriptions according to the grammar, then, as for the no-grammar case, the phone graph is converted to a large HMM by replacing each phone node by the appropriate set of phone models and establishing the proper connections with the neighboring phones. A bigram-backo 22] language model estimated on the text material from Le Monde is used for lexicons containing 5K and 20K words. In all cases, CD phone models are used for word juncture phones as well as for intra-word phones.
As an example, for the 3K lexicon, the average number of instanciations of each phone model is 98 for the no-grammar case and 96 for the word-pair grammar. Considering the di erences in the network representation, these numbers are surprisingly similar. The memory used with the word-pair grammar is 24 Mb, compared to 17 Mb for the no-grammar case. Most of the di erence is due to the interword connections for the word-pair grammar. Vocabulary-independent word recognition experiments were run using four di erent lexicons. The smaller lexicon (1K lexicon) contains 1139 orthographic words, only those words found in the test sentences. The 3K lexicon contains all the words found in the training and test sentences, a total of 2716 words. The 5K and 10K lexicons include all the words in the test data complemented with the most common words in the original text. These two lexicons contain respectively 4863 and 10511 words. Alternate pronunciations increase the number of phonemic forms in the lexicon by about 10%. The word recognition results with no grammar are given in Table 12 . Since no grammar is used, single word homophone confusions are not counted as errors.
Evaluation
As discussed in Section 3, homophones present a large problem for French. If the homophone errors are included the phone accuracies drop by about 10%. A lexical study with 300,000 words found that there can be over 30 words with the same pronunciation. In the Le Monde text corpus of 4.2 million words, there were 92,185 orthographically distinct words, but only 63,981 phonemically distinct words, giving a homophone rate of about 30%. In the 1K and 3K lexicons the homophone rate is lower, on the order of 15%. The \worst-case" homophone in the 3K lexicon is for the phonemic word /sA/, which may correspond to any of the 7 following orthographic words: 100, cent, cents, s'en, sang, sans, sent.
While the large number of word homophones in French presents its problems, more complicated homophone problems exist, where sequences of words form homophones. The example in Figure 8 shows some of the homophones for the phonetic sequence /parle/ for the words in the 3K lexicon. These multiple word homophones account for a few percent of the errors in Table 12 . In uent speech, the problems are more complicated as illustrated by Figure  9 . While nominally the phonetic transcription of the word \adolescence" is /adclEsAs/, the realized pronunciation is /adxlEsAs/, having the given homophones. Word recognition results using a word-pair grammar derived on the entire 4.2 million word text of Le Monde are given in Table 13 for the 1K and 3K lexicons. Since a grammar is used homophones are counted as errors. The use of the word-pair grammar reduces the perplexities to 100 for the 1K lexicon and 160 for the 3K lexicon, and reduces the error rate by almost 60%. In addition, the drop in performance observed by increasing the lexicon size is smaller than for the no grammar case, as is expected given that the perplexity is not proportional to the size of the lexicon.
Two vocabularies have been used for recognition experiments with bigram-backo language model, containing only the 5,000 and 20,000 most common words in the Le Monde texts. The test data consist of 100 sentences for each vocabulary size, with perplexities of 122 for the 5K sentences and 205 for the 20K sentences. These are not the same test data as used in the no-grammar and word-pair grammar conditions since the test texts were selected so that all the words were found in the respective lexicons. Word recognition results using the same 428 CD models and the bigram-backo language model are shown in Table 14 . The acoustic processing and feature vector are the same as used for the improved performance phone recognizer. The word error is 14.5% for the 5K lexicon and 18.3% for the 20K lexicon. More details of the experimental conditions and results can be found in 17].
Summary
In this paper an overview of the research at LIMSI in the area of speech-to-text conversion has been given. Research projects in this domain have been pursued since the 1970's. The projects include phoneme-to-grapheme conversion of ideal and errorful strings, isolated-word speech recognition, and continuous speech recognition. Throughout problems that are speci c 31, 11] . The main problem comes from the conjugation of verbs, and markers for plural (s) and feminine (e) at the end of some classes of words (past participles, some adjectives, etc.) which are not pronounced.
In part due to the high homophone rate, the segmentation of even error-free continuous phoneme strings into words seems to be especially di cult in French. For example, the simple sentence containing 9 phonemes, \J'ai mal au pied." (My foot hurts.), has more than 32,000 possible transcriptions at the lexical level with a 162,900 word full-form lexicon. Even using phonological rules, syntax, and semantics two sentences remained which require a pragmatic analysis to determine the correct graphemic transcription.
Liaison is another problem that must be dealt with. This word-juncture event is never pronounced in isolation and is optionally pronounced in continuous speech. How to pronounce the liaison is a problem particular to isolated word dictation, that is solved in continuous speech. The problem is even more complicated in that sometimes this optional liaison is the only indication to distinguish between the singular and plural forms of a word or phrase. Being optional, liaison increases the number of inter-word connections. The formalism demonstrated in the framework of the RM task 25] is being used to handle this problem. This formalism uses phonological rules to account for alternate pronunciations and to handle cross-word coarticulation.
Another problem which can be handled similarly with the use of phonological rules is the optional pronunciation of mute-e: Certain words may be pronounced with either 2 or 3 syllables; the schwa in short function words may be completely deleted; and the nal usually silent mute-e at ends of words may be pronounced. Another problem concerns the apostrophe, where the nal vowel of certain words can be deleted when the next word begins with a vowel.
Our most recent work focuses on developing phone-based speech recognizers that are task, speaker and vocabulary independent so as to be easily adapted to various applications. The recognizer described here was evaluated at both the phone and word levels. A set of 428 context-dependent models were trained on speech taken from 57 speakers in the BREF corpus. These were tested on 109 sentences taken from a new 19 speakers. The resulting phone accuracy was 78.7%, with phonotactic constraints given by a phone bigram. The phone recognition results are encouraging and are somewhat superior to those reported for English 32, 47, 28] . This may be simply because French has a smaller number of phonemes, or that the phonemes are less variable due to context. It is our opinion that it is important to evaluate the quality of the acoustic models, and that phone recognition provides a relevant means for doing so. This has the added bene t that the recognized phone string can be used to understand errors in word recognition, and problems with the lexical representation. Phone recognition has also been found to be powerful for language identi cation and speaker identi cation. The approach is straight forward. Multiple model sets are run in parallel, and the language (or speaker) is identi ed as that language (or speaker) associated with the model having the highest likelihood. Experiments in language identi cation show that with 2s of speech the language is correctly identi ed as English or French with 99% accuracy. Speaker identi cation experiments with TIMIT have a speaker-identi cation rate of 98.5%, comparing each speaker to models from all 168 test speakers using 1 utterance per speaker, and 100% correct if two utterances are used. Word recognition for BREF was evaluated on lexicons ranging from 1000 to 20,000 words, for the no-grammar case, with a word-pair grammar, and with a bigram-backo grammar. For the no-grammar case the word accuracy was 69.2% with the 1K lexicon and dropped to 49% with the 10K lexicon. With a word-pair grammar the word accuracy was 87.9% and 86.1% respectively for the 1K and 3K grammars. The word accuracies on a di erent set of test sentences was 85.5% for the 5K vocabulary and 81.7% for the 20K vocabulary.
