Neural net speech recognieers, particularly multilayer perceptrons, have been successfully applied to tasks of speaker independent speech recognition. They are able to characteriee well short term spectral changes which are relevant to consonant recognition. The TDNN (Time Delay Neural Network) uses a fixed time scale and is therefore well suited to model phenomena with fixed transition times. On the other hand these structures clearly miss time warping abilities which are equally crucial to a successful speech recognition system. In this paper we propose a system which combines the good short-time classification properties of TDNN with the good integration and overall recognition capabilities of H M M (Hidden Markov Models). The standard vector quantization was replaced by a TDNN labeler giving phone like labels. In order to avoid hand segmentation for the training of the TDNN we use a separate HMM and a Viterbi alignment derived from it giving us a course phonetic segmentation of the training data.
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I. I N T R O D U C T I O N
Hidden Markov Models are currently the most successful and flexible speech recognition systems and derive much strength from the powerful training algorithms. Their inputs typically consist of synchronously sampled short time spectra, e.g. one input frame every l0msec. A major flaw in the HMM concept is the frame by frame independence within a single state and hence the poor ability to model spectral transitions which must be well modeled, especially for consonant recognition. Therefore in recent years a variety of methods were developed which incorporate simultaneously short time spectral information and some form of derivative of the short time spectrum. Three types of practical implementations can be distinguished. At IBM a Shroeder-Hall model for automatic gain control was built into the spectral estimation [l] . Another approach taken by the Bell Labs group consists in augmenting the spectral parameter vector with a spectral derivative [2] . Both these methods can be applied to both discrete and continuous parameter HMMs. A last method which only applies to discrete parameter HMMs is the use of multiple codebooks in which one is derived from short time spectra and another from derivatives of spectra as in the SPHINX system [3]. All these methods have been successful but very much ad hoc in their definition of spectral derivative. It is clear that e.g. using the difference of the spectrum at time t + 2 minus the spectrum a t time t -2 is only one simple way to include knowledge about spectral transitions. A trainable distance metric might be able to improve such systems even further.
One way to implement a very wide range of distance metrics is the use of neural networks, in particular multilayer perceptrons (MLP). The TDNN implementation of a MLP [4] has shown great promises for speech recognition, but lacks clearly some of the most important HMM features such as time warping. They further require large sets of hand labeled data and impressive training times.
A HMM R E C O G N I Z E R WITH T D N N LABELS
In order to combine the good short-time classification properties of TDNNs and the good integration properties of HMMs we propose the following system: a (small) TDNN as a low level pattern classifier of spectral derivative information with a discrete parameter HMM system on top.
Recognition System sists of following steps:
Our recognition system con- to be solved is how to train the TDNN labeler, which as contrary to standard vector quantization TDNN is not self organizing. In our system we want to get phone like labels from the TDNN. A first approach could exist in producing huge amounts of hand labeled data which seems a formidable task. Therefore we propose to use an existing HMM for this purpose. In this case a Viterbi alignment against phonetic models replaces the hand labeling. The number of phonetic models in the HMM system is therefore equal to the number of labels that can be produced by the HMM. Of course phonetic labeling with HMMs is far from perfect, but on its training data base it is quite good indeed. Furthermore no exact phone recognition is required as they are used to supervise the TDNN training procedure and any reasonable selection of classes should suffice in first instance. Hence the training of the system consists of following phases:
1.
2.

3.
4.
5.
6.
Train a standard HMM system
Produce a phonetic Viterbi alignment on the training data base Cut out multi frame segments which do not cross phone boundaries Further iterations are possible using the HMM system from step 6. and using this one to reiterate from step 2. on.
IMPLEMENTATION AND EXPERIMENTS
Test Vocabulary and Data Base In a first implementation the system is used for recognition of the ten Dutch digits. These ten digits contain a total of 20 different phonemes. A 21st model is used for silence. In the experiments described here we used about 10 recordings from 6 speakers ( 3 males and 3 females ) each. Half of the data is used for training the HMM parameters and TDNN connection weights, the rest for testing.
HMM Training
The same me1 cepstrum signal processing is used in the initial Markov Model system as for the TDNN. The Markov Model system is a discrete parameter system, using a VQ codebook of size 200 and 21 phonetic left-to-right models. Viterbi style training was run over a sufficient number of passes to obtain full convergence.
Building the TDNN Training Data Base First a
Viterbi alignment against the computed phonetic models is used to produce a phonetically labeled data base.
In a second pass the frames at the boundaries of each phonemic segment are deleted. This is done because the Viterbi segmentation is approximate and leads to occasional labeling errors, especially around phonemic boundaries. It was considered preferable to exclude the phonemic transitions from the TDNN training. The remaining frames are used in an overlapping fashion as multiple realizations of a phoneme in the TDNN training data base. This procedure resulted in about 5.000 representations of the 20 phonemes, or on average 450 represent at ions per phoneme. A further reduction in the number of representations per phoneme could be considered:
1. merely for practical reasons: to keep the size of training data base small.
2. to provide a better balance between short and long phonemes and hence avoid overtraining on vowels vs. consonants.
TDNN Training
Our TDNNs consist of 3 layers ( an input layer, a hidden layer, an output layer). The input layer has 48 units (3 frames x 16 spectral coefficents).
The hidden layer has 30 units. And the output layer has 21 units corresponding to 21 phonemes. The input data was normalized between ( 0 , 1 ).
The training algorithm used is the widely applied back propagation algorithm. The connection weights are randomly initialized to 50.3. For sake of convergence speed all training samples are presented once before the weights are updated. The training is further devided into two parts: 
TDNN VQ
The most straightforward implementation of TDNN labeling is to use the output of the strongest unit as a discrete output, i.e. using a winner take all strategy. The outputs of the network are continuous parameters from 0 to 1. We assume that if y j > 0.5 ( y j is the network output at unit j), the winner can be trusted.
Second HMM Training
The same HMM phonetic models and training methods are used as in the original Viterbi segmentation. However instead of Euclidean VQ with a codebooksize of 200, we use the TDNN VQ of size 21.
DISCUSSION and RESULTS
The purpose of the TDNN labeler is to find a way to improve on standard vector quantization for HMM recognizers. The TDNN labeler constructed in this task is quite small and definitely not a final result by itself, but rather a starting point. Therefore it is hard to find a fair evaluation experiment.
First of all we compared the 21 parameter TDNN labeler with a Euclidean VQ with the same codebook size. Results for the TDNN labeler are 93% correct vs. only 90% correct on the Euclidean VQ. Hence the intrinsic acoustic phonetic distortion provided by the TDNN labeling must be significantly smaller than the distortion provided by Euclidean labeling.
If the quality of the labeling does indeed have a strong influence on ultimate HMM result, then a strong correlation between TDNN labeling distortion rate (we define the distortion rate as the number of the differences of the TDNN labeling from the labeling of the fist Viterbi alignment divided by the size of the data base). and recognition rate should follow. This correlation was observed at several instances in the training process of the TDNN labeler and is illustrated in Fig. 1 and Fig. 2 . Here e stands for the average absolute error on each output node for the all training pattern.
IV. CONCLUSIONS
In this paper we have described a method for using a TDNN VQ in a HMM recognizer. The training of the TDNN labeler is supervised by a Viterbi alignment from a fist HMM using normal VQ, providing a way to train it for very large amounts of unlabeled data. In small scale experiments it was show that for identical codebook sizes the TDNN VQ outperformed standard Euclidean VQ. Further work will have to concentrate in how to enlarge the codebook size which seems necessary to build the ultimate system.
The design of a TDNN labeler as presented in this work is very modular and can easily be extended. In future versions new phonetic classes can be defined at the top layer. Also is it possible to increase the number of sequential frames which are used by the labeler. In all these cases it will be possible to save much on training time as one can always start from the net presented here. 
