. Here, by combining psychophysics, electroencephalography (EEG), and modeling, we show that the perceptual learning of noise is associated with evoked potentials, without any salient physical discontinuity or obvious acoustic landmark in the sound. Rather, the potentials appeared whenever a memory trace was observed behaviorally. Such memory-evoked potentials were characterized by early latencies and auditory topographies, consistent with a sensory origin. Furthermore, they were generated even on conditions of diverted attention. The EEG waveforms could be modeled as standard evoked responses to auditory events (N1-P2) [3] , triggered by idiosyncratic perceptual features acquired through learning. Thus, we argue that the learning of noise is accompanied by the rapid formation of sharp neural selectivity to arbitrary and complex acoustic patterns, within sensory regions. Such a mechanism bridges the gap between the short-term and longer-term plasticity observed in the learning of noise [2, [4] [5] [6] . It could also be key to the processing of natural sounds within auditory cortices [7] , suggesting that the neural code for sound source identification will be shaped by experience as well as by acoustics.
In Brief Andrillon et al. investigated how human listeners manage to learn complicated random auditory noises after only a few exposures. They showed that learning was tracked in real time by the emergence of novel auditory potentials. These neural responses could signal the extremely rapid formation of sharp selectivity to subtle acoustic patterns.
SUMMARY
Experience continuously imprints on the brain at all stages of life. The traces it leaves behind can produce perceptual learning [1] , which drives adaptive behavior to previously encountered stimuli. Recently, it has been shown that even random noise, a type of sound devoid of acoustic structure, can trigger fast and robust perceptual learning after repeated exposure [2] . Here, by combining psychophysics, electroencephalography (EEG), and modeling, we show that the perceptual learning of noise is associated with evoked potentials, without any salient physical discontinuity or obvious acoustic landmark in the sound. Rather, the potentials appeared whenever a memory trace was observed behaviorally. Such memory-evoked potentials were characterized by early latencies and auditory topographies, consistent with a sensory origin. Furthermore, they were generated even on conditions of diverted attention. The EEG waveforms could be modeled as standard evoked responses to auditory events (N1-P2) [3] , triggered by idiosyncratic perceptual features acquired through learning. Thus, we argue that the learning of noise is accompanied by the rapid formation of sharp neural selectivity to arbitrary and complex acoustic patterns, within sensory regions. Such a mechanism bridges the gap between the short-term and longer-term plasticity observed in the learning of noise [2, [4] [5] [6] . It could also be key to the processing of natural sounds within auditory cortices [7] , suggesting that the neural code for sound source identification will be shaped by experience as well as by acoustics.
RESULTS
We used an experimental paradigm where listeners learned exemplars of acoustic noise [2, 5, 6, 8] . Although noise is not representative of natural sounds, it is a unique tool to probe auditory [2] or even visual [9, 10] perceptual learning. First, noise lacks semantic content, thus revealing pure perceptual learning. Also, there is normally no prior exposure to a specific noise exemplar. Finally, noise exemplars can contain tens of thousands of random samples, with no sample-to-sample predictability, pushing any learning mechanism to the extreme.
The surprising ability of listeners to learn meaningless, random patterns is also relevant to the long-standing debate about the nature of experience-dependent changes in the brain: are such changes distributed or local [1, 11] ? A distributed code posits subtle changes in a whole population of neurons, with the functional benefits appearing only at the population level. For audition, perceptual learning has indeed been observed through distributed changes in ''tonotopic'' frequency maps, using pure tones [12, 13] . As noise has a flat spectrum on average, a distributed code could not rely on tonotopy, but it could possibly recruit more-complex timbre maps [14, 15] . In contrast, a local code posits dramatic changes at the single-neuron or small-network level, with small neural populations expressing the full benefit of learning [7, 16] . For noise, such a localized code could apply, if repeated exposure to a random pattern created a form of ultraselective response [17, 18] .
Recently, Luo et al. [5] applied magnetoencephalography (MEG) to the noise-learning paradigm. They found that noise learning induced stable phase patterns in brain neural responses, as measured by inter-trial phase coherence (ITPC) in the 3-8 Hz theta range. Those results were interpreted as a distributed and holistic learning process [19, 20] . Strikingly, there was no effect of perceptual learning on event-related potentials (ERPs), which further advocated against a local process: if listeners learned isolated perceptual events within the noise, those should be accompanied by ERPs [21] . However, the local account may be reprieved with an additional hypothesis. If learned features were local but idiosyncratic, and thus activated at random times across listeners for the same noise [2, 22, 23] , then the associated ERPs would be impossible to observe on average, whereas ITPC would remain high. We devised a variant of the noise-learning paradigm to test this hypothesis.
Behavioral Measures of Perceptual Learning: Diffuse and Compact Conditions
For half of the experiment ( Figure 1A, left) , a standard noise-learning paradigm was used [2, 5] . Participants were instructed to discriminate trials containing continuous white noise (N) from trials made of the seamless concatenation of three copies of a 0.5-s-long white-noise snippet (repeated noise [RN] ). Without participants' knowledge, a third type of trial was introduced: one particular instance of RN (reference RN [RefRN]) re-occurred, identically, over 16 trials throughout a block. A higher repetition-detection performance for RefRN relative to RN indicates perceptual learning [2] . For the other half of the experiment, a change was introduced in the structure of trials containing repetitions: a shorter 0.2-s-long white-noise snippet was repeated but seamlessly concatenated, between repetitions, to 0.3-s-long fresh noises (Figure 1A, right) . Thus, the temporal window over which repetition detection and perceptual learning could occur was restricted to 0.2 s. This would induce less temporal variability in putative local EEG markers. We use the terms ''diffuse'' for fully repeating noise [2, 5] and ''compact'' for partially repeating noise [25, 26] .
Behavioral measures showed clear evidence of perceptual learning in both conditions ( Figure 1C) . First, signal-detection analysis [27] showed a better d' sensitivity for RefRN compared to RN. This difference between RefRN and RN was absent at the beginning of blocks, that is, before learning of RefRN could occur ( Figure S1A ). Reaction times (RTs) were faster for RefRN than RN in the diffuse condition, and a higher accuracy was associated with faster responses for RefRN in both diffuse and compact conditions ( Figure S1B ). This suggests that both d' and RTs indexed perceptual learning. We combined d' and RTs in a ''behavioral efficacy'' index (BE) (Supplemental Experimental Procedures). The compact condition led to lower BEs (Friedman test; p < 0.001), showing that this condition was more difficult overall. However, the amount of learning, as measured by the BE difference between RefRN and RN, was the same across conditions (paired u test; p = 0.46).
Electrophysiological Markers of Learning
EEG was recorded while participants performed the task, and analyses were restricted to the sensors most responsive to auditory stimuli (Supplemental Experimental Procedures). Following [5] , we investigated three possible neural markers of (A) Stimuli and experimental design. In the ''diffuse'' condition (left), participants had to discriminate between no-repeat trials, made of 1.5 s of running white-noise (N), and with-repeats trials, made by concatenating, without any discontinuity, three identical 0.5-s-long snippets of noise. For repeated noise trials (RN), a new snippet of noise was drawn for each trial. For reference repeated noise trials (RefRN), the exact same noise snippet re-occurred not only within a trial but also across trials (illustrated here with target snippet T 2 ). In the ''compact'' conditions, the task was the same, but repeated snippets were shorter (0. Figure 2B , inset) confirmed that the effect was restricted to RefRN. Applying the same analyses to power responses did not reveal any significant difference across conditions. Finally, we estimated ERPs time locked to stimuli onsets. We did not observe any difference across stimulus types. So far, results for ITPC, power, and ERPs fully replicate the MEG findings of [5] .
For the compact condition (Figure 2 , right), the same analyses were performed. Again, there was an increase in ITPC for RefRN compared to N. Averaging ITPC over the low-frequency range revealed a significant cluster for RefRN compared to N and here also for RN compared to N. As the noise snippets for RN were different from one trial to the next, this shows that across-trial phase patterns cannot be specific to a noise snippet. The power analysis did not reveal any difference across stimulus types. Finally, and crucially, there were clear modulations of the ERPs. Averaging ERPs amplitude after each repetition revealed consistent negative potentials for RefRN and RN ( Figure 2D, inset) . Remarkably, within the RefRN trials, ERPs were observed for each presentation of the repeated snippet, including the very first one (before any within-trial repetition). Therefore, such ERPs cannot be markers of within-trial repetition only. We also observed significant ERPs for RN trials but only after several within-trial presentations of the repeated snippet.
In summary, ERPs were observed in response to a noise snippet if and only if the same snippet had been heard before, within (RN) or across (RefRN) trials. The appearance of ERPs was extremely rapid, as they developed within five presentations of a novel noise snippet in RN trials. Such time-locked ERPs occurred without any discontinuities in sounds' amplitude or any other short-term statistics. To illustrate this point, we ran the stimuli through a peripheral auditory model ( Figure 1B) . The simulation showed that there were no obvious landmarks in RN/RefRN, at least not of the kind known to produce auditory ERPs before learning [3] . To stress that the ''events'' producing the ERPs were related to past experience, we term such responses ''memory-evoked potentials'' (MEPs).
MEPs Are Sensory Correlates of Behavioral Performance
To further characterize MEPs, we averaged responses time locked to the RN snippets for the compact condition ( Figure 3A) . Both RefRN and RN induced clear MEPs with a latency of about 100 ms. The MEPs' topography was very similar to the N1 topography ( Figure S3A ), but their broad, mostly negative waveform differed from a standard N1-P2 complex [3] . However, such topography and waveform are consistent with a superposition of time-jittered N1-P2 complexes (see model below). The MEPs were larger for RefRN compared to RN. Nonetheless, after amplitude normalization, the waveforms and topographies became identical ( Figure S3C ). This suggests a common origin: for RN, MEPs could indicate the emergence of a mnesic trace toward the end of the trial, whereas for RefRN, the same mnesic trace would be re-activated from the very first snippet presentation and then reinforced by subsequent presentations.
If this unified account were correct, MEPs should always correlate with behavioral performance. This is exactly what was found: amplitude correlated with BE for both RefRN and RN ( Figure 3B ). We further tested whether MEPs could differentiate between stimuli on a trial-by-trial basis, using a logistic regression on the MEPs amplitude ( Figure 3C ). We obtained significant decoding as early as 100 ms post-presentation, supporting a sensory interpretation. The decoding accuracy was modest, but note that all sounds in this analysis were statistically exactly the same: a single epoch of white noise. Still, MEPs carried information about past experience, on a trial-by-trial basis.
Learning Noise without Paying Attention
So far, listeners were instructed to detect noise repetitions, so at least part of the MEPs could have been caused by attentional modulation. We tested this hypothesis in a supplemental experiment ( Figure S2 ). Listeners were not asked to detect repetitions but rather, had to perform a distracting auditory task (detection of amplitude modulations) [5] . In addition, RN or RefRN sequences were embedded in 8 min of continuous running noise: there was no amplitude-onset cue to signal that a new ''learnable'' sequence had begun, thus removing endogenous and exogenous attentional cues. Still, clear MEPs were observed, remarkably similar to those of the main experiment ( Figure S3B) .
A Simple Model of Memory-Evoked Responses
A possible interpretation for the MEPs is that they were triggered by acoustic events within the noise, which only became perceptually salient after learning. We implemented this idea in a simple quantitative model ( Figure 4A ). Whenever a snippet of noise had been heard before, we injected an ERP in the EEG waveform, with a canonical shape (N1-P2) [3] and random onset time for each ''listener'' and noise. This was intended as an idealized version of one-shot learning: whenever the same noise would be heard again by the same listener, an ERP was invariably trig- , and evoked potentials were added at the onsets and offsets of acoustic energy (stimulus-locked; dark blue). If a noise snippet had been heard before, an additional ERP was added (memory-locked; red), with a random onset time. The onset time was then fixed for subsequent presentations of the same noise snippet. The illustration for the diffuse condition (right) shows that, by construction, RefRNs were associated with perfectly synchronous potentials throughout a block, as they contained the same noise snippets across trials, whereas an RN trial contained only two potentials (after the first repetition epoch of each trial) with time jitter across trials. Forty-two blocks were simulated with a signal-to-noise ratio matching the empirical data set (see Supplemental Experimental Procedures and Figure S4 ). gered and its onset time would remain exactly the same. But a different noise or listener would result in an ERP with a different, random onset time. As a result, for RN, the evoked activity was shifted across trials and shifted across blocks, whereas for RefRN, the evoked activity was fixed across trials and shifted across blocks.
We analyzed the simulated data (Supplemental Experimental Procedures) in the same way as the EEG recordings. The model replicated all of the main findings ( Figures 4B-4D ). In particular, no ERPs were observed in the diffuse condition, as the memory-locked N1-P2 averaged out across blocks, due to the 500-ms onset-time jitter. Timelocked ERPs similar to MEPs were observed only for the compact condition, as the 200-ms onset-time jitter was too short for N1-P2 components to fully overlap and cancel out. The peculiar shape of the MEPs itself was reproduced by the additive model ( Figure 4D, inset) .
DISCUSSION
We used acoustic noise to probe the neural bases of auditory perceptual learning. Our results outline a simple mechanistic account of how initially nondescript, random sounds may acquire perceptual uniqueness. Through exposure, with or without focused attention, rapid plasticity creates sensory selectivity to subtle acoustic details within a specific noise pattern. Such details are localized in time, idiosyncratic, and only become salient after perceptual learning.
This account clarifies the puzzling issue of what is learned within a noise. RN is introspectively reported as containing short ''rasping, clanking'' perceptual events [23, 28] . Behavioral data already suggested that those events differed across listeners for the same noise [2, 22, 23] and thus could not be unambiguously traced back to acoustic landmarks. Our EEG data support this idea. Noise does contain short-term variations, which could be reflected by cortical activations [29, 30] . However, if evoked potentials were due to a passive transmission of acoustic landmarks, all repeated snippets should have been equally signaled. Instead, we found that evoked potentials developed over time, correlated closely with behavior, and were consistent with a model of idiosyncratic perceptual learning.
These MEPs were interpreted as the superposition of standard N1-P2 complexes. The N1-P2 complex has been associated to perceptual changes within constant-amplitude stimuli [31] , and it can be modulated by repeated exposure [32, 33] . Here, we demonstrated not only a modulation of N1-P2 on a much-faster timescale but also the appearance of such an ERP where there was none before learning. As the planum temporale is one of the cortical sources of the N1-P2 complex [34] , our results also advocates for a role of this secondary auditory structure in rapid plasticity and sensory memory. This is consistent with fMRI results using a noise-learning paradigm [6] or, more classically, with mismatch-negativity studies [26, 35] .
Computationally, the learning of discriminant patterns within noise could be achieved through established plasticity mechanisms such as spike-time-dependent plasticity (STDP). In STDP models, repeated exposure to random afferent patterns almost inevitably leads to pattern-specific selectivity at the single-neuron [17] or small-network level [18] . Experimentally, however, we recorded ERPs on scalp electrodes, which must involve relatively broad neural networks. So, was the code local or global? A possibility is that the scalp potentials were the outcome of a cascade of neural events, initially triggered by a sparse mnesic trace [36] and then amplified by perceptual awareness [37] . Indeed, perceptual awareness of a target tone embedded within a stochastic masker is associated with an N1-like ERP [21] . So, even if our experimental measure was at the network level, we argue that, altogether, the data and model suggest a highly local neural code for experience-dependent changes induced by the perceptual learning of noise.
Functionally, sharp neural selectivity to past sensory experiences would help the auditory system distinguish previously heard sounds from truly novel ones. More generally, it could aid learning about frequently encountered natural sounds. In this respect, the search for generic timbre dimensions useful for the identification of sound sources has proven surprisingly elusive [2, 38, 39] . The present results suggest that this may be because source identification is shaped as much by idiosyncratic experience as by acoustic properties.
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