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Abstract. In this lecture a short introduction is given into the theory of
the Feynman path integral in quantum mechanics. The general formulation
in Riemann spaces will be given based on the Weyl- ordering prescription,
respectively product ordering prescription, in the quantum Hamiltonian. Also,
the theory of space-time transformations and separation of variables will be
outlined. As elementary examples I discuss the usual harmonic oscillator, the
radial harmonic oscillator, and the Coulomb potential.
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Introduction
I INTRODUCTION
It was Feynman’s (and Dirac’s [20]) genius [32, 33] to realize that the integral kernel
(propgator) of the time-evolution operator can be expressed as a sum over all possible
paths connecting the points q′ and q′′ with weight factor exp
[
iS(q′′, q′;T )/h¯
]
, where
S is the action, i.e.
K(q′′, q′;T ) =
∑
all paths
A eiS(q
′′,q′;T )/h¯ (1.1)
with some appropriate normalization A.
Surprisingly enough, the same calculus (“same” in the sense of a na¨ıve analytical
continuation) was already know to mathematicians due to Wiener in the study of
stochastic processes. This calculus in functional space (“Wiener measure”) attracted
several mathematicians, including Kac (who mentioned being influenced by Feynman’s
work!), and was further developed by several authors, where best known is the work
of Cameron and Martin. The standard reference concerning these achievements is the
review paper of Gelfand and Yaglom [37], where all these early work was first critically
discussed.
Unfortunately, the discussion between physicists and mathematicians remains
near to nothing for quite a long time, except for [37]; the situation changed with
Nelson [80], and nowadays there are many attempts to understand the path integral
mathematically despite its pathalogies of “infinite measure”, “infinite sums of phases”
with unit absolute values etc.
In particular, the work of Morette-DeWitt starting with her early paper [76] gave
rise to a beautiful theory of the semiclassical expansion in powers of h¯ [18, 19, 77-79].
As it is known for quite a long time, the propagator can be expressed semi-classically as
eiSCl/h¯, with SCl the classical action, times a prefactor. This prefactor is remarkably
simple, namely one has
KWKB(x
′′, x′; t′′, t′) = [g(x′)g(x′′)]−
1
4
(
1
2π i h¯
)D/2
×
√
det
(
− ∂
2SCl[x′, x′′]
∂x′a∂x
′′
b
)
exp
(
i
h¯
SCl[x
′, x′′]
)
. (1.2)
g = det(gab) of some possible metric structure of a Riemannian space, and the
determinant
M := det
(
− ∂
2SCl[x
′, x′′]
∂x′a∂x
′′
b
)
(1.3)
is known as the Pauli-van Vleck-Morette determinant. The semiclassical (WKB-) solu-
tion of the Feynman kernel (we use the notions semiclassical and WKB simultaneously)
is based on the fact that the harmonic oscillator, respectively, the general quadratic
Lagrangian, is exactly solvable and its solution is only determined by the classical
path and not on the summation over all paths. As it turns out, an arbitrary kernel
can be expanded in terms of the classical paths as an expansion in powers of h¯. The
semiclassical kernel (at least its short time representation) is known since van Vleck,
derived by the correspondence principle. Later on Pauli [83] has given a detailed dis-
cussion in his well-known lecture notes. More rigorously the short time propagator for
the one-dimensional case was discussed by Morette [76] in 1951 and a few years later
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by DeWitt [17] extending the previous work to D-dimensional curved spaces. Con-
cerning the semi-classical expansion, every path integral with a Hamiltonian which
is quadratic in its momenta can be expanded about the semiclassical approximation
(1.2) giving a consistent and converging theory, compare DeWitt-Morette [18, 19, 74,
75, 77].
Supersymmetric quantum mechanics provides a very convenient way of classifying
exactly solvable models in usual quantum mechanics, and a systematic way of
addressing the problem of finding all exactly solvable potentials [56].
By e.g. Dutt et al. [16, 29] it was shown that there are a total of twelve different po-
tentials. A glance on these potentials shows that their corresponding Schro¨dinger equa-
tion leads either to the differential equation of the confluent hypergeometric differential
equation with eigen-functions proportional to Laguerre polynomials (bound states)
and Whittaker functions (continuous states), respectively to the differential equation
of the hypergeometric differential equation with eigen-functions proportional to Ja-
cobi polynomials (bound states) and hypergeometric functions (continuous states).
In Reference [16] this topic was nicely addressed and it was shown that in principle
the radial harmonic oscillator and the (modified) Po¨schl-Teller-potential solutions are
sufficient to give the solutions of all remaining ones, together with the technique of
space-time transformations as introduced by Duru and Kleinert [27, 28, 62] (see also
reference [49], Ho and Inomata [55], Steiner [90], and Pak and So¨kmen [82]) enables
one to give the explicit path integral solution of the Coulomb V (C)(r) = −e2/r (r > 0)
and the Morse potential V (M)(x) = (h¯2A2/2m)(e2x − 2αex) (x ∈ R) (compare e.g.
reference [46] for a review of some recent results). The same line of reasoning is true for
the path integral solution of the (modified) Po¨schl-Teller potential [5-35] which give in
turn the path integral solutions for the Rosen-Morse V (RM)(x) = A tanhx−B/ cosh2 x
(x ∈ R), the hyperbolic Manning-Rosen V (MRa)(r) = −A coth r+B/ sinh2 r (r > 0),
and the trigonometric Manning-Rosen-like potential V (MRb)(x) = −A cotx+B/ sin2 x
(0 < x < π), respectively [44].
These lecture notes are far from being a comprehensive introduction into the
whole topic of path integrals, in particular if field theory is concerned. As old as
they be, the books of Feynman and Hibbs [34] and Schulman [86] as still a must for
becoming familiar with the subject. A more recent contribution is due to Kleinert
[64]. Myself and F. Steiner are presently preparing extended lecture notes “Feynman
Path Integrals” and a “Table of Feynman Path Integrals” [50, 51], which will appear
next year.
Several reviews have been written about path integrals, let me note Gelfand and
Jaglom [37], Albeverio et al. [1-3], DeWitt-Morette et al. [19, 79], Marinov [73], and
e.g. for the topic of path integrals for Coulomb potentials [46].
The contents of the lecture is as follows. In the next Chapter I outline the basic
theory of the Feynman path integral, i.e. the lattice definition according to the Weyl-
ordering prescription in the Hamiltonian and a related prescription which is of use
in several applications in my own work. Furthermore, the technique of canonical
coordinate-, time- and space-time transformations will be presented. The Chapter
closes with the discussion of separation of variables in path integrals.
In the third chapter I present some important examples of exact path integral
evaluations. This includes, of course, the harmonic oscillator in its simplest form. I also
discuss the radial path integral with its application of the exact treatment of the radial
(time-dependent) harmonic oscillator. The chapter concludes with a comprehensive
discussion of the Coulomb potential, including the genuine Coulomb problem, its D-
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dimensional generalization, and a generalization with additional axially-symmetric
terms.
Acknowledgement
Finally I want to thank the organizers of this graduate college for their kind invitation
to give this lecture. I also want to thank F. Steiner which whom part of the presented
material was compiled.
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II GENERAL THEORY
1. The Feynman Path Integral
In order to set up the requirements of the path integral formalism we start with the
generic case, where the time dependent Schro¨dinger equation in some D-dimensional
Riemannian manifold M with metric gab and line element ds
2 = gabdq
adqb is given by[
− h¯
2
2m
∆LB + V (q)
]
Ψ(q; t) =
h¯
i
∂
∂t
Ψ(q; t). (1.1)
Ψ is some state function, defined in the Hilbert space L2 - the space of all square
integrable functions in the sense of the scalar product (f1, f2) =
∫
M
√
g f1(q)f
∗
2 (q)dq
[g := det(gab), f1, f2 ∈ L2] and ∆LB is the Laplace-Beltrami operator
∆LB := g
− 12 ∂ag
1
2 gab∂b = g
ab∂a∂b + g
ab(∂a ln
√
g )∂b + g
ab
,a∂b (1.2)
(implicit sums over repeated indices are understood).
The Hamiltonian H := − h¯2
2m
∆LB + V (q) is usually defined in some dense subset
D(H) ⊆ L2, so that H is selfadjoint. In contrast to the time independent Schro¨dinger
equation, HΨ = EΨ, which is an eigenvalue problem, and equation (1.1) which are
both defined on D(H), the unitary operator U(T ) := e− iTH/h¯ describes the time
evolution of arbitrary states Ψ ∈ L2 (time-evolution operator): H is the infinitessimal
generator of U . The time evolution for some state Ψ reads: Ψ(t′′) = U(t′′, t′)Ψ(t′)
Rewriting the time evolution with U(T ) as an integral operator we get
Ψ(q′′; t′′) =
∫ √
g(q′)K(q′′, q′; t′′, t′)Ψ(q′; t′)dq′, (1.3)
where K(T ) is the celebrated Feynman kernel. Equations (1.1) and (1.3) are
connected. Having an explicit expression for K(T ) in (1.3) one can derive in the
limit T = ǫ → 0 equation (1.1). This, on the other hand proves that K(T ) is indeed
the correct integral kernel corresponding to U(T ). A rigorous proof includes, of course,
the check of the selfadjointness of H, i.e. H = H∗. Due to the semigroup property
U(t2)U(t1) = U(t1 + t2) (1.4)
(H time-independent) we have
K(q′′, q′; t′′ + t′) =
∫
K(q′′, q; t′′ + t)K(q, q′; t+ t′)dq (1.5)
In the case of an Euclidean space, where gab = δab, S is just the classical action,
SCl =
∫ [
m
2
q˙2−V (q)]dt = ∫ Lcl(q, q˙)dt, and we get explicitly [∆q(j) := (q(j)−q(j−1)),
q(j) = q(tj), tj = t
′ + jǫ, ǫ = (t′′ − t′)/N , N → ∞, D = dimension of the Euclidean
space] :
K(q′′, q′;T ) = lim
N→∞
(
m
2π i h¯T
)ND
2
N−1∏
j=1
∫ ∞
−∞
dq(j) exp
 ih¯
N∑
j=1
[
m
2ǫ
∆2q(j) − ǫV (q(j))
] .
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≡
q(t′′)=q′′∫
q(t′)=q′
Dq(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
q˙2 − V (q)
]
dt
}
(1.6)
For an arbitrary metric gab things are unfortunately not so easy. The first formulation
for this case is due to DeWitt [17]. His result reads:
K(q′′, q′;T )
=
q(t′′)=q′′∫
q(t′)=q′
√
gDDeW q(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
gab(q)q˙
aq˙b − V (q) + h¯2 R
6m
]
dt
}
:= lim
N→∞
( m
2π i ǫh¯
)ND/2 N−1∏
j=1
∫ √
g(q(j)) dq(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
gab(q
(j−1))∆qa,(j)∆qb,(j) − ǫV (q(j−1)) + ǫ h¯
2
6m
R(q(j−1))
] (1.7)
(R = gab(Γcab,c − Γccb,a +ΓdabΓccd − ΓdcbΓcad) - scalar curvature; Γabc = gad(gbd,c + gdc,b −
gbc,d) - Christoffel symbols). Of course, we identify q
′ = q(0) and q′′ = q(N) in the
limit N →∞. Two comments are in order:
1) Equation (1.7) has the form of equation (1.6) but the corresponding S =
∫ Ldt
is not the classical action, respectively the Lagrangian L is not the classical
Lagrangian L(q, q˙) = m2 gabq˙aq˙b − V (q), but rather an effective one:
Seff =
∫
Leffdt ≡
∫
(Lcl −∆VDeW )dt. (1.8)
The quantum correction ∆VDeW = − h¯26mR is indispensible in order to derive from
the time evolution equation (1.3) the Schro¨dinger equation (1.1) (e.g. [24]). The
appearance of a quantum correction ∆V is a very general feature for path integrals
defined on curved manifolds; but, of course, ∆V ∼ h¯2 depends on the lattice
definition.
2) A specific lattice definition has been chosen. The metric terms in the action are
evaluated at the “prepoint” q(j−1). Changing the lattice definition, i.e. evaluation
of the metric terms at other points, e.g. the “postpoint” q(j) or the “mid-point”
q¯(j) := 12 (q
(j)+ q(j−1)) changes ∆V , because in a Taylor expansion of the relevant
terms, all terms of O(ǫ) contribute to the path integral. This fact is particularly
important in the expansion of the kinetic term in the Lagrangian, where we have
∆4q(j)/ǫ ∼ O(ǫ).
One of the basics requirements of the construction of the path integral is Trotter’s
[93] product formula. Discussions and proofs can be found in many textbooks on
functional integration and functional analysis (e.g. Reed and Simon [85], Simon [87]).
Let us shortly notice a simple proof [87] :
Theorem: Let A and B be selfadjoint operators on a separable Hilbert space so that
A+B, defined on D(A) . . .D(B), is selfadjoint. Then
ei T (A+B) = s-lim
N→∞
(
ei tA/N ei tB/N
)N
. (1.9)
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If furthermore, A and B are bounded from below, then
e−t(A+B) = s-lim
N→∞
(
e−tA/N e−tB/N
)N
. (1.10)
Proof ([80,87]): Let ST = e
iT (A+B), VT = e
iTA, WT = e
iTB , UT = VTWT , and
let ΨT = STΨ for some Ψ ∈ H, with underlying Hilbert space H. Then
‖(ST − UNT/N)Ψ‖ =
∥∥∥∥∥
N−1∑
j=0
U jT/N (ST/N − UT/N )N−j−1Ψ
∥∥∥∥∥
≤ N sup
0≤s≤T
‖(ST − UT/N )Ψ‖. (1.11)
Let Φ ∈ D(A) ∩D(B). Then s−1(Ss − 1)Φ→ i(A+B)Φ for s→ 0 and
Us − 1
s
Φ = Vs(iBΦ) + Vs
(
Ws − 1
s
− iB
)
Φ+
Vs − 1
s
Φ
→ iBΦ+ iAΦ+ 0 (1.12)
hence
lim
N→∞
[
N‖(ST/N − UT/N )Φ‖
]
→ 0, for each Φ ∈ D(A) ∩D(B). (1.13)
Now let D denote D(A) ∩ D(B) with the norm ‖(A + B)Φ‖ + ‖Φ‖ ≡ ‖Φ‖A+B.
By hypothesis, D is a Banach space. With the calculations of equations (1.11-
1.13), {N(St/N − Ut/N )} is a family of bounded operators from D to H with
supN{N‖(ST/N − UT/N )Φ‖} < ∞ for each Φ. As a result, the uniform boundedness
principle implies that
N‖(ST/N − UT/N )Φ‖ ≤ C‖Φ‖A+B (1.14)
for some positive C. Therefore the limit (1.14) is uniform over compact subsets of
D. Now let Ψ ∈ D. Then s → Ψs is a continuous map from [0, T ] into D, so that
{Ψs|0 ≤ s ≤ T} is compact in D. Thus the right-hand side of equation (1.14) goes to
zero as N →∞ The proof of equation (1.10) is similar.
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The conditions on the operators A and B can be weakened with the requirement
that they are fulfill some “positiveness” and possesses a particular self-adjoint exten-
sion.
Thus we see that ordering prescriptions in the quantum Hamiltonian and corre-
sponding lattice formulations in the path integral are closely related (compare also
[22, 23]). This can be formulated in a systematic way (e.g. [68] ):
We consider a monomial in coordinates and momenta (classical quantities)
M(n,m) = qµ1 . . . qµnpν1 . . . pνm (1.15)
We want to have a correspondence rule according to
exp
[
i
h¯
(uq + vp)
]
→ DΩ(u, v; q
¯
, p
¯
) ≡ Ω(u, v) exp
[
i
h¯
(uq
¯
+ vp
¯
)
]
(1.16)
to generate operators q
¯
, p
¯
from coordinates q, p. This produces the mapping
M(n, n)→ 1
in+m
∣∣∣∣ ∂n+mDΩ(u, v; q¯, p¯)∂uµ1 . . . ∂uµn∂vν1 . . . ∂vνm
∣∣∣∣
u=v=0
. (1.17)
Some better known examples are displayed in the following table
Correspondence Rule Ω(u, v) Ordering Rule
Weyl 1
1
2n
n∑
l=0
(
n
l
)
q
¯
n−lp
¯
mq¯l
Symmetric cos
u · v
2
1
2
(q
¯
np
¯
m + p
¯
mq
¯
n)
Standard exp
(
− i u · v
2
)
q
¯
np
¯
m
Anti-Standard exp
(
i
u · v
2
)
p
¯
mq
¯
n
Born-Jordan sin
u · v
2
/
u · v
2
1
m+ 1
n∑
l=0
p
¯
m−lq
¯
np
¯
l
We can make this correspondence explicit. Let us consider the Fourier integral
A(p, q) =
∫ ̂A(u, v) exp [ i
h¯
(uq + ivp)
]
dudv
̂A(u, v) = 1
(2πh¯)D
∫
A(p, q) exp
[
− i
h¯
(uq + ivp)
]
dpdq
(1.18)
We define the operator AΩ(p
¯
, q
¯
) via
AΩ(p
¯
, q
¯
) =
∫ ̂A(u, v)Ω(u, v) exp[ i
h¯
(uq
¯
+ ivp
¯
)
]
dudv, (1.19)
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which gives
A
¯
Ω(p
¯
, q
¯
) =
1
(2πh¯)D
∫
A(p, q)Ω(u, v) exp
[
− i
h¯
u(q−q
¯
)− i
h¯
v(p−p
¯
)
]
dudvdpdq. (1.20)
The inverse transformation is denoted by AΘ(p, q) and has the form
AΘ(p, q) =
1
(2πh¯)D
Tr
∫
A
¯
(p
¯
, q
¯
)[Ω(u, v)]−1 exp
[
i
h¯
u(q−q
¯
)+ i
i
h¯
v(p−p
¯
)
]
dudv. (1.21)
In particular, the δ-function has the correspondence operator
∆Ω(p− p
¯
, q − q
¯
) =
1
(2πh¯)D
∫
Ω(u, v) exp
[
− i
h¯
u(q − q
¯
)− i
h¯
v(p− p
¯
)
]
dudv. (1.22)
Let us turn to the Hamiltonian. Given a classical Hamiltonian Hcl(p, q) the
quantum Hamiltonian is calculated as
H
¯
(p
¯
, q
¯
) =
∫
exp
(
i
h¯
up
¯
+
i
h¯
vq
¯
)
Ω(u, v) ̂Hcl(u, v)dudv
̂Hcl(u, v) = 1
(2πh¯)2D
∫
exp
(
− i
h¯
up− i
h¯
uq
)
Hcl(p, q)dpdq.
(1.23)
Obviously, by proposing a particular classical Hamiltonian depending on variables q′
and q′′, respectively, produces a particular Hamiltonian function,
H(p, q′′, q′) =
1
(2πh¯)D
∫
Ω(q′′ − q′, y) eivy/h¯Hcl[p, 12 (q′′ + q′)− v]dudv (1.24)
For Ω = 1 and Ω = cos uv2 , respectively, we obtain Hamiltonian functions according to
H(p, q′′, q′) = H(p, 12(q′ + q′′))
H(p, q′′, q′) = 12 [Hcl(p, q′′) +Hcl(p, q′)]
(1.25)
which are the matrix elements
< q′|H
¯
(p
¯
, q
¯
)|q′′ > (1.26)
of the quantum Hamiltonians which are Weyl- and symmetrically ordered, respectively.
Choosing Ω(u, v) = exp[i(1− 2u)uv] [54] yields
H(p, q; u) =
q
2m
gab(q)papb+
i h¯
m
( 12 − u)pagab,b−
h¯2
2m
( 12 − u)2gab,ab+∆VWeyl. (1.27)
with the well-defined quantum potential
∆VWeyl =
h¯2
8m
(gabΓdacΓ
c
bd −R) =
h¯2
8m
[
gabΓaΓb + 2(g
abΓa),b + g
ab
,ab
]
(1.28)
u = 1
2
corresponds to the Weyl prescription and is clearly emphazised.
In the next two Sections we discuss two particular ordering prescriptions and the
corresponding matrix elements which will appear as the relevant quantities to be used
in path integrals on curved spaces, it will be the Weyl-ordering prescription (leading
to the midpoint rule in the path integral) and a product ordering (leading to a product
rule in the path integral).
Another approach due to Kleinert [63, 64] I will not discuss here.
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2. Weyl-Ordering
A very convenient lattice prescription is the mid-point definition, which is connected to
the Weyl-ordering prescription in the Hamiltonian H. Let us discuss this prescription
in some detail. First we have to construct momentum operators [83]:
pa =
h¯
i
(
∂
∂qa
+
Γa
2
)
, Γa =
∂ ln
√
g
∂qa
(2.1)
which are hermitean with respect to the scalar product (f1, f2) =
∫
f1f
∗
2
√
g dq. In
terms of the momentum operators (2.1) we rewrite the quantum Hamiltonian H by
using the Weyl-ordering prescription [49,69,72]
H(p, q) =
1
8m
(gab papb + 2pa g
ab pb + papb g
ab) + ∆VWeyl(q) + V (q). (2.2)
Here a well-defined quantum correction appears which is given by [49,72,81]:
∆VWeyl =
h¯2
8m
(gabΓdacΓ
c
bd −R) =
h¯2
8m
[
gabΓaΓb + 2(g
abΓa),b + g
ab
,ab
]
(2.3)
The Weyl-ordering prescription is the most discussed ordering prescription in the
literature. Let us start by defining it for powers of position- and momentum- operators
q
¯
and p
¯
, respectively [69]:
(q
¯
mp
¯
r)Weyl =
(
1
2
)m m∑
l=0
m!
l!(m− l)!q¯
m−lp
¯
rq
¯
l, (2.4)
with the matrix elements (one-dimensional case)
< q′′|(q
¯
mp
¯
r)Weyl|q′ > =
(
1
2
)m m∑
l=0
m!
l!(m− l)!q
m−l < q′′|p
¯
r|q′ > ql
=
∫
dp
(2πh¯)D
pr ei p(q
′′−q′)/h¯
(
q′ + q′′
2
)m
(2.5)
and all coordinate dependent quantities turn out to be evaluated atmid-points. Here
was used that the matrix elements of the position |q > and momentum eigen-states
|p > have the property
< q′′|q′ >= (g′g′′)−1/4δ(q′′ − q′), < q|p >= (2πh¯)−D/2 ei pq/h¯ . (2.6)
This power rule is nothing but a special case of a more general prescription. Of course,
well behaved operator valued functions are included.
We have the Weyl-transform of an operator A(p
¯
, q
¯
) as [72]:
A(p, q) ≡
∫
dv ei pv < q − v
2
|A
¯
(p
¯
, q
¯
)|q + v
2
>, (2.7)
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with the inverse transformation
A
¯
(p
¯
, q
¯
) =
1
(2πh¯)D
∫
dpdqA(p, q)∆(p, q)
∆(p
¯
, q
¯
) =
∫
du ei pu |p− u
2
>< p+ u
2
|.
(2.8)
Let us consider some simple examples. First of all for some operator f(p
¯
)∫
dv ei pv/h¯ < q − v2 |f(p
¯
)|q + v2 >
=
∫
dvdp′ ei pv/h¯ < q − v2 |f(q
¯
)|p′ >< p′|q + v2 >
=
1
(2πh¯)D
∫
dvdp′ ei(p−p
′)v/h¯ f(p′) = f(p). (2.9)
Hence (and similarly)
f(p
¯
) ⇐⇒ f(p), f(q
¯
) ⇐⇒ f(q). (2.10)
Straightforwardly one shows the following correspondence
F (q
¯
)p
¯i
gij(q
¯
)p
¯j
F (q
¯
)
⇐⇒ pipjF 2(q)gij+ 1
2
(
1
2
F 2(q)gij,ij(q)+F,i(q)F,j(q)g
ij(q)−F,ij(q)F (q)gij(q)
)
(2.11)
Special cases are
p
¯i
p
¯j
F (q
¯
) ⇐⇒
(
pi − i h¯
2
∂
∂qi
)(
pj − i h¯
2
∂
∂qj
)
F (q)
p
¯i
F (q
¯
)p
¯j
⇐⇒
(
pi − i h¯
2
∂
∂qi
)(
pj +
i h¯
2
∂
∂qj
)
F (q)
p
¯i
F (q
¯
)p
¯j
⇐⇒
(
pi +
i h¯
2
∂
∂qi
)(
pj +
i h¯
2
∂
∂qj
)
F (q).
(2.12)
For the case that F (q) is some symmetric N ×N matrix we have
1
4
[
p
¯i
p
¯j
F ij(q
¯
) + 2p
¯i
F ij(q
¯
)pj + F
ij(q
¯
)p
¯i
p
¯j
]
⇐⇒ pipjF ij(q). (2.13)
There is, of course, a one-to-one correspondence between the function A(p, q) and the
operator A(p
¯
, q
¯
), called Weyl-correspondence. It gives a prescription how Weyl-
ordered operators can be constructed by the classical counterpart. Starting now
with an operator A, the Weyl-correspondence gives an unique prescription for the
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construction of the path integral. We have for the Feynman kernel for an arbitrary
N ∈ N [which is due to the semi-group property of U(T ), i.e. U(t1+t2) = U(t1)U(t2)]:
K(q′′, q′;T ) =
〈
q′′
∣∣∣∣ exp [− ih¯H¯(p¯, q¯)
]∣∣∣∣q′〉
=
N−1∏
j=1
∫ √
g(j) dq(j)
 N∏
j=1
〈
q(j)
∣∣∣∣ exp [− ih¯ TN H¯(p¯, q¯)
]∣∣∣∣q(j−1)〉. (2.14)
Observing
< q′|∆(p
¯
, q
¯
)|q′′ > =
∫
du eiuq < q′|p− u2 >< p+ u2 |q′′ >
=
1
(2πh¯)D
∫
du exp
[
i
h¯
p(q′ − q′′) + i
h¯
u
(
q − q
′ + q′′
2
)]
= ei p(q
′−q′′)/h¯ δ
(
q − q
′ + q′′
2
)
(2.15)
and making use of the Trotter formula e− i t(A+B) = s−limN→∞
(
e− i tA/N e− i tB/N
)N
and the short-time approximation for the matrix element < q′′| e− i ǫH |q′ >:
< q(j)| exp
[
− i ǫH
¯
(p
¯
, q
¯
)/h¯
]
|q(j−1) >
=
1
(2πh¯)D
< q(j)
∣∣∣∣ ∫ dpdq e− ih(p,q)/h¯ ∫ dudv exp [i(q−q
¯
)u+ i(p−p
¯
)v
]∣∣∣∣q(j−1) >
=
1
(2πh¯)D
∫
dp exp
[
i ǫ
h¯
p(q(j) − q(j−1))− i ǫ
h¯
H(p, q¯(j))
]
, (2.16)
where q¯(j) = 12 (q
(j) + q(j−1)) is the mid-point coordinate.
Let us consider the classical Hamilton-function
Hcl(p, q) = 1
2m
gab(q)
[
pa − Aa(q)
][
pb − Ab(q)
]
+ V (q). (2.17)
The corresponding quantum mechanical operator is not clearly defined due to the
factor ordering ambiguity. Let us try the manifestly hermitean operator
H(p
¯
, q
¯
) =
1
2m
g−
1
4
[
p
¯a
− Aa(q
¯
)
]
g
1
2 (q
¯
)gab(q
¯
)
[
p
¯b
− Aa(q
¯
)
]
g−
1
4 (q
¯
) + V (q
¯
). (2.18)
The Weyl-transformed of H reads
H(p, q) = Hcl(p, q) + h¯
2
2m
[
1
4
g−
1
2
(
g
1
2 gab
)
,ab
+
1
2
(
g−
1
4
)
,a
(
g−
1
4
)
,b
g
1
2 gab − 1
2
(
g−
1
4
)
,ab
g
1
4 gab
]
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= Hcl(p, q) + h¯
2
8m
[
ΓmlaΓ
l
mbg
ab −R]
= Hcl(p, q) + h¯
2
8m
[
gabΓaΓb + 2(g
abΓa),b + g
ab
,ab
]
(2.19)
and, of course, ∆VWeyl appears again. For the path integral all quantities have to
be evaluated at q¯(j). Note: The Weyl-transformed of the the Weyl-ordered operator
(2.16) is just the classical Hamiltonian (2.17). Inserting all quantities in equation
(2.13) we obtain the Hamiltonian path integral:
K(q′′, q′;T ) = [g(q′)g(q′′)]−
1
4 lim
N→∞
N−1∏
j=1
∫
dq(j) ·
N∏
j=1
∫
dp(j)
(2πh¯)D
× exp
 ih¯
N∑
j=1
[
∆q(j) · p(j) − ǫHeff (p(j), q¯(j))
] . (2.20)
The effective Hamiltonian to be used in the path integral (2.20) reads,
H(p, q¯) = Heff (p(j), q¯(j)) = 1
2m
gab(q¯(j))p(j)a p
(j)
b + V (q¯
(j)) + ∆VWeyl(q¯
(j)). (2.21)
With the help of the famous Gaussian integral∫ ∞
−∞
e−p
2x2±qx dx =
√
π
p
exp
(
q2
4p2
)
(2.22)
and, respectively, by its D-dimensional generalization∫
Rn
dp eiq·p−
1
2 g
abpapb = (2π)D/2
√
det(gab) exp
(
− 1
2
gabq
aqb
)
, (2.23)
we get by integrating out the momenta the Lagrangian path integral which reads
(MP = Mid-Point):
K(q′′, q′;T ) = [g(q′)g(q′′)]−
1
4
q(t′′)=q′′∫
q(t′)=q′
√
gDMP q(t) exp
[
i
h¯
∫ t′′
t′
Leff (q, q˙)dt
]
:= [g(q′)g(q′′)]−
1
4 lim
N→∞
( m
2π i ǫh¯
)ND
2
N−1∏
j=1
∫
dq(j)

×
N∏
j=1
√
g(q¯(j)) exp
{
i
h¯
[
m
2ǫ
gab(q¯
(j))∆qa,(j)∆qb,(j) − ǫV (q¯(j))− ǫ∆VWeyl(q¯(j))
]}
.
(2.24)
13
General Theory
Equation (2.24) is, of course, equivalent with equation (1.7). The mid-point pre-
scription arises here in a very natural way, as a consequence of the Weyl-ordering
prescription. This is a general feature that ordering prescriptions lead to specific
lattices and that different lattices define different ∆V .
To proof that the path integral (2.24) is indeed the correct one, one has to show
that with the corresponding short time kernel
K(q(j), q(j−1); ǫ) =
( m
2π i ǫh¯
)D/2
[g(q(j−1))g(q(j))]−
1
4
√
g(q¯(j))
× exp
{
i
h¯
[
m
2ǫ
gab(q¯
(j))∆qa,(j)∆qb,(j) − ǫV (q¯(j))− ǫ∆VWeyl(q¯(j))
]}
. (2.25)
and the time evolution equation (1.3) the Schro¨dinger equation (1.1) follows. For this
purpose a Taylor expansion has to performed in equation (1.3) yielding
Ψ(q′′, t) + ǫ
∂Ψ(q′′; t)
∂t
= B0Ψ(q
′′; t) +Bqb
∂Ψ(q′′; t)
∂q′b
+Bqaqb
∂2Ψ(q′′; t)
∂q′bq′a
+ . . . , (2.26)
where the coefficients in the expansion are given by
B0 =
∫
dq′
√
g(q′)K(q′′, q′; ǫ)
≃
( m
2π i ǫh¯
)D/2
g−
1
4 (q′′) e− i ǫ[V (q
′′)+∆V (q′′)]/h¯
×
∫
dq′g
1
2 (q¯)g
1
4 (q′) exp
(
im
2ǫh¯
∆qa agb∆q
b
)
(2.27)
Bqb =
∫
dq′
√
g(q′)K(q′′, q′; ǫ)∆qb
≃
( m
2π i ǫh¯
)D/2
g−
1
4 (q′′)
∫
dq′g
1
2 (q¯)g
1
4 (q′) exp
(
im
2ǫh¯
∆qa agb∆q
b
)
∆qb
(2.28)
Bqaqb =
∫
dq′
√
g(q′)K(q′′, q′; ǫ)∆qa∆qb
≃
( m
2π i ǫ
)D/2
g−
1
4 (q′′)
∫
dq′g
1
2 (q¯)g
1
4 (q′) exp
(
im
2ǫh¯
∆qa agb∆g
b
)
∆qa∆qb
(2.29)
From these representations it is clear that we need equivalence relations (in the sense
of path integrals) for ∆qa∆qb etc. They are given by
∆qa∆qb=˙
i ǫh¯
m
gab (2.30)
∆qa∆qb∆qc∆qd=˙
(
i ǫh¯
m
)2[
gab gcd + gac gbd + gad gbc
]
. (2.31)
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∆qa∆qb∆qc∆qd∆qe∆qf
=˙
(
i ǫh¯
m
)3[
gab gcd gcd + gac gbd gef + gad gbc gef
+ gab gce gdf + gab gcf gde + gcd gae gbf + gcd gaf gbe + gac gbe gdf + gac gbf gde
+ gbd gae gcf + gbd gaf gce + gad gbe gcf + gad gbf gce + gbc gae gdf + gbc gaf gde
]
.
(2.32)
We just show the identity (2.30), the proof of the remaining ones is similarly. Let us
consider the integral
I(gcd) =
∫
dq exp
(
im
2ǫh¯
∆qc gcd∆q
d
)
=
√
m
2π i ǫh¯g
(2.33)
with the gcd as free parameters. Differentiation with respect to one of the parameters
gives on the one hand:
∂
∂gab
I(gcd) =
im
2ǫh¯
∫
dq exp
(
im
2ǫh¯
∆qc gcd∆q
d
)
∆qa∆qb (2.34)
and on the other
∂
∂gab
I(gcd) =
√
m
2π i ǫh¯
∂
∂gab
g−1/2 = −1
2
√
m
2π i ǫh¯
g−1/2 gab = −1
2
gabI(gcd). (2.35)
Here we have used the formula for the differentiation of determinants: ∂g/∂gab = g g
ab.
Combining the last two equations yield (2.30).
Let us denote by ξ = q′′ − q′ and q = q′′. The various Taylor expanded contributions
yield:
g1/4(q − ξ)g1/2(q − ξ) ≃ g3/4(q)
[
1− Γaξa + 1
8
(4ΓaΓb + 3Γa,b)ξ
aξb
]
.
(2.36)
exp
[
im
2ǫh¯
gab(q − ξ)ξaξb
]
≃ exp
[
im
2ǫh¯
gab(q)ξ
aξb
]
×
[
1 +
m
2 i ǫh¯
gabΓ
b
cdξ
aξcξd − m
8 i ǫh¯
(
gavΓ
v
bc,d + gauΓ
a
vdΓ
v
bc + guvΓ
u
adΓ
v
bc
)
ξaξbξcξd
+
1
2
(
m
2 i ǫh¯
)2
gav gduΓ
v
bcΓ
u
efξ
aξbξcξdξeξf
]
. (2.37)
Here the various derivatives of the metric tensor gab have been expressed by the
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Christoffel symbols. Thus combining the last two equations yield:
g1/4(q − ξ)g1/2(q − ξ) exp
[
im
2ǫh¯
gab(q − ξ)ξaξb
]
≃ g3/4(q) exp
[
im
2ǫh¯
gab(q)ξ
aξb
]
×
[
1−
(
Γaξ
a +
m
2 i ǫh¯
gadΓ
d
bc
)
ξaξbξc +
1
2
(
m
2 i ǫh¯
)2
gav gduΓ
v
bcΓ
u
efξ
aξbξcξdξeξf
− m
8 i ǫh¯
(
gavΓ
v
bc,d + gauΓ
a
vdΓ
v
bc + guvΓ
u
adΓ
v
bc
)
ξaξbξcξd +
1
8
(4ΓaΓb + 3Γa,b)ξ
aξb
]
.
(2.38)
Let us start with the Bab-terms. We get immediately by equation (2.30):
Bab=˙− i ǫh¯
2m
gab. (2.39)
Similarly:
Ba=˙− i ǫh¯
2m
[Γa g
ab + (∂a g
ab)] (2.40)
For the ξ2- and ξ4-terms in B0 we get:
1
8
(4ΓaΓb + 3Γa,b)ξ
aξb=˙
i ǫh¯
8m
gab(4ΓaΓb + 3Γa,b), (2.41)
− m
8 i ǫh¯
(
gavΓ
v
bc,d + gauΓ
a
vdΓ
v
bc + guvΓ
u
adΓ
v
bc
)
ξaξbξcξd
=˙− i ǫh¯
8m
gab
[
8ΓaΓb + Γ
c
ab,c + 2Γa,b
+ guvg
cd(2ΓuadΓ
v
bc + Γ
u
abΓ
v
cd) + 5Γ
c
abΓ
c
bd + 2Γ
d
acΓ
c
bd
]
.
(2.42)
For the ξ6-terms equation (2.32) yields
1
2
(
m
2 i ǫh¯
)2
gav gduΓ
v
bcΓ
u
ef ξ
aξbξcξdξeξf
=˙
i ǫh¯
8m
gab
[
4ΓaΓb + 4Γ
c
abΓc + 4Γ
d
acΓ
c
bd + guvg
cd(2ΓuacΓ
v
bd + Γ
u
abΓ
v
cd)
]
. (2.43)
Therefore combining the relevant terms yields finally:∫
g1/4(q − ξ)g 12 (q − ξ¯) exp
[
im
2ǫh¯
gab(q − ξ¯)ξaξb
]
dξ
=˙
( m
2π i ǫh¯
)−D/2 [
1 +
i ǫh¯
8m
gab
(
Γa,b − ΓcabΓc + 2ΓdacΓcbd − Γcab,c
)]
=˙
( m
2π i ǫh¯
)−D/2
exp
(
i ǫ
h¯
∆VWeyl
)
. (2.44)
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Inserting all the contributions into equation (2.67) yields the Schro¨dinger equation
(1.1).
Let us emphasize that the above procedure is nothing but a formal proof of the
path integral. A rigorous proof must include at least two more ingredients
1) One must show that in fact
lim
N→∞
|[e− iTH/h¯−K(T )]Ψ| → 0 (2.45)
for all Ψ ∈ H (H: relevant Hilbert space).
2) One must show that the domain D of the infinitessimal generator of the kernel
K(T ) is in fact identical with the domain of the Hamiltonian corresponding to
the Schro¨dinger equation (1.1), i.e. the infinitessimal generator is the (selfadjoint)
Hamiltonian.
It is quite obvious that these strong mathematical requirements hold only under certain
assumptions on the potential involved in the Hamiltonian. Here Nelson [80] has shown
the validity of the path integral for one dimensional path integrals. Some instructive
proof can be furthermore found in the books of Simon [87] and Reed and Simon [85].
Also due to Albeverio et al. [1-3] is a wide range of discussion to formulate the Feynman
path integral without the delay of go back to the definition of Wiener integrals.
3. Product-Ordering
In order to develop another useful lattice formulation for path integrals we consider
again the generic case [43]. We assume that the metric tensor gab is real and symmetric
and has rank(gab) = D, i.e. we have no constraints on the coordinates. Thus one
can always find a linear transformation C : qa = Cabyb such that LCl = m2 Λaby˙ay˙b
with Λab = CacgcdCdb and where Λ is diagonal. C has the form Cab = u
(b)
a where
the ~u(b) (b ∈ {1, . . . , d}) are the eigenvectors of gab and Λab = f2c δacδbc where f2a 6= 0
(a ∈ {1, . . . , d}) are the eigenvalues of gab. Without loss of generality we assume f2a > 0
for all a ∈ {1, . . . , d}. (For a time like coordinate qa one might have e.g. f2a < 0, but
cases like this we want to exclude). Thus one can always find a representation for gab
which reads,
gab(q) = hac(q)hbc(q). (3.1)
Here the hab = CacfcCcb = u
(a)
c fcu
(b)
c are real symmetric D ×D matrices and satisfy
habh
bc = δca. Because there exists the orthogonal transformation C equation (3.1)
yields for the y-coordinate system (denoted by My):
Λab(y) = f
2
c (y)δacδbc. (3.2)
equation (3.2) includes the special case gab = Λab. The square-root of the determinant
of gab,
√
g and the Christoffels Γa read in the q-coordinate system (denoted by Mq):
√
g = det(hab) =: h, Γa =
h,a
h
, pa =
h¯
i
(
∂
∂qa
+
h,a
2h
)
. (3.3)
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The Laplace-Beltrami-operator expressed in the hab reads on Mq:
∆
Mq
LB =
{
hachbc
∂2
∂qa∂qb
+
[
∂hac
∂qa
hbc + hac
∂hbc
∂qa
+
h,a
h
hachbc
]
∂
∂qb
}
(3.4)
and on My:
∆
My
LB =
1
f2a
[
∂2
∂y2a
+
(
fb,a
fb
− 2fa,a
)
∂
∂ya
]
. (3.5)
With the help of the momentum operators (3.3) we rewrite the Hamiltonian in the
”product-ordering” form
H = − h¯
2
2m
∆
Mq
LB + V (q) =
1
2m
hac(q)papbh
bc(q) + V (q) + ∆VProd(q), (3.6)
with the well-defined quantum correction
∆VProd =
h¯2
8m
[
4hachbc,ab+2h
achbc
h,ab
h
+2hac
(
hbc,b
h,a
h
+ hbc,a
h,b
h
)
−hachbc h,ah,b
h2
]
.
(3.7)
On My the corresponding ∆VProd(y) is given by
∆VProd(y) =
h¯2
8m
1
f2a
[(
fb,a
fb
)2
− 4fa,aa
fa
+ 4
fa,a
fa
(
2
fa,a
fa
− fb,a
fb
)
+ 2
(
fb,a
fb
)
,a
]
. (3.8)
The expressions (3.7) and (3.8) look somewhat circumstantial, so we display a special
case and the connection to the quantum correction ∆VWeyl which corresponds to the
Weyl-ordering prescription.
1) Let us assume that Λab is proportional to the unit tensor, i.e. Λab = f
2δab. Then
∆VProd(y) simplifies into
∆VProd(y) = h¯
2D − 2
8m
(4−D)f2,a + 2f · f,aa
f4
. (3.9)
This implies: Assume that the metric has or can be transformed into the special
form Λab = f
2δab. If the dimension of the space is D = 2, then the quantum
correction ∆VProd vanishes.
2) A comparison between (3.7) and (2.3) gives the connection with the quantum
correction corresponding to the Weyl-ordering prescription:
∆VProd = ∆VWeyl +
h¯2
8m
(
2hachbc,ab − hac,ahbc,b − hac,bhbc,a
)
. (3.10)
In the case of equation (3.2) this yields:
∆VProd(y) = ∆VWeyl +
h¯2
4m
f2a,a − fafa,aa
f4a
(3.11)
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These equations often simplify practical applications.
Next we have to consider the short-time matrix element < q′′| e− iTH |q′ > in or-
der to derive the path integral formulation corresponding to our ordering prescription
(3.6).
We proceed similar as in the previous section. We consider the short-time approxima-
tion to the matrix element [ǫ = T/N, g(j) = g(q(j))]:
< q(j)| e− i ǫH/h¯ |q(j−1) >≃< q(j)|1− i ǫH/h¯|q(j−1) >
=
[g(j) g(j−1)]−
1
4
(2πh¯)D
∫
eip∆q
(j)
dp
− i ǫh¯
2m
< q(j)|hacpapbhbc|q(j−1) > − i ǫ
h¯
< q(j)|V +∆VProd|q(j−1) > . (3.12)
Therefore we get for the short-time matrix element (ǫ≪ 1):
< q(j)| e− i ǫH/h¯ |q(j−1) >≃ [g
(j) g(j−1)]−
1
4
(2πh¯)D
∫
dp
× exp
[
i
h¯
p∆q(j) − i ǫ
2mh¯
hac(q(j))hbc(q(j−1))papb − i ǫ
h¯
V (q(j))− i ǫ
h¯
∆VProd(q
(j))
]
.
(3.13)
The choice of the “post point” q(j) in the potential terms is not unique. A “pre-
point”, “mid-point” or a “product-form”-expansion is also legitimate. However,
changing from one to another formulation does not alter the path integral, because
differences in the potential terms are of O(ǫ), i.e. of O(ǫ2) in the short-time Feynman
kernel and therefore do not contribute. The Trotter formula e− i T (A+B) := s −
limN→∞(e
− iTA/N e− i TB/N )N states that all approximations in equations (3.12) to
(3.13) are valid in the limit N →∞ and we get for the Hamiltonian path integral
in the “product form”-definition [h
(j)
ab = hab(q
(j))]:
K(q′′, q′;T ) = [g(q′)g(q′′)]−
1
4 lim
N→∞
N−1∏
j=1
∫
dq(j) ×
N∏
j=1
dp(j)
(2πh¯)D

× exp
 ih¯
N∑
j=1
[
p∆q(j) − ǫ
2m
hac,(j)hbc,(j−1)p(j)a p
(j)
b − ǫV (q(j))− ǫ∆VProd(q(j))
] .
(3.14)
Performing the momentum integrations we get for the Lagrangian path integral
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in the “product form”-definition: (PF=Product-Form)
K(q′′, q′;T )
=
q(t′′)=q′′∫
q(t′)=q′
√
gDPF q(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
hachbcq˙
aq˙b − V (q)−∆VProd(q)
]
dt
}
:= lim
N→∞
( m
2π i ǫh¯
)ND
2
N−1∏
j=1
∫ √
g(q(j)) dq(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
h(j)ac h
(j−1)
bc ∆q
a,(j)∆qb,(j) − ǫV (q(j))− ǫ∆VProd(q(j))
] . (3.15)
In the last step we have to check that the Schro¨dinger equation (1.1) can be deduced
from the short-time kernel of equation (3.15). Because one can always transform from
the q-coordinates to the y-coordinates, which is a linear orthogonal transformation
and thus does not produce any quantum correction in the path integral (3.14) defined
on My, we shall use in the following the representation of equation (3.2). Looking
at the Hamiltonian formulation of the path integral (3.14) we see that the unitary
transformation y = C−1q changes the metric term pah
achcbpb → paΛabpb, i.e. in the
correct feature, the measure dq(j)dp(j) → dy(j)dp(j) due to the Jacobean J = 1 so
that the Feynman kernel is transformed just in the right manner.
We restrict ourselves to the proof that the short-time kernels of equations (2.25)
and (3.15) are equivalent, i.e. we have to show (y¯ = (y′′ + y′)/2):
[g(y′)g(y′′)]−
1
4
√
g(y¯) exp
[
im
2ǫh¯
Λab(y¯)∆y
a∆yb − i ǫ
h¯
V (y¯)− i ǫh¯∆VW (y¯)
]
=˙ exp
{
im
2ǫh¯
fa(y
′)fa(y
′′)∆2ya − i ǫ
h¯
V (y′′)− i ǫh¯∆VProd(y′′)
]}
. (3.16)
Clearly, e− i ǫV (y¯)/h¯ =˙ e− i ǫV (y
′′)/h¯ for the potential term. It suffices to show that a
Taylor expansion of the g and the kinetic energy terms on the left-hand side of equation
(3.15) yield an additional potential ∆V˜ given by
∆V˜ (y) = ∆VProd(y)−∆VWeyl(y) = h¯
2
4m
f2a,a(y)− fa(y)fa,aa(y)
f4a (y)
. (3.17)
We consider the g-terms on the left-hand side of equation (3.16) and expand them in
a Taylor-series around y′. This gives (ξa = (y
′′
a − y′a), fa(y′) ≡ fa):
[g(y′)g(y′′)]−
1
4
√
g(y¯) ≃
[
1− 1
8
fcfc,ab − fc,afc,b
f2c
ξaξb
]
. (3.18)
Exploiting the path integral identity (2.30) we get by exponentiating the O(ǫ)-terms,
[g(y′)g(y′′)]−
1
4
√
g(y¯) ≃ exp
[
− i ǫh¯
8m
fafa,bb − f2a,b
f2af
2
b
]
. (3.19)
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Repeating the same procedure for the exponential term gives:
exp
[
im
2ǫh¯
Λab(y¯)ξ
aξb
]
≃ exp
[
im
2ǫh¯
fa(y
′)fa(y
′′)ξaξa
]
×
[
1− i ǫ
8m
(fcfc,ab − fc,afc,b) ξaξbξcξc
]
. (3.20)
We use the identity (2.30) to get
exp
[
im
2ǫh¯
Λab(y¯)ξ
aξb
]
≃ exp
[
im
2ǫh¯
fa(y
′)fa(y
′′)ξaξa
]
× exp
[
i ǫh¯
8m
fafa,bb − f2a,b
f2af
2
b
+
i ǫh¯
4m
fafa,aa − f2a,a
f4a
]
. (3.21)
Combining equations (3.20) and (3.21) yields the additional potential ∆V˜ and
equation (3.16) is proven. Thus we conclude that the path integral (3.15) is well-
defined and is the correct path integral corresponding to the Schro¨dinger equation
(1.1).
A combination of lattice prescriptions were in the metric gab in the kinetic term in
the exponential and in the determinant g different lattices are used exist also in the
literature. Let us note the result of McLaughlin and Schulman [70]:
K(q′′, q′;T ) = lim
N→∞
( m
2π i ǫh¯
)ND/2 N−1∏
j=1
∫ √
g(q(j) dq(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
gab(q¯
(j))∆q(j) aq(j) b − ǫU(q¯(j))
] (3.22)
with the effective potential
U(q) = V (q)− e
c
A(q) · q˙ − F (q), (3.23)
A(q) an additional vector potential term and F (q) given by
F (q) = −h¯2Fabcd
(
gabgcd + gacgbd + gadgbc
)
Fabcd =
1
48m
(
gab,cd − 2gefΓabeΓcdf
) (3.24)
[Γabc =
1
2(gab,c + gac,b − gbc,a)]. According to D’Olivio and Torres [21] the effective
potential can be rewritten as
U(q) = V (q)− e
c
A(q) · q˙ + h¯
2
8m
[
R + gab(ΓcadΓ
d
bc + ∂bΓ
c
ac)
]
. (3.25)
which is up the derivative term the result of Mizrahi [72].
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4. Space-Time Transformation
Let us consider a one-dimensional path integral
K(x′′, x′;T ) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
x˙2 − V (x)
)
dt
]
. (4.1)
It is now assumed that the potential V is so complicated that a direct evaluation of
the path integral is not possible. We want to describe a method how a transformed
path integral can be achieved to calculate K(T ) or G(E), respectively, nevertheless.
This method is called “space-time” transformation. This technique was originally
developed by Duru and Kleinert [27,28]. It was further evolved by Steiner [90], Pak
and So¨kmen [82], Inomata [59], Kleinert [62, 64] and Grosche and Steiner [49]. In the
rigorous lattice derivation of the following formulæ we follow ourselves [49] and Pak
and So¨kmen [82].
Let us start by considering the Legendre-transformed of the general one-dimensional
Hamiltonian:
HE = − h¯
2
2m
(
d2
dx2
+ Γ(x)
d
dx
)
+ V (x)− E (4.2)
which is hermitean with respect to the scalar product
(f1, f2) =
∫
f1(x)f
∗
2 (x)J(x)dx, J(x) = e
∫
x
Γ(x′)dx′ . (4.3)
Introducing the momentum operator
px =
h¯
i
(
d
dx
+
1
2
Γ(x)
)
, Γ(x) =
d lnJ(x)
dx
(4.4)
HE can be rewritten as
HE =
p2x
2m
+ V (x) +
h¯2
8m
[Γ2(x) + 2Γ′(x)]− E (4.5)
with the corresponding path integral
KE(x
′′, x′;T ) = eiTE/h¯K(x′′, x′;T ), (4.6)
where K(T ) denotes the path integral of equation (4.1).
Let us consider the space-time transformation
x = F (q), dt = f(x)ds (4.7)
with new coordinate q and new “time” s. Let G(q) = Γ[F (q)], then
HˆE = − h¯
2
2m
1
F ′2(q)
[
d2
dq2
+
(
G(q)F ′(q)− F
′′(q)
F ′(q)
)
d
dq
]
+ V [F (q)]− E. (4.8)
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With the constraint f [F (q)] = F ′
2
(q) we get for the new Hamiltonian H˜ = fHˆE :
H˜ = − h¯
2
2m
[
d2
dq2
+
(
G(q)F ′(q)− F
′′(q)
F ′(q)
)
d
dq
]
+ f [F (q)][V (F (q))−E]
= − h¯
2
2m
[
d2
dq2
+ Γ˜(q)
d
dq
]
+ f [F (q)][V (F (q))−E],
(4.9)
where Γ˜(q) = G(q)F ′(q) − F ′′(q)/F ′(q). The corresponding measure in the scalar
product and the hermitean momentum are
pq =
h¯
i
[
d
dq
+
1
2
Γ˜(q)
]
, J(q) =
√
g(q) = e
∫
q
Γ˜(q′)dq′ . (4.10)
The Hamiltonian H˜ expressed in the position- q and momentum operator pq is
H˜ =
pq
2m
+ f [F (q)][V (F (q))E] + ∆V (q) (4.11)
with the well-defined quantum potential
∆V (q) =
h¯2
8m
[
3
(
F ′′(q)
F ′(q)
)2
− 2F
′′′(q)
F ′(q)
+
(
G(q)F ′(q)
)2
+ 2G′(q)F ′(q)
]
. (4.12)
Note that for G ≡ 0, ∆V is proportional to the Schwartz derivative of the transfor-
mation F . The path integral corresponding to the Hamiltonian H˜ is
K˜(q′′, q′; s′′) =
q(t′′)=q′′∫
q(t′)=q′
Dq(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
q˙2 − f [F (q)][V (F (q))− E]−∆V (q)
]
ds
}
. (4.13)
As it is easily checked it is possible to derive from the short time kernel of equation
(4.13) via the time evolution equation
Ψ˜(q′′; s) =
∫
K˜(q′′, q′; s′′)Ψ˜(q′; s)dq′ (4.14)
the time dependent Schro¨dinger equation
HΨ˜(q; s) = i h¯
∂
∂s
Ψ˜(q; s). (4.15)
The crucial point is now, of course, the rigorous lattice derivation of K˜(s′′) and the
relation between K˜(s′′) and K(T ). It turns out that K˜ is given in terms of K(T ) by
the equations
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
e− iTE/h¯G(x′′, x′;E)dE
G(x′′, x′;E) = i[f(x′)f(x′′)]
1
4
∫ ∞
0
K˜(q′′, q′; s′′)ds′′.
(4.16)
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This we want to justify!
Let us consider the path integral K(T ) in its lattice definition
K(x′′, x′;T ) = lim
N→∞
( m
2π i ǫh¯
)ND/2 N−1∏
j=1
∫
dx(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
(x(j) − x(j−1))2 − ǫV (x¯(j))
] . (4.17)
We consider a D-dimensional path integral. To transform the coordinates x into
the coordinates q we use the midpoint prescription expansion method. It reads that
one has to expand any dynamical quantity in question F (q) which is defined on the
points q(j) and q(j−1) of the jth-interval in the lattice version about the midpoints
q¯(j) = 12 (q
(j) + q(j−1)) maintaining terms up to order (q(j) − q(j−1))3. This gives:
∆F (q(j)) ≡ F (q(j))− F (q(j−1)) = F
(
q¯(j) +
∆q(j)
2
)
− F
(
q¯(j) − ∆q
(j)
2
)
= ∆q(j)m
∂F (q)
∂qm
∣∣∣∣
q=q¯(j)
+
1
24
∆q(j)m ∆q
(j)
n ∆q
(j)
k
∂3F (q)
∂qm∂qn∂qk
∣∣∣∣
q=q¯(j)
+ . . . .
(4.18)
Introducing the abbreviations
F (j),m ≡
∂F (q)
∂qm
∣∣∣∣
q=q¯(j)
, F
(j)
,mnk ≡
∂3F (q)
∂qm∂qn∂qk
∣∣∣∣
q=q¯(j)
(4.19)
we get therefore
∆2F (j) =
[
∆q(j)m F
(j)
,m +
1
24
∆q(j)m ∆q
(j)
n ∆
(j)
k F
(j)
,mnk
]2
≃ ∆q(j)m ∆q(j)n F (j),m F (j),n +
1
12
∆q(j)m ∆q
(j)
n ∆q
(j)
k ∆q
(j)
l F
(j)
,m F
(j)
,nkl
=˙∆q(j)m ∆q
(j)
n F
(j)
,m F
(j)
,n +
1
12
(
i ǫh¯
m
)2
F (j),m F
(j)
,nklF
−1
mnkl(q
(j)) (4.20)
according to equation (2.30) with the abbreviation
F−1mnkl(q
(j)) = (F (j),m F
(j)
,n )
−1(F
(j)
,k F
(j)
,l )
−1
+ (F (j),m F
(j)
,k )
−1(F
(j)
,l F
(j)
,n )
−1 + (F (j),m F
(j)
,l )
−1(F
(j)
,k F
(j)
,n )
−1. (4.21)
Furthermore we have to transform the measure. Because
N−1∏
j=1
dx(j) =
N−1∏
j=1
∣∣∣∣∂F (q(j))∂q(j)
∣∣∣∣dq(j) ≡ N−1∏
j=1
F;q(q
(j))dq(j) (4.22)
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does not have a symmetric look, we must expand about q¯(j). We get:
N−1∏
j=1
dx(j) =
[
F;q(q
′)F;q(q
′′)
]−1/2 N−1∏
j=1
dq(j)
N∏
j=1
[
F;q(q
(j))F;q(q
(j−1)
] 1
2
≃ [F;q(q′)F;q(q′′)]−1/2 N−1∏
j=1
dq(j)
N∏
j=1
F;q(q¯
(j))
×
[
1− 1
8
(
F;q,m(q¯
(j))F;q,n(q¯
(j))
F 2;q(q¯
(j))
− F;q,mn(q¯
(j))
F;q(q¯(j))
)
∆q(j)m ∆q
(j)
n
]
=˙
[
F;q(q
′)F;q(q
′′)
]− 12 N−1∏
j=1
dq(j)
N∏
j=1
F;q(q¯
(j))
× exp
[
− i ǫh¯
8m
(F (j),m F
(j)
,n )
−1
(
F;q,m(q¯
(j))F;q,n(q¯
(j))
F 2;q(q¯
(j))
− F;q,mn(q¯
(j))
F;q(q¯(j))
)]
(4.23)
Thus we have the coordinate transformed path integral
Kˆ(q′′, q′;T )
= [F;q(q
′)F;q(q
′′)]−1/2 lim
N→∞
( m
2π i ǫh¯
)ND/2 N−1∏
j=1
∫
dq(j)
×
N∏
j=1
F;q(q¯
(j)) exp
{
i
h¯
[
m
2ǫ
∆q(j)m ∆q
(j)
n F,m(q¯
(j))F,n(q¯
(j))− ǫV (q¯(j))
− ǫh¯
2
8m
(F (j),m F
(j)
,n )
−1
(
F;q,m(q¯
(j))F;q,n(q¯
(j))
F 2;q(q¯
(j))
− F;q,mn(q¯
(j))
F;q(q¯(j))
)
− ǫh¯
2
8m
F (j),m F
(j)
,nklF
−1
mnkl(q
(j))
)]}
(4.24)
This path integral has the canonical form (2.24). In order to see this note that
the factor F,m(q¯
(j))F,n(q¯
(j)) in the dynamical term can be interpreted as a metric
gnm appearing in an effective Lagrangian. Thus we can rewrite the transformed
Lagrangian in terms of this metric (Gervais and Jevicki [38]): Firstly, we have
F;q(q) =
√
det(gnm(q)) ≡
√
g(q). In the expansion of the determinant about the
midpoints we then get
[F;q(q
(j))F;q(q
(j−1)
]1/2
≃
√
q(q¯(j))
{
1 +
1
16
[
gmn(q¯(j))gmn,kl + g
mn
,k(q¯
(j))gmn,l(q¯
(j))
]
∆q
(j)
k ∆q
(j)
k
}
. (4.25)
Using now successively the identities
g,l(q)
g(q)
= gmn(q)gmn,l(q), F
m
,kl(q) = Γ
m
kl(q)F
m
,l (q), Γ
m
ml,k(q) =
1
2
(
g,l(q)
g(q)
)
,k
(4.26)
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we can cast the quantum potential into the form
∆V (q) =
h¯2
8m
gmn(q)Γklm(q)Γ
l
km(q) (4.27)
which is just the Weyl-ordering quantum potential without curvature term. In the
present case the curvature vanishes since we started in flat Euclidean space which
remains flat during the transformation.
In particular equation (4.24) takes in the one-dimensional case the form [F ′ ≡
dF/dq]:
Kˆ(q′′, q′;T ) = [F ′(q′)F ′(q′′)]−
1
2 lim
N→∞
( m
2π i ǫh¯
)N/2 N−1∏
j=1
∫
dq(j)
×
N∏
j=1
F ′(q¯(j)) exp
{
i
h¯
[
m
2ǫh¯
∆q(j)m ∆q
(j)
n F
′2(q¯(j))− ǫV (q¯(j))− ǫh¯
2
8m
F ′
2
(q¯(j))
F ′4(q¯(j))
]}
(4.28)
which is the same result as taking for D = 1 in ∆VWeyl the metric tensor gab = F
′2.
The infinitesimal generator of the corresponding time-evolution operator is HˆE . To
proceed further we perform a time transformation according to
dt = f(s)ds, s′ = s(t′) = 0, s′′ = s(t′′) (4.29)
and we make the choice f = F ′
2
. Translating this transformation into the discrete
notation requires special care. In accordance with the midpoint prescription we must
first symmetrize over the interval (j, j − 1) to prefer neither of the endpoints over the
other, i.e.
∆t(j) = ǫ = ∆s(j)F ′(q(j))F ′(q(j−1)), ∆s(j) = s(j) − s(j−1) ≡ δ(j). (4.30)
Expanding about midpoints yields
ǫ ≃ δ(j)F ′2(q¯(j))
{
1 +
∆2q(j)
4
[
F ′′′(q¯(j))
F ′(q¯(j))
−
(
F ′′(q¯(j))
F ′(q¯(j))
)2]}
. (4.31)
Insertion yields for each jth-term [identify V (x(j))→ V [F (q(j))] ≡ V (q(j))]
( m
2π i ǫh¯
)N
2
N−1∏
j=1
dx(j) ×
N∏
j=1
exp
{
i
h¯
[
m
2ǫ
∆2x(j) − ǫV (x(j)) + ǫE
]}
=
N−1∏
j=1
F ′(q(j))dq(j)
N∏
j=1
( m
2π i ǫh¯
) 1
2
× exp
(
i
h¯
{
m
2ǫ
[
F ′
2
(q¯(j))∆2q(j) +
1
12
F ′(q¯(j))F ′′′(q¯(j))∆4q(j)
]
− ǫV (x(j)) + ǫE
})
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=
[
F ′(q′)F ′(q′′)
]− 12 N−1∏
j=1
dq(j)
N∏
j=1
(
m
2π i δ(j)h¯
) 1
2
×
N∏
j=1
exp
[[
i
h¯
{
m
2δ(j)
[
1 +
∆2q(j)
4
(
F ′′′(q¯(j))
F ′(q¯(j))
−
(
F ′′(q¯(j))
F ′(q¯(j))
)2)]−1
×
[
∆2q(j) +
∆4q(j)
12
F ′′′(q¯(j))
F ′(q¯(j))
]
− δ(j)F ′2(q¯(j))
[
V (q(j))−E
]}]]
.
=˙
[
F ′(q′)F ′(q′′)
]− 12( m
2π i δh¯
)N
2
N−1∏
j=1
dq(j)
× exp
[[
i
h¯
{
m
2δ
∆2q(j) − δ(j)F ′2(q(j))
[
V (q(j))− E
]
− iδh¯
8m
[
3
(
F ′′(q(j))
F ′(q(j))
)2
− 2F
′′′(q(j))
F ′(q(j))
]}]]
. (4.32)
Let us assume that the constraint∫ s′′
0
dsf [F (q(s))] = T (4.33)
has for all admissible path a unique solution s′′ > 0. Of course, since T is fixed, the
“time” s′′ will be path dependent. To incorporate the constraint let us consider the
Green function G(E):
G(x′′, x′;E) = i
∫ ∞
0
dT eiTE/h¯K(x′′, x′;T )
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iTE/h¯G(x′′, x′;E).
(4.34)
This incorporation is far from being trivial, in particular the fact that the new time-
slicing δ(j) is treated in the same way as the old time-slicing ǫ, i.e. δ(j) ≡ δ is considered
as being fixed, but can however be justified in a more comprehensive way, see e.g. [6,
35, 59]. We now observe that G(E) can be written e.g. in the following ways [62]:
G(x′′, x′;E) = f(x′′)
∫ ∞
0
< x′′| e− i s′′f(x)(H−E)/h¯ |x′ > ds′′ (4.35a)
= f(x′)
∫ ∞
0
< x′′| e− i s′′(H−E)f(x)/h¯ |x′ > ds′′ (4.35b)
=
√
f(x′)f(x′′)
∫ ∞
0
< x′′| e− i s′′
√
f(x)(H−E)
√
f(x)/h¯ |x′ > ds′′.
(4.35c)
The last line give for the short-time matrix element in the usual manner
<x(j)| e− i δ(j)f
1
2 (x)(H−E)f
1
2 (x)/h¯ |x(j−1) >
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≃< x(j)|1− i δ(j)f 12 (x)(H −E)f 12 (x)/h¯|x(j−1) >
=< x(j)|x(j−1) > − i δ
(j)
h¯
√
f(x(j))f(x(j)) < x(j)|H − E|x(j−1) >
=< F (q(j))|F (q(j−1)) > − i δ
(j)
h¯
√
f [F (q(j))]f [F (q(j))] < F (q(j))|HˆE|F (q(j−1)) >
=< q(j)|q(j−1) > − i δ
h¯
< q(j)|H˜|q(j−1) >
=
1
2π
∫
dpq exp
[
i
h¯
pq∆q
(j) − i δ
2mh¯
p2q −
i δ
h¯
F ′
2
(q¯(j))(V (q¯(j))−E)− i δ
h¯
∆V (q¯(j))
]
=
(
m
2π i δh¯
) 1
2
exp
[
im
2δh¯
∆2q(j) − δ
h¯
F ′
2
(q¯(j))(V (q¯(j))− E)− δ
h¯
∆V (q¯(j))
]
,
(4.36)
where the well-defined quantum potential ∆V is given by
∆V (q) =
h¯2
8m
[
3
F ′′′(q)
F ′(q)
− 2
(
F ′′(q)
F ′(q)
)2]
. (4.37)
Note that this quantum potential has the form of a Schwartz-derivative. This
procedure justifies our symmetrization prescription of equations (4.30). Thus we arrive
finally at the transformation formulæ:
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− i TE/h¯G[F (q′′), F (q′);E]
G[F (q′′), F (q′);E] = i[F ′(q′′)F ′(q′)]−
1
2
∫ ∞
0
ds′′K˜(q′′, q′; s′′)
(4.38)
where the path integral K˜(s′′) is given by
K˜(q′′, q′; s′′) = lim
N→∞
(
m
2π i δh¯
) 1
2
N−1∏
j=1
∫
dq(j)
× exp
 ih¯
N∑
j=1
[
m
2δ
∆2q(j) − δF ′2(q¯(j))(V (q¯(j))− E)− δ∆V (q¯(j))
] . (4.39)
This is exactly the path integral (4.13) and thus we have proven it. Note that only
for D = 1 we have the simple transformation property
im
2ǫ
∆2x(j) → im
2δ
∆2q(j). (4.40)
For higher dimensional problem this may only possible for one coordinate kinetic term.
Anyway, the requirement for higher dimensional problems are
F;q = F,mF,n (4.41)
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for at least one pair (m,n) ∈ (1, . . . , D).
Finally we consider a pure time transformation in a path integral. We consider
equation (4.35c), i.e.
G(x′′, x′;E) =
√
f(x′)f(x′′)
∫ ∞
0
ds′′ < q′′| e− i s′′
√
f (H−E)
√
f/h¯ |q′ >, (4.42)
where we assume that the Hamiltonian H is product ordered. Then
G(x′′, x′;E)
=
√
f(x′)f(x′′)
∫ ∞
0
ds′′
N−1∏
j=1
∫
dq(j)
N∏
j=1
< q(j)| e− i δ
√
f (H−E)
√
f/h¯ |q(j−1) >
=
√
f(x′)f(x′′)
(g′g′′)
1
4
∫ ∞
0
ds′′ lim
N→∞
N−1∏
j=1
∫
dq(j)
×
N∏
j=1
∫
dp(j)
(2πh¯)D
exp
(
i
h¯
{
p(j)∆q(j) − δ
√
f(q(j))f(q(j−1))
×
[
hac(q(j−1))hbc(q(j))
2m
p(j)a p
(j)
b + V (q
(j)) + ∆VProd(q
(j))−E
]})
= (f ′f ′′)
1
2 (1−D/2) lim
N→∞
( m
2π i ǫh¯
)ND/2 N−1∏
j=1
∫ √
g(q(j))
fD(q(j))
dq(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
hac(q
(j−1))hbc(q
(j))√
f(q(j−1))f(q(j))
∆qa,(j)∆qb,(j)
− i ǫf(q(j))
(
V (q(j)) + ∆VProd(q
(j))− E
)]}
= (f ′f ′′)
1
2 (1−D/2)
∫ ∞
0
K˜(q′′, q′; s′′)ds′′ (4.43)
with the path integral
K˜(q′′, q′; s′′) =
q(t′′)=q′′∫
q(t′)=q′
√
g˜DPF q(t)
× exp
{
i
h¯
∫ s′′
0
[
m
2
h˜ach˜cbq˙
aq˙b − f
(
V (q) + ∆VProd(q)−E
)]
ds
}
. (4.44)
Here denote h˜ac = hac/
√
f and
√
g˜ = det(h˜ac) and equation (4.44) is of the canonical
product form. Note that for D = 2 the prefactor is “one”.
29
General Theory
5. Separation of Variables
Let us assume that the potential problem V (x) has an exact solution according to
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
x˙2 − V (x)
)
dt
]
=
∫
dEλ e
− iEλT/h¯Ψ∗λ(x
′)Ψλ(x
′′).
(5.1)
Here
∫
dEλ denotes a Lebesque-Stieltjes integral to include discrete as well as
continuous states. Now we consider the path integral
K(z′′, z′, x′′, x′;T )
=
z(t′′)=z′′∫
z(t′)=z′
fd(z)
d′∏
i=1
gi(z)Dzi(t)
x(t′′)=x′′∫
x(t′)=x′
d∏
k=1
Dxk(t)
×exp
 ih¯
∫ t′′
t′
m
2
 d′∑
i=1
gi(z)z˙
2
i + f
2(z)
d∑
k=1
x˙2k
− ( V (x)
f2(z)
+W (z) + ∆W (z)
) dt

= lim
N→∞
( m
2π i ǫh¯
)ND
2
N−1∏
j=1
∫
fd(z(j))
d′∏
i=1
gi(z
(j))dz
(j)
i
∫ d∏
k=1
dx
(j)
k
× exp
 ih¯
N∑
j=1
m
2ǫ
 d′∑
i=1
gi(z
(j−1))gi(z
(j))∆2z
(j)
i + f(z
(j−1))f(z(j))
d∑
k=1
∆2x
(j)
k

− ǫ
(
V (x(j))
f2(z(j))
+W (z(j)) + ∆W (z(j))
) . (5.2)
Here (z, x) ≡ (zi, xk) (i = 1, . . . , d′; k = 1, . . . , d, d′ + d = D) denote a D-dimensional
coordinate system, gi and f the corresponding metric terms, and ∆W the quantum
potential. For simplicity I assume that the metric tensor gab involved has only
diagonal elements, i.e. gab = diag(g
2
1(z), g
2
2(z), . . . , g
2
d′(z), f
2(z), . . . , f2(z)]. Of course,
det(gab) = f
2d
∏d′
i=1 g
2
i ≡ f2dG(z). The indices i and k will be omitted in the following.
We perform the time transformation
s =
∫ t
t′
dσ
f2[z(σ)]
, s′′ = s(t′′), s(t′) = 0, (5.3)
where the lattice interpretation reads ǫ/[f(z(j−1))f(z(j))] = δ(j) ≡ δ. Of course, we
identify z(t) ≡ z[s(t)] and x(t) ≡ x[s(t)]. The transformation formulæ for a pure time
transformation are now
K(z′′, z′, x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iET/h¯G(z′′, z′, x′′, x′;E) (5.4)
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G(z′′, z′, x′′, x′;E) = i[f(z′)f(z′′)]1−D/2
∫ ∞
0
ds′′K˜(z′′, z′, x′′, x′; s′′),
(5.5)
where the transformed path integral K˜(s′′) is given by
K˜(z′′, z′, x′′, x′; s′′)
=
z(s′′)=z′′∫
z(0)=z′
√
G(z)
f2−d(z)
Dz(s)
x(s′′)=x′′∫
x(0)=x′
Dx(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
(
g2(z)
f2(z)
z˙2 + x˙2
)
− V (x)− f2(z)
(
W (z) + ∆W (z)
)
+ f2(z)E
]
ds
}
=
∫
dEλ e
− iEλs
′′/h¯Ψ∗λ(x
′)Ψλ(x
′′)Kˆ(z′′, z′; s′′), (5.6)
with the remaining path integration
Kˆ(z′′, z′; s′′) =
z(s′′)=z′′∫
z(0)=z′
√
G(z)
f2−d(z)
Dz(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
g2(z)
f2(z)
z˙2 − f2(z)
(
W (z) + ∆W (z)
)
+ f2(z)E
]
ds
}
. (5.7)
Of course, in the path integrals (5.6,5.7) the same lattice formulation is assumed as in
the path integral (5.2). Note the difference in comparison with a combined space-time
transformation where a factor [f(z′)f(z′′)]1/4 would instead appear. We also see that
for D = 2 the prefactor is identically “one”. We perform a second time transformation
in Kˆ(s′′) effectively reversing the first:
σ =
∫ s
0
f2[z(ω)]dω, σ′′ = s′′ (5.8)
with the transformation on the lattice interpreted as σ(j) = δ(j)f(z(j−1))f(z(j)).
Therefore we obtain the transformation formulæ
Kˆ(z′′, z′; s′′) =
1
2π i h¯
∫ ∞
−∞
dE′ e− iE
′s′′/h¯ Gˆ(z′′, z′;E′) (5.9)
Gˆ(z′′, z′;E′) = i[f(z′)f(z′′)]
D−d
2 −1
∫ ∞
0
dσ′′ eiEσ
′′/h¯ ˜ˆK(z′′, z′; σ′′)
(5.10)
with the transformed path integral given by
˜ˆ
K(z′′, z′; σ′′) =
z(σ′′)=z′′∫
z(0)=z′
√
G(z)Dz(σ)
× exp
{
i
h¯
∫ σ′′
0
[
m
2
g2(z)z˙2 −W (z)−∆W (z) + E
′
f2(z)
]
dσ
}
. (5.11)
31
General Theory
Plugging all the relevant formulæ into equation (5.5) yields
K(z′′, z′, x′′, x′;T ) = [f(z′)f(z′′)]−D/2
∫
dEλΨ
∗
λ(x
′)Ψλ(x
′′)
× 1
2πh¯
∫ ∞
0
dσ′′
∫ ∞
−∞
dE e− iE(σ
′′−T )/h¯ 1
2πh¯
∫ ∞
−∞
dE′
∫ ∞
0
ds′′ e− i s
′′(Eλ+E
′)/h¯
×
z(σ′′)=z′′∫
z(0)=z′
√
G(z)Dz(σ) exp
{
i
h¯
∫ σ′′
0
[
m
2
g2(z)z˙2 −W (z)−∆W (z) + E
′
f2(z)
]
dσ
}
.
(5.12)
The dσ′′dE-integration produces just σ′′ ≡ T , whereas the dE′ds′′-integration can be
evaluated by giving Eλ+E a small negative imaginary part and applying the residuum
theorem yielding Eλ ≡ −E′. Therefore we arrive finally at the identity [45]
K(z′′, z′, x′′, x′;T ) = [f(z′)f(z′′)]−D/2
∫
dEλΨ
∗
λ(x
′)Ψλ(x
′′)
×
z(t′′)=z′′∫
z(t′)=z′
√
G(z)Dz(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
g2(z)z˙2 −W (z)−∆W (z)− Eλ
f2(z)
]
dt
}
.
(5.13)
Note that this result can be short handed interpreted by inserting(
m
2π i δ(j)h¯
)D/2
exp
[
i
h¯
(
m
2δ(j)
∆2x(j) − δ(j)V (x(j))
)]
=
∫
dEλ(j) e
− iE
λ(j)
δ(j)/h¯Ψ∗λ(j)(x
(j−1))Ψλ(j)(x
(j)) (5.14)
with δ(j) = ǫ/[f(z(j−1))f(z(j))] for all jth and applying the orthonormality of the
Ψλ in each j
th-path integration. Equation (5.14) describes therefore a “short-cut” to
establish equation (5.12) instead of performing a time transformation back and forth.
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III Important Examples
In this Chapter I present some of the most important path integral solutions which
are
1) The free particle as a simple example.
2) The harmonic oscillator in its basic form, where we allow in addition a time
dependent frequency.
3) Path integration in polar coordinates. We shall discuss the various features of
properly defined path integrals including the “Besselian functional measure”.
In particular the (time-dependent) radial harmonic oscillator will be exactly
evaluated.
4) The Coulomb potential.
1. The Free Particle
For warming up we calculate the path integral for the free particle in anD-dimensional
Euclidean space. From the representation
K(x′′, x′;T )
=
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
(
im
2h¯
∫ t′′
t′
x˙2dt
)
= lim
N→∞
( m
2π i ǫh¯
)ND
2
N−1∏
j=1
∫ ∞
−∞
dx(j) exp
 im
2ǫh¯
N∑
j=1
(
x(j) − x(j−1))2
 .
(1.1)
it is obvious that the various integrations separate into a D-dimensional product. All
integrals are Gaussian. Starting with (µ = 1, . . . , D):
KN=2(x(2)µ , x
(0)
µ ; 2ǫ)
=
( m
2π i ǫh¯
) ∫ ∞
−∞
dx(1) exp
[
− m
2 i ǫh¯
(x(2)µ − x(1)µ )2 −
m
2 i ǫh¯
(x(1)µ − x(0)µ )2
]
=
√
m
4π i h¯ǫ
exp
[
− m
4 i ǫh¯
(x(2)µ − x(0)µ )2
]
, (1.2)
it is easy to show that
KN (x(N)µ , x
(0)
µ ; ǫN) =
√
m
2π i h¯ǫN
exp
[
− m
2 i h¯ǫN
(x(N)µ − x(0)µ )2
]
. (1.3)
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Thus we get in the limit N →∞ (note ǫN = T ):
K(x′′, x′;T ) =
(
m
2π i h¯T
)D/2
exp
[
im
2h¯T
(x′′ − x′)2
]
=
1
(2π)D
∫ ∞
−∞
exp
[
i p(x′′ − x′)− iT h¯p
2
2m
]
dp.
(1.4)
From this representation the normalized wave-functions and the energy spectrum can
be read off (p ∈ RD):
Ψ(x) =
ei p·x
(2π)D/2
, Ep =
p2h¯2
2m
(x ∈ RD) (1.5)
which is the known result.
The corresponding energy-dependent Green function is given by (D = 1):
G(1)(x′′, x′;E) = i
∫ ∞
0
K(x′′, x′;T ) eiET/h¯ dT =
√
− m
2E
exp
(
i
|x′′ − x′|
h¯
√
2mE
)
.
(1.6)
For the D-dimensional case we obtain
G(D)(x′′, x′;E)
= 2 i
(
m
2π i h¯
)D/2(
m
2E
|x′′ − x′|2
) 1
2 (1−D/2)
K1−D/2
(
− i |x
′′ − x′|2
h¯
√
2mE
)
(1.7)
= i
(
m
2h¯
)D/2(
mπ2
2E
|x′′ − x′|2
) 1
2 (1−D/2)
H
(1)
1−D/2
( |x′′ − x′|
h¯
√
2mE
)
, (1.8)
where use has been made of the integral representation [40, p.340]∫ ∞
0
dt tν−1 exp
(
− a
4t
− pt
)
= 2
(
a
4p
) ν
2
Kν(
√
ap ), (1.9)
and Kν(z) =
iπ
2 e
iπν/2H
(1)
ν (i z), K± 12 (z) =
√
π/2z e−z.
2. The Harmonic Oscillator
After this easy task we proceed to the path integral calculation of the harmonic
oscillator. We consider the simple one-dimensional case with the Lagrangian
L[x, x˙] = m
2
x˙2 − c(t)
2
x2 + b(t)xx˙− e(t)x (2.1)
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Here we assume that the various coefficients may be time-dependent. The path integral
has the form
K(x′′, x′; t′′, t′) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) e ih¯S[x] =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) e ih¯
∫ t′′
t′
L[x,x˙]dt
(2.2)
In this quadratic Lagrangian, of course, an ordering problem appears. This is due to
the stochastic nature of the path integral, the “time”-integral in the exponent is not
a Riemann-integral but a so called “Itoˆ-integral”. This we have already discussed in
chapter II. The ordering ambiguity appears in the “b(t)”-term, where we have in the
corresponding Hamiltonian a px-term. The consequence is that we have to use the
mid-point formulation, i.e. (x¯(j) = 1
2
(x(j) + x(j−1)), and c(j) = c(t(j)), etc., see also
Schulman’s book [86]):
K(x′′, x′; t′′, t′)
=
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
x˙2 − c(t)
2
x2 + b(t)xx˙− e(t)x
]
dt
}
= lim
N→∞
( m
2π i ǫh¯
)N
2
N−1∏
j=1
∫ ∞
−∞
dx(j)
×exp
 ih¯
N∑
j=1
[
m
2ǫ
(
x(j) − x(j−1)
)2
− ǫc
(j)
2
(x¯(j))2 + b(j)x¯(j)
(
x(j) − x(j−1)
)
− e(j) x¯(j)
] .
(2.3)
In the following we use the notations in equations (2.2) and (2.3) as synonymous. Let
us expand the “path” x(t) about the classical path xCl(t), i.e.:
x(t) = xCl(t) + y(t),
where y(t) denotes a fluctuating path about the classical one. The classical path
obeys, of course, the Euler Lagrange equations:
δL[xCl, x˙Cl]
δxCl
=
d
dt
∂L[xCl, x˙Cl]
∂x˙Cl
− ∂L[xCl, x˙Cl]
∂xCl
= 0, xCl(t
′) = x′, xCl(t
′′) = x′′Cl.
(2.4)
Expanding we obtain for the action
S[x] = S[xCl] +
1
2
δ2S[x]
δx2
∣∣∣∣
x=xCl
y2 = S[xCl(t
′′), xCl(t
′)] +
∫ t′′
t′
[
m
2
y˙2 − c
2
y2 + byy˙
]
dt.
(2.5)
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The linear functional variation vanishes due to the Euler-Lagrange equations (2.4).
For the path integral we now find
K(x′′x′; t′′, t′) = exp
{
i
h¯
S[xCl(t
′′), xCl(t
′)]
}
F (t′′, t′),
F (t′′, t′) =
y(t′′)=0∫
y(t′)=0
Dy(t) exp
[
im
2h¯
∫ t′′
t′
(
y˙2 − ω2(t)y2)dt] . (2.6)
Here we have used the abbreviations mω2(t) = c(t) + b˙(t), y′ = y(t′) and y′′ = y(t′′).
Now
F (t′′, t′) = lim
N→∞
FN
= lim
N→∞
( m
2π i ǫh¯
)N
2
∫ ∞
−∞
dy(1)· · ·
∫ ∞
−∞
dy(N−1)
× exp
− m2 i ǫh¯
N∑
j=1
[
(y(j) − y(j−1))2 − ǫ2ω(j) 2y(j) 2
]
(2.7)
Let us introduce a N − 1-dimensional vector z = (x1, . . . , xN−1)T and the (N − 1)×
(N − 1) matrix B:
B =

2− ǫ2ω(1) 2 −1 . . . 0 0
−1 2− ǫ2ω(2) 2 . . . 0 0
...
...
. . .
...
...
0 0 . . . 2− ǫ2ω(N−2) 2 −1
0 0 . . . −1 2− ǫ2ω(N−1) 2
 . (2.8)
Thus we get
FN =
( m
2π i ǫh¯
)N
2
∫
dN−1z exp
(
− m
2 i ǫh¯
zTBz
)
=
(
m
2π i ǫh¯detB
) 1
2
. (2.9)
Therefore
F (t′′, t′) =
(
m
2π i h¯f(t′′, t′)
) 1
2
, where f(t′′, t′) = lim
N→∞
ǫdetB. (2.10)
Our final task is to determine detB. Let us consider the j × j matrix
B(j) =

2− ǫ2ω(1) 2 −1 . . . 0 0
−1 2− ǫ2ω(2) 2 . . . 0 0
...
...
. . .
...
...
0 0 . . . 2− ǫ2ω(j−1) 2 −1
0 0 . . . −1 2− ǫ2ω(j) 2
 (2.11)
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One can show that the following recursion relations holds:
detB(j+1) = (2− ǫ2ω(j+1) 2) detB(j) − detB(j−1)
with detB(1) = 2− ǫ2ω(1) 2 and detB(0) = 1. Let us define g(j) = ǫdetB(j), then we
have
g(j+1) − 2g(j) + g(j−1) = −ǫ2ω(j+1) 2g(j).
Turning to a continuous notation we find for the function g(t) = f(t, t′) a differential
equation:
g¨(t) + ω2(t)g(t) = 0, with g(t′) = 0, g˙(t′) = 1. (2.12)
The two last equation follow from g(t′) = g0 = limǫ→0 ǫdetB
(0) and g˙(t′) = limǫ→0[
g(t′ + ǫ) − g(t′)]/ǫ = limǫ→0(detB(1) − detB(0)) = 1. Finally we have to insert
g(t′′) = f(t′′, t′) into equation (2.10).
At once we recover the free particle with g = t′′ − t′ = T .
The case of the usual harmonic oscillator with ω(t) = ω (time-independent) is given
by
g(t) =
1
ω
sinωT.
To get the path integral solution for the harmonic oscillator we must calculate its
classical action. It is a straightforward calculation to show that it is given by:
S[xCl(t
′′), xCl(t
′)] =
mω
2 sinωT
[
(x′
2
Cl + x
′′2
Cl) cosωT − 2x′Clx′′Cl
]
. (2.13)
and we have for the Feynman kernel:
K(x′′, x′;T ) =
(
mω
2π i h¯ sinωT
) 1
2
exp
{
− mω
2 i h¯
[
(x′
2
+x′
2
) cotωT−2 x
′x′′
sinωT
]}
. (2.14)
By the use of the Mehler-formula [31, Vol.III, p.272]:
e−(x
2+y2)/2
∞∑
n=0
1
n!
(
z
2
)n
Hn(x)Hn(y) =
1√
1− z2 exp
[
4xyz − (x2 + y2)(1 + z2)
2(1− z2)
]
,
(2.15)
where Hn denote the Hermite-polynomials, we can expand the Feynman kernel
according to (identify x ≡√mω/h¯ x′, y ≡√mω/h¯ x′′ and z = e− iωT ):
K(x′′, x′;T ) =
∞∑
n=0
e− iTEn/h¯Ψ∗n(x
′)Ψn(x
′′) (2.16)
with energy-spectrum and wave-functions:
En = h¯ω(n+
1
2 ), (2.17)
Ψn(x) =
(
mω
22nπh¯n!2
) 1
4
Hn
(√
mω
h¯
x
)
exp
(
− mω
2h¯
x2
)
. (2.18)
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Equation (2.14) is as it stands only valid for 0 < ωT < π. Let us investigate it for
larger times. Let
T =
nπ
ω
+ τ, with n ∈ N0; 0 < τ < π/ω (2.19)
then we have sinωT = eiπn sinωτ , cosωT = eiπn cosωτ and equation (2.14) becomes
K(x′′, x′;T ) =
(
mω
2πh¯ sinωτ
) 1
2
× exp
{
− iπ
2
(
1
2
+ n
)
+
imω
2h¯ sinωT
[
(x′
2
+ x′
2
) cosωT − 2x′x′′
]}
(2.20)
which is the formula for the propagator with the Maslov correction (note sinωτ =
| sinωT |). Now let τ → 0, i.e. we consider the propagator at caustics. We obtain
K
(
x′′, x′;
nπ
ω
)
= lim
τ→0
(
m
2π i h¯τ
) 1
2
exp
{
− iπn
2
+
im
2h¯τ
[
(x′
2
+ x′
2
)− 2 e− iπn x′x′′
]}
= lim
a→0
1√
π a
exp
[
− 1
a2
(x′ − (−1)nx′′)2 − i πn
2
]
= exp
(
− i
2
πn
)
δ(x′ − (−1)nx′′). (2.21)
Let us finally determine the energy dependent Green function. We use the integral
representation [40, p.729], a1 > a2, ℜ( 12 + µ− ν) > 0):∫ ∞
0
coth2ν
x
2
exp
[
− a1 + a2
2
t coshx
]
I2µ(t
√
a1a2 sinh x)dx
=
Γ( 1
2
+ µ− ν)
t
√
a1a2 Γ(1 + 2µ)
Wν,µ(a1t)Mν,µ(a2t). (2.22)
Here Wν,µ(z) and Mν,µ(z) denote Whittaker-functions. We reexpress e
x =
√
πx/2
[I 1
2
(x)+I− 12 (x)] apply equation (2.22) for ν = E/2h¯ω and use some relations between
Whittaker- and parabolic cylinder-functions to obtain
G(x′′, x′;E) = −1
2
√
m
πh¯ω
Γ
(
1
2
− E
h¯ω
)
×D− 12+ Eh¯ω
[√
2mω
h¯
(x′ + x′′ + |x′′ − x′|)
]
D− 12+
E
h¯ω
[
−
√
2mω
h¯
(x′ + x′′ − |x′′ − x′|)
]
.
(2.23)
From this representation we can recover by means of the expansion for the Γ-function
Γ(z) =
∞∑
n=0
(−1)n
n!(z + n)
+
∫ ∞
1
e−t tz−1dt
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and some relations of the parabolic cylinder-functions and the Hermite polynomials,
the wave-functions of equation (2.18).
Let us note that we can use equations (2.14, 2.23) to obtain recursion relations for
the Feynman kernel and the Green function, respectively, of the harmonic oscillator
in D dimensions. Let ~x ∈ Rn and define µ = ~x′2 + ~x′′2, ν = ~x′ · ~x′′, then
K(D)(~x′′, ~x′;T ) =
1
2π
∂
∂ν
K(D−2)(~x′′, ~x′;T )
=
1
2π
e− iωT
(
mω
h¯
− 2 ∂
∂µ
)
K(D−2)(~x′′, ~x′;T ). (2.24)
For the Green functions this gives
G(D)(~x′′, ~x′;E) ≡ G˜(D)(µ|ν;E) (2.25)
G˜(D)(µ|ν;E) = 1
2π
∂
∂ν
G˜(D−2)(µ|ν;E) (2.26)
G˜(D)(µ|ν;E) = 1
2π
(
mω
h¯
− 2 ∂
∂µ
)
G˜(D−2)(µ|ν;E − ωh¯) (2.27)
Introducing furthermore ξ = 12 (|~x′ + ~x′′| + |~x′′ − ~x′|), η = 12(|~x′ + ~x′′| − |~x′′ − ~x′|) we
obtain for D = 1, 3, 5 . . . .
G(D)(~x′′, ~x′;E) = −1
2
√
m
πh¯ω
Γ
(
1
2
− E
h¯ω
)(
1
2π
)D−1
2
×
[
1
η2 − ξ2
(
η
∂
∂ξ
− ξ ∂
∂η
)]D−1
2
D− 12+
E
h¯ω
(√
2mω
h¯
ξ
)
D− 12+
E
h¯ω
(
−
√
2mω
h¯
η
)
,
(2.28)
respectively,
G(D)(~x′′, ~x′;E) = −1
2
√
m
πh¯ω
Γ
(
D
2
− E
h¯ω
)(
1
2π
)D−1
2
×
[
1
η2 − ξ2
(
ξ
∂
∂ξ
− η ∂
∂η
)
+
mω
h¯
]D−1
2
D−D2 +
E
h¯ω
(√
2mω
h¯
ξ
)
D−D2 +
E
h¯ω
(
−
√
2mω
h¯
η
)
.
(2.29)
Let us note that the most general solution for the general quadratic Lagrangian is due
to Grosjean and Goovaerts [52, 53].
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3. The Radial Path Integral
3.1. The General Radial Path Integral
Radial path integrals have been first discussed by Edwards and Gulyaev [30] and
Arthurs [4]. Edwards and Gulyaev discussed the two- and three-dimensional cases,
Arthurs concentrated on D = 2. Further progress have been made by Peak and
Inomata [84] who calculated the path integral for the radial harmonic oscillator
including some simple applications. See also [49] for the ordering problematics
which give rise to the various quantum potentials in the formulation of the radial
path integral. In this section we derive the path integral for D-dimensional polar
coordinates. We follow in our line of reasoning references [49] and [92], where these
features have been first discussed in their full detail. Similar topics can be also found
in Bo¨hm and Junker [5] from a group theoretic approach. We will get an expansion
in the angular momentum l, where the angle dependent part can be integrated out
and a radial dependent part is left over: the radial path integral. We discuss some
properties of the radial path integral and show that it possible to get from the short
time kernel the radial Schro¨dinger equation.
The path integral in D-dimensions has the form:
K(D)(x′′, x′;T )
=
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
x˙2 − V (x)
]
dt
}
= lim
N→∞
( m
2π i ǫh¯
)ND/2 ∫
dx(1)· · ·
∫
dx(N−1)
× exp
 ih¯
N∑
j=1
[
m
2ǫh¯
(x(j) − x(j−1))2 − V (x(j))
] . (3.1)
Now let V (x) = V (|x|) and introduce D-dimensional polar coordinates [31, Vol.II,
Chapter IX]:
x1 = r cos θ1
x2 = r sin θ1 cos θ2
x3 = r sin θ1 sin θ2 cos θ3
. . .
xD−1 = r sin θ1 sin θ2 . . . sin θD−2 cosφ
xD = r sin θ1 sin θ2 . . . sin θD−2 sinφ

(3.2)
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where 0 ≤ θν ≤ π (ν = 1, . . . , D − 2), 0 ≤ φ ≤ 2π, r =
(∑D
ν=1 x
2
ν
)1/2
. Therefore
V (x) = V (r). We have to use the addition theorem:
cosψ(1,2) = cos θ
(1)
1 cos θ
(2)
1
+
D−2∑
m=1
cos θ
(1)
m+1 cos θ
(2)
m+1
m∏
n=1
sin θ(1)n sin θ
(2)
n +
D−1∏
n=1
sin θ(1)n sin θ
(2)
n , (3.3)
where ψ(1,2) is the angle between two D-dimensional vectors x(1) and x(2) so that
x(1) · x(2) = r(1)r(2) cosψ(1,2). The metric tensor in polar coordinates is
(gab) = diag(1, r
2, r2 sin2 θ1, . . . , r
2 sin2 θ1 . . . sin
2 θD−2). (3.4)
If D = 3 equation (3.3) reduces to:
cosψ(1,2) = cos θ(1) cos θ(2) + sin θ(1) sin θ(2) cos(φ(1) − φ(2)).
The D-dimensional measure dx expressed in polar coordinates is
dx = rD−1drdΩ = rD−1
D−1∏
k=1
(sin θk)
D−1−kdrdθk
dΩ =
D−1∏
k=1
(sin θk)
D−1−kdθk.

(3.5)
dΩ denotes the (D − 1)-dimensional surface element on the unit sphere SD−1 and
Ω(D) = 2πD/2/Γ(D/2) is the volume of the D-dimensional unit (SD−1-) sphere. The
determinant of the metric tensor is given by
g = det(gab) =
(
rD−1
D−1∏
k=1
(sin θk)
D−1−k
)2
(3.6)
With all this the path integral equation (3.1) yields:
K(D)(r′′, {θ′′}, r′, {θ′};T ) =
= lim
N→∞
( m
2π i ǫh¯
)ND/2 ∫ ∞
0
rD−1(1) dr(1)
∫
dΩ(1)· · ·
∫ ∞
0
rD−1(N−1)dr(N−1)
∫
dΩ(N−1)
×
N∏
j=1
exp
{
im
2ǫh¯
[
r2(j) + r
2
(j−1) − 2r(j)r(j−1) cosψ(j,j−1)
]− i ǫ
h¯
V (r(j))
}
.
(3.7)
{θ} denotes the set of the angular variables. For further calculations we need the
formula [40, p.980]:
ez cosψ =
(
z
2
)−ν
Γ(ν)
∞∑
l=0
(l + ν)Il+ν(z)C
ν
l (cosψ), (3.8)
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(for some ν 6= 0,−1,−2, . . . ), where Cνl are Gegenbauer polynomials and Iµ modified
Bessel functions. Equation (3.8) is a generalization of the well known expansion in
three dimension where ν = 1
2
(remember C
1
2
l = Pl, [40, p.980]):
ez cosψ =
√
π
2z
∞∑
l=0
(2l + 1)Il+ 12 (z)Pl(cosψ) (3.9)
Note: It is in some sense possible to include the case D = 2, i.e. ν = 0 if one uses
l limλ→0 Γ(λ)C
λ
l = 2 cos lψ [40, p.1030], yielding finally [40, p.970]:
ez cosψ =
∞∑
k=−∞
Ik(z) e
i kψ . (3.10)
The addition theorem for the real surface (or hyperspherical) harmonics Sµl on the
SD−1-sphere has the form [31, Vol.II, Chapter IX]:
M∑
µ=1
Sµl (Ω
(1))Sµl (Ω
(2)) =
1
Ω(D)
2l +D − 2
D − 2 C
D−2
2
l (cosψ
(1,2)) (3.11)
with Ω = x/r unit vector in Rd and the M linearly independent Sµl of degree l with
M = (2l +D − 2)(l +D − 3)!/l!(D − 3)!. The orthonormality relation is∫
dΩSµl (Ω)S
µ′
l′ (Ω) = δll′δµµ′ . (3.12)
Combining equations (3.8) and (3.11) we get the expansion formula
ez(Ω
(1)·Ω(2)) = ez cosψ
(1,2)
= 2π
(
2π
z
)D−2
2
∞∑
l=0
M∑
µ=1
Sµl (Ω
(1))Sµl (Ω
(2))Il+D−22
(z). (3.13)
Let ν = (D− 2)/2 > 0 in equation (3.8), then the jth term in equation (3.7) becomes
Rj = exp
{
im
2ǫh¯
(r2(j) + r
2
(j−1))−
i ǫ
h¯
V (r(j))
}
exp
[
m
2 i ǫh¯
r(j)r(j−1) cosψ
(j,j−1)
]
=
(
2 i ǫh¯
mr(j)r(j−1)
)D−2
2
Γ
(
D − 2
2
)
exp
[
im
2ǫh¯
(r2(j) + r
2
(j−1))−
i ǫ
h¯
V (r(j))
]
×
∞∑
lj=0
(
lj +
D
2
− 1
)
Ilj+D−22
(
m
i ǫh¯
r(j)r(j−1)
)
C
D−2
2
lj
(cosψ(j,j−1))
= 2π
(
2π i ǫh¯
mr(j)r(j−1)
)D−2
2
exp
[
im
2ǫh¯
(r2(j) + r
2
(j−1))−
i ǫ
h¯
V (r(j))
]
×
∞∑
lj=0
Ilj+D−22
(
m
i ǫh¯
r(j)r(j−1)
) M∑
µj=1
S
µj
lj
(Ω(j))S
µj
lj
(Ω(j−1)). (3.14)
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With the help of equations (3.11) and (3.14) now (3.7) becomes:
K(D)(x′′, x′;T )
= (r′r′′)−
D−2
2
∞∑
l=0
M∑
µ=1
Sµl (Ω
′)Sµl (Ω
′′)
× lim
N→∞
(
m
i ǫh¯
)N ∫ ∞
0
r(1)dr(1) . . .· · ·
∫ ∞
0
r(N−1)dr(N−1)
×
N∏
j=1
exp
[
im
2ǫh¯
(r2(j) + r
2
(j−1))−
i ǫ
h¯
V (r(j))
]
Il+D−22
(
m
i ǫh¯
r(j)r(j−1)
)
. (3.15)
Therefore we can separate the radial part of the path integral:
K(D)(r′′, {θ′′}, r′, {θ′};T ) = Ω−1(D)
∞∑
l=0
l +D − 2
D − 2 C
D−2
2
l (cosψ
(′,′′))Kl(r
′′, r′;T )
(3.16)
with
K
(D)
l (r
′′, r′;T ) = (r′r′′)−
D−2
2 lim
N→∞
( m
2π i ǫh¯
)N/2 ∫ ∞
0
dr(1)· · ·
∫ ∞
0
dr(N−1)
×
N∏
j=1
µl[r(j)r(j−1)] · exp
 ih¯
N∑
j=1
[
m
2ǫ
(r(j) − r(j−1))2 − ǫV (r(j))
] (3.17)
and the functional measure
µ
(D)
l (z(j)) =
√
2πz(j) e
−z(j) Il+D−22
(z(j)), (3.18)
where z(j) = (m/ i ǫh¯)r(j)r(j−1).
In the literature often use is been made of the asymptotic form of the modified
Bessel functions
Iν(z) ≃ (2πz)− 12 ez−(ν
2− 14 )/2z (|z| ≫ 1, ℜ(z) > 0). (3.19)
Then the functional measure becomes (we ignore ℜ(z) = 0):
µ
(D)
l (z(j)) ≃ exp
{
− i ǫh¯
2mr(j)r(j−1)
[(
l +
D − 2
2
)2
− 1
4
]}
(3.20)
and K
(D)
l reads:
K
(D)
l (r
′′, r′;T ) = (r′r′′)−
D−1
2 lim
N→∞
( m
2π i ǫh¯
)N/2 ∫ ∞
0
dr(1)· · ·
∫ ∞
0
dr(N−1)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
(r(j) − r(j−1))2 − h¯2
(l + D−22 )
2 − 14
2mr(j)r(j−1)
− ǫV (r(j))
] . (3.21)
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This last equation seems to suggests a Lagrangian formulation of the radial path
integral:
k
(D)
l (r
′′, r′;T )
?
=
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − h¯2 (l +
D−2
2 )
2 − 14
2mr2
− V (r)
]}
.
(3.22)
with k
(D)
l (r
′′, r′;T ) = (r′r′′)(D−1)/2K
(D)
l (r
′′, r′;T ). But nevertheless, equation (3.17)
can be written in a similar manner with a nontrivial functional measure:
k
(D)
l (r
′′, r′;T ) =
r(t′′)=r′′∫
r(t′)=r′
µ
(D)
l [r
2]Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − V (r)
]
dt
}
(3.23)
and the whole l-dependence is in µl, as defined in equation (3.18) in the lattice
formulation. The asymptotic expansion of Iν in equation (3.19) in problematic because
it is only valid for ℜ(z) > 0, but we have ℜ(z) = 0. The complete expansions in this
case reads [40, p.962]
Iν(z) ≃ e
z
√
2πz
∞∑
k=0
(−1)k
(2z)k
Γ(ν + k + 12)
k!Γ(ν − k + 12 )
+
exp[−z ± (ν + 1
2
)iπ]√
2πz
∞∑
k=0
1
(2z)k
Γ(ν + k + 1
2
)
k!Γ(ν − k + 12 )
≃ 1√
2πz
{
exp
[
z − ν
2 − 1
4
2z
]
+ exp
[
− z + ν
2 − 1
4
2z
± iπ
(
ν +
1
2
)]}
.
(3.24)
(“+” for −π/2 < arg(z) < 3π/2, “-” for −3π/2 < arg(z) < π/2). Langguth and
Inomata [67] argued that the inserting of the expansion (3.20) in the path integral
(3.17) can be justified (adopting an argument due to Nelson [80]), but things are not
such as easy. Our arguments are as follows:
1) The Schro¨dinger equation[
− h¯
2
2m
(
d2
dr2
+
D − 1
2r
d
dr
)
+ h¯2
l(l +D − 2)
2mr2
+V (r)
]
Ψ(r; t) = i h¯
∂
∂t
Ψ(r; t) (3.25)
can be derived from the short time kernel of the path integral (3.17).
2) For r′, r′′ → 0 equation (3.24) has the right boundary conditions at the origin. We
have for z → 0: √
2πz e−z Iλ(z) ≃ 2
(2λ)!!
zλ+
1
2
[
1 +O(z2)
]
and it follows:
µ
(D)
l (z(j)) ≃
{
r′l+(D−1)/2 (r′ → 0, r′′ > 0)
r′′l+(D−1)/2 (r′′ → 0, r′ > 0)
(3.26)
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for all j. If R
(D)
n,l and e
(D)
n,l denote the (normalized) radial state functions and
energy levels, respectively, of the D-dimensional problem, we have
K
(D)
l (r
′′, r′;T ) =
∞∑
n=0
R
(D)
n,l (r
′)R
(D)
n,l (r
′′) e− iT e
(D)/h¯
n,l
/h¯ (3.27)
and thus for any but s-states - including the factor r−(D−1)/2 in equation (3.27) -
we have:
R
(D)
n,l (r) ≃ rl+(D−1)/2r−(D−1)/2 = rl (3.28)
which is the correct boundary condition for R
(D)
n,l .
Both points are not true for the path integral (3.22), because
1) we did not find any obvious method for deriving the full Schro¨ding er equation
(3.25), the angular dependence comes out wrong.
2) In the “Euclidean region” T → − i τ(τ > 0) the functional measure is vanishing like
exp
{
−h¯ τ
N
[
(l + D−2
2
)2 − 1
4
2mr1r′
+
(l + D−2
2
)2 − 1
4
2mr(N−1)r′′
]}
× exp
−h¯ τN
N−1∑
j=1
(l + D−22 )
2 − 14
2mr(j)r(j−1)
 (3.29)
which is also vanishing for r′, r′′ → 0, but not in the right manner. The points
r′ = r′′ = 0 are essential singularities, where as the correct vanishing is powerlike.
3) Equation (3.22) seems very suggestive, but it is quit useless in explicit calculations.
Even in the simplest case D = 3, l = 0, V = 0, i.e.
K
(D)
l (r
′′, r′;T ) = (r′r′′)−
D−1
2 lim
N→∞
( m
2π i ǫh¯
)N/2
×
∫ ∞
0
dr(1)· · ·
∫ ∞
0
dr(N−1) exp
 im2ǫh¯
N∑
j=1
(r(j) − r(j−1))2
 (3.30)
cannot be calculated. The integrals turn out to be repeated integrals over errorfunc-
tions which are not tractable. Also the method of Arthurs [4] fails. In this method
one assumes that the integrations in the limit ǫ→ 0 are effectively from −∞ to +∞.
The path integral (3.30) then becomes
K
(D)
l (r
′′, r′;T ) = (r′r′′)−
D−1
2 exp
[
im
2ǫh¯
(r′ − r′′)2
]
which is wrong. The “mirror” term K
(D)
l (r
′′,−r′;T ) is missing.
Let us discuss some properties of the path integral (3.22)
k
(D)
l (r
′′, r′;T ) =
r(t′′)=r′′∫
r(t′)=r′
µ
(D)
l [r
2]Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − V (r)
]
dt
}
. (3.31)
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1) The whole l- and D-dependence is contained in µ
(D)
l , as defined in (3.18):
µ
(D)
l [z(j)] =
√
2πz(j) e
−z(j) Il+D−22
(z(j)). (3.32)
Therefore we can conclude:
µ
(D)
l [r
2] = µ
(3)
l+D−32
[r2] (3.33)
and all dimensional dependence of the path integral (3.31) can be deduced from
the three dimensional case:
k
(D)
l (r
′′, r′;T ) = k
(3)
l+D−32
(r′′, r′, T ). (3.34)
From now on we will denote kl(T ) = k
(3)
l (T ).
2) The boundary conditions we have already discussed; we have for the radial wave
functions u
(D)
l and R
(D)
l respectively:
u
(D)
l (r)→ rl+
D−1
2 , R
(D)
l (r)→ rl (r → 0). (3.35)
We therefore state: The radial path integral kl(T ) can be written as a superposition
of two one dimensional path integrals:
kl(r
′′, r′;T ) = k
(1)
l (r
′′, r′;T )− (−1)lk(1)l (r′′,−r′;T ) (3.36)
with
k
(1)
l (r
′′, r′;T ) = lim
N→∞
( m
2π i ǫh¯
)N
2
∫ ∞
−∞
dr(1)· · ·
∫ ∞
−∞
dr(N−1)
×
N∏
j=1
µ
(D)
l [r(j)r(j−1)] exp
 ih¯
N∑
j=1
[
m
2ǫh¯
∆2r(j) − ǫV (|r(j)|)
] . (3.37)
4) From equation (3.36) for the case l = V = 0 we have two free particle path integrals
the solution being:
kV=00 (r
′′, r′;T ) =
(
m
2π i h¯T
) 1
2
[
exp
(
− im
2T h¯
(r′′ − r′)2
)
− exp
(
im
2T h¯
(r′′ + r′)2
)]
=
(
m
2π i h¯T
) 1
2
exp
(
− im
2T h¯
(r′′ − r′)2
)[
1− exp
(
− im
h¯T
r′r′′
)]
,
(3.38)
the second term is the so called “mirror” term. It is not allowed to drop it, even for
very small T → 0, since this violates the boundary condition which demands that
kV=00 vanishes for r
′, r′′ → 0. These two parts of the Bessel functions express nothing
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else than the famous mirror principle. Actually, in the above Euclidean form kV=00 is
nothing else but the heat kernel on the half line r ≥ 0, which has the representation:
K(3)(r′′, r′;T ) = K(1)(r′′, r′;T )−K(1)(r′′,−r′;T ) (3.39)
where K(1) denotes the one-dimensional heat kernel in R. In the language of diffusion
processes: r = 0 is an absorbing boundary and the job is done by the functional
measure µ
(D)
l .
Let us discuss the radial path integral in the language of the Weyl-ordering and
product-ordering rule [49]. We consider the Schro¨dinger equation in D-dimensions
with a potential V (|x|) = V (r):
i h¯
∂
∂t
Ψ(r, {θ}; t) =
[
− h¯
2
2m
∆LB + V (r)
]
Ψ(r, {θ}; t) (3.40)
with ∆LB the Laplace Beltrami operator. Introducing the D-dimensional Legendre
operator:
L2(D) =
[
∂2
∂θ21
+ (D − 2) cot θ1 ∂
∂θ1
]
+
1
sin2 θ1
[
∂2
∂θ22
+ (D − 3) cot θ2 ∂
∂θ2
]
+ . . .
+
1
sin2 θ1 . . . sin
2 θD−3
[
∂2
∂θ2D−2
+ cot θD−2
∂
∂θD−2
]
+
1
sin2 θ1 . . . sin
2 θD−2
∂2
∂φ2
.
(3.41)
the Laplace operator is:
∆LB =
∂2
∂r2
+
D − 1
r
∂
∂r
+
1
r2
L2(D). (3.42)
Rewriting the Hamiltonian H = − h¯2
2m
∆LB yields:
H(pr, r, {pθ, θ}) = p
2
r
2m
+
1
2mr2
[
p2θ1 +
1
sin2 θ1
p2θ2 + . . . +
1
sin2 θ1 . . . sin
2 θD−2
p2φ
]
+∆VWeyl({θ}) (3.43)
with
∆VWeyl(r, {θ}) = − h¯
2
8mr2
[
1 +
1
sin2 θ1
+ . . . +
1
sin2 θ1 . . . sin
2 θD−2
]
. (3.44)
and the hermitean momenta
pr =
h¯
i
(
∂
∂r
+
D − 1
2r
)
pθν =
h¯
i
(
∂
∂θν
+
D − 1− ν
2
cot θν
)
pφ =
h¯
i
∂
∂φ
.

(3.45)
47
Important Examples
Because of the special nature of gab, the product ordering gives the same quantum
potential as the Weyl-ordering, i.e. we have ∆VWeyl = ∆Vprod. In particular we have
the equivalence
N−1∏
j=1
√
g(j) · exp
 i ǫh¯
N∑
j=1
LNCl(r(j), {θ(j)}, r(j−1), {θ(j−1)})

=˙(g′g′′)−
1
4
N∏
j=1
√
g¯(j) · exp
{
i ǫ
h¯
LNCl(r¯(j), {θ¯(j)})
}
(3.46)
where
LNCl(r(j), {θ(j)}, r(j−1), {θ(j−1)})
=
m
2ǫ2
{
(r(j) − r(j−1))2 + r̂(j) 2
[
(θ
(j)
1 − θ(j−1)1 )2 + ŝin2θ(j)1 (θ(j)2 − θ(j−1)2 )2 + . . .
. . . + (ŝin2θ
(j)
1 . . . ŝin
2θ
(j−1)
D−2 )(φ
(j) − φ(j−1))2
]}
(3.47)
denotes a “classical Lagrangian” on the lattice. LNCl(r¯(j), {θ¯(j)}) is similar defined as
(3.47), except that one has to take all trigonometrics at mid-points. The features are,
of course, direct consequences of the product form definition as described in section
II.3. With the correct Hamiltonian (3.43) we can consider the Hamiltonian path
integral for the Feynman kernel K:
K(D)(r′′, {θ′′}, r′, {θ′};T )
= (g′g′′)−
1
4
r(t′′)=r′′
{θ(t′′)=θ′′}∫
r(t′)=r′
{θ(t′)=θ′}
Dr(t)Dpr(t)D{θ}(t)D{pθ}(t)
× exp
{
i
h¯
∫ t′′
t′
[
pr · r˙ +
D−1∑
ν=1
pθν · θ˙ν −Heff (pr, r, {pθ}, {θ})
]
dt
}
= (g′g′′)−
1
4 lim
N→∞
N−1∏
j=1
∫
dr(j)d{θ(j)}
N∏
j=1
∫
dpr(j)d{pθ(j)}
(2πh¯)D
× exp
 ih¯
 N∑
j=1
pr(j)∆r(j) + {pθ(j)}∆{θ(j)} − ǫHeff (pr(j) , r(j), {pθ(j)}, {θ(j)})

(3.48)
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with the effective Hamiltonian
Heff (pr(j) , r(j), {pθ(j) , θ(j)}) =
p2r(j)
2m
+
1
2mr̂2(j)
p2
θ
(j)
1
+
1
ŝin2θ
(j)
1
p2θ2 + · · ·+
1
ŝin2θ
(j)
1 . . . ŝin
2θ
(j)
D−2
p2φ(j)
+∆VProd({θ(j)})
(3.49)
After the integration over all momenta we get (∆V ≡ ∆VWeyl = ∆Vprod):
K(D)(r′′, r′, {θ′′}, {θ′};T )
=
r(t′′)=r′′
{θ(t′′)=θ′′}∫
r(t′)=r′
{θ(t′)=θ′}
Dr(t)DΩ(t) exp
{
i
h¯
∫ t′′
t′
[LNCl(r, r˙, {θ, θ˙})− ǫ∆V (r, {θ})]dt
}
,
= lim
N→∞
( m
2π i ǫh¯
)ND
2
N−1∏
j=1
∫ ∞
0
drD−1(j) dr(j)
∫
dΩ(j)
× exp
 ih¯
 N∑
j=1
LNeff (r(j), {θ(j)}, r(j−1), {θ(j−1)})− ǫ∆V (r(j), {θ(j)})

(3.50)
with the effective Lagrangian
Leff(r, r˙, {θ, θ˙})
=
m
2
[r˙2 + r2θ˙21 + r
2 sin2 θ1θ˙
2
2 + · · ·+ r2(sin2 θ1 . . . sin2 θD−2)φ˙2]− V (r, {θ})
(3.51)
defined in the same way as LNCl in equation (3.47).
The path integral (3.50) with the Lagrangian given by equation (3.47) is too
complicated for explicit calculations. We therefore try to replace equation (3.47)
under the path integral (3.50) by the following expression:
LCl(r, {θ}, r˙, {θ˙})→ L˜Cl(r, {θ}, r˙, {θ˙}) := m
2
R2Ω˙2 − Vc({θ}) (3.52)
where Vc has to be determined and Ω denotes the D-dimensional unit vector on the
SD−1-sphere. Thus we try to replace LCl by a simpler expression and hope that
Vc +∆VWeyl is simple enough. We have
(Ω(1) −Ω(2))2 = 2(1− cosψ(1,2)) (3.53)
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with the addition theorem (3.3). We shall use equation (3.53) to justify the replace-
ment (3.52) and thereby derive an expression for Vc. We start with the kinetic term
(x(j)−x(j−1))2 expressed in the polar coordinates (3.2), R = r (not fixed), and expand
it in terms of ∆r and ∆θν . After some tedious calculations we obtain the following
identity
exp
[
i ǫ
h¯
LNCl(r(j), {θ(j)}, r(j−1), {θ(j−1)})
]
=˙ exp
[
im
ǫh¯
(
r(j) 2 + r(j−1) 2 − 2r(j)r(j−1) cosψ(j,j−1))− i ǫVc(r(j), {θ(j)})] (3.54)
with
Vc(r
(j), {θ(j)}) = h¯
2
8mr(j) 2
[
1 +
1
sin2 θ
(j)
1
+ · · ·+ 1
sin2 θ
(j)
1 . . . sin
2 θ
(j)
D−2
]
(3.55)
(Vc is the same whether or not ∆r
(j) = 0). The result is that the potential Vc generated
by these steps cancels exactly ∆VWeyl(r, {θ})! Therefore we get:
K(D)(r′′, r′, {θ′′}, {θ′};T ) =
r(t′′)=r′′
{θ(t′′)=θ′′}∫
r(t′)=r′
{θ(t′)=θ}
Dr(t)DΩ(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
x˙2 − V (r)
]
dt
}
,
(3.56)
where x˙2 has to be expressed in polar coordinates. In the lattice formulation x˙2 reads
x˙2 → [r2(j) + r2(j−1) − 2r(j)r(j−1) cosψ(j,j−1)]/ǫ2. (3.57)
Therefore we arrive at equation (3.52) and both approaches are equivalent as it should
be.
Let us note that equation (3.54) as derived in [49] is effectively a regularization
of the highly singular terms in ∆V . This corresponds to the 1/r2-terms in the radial
path integral which have been regularized by the functional measure µl[r
2]. However,
the functional measure method gives a quite practical tool to regularize such singular
terms.
3.2. The Radial Harmonic Oscillator
Let us now discuss the most important application of equation (3.17), namely the
harmonic oscillator with V (r) = 12mω
2r2. The calculation has first been performed
by Peak and Inomata [84]. However, we present the more general case with time-
dependent coefficients following Goovaerts [39]. This example will be of great virtue
in the solution of various path integral problems.
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We have to study
Kl(r
′′, r′; τ)
= (r′r′′)
1−D
2 lim
N→∞
( m
2π i ǫh¯
)N/2 ∫ ∞
0
dr(1)· · ·
∫ ∞
0
dr(N−1)
×
N∏
j=1
{
µ
(D)
l [r(j)r(j−1)] · exp
[
im
2ǫh¯
(r(j) − r(j−1))2 −
i ǫ
2h¯
mω2(t(j))r2(j)
]}
= (r′r′′)
2−D
2 lim
N→∞
(
m
i ǫh¯
)N/2 ∫ ∞
0
r(1)r(1)· · ·
∫ ∞
0
r(N−1)dr(N−1)
×
N∏
j=1
{
exp
[
im
2ǫh¯
(r2(j) + r
2
(j−1))−
i ǫ
2h¯
mω2(t(j))r2(j)
]
· Il+D−22
(
m
i ǫh¯
r(j)r(j−1)
)}
= (r′r′′)
2−D
2 lim
N→∞
(
α
i
)N/2
eiα(r
′2+r
′′2)/2
∫ ∞
0
r(1)dr(1)· · ·
∫ ∞
0
r(N−1)dr(N−1)
× exp
[
i(β(1)r
2
(1) + β(2)r
2
(2) + · · ·+ β(N−1)r2(N−1))
]
×
[
Il+D−22
(− iαr(0)r(1)) . . . Il+D−22 (− iαr(N−1)r(N))
]
= (r′r′′)
2−D
2 lim
N→∞
KNl (T ) (3.58)
where KNl (T ) is defined by the iterated integrals. Furthermore we have set α = m/ǫh¯
and β(j) = α[1− ǫ2mω2(t(j))/2]. We are now using [40, p.718]∫ ∞
0
x e−γx
2
Jν(αx)Jν(βx)dx =
1
2γ
e−(α
2+β2)/4γ Iν
(
αβ
2γ
)
(3.59)
which is valid for ℜ(ν) > −1, | arg√γ| < π/4 and α, β > 0. With analytic continuation
[84] one can show that∫ ∞
0
r eiαr
2
Iν(− i ar)Iν(− i br)dr = i
2α
e(a
2+b2)/4α i Iν
(
ab
2α i
)
(3.60)
is valid for ν > −1 and ℜ(α) > 0. By means of equation (3.60) we obtain for KNl (T ):
KNl (T ) =
(
α
i
)N
2
exp
(
iβ
2
(r′
2
+ r′
2
)
)∫ ∞
0
r(1)dr(1)· · ·
∫ ∞
0
r(N−1)dr(N−1)
× exp
[
i(β(1)r
2
(1) + β(2)r
2
(2) + · · ·+ β(N−1)r2(N−1))
]
×
[
Il+D−22
(− iαr(0)r(1)) . . . Il+D−22 (− iαr(N−1)r(N))
]
=
αN
i
exp
(
i pNr
′2 + i qNr
′2
)
Il+D−22
(− iαNr′r′′) (3.61)
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where the coefficients αN , pN and qN are given by
αN = α
N−1∏
k=1
α
2γk
pN =
α
2
−
N−1∑
k=1
α2k
4γk
qN =
α
2
− α
2
4γN−1
α1 = α, αk+1 = α
k∏
j=1
α
2γk
(k ≥ 1)
γ1 = β1, γk+1 = βk+1 − α
2
4γk
.

(3.62)
We must now determine these quantities. Let us start with the evaluation of γk.
Putting
2γk
α
=
yk+1
yk
(3.63)
we obtain
γk+1 = βk+1 − α
2
4γk
⇐⇒ yk+1 − 2yk + yk−1
ǫ2
+ ω2kyk = 0. (3.64)
In the limit N →∞ this gives a differential equation for y
y¨ + ω2(t)y = 0
with solution y = η(t′ + t) ≡ η(t). Since on one hand side
y1 ≃ y0 + ǫy˙0 → y0 (ǫ→ 0),
y1 ≃ 2
α
y0γ1 → 2y0, (ǫ→ 0),
and on the other
y˙0 =
y1 − y0
ǫ
=
1
ǫ
(
2
α
γ1 − 1
)
y0 → 1, (ǫ→ 1),
we have the boundary conditions
η(0) = 0, η˙(0) = 1. (3.65)
Now let us expand yk+1 ≃ η[(k + 1)ǫ] +O(ǫ3), we observe that
yk+1 − 2yk + yk−1 + ǫ2ω2(t′ + kǫ)yk = 0
52
III.3.2 The Radial Harmonic Oscillator
is satisfied up to second order in ǫ. Therefore expanding (3.64)
γk+1 =
α
2
yk+2
yk+1
=
α
2
η[(k + 2)ǫ] +O(ǫ3)
η[(k + 1)ǫ] +O(ǫ3)
.
Consequently
lim
N→∞
αN = lim
N→∞
m
ǫh¯
N−1∏
j=1
η(jǫ) +O(ǫ3)
η[(j + 1)ǫ] +O(ǫ3)
= lim
N→∞
m
ǫh¯
η(0)
η(ǫN)
=
m
h¯η(T )
. (3.66)
Similarly
lim
N→∞
qN = lim
N→∞
m
2ǫh¯
(
1− η[(N − 1)ǫ] +O(ǫ
3)
η[ǫN ] +O(ǫ3)
)
= lim
N→∞
m
2h¯
η[Nǫ]− η[t′ + (N − 1)ǫ]
ǫη[Nǫ]
=
mη˙(T )
2h¯η(T )
. (3.67)
Finally we must calculates pN . We have
lim
N→∞
pN = lim
N→∞
(
α
2
−
N−1∑
k=1
α2k
4γk
)
=
m
2h¯
lim
N→∞
(
1
ǫ
−
N−1∑
k=1
ǫ
η2[(k + 1)ǫ]
)
=
m
2h¯
lim
N→∞
(
1
ǫ
−
∫ T
ǫ
dt
η2(t)
)
=
m
2h¯η(T )
lim
N→∞
[
η(T )
ǫ
− η(T )
∫ T
ǫ
dt
η2(t)
]
≡ m
2h¯η(T )
ξ(T ).
(3.68)
Furthermore we find
lim
N→∞
ξ(ǫ) = lim
N→∞
η(ǫ)
ǫ
− η(ǫ)
∫ ǫ
ǫ
dt
η2(t)
lim
ǫ→0
η(0) + ǫη˙(0)
ǫ
= η˙(0) = 1
lim
ǫ→0
ξ˙(ǫ) = lim
ǫ→0
(
η˙(ǫ)
ǫ
− 1
η(ǫ)
)
= lim
ǫ→0
η˙(0)[η(0) + ǫη˙(0)]− ǫ
ǫ[η(0) + ǫη˙(0)]
= 0,
and therefore ξ(t) is satisfying the boundary conditions
ξ(0) = 1, ξ˙(0) = 0. (3.69)
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ξ(t) is found to satisfy the differential equation
ξ¨ + ω2(t)ξ = 0. (3.70)
Therefore we have
P (T ) = lim
N→∞
pN =
m
2h¯
ξ(T )
η(T )
(3.71)
and we have finally for the path integral of the radial harmonic oscillator with time-
dependent frequency:
Kl(r
′′, r′;T )
= (r′r′′)
2−D
2
m
i h¯η(T )
exp
[
im
2h¯
(
ξ(T )
η(T )
r′
2
+
η˙(T )
η(T )
r′
2
)]
Il+D−22
(
mr′r′′
i h¯η(T )
)
. (3.72)
In particular for ω(t) = ω = const.:
η(t) =
1
ω
sinω(t− t′), η˙(t) = cosω(t− t′)
ξ(t) = cosω(t− t′)
which yields the radial path integral solution for the radial harmonic oscillator with
time-independent frequency
Kl(r
′′, r′;T )
= (r′r′′)
2−D
2
mω
i h¯ sinωT
exp
[
imω
2h¯
(r′
2
+ r′
2
) cotωT
]
Il+D−22
(
mωr′r′′
i h¯ sinωT
)
. (3.73)
It is possible to get the same result, if one starts with the D-dimensional path integral
in Cartesian coordinates:
K(x′′, x′; τ) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
{
im
2h¯
∫ t′′
t′
[
x˙2 − ω2x2]dt} (3.74)
insert for every dimension the solution of the one-dimensional oscillator
K(x′′k , x
′
k;T ) =
√
mω
2πih¯ sinωT
exp
{
imω
2h¯
[
(x′k
2
+ x′k
2
) cotωT − 2x
′
kx
′′
k
sinωT
]}
(3.75)
and uses equations (3.8) and (3.11).
The next step is to calculate with the help of equation (3.73) the energy-levels and
state-functions. For this purpose we use the Hille-Hardy-formula [40, p.1038]
t−α/2
1− t exp
[
− 1
2
(x+ y)
1 + t
1− t
]
Iα
(
2
√
xyt
1− t
)
=
∞∑
n=0
tnn! e−
1
2 (x+y)
Γ(n+ α+ 1)
(xy)α/2L(α)n (x)L
(α)
n (y).
(3.76)
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With the substitution t = e−2 iωT , x = mωr′
2
/h¯ and y = mωr′
2
/h¯ in equation (3.73)
we get finally:
Kl(r
′′, r′;T ) =
∞∑
N=0
e− i TEN/h¯RlN (r
′)RlN (r
′′) (3.77)
EN = ωh¯
(
N +
D
2
)
(3.78)
RlN (r) =
√
2mω
h¯rD−2
· Γ(
N−l
2 + 1)
Γ(N+l+D2 )
(
mω
h¯
r2
)l+D−22
exp
(
− mω
h¯
r2
)
L
(l+D−22 )
N−l
2
(
mω
h¯
r2
)
.
(3.79)
The path integral for the harmonic oscillator suggests a generalization in the index
l. This will be very important in further applications. For this purpose we consider
equation (3.17) with the nontrivial functional measure µ
(D)
l (r
2) ≡ µl[r2]:
Kl(r
′′, r′;T ) =
1
r′r′′
r(t′′)=r′′∫
r(t′)=r′
Dr(t)µl[r2] exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − V (r)
]
dt
}
(3.80)
The functional measure corresponds to a potential Vl = h¯
2 l(l+1)
2mr2
in the Schro¨dinger
equation. Assuming that we can analytically continue in l→ λ with ℜ(λ) > −1, then
we get for an arbitrary potential Vλ(r) = h¯
2 λ
2− 14
2mr2 na¨ıvely inserted into the radial path
integral
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − h¯2λ
2 − 14
2mr2
− m
2
ω2r2
]
dt
}
. (3.81)
This path integral must now be interpreted in terms of the functional measure in
equation (3.18). Define (z ≡ mr(j−1)r(j)/ i ǫh¯):
µλ[r
2] = lim
N→∞
N∏
j=1
√
2πz(j) e
−z(j) Iλ(z(j)). (3.82)
Then equation (3.81) must be interpreted with the help of equation (3.82) as
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 − h¯2λ
2 − 1
4
2mr2
− m
2
ω2r2
]
dt
}
:=
r(t′′)=r′′∫
r(t′)=r′
Dr(t)µλ[r2] exp
[
im
2h¯
∫ t′′
t′
(
r˙2 − ω2r2)dt]
=
√
r′r′′mω
i h¯ sinωT
exp
[
imω
2h¯
(
r′
2
+ r′
2)
cotωT
]
Iλ
(
mωr′r′′
i h¯ sinωT
)
. (3.83)
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This important equation has been derived by Peak and Inomata [84] with the
help of the three-dimensional radial harmonic oscillator, and by Duru [26] with the
corresponding two-dimensional case. Duru considered the radial potential problem
V (r) =
a
r2
+ br2 (3.84)
with some numbers a and b. Identifying a = (h¯2/2m)(λ2 − 14 ) and b = 12mω2 it is
simple calculation to express equation (3.83) in terms of a and b, which is omitted
here. However, these authors did not discuss this path integral identity in terms of the
functional measure language. That such a procedure is actually legitimate is beyond
the scope of these notes. It was justified by Fischer, Leschke and Mu¨ller [35] for the
radial path integral and for the Po¨schl-Teller path integral as well (see below), where
one also has to be careful with the appropriate Besselian functional measure. In the
functional measure interpretation equation (3.83) can be found in references [49] and
[92]. Equation (3.83) is very important in numerous applications.
Let us note the free particle case. In the limit ω → 0 we obtain in equation (3.73)
K
(ω=0)
l (r
′′, r′;T )
= (r′r′′)
2−D
2
m
i h¯T
exp
[
im
2h¯T
(r′
2
+ r′
2
)
]
Il+D−22
(
mr′r′′
i h¯T
)
= (r′r′′)
2−D
2
∫ ∞
0
dp p exp
(
− i h¯Tp
2
2m
)
Jl+D−22
(pr′)Jl+D−22
(pr′′) (3.85)
with wave-functions and energy spectrum
Ψp(r) = r
2−D
2
√
p Jl+D−22
(pr), Ep =
h¯2p2
2m
. (3.86)
The one-dimensional case gives (i.e. motion on the half-line)
Ψp(r) = r
√
p J 1
2
(pr) =
√
2
πr
sin pr, Ep =
h¯2p2
2m
. (3.87)
However, there is an ambiguity in the boundary condition for r = 0 for D = 1. The
present case here, i.e. Ψp(0) = 0, corresponds to a specific self adjoint extension of the
Hamiltonian H = −h¯2d2/dx2 for functions Ψ ∈ L2([0,∞)) on the half-line.
Finally we calculate the energy dependent Green function for the radial harmonic
oscillator. Making use of the integral representation of the previous section we obtain
Gl(r
′′, r′;E)
= i
∫ ∞
0
eiET/h¯Kl(r
′′, r′;T )dt
=
Γ[ 12(l +
D
2 − Eh¯ω )]
ω(r′r′′)D/2Γ(l + D2 )
W E
2h¯ω ,
1
2 (l+
D−2
2 )
(
mω
h¯
r2>
)
M E
2h¯ω ,
1
2 (l+
D−2
2 )
(
mω
h¯
r2<
)
.
(3.88)
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From this representation we can recover by means of the expansion for the Γ-function
the wave-functions of equation (3.79).
The corresponding Green function for the free particle has the form
G
(ω=0)
l (r
′′, r′;E)
=
2m
h¯(r′r′′)
D−2
2
× Il+D−22
[
1
i
√
mE
2h¯2
(r′ + r′′ − |r′′ − r′|)
]
Kl+D−22
[
1
i
√
mE
2h¯2
(r′ + r′′ + |r′′ − r′|)
]
(3.89)
=
iπm
h¯(r′r′′)
D−2
2
× Jl+D−22
[√
mE
2h¯2
(r′ + r′′ − |r′′ − r′|)
]
H
(1)
l+D−22
[√
mE
2h¯2
(r′ + r′′ + |r′′ − r′|)
]
,
(3.90)
where use has been made of the integral representation∫ ∞
0
dx
x
exp
(
− px− a+ b
2x
)
Iν
(
a− b
2x
)
= 2Iν
[√
p
(√
a−
√
b
)]
Kν
[√
p
(√
a+
√
b
)]
.
(3.91)
4. Other Elementary Path Integrals
There are two further path integral solutions based on the SU(2) [5, 25, 60] and
SU(1, 1) [5, 61] group path integration, respectively. The first yields the path integral
identity for the solution of the Po¨schl-Teller potential according to
K(PT )(x′′, x′;T )
=
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
x˙2 − h¯
2
2m
(
α2 − 14
sin2 x
+
β2 − 14
cos2 x
)]
dt
}
=
∞∑
l=0
exp
[
− i h¯T
2m
(α+ β + 2l + 1)2
]
Ψ
(α,β) ∗
l (x
′)Ψ
(α,β)
l (x
′′)
=
√
sin 2x′ sin 2x′′
∞∑
J=0, 12
exp
[
− i h¯T
2m
(2J + 1)2
]
× (2J + 1)DJ ∗α+β
2 ,
β−α
2
(cos 2x′)DJα+β
2 ,
β−α
2
(cos 2x′′) (4.1)
with the wave-functions given by
Ψ(α,β)n (x) =
√
(2J + 1) sin 2xDJα+β
2 ,
β−α
2
(cos 2x) (4.2a)
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=
[
2(α+ β + 2l + 1)
l!Γ(α+ β + l + 1)
Γ(α+ l + 1)Γ(β + l + 1)
] 1
2
× (sinx)α+ 12 (cosx)β+ 12P (α,β)n (cos 2x). (4.2b)
=
[
α+ β + 2l + 1
2α+β+1
l!Γ(α+ β + l + 1)
Γ(α+ l + 1)Γ(β + l + 1)
] 1
2
×
√
2 sin 2x (1− cos 2x)α2 (1 + cos 2x) β2 P (α,β)n (cos 2x).
(4.2c)
Here, of course we can analytically continue from integer values of m and n to, say,
real numbers α and β, respectively .
Similarly we can state a path integral identity for the modified Po¨sch-Teller
potential which is defined as
V (η,ν)(r) =
h¯2
2m
(
η2 − 14
sinh2 r
− ν
2 − 14
cosh2 r
)
. (4.3)
This can be achieved by means of the path integration of the SU(1, 1) group manifold.
One gets
K(MPT )(r′′, r′;T ) =
NM∑
n=0
Φ(η,ν)∗n (r
′)Φ(η,ν)n (r
′′) exp
{
− i h¯T
2m
[
2(k1 − k2 − n)− 1
]2}
+
∫ ∞
0
dpΦ(η,ν)∗p (r
′)Φ(η,ν)p (r
′′) exp
(
− i h¯T
2m
p2
)
. (4.4)
Introduce the numbers k1, k2 defined by: k1 =
1
2 (1 ± ν), k2 = 12 (1 ± η), where the
correct sign depends on the boundary conditions for r → 0 and r → ∞, respectively.
In particular for η2 = 1
4
, i.e. k2 =
1
4
, 3
4
, we obtain wave-functions with even and odd
parity, respectively. The number NM denotes the maximal number of states with
0, 1, . . . , NM < k1 − k2 − 12 . The bound state wave-functions read as:
Φ(k1,k2)n (r) = N
(k1,k2)
n (sinh r)
2k2−
1
2 (cosh r)−2k1+
3
2
× 2F1(−k1 + k2 + κ,−k1 + k2 − κ+ 1; 2k2;− sinh2 r)
N (k1,k2)n =
1
Γ(2k2)
[
2(2κ− 1)Γ(k1 + k2 − κ)Γ(k1 + k2 + κ− 1)
Γ(k1 − k2 + κ)Γ(k1 − k2 − κ+ 1)
] 1
2
 (4.5)
(κ = k1−k2−n), (there is a factor “2” missing in reference [36]). Note the equivalent
formulation
Φ˜(α,β)n (r) =
[
βn!Γ(n+ α+ β + 1)
2α+βΓ(n+ α+ 1)Γ(n+ β + 1)
] 1
2
(1− x)α2 (1 + x) β−12 P (α,β)n (x), (4.6)
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with the substitutions α = 2k2−1, β = 2(k1−k2−n)−1 = 2κ−1, x = 2/ cosh2 r−1 with
the incorporation of the appropriate measure term, i.e. dr =
[
(1 + x)
√
2(1− x)
]−1
dx.
The scattering states are given by:
Φ(k1,k2)p (r) = N
(k1,k2)
p (cosh r)
2k1−
1
2 (sinh r)2k2−
1
2
× 2F1(k1 + k2 − κ, k1 + k2 + κ− 1; 2k2;− sinh2 r)
N (k1,k2)p =
1
Γ(2k2)
√
p sinhπp
2π2
[
Γ(k1 + k2 − κ)Γ(−k1 + k2 + κ)
× Γ(k1 + k2 + κ− 1)Γ(−k1 + k2 − κ+ 1)
] 1
2
,

(4.7)
[κ = 1
2
(1 + ip)].
It is possible to state closed expressions for the (energy dependent) Green functions
for the Po¨schl-Teller and modified Po¨schl-Teller potential, respectively. For the Po¨schl-
Teller potential it has the form (Kleinert and Mustapic [65])
G(x′′, x′;E) =
m
i h¯
√
sin 2x′ sin 2x′′
Γ(m1 − LE)Γ(LE +m1 + 1)
Γ(m1 +m2 + 1)Γ(m1 −m2 + 1)
×
(
1− cos 2x′
2
)(m1−m2)/2(1 + cos 2x′
2
)(m1+m2)/2
×
(
1− cos 2x′′
2
)(m1−m2)/2(1 + cos 2x′′
2
)(m1+m2)/2
× 2F1
(
− LE +m1;LE +m1 + 1;m1 −m2 + 1; 1− cos 2x
′
2
)
× 2F1
(
− LE +m1;LE +m1 + 1;m1 +m2 + 1; 1 + cos 2x
′′
2
)
(4.8)
with m1/2 =
1
2
(λ ± κ), LE = −12 + 12
√
2mE /h¯ and x′′ ≥ x′. A similar expression
is valid for the modified Po¨schl-Teller-potential Green function (see [65]) which is,
however, omitted here.
5. The Coulomb Potential
The hydrogen atom is, of course, one of the most interesting subjects in quantum
mechanics. In the beginnings of quantum mechanics and with the atom model of
Rutherford it was a riddle how to tract a system which is from the classical physics
point of view unstable and doomed to vanish into pure radiation. Its was Bohr’s
genius, postulating the famous rules that only a countable number of orbits are allowed
satisfying the quantum condition
∮
pdq = nh (n ∈ N). However, this “old” quantum
mechanics was not sufficient, because it fails e.g. in the case of the helium-atom, and
it was Pauli who solved the hydrogen problem in the terms of the “new” quantum
mechanics developed by Schro¨dinger and Heisenberg. It is surprising, that Pauli did
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not use a differential equation and solves the corresponding Eigenvalue problem as
Schro¨dinger did later, instead he exploited in fact the “hidden” SO(4) symmetry of
the Kepler-Coulomb-problem. This symmetry gives classically rise to an conserved
quantity, called Lenz-Runge vector. This additional symmetry allows also a separation
of the Coulomb problem in parabolic coordinates. This vector points from the focal
point of the orbit the perihel.
Ever since the success of quantum mechanics the hydrogen atom was the model
to test the theory, may it be Dirac’s relativistic quantum mechanics, where first the
fine-structure constant α = e2 /h¯c arises.
It was for a long time a really nuisance that this important physical system
could not be treated by path integrals. Calculating wave functions and energy
levels remains more or less a simple task in the operator language, but even the
construction of the Green function (resolvent kernel) was impossible for a long time.
It takes as long as 1979 as Duru and Kleinert [27, 28] finally applied a long-known
transformation in astronomy (Kustaanheimo-Stiefel transformation [66]) in the path
integral of the Coulomb problem and were successful. Even more, their idea of
transforming simultaneously coordinates and the time-slicing opens new possibilities in
solving the huge amount of unsolved path integral problems. In particular, Coulomb-
related potentials, in the sense, that all these problems can be reformulated in terms
of confluent hypergeoemtric functions, like the Morse-potential could be successfully
treated. However, the original attempt of Duru and Kleinert was done in a more or
less formal manner, and it does not takes a long time when it was refined by Inomata
[58] and Duru and Kleinert [28].
Closely related to the original Coulomb problem is, of course, the 1/r-potential
discussion in RD. The D = 2 case in discussed in this subsection, whereas the original
Coulomb problem in the next.
As it turns out its Schro¨dinger equation for the Coulomb potential is separable in
four coordinate systems:
1) Spherical coordinates:
x = r sin θ cosφ
y = r sin θ sinφ
z = r cos θ
(r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π). (5.1)
Separation of variables in this coordinate system is, of course, not a specific feature
of the Coulomb problem, but a common property of all radial potentials.
2) Parabolic coordinates:
x = ξη cosφ
y = ξη sinφ
z =
1
2
(ξ2 − η2)
(ξ, η ≥ 0, 0 ≤ φ ≤ 2π). (5.2)
Here electric and magnetic fields can be introduced without spoiling separability.
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3) Spheroidal coordinates:
x = sinh ξ sin η sinφ
y = sinh ξ sin η cosφ
z = cosh ξ cos η + 1
(ξ ≥ 0, 0 ≤ η ≤ π, 0 ≤ φ ≤ 2π). (5.3)
Here a further charge can be introduced and therefore these coordinates are
suitable for the study of the hydrogen ion H+2 .
4) Spheroconical coordinates:
x = r sn(α, k) dn(β, k′)
y = r cn(α, k) cn(β, k′)
z = r dn(α, k) sn(β, k′)
r ≥ 0, |α| ≤ K, |β| ≤ 2K ′,
0 ≤ k, k′ ≤ 1, k2 + k′2 = 1. (5.4)
sn(α, k), cn(α, k) and dn(α, k) denote Jacobi elliptic functions (e.g. [40, pp.910])
of modulus k and with real and imaginary periods 4K and 4iK ′, respectively.
Here the corresponding wave functions in α and β can be identified with the wave
functions of a quantum mechanically asymmetric top.
We will discuss the path integral for the Coulomb system in the first two of these
coordinate systems. For the usual polar- and parabolic coordinate coordinate system
the path integration can be exactly performed. In the remaining two, however, the
theory of special functions of these coordinate is poorly developed and no solution
seems up to now available. Nevertheless it is possible to formulate the Coulomb-
problem in these coordinate systems and point out some relations to other problems
connected to these coordinates [46].
It is surprising that the Coulomb path integral was first solved in Cartesian
coordinates (where the Kustaanheimo-Stiefel transformation works) and not in polar
coordinates. Looking at the appropriate formulæ we see that even in the one-
dimensional case (in polar coordinates) we need the one-dimensional realization of
the Kustaanheimo-Stiefel transformation and a space-time transformation.
5.1. The 1/r-Potential in R2 [28, 57]
We consider the Euclidean two-dimensional space with the singular potential V (r) =
−Z e2 /r (r = |x|, x ∈ R2). Here, e2 denotes the square of an electric charged Z
its multiplicity (including sign). However, as already noted, this potential is not the
potential of a point charge in R2. The classical Lagrangian now has the form
L(x, x˙) = m
2
x˙2 +
Z e2
r
. (5.5)
Of course, bound and continuous states can exist, depending on the sign of Z. The
path integral is given by
K(x′′, x′;T ) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
x˙2 +
Z e2
r
)
dt
]
. (5.6)
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Discussion of this path integral are due to Duru and Kleinert [27,28] and Inomata
[58]. However, the lattice-formulation is not trivial for the 1/r-term. In fact, it is too
singular for a path integral, respectively, a stochastic process and some regularization
must be found. This is known for some time, and it turns out that the Kustaanheimo-
Stiefel transformation does the job.
As it turns out one must perform a space-time transformation in order to solve
the path integral (5.6). We perform first the transformation
x1 = ξ
2 − η2, x2 = 2ξη, u ≡
(
ξ
η
)
∈ R2, (5.7)
which casts the original Lagrangian into the form
L(u, u˙) = 2m(ξ2 + η2)(ξ˙2 + η˙2) + Z e
2
ξ2 + η2
. (5.8)
The metric tensor (gab) and it’s inverse (g
ab) are given by
(gab) = 4(ξ
2 + η2)
(
1 0
0 1
)
, (gab) =
1
4(ξ2 + η2)
(
1 0
0 1
)
(5.9)
with determinant g = det(gab) = 16(ξ
2 + η2)2 and dV = dx1dx2 = 4(ξ
2 + η2)dξdη.
The hermitean momenta corresponding to the scalar product
(Ψ1,Ψ2) = 4
∫ ∞
−∞
∫ ∞
−∞
dξdη (ξ2 + η2)Ψ1(ξ, η)Ψ
∗
2(ξ, η) (5.10)
are given by
pξ =
h¯
i
(
∂
∂ξ
+
ξ
ξ2 + η2
)
, pη =
h¯
i
(
∂
∂η
+
η
ξ2 + η2
)
. (5.11)
Following our general theory of Chapter II.5 we start by considering the Legendre
transformed Hamiltonian
HE = − h¯
2
2m
(
∂2
∂x21
+
∂2
∂x22
)
− Z e
2
r
− E. (5.12)
which gives
HˆE = − h¯
2
2m
1
4(ξ2 + η2)
(
∂2
∂ξ2
+
∂2
∂η2
)
− Z e
2
ξ2 + η2
− E. (5.13)
Therefore the time-transformation is given by ǫ = f(ξ, η)δ with f(ξ, η) = 4(ξ2 + η2)
and the space-time transformed Hamiltonian has the form
H˜ = − h¯
2
2m
(
∂2
∂ξ2
+
∂2
∂η2
)
− 4Z e2−4E(ξ2 + η2)
=
1
2m
(p2ξ + p
2
η)− 4Z e2−4E(ξ2 + η2)
(5.14)
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with the momentum operators and vanishing quantum potential ∆V :
pξ =
h¯
i
∂
∂ξ
, pη =
h¯
i
∂
∂η
, ∆V = 0. (5.15)
This two-dimensional transformation can be interpreted as a two-dimensional Kustaan-
heimo-Stiefel transformation [66]. It has the general feature that it performs a change
of variables to “square-root” coordinates, note r = ξ2 + η2. The general properties of
transformations like this states the following problem (see e.g. [28, 46] for some review
of the relevant literature): For which values of D does exist a formula
(x21 + · · ·+ x2D)(y21 + · · ·+ y2D) = z21 + · · ·+ z2D, (5.16)
where the zi are homogeneous bilinear forms in x and y. Following a theorem of
Hurwitz and Lam this type of transformation can only be realized in the space-
dimensions D = 1, 2, 4, 8. The assumption about z now implies that
z = B(x) · y (5.17)
zi =
∑
k,l
(Bk)li xkyl =
∑
l
B(x)liyi. (5.18)
For the special case x = y one has
∑
i
z2i =
(∑
j
x2j
)2
(5.19)
and the matrix B satisfies the condition
tB(x)B(x) = |x|2. (5.20)
The one-dimensional case is “trivial”, but we shall use it in the calculation of the
path integral for the 1/r-potential in polar coordinates. The D = 2 case we have just
encountered. The four-dimensional variation of this transformation has been used a
long time ago in astronomy for the purpose of regularizing the Kepler problem. The
D = 8 case is degenerate. Here the matrix B has the form:
B(x) =

x1 x2 x3 x4 x5 x6 x7 x8
−x2 x1 x4 −x3 x6 −x5 x8 −x7
−x3 −x4 x1 x2 x7 −x8 −x5 x6
−x4 x3 −x2 x1 −x8 −x7 x6 x5
−x5 −x6 −x7 x8 x1 x2 x3 −x4
−x6 x5 x8 x7 −x2 x1 −x4 −x3
−x7 −x8 x5 −x6 −x3 x4 x1 x2
−x8 x7 −x6 −x5 x4 x3 −x2 x1

(5.21)
and maps R8 → R and is thus of no further use.
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In the next Section (hydrogen-atom) we need theD = 4 case which is more involved
and not one-to-one.
To incorporate the time transformation
s(t) =
∫ t
t′
dσ
4r(σ)
, s′′ = s(t′′) (5.22)
and its lattice definition ǫ → 4r¯(j)∆s(j) = 4u¯(j) 2δ(j) into the path integral (5.6) we
now use from the set of equations (II.4.35), namely equation (II.4.35a). Observing
that in the path integral (5.6) the measure changes according to
N∏
j=1
(
m
2π i h¯∆t(j)
)
×
N−1∏
j=1
dx
(j)
1 dx
(j)
2 =
1
r′′
N∏
j=1
(
m
2π i h¯δ(j)
)
×
N−1∏
j=1
dξ(j)dη(j) (5.23)
we arrive at the path integral transformations equations (u ∈ R2):
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iTE/h¯G(x′′, x′;E) (5.24)
G(x′′, x′;E) = i
∫ ∞
0
ds′′
[
K˜(u′′, u′; s′′) + K˜(−u′′, u′; s′′)
]
(5.25)
where the space-time transformed path integral K˜ is given by
K˜(u′′, u′; s′′) = e4 iZ e
2 s′′/h¯
∫
Dξ(s)
∫
Dη(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
(ξ˙2 + η˙2) + 4E(ξ2 + η2)
]
ds
}
. (5.26)
Note that the factor 1/r′′ has been exactly canceled by means of equation (II.4.35a).
This is a specific feature of this potential problem. Furthermore we have taken into
account that our mapping is of the “square-root” type which gives rise to a sign
ambiguity. “Thus, if one considers all paths in the complex x = x1 + ix2-plane from
x′ to x′′, they will be mapped into two different classes of paths in the u-plane: Those
which go from u′ to u′′ and those going from u′ to −u′′. In the cut complex x-plane
for the function u =
√
x2 these are the paths passing an even or odd number of times
through the square root from x = 0 and x = −∞. We may choose the u′ corresponding
to the initial x′ to lie on the first sheet (i.e. in the right half u-plane). The final u′′
can be in the right as well as the left half-plane and all paths on the x-plane go over
into paths from u′ to u′′ and those from u′ to −u′′ [28]”. Thus the two contributions
arise in equation (5.25). Equation (5.26) is interpreted as the path integral of a two-
dimensional isotropic harmonic oscillator with frequency ω =
√−8E/m. Therefore
we get
K˜(u′′, u′; s′′) =
mω
2 i h¯ sinωs′′
exp
{
4 iZ e2 s′′
h¯
− mω
2π i h¯
[
(u′
2
+u′
2
) cotωs′′−2 u
′ · u′′
sinωs′′
]}
.
(5.27)
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Introducing now two-dimensional polar-coordinates
ξ =
√
r cos
φ
2
, η =
√
r sin
φ
2
, (r > 0, φ ∈ [0, 2π]) (5.28)
so that u′ · u′′ = √r′r′′ cos(φ′′ − φ)/2. Thus
G(x′′, x′;E) =
mω
πh¯
∫ ∞
0
ds′′
sinωs′′
× exp
[
4 iZ e2
h¯
s′′ − mω
2 i h¯
(r′ + r′′)
]
cosh
(
mω
√
r′r′′
i h¯ sinωs′′
cos
φ′′ − φ′
2
)
(5.29)
Using the expansion
cos
(
z cos
φ
2
)
=
∞∑
l=−∞
ei lφ I2l(z) (5.30)
we get for the kernel G(x′′, x′;E):
G(x′′, x′;E) =
1
2π
∞∑
l=−∞
ei l(φ
′′−φ′) Gl(r
′′, r′;E), (5.31)
where the radial kernel Gl(E) is given by
Gl(r
′′, r′;E)
=
2mω
h¯
∫ ∞
0
ds′′
sinωs′′
exp
[
4 iZ e2 s′′
h¯
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
I2l
(
mω
√
r′r′′
i h¯ sinωs′′
)
(Set ω = 2 i ph¯m , substitution u =
2ph¯s′′
m and Wick-rotation)
=
2m
h¯
∫ ∞
0
du
sinh u
exp
[
2 i
ap
u+ i p(r′ + r′′) cothu
]
I2l
(
2p
√
r′r′′
i sinhu
)
(Substitution sinh u = 1/ sinh v)
=
2m
h¯
∫ ∞
0
(
coth
v
2
) 2
ap
exp
[
i p(r′ + r′′) cosh v
]
I2l
(− 2 i p√r′r′′ sinh v)dv
(Reinsert h¯p =
√
2mE)
=
1√
r′r′′
√
− m
2E
1
(2l)!
Γ
(
1
2
+ l − Z e
2
h¯
√
− m
2E
)
×WZ e2
h¯
√
− m2E ,l
(√
−8mE
h¯2
r>
)
MZ e2
h¯
√
− m2E ,l
(√
−8mE
h¯2
r<
)
. (5.32)
In the last step we have used (2.22) and r>, r< denotes the larger (smaller) of r
′, r′′,
respectively. The representation (5.32) shows that Gl(E) has in the complex energy-
plane poles which are given at the negative integers nl = 0,−1,−2, . . . at the argument
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of the Γ-function and a cut on the real axis with a branch point at E = 0. Thus we
get a discrete and continuous spectrum, respectively:
EN = − mZ
2 e4
2h¯2(N − 12 )2
, (N = 1, 2, . . . ) (5.33)
Ep =
h¯2p2
2m
, (p ∈ R). (5.34)
Here we have introduced the principle quantum number N := nl + l + 1. This is the
well-known result.
To determine the discrete spectrum we consider the first line in equation (5.32),
identify in the Hille-Hardy formula t = e−2u, x = mωr′ and y = mωr′′ and thus get
Gl(r
′′, r′;E) =
m
h¯
∞∑
n=0
(−2 i p√r′r′′)2l
n+ l + 1
2
− i
ap
× n!
(2l + n)!
exp[− i p(r′ + r′′)]L(2l)n (−2 i pr′)L(2l)n (−2 i pr′′). (5.35)
Taking equation (5.35) and the nth residuum gives the energy levels and the wave
functions. Inserting into equation (5.29) thus yields the Green functions for the
discrete levels for the two-dimensional 1/r-potential
G(x′′, x′;E) = h¯
∞∑
N=1
∞∑
l=−∞
ΨN,l(r
′, φ′)Ψ∗N,l(r
′′, φ′′)
EN − E (5.36)
and the wave functions of the discrete spectrum are given by:
ΨN,l(r, φ) =
[
(N − l − 1)!
πa2(N − 1
2
)3(N + l − 1)!
] 1
2
(
2r
a(N − 1
2
)
)l
× exp
[
− r
a(N − 1
2
)
− i lφ
]
L
(2l)
N−l−1
(
2r
a(N − 1
2
)
)
. (5.37)
Furthermore we have used the abbreviation a = h¯2/(mZ e2) (the first “Bohr-radius”).
The correct normalization to unity can be seen from the relation
∫ ∞
0
x2l+λ+2 e−x
[
L
(2l+λ+1)
N−l−1 (x)
]2
dx =
2(N + λ2 )(N + l + λ)!
(N − l − 1)! , (5.38a)
respectively ∫ ∞
0
xµ+a e−x
[
L(µ)n (x)
]2
dx =
(2n+ µ+ 1)Γ(n+ µ+ 1)
n!
. (5.38b)
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In order to determine the continuous wave functions we use the dispersion relation
[40, p.987]∫ ∞
−∞
dx e−2ixρΓ
(
1
2 + ν + ix
)
Γ
(
1
2 + ν − ix
)
Mix,ν(α)Mix,ν(β)
=
2π
√
αβ
cosh ρ
exp
[− (α+ β) tanh ρ]J2ν(2√αβ
cosh ρ
)
. (5.39)
and get (h¯p˜ =
√
2mE )
Gl(r
′′, r′;E)
= 2 i p˜
∫ ∞
0
ds′′
sinωs′′
exp
[
4 iZ e2
h¯
s′′ − p˜(r′ + r′′) cotωs′′
]
I2l
(
2p˜
√
r′r′′
sinωs′′
)
=
i
π
√
r′r′′
∫ ∞
0
ds′′ exp
(
4 iZ e2
h¯
s′′
)
×
∫ ∞
0
|Γ( 12 + l + ip)|2
Γ2(2l + 1)
exp
(
−4 i pp˜h¯s
′′
m
+πp
)
Mi p,l(−2 i p˜r′)M− i p,l(2 i p˜r′′)dp
= h¯
∫ ∞
0
dp
h¯2p2/2m−E exp
(
π
ap
)
×
Γ
(
1
2
+ l + i
ap
)
Γ
(
1
2
+ l − i
ap
)
2π
√
r′r′′(2l)!
M− iap ,l
(2 i pr′)M i
ap ,l
(−2 i pr′′). (5.40)
Here again the residuum at E = h¯2p2/2m has been taken in the integral. Thus the
wave functions of the continuous spectrum are given by (h¯p =
√
2mE):
Ψp,l(r, φ) =
√
1
4π2r
1
(2l)!
Γ
(
1
2
+ l +
i
ap
)
exp
(
π
2ap
− i lφ
)
M i
ap ,l
(−2 i pr). (5.41)
Note that∣∣∣∣Γ(12 + l + iap
)∣∣∣∣M iap ,l(−2 i pr) =
∣∣∣∣Γ(12 + l + iap
)∣∣∣∣M− iap ,l(2 i pr) (5.42)
and the wave-functions are therefore basically real. These results of the 1/r potential
for the discrete and continuous spectrum, respectively, are equivalent with the results
of the operator approach. The complete Feynman kernel therefore reads
K(x′′, x′;T ) =
∞∑
l=0
∞∑
N=1
e− iTEN/h¯Ψ∗N,l(r
′, φ′)ΨN,l(r
′′, φ′′)
+
∞∑
l=0
∫ ∞
0
dp e− iTEp/h¯Ψ∗p,l(r
′, φ′)Ψp,l(r
′′, φ′′) (5.43)
with wave functions as given in equations (5.37) and (5.41) and energy spectrum
equations (5.33, 5.34).
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5.2. The 1/r-Potential in R3 - The Hydrogen Atom [27, 28, 41, 55, 57, 58]
We consider the Euclidean three-dimensional space with the singular potential V (r)=
−Z e2 /r (r = |x|, x ∈ R3) with Z and e2 as in the previous Section. This potential
corresponds in the space R3, of course, to the potential of a point charge and is thus
the kernel of the Poisson equation in R3. The classical Lagrangian has the form
L(x, x˙) = m
2
x˙2 +
Z e2
r
. (5.44)
The path integral is given by
K(x′′, x′;T ) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
x˙2 +
Z e2
r
)
dt
]
. (5.45)
This path integral was first successfully solved (actually the Green function or resolvent
kernel) by Duru and Kleinert [27], followed by further contributions of Inomata [58]
and Duru and Kleinert [28], Ho and Inomata [55] Grinberg, Maran˜on and Vucetich
[41,42] and Kleinert [62].
The transformation in the two-dimensional case corresponds to the two-dimensional
realization of the Kustaanheimo-Stiefel transformation and we must look for a general-
ization. However, we have a the relevant spaceR3 whereas the relevant Kustaanheimo-
Stiefel transformation maps R4 → R3 which means that the transformation in ques-
tion is not one-to-one. We have namely [28]
x1x2
x3
 =

u3 u4 u1 u2
−u2 −u1 u4 u3
−u1 u2 u3 −u4
u4 −u3 u2 −u1
 ·

u1
u2
u3
u4
 , (5.46)
or in matrix notation x = A · u with x ∈ R3 and u ∈ R4, respectively. Several
modifications of the matrix A are used in the literature, e.g. [10,11]
A =

u3 u4 u1 u2
−u4 u3 u2 −u1
−u1 −u2 u3 u4
−u2 u1 −u4 −u3
 , (5.46b)
and see [66] as well. The transformation has the property AtA = u21 + u
2
2 + u
2
3 + u
2
4 =
r = |x| and no Jacobean exist. However, a fourth coordinate can be described by
x4(s) = 2
∫ s
s′
(u4u
′
1 − u3u′2 + u2u′3 − u1u′4)dσ. (5.47)
Therefore we must circumvent this problem. The idea [27,58] goes at follows: We
consider the lattice formulation of equation (5.45) and introduce a factor “one” by
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means of
1 =
√
m
2π i h¯T
∫ ∞
−∞
dξ′′ exp
[
− m
2 i h¯T
(ξ′′ − ξ′)2
]
= lim
N→∞
( m
2π i ǫh¯
)N
2
N∏
j=1
∫ ∞
−∞
dξ(j) exp
[
im
2h¯ǫ
∆2ξ(j)
]
(5.48)
which gives for equation (5.45)
K(x′′, x′;T ) =
∫ ∞
−∞
dξ′′ lim
N→∞
( m
2π i ǫh¯
)2N N−1∏
j=1
∫
d3x(j)
∫ ∞
−∞
dξ(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
(∆2x(j) +∆2ξ(j)) + ǫ
Z e2
r¯(j)
] (5.49)
with the to-be-defined quantity r¯(j). We now realize the transformation A(u) on
midpoints [58] u¯
(j)
a =
1
2
(u
(j)
a +u
(j−1)
a ) (we use in the following the abbreviation x4 ≡ ξ):
∆x(j)a = 2
4∑
b=1
Aab(u¯(j))∆u
(j)
b (5.50)
We have
At(u¯(j)) ·A(u¯(j)) = u¯(j) 21 + u¯(j) 22 + u¯(j) 23 + u¯(j) 24 =: r¯(j) (5.51)
which defines r¯(j). Furthermore
∆2x
(j)
1 +∆
2x
(j)
2 +∆
2x
(j)
3 +∆
2x
(j)
4
= 4r¯(j)
[
∆2u
(j)
1 +∆
2u
(j)
2 +∆
2u
(j)
3 +∆
2u
(j)
4
]
=: 4r¯(j)∆2u(j). (5.52)
Infinitesimal this has the form dx
(j)
a = 2Aab(u¯(j))du
(j)
a (sums over repeated indices
understood) and the Jacobean of this transformation exists and is given by
∂(x1, x2, x3, ξ)
∂(u1, u2, u3, u4)
= 24r¯(j) 2. (5.53)
Thus we arrive at the transformed classical Lagrangian
L(u, u˙) = 2mu2u˙2 + Z e
2
u2
. (5.54)
We now repeat the reasoning of the previous Section by observing that under the
time-transformation equation (5.22)
s(t) =
∫ t
t′
dσ
4r(σ)
, s′′ = s(t′′)
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and its lattice definition ǫ→ 4r¯(j)∆s(j) = 4u¯(j) 2δ(j) the measure in the path integral
transforms according to
N∏
j=1
( m
2π i ǫh¯
)2
×
N−1∏
j=1
(2u¯(j))4d4u(j) =
1
(4r′′)2
N∏
j=1
(
m
2π i h¯δ(j)
)2
×
N−1∏
j=1
d4u(j). (5.55)
Respecting again equation (II.4.35a) which produces a factor 4r′′ we get the path
integral transformation
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iTE/h¯G(x′′, x′;E)
G(x′′, x′;E) = i
∫ ∞
0
ds′′ e4 iZ e
2 s′′/h¯ K˜(u′′, u′; s′′)
(5.56)
where the space-time transformed path integral K˜ is given by
K˜(u′′, u′; s′′)
=
1
4r′′
∫ ∞
−∞
dξ′′ lim
N→∞
(
m
2π i h¯δ
)2N
×
N−1∏
j=1
∫
d4u(j) exp
 i
h¯
N∑
j=1
(
m
2δ
∆2u(j) + 4δEu¯(j) 2
)
=
(
mω
2π i h¯ sinωs′′
)2 ∫ ∞
−∞
dξ′′
4r′′
exp
{
− mω
2 i h¯
[
(u′
2
+ u′
2
) cotωs′′ − 2 u
′ · u′′
sinωs′′
]}
.
(5.57)
Here we have used once again the known solution for the harmonic oscillator, where
we have actually a four-dimensional isotropic harmonic oscillator with frequency
ω =
√
−8E/m. Note that the factor 1/r′′ has not been canceled as in the two-
dimensional case.
Up to now we have not discussed the problem of an eventually quantum correction
appearing in the transformation procedure. As usual we consider the Legendre
transformed Hamiltonian
HE = − h¯
2
2m
∆(3) −
Z e2
r
−E. (5.58)
Let us write HE in the coordinates:
u1 = u cosα cosβ
u2 = u cosα sinβ
u3 = u sinα cos γ
u4 = u sinα sin γ
(u = |u| = √r, α = θ
2
, β ± γ = φ)
(0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π)
 (5.59)
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Then the Schro¨dinger equation in polar coordinates[
− h¯
2
2
(
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
L2
)
− Z e
2
r
− E
]
Ψ(r, θ, φ) = 0 (5.60)
is transformed into[
− h¯
2
2
1
4s2
(
∂2
∂s2
+
3
s
∂
∂s
− 4K2
)
− Z e
2
s2
− E
]
Ψ(u) = 0 (5.61)
with
K2 = − ∂
2
∂α2
− (tanα− cotα) ∂
∂α
− 1
sin2 α
∂2
∂β2
− cos2 α ∂
2
∂γ2
(5.62)
is the Casimir-operator of the group SO(4). Writing back into u1, . . . , u4 we get for
HE in the coordinates q ∈ R4:
H˜ = 4u2HˆE = − 1
2m
∆4 − 4Z e2−4Eu2
and with puk = − i h¯∂/∂uk:
Heff (pu, q) =
1
2m
4∑
k=1
p2uk − 4Z e2−4Eu2. (5.63)
and no quantum correction appears. Therefore equation (5.57) is correct.
To perform the ξ′′-integration in equation (5.57) we introduce polar coordinates
u1 =
√
r sin
θ
2
cos
α+ φ
2
u2 =
√
r sin
θ
2
sin
α+ φ
2
u3 =
√
r cos
θ
2
cos
α− φ
2
u4 =
√
r cos
θ
2
sin
α− φ
2
 0 ≤ θ ≤ π0 ≤ φ ≤ 2π
0 ≤ α ≤ 4π
 . (5.64)
We have with equation (5.47)
ξ(s) = −
∫ s
0
(α′ − cos θ φ′)r(σ)dσ. (5.65)
The polar coordinates give the expansion
u′ · u′′ =
√
r′r′′
×
[
sin
θ′
2
sin
θ′′
2
cos
(
α′′ − α′ + φ′′ − φ′
2
)
+ cos
θ′
2
cos
θ′′
2
cos
(
α′ − α′′ + φ′′ − φ′
2
)]
(5.66)
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Using the expansion
ez cos φ =
∞∑
ν=−∞
ei νφ Iν(z) (5.67)
twice, respecting due to the explicit form of ξ(s) from equation (5.65) above∫ ∞
−∞
dξ(s′′)
r′′
=
∫ 4π
0
dα (5.68)
and that the integration over α′′ yields 4πδν1ν2 we get for the resolvent kernel:
G(x′′, x′;E) =
i
π
∫ ∞
0
ds′′
(
mω
2 i h¯ sinωs′′
)2
exp
[
4 iZ e2 s′′
h¯
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
×
∞∑
ν=−∞
ei ν(φ
′′−φ′) Iν
(
mω
√
r′r′′
i h¯ sinωs′′
sin
θ′
2
sin
θ′′
2
)
Iν
(
mω
√
r′r′′
i h¯ sinωs′′
cos
θ′
2
cos
θ′′
2
)
. (5.69)
The last sum can be exactly performed with the help of(
z1 − z2 e− iφ
z1 − z2 eiφ
) ν
2
Iν
(√
z21 + z
2
2 − 2z1z2 cosφ
)
=
∞∑
n=−∞
(−1)nIn(z2)Iν+n(z1) einφ,
(5.70)
in particular
∞∑
ν=−∞
ei νφ Iν(z)Iν(z
′) = I0
(√
z2 + z′2 + 2zz′ cosφ
)
, (5.71)
and the trigonometric expressions sin2 α2 =
1
2 (1 − cosα) and cos2 α2 = 12 (1 + cosα).
Thus
G(x′′, x′;E) =
i
π
∫ ∞
0
ds′′
(
mω
2 i h¯ sinωs′′
)2
× exp
[
4 iZ e2 s′′
h¯
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
I0
(
mω
√
r′r′′
i h¯ sinωs′′
cos
γ
2
)
, (5.72)
where cos γ = cos θ′ cos θ′′ + sin θ′ sin θ′′ cos(φ′′ − φ′). The I0-Bessel function can be
expanded in terms of Legendre-polynomials:
I0
(
z cos
γ
2
)
=
2
z
∞∑
l=0
(2l + 1)Pl(cos γ)I2l+1(z). (5.73)
This relation can be derived from the general expansion(
kz
2
)µ−ν
Iν(kz) = k
µ
∞∑
l=0
Γ(µ+ l)
l!Γ(1 + ν)
(−1)l(2l + µ)2F1(−l, l + µ; 1 + ν; k2)I2l+µ(z).
(5.74)
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Equation (5.73) is recovered with the identifications µ = 1, ν = 0, k = cos γ2 and
Pl(z) = (−1)l2F1(−l, l + 1; 1; z+12 ). Thus the resolvent kernel can be expanded
according to
G(x′′, x′;E) = G(r′′, θ′′, φ′′, r′, θ′, φ′;E)
=
1
4π
∞∑
l=0
(2l + 1)Pl(cos γ)Gl(r
′′, r′;E) (5.75)
=
∞∑
l=0
l∑
n=−l
Y n ∗l (θ
′, φ′)Y nl (θ
′′, φ′′)Gl(r
′′, r′;E),
(5.76)
where the radial Green function Gl(E) is given by
Gl(r
′′, r′;E)
=
2mω
h¯
√
r′r′′
∫ ∞
0
ds′′
sinωs′′
exp
[
4 iZ e2 s′′
h¯
− mω
2 i h¯
(r′+r′′) cotωs′′
]
I2l+1
(
mω
√
r′r′′
i h¯ sinωs′′
)
=
1
r′r′′
√
− m
2E
1
(2l + 1)!
Γ
(
1 + l +
iZ e2
h¯
√
m
2E
)
×WZ e2
h¯
√
− m2E ,l+
1
2
(√
−8mE
h¯2
r>
)
MZ e2
h¯
√
− m2E ,l+
1
2
(√
−8mE
h¯2
r<
)
. (5.77)
From the poles of the Γ-function at z = −nr = 0,−1,−2, . . . we read off the bound
state energy levels which are given by
EN = −mZ
2 e4
2h¯2N2
, (N = nr + l + 1 = 1, 2, 3, . . . ) (5.78)
which are the well-known Balmer levels.
The determination of the wave functions is analogous to the previous two-
dimensional case and thus we only state the result for the bound state wave
functions of the hydrogen atom:
ΨN,l,n(r, θ, φ) =
2
N2
[
(N − l − 1)!
a3(N + l)!
] 1
2
exp
(
− r
aN
)(
2r
aN
)l
L
(2l+1)
N−l−1
(
2r
aN
)
Y nl (θ, φ).
(5.79)
A quite complicated attempt was made by Grinberg, Maran˜on and Vucetich [41]
to determine these functions from the wave functions of the corresponding four-
dimensional oscillator. The continuous state wave functions of the hydrogen
atom read as:
Ψp,l,n(r, θ, φ) =
1√
2π(2l + 1)!r
Γ
(
1 + l +
i
ap
)
exp
(
π
2ap
)
M i
ap ,l+
1
2
(−2 i pr)Y nl (θ, φ).
(5.80)
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Of course, these wave functions form a complete set. The spectrum of the continuous
states is, of course, given by
Ep =
h¯2p2
2m
, (p > 0). (5.81)
These results coincides with the operator approach. The complete Feynman kernel
therefore reads
K(x′′, x′;T ) =
∞∑
l=0
∞∑
N=1
e− iTEN/h¯Ψ∗N,l(r
′, φ′)ΨN,l(r
′′, φ′′)
+
∞∑
l=0
∫ ∞
0
dp e− iTEp/h¯Ψ∗p,l(r
′, φ′)Ψp,l(r
′′, φ′′) (5.82)
with wave functions as given in equations (5.79) and (5.80) and energy spectrum
equations (5.78) and (5.81), respectively.
5.3. Coulomb Potential and 1/r-Potential in D Dimensions [15, 55, 91]
In this Section we discuss the 1/r-potential in D dimensions. For D = 3 we have, of
course, the Coulomb problem. The whole calculation is quite similar as in the previous
cases, we just have to use a Kustaanheimo-Stiefel transformation in one dimension.
The D-dimensional path integral problem was first discussed by Chetouani and
Hammann [15], whereas the radial problem by Ho and Inomata [55] and [91].
We start with the D-dimensional path integral with the singular potential V (r) =
−q1q2/r, where r = |x| (x ∈ RD):
K(x′′, x′;T ) =
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
x˙2 +
q1q2
|x|
)
dt
]
. (5.83)
We denote the coupling by q1 × q2 to emphasize the possibility that two “charges” q1
and q2 can interact which each other. As we have studied very explicitly in Section
III.3.1, the angular variables can be integrated out yielding
K(x′′, x′;T ) =
∞∑
l=0
S
(D)
l ({θ′′})S(D) ∗l ({θ′})Kl(r′′, r′;T ), (5.84)
where the radial kernel Kl(T ) is given by
Kl(r
′′, r′;T )
= (r′r′′)
1−D
2
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
[
i
h¯
∫ t′′
t′
(
m
2
r˙2 − h¯2 (l +
D
2
− 1)2 − 1
4
2mr2
+
q1q2
r
)
dt
]
≡ (r′r′′) 1−D2
r(t′′)=r′′∫
r(t′)=r′
Dr(t)µl+D2 −1[r
2] exp
[
i
h¯
∫ t′′
t′
(
m
2
r˙2 +
q1q2
r
)
dt
]
. (5.85)
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The S
(D)
l ({θ}) are the hyperspherical harmonics on the SD−1-sphere. The correspond-
ing Hamiltonian to the path integral (5.85) has the form
H = − h¯
2
2m
(
d2
dr2
+
D − 1
r
d
dr
)
+ h¯2
l(l +D − 2)
2mr2
− q1q2
r
=
1
2m
p2r + h¯
2 (l +
D
2
− 1)2 − 1
4
2mr2
− q1q2
r
(5.86)
with the momentum operators equation (3.45). We now perform the space-time
transformation
s(t) =
∫ t
t′
dσ
4r(σ)
, s′′ = s(t′′), r = F (u) = u2 (5.87)
with f = 4u2, thus that F ′
2
= f and we get the space-time formed Hamiltonian
H =
1
2m
p2u + h¯
2 (2l +D − 2)2 − 14
2mu2
− 4Eu2 − 4q1q2 (5.88)
with the momentum operator
pu =
h¯
i
(
d
du
+
2D − 3
2u
)
. (5.89)
Here we have applied the results of space-time transformations for one-dimensional
Hamiltonians. Thus we get the transformation formulæ
Kl(r
′′, r′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iTE/h¯Gl(r
′′, r′;E)
Gl(r
′′, r′;E) = 2 i(u′u′′)
3
2−D
∫ ∞
0
ds′′ e4 i q1q2s
′′/h¯ K˜l(u
′′, u′; s′′),
(5.90)
where the kernel K˜l(s
′′) is given by
K˜l(u
′′, u′; s′′)
=
u(t′′)=u′′∫
u(t′)=u′
Du(s)µ2l+D−2[u2] exp
[
i
h¯
∫ s′′
0
(
m
2
u˙2 + 4Eu2
)
ds
]
=
√
u′u′′
mω
i h¯ sinωT
exp
[
− mω
2 i h¯
(u′
2
+ u′
2
) cotωT
]
I2l+D−2
(
mωu′u′′
i h¯ sinωT
)
, (5.91)
with ω =
√−8E/m. The Green function we obtain in the usual way with the result
Gl(r
′′, r′;E)
= (r′r′′)
2−D
2
2mω
h¯
∫ ∞
0
ds′′
sinωs′′
× exp
[
4 i q1q2s
′′
h¯
− mω
2h¯i
(r′ + r′′) cotωs′′
]
I2l+D−2
(
mω
√
r′r′′
i h¯ sinωs′′
)
= (r′r′′)
1−D
2
√
− m
2E
Γ
(
l + D−1
2
− q1q2
h¯
√− m
2E
)
(2l +D − 2)!
×W q1q2
h¯
√
− m2E ,l+
D−2
2
(√
−8mE
h¯2
r>
)
M q1q2
h¯
√
− m2E ,l+
D−2
2
(√
−8mE
h¯2
r<
)
. (5.92)
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Thus it is easy to display the wave functions and spectrum for the discrete contribution
for the D-dimensional 1/r-problem [a = h¯2/(m|q1q2|), n ∈ N]:
ΨN,l(r, {θ}) =
[
1
2(N + D−32 )
(N − l − 1)!
(N + l +D − 3)!
] 1
2
(
2
a(N + D−32 )
)D/2(
2r
a(N + D−32 )
)l
× exp
[
− r
a(N + D−32 )
]
L
(2l+D−2)
N−l−1
(
2r
a(N + D−32 )
)
S
(D)
l ({θ})
(5.93a)
= (−1)N−l−1
(
1
N + D−32
)[
1
a(N + l +D − 3)!(N − L− 1)!
] 1
2
× r−D−12 WN+D−32 ,l+D−22
(
2r
a(N + D−3
2
)
)
S
(D)
l ({θ})
(5.93b)
EN = − mq
2
1q
2
2
2h¯2(N + D−32 )
2
, (N = 1, 2, . . . ) (5.94)
For the continuous spectrum we get similarly
Ψp,l(r, {θ}) = r
1−D
2
Γ
(
l + D−1
2
+ i
ap
)
√
2π(2l +D − 2)!
× exp
(
πmq21q
2
2
2h¯2p
)
M i
ap ,l+
D−2
2
(−2 i pr)S(D)l ({θ}) (5.95)
with Ep =
h¯2p2
2m . The complete Green function thus has the form
G(x′′, x′;E) =
∞∑
N=1
∞∑
l=0
exp
[
iT
mq21q
2
2
2h¯3(N + D−32 )
2
]
Ψ∗N,l(r
′, {θ′})ΨN,l(r′′, {θ′′})
+
∞∑
l=0
∫ ∞
0
exp
(
− i h¯T p
2
2m
)
Ψ∗p,l(r
′, {θ′})Ψp,l(r′′, {θ′′}). (5.96)
Finally we can state the following path integral identity
(
ω =
√
−8E/m):
∫
Dr(t)µλ[r2] exp
[
i
h¯
∫ t′′
t′
(
m
2
r˙2 +
α
r
)
dt
]
=
2mω
√
r′r′′
iπh¯
∫ ∞
−∞
dE e− iTEh¯
×
∫ ∞
0
ds′′
sinωs′′
exp
[
4iαs′′
h¯
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
I2λ
(
mω
√
r′r
i h¯ sinωs′′
)
= i h¯
∫ ∞
−∞
dE e− iTE/h¯
√
− m
2E
Γ(λ+ 1
2
− q1q2
h¯
√− m
2E
)
Γ(2λ+ 1)
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×W q1q2
h¯
√
− m2E ,λ
(√
−8mE
h¯2
r>
)
M q1q2
h¯
√
− m2E ,λ
(√
−8mE
h¯2
r<
)
= i h¯
∫ ∞
0
dE e− iTE
{
∞∑
n=0
1
En − EΨ
∗
n(r
′)Ψn(r
′′) +
∫ ∞
−∞
dp
Ep −EΨ
∗
p(r
′)Ψp(r
′′).
}
(5.97)
The discrete state wave functions and energy spectrum are given by (a = h¯2/mq1q2)
Ψn(r) =
1
n+ λ+ 1
2
[
n!
aΓ(n+ 2λ+ 1)
] 1
2
(
2r
a(n+ λ+ 1
2
)
)λ+ 12
× exp
[
− r
a(n+ λ+ 12 )
]
L(2λ)n
(
2r
a(n+ λ+ 12 )
)
(5.98a)
=
(−1)n
n+ λ+ 1
2
[
1
an!Γ(n+ 2λ+ 1)
] 1
2
Wn+λ+ 12 ,λ
(
2r
a(n+ λ+ 1
2
)
)
(5.98b)
En = − mα
2
2h¯2(n+ λ+ 1
2
)2
. (5.99)
For the continuous states we have similarly for the wave functions and the energy
spectrum
Ψp(r) =
√
1
2π
Γ(λ+ 12 − iap )
Γ(2λ+ 1)
exp
(
π
2ap
)
M i
ap ,λ
(−2 i pr) (5.100)
with Ep =
h¯2p2
2m . In particular this gives the identities
m
i h¯k
Γ( 1
2
+ λ− µ)
Γ(1 + 2λ)
Wµ,λ(2 ikr>)Mµ,λ(2 ikr<)
=
m
h¯k
∑
n
n!
Γ(n+ 2λ+ 1)
1
n+ λ+ 1
2
− µ
× exp
[
− k(r′ + r′′)
]
(4k2r′r′′)λ+
1
2L(2λ)n (2kr
′)L(2λ)n (2kr
′′)
+
1
2π
m
h¯k
∫ ∞
−∞
dp eπp
p− iµ
× Γ(
1
2 + λ+ ip)Γ(
1
2 + λ− i p)
Γ2(1 + 2λ)
Mi p,λ(−2 i kr′′)M− i p,λ(2 ikr′), (5.101)
or alternatively (and explicitly, α = (q1q2/h¯)
√−m/2E)√
− m
2E
Γ( 12 + λ− α)
Γ(1 + 2λ)
Wα,λ
(√
−8mE
h¯2
r>
)
Mα,λ
(√
−8mE
h¯2
r<
)
= h¯
∞∑
n=1
1
En − EΨ
∗
n(r
′)Ψn(r
′′) + h¯
∫ ∞
0
dp
Ep − EΨ
∗
p(r
′)Ψp(r
′′). (5.102)
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Let us note that it is not difficult to analyze the Green function by taking the nth
residuum in equation (5.92). Using the appropriate expansion for the Γ-function again
we get
G(r′′, r′;E) =
∞∑
n=0
(−1)n
n!
1
n+ 1
2
+ λ− q1q2
h¯
√
− m
2En
√
− m
2En
1
Γ(2λ+ 1)
×Wn+λ+ 12 ,λ
(
2r>
a(n+ λ+ 12 )
)
Mn+λ+ 12 ,λ
(
2r<
a(n+ λ+ 12 )
)
+ regular terms (5.103)
which gives using the relations of the Whittaker-functions with the Laguerre-polyno-
mials the wave functions (5.92) and the energy spectrum (5.94). In particular we have
for D = 1
Ψn(x) =
(
1
an3
) 1
2 2r
an
e−r/an L(1)n
(
2r
an
)
, (5.104)
En = −mZ
2 e4
2h¯2n2
, n ∈ N (5.105)
Ψp(x) =
1√
2π
Γ
(
1− i
ap
)
eπ/2apM i
ap ,
1
2
(−2 i pr). (5.106)
Because, the domains x < 0 and x > 0 are separated the wave-functions (5.104,5.106)
are doubly degenerated.
We can study several special cases (see [15]):
i) We first consider D = 2 and get
G(x′′, x′;E)
=
(r′r′′)−
1
2
2π
√
m
2E
∞∑
l=−∞
Γ
(|l| − i q1q2
h¯
√
m
2E
)
(2|l|)!
× ei l(φ′′−φ′)W i q1q2
h¯
√
m
2E ,|l|
(√
−8mE
h¯2
r>
)
M
−
i q1q2
h¯
√
m
2E ,|l|
(√
−8mE
h¯2
r<
)
=
2m
h¯
∫ ∞
0
du
sinhu
exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(r′ + r′′) cothu
]
× 1
2π
∞∑
l=−∞
ei l(φ
′′−φ′) I2l
(
2
√−2mE√r′r′′
h¯ sinhu
)
=
m
πh¯
∫ ∞
0
du
sinhu
cosh
(√−8mE
h¯ sinhu
√
r′r′′ cos
φ′′ − φ′
2
)
.
× exp
[
q1q2
h¯
√
−2m
E
u−
√
−2mE
h¯2
(r′ + r′′) coshu
]
. (5.107)
This is equivalent with equation (5.29).
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ii) We consider D arbitrary. The Green function reads in the integral representation,
where we expand in addition the hyperspherical harmonics in terms of Gegenbauer-
polynomials
G(x′′, x′;E) =
2m
h¯
(r′r′′)
2−D
2
∫ ∞
0
du
sinhu
exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(r′+r′′) cothu
]
×
∞∑
l=0
(2l +D − 2)Γ(D−2
2
)
4πD/2
C
D−2
2
l (cosψ
(1,2))I2l+D−2
(
2
√−2mE√r′r′′
h¯ sinh u
)
. (5.108)
The l-summation can be performed by means of equation (5.74) and taking into
account that we have for the Gegenbauer-polynomials
Cλn(cos θ) =
Γ(n+ 2λ)
n!Γ(2λ)
2F1
(
2λ+ n,−n;λ+ 1
2
; sin2
θ
2
)
= (−1)nΓ(n+ 2λ)
n!Γ(2λ)
2F1
(
2λ+ n,−n;λ+ 1
2
; cos2
θ
2
)
.
(5.109)
Thus we get
G(x′′, x′;E)
=
2m
h¯
(r′r′′)
2−D
2 (4π)
1−D
2
∫ ∞
0
du
sinh u
exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(r′+r′′) cothu
]
×
∞∑
l=0
(−1)l(2l +D − 2)Γ(l +D − 2)
l!Γ(D−12 )
× 2F1
(
l +D − 2,−l; D − 1
2
; cos2
ψ(1,2)
2
)
I2l+d−2
(
2
√−2mE√r′r′′
h¯ sinh u
)
=
2m
h¯
(
4πh¯√−2mE
) 1−D
2
(√
r′r′′ cos
ψ(1,2)
2
) 3−D
2
×
∫ ∞
0
du
(sinhu)
D+1
2
exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(r′ + r′′) cothu
]
× ID−3
2
(
2
√−2mE√r′r′′
h¯ sinhu
cos
ψ(1,2)
2
)
(5.110)
Alternatively this can be written as
G(x′′, x′;E)
=
2m
h¯
(
4πh¯√−2mE
) 1−D
2
(
r′r′′ + x′ · x′′
2
) 3−D
4
∫ ∞
0
du
(sinhu)
D+1
2
×exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(r′+r′′) cothu
]
ID−3
2
(
2
√−2mE
h¯ sinhu
√
r′r′′ + x′ · x′′
2
)
=
m
h¯
(
2πh¯√−2mE
) 1−D
2
(x2 − y2) 3−D4
∫ ∞
0
du
(sinhu)
D+1
2
× exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
x cothu
]
ID−3
2
(√−2mE√x2 − y2
h¯ sinhu
)
, (5.111)
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where x = r′ + r′′ and y = |x′′ − x′|. For D = 2 we recover, of course, equations
(5.29,5.107) with I− 12 (z) = (2/πz)
1
2 cosh z.
D = 1 yields with ψ(1,2) → 2π:
G(x′′, x′;E)
=
2m
h¯
√
x′x′′
∫ ∞
0
du
sinh u
× exp
[
q1q2
h¯
√
−2m
E
u−
√−2mE
h¯
(x′ + x′′) cothu
]
I1
(
2
√−2mE√x′x′′
h¯ sinh u
)
=
√
− m
2E
Γ
(
1− q1q2
h¯
√
− m
2E
)
×W q1q2
h¯
√
− m2E ,
1
2
(√
−8mE
h¯2
r>
)
M q1q2
h¯
√
− m2E ,
1
2
(√
−8mE
h¯2
r<
)
. (5.112)
Furthermore one can show, by using the relation:(
d
zdz
)m(
Iν(z)
zν
)
=
Iν+m(z)
zν+m
that the D-dimensional Green function for the 1/r-potential is connected with the
(D − 2)-dimensional Green function by the relation
GD(x|y;E) = − 1
2πy
∂
∂y
GD−2(x|y;E). (5.113)
Therefore
GD(x|y;E) =
( −∂
2πy∂y
)D−1
2
G1(x|y;E), D = 1, 3, 5, . . . ,
(5.114)
GD(x|y;E) =
( −∂
2πy∂y
)D−2
2
G2(x|y;E), D = 2, 4, 6, . . . .
(5.115)
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5.4. Axially Symmetric Coulomb-Like Potential [7-13, 46-48, 88, 89]
It is possible to consider the even more complicated potential problem, namely [46]
LCl = m
2
(x˙2 + y˙2 + z˙2) +
q2√
x2 + y2 + z2
− bh¯
2
2m
1
x2 + y2
− ch¯
2
2m
z
(x2 + y2)
√
x2 + y2 + z2
(5.116a)
=
m
2
(r˙2 + r2θ˙2 + r2 sin2 θφ˙2) +
q2
r
− bh¯
2
2mr2 sin2 θ
− ch¯
2
2m
cos θ
r2 sin2 θ (5.116b)
=
m
2
(ξ2 + η2)(ξ˙2 + η˙2) +
m
2
ξ2η2φ˙2 +
2q2
ξ2 + η2
− bh¯
2
2mξ2η2
− ch¯
2
m
η2 − ξ2
ξ2η2(ξ2 + η2)
.
(5.116c)
Here I have displayed the corresponding classical Lagrangian in cartesian, polar and
parabolic coordinates. It belongs to the class of potentials mentioned long ago by
Makarov, Smorodinsky, Valiev and Winternitz [71] which are separable in a specific
coordinate system and furthermore exactly solvable. This potential was discussed by
Carpio-Bernido, Bernido and Inomata [10] starting from cartesian coordinates and
using the four-dimensional realization of the Kustaanheimo-Stiefel transformation.
However, this potential is separable in polar as well as parabolic coordinates and we
shall give the explicit calculation for all of them.
1) Cartesian coordinates
In our line of reasoning we follow reference [10], however with some simplifications be-
cause we have already discussed the realization of the four-dimensional Kustaanheimo-
Stiefel in the discussion of the hydrogen atom. We consider the path integral repre-
sentation corresponding to equation (5.116b)
K(x′′, x′;T ) = lim
N→∞
( m
2π i ǫh¯
) 3N
2
N−1∏
j=1
∫
dx(j)dy(j)dz(j)
× exp
 ih¯
N∑
j=1
[
m
2ǫ
(∆2x(j) +∆2y(j) +∆2z(j)) + ǫ
q2
r(j)
− ǫbh¯
2
2m
1
r(j) 2 − z(j) 2 −
ǫch¯2
2m
z(j)
r(j)(r(j) 2 − z(j) 2)
] . (5.117)
Similarly to equation (5.45) we insert a factor “one”
1 = lim
N→∞
( m
2π i ǫh¯
)N
2
N∏
j=1
∫ ∞
−∞
dξ(j) exp
[
im
2ǫh¯
∆2ξ(j)
]
. (5.118)
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We repeat the steps from equations (5.49) to (5.57), i.e. we realise the four-dimensional
Kustaanheimo-Stiefel transformation on midpoints and arrive together with the
transformation formulæ
K(x′′, x′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iTE/h¯G(x′′, x′;E)
G(x′′, x′;E) = i
∫ ∞
0
ds′′ e4 i q
2s′′/h¯ K˜(u′′, u′; s′′),
(5.119)
with the transformed path integral
K˜(u′′, u′; s′′) =
1
4r′′
∫ ∞
−∞
dξ′′K˜1(u
′′
1 , u
′
1, u
′′
2 , u
′
2; s
′′)× K˜2(u′′3 , u′3, u′′4 , u′4; s′′), (5.120)
and the kernels K1(s
′′), K2(s
′′), respectively, are given by
K˜1(u
′′
1 , u
′
1, u
′′
2 , u
′
2; s
′′)
=
u1(t
′′)=u′′1∫
u1(t′)=u′1
Du1(s)
u2(t
′′)=u′′2∫
u2(t′)=u′2
Du2(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
(u˙21 + u˙
2
2) + 4E(u
2
1 + u
2
2)−
(b+ c)h¯2
2m(u21 + u
2
2)
]
ds
}
=
ρ1(t
′′)=ρ′′1∫
ρ1(t′)=ρ′1
ρ1Dρ1(s)
φ1(t
′′)=φ′′1∫
φ1(t′)=φ′1
Dφ1(s)
× exp
{
i
h¯
∫ s′′
0
[
m
2
(ρ˙21 + ρ
2
1φ˙
2
1) + 4Eρ
2
1 − h¯2
b+ c− 14
2mρ21
]
ds
}
(5.121)
=
1
2π
√
ρ′1ρ
′′
1
∞∑
ν1=−∞
ei ν1(φ
′′
1−φ
′
1)
×
ρ1(t
′′)=ρ′′1∫
ρ1(t′)=ρ′1
Dρ1(s) exp
{
i
h¯
∫ s′′
0
[
m
2
ρ˙21 + 4Eρ
2
1 − h¯2
b+ c+ ν2 − 14
2mρ21
]
ds
}
=
mω
2π i h¯ sinωs′′
∞∑
ν1=−∞
ei ν1(φ
′′
1−φ
′
1)
× exp
[
− mω
2 i h¯
(ρ′1
2
+ ρ′′1
2
) cotωs′′
]
Iλ1
(
mωρ′1ρ
′′
1
i h¯ sinωs′′
)
. (5.122)
Here we have introduced two-dimensional polar coordinates u1 = ρ1 cosφ1, u2 =
ρ1 sinφ1, separated the φ1 and the ρ1 path integration in the usual way, applied
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the solution of the radial harmonic oscillator and have used the abbreviations ω =√−8E/m, λ1 = +√ν2 + b+ c. Similarly
K˜2(u
′′
3 , u
′
3, u
′′
4 , u
′
4; s
′′) =
mω
2π i h¯ sinωs′′
∞∑
ν2=−∞
ei ν2(φ
′′
2−φ
′
2)
× exp
[
− mω
2 i h¯
(ρ′2
2
+ ρ′′2
2
) cotωs′′
]
Iλ2
(
mωρ′2ρ
′′
2
i h¯ sinωs′′
)
(5.123)
with u3 = ρ2 cosφ2, u4 = ρ2 sinφ2, λ2 = +
√
ν2 + b− c. We identify variables [Cayley-
Klein parameters, c.f.equation (5.59)]
ρ1 =
√
r cos
θ
2
φ1 =
α+ φ
2
ρ2 =
√
r sin
θ
2
φ2 =
α− φ
2
(5.124)
(0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π, 0 ≤ α ≤ 4π, dξ′′ = r′′dα′′). Collecting factors we thus obtain
G(x′′, x′;E) =
i
π
∫ ∞
0
ds′′
(
mω
2 i h¯ sinωs′′
)2
exp
[
4 i q2s′′
h¯
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
×
∞∑
ν=−∞
ei ν(φ
′′−φ′) Iλ1
(
mω
√
r′r′′
i h¯ sinωs′′
sin
θ′
2
sin
θ′′
2
)
Iλ2
(
mω
√
r′r′′
i h¯ sinωs′′
cos
θ′
2
cos
θ′′
2
)
.
(5.125)
(Compare with equation (5.69)). Using the “addition theorem ” [31, Vol.II, p.99]:
z
2
Jµ(z cosα cosβ)Jν(z sinα sinβ)
= (sinα sinβ)ν(cosα cosβ)µ
×
∞∑
l=0
(−1)l(µ+ ν + 2l + 1)Γ(µ+ ν + l + 1)Γ(ν + l + 1)
l! Γ2(ν + 1)Γ(l + µ+ 1)
Jµ+ν+2l+1(z)
× 2F1(−l, µ+ ν + l + 1; ν + 1; sin2 α)2F1(−l, µ+ ν + l + 1; ν + 1; sin2 β).
(5.126)
we get in the usual way by performing he s′′ integration
G(x′′, x′;E)
=
1
2π
∞∑
ν=−∞
ei ν(φ
′′−φ′)
(
sin
θ′
2
sin
θ′′
2
)λ1(
cos
θ′
2
cos
θ′′
2
)λ2
×
∞∑
l=0
(λ1 + λ2 + 2l + 1)
Γ(λ1 + λ2 + l + 1)Γ(λ1 + l + 1)
l! Γ2(λ1 + 1)Γ(λ2 + l + 1)
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× 2F1
(
− l, λ1 + λ2 + l + 1;λ1 + 1; sin2 θ
′
2
)
2F1
(
− l, λ1 + λ2 + l + 1;λ1 + 1; sin2 θ
′′
2
)
× mω√
r′r′′h¯
∫ ∞
0
ds′′
sinωs′′
e4 i q
2s′′/h¯
× exp
[
− mω
2 i h¯
(r′ + r′′) cotωs′′
]
Iλ1+λ2+2l+1
(
mω
√
r′r′′
i h¯ sinωs′′
)
=
1
2π
∞∑
ν=−∞
ei ν(φ
′′−φ′)
∞∑
l=0
(λ1 + λ2 + 2l + 1)
2
Γ(λ1 + λ2 + l + 1)l!
Γ(λ1 + l + 1)Γ(λ2 + l + 1)
×
(
sin
θ′
2
sin
θ′′
2
)λ1(
cos
θ′
2
cos
θ′′
2
)λ2
P
(λ1,λ2)
l (cos θ
′)P
(λ1,λ2)
l (cos θ
′′)
× 1
r′r′′
√
− m
2E
Γ[ 12(λ1 + λ2) + l + 1− p]
Γ(λ1 + λ2 + 2l + 2)
×W
p,l+
1+λ1+λ2
2
(−2 i kr>)Mp,l+ 1+λ1+λ22 (−2 i kr<). (5.127)
with the abbreviations p = q2
√
−m/2Eh¯2, k = √+2mE/h¯. This is the result of
reference [10]. The energy-levels are determined by the poles of the Γ-function and
are given by
En = − mq
4
2h¯2(n+ l + 1 + λ1+λ2
2
)2
, n ∈ N0. (5.128)
The corresponding wave functions will be calculated below, where we separate the
radial from the angular path integrations directly.
2) Polar coordinates
We consider the path integral corresponding the Lagrangian (5.116a):
K(x′′, x′;T )
=
r(t′′)=r′′∫
r(t′)=r′
Dr(t)
θ(t′′)=θ′′∫
θ(t′)=θ′
sin θDθ(t)
φ(t′′)=φ′′∫
φ(t′)=φ′
Dφ(t)
× exp
{
i
h¯
∫ t′′
t′
[
m
2
(r˙2 + r2θ˙2 + r2 sin2 θφ˙2)
+
q2
r
− bh¯
2
2mr2 sin2 θ
− ch¯
2
2m
cos θ
r2 sin2 θ
+
h¯2
8m
(
1 +
1
sin2 θ
)]
dt
}
=
1
2π
∞∑
ν=−∞
ei ν(φ
′′−φ′)Kν(r
′′, r′, θ′′, θ′;T ) (5.129)
with the kernel Kν(T ), which in turn is also separated:
Kν(r
′′, r′, θ′′, θ′;T )
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= (r′r′′ sin θ′ sin θ′′)−
1
2
r(t′′)=r′′∫
r(t′)=r′
Dr(t)
θ(t′′)=θ′′∫
θ(t′)=θ′
Dθ(t)
× exp
{
i
h¯
∫ t′′
t′
[
m
2
(r˙2 + r2θ˙2)− h¯2 ν
2 + b+ c cos θ − 14
2mr2 sin2 θ
+
q2
r
+
h¯2
8mr2
]
dt
}
= (r′r′′ sin θ′ sin θ′′)−
1
2
×
r(t′′)=r′′∫
r(t′)=r′
rDr(t)
θ(t′′)=θ′′∫
θ(t′)=θ′
Dθ(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 +
4m
2
r2
(
θ˙
2
)2
− h¯2 ν
2 + b+ c− 14
8mr2 sin2 θ
− h¯2 ν
2 + b− c− 14
8mr2 cos2 θ
+
q2
r
+
h¯2
8mr2
]
dt
}
=
∞∑
l=0
Ψ
(λ1,λ2)
l (θ
′)Ψ
(λ1,λ2)
l (θ
′′)Klν(r
′′, r′;T ), (5.130)
the (Po¨schl-Teller) wave functions
Ψ
(λ2,λ1)
l (θ) =
[
λ1 + λ2 + 2l + 1
21+λ1+λ2
l! Γ(λ1 + λ2 + l + 1)
Γ(λ1 + l + 1)Γ(λ2 + l + 1)
] 1
2
× (1− cos θ)λ12 (1 + cos θ)λ22 P (λ1,λ2)l (cos θ), (5.131)
(λ1,2 as before) and the radial path integral
Klν(r
′′, r′;T ) =
1
r′r′′
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
h¯
∫ t′′
t′
[
m
2
r˙2 +
q2
r
− h¯2λ
2 − 14
2mr2
]
dt
}
(5.132)[
λ = 12 (λ1+λ2+2l+1]
]
. This path integral is nothing but a Coulomb potential path
integral, however with generalized angular momentum. Thus we just analytically
continue the known result in l and obtain
Gλ(r
′′, r′;E) =
1
r′r′′
√
− m
2E
Γ(λ+ 1− p)
Γ(2λ+ 2)
Wp,λ+ 12 (−2 i kr>)Mp,λ+ 12 (−2 i kr<).
(5.133)
The energy spectrum was already stated in equation (5.128) and the corresponding
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wave functions are
Ψλ(r, θ, φ) =
ei νφ√
2π
Ψ
(λ1,λ2)
l (θ)
×

2
(n+ λ+ 12)
2
[
n!
a3(n+ λ+ 12 )Γ(n+ 2λ+ 2)
] 1
2
(
2r
a(n+ λ+ 12)
)λ
× exp
(
− r
a(n+ λ+ 12)
)
L(2λ+1)n
(
2r
a(n+ λ+ 12 )
)
√
1
2π
Γ(λ+ 1
2
+ i
ap
)
rΓ(2λ+ 2)
exp
(
π
2ap
)
M i
ap ,λ+
1
2
(−2 i pr)
(5.134)
and a denotes the Bohr radius.
3) Parabolic coordinates
The potential described in equation (5.116c) is also separable in parabolic coordinates,
in the operator approach as well in the path integral formalism. We consider the path
integral formulation corresponding to the Lagrangian (5.116c):
K(x′′, x′;T ) ≡ K(ξ′′, ξ′, η′′, η′, φ′′, φ′;T )
=
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
Dξ(t)
η(t′′)=η′′∫
η(t′)=η′
Dη(t)(ξ2 + η2)ξη
φ(t′′)=φ′′∫
φ(t′)=φ′
Dφ(t)
× exp
{
i
h¯
∫ t′′
t′
[
m
2
(ξ2 + η2)(ξ˙2 + η˙2) +
m
2
ξ2η2φ˙2
+
2q2
ξ2 + η2
− h¯
2(b− 14)
2mξ2η2
− ch¯
2
m
η2 − ξ2
ξ2η2(ξ2 + η2)
]
dt
}
=
1
2π
∞∑
ν=−∞
ei ν(φ
′′−φ′)Kν(ξ
′′, ξ′, η′′, η′;T ) (5.135)
with the kernel Kν(T )
Kν(ξ
′′, ξ′, η′′, η′;T ) = (ξ′ξ′′η′η′′)−
1
2
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
Dξ(t)
η(t′′)=η′′∫
η(t′)=η′
D(ξ2 + η2)
× exp
{
i
h¯
∫ t′′
t′
[
m
2
(ξ2 + η2)(ξ˙2 + η˙2)
+
2q2
ξ2 + η2
− h¯2 b+ ν
2 − 14
2mξ2η2
− ch¯
2
m
η2 − ξ2
ξ2η2(ξ2 + η2)
]
dt
}
(5.136)
This path integral is now tracked by a time-transformation according to
ǫ = ̂ξ2(j) + η2(j), s(t) = ∫ t
t′
dσ
ξ2(σ) + η2(σ)
, (5.137)
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therefore
Kν(ξ
′′, ξ′, η′′, η′;T ) =
1
2π i h¯
∫ ∞
−∞
dE e− iET/h¯Gν(ξ
′′, ξ′, η′′, η′;E)
Gν(ξ
′′, ξ′, η′′, η′;E) = i
∫ ∞
0
ds′′ e2 i q
2s′′/h¯ K˜ν(ξ
′′, ξ′, η′′, η′; s′′)
(5.138)
with (note that this is a two-dimensional time-transformation and the prefactor is
“one”):
K˜ν(ξ
′′, ξ′, η′′, η′; s′′) = K˜1(ξ
′′, ξ′; s′′)× K˜2(η′′, η′; s′′). (5.139)
This gives for the kernels K˜1,2(s
′′)
K˜1(ξ
′′, ξ′; s′′) =
1√
ξ′ξ′′
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
µλ1 [ξ
2]Dξ(s) exp
{
i
h¯
∫ s′′
0
[
m
2
ξ˙2 +Eξ2
]
ds
}
=
mω
i h¯ sinωs′′
exp
[
− mω
2 i h¯
(ξ′
2
+ ξ′
2
) cotωs′′
]
Iλ1
(
mωξ′ξ′′
i h¯ sinωs′′
)
(5.140)
with ω =
√−2E/m, λ1 = +√ν2 + b+ c. Similarly for K˜2(s′′)
K˜2(η
′′, η′; s′′) =
1√
η′η′′
η(t′′)=η′′∫
η(t′)=η′
µλ2 [η
2] exp
{
i
h¯
∫ s′′
0
[
m
2
η˙2 + Eη2
]
ds
}
=
mω
i h¯ sinωs′′
exp
[
− mω
2 i h¯
(η′
2
+ η′
2
) cotωs′′
]
Iλ2
(
mωη′η′′
i h¯ sinωs′′
)
(5.141)
(λ2 = +
√
ν2 + b− c). Integrating over s′′ yields
G(bound)(x′′, x′;E) = h¯
∞∑
ν=−∞
∞∑
n1,n2=0
Ψ∗N (ξ
′, η′, φ′)ΨN (ξ
′′, η′′, φ′′)
EN − E (5.142)
with the energy spectrum (note ω = q2/h¯N)
EN = − mq
4
2h¯2N2
, N = n1 + n2 + 1 +
λ1 + λ2
2
. (5.143)
The wave functions have the form
Ψν,n1,n2(ξ, η, ν) =
ei νφ√
2π
[
2
a2N3
· 2n1!n2!
Γ(n1 + λ1 + 1)Γ(n2 + λ2 + 1)
] 1
2
×
(
ξ
aN
)λ1( η
aN
)λ2
exp
[
− ξ
2 + η2
2aN
]
L(λ1)n1
(
ξ2
aN
)
L(λ2)n2
(
η2
aN
)
. (5.144)
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For the continuous spectrum we obtain
G(cont.)(x′′, x′;E) = h¯
∞∑
ν=−∞
∫ ∞
0
dp
∫ ∞
−∞
dζ
Ψ∗p,ζ,ν(ξ
′, η′, φ′)Ψp,ζ,ν(ξ
′′, η′′, φ′′)
Ep −E (5.145)
with
Ep =
h¯2p2
2m
(5.146)
and the wave functions
Ψp,ζ,ν(ξ, η, φ) =
ei νφ
(2π)
3
2
Γ[ 1+λ1
2
+ i
2
(ζ + i
ap
)]Γ[ 1+λ2
2
+ i
2
(ζ − i
ap
)]
ξηΓ(1 + λ1)Γ(1 + λ2)
×M
− i2 (ζ+
i
ap ),
λ1
2
(− i pξ2)M
− i2 (ζ−
i
ap ),
λ2
2
(− i pη2). (5.147)
Finally we state the relation of the Green function in parabolic coordinates. We have
G(ξ′′, ξ′, η′′, η′, φ′′, φ′;E) =
i
2π
(
mω
i h¯
)2 ∞∑
ν=−∞
ei ν(φ
′′−φ′)
×
∫ ∞
0
ds′′
sin2 ωs′′
Iλ1
(
mωξ′ξ′′
i h¯ sinωs′′
)
Iλ2
(
mωη′η′′
i h¯ sinωs′′
)
× exp
[
2 i q2
h¯
s′′ − mω
2 i h¯
(ξ′
2
+ ξ′
2
+ η′
2
+ η′
2
) cotωs′′
]
. (5.148)
Note the similarity to the u1, u2, u3, u4 approach. Actually the Kustaanheimo-Stiefel
approach in cartesian coordinates produces a separation in parabolic coordinates. We
switch bach to polar coordinates by means of
ξ2 = r + z = r(1 + cos θ) = 2r cos2
θ
2
η2 = r − z = r(1− cos θ) = 2r sin2 θ
2
(5.149)
Using again the addition theorem (5.126) with a rescaling s′′ → 2s′′, ω → ω/2 so that
ω =
√−8E/m we recover the Green function (5.125).
Let us finally note that even more complicated Coulomb-like potentials can be
exactly solved [47, 48] which are, however, only separable in parabolic coordinates.
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