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ISOMORPHISM CLASSES AND AUTOMORPHISMS OF
FINITE HOPF ALGEBRAS OF TYPE An
NICOLA´S ANDRUSKIEWITSCH AND HANS-JU¨RGEN SCHNEIDER
1. Introduction
In [AS2] we classified a large class of finite-dimensional pointed Hopf
algebras up to isomorphism. However the following problem was left
open for Hopf algebras of type A,D or E6, that is whose Cartan ma-
trix is connected and allows a non-trivial automorphism of the corre-
sponding Dynkin diagram. In this case we described the isomorphisms
between two such Hopf algebras with the same Cartan matrix only
implicitly. The problem is whether it is possible to compute the iso-
morphisms in terms of the defining families of parameters.
In the present paper we solve this problem for type A. To our surprise
there are closed formulas for these isomorphisms. They are based on
an action of the non-trivial automorphism σ of the Dynkin diagram on
the parameter spaces of the Hopf algebras of type A.
The Hopf algebras u(D, µ) of type An can be defined as follows. For
more details and references to the literature we refer to our survey
paper [AS1]. Let n ≥ 2 and (aij)1≤i,j≤n the Cartan matrix of type An
in the form
(1.1) aij =

2, if i = j,
−1, if |i− j| = 1,
0, if |i− j| > 1.
Let Γ be a finite abelian group, gi ∈ Γ and χi characters of Γ for all
1 ≤ i ≤ n. Define qij = χj(gi), 1 ≤ i, j ≤ n. Then
D = D(Γ, (gi)1≤i≤n, (χi)1≤i≤n, (aij)1≤i,j≤n)
is a datum of Cartan type if there is a root of unity q of order N > 1
in k such that
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qii = q for all 1 ≤ i ≤ n, and(1.2)
qijqji =
{
q−1, if |i− j| = 1,
1, if |i− j| > 1.
(1.3)
For simplicity we assume that N is odd. The case when N is even
could be treated in the same way.
Let Φ+ be the positive roots of the root system of type An, and let
kΦ
+
be the set of all families µ = (µij)1≤i<j≤n+1 of scalars in k. A
family of root vector parameters for D is a family µ ∈ kΦ
+
satisfying
the following two conditions.
(R1) µij = 0 for all 1 ≤ i < j ≤ n+ 1 with (gigi+1 · · · gj−1)
N = 1.
(R2) µij = 0 for all 1 ≤ i < j ≤ n+ 1 with (χiχi+1 · · ·χj−1)
N 6= 1.
In (2.9) we associate to any family µ ∈ kΦ
+
satisfying (R2) a family
(uij(µ))1≤i<j≤n+1 of elements in the group algebra k[Γ]. If µ satisfies
(R2) we can always normalize it such that µ becomes a family of root
vector parameters without changing the elements uij(µ). This normal-
ization process is discussed in Lemma 2.2. The Hopf algebra u(D, µ)
is generated as an algebra by the group Γ, that is, by generators of Γ
satisfying the relations of the group, and x1, . . . , xn, with the relations:
(Action of the group) gxig
−1 = χi(g)xi, for all i, and all g ∈ Γ,
(Serre relations) adc(xi)
1−aij (xj) = 0, for all i 6= j,
(Root vector relations) xNij = uij(µ), for all 1 ≤ i < j ≤ n + 1.
The coalgebra structure is given by
∆(xi) = gi ⊗ xi + xi ⊗ 1, ∆(g) = g ⊗ g, for all 1 ≤ i ≤ θ, g ∈ Γ.
The Serre relations are the deformed Serre relations where
(adc(xi))(xj1 · · ·xjs) = xixj1 · · ·xjs − qij1 · · · qijsxj1 · · ·xjsxi, s ≥ 1,
is the braided adjoint action. The root vectors xij are iterated braided
commutators. They are defined in (2.3).
The non-trivial automorphism of the Dynkin diagram of An is the
permutation σ ∈ Sn defined by σ(i) = n− i + 1 for all 1 ≤ i ≤ n. For
each D we have an action of σ on the parameter spaces by an explicitly
defined morphism of affine algebraic varieties
σD : kΦ
+
→ kΦ
+
, µ 7→ (σDij (µ))1≤i<j≤n+1.
The polynomials σDij (µ) of degree j−i are defined in (4.4). By Theorem
2 they define an isomorphism of affine algebraic varieties between the
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subspaces of all elements of kΦ
+
satisfying (R2) for D resp. for Dσ.
Here
Dσ = D(Γ, (gσ(i))1≤i≤n, (χσ(i))1≤i≤n, (aij)1≤i,j≤n).
In Corollary 4.4 we show
u(Dσ, σD(µ)) ∼= u(D, µ)
for all µ ∈ kΦ
+
satisfying (R2).
Our main result is Theorem 5.1, where we compute all Hopf algebra
isomorphisms between two Hopf algebras u(D′, µ′) and u(D, µ) of type
An. The polynomials σ
D
ij play an important role in this theorem. The
first essential steps in the proof of Theorem 5.1 is Theorem 3.1, where
we compute the basis representation of the N -th powers of the “reverse
root vectors” in the usual PBW-basis formed by the root vectors. The
second essential step is Theorem 4.3, where we prove that the images of
the N -th powers of the reverse root vectors in u(D, µ) are the elements
uD
σ
ij (σ
D(µ)).
The authors thank the referee for helpful remarks.
2. Finite Hopf algebras of type An
2.1. Diagrams of type An, root vectors, and reverse root vec-
tors. Let n ≥ 2 and (aij)1≤i,j≤n the Cartan matrix of type An in the
form (1.1). Let Z[I] be the free abelian group with basis α1, . . . , αn.
The Weyl group W of (aij) is the subgroup of Aut(Z[I]) generated by
the simple reflections s1, . . . , sn defined by si(αj) = αj − aijαi for all
1 ≤ i, j ≤ n. The root system Φ of (aij) is defined by Φ = ∪
n
i=1W (αi).
It has the basis α1, . . . , αn, and the positive roots with respect to this
basis are the elements
αij =
j−1∑
l=i
αl, 1 ≤ i < j ≤ n + 1.
Let w0 be the longest element in W . We choose the reduced represen-
tation
w0 = s1s2 · · · sns1s2 · · · sn−1s1s2 · · · sn−2 · · · s1
of w0 of length p =
n(n+1)
2
. The corresponding convex ordering of the
positive roots
βl = si1 · · · sil−1(αil), 1 ≤ l ≤ p,
is the lexicographic ordering, that is,
α12 < α13 < · · · < α1,n+1 < α23 < · · ·α2,n+1 < · · · < αn,n+1.
Let Γ be a finite abelian group,
D = D(Γ, (gi)1≤i≤n, (χi)1≤i≤n, (aij)1≤i,j≤n)
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a Cartan datum and define qij = χj(gi), 1 ≤ i, j ≤ n. Then the Cartan
condition qijqji = q
aij
ii , 1 ≤ i, j ≤ n, is equivalent to the following:
There is a root of unity q of order N > 1 in k such that (1.2) and (1.3)
hold.
For simplicity we assume that N is odd; as we said, this is not essen-
tial and the case when N is even could be treated in the same way.
Let V ∈ ΓΓYD with basis xi ∈ V
χi
gi
, 1 ≤ i ≤ n; that is g · xi = χi(g)xi
for all g ∈ Γ, and δ(xi) = gi ⊗ xi. Then
R = R(D) = k〈x1, . . . , xn | adc(xi)
1−aij (xj) = 0, ∀1 ≤ i, j ≤ n, i 6= j〉
is a Hopf algebra in the braided category ΓΓYD. For x, y ∈ R we define
the braided commutator
[x, y]c = xy − µc(x⊗ y),
where c denotes the braiding and µ the multiplication map of R. As
in [AS1, (6-7) and (6-8)] we define root vectors xij , 1 ≤ i < j ≤ n + 1,
in R inductively by
xi,i+1 = xi for all 1 ≤ i ≤ n,(2.1)
xij = [xi,i+1, xi+1,j]c for all 1 ≤ i < j ≤ n+ 1, j − i > 1.(2.2)
Then
xij = [xil, xlj]c for all 1 ≤ i < l < j ≤ n+ 1,(2.3)
and the root vectors xij in the lexicographic order define a PBW-basis
of R [AS1, Theorem (6.13)].
In addition we define inductively reverse root vectors xji, 1 ≤ i <
j ≤ n + 1, in R by
xi+1,i = xi for all 1 ≤ i ≤ n,(2.4)
xji = [xj,j−1, xj−1,i]c for all 1 ≤ i < j ≤ n + 1, j − i > 1.(2.5)
Again it follows that
xji = [xjl, xli]c for all 1 ≤ i < l < j ≤ n + 1.(2.6)
Thus for all 1 ≤ i < j ≤ n + 1, xij is any bracketing of the elements
xi, xi+1, . . . , xj−1 in this order, and xji is any bracketing of the reverse
sequence xj−1, xj−2, . . . , xi.
2.2. Root vector parameters and normalization. For any positive
root we define elements in the group and characters of the group by
(2.7) gij =
∏
i≤l<j
gl, χij =
∏
i≤l<j
χl, 1 ≤ i < j ≤ n + 1.
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A family of root vector parameters for D is a family µ = (µij)1≤i<j≤n+1
of scalars µij ∈ k satisfying the following two conditions.
(R1) µij = 0 for all 1 ≤ i < j ≤ n+ 1 with g
N
ij = 1.
(R2) µij = 0 for all 1 ≤ i < j ≤ n+ 1 with χ
N
ij 6= 1.
For all 1 ≤ i < j ≤ n+ 1 let
Iij = {(i1, . . . , ir) | r ≥ 2, i = i1 < i2 < · · · < ir = j}.
We denote the set of all families µ = (µij)1≤i<j≤n+1 of elements in k by
kΦ
+
.
For any µ ∈ kΦ
+
we define for all 1 ≤ i < j ≤ n+ 1 scalars
µ(i1, . . . , ir) = µi1i2 · · ·µir−1ir for all (i1, . . . , ir) ∈ Iij ,(2.8)
and elements in the group algebra
uDij(µ) =
∑
(i1,...,ir)∈Iij
(q − 1)N(r−1)µ(i1, . . . , ir)(1− g
N
ir−1ir
).(2.9)
Thus
uDij(µ) = µij(1− g
N
ij )
+
∑
i<p<j
( ∑
(i1,...,ir)∈Iip
(q − 1)N(r−1)µ(i1, . . . , ir)
)
µpj(1− g
N
pj).
We will write uij(µ) = u
D
ij(µ) when D is fixed. Recall that q = χi(gi)
for all 1 ≤ i ≤ n also depends on D. It is easy to see that the family
(uij(µ))1≤i<j≤n+1 of elements in the group algebra can inductively be
defined by
(2.10) uij(µ) = µij(1−g
N
ij )+
∑
i<p<j
(q−1)Nµipupj(µ), 1 ≤ i < j ≤ n+1.
This definition agrees with the inductive definition in [AS1, Theorem
6.18] when µ is a family of root vector parameters for D. There we
defined
Cjkl = (1− q
−1)Nχkl(glj)
N(N−1)
2 , i ≤ k < l ≤ j,
uij(µ) = µij(1− g
N
ij ) +
∑
i<p<j
Cjip µipupj(µ), 1 ≤ i < j ≤ n+ 1.
Since N is odd it follows from (R2) that Cjklµkl = (q − 1)
Nµkl for all
i ≤ k < l ≤ j. Thus both definitions do agree.
Lemma 2.1. Let µ ∈ kΦ
+
.
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(1) Suppose µ satisfies (R2). Then
(R3) uij(µ) = 0 for all 1 ≤ i < j ≤ n + 1 with χ
N
ij 6= 1.
(2) Suppose µ satisfies (R1) and (R3). Then µ satisfies (R2), that
is, µ is a family of root vector parameters for D.
Proof: This follows by induction on j − i from (2.10) since for all
i < p < j the inequality χNij 6= 1 implies that χ
N
ip 6= 1 or χ
N
pj 6= 1. 
By [AS1, Theorem 6.18] the families (uij(µ))1≤i<j≤n+1 are exactly
the solutions of the equations
(2.11) ∆(uij) = uij ⊗ 1 + g
N
ij ⊗ uij +
∑
i<p<j
(q − 1)Nuipg
N
pj ⊗ upj
in k[Γ] ⊗ k[Γ] for all 1 ≤ i < j ≤ n + 1. This characterization of the
uij(µ) is used to prove the next lemma. It shows how to “normalize”
an arbitrary sequence µ so that (R1) is satisfied.
Lemma 2.2. Let µ ∈ kΦ
+
. Then there is exactly one family µ′ ∈ kΦ
+
satisfying (R1) such that
(2.12) uij(µ) = uij(µ
′) for all 1 ≤ i < j ≤ n + 1.
If µ satisfies (R2) then µ′ is a family of root vector parameters for D.
Proof: Let uij = uij(µ) for all 1 ≤ i < j ≤ n + 1. We define the
elements µ′ij by induction on j − i. Let j = i+ 1. Let
µ′i,i+1 =
{
µi,i+1, if g
N
i,i+1 6= 1,
0, if gNi,i+1 = 1.
Then (2.12) for (i, i+ 1) holds since ui,i+1(µ) = µi,i+1(1− g
N
i,i+1).
Let k > 1. Suppose we have already defined µ′ij whenever j−i ≤ k−1
such that (2.12) holds if j − i ≤ k − 1. Let 1 ≤ i < j ≤ n + 1 and
assume that j − i = k. If gNij = 1, then we define µ
′
ij = 0. If g
N
ij 6= 1,
we define µ′ij ∈ k to be the unique scalar satisfying
(2.13) uij = µ
′
ij(1− g
N
ij ) +
∑
i<p<j
(q − 1)Nµ′ipupj.
The existence of the scalar µ′ij follows from the argument in the induc-
tion step of the proof of [AS1, Theorem 6.18].
Thus we have shown the existence of the family µ′. Uniqueness
follows easily by induction on j − i from (2.10).
Suppose that µ satisfies (R2). Then µ satisfies (R3) by Lemma 2.1
(1), and µ′ satisfies (R2) by Lemma 2.1 (2). 
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For any µ ∈ kΦ
+
we define
(2.14) νD(µ) = µ′, νDij (µ) = µ
′
ij for all 1 ≤ i < j ≤ +1,
where µ′ is the family constructed from µ in Lemma 2.2. We call νD(µ)
the normalization of µ.
The elements µ′ij = ν
D
ij (µ) can be computed inductively. Let 1 ≤ i <
j ≤ n+1 and assume that gNij 6= 1. Then we have uij(µ) = uij(µ
′). We
replace uij(µ) and uij(µ
′) by the right hand sides of (2.9) and collect
all terms with coefficient (1− gNij ). This gives the equality
µij +
∑
i<p<j
gNip=1
∑
(i1,...,ir)∈Iip
(q − 1)N(r−1)µ(i1, . . . , ir)µpj(2.15)
= µ′ij +
∑
i<p<j
gNip=1
∑
(i1,...,ir)∈Iip
(q − 1)N(r−1)µ′(i1, . . . , ir)µ
′
pj,
where µ′(i1, . . . , ir) is defined in (2.8) for µ
′. Thus µ′ij is a function of µ
and µ′ab, b− a < j − i. In particular, we see that ν
D
ij is a polynomial in
the variables (µij) with coefficients in Z[q]. The polynomial νDij depends
on D, more precisely on q = χi(gi) and on the numbers
dab =
{
1, if gNab 6= 1,
0, if gNab = 1.
, b− a ≤ j − i.
For example assume that gNi,i+2 6= 1. Then
µ′i,i+2 =
{
µi,i+2, if g
N
i 6= 1,
µi,i+2 + µ(i, i+ 1, i+ 2), if g
N
i = 1.
2.3. The Hopf algebras u(D, µ) and isomorphisms. As in [AS1,
AS2] we define for any family of root vector parameters µ for D a
finite-dimensional Hopf algebra by
(2.16) u(D, µ) = R(D)#k[Γ]/(xNij − uij(µ) | 1 ≤ i < j ≤ n + 1).
We can extend this definition to all µ ∈ kΦ
+
satisfying (R2) since
by Lemma 2.2 then νD(µ) is a family of root vector parameters, and
uij(µ) = uij(ν
D(µ)) for all 1 ≤ i < j ≤ n+ 1. By [AS1, Theorem 6.25]
a finite-dimensional pointed Hopf algebra A is of the form A ∼= u(D, µ)
if and only if gr(A) ∼= u(D, 0)#k[Γ], where gr(A) is the graded Hopf
algebra associated to the coradical filtration of A.
Let ρ ∈ Sn be a diagram automorphism of (aij), that is,
aij = aρ(i)ρ(j) for all 1 ≤ i, j ≤ n.
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Then ρ = id or ρ = σ, where
(2.17) σ(i) = n− i+ 1 for all 1 ≤ i ≤ n.
As in [AS2, Theorem 7.5] let
Dρ = D(Γ, (gρi )1≤i≤n, (χ
ρ
i )1≤i≤n, (aij)1≤i,j≤n)
be the Cartan datum with gρi = gρ(i), χ
ρ
i = χρ(i) for all 1 ≤ i ≤ n. Let
V ρ ∈ ΓΓYD with basis x
ρ
i ∈ (V
ρ)
χρ(i)
gρ(i) for all 1 ≤ i ≤ n. Then
F ρ : R(Dρ)→ R(D), xρi 7→ xρ(i) for all 1 ≤ i ≤ n,
defines an isomorphism of braided Hopf algebras in ΓΓYD. For all 1 ≤
i < j ≤ n+ 1, we denote the root vector of αij in R(D
ρ) by xρij .
Let D′ = D(Γ′, (g′i)1≤i≤n, (χ
′
i)1≤i≤n, (aij)1≤i,j≤n) be another Cartan
datum with finite abelian group Γ′ and the same Cartan matrix of
type An as D. Let ϕ : Γ
′ → Γ be a group isomorphism, ρ ∈ Sn a
diagram automorphism of (aij) and s = (si)1≤i≤n a family of non-zero
elements in k. Let
(2.18) sij =
∏
i≤l<j
sl for all 1 ≤ i < j ≤ n+ 1.
Let pi : R(D)#k[Γ]→ u(D, µ) be the canonical projection.
The triple (ϕ, ρ, (si)) is called an isomorphism from (D
′, µ′) to (D, µ)
if the following conditions are satisfied:
ϕ(g′i) = gρ(i), χ
′
i = χρ(i)ϕ for all 1 ≤ i ≤ n.(2.19)
ϕ(uD
′
ij (µ
′)) = sNijpi(F
ρ(xρij)
N) for all 1 ≤ i < j ≤ n + 1.(2.20)
Let Isom(D′, µ′), (D, µ) be the set of all isomorphisms from (D′, µ′) to
(D, µ). For Hopf algebras A′, A we denote by Isom(A′, A) the set of all
Hopf algebra isomorphisms from A′ to A. Then
Theorem 2.3. [AS2, Theorem 7.2] The map
Isom((D′, µ′), (D, µ))→ Isom(u(D′, µ′), u(D, µ))
given by (ϕ, ρ, (si)) 7→ F , where F (x
′
i) = sixρ(i) and F (g
′) = ϕ(g′) for
all 1 ≤ i ≤ θ and g′ ∈ Γ′, is bijective.
The main result in this paper is the explicit computation of the
set Isom((D′, µ′), (D, µ)). In Section 3 we first compute the elements
F σ(xσij)
N in terms suitable for our purpose. The next lemma shows
that these elements are reverse root vectors. This lemma also allows
to derive (2.6) from (2.3).
Lemma 2.4. For all 1 ≤ i < j ≤ n+ 1,
F σ(xσij) = xn−i+2,n−j+2.
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Proof: This follows by induction on j − i. Suppose that j = i + 1.
Then xij = xi and F
σ(xσij) = xσ(i) = xn−i+1 = xn−i+2,n−j+2.
If j − i ≥ 2, then
F σ(xσij) = F
σ([xσi , x
σ
i+1,j ]cσ)
= [xσ(i), F
σ(xσi+1,j)]c
= [xn−i+1, xn−i+1,n−j+2]c (by induction)
= xn−i+2,n−j+2 (by (2.5)).

3. The reverse root vectors
In the next theorem we compute the basis representation of the N -th
powers of the reverse root vectors in the standard PBW-basis.
As in the last section we fix a diagram D of Cartan type An and let
R = R(D). For all 1 ≤ i < j ≤ n+ 1 we define
τij =
∏
i≤k<l<j
qNlk .(3.1)
τ(i1, . . . , ir) = τi1i2τi2i3 · · · τir−1ir , for all (i1, . . . , ir) ∈ Iij .(3.2)
Note that τij =
∏
i<l<j χ
N
il (gl). We write τ
D
ij instead of τij if we want
to emphasize the datum D.
Theorem 3.1. Assume that 1 ≤ i < j ≤ n+1. For all (i1, . . . , ir) ∈ Iij
define
t(i1, . . . , ir) = (−1)
j−i−r+1(q − 1)N(r−2)τ(i1, . . . , ir)
−N−1
2 τ
N+1
2
ij .
Then
xNji =
∑
(i1,...,ir)∈Iij
t(i1, . . . , ir)x
N
i1i2
xNi2i3 · · ·x
N
ir−1ir
.(3.3)
The proof of Theorem 3.1 will be done after Lemma 3.8.
To compute the coefficients t(i1, . . . , ir) we first change the notation
using characteristic functions. We can assume that j − 2 ≥ i since
xi+1,i = xi. For natural numbers k < l let [k, l] = {k, k + 1, . . . , l}.
Let Eij be the set of all functions e : [i, j − 2] → N with values in
{0, 1}. We consider the bijection
Ω : Iij → Eij
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given for all (i1, . . . , ir) ∈ Iij and l ∈ [i, j − 2] by
Ω(i1, . . . , ir)(l) =
{
1, if l ∈ {i2 − 1, . . . , ir−1 − 1},
0, otherwise.
For any e ∈ Eij define
|e| = #{l | i ≤ l ≤ j − 2, e(l) = 0}.
If e = Ω(i1, . . . , ir) then
|e| = j − i− r + 1.(3.4)
The constant function in Eij with value 1 resp. 0 will be denoted by
(1) resp. (0). Thus (1) = Ω(i, i+ 1, . . . , j) and (0) = Ω(i, j).
For e, f ∈ Eij we write e ≤ f if for all i ≤ l ≤ j − 2, e(l) = 0 implies
f(l) = 0.
Lemma 3.2. Let 1 ≤ i < j ≤ n + 1, j − i ≥ 2, and f ∈ Eij , (1) 6= f .
Then ∑
e∈Eij ,e≤f
(−1)|e| = 0,(3.5)
∑
(i1,...,ir)∈Iij
(−1)r = 0.(3.6)
Proof: Since f 6= (1) we can choose an index l with f(l) = 0. Then
{e ∈ Eij | e ≤ f} is the disjoint union of elements e with e(l) = 0 and
with e(l) = 1, and (3.5) is obvious. To prove (3.6) we consider the case
of (3.5) with f = (0). Then
∑
e∈Eij
(−1)|e| = 0, and (3.6) follows from
the bijection Ω and (3.4). 
For all e = Ω(i1, . . . , ir) ∈ Eij let
τe = (q − 1)
N |e|(τi1i2τi2i3 · · · τir−1ir)
N−1
2 ,
te = (−1)
|e|τ−1e (q − 1)
N(j−i−1)τ
N+1
2
ij ,
xNe = x
N
i1i2
xNi2i3 · · ·x
N
ir−1ir
.
Note that te = t(i1, . . . , ir) if e = Ω(i1, . . . , ir). This follows from the
definitions using (3.4). Hence (3.3) in Theorem 3.1 can be restated as
(3.7) xNji =
∑
e∈Eij
tex
N
e .
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The idea of the proof of Theorem 3.1 is to project R onto skew-
polynomial rings Re, one for each e ∈ Eij . Before we begin the proof
we establish some technical results on these projections.
Definition 3.3. For any e ∈ Eij let Re be the algebra generated by
xi, xi+1, . . . , xj−1 with relations
xlxl+1 − ql,l+1xl+1xl = 0, if e(l) = 1, i ≤ l ≤ j − 2,(3.8)
xl+1xl − ql+1,lxlxl+1 = 0, if e(l) = 0, i ≤ l ≤ j − 2,(3.9)
xkxl − qklxlxk = 0, if i ≤ k, l ≤ j − 1, |k − l| ≥ 2.(3.10)
Lemma 3.4. For any f ∈ Eij, the natural projection
pif : R→ Rf , pif (xl) =
{
xl, if i ≤ l ≤ j − 1,
0, otherwise ,
, 1 ≤ l ≤ n,
is a well-defined algebra map, and for all i ≤ u < v ≤ j, v − u ≥ 2,
pif(xuv) = 0, if f(l) = 1 for some u ≤ l < l + 2 ≤ v,(3.11)
pif(xvu) = 0, if f(l) = 0 for some u ≤ l < l + 2 ≤ v.(3.12)
Proof: The Serre relations can be reformulated according to the fol-
lowing identities
−ql+1,ladc(xl)
2(xl+1) = xl[xl+1, xl]c − ql,l+1[xl+1, xl]cxl,(3.13)
−ql,l+1adc(xl+1)
2(xl) = xl+1[xl, xl+1]c − ql+1,l[xl, xl+1]cxl+1,(3.14)
in the free algebra k〈x1, . . . , xn〉 for all 1 ≤ l ≤ n−1. Hence both Serre
relations adc(xl)
2(xl+1) = 0 and adc(xl+1)
2(xl) = 0 hold in Rf for all
i ≤ l < j−1, since [xl, xl+1]c = 0 by (3.8) if f(l) = 1, and [xl+1, xl]c = 0
by (3.9) if f(l) = 0. Thus pif is well-defined.
To prove (3.11) note that by (2.3)
xuv =
{
[xul, xl,l+2]c, if u < l < l + 2 = v,
[xul, [xl,l+2, xl+2,v]c]c, if u < l < l + 2 < v,
and that pif (xl,l+2) = 0 by definition of pif . In the same way (3.12)
follows from (2.6). 
We note the following obvious rule in skew polynomial rings.
Lemma 3.5. Let x1, . . . , xm be elements in an algebra such that
xlxk = plkxkxl for all k < l,
where pkl ∈ k for all k < l. Then for any natural number N ,
(x1 · · ·xm)
N =
∏
k<l
p
N(N−1)
2
lk x
N
1 · · ·x
N
m.
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
Lemma 3.6. Let f ∈ Eij and i ≤ k < l ≤ j with k ≤ l − 2. Suppose
that f(k) = f(k + 1) = · · · = f(l − 2) = 0. Then
pif (x
N
kl) = (q − 1)
N(l−k−1)τ
N−1
2
kl x
N
k x
N
k+1 · · ·x
N
l−1.
Proof: We first prove by induction on l − k that
(3.15) pif (xkl) = (1− q
−1)l−k−1xkxk+1 · · ·xl−1.
Suppose that l = k + 2. Then
pif(xk,k+2) = xkxk+1 − qk,k+1xk+1xk
= xkxk+1 − qk,k+1qk+1,kxkxk+1 (by (3.9) and f(k) = 0)
= (1− q−1)xkxk+1 (by (1.3)).
This proves (3.15) for l − k = 2.
For the induction step let l − k > 2. We obtain by induction
pif (xkl) = [xk, xk+1,l]c
= [xk, (1− q
−1)l−k−2xk+1xk+2 · · ·xl−1]c
= (1− q−1)l−k−2(xkxk+1 · · ·xl−1
− qk,k+1qk,k+2 · · · qk,l−1xk+1xk+2 · · ·xl−1xk).
Since xk+1xk+2 · · ·xl−1xk = ql−1,kql−2,k · · · qk+1,kxkxk+1 · · ·xl−1 in Rf by
f(k) = 0, (3.9) and (3.10), and
qk,k+1qk,k+2 · · · qk,l−1ql−1,kql−2,k · · · qk+1,k = q
−1
by (1.3), equation (3.15) for k, l follows.
Since f(k) = f(k + 1) = · · · = f(l − 2) = 0, (3.9) and (3.10) imply
by Lemma 3.5 that
(xkxk+1 · · ·xl−1)
N =
∏
k≤µ<ν<l
q
N(N−1)
2
ν,µ x
N
k x
N
k+1 · · ·x
N
l−1.
Hence Lemma 3.6 follows from (3.15) by taking N -th powers. Note
that (1− q−1)N = (q − 1)N since qN = 1. 
Lemma 3.7. Let e, f ∈ Eij. Then
pif(x
N
e ) =
{
τe x
N
i x
N
i+1 · · ·x
N
j−1, if e ≤ f,
0, otherwise.
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Proof: Let e = Ω(i1, . . . , ir). Suppose that e  f , that is f(l) = 1 and
e(l) = 0 for some i ≤ l ≤ j−2. Then l+1 /∈ {i1, . . . , ir}, since e(l) = 0.
Hence there is an index s with is ≤ l < l + 2 ≤ is+1. Since f(l) = 1, it
follows by (3.11) that pif (xis,is+1) = 0 , and thus pif(x
N
e ) = 0.
Now assume e ≤ f . Since pif is an algebra map, it is enough to show
for all 1 ≤ s < r that
(3.16) pif(x
N
is,is+1
) = (q − 1)N(is+1−is−1) τ
N−1
2
is,is+1
xNisx
N
is+1 · · ·x
N
is+1−1.
Note that by (3.4)
∑r−1
s=1(is+1 − is − 1) = j − i− r + 1 = |e|.
If is + 1 = is+1, then xis,is+1 = xis and (3.16) is obvious.
If is ≤ is+1 − 2, then e(l) = 0 for all is ≤ l ≤ is+1 − 2 by definition
of the function Ω. Hence f(l) = 0 for all is ≤ l ≤ is+1 − 2 since e ≤ f ,
and (3.16) follows from Lemma 3.6. 
Lemma 3.8.
pi(1)(x
N
ji) = t(1)x
N
i x
N
i+1 · · ·x
N
j−1.
Proof: We first prove by induction on j − i that
(3.17) pi(1)(xji) = (q − 1)
j−i−1
( ∏
i≤k<l<j
qlk
)
xixi+1 · · ·xj−1.
Suppose that j = i+ 2. Then
(3.18) xi+1xi = q
−1
i,i+1xixi+1 in R(1).
Hence
pi(1)(xi+2,i) = xi+1xi − qi+1,ixixi+1
= (q−1i,i+1 − qi+1,i)xixi+1
= (q − 1)qi+1,ixixi+1 (since qi,i+1qi+1,i = q
−1 by (1.3)).
For the induction step let j − i > 2. Then by induction
pi(1)(xji) = [xj−1, xj−1,i]c
= [xj−1, (q − 1)
j−i−2
( ∏
i≤k<l<j−1
qlk
)
xixi+1 · · ·xj−2]c
= (q − 1)j−i−2
( ∏
i≤k<l<j−1
qlk
)
(xj−1xixi+1 · · ·xj−2
− qj−1,iqj−1,i+1 · · · qj−1,j−2xixi+1 · · ·xj−2xj−1).
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Since in R(1)
xj−1xj−2 = q
−1
j−2,j−1xj−2xj−1(3.19)
= qj−1,j−2qxj−2xj−1,
and hence
xj−1xixi+1 · · ·xj−2 = qj−1,iqj−1,i+1 · · · qj−1,j−2qxixi+1 · · ·xj−1,
it follows that
pi(1)(xji) = (q − 1)
j−i−2
∏
i≤k<l<j−1
qlk
j−2∏
k=i
qj−1,k(q − 1)xixi+1 · · ·xj−1
= (q − 1)j−i−1
∏
i≤k<l<j
qlkxixi+1 · · ·xj−1.
This finishes the proof of (3.17).
By (3.8), (3.10) and Lemma 3.5
(xixi+1 · · ·xj−1)
N = q
N(N−1)
2
(j−i−1)
( ∏
i≤k<l<j
q
N(N−1)
2
lk
)
xNi x
N
i+1 · · ·x
N
j−1.
Hence Lemma 3.8 follows from (3.17) by taking N -th powers. Note
that q
N(N−1)
2 = 1 since N is odd by assumption. 
We now prove Theorem 3.1.
Proof: Since the root vectors xij in the lexicographic order define a
PBW-basis of R, there are uniquely determined coefficients t˜e ∈ k, e ∈
Eij, with
(3.20) xNji =
∑
e∈Eij
t˜ex
N
e ,
cf. [AS2, Th. 2.6 (2)]– and compare with [AS1, Lemma 6.9]. By (3.7)
we have to show that t˜e = te for all e ∈ Eij .
To prove that t˜(1) = t(1), we apply pi(1) to both sides of (3.20). For
all (1) 6= e ∈ Eij we see from Lemma 3.7 that pi(1)(x
N
e ) = 0, since
e  (1). Hence pi(1)(
∑
e∈Eij
t˜ex
N
e ) = t˜(1)x
N
i x
N
i+1 · · ·x
N
j−i, and t˜(1) = t(1)
by Lemma 3.8.
Let (1) 6= f ∈ Eij . Then f(l) = 0 for some i ≤ l ≤ j − 2 and
pif(xji) = 0 by (3.12). Hence applying pif to both sides of (3.20) and
using Lemma 3.7 we obtain 0 =
∑
e≤f t˜eτex
N
i x
N
i+1 · · ·x
N
j−1, hence
(3.21)
∑
e≤f
t˜eτe = 0.
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Note that by definition
tf = (−1)
|f |τ−1f t(1) for all f ∈ Eij .
To finish the proof of the theorem we therefore show by induction on
|f | that
(3.22) t˜fτf = (−1)
|f |t(1) for all f ∈ Eij .
Suppose that |f | = 0. Then f = (1). Since t˜(1) = t(1) and τ(1) = 1,
(3.22) follows for f = (1).
For the induction step we note that |e| < |f | for all e ≤ f, e 6= f .
Hence we get by induction from (3.21) for all f 6= (1)
(3.23) t˜fτf = −
∑
e≤f,e 6=f
t˜eτe = −
∑
e≤f,e 6=f
(−1)|e|t(1).
By (3.5)
∑
e≤f(−1)
|e| = 0 for f 6= (1), and (3.22) follows from (3.23).

By the same proof and (3.15), (3.17) but without taking N -th powers
we get the basis representation of xji.
Theorem 3.9. Assume that 1 ≤ i < j ≤ n+ 1. Then
xji = (−q)
j−i−1
( ∏
i≤k<l<j
qlk
) ∑
(i1,...,ir)∈Iij
(q−1 − 1)r−2xi1i2 · · ·xir−1ir .

4. The action of the diagram automorphism on root
vector parameters
As in Section 2 let
D = D(Γ, (gi)1≤i≤n, (χi)1≤i≤n, (aij)1≤i,j≤n)
be a datum with finite abelian group Γ and Cartan matrix (1.1) of
Type An. Recall that σ denotes the non-trivial diagram automorphism
of (aij) given by (2.17). In this section we will construct for each
µ ∈ kΦ
+
satisfying (R2) a family σD(µ) ∈ kΦ
+
satisfying (R2) such
that the isomorphism
F σ#id : R(Dσ)#k[Γ]→ R(D)#k[Γ]
induces an isomorphism u(Dσ, σD(µ)) → u(D, µ). We begin with a
technical lemma to simplify the constants τ(i1, . . . , ir) in Theorem 3.1
when they appear as factors of certain root vector parameters.
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Lemma 4.1. Let 1 ≤ i < j ≤ n + 1, (l1, . . . , lm) ∈ Iij , (k1, . . . , kr) ∈
I1m. Let µ be a family of root vector parameters for D. Then
µ(l1, . . . , lm)τij = µ(l1, . . . , lm)τ(lk1 , lk2, . . . , lkr).
Proof: The lemma is trivial if one of the factors µlklk+1 of µ(l1, . . . , lm)
is zero. Assume that µlklk+1 6= 0 for all 1 ≤ k < m. Then (χlklk+1)
N = 1
for all 1 ≤ k < m. In particular (χlk1 lks )
N = 1 for all 2 ≤ s ≤ r.
Therefore
τij =
∏
i<l<j
(χil)
N(gl)
=
∏
lk1<l<lk2
(χlk1 l)
N (gl)
∏
lk2≤l<lk3
(χlk1 l)
N(gl) · · ·
∏
lkr−1≤l<lkr
(χlk1 l)(gl)
= τlk1 lk2 · · · τlkr−1 lkr = τ(lk1 , lk2, . . . , lkr),
since (χlk1 l)
N = (χlk1 lks )
N(χlks l)
N = (χlks l)
N for all 2 ≤ s < r and
lks ≤ l. 
We also need the following identity in group algebras.
Lemma 4.2. Let G be a group, m ≥ 2 and hst elements in G for all
1 ≤ s < t ≤ m. Assume
hrshs,s+1 = hr,s+1 for all 1 ≤ r ≤ 2, 1 ≤ s < m.
Then ∑
(k1,...,kr)∈I1m
(−1)r(1− hkr−1kr)
=
∑
(k1,...,kr)∈I1m
(−1)r(1− hk1,k1+1) · · · (1− hkr−1,kr−1+1).
Proof: Let
Sm =
∑
(k1,...,kr)∈I1m
(−1)r(1− hk1,k1+1) · · · (1− hkr−1,kr−1+1).
The Lemma is true for m = 2. We show by induction on m > 2 that
(4.1) Sm = h2m − h1m if m > 2.
This holds for m = 3 since
S3 = −(1− h12)(1− h23) + 1− h12 = (1− h12)h23 = h23 − h13.
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The induction step follows from
Sm+1 =
∑
(k1,...,kr)∈I1,m+1
kr−1=m
(−1)r(1− hk1,k1+1) · · · (1− hkr−1,kr−1+1)
+
∑
(k1,...,kr)∈I1,m+1
kr−1<m
(−1)r(1− hk1,k1+1) · · · (1− hkr−1,kr−1+1)
= −Sm(1− hm,m+1) + Sm
= Smhm,m+1.
On the other hand if m > 2 then∑
(k1,...,kr)∈I1m
(−1)r(1− hkr−1kr)
= 1− h1m +
∑
1<p<m
∑
(k1,...,kr)∈I1m
kr−1=p
(−1)r(1− hkr−1kr)
= 1− h1m +
∑
1<p<m
∑
(k1,...,kr)∈I1p
(−1)r−1(1− hpm)
= 1− h1m − (1− h2m) by (3.6)
= h2m − h1m.

We introduce the notation
i˜ = n− i+ 2 for all 1 ≤ i ≤ n + 1
for the non-trivial diagram automorphism of An+1. Note that the map
(4.2) Iej ei → Iij , (i1, . . . , ir) 7→ (i˜r, . . . , i˜1),
is bijective for all 1 ≤ i < j ≤ n+ 1. Recall that
Dσ = D(Γ, (gσi )1≤i≤n, (χ
σ
i )1≤i≤n, (aij)1≤i,j≤n),
where gσi = gσ(i), χ
σ
i = χσ(i) for all 1 ≤ i ≤ n. Then
(4.3) gσij =
∏
i≤l<j
gσl = gej ei, for all 1 ≤ i < j ≤ n+ 1,
since gσij = g
σ
i g
σ
i+1 · · · g
σ
j−1 = gn−i+1gn−i · · · gn−j+2 = gej ei. For all µ ∈ k
Φ+
and all 1 ≤ i < j ≤ n+ 1 we define
σDij (µ) = τej ei(−1)
j−i+1
∑
(i1,...,ir)∈Iij
(q − 1)N(r−2)µ(i˜r, · · · , i˜1),(4.4)
σD(µ) = (σDij (µ))1≤i<j≤n+1.
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Here τej ei = τ
D
ej ei
and q depend on D, or more precisely on the braiding
matrix (qij) of D. Note that q = χi(gi) = χ
σ
i (g
σ
i ) for all 1 ≤ i ≤ n.
We will see in the next theorem that σD defines an isomorphism of
affine algebraic varieties between the subspaces of all elements of kΦ
+
satisfying (R2) for D resp. for Dσ.
By abuse of notation we will denote the images of the reverse root
vectors in the quotient Hopf algebras u(D, µ) again by xji.
Theorem 4.3. Let µ ∈ kΦ
+
satisfying (R2) for D. Then
(1) uD
σ
ij (σ
D(µ)) = (xei ej)
N for all 1 ≤ i < j ≤ n+ 1.
(2) The family σD(µ) satisfies (R2) for Dσ and σD
σ
(σD(µ)) = µ.
Proof: (1) Let 1 ≤ i < j ≤ n + 1. We write
µ′ = σD(µ).
We first compute uD
σ
ij (µ
′). By (2.9) and (4.3),
uD
σ
ij (µ
′) =
∑
(i1,...,ir)∈Iij
(q − 1)N(r−2)µ′(i1, . . . , ir)(1− (geir gir−1)
N).
By (4.4) we can write for all 1 ≤ i ≤ it−1 < it ≤ j
µ′it−1it = (−1)
it−it−1+1τeit git−1
∑
(lt1,...,l
t
st
)∈Iit−1,it
(q − 1)N(st−2)µ(l˜tst, . . . , , l˜
t
1).
Hence we obtain
uD
σ
ij (µ
′) =
∑
(i1,...,ir)∈Iij
(q − 1)N(r−2)(−1)j−i+r−1τ(i˜r, . . . , i˜1)
×
 ∑
(l21,...,l
2
s2
)∈Ii1i2
(q − 1)N(s2−2)µ(l˜2s2, . . . , l˜
2
1)
(4.5)
...
×
 ∑
(lr1,...,l
r
sr
)∈Iir−1ir
(q − 1)N(sr−2)µ(l˜rsr , . . . , l˜
r
1)

×
(
1− (geir gir−1)
N
)
.
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On the other hand by Theorem 3.1
(xei ej)
N =
∑
(i1,...,ir)∈Iij
t(i˜r, . . . , i˜1)ueir gir−1 · · ·uei2 ei1 .
By (2.9) and (4.2) we have for all 1 ≤ i ≤ it−1 < it ≤ j
ueit git−1 =
∑
(lt1,...,l
t
st
)∈Iit−1,it
(q − 1)N(st−2)µ(l˜tst , . . . , l˜
t
1)(1− (gelt2 elt1
)N).
Again we get a large sum of products as before:
(xei ej)
N =
∑
(i1,...,ir)∈Iij
t(i˜r, . . . , i˜1)
×
 ∑
(l21,...,l
2
s2
)∈Ii1i2
(q − 1)N(s2−2)µ(l˜2s2, . . . , l˜
2
1)
(4.6)
...
×
 ∑
(lr1,...,l
r
sr
)∈Iir−1ir
(q − 1)N(sr−2)µ(l˜rsr , . . . , l˜
r
1)

×
(
1− (gelr2 elr1
)N
)
· · ·
(
1− (gel22 el21
)N
)
.
The point of the proof is to change the order of the summation
indices. We have to sum over all sequences
(l21, . . . , l
2
s2
, . . . , lr1, . . . , l
r
sr
) ∈ Iij
with l21 = i1, l
2
s2
= i2 = l
3
1, . . . , l
r
sr
= ir, where each sequence has
m = s2 + · · ·+ sr − r + 2
elements. Equivalently we can start with an arbitrary sequence
(l1, . . . , lm) ∈ Iij,
then take all subsequences (lk1 , . . . , lkr), (k1, . . . , kr) ∈ I1,m, of
(l1, . . . , lm) and define (i1, . . . , ir) ∈ Iij by ip = lkp for all p,
1 ≤ p ≤ r. Thus the right hand side of (4.5) becomes
∑
(l1,...,lm)∈Iij
∑
(k1,...,kr)∈I1m
(−1)j−i−r+1(q − 1)N(m−2)
(4.7)
· µ(l˜m, . . . , l˜1)τ(l˜kr , l˜kr−1, . . . , l˜k1)(1− (gflkr glkr−1
)N),
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and the right hand side of (4.6) becomes
∑
(l1,...,lm)∈Iij
∑
(k1,...,kr)∈I1m
(q − 1)N(m−r)µ(l˜m, . . . , l˜1)t(l˜kr , l˜kr−1, . . . , l˜k1)
(4.8)
· (1− (g ˜lkr−1+1 glkr−1
)N) · · · (1− (g glk1+1 flk1
)N ).
Both expressions (4.7) and (4.8) can be simplified. By Lemma 4.1 we
can write in (4.7)
µ(l˜m, . . . , l˜1)τ(l˜kr , l˜kr−1, . . . , l˜k1) = µ(l˜m, . . . , l˜1)τej ei.
Similarly by Lemma 4.1 and since N is odd we have in (4.8)
µ(l˜m, . . . , l˜1)t(l˜kr , l˜kr−1, . . . , l˜k1)
= µ(l˜m, . . . , l˜1)(−1)
j−i−r+1(q − 1)N(r−2)τ(l˜kr , l˜kr−1, . . . , l˜k1)
−N−1
2 τ
N+1
2
ej ei
= µ(l˜m, . . . , l˜1)(−1)
j−i−r+1(q − 1)N(r−2)τ
−N−1
2
ej ei
τ
N+1
2
ej ei
= µ(l˜m, . . . , l˜1)(−1)
j−i−r+1(q − 1)N(r−2)τej ei.
After this simplification we finally obtain
uD
σ
ij (µ
′) = (−1)j−i+1τej ei
∑
(l1,...,lm)∈Iij
(q − 1)N(m−2)µ(l˜m, . . . , l˜1)(4.9)
·
∑
(k1,...,kr)∈I1m
(−1)r(1− (gflkr glkr−1
)N),
and
(xei ej)
N = (−1)j−i+1τej ei
∑
(l1,...,lm)∈Iij
(q − 1)N(m−2)µ(l˜m, . . . , l˜1)(4.10)
·
∑
(k1,...,kr)∈I1m
(−1)r(1− (g ˜lkr−1+1 glkr−1
)N) · · · (1− (g glk1+1 flk1
)N),
and (1) follows from Lemma 4.2 with
hst = (gelt els)
N for all 1 ≤ s < t ≤ m
and for each sequence (l1, . . . , lm).
(2) To prove that µ′ satisfies (R2) for Dσ let χ′ij 6= 1. Then χej ei 6= 1.
Hence for all (i1, . . . , ir) ∈ Iij we have χeis gis−1 6= 1 for some 1 < s ≤ r.
Thus µ(i˜r, . . . , i˜1) = 0 , and µ
′
ij = 0 by (4.4).
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The proof of the equality σD
σ
(σD(µ)) = µ is similar to the proof of
(1). Let 1 ≤ i < j ≤ n + 1. By definition
σD
σ
ij (σ
D(µ)) = τD
σ
ej ei
(−1)j−i+1
∑
(i1,...,ir)∈Iij
(q − 1)N(r−2)µ′(i˜r, . . . , i˜1).
For all 1 ≤ i ≤ it−1 < it ≤ j we have
µ′eit git−1 = (−1)
it−it−1+1τit−1it
∑
(lt1,...,l
t
st
)∈Iit−1,it
(q − 1)N(st−2)µ(lt1, . . . , l
t
st
).
As before for uD
σ
ij (µ
′) we now obtain
σD
σ
ij (σ
D(µ)) = τD
σ
ej ei
τij
∑
(l1,...,lm)∈Iij
(q − 1)N(m−2)µ(l1, . . . , lm)
∑
(k1,...,kr)∈I1m
(−1)r
= τD
σ
ej ei
τijµij (by (3.6)).
This proves the claim since
τD
σ
ej ei
=
∏
ej≤el<ek<ei
(χσel (g
σ
ek
))N =
∏
i<k<l≤j
(χl−1(gk−1))
N =
∏
i≤k<l<j
χNl (gk),
hence
τD
σ
ej ei
τij =
∏
i≤k<l<j
χNl (gk)χ
N
k (gl) =
∏
i≤k<l<j
χk(gk)
Nakl = 1.

Corollary 4.4. Let µ ∈ kΦ
+
satisfying (R2). Then the map
u(Dσ, σD(µ))→ u(D, µ)
given by xσi 7→ xσ(i), g 7→ g, 1 ≤ i ≤ n, g ∈ Γ, is an isomorphism of
Hopf algebras.
Proof: Let si = 1 for all 1 ≤ i ≤ n. Then the triple (idΓ, σ, (si)) is an
isomorphism from (Dσ, σD(µ)) to (D, µ) by Theorem 4.3 and Lemma
2.4. Hence the claim follows from Theorem 2.3. 
5. Hopf algebra isomorphisms
In this section let
D = D(Γ, (gi)1≤i≤n, (χi)1≤i≤n, (aij)1≤i,j≤n),
D′ = D(Γ′, (g′i)1≤i≤n, (χ
′
i)1≤i≤n, (aij)1≤i,j≤n)
be data with finite abelian groups Γ and Γ′ and the same Cartan ma-
trix (1.1) of Type An. As before σ denotes the non-trivial diagram
automorphism of (aij) given by (2.17).
22 NICOLA´S ANDRUSKIEWITSCH AND HANS-JU¨RGEN SCHNEIDER
For s = (si)1≤i≤n ∈ k
n and µ ∈ kΦ
+
we define
sN = (sNi )1≤i≤n
s · µ = (sijµij)1≤i<j≤n+1.
Recall that
sij =
∏
i≤l<j
sl for all 1 ≤ i < j ≤ n + 1.
Then
uij(s · µ) = sijuij(µ) for all 1 ≤ i < j ≤ n+ 1(5.1)
since sij = si1i2 · · · sir−1ir for all (i1, . . . , ir) ∈ Iij .
An isomorphism of data of Cartan type from D′ to D is a group
isomorphism ϕ : Γ′ → Γ satisfying
(5.2) ϕ(g′i) = gi, χ
′
i = χiϕ for all 1 ≤ i ≤ n.
We write ϕ : D′
∼=
−→ D if ϕ is an isomorphism from D′ to D.
Note that (5.2) implies for all 1 ≤ i, j ≤ n + 1 that
χ′j(g
′
i) = χj(gi), for all 1 ≤ i, j ≤ n+ 1,
ϕ(g′ij) = gij for all 1 ≤ i < j ≤ n+ 1.
Hence for all µ′ ∈ kΦ
+
ϕ(uD
′
ij (µ
′)) = uDij(µ
′) for all 1 ≤ i < j ≤ n+ 1.(5.3)
Let k× = k \ {0} denote the multiplicative group of k. In part (b) of
(II) below, recall the definition of νD in (2.14).
Theorem 5.1. Let µ and µ′ be families of root vector parameters for
D and D′. Then the Hopf algebra isomorphisms u(D′, µ′) → u(D, µ)
are given by
(I) xi 7→ sixi, g 7→ ϕ(g), 1 ≤ i ≤ n, g ∈ Γ
′, where
(a) ϕ : D′
∼=
−→ D, and
(b) s = (si) ∈ (k
×)n such that µ′ = sN · µ,
and
(II) xi 7→ sixσ(i), g 7→ ϕ(g), 1 ≤ i ≤ n, g ∈ Γ
′, where
(a) ϕ : D′
∼=
−→ Dσ, and
(b) s = (si) ∈ (k
×)n such that µ′ = sN · νD
σ
(σD(µ)).
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Proof: By Theorem 2.3 the isomorphisms u(D′, µ′) → u(D, µ) are
given by xi 7→ sixρ(i), g 7→ ϕ(g), 1 ≤ i ≤ n, g ∈ Γ
′, where ϕ : Γ′ → Γ is
an isomorphism of groups, ρ = id or ρ = σ, and s = (si) ∈ (k
×)n such
that
ϕ(g′i) = gρ(i), χ
′
i = χρ(i)ϕ for all 1 ≤ i ≤ n.(5.4)
ϕ(uD
′
ij (µ
′)) = sNijpi(F
ρ(xρij)
N) for all 1 ≤ i < j ≤ n+ 1.(5.5)
We have to show that (5.4) and (5.5) are equivalent to (I)(a) and (b)
if ρ = id, and to (II)(a) and (b) if ρ = σ.
By definition (5.4) coincides with (I)(a) if ρ = id and with (II)(a) if
ρ = σ.
Let ρ = id and assume (I)(a). Then the left hand side of (5.5) is
ϕ(uD
′
ij (µ
′)) = uDij(µ
′) by (5.3). For the right hand side of (5.5) we obtain
sNijpi(F
ρ(xρij)
N ) = sNiju
D
ij(µ)
= uDij(s
N · µ) (by (5.1)).
Hence (I)(b) and (5.5) are equivalent by the uniqueness in Lemma 2.2.
Let ρ = σ and assume (II)(a). Let 1 ≤ i < j ≤ n + 1. Again it
follows from (5.3) applied to D′
∼=
−→ Dσ that ϕ(uD
′
ij (µ
′)) = uD
σ
ij (µ
′). We
have shown in Lemma 2.4 and Theorem 4.3 that
pi(F σ(xσij)
N) = uD
σ
ij (σ
D(µ)).
Hence
sNijpi(F
σ(xσij)
N) = sNiju
Dσ
ij (σ
D(µ))
= sNiju
Dσ
ij (ν
Dσ(σD(µ)))
= uD
σ
ij (s
N · νD
σ
(σD(µ))) (by (5.1)).
Again it follows that (II)(b) and (5.5) are equivalent. 
We know from Theorem 4.3 that νD(µ) satisfies (R2) for Dσ. If
we assume (II)(a), then νD(µ) also satisfies (R2) for D′. Hence the
normalization νD
σ
(σD(µ)) is a family of root vector parameters for Dσ
and D′. In general σD(µ) is not a family of root vector parameters for
Dσ since (R1) is not necessarily satisfied, and we have to pass to the
normalization.
For example
σD13(µ) = −τn−1,n+1(µn−1,n+1 + (q − 1)µn−1,nµn,n+1),
and if (gσ13)
N = gNn−1,n+1 = 1, then µn−1,n+1 = 0, but µn−1,nµn,n+1
can be non-zero if gNn−1 6= 1, g
N
n 6= 1 and χ
N
n−1 = 1, χ
N
n = 1. As a
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realization of this situation take n = 2 and let Γ ∼= Z/(N2) × Z/(N)
with generators g of order N2 and h of order N . Let ζ ∈ k be a root
of 1 of order N and q = ζ2. Define g1, g2 and characters χ1, χ2 by
g1 = gh, g2 = g
−1h, χ1(g) = ζ, χ1(h) = ζ, χ2(g) = ζ
−2, χ2(h) = 1.
Then χ1(g1) = q = χ2(g2), χ1(g2)χ2(g1) = q
−1, and
gN1 = g
N 6= 1, gN2 = g
−N 6= 1, χN1 = χ
N
2 = 1, and g
N
13 = g
N
1 g
N
2 = 1.
Note that (R1) is trivially satisfied if gNij 6= 1 for all 1 ≤ i < j ≤ n+ 1.
The next corollary follows immediately from Theorem 5.1.
Corollary 5.2. Let µ, µ′ be families of root vector parameters for D.
Then the following are equivalent:
(1) u(D, µ′) ∼= u(D, µ).
(2) There is a family s ∈ (k×)n such that
µ′ =
{
sN · µ, if D ≇ Dσ,
sN · µ or sN · νD
σ
(σD(µ)), if D ∼= Dσ.

Corollary 5.3. Suppose there are 1 ≤ i < j ≤ n + 1, j − i ≥ 2, such
that gNij 6= 1 and g
N
l 6= 1, χ
N
l = 1 for all i ≤ l < j. Then the number of
isomorphism classes of Hopf algebras of the form u(D, µ) is infinite.
Proof: By our assumption on D we can consider families of root
vector parameters µ, µ′ with µl,l+1 = µ
′
l,l+1 = 1 for all i ≤ l < j, and
with arbitrary elements µij, µ
′
ij ∈ k. If u(D
′, µ′) ∼= u(D, µ), then by
Corollary 5.2 for all i ≤ l < j we have
µ′l,l+1 =
{
sNl µl,l+1, if D ≇ D
σ,
sNl µl,l+1 or s
N
l µσ(l),σ(l)+1, if D
∼= Dσ,
hence sNl = 1. Thus s
N
ij = 1, and again by Corollary 5.2 it follows that
µ′ij =
{
µij, if D ≇ Dσ,
µij or ν
Dσ
ij (σ
D(µ)), if D ∼= Dσ.
Hence we obtain infinitely many isomorphism classes of Hopf algebras
u(D, µ). 
Theorem 5.1 gives the following description of the group of all Hopf
algebra automorphisms of u(D, µ).
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Corollary 5.4. Let µ be a family of root vector parameters for D.
Then Hopfaut(u(D, µ)) is isomorphic to the subgroup of Aut(Γ)×(k×)n
consisting of all pairs (ϕ, s), ϕ ∈ Aut(Γ), s ∈ (k×)n, where
ϕ : D
∼=
−→ D, µ = sN · µ, or
ϕ : D
∼=
−→ Dσ, µ = sN · νD
σ
(σD(µ)).

We note the following special case.
Corollary 5.5. Let µ be a family of root vector parameters for D.
Then the group of all Hopf algebra automorphisms of u(D, µ) is finite
if µi,i+1 6= 0 for all 1 ≤ i ≤ n. 
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