CFD modelling results have been presented for a flat-bottomed tank with a pitched blade turbine impeller and four baffles. Four turbulence models, i.e. the standard k-ε, the RNG k-ε, the realizable k-ε and the Reynolds stress model have been used in the modelling. The simulated values of the tangential and axial mean velocity components along with the kinetic energy of turbulence have been compared for the wall jet region with the corresponding experimental data from LDA. The best results have been obtained for the standard k-ε model with a good accuracy for the mean velocity and a significant underprediction of the turbulent kinetic energy. Keywords: CFD, flow modelling, wall jet, pitched blade turbine
INTRODUCTION
The numerical modelling of transport processes in stirred tanks with a pitched blade turbine impeller has been widely accomplished by application of Computational Fluid Dynamics (CFD) codes, in spite of the flow complexity and resulting difficulties in the modelling [1] [2] [3] [4] . In particular, this relates to the region adjacent to the tank walls, called the wall jet, where usually wall functions have been used for the turbulent flow modelling.
Struesson et al. 5 investigated the turbulent flow behaviour in the vicinity of the tank wall and bottom. They applied the low Reynolds number, k-ε model of turbulence along with the wall functions. However, it was not a fully predictive modelling since the boundary conditions at the impeller region surface were defined by means of the mean velocity components and the kinetic turbulence energy obtained from LDA. This resulted in an underprediction of the mean velocity profiles.
In an earlier study 6 of jacket heat transfer in stirred tanks, it was concluded that the most likely cause of about 1/3 underprediction of the heat transfer coefficient was an imperfect prediction of momentum transfer in the wall jet. This study aims at determining of the effect of the applied turbulence models on the flow modelling results.
MODELLING
The CFD simulation results for a flat-bottomed tank of the diameter, T = H = 0.202m, equipped with four standard baffles and a pitched blade turbine (PBT) impeller is presented in the paper. The applied impeller had a diameter, D, equal to 0.336T, and it was located axially in the tank with the off-bottom clearance of C = 0.333H. LDA experimental data for the mean and fluctuating parts of both the tangential and the axial velocity components in such the geometrical system were presented elsewhere 7 . The PBT impeller rotated with the speed of N = 290 rpm, which resulted in Reynolds number, Re = 22500. Those measurements were carried out in the vicinity of the tank wall at 154 points, which were defined by a grid of 14 axial (z/H from 0.09 to 0.83) and 11 radial (y = 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20 mm) positions. The experimental data 7 were used for validating of the CFD predictions obtained in this study.
The turbulent momentum transfer simulations for the stirred tank were performed with the help of the commercial CFD code, Fluent™ 5.4. In the computations, the standard Reynolds averaged Navier-Stokes (RANS) equations for the differential mass and momentum balance were numerically solved, c.f. Eq. (1) for the generalized variable φ.
In order to close the set of the four differential equations, different turbulence models were employed. Three of them stemmed from the two-equation k-ε family, i.e. the standard k-ε 8 , RNG k-ε 9 , realizable k-ε 10 , and the fourth model was the six-equation Reynolds stress model accompanied also by the ε equation.
The two-equation models consist of one differential transport equation for the turbulent kinetic energy, k Eq. (2), and one for its dissipation rate, ε Eq.(3). The models differ mainly by the definition of the source term in the equation for ε ( 
The specialised preprocessor MixSim™ 1.7 was used to generating an unstructured numerical grid for the stirred tank with the Multiple Reference Frames (MRF) option. The preprocessor allowed to define the tank geometry, the grid density, physical fluid properties and the boundary conditions. The non-slip conditions were chosen at all fluid-solid boundaries and the symmetry conditions at the free surface of the stirred liquid.
The effect of the numerical grid density on the CFD simulated flow in the wall jet region was reported elsewhere 11 . It was concluded that the CFD results were closest to the LDA data when the initial grid density of 40 cells per tank diameter was used prior to grid adaption. The same grid density and adaption method were applied in this study.
The first step in the momentum transfer simulations was computing an approximate (pseudo-laminar) velocity field obtained without activating a turbulence model and for the initial grid. In the next step, one of the four turbulence models and the standard wall functions were employed in the simulations of the turbulent momentum transfer in the stirred tank. Those computations were carried out till the normalised sum of residuals fell below 10 -7 . Then, the logarythmic wall function recommendations for the cells adjacent to the solid boundaries were taken into account for the grid adaption (refinement). The recommendations require the dimensionless off-wall distance value, y + , of the cell centre to be within the range from 30 to 60. Those grid cells, which did not fulfil the criterion were automatically divided to conform with the recommendations. This happened to 235 cells, only at the impeller blades, and resulted in 705 new cells. The total cell number of the refined grid was 112601. The final grid of the stirred tank in the mid-plane between two baffles is visualized in Fig.1 . With the refined grid, the simulations were re-run to fulfil the convergence criterion of the residual sum lower than 10 -7 . In the next stage, the tangential and axial components of liquid velocity and also the kinetic energy of turbulence, which were computed for each of the four turbulence models, were compared with the experimental data from LDA 7 . The LDA values of the kinetic energy of turbulence, k LDA , were computed from Eq. (4) where it was assumed that the third component of the energy is equal to the mean value of the two components measured.
Based on that comparison, it was assessed which of the four tested turbulence models described most accurately the investigated velocity field in the tank stirred by the pitched blade turbine impeller.
MODELLING RESULTS
The CFD simulated values of the axial, u z , and tangential, u t , mean velocity components and the kinetic energy of turbulence, k, obtained for the four turbulence tested, were plotted together with their counterparts from LDA measurements in form of axial profiles along the tank wall. The velocities were standardized (U z , U t ) by dividing them by the impeller tip velocity, πDN. The total number of analysed profiles was 11 x 3 = 33 and examples of such the profiles are shown in Figs. 2, 3 and 4 for the axial and tangential velocity components and the kinetic turbulence energy, respectively. Graphs for only 3 of 11 radial distances, y, were shown in the figures.
AXIAL VELOCITY
The axial profiles of the dimensionless axial velocity, U z , obtained both from LDA and CFD were qualitatively very similar for all tested radial distances off the tank wall, c.f. Fig.2 . With the increasing distance from the wall, the profiles became flatter. The maximum U z values were obtained at the closest location to the wall, i.e. at the radial distance of y = 1 mm, both in the experiments 7 and simulations. It should be mentioned that close to the free surface and at the radial distances of y, from 1 to 4 and 8 mm the experimental axial mean velocities, u z , were slightly positive (upward, induced flow) whereas the simulated equivalents were always negative, irrespective of the turbulence model employed.
The closest agreement between the modelling predictions and experiments for the axial mean velocity was achieved for the standard k-ε turbulence model and the widest discrepancy was concluded for the realizable k-ε. The mean deviation of the axial normalized velocities from the LDA and CFD data sets was computed for all 154 axial and radial points and it was 2.2; 5.2; 3.9 and 3.9% for the standard k-ε, the realizable, the RNG and the RSModel, respectively. However, in the lower half of the stirred tank (z/H = 0.09 to 0.53) the deviation was smaller, i.e. 1.6; 4.0; 3.1 and 2.8%, respectively. The discrepancies were close to the experimental LDA accuracy, which was estimated to be about 1.5% of the impeller tip velocity 7 . Using the proposed criterion 12 for the CFD prediction quality, one can conclude that the ratio of the mean deviation of CFD-LDA results to the LDA measurement accuracy was about 1.4; 3.5; 2.6 and 2.6 for the four turbulence models. These results suggests that the use of the standard k-ε model led to high accuracy predictions and the other models except the realizable delivered fair accuracy data.
TANGENTIAL VELOCITY
Examples of axial profiles for the tangential mean velocity component are shown in Fig.  3 . Here again, both the LDA and CFD profiles were qualitatively similar. The tangential velocity values simulated with the use of all tested turbulence models were approximately equal at the radial distances from y = 1 to 10 mm. The experimental data show small negative (opposite to the impeller rotation) tangential velocities at z/H = 0.88, i.e. close to the free surface. None of the turbulence models allowed to predict such negative velocities at the radial distances, y, from 1 to 10 mm. However, further from the tank wall such negative values were predicted in the case of the standard and the RNG k-ε models, c.f. Fig. 3 .
The CFD predicted mean tangential velocities differed from the corresponding LDA data less than for the axial velocity component and the average differences were 0.90; 0.88; 0.85 and 0.85% of the impeller tip velocity, πDN, for the standard k-ε, the realizable, the RNG and the Reynolds stress model, respectively. The discrepancies for each of the turbulence models are within the experimental LDA error of about 1.5% πDN, thus all the models can be regarded as very good in predicting the tangential mean velocities in the stirred tank modelled.
TURBULECE KINETIC ENERGY
The kinetic turbulence energy values simulated with any of the turbulence models tested were significantly underpredicted in comparison with the k LDA values computed from Eq. (4). The highest deviations were obtained close to the tank wall (for y = 1 to 4 mm) and also at the tank bottom. However, the k and k LDA profiles were qualitatively similar. Examples of those profiles for three off-wall distances, y, are depicted in Fig. 4 .
The standard k-ε model employed in the RANS simulations resulted in the highest values of the volume averaged kinetic turbulence energy, k ave , of 0.0020 m 2 /s 2 . The corresponding k values for the realizable k-ε, the RNG k-ε and the Reynolds stress model were 0.0011; 0.0013 and 0.0014 m 2 /s 2 , respectively. Fig. 5 visualises the distribution of the simulated k values in the mid-plane between two neighbouring baffles for the four turbulence models applied.
The average ( resultant) fluctuating velocity values, u' res and u', were estimated respectively from the k LDA and k values, assuming isotropy of turbulence. The differences between the two fluctuating velocities were 5.3; 6.3; 5.8; and 5.5% πDN for the standard k-ε, the realizable, the RNG and the Reynolds stress model, respectively. They turned out to be also significantly higher than the corresponding experimental error of about 1.5% πDN. It is interesting that the best approximation was obtained for the standard k-ε model in the lower tank half, whereas the RSM delivered best results in the upper half.
There is a general agreement, e.g. papers 13, 14 , that the standard k-ε model used in stirred tanks with both the sliding mesh technique and the multiple reference frames option results in underprediction of the k values in the impeller discharge stream. Application of the RNG k-ε or RSM models does not improve the turbulence predictions 14 . Thus the kinetic turbulence energy is also underpredicted in the wall jet region, as reported in this study. The authors are of the opinion that the major reason for that originates from the RANS approach, which is by definition unable to evaluate the relatively high contribution of the flow macro-instabilities in turbulently stirred tanks. On the other hand, the experimental turbulence energy can be largely overestimated 14 , if the impeller blade passage effect is not filtered out.
CONCLUDING REMARKS
The study aimed at establishing the turbulence model effect on the quality of the CFD predictions. Modelling of the turbulent momentum transfer in the stirred tank was carried out with the use of the standard wall functions and four different turbulence models, i.e. the standard k-ε, RNG k-ε, the realizable k-ε and the Reynolds stress model. The simulation results were compared with LDA experimental data 7 for the wall jet region in the tank and the following conclusions were drawn from the analysis of the modelling results:
1. The axial mean velocity component was predicted well with the help of the standard k-ε turbulence model. The other models led to less accurate simulation results.
2. The tangential mean velocity values were simulated with a very good accuracy, irrespective of the turbulence model. Table 1 . The source terms in the k-ε model equations tested HYPERLINK Standard k-ε Realizable k-ε RNG k-ε RSM
