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Abstract
Simulation models are integral to modern scientific research,
national defense, industry and manufacturing, and public pol-
icy debates. These models tend to be extremely complex,
often with thousands of factors and many sources of uncer-
tainty. To understand the impact these factors and their in-
teractions have on model outcomes requires efficient, high-
dimensional design of experiments. All too often, many large-
scale simulation models are explored in ad hoc ways. This
suggests that more simulation researchers and practitioners
need to be aware of the power of experimental design in order
to get the most from their simulation studies. In this tutorial,
we demonstrate the basic concepts important for designing
and conducting simulation experiments, and provide refer-
ences to various resources for those wishing to learn more.
This tutorial will prepare you to make effective use of de-
signed experimentation in your next simulation study.
1. INTRODUCTION
In June 2008, a supercomputer called the “Roadrunner”
was unveiled. It was assembled from components originally
designed for the video game industry, it cost $133 million,
and was capable of doing a petaflop (a quadrillion opera-
tions per second). The New York Times stated that “petaflop
machines like Roadrunner have the potential to fundamen-
tally alter science and engineering” by allowing researchers
to “ask questions and receive answers virtually interactively”
and “perform experiments that would previously have been
impractical” (Markoff 2008). Four years later, IBM’s “Se-
quoia” supercomputer was the new world leader, with 16
petaflop capability. Yet let’s take a closer look at the prac-
ticality of a brute-force approach to simulation experiments.
Suppose a simulation has 100 factors, each factor has two
levels (low and high) of interest, and we decide to look at all
combinations of these 100 factors. A single replication of this
experiment would take over 2.5 million years on the Sequoia,
and over 40 million years on the Roadrunner, even if the sim-
ulation runs consisted of a single machine instruction!
Efficient design of experiments can break this curse of di-
mensionality at a tiny fraction of the hardware cost. For ex-
ample, suppose we want to study 100 factors and all their
two-way interactions. One screening design we could use (de-
scribed in Section 3.3) specifies 32768 specific combinations
of the factor levels to evaluate. On a desktop computer with
a simulation that takes a full second to run, one replication of
this design requires less than 9.5 hours. Even if the simula-
tion takes a more reasonable one minute to run, we can com-
plete a replication of this design on an 8-core desktop (under
$3,000) in 2.85 days. Recent breakthroughs have yielded bet-
ter designs that can provide more detailed insights into the
simulation model’s behavior with fewer design points.
Before undertaking a simulation experiment, it is useful to
think about why this the experiment is needed. Simulation an-
alysts and their clients might seek to (i) develop a basic un-
derstanding of a particular simulation model or system, (ii)
find robust decisions or policies, or (iii) compare the merits
of various decisions or policies. The goal will influence the
way the study should be conducted (Kleijnen et al. 2005).
We focus on setting up single-stage experiments to address
the first goal, and touch briefly on the second.
The benefits of experimental design are tremendous. Once
you realize how much insight and information can be ob-
tained in a relatively short amount of time from a well-
designed experiment, design of experiments (DOE) should
become a regular part of the way you approach your simula-
tion projects.
2. MOTIVATING EXAMPLES
The benefits of efficient experimental design are often
more tangible if you see how they are used in practice. We
will illustrate the types of insights that can be gleaned via four
examples in more detail during the presentation, but provide
links for the interested reader to follow.
• Saving Lives: Experiments on an agent-based model
show how NATO frigates can defend themselves against
pirate attacks (Abel, 2009).
• Saving Money: Experiments involving a hybrid simu-
lation/optimization model for unmanned aerial vehicle
surveillance contribute to an estimated $20 billion dollar
savings for the U.S. Army (Sanchez et al., 2012).
• Saving Time: A large-scale screening experiment on an
organizational performance model determines the major
drivers of project completion time (Oh et al., 2007).
• Saving the Environment: Experiments on an energy re-
source model help the Marine Corps make sound invest-
ments in alternative energy (Sanchez et al., 2014).
Many more examples are available at the SEED (Simula-
tion Experiments & Efficient Designs) Center for Data Farm-
ing website <http://harvest.nps.edu>.
3. BASIC CONCEPTS
The field of Design of Experiments (DOE) has been around
for a long time. Many of the classic experimental designs can
be used in simulation studies. We discuss a few in this paper
to explain the concepts and motivate the use of experimental
design. However, the context for real-world experiments can
be much more constrained than for simulations in terms of
costs, number of factors, time required, ability to replicate,
ability to automate, etc., so a framework specifically oriented
toward simulation experiments is beneficial.
3.1. Definitions and Notation
One of the first things an analyst must do to design a good
experiment is identify the factors. In DOE parlance, factors
are the input (or independent) variables that are thought to
potentially have some impact on responses (i.e., experimental
outputs). In general, an experiment might have many factors,
each of which might be assigned a variety of values, called
levels of the factor in DOE.
To identify appropriate designs, it is often useful to classify
the factors along several dimensions:
• Quantitative or qualitative. Quantitative factors natu-
rally take on numerical values; qualitative factors do not
(though they might be assigned numeric codings).
• Discrete or continuous (quantitative factors only). Dis-
crete factors can have levels only at certain separated
values; an example would be the number of x-ray ma-
chines in a hospital (a non-negative integer). Continuous
factors can assume any real value, perhaps within some
range, such as the speed at which a vehicle is operated.
• Binary or non-binary. Binary factors are naturally con-
strained to just two levels, such as the classification of a
part as either defective or non-defective. Non-binary fac-
tors could take on more than two values, but might still
be tested at only two levels, typically “low” and “high.”
• Controllable or uncontrollable. Determining whether or
not a factor is controllable in the real-world setting can
affect how the analyst designs the experiment and inter-
prets the results–even though all factors can be manipu-
lated and controlled in a simulation experiment.
Simulation models come in many flavors. There are de-
terministic simulations (e.g., numerical solutions of differ-
ential equations, where the same set of inputs always pro-
duces the same output) and stochastic simulations (where
the same set of simulation inputs may produce different out-
put unless the random-number streams are carefully con-
trolled). Dynamic simulations explicitly model the evolution
of state over time—shuffling the output order would destroy
information—while static simulations generate replications
without any implied ordering. Dynamic simulations can also
be characterized as terminating or non-terminating, depend-
ing on whether the stopping conditions are clearly defined in
terms of the state vs. whether we could legitimately continue
running the model if we chose to do so.
Throughout this paper, we let X1, . . . ,Xk denote the k fac-
tors in our experiment, and Y denote the response of interest.
Sometimes graphical methods are the best way to gain insight
about the Y ’s, but often we are interested in constructing ana-
lytic response surface metamodels that approximate the rela-
tionships between the factors and the responses, typically in
the form of regression models. We will assume that the reader
is familiar with multiple regression techniques.
A design is a matrix where every column corresponds to
a factor, and each row describes a particular combination
of factor levels. Each unique combination of factor levels is
called a design point. If the row entries correspond to the ac-
tual settings that will be used, these are called natural levels.
Alternatively, a standardized coding of the levels is a conve-
nient way to characterize a design. (For quantitative data, the
low and high levels are often encoded as −1 and +1, respec-
tively, for arithmetic convenience.)
Different types of simulation studies involve different types
of experimental units. For a static Monte Carlo simulation,
where no aspect of time is involved, the experimental unit
is a single observation. For time-stepped or discrete-event
stochastic simulation studies, more often it is an entire run
or a batch of observations from within a run, yielding an
averaged or aggregated output value. Since simulation pro-
grams are computer programs their state variables must be
initialized, often to a convenient but non-representative state.
If steady-state performance measures are of interest, you must
allow the model to “warm up” before performing any averag-
ing or aggregation. Details may be found in a simulation text,
such as Law (2014) or Kelton et al. (2011).
Let nd be the number of design points. Each repetition
of the entire design matrix is called a replication. We gen-
erally assume that the replications are performed indepen-
dently. The total number of experimental units is nd times
the number of replications.
3.2. Choosing Factors
Potential factors in simulation experiments include the in-
put parameters or distributional parameters of a simulation
model. For example, a simulation model of a repair facility
might have both quantitative factors (such as the number of
mechanics of different types, or the mean time for a particular
task), and qualitative factors (such as priority rules).
Generating a list of the potential inputs to a simulation
model is one way of coming up with an initial factor list, but
factors need not correspond directly to inputs. For example,
suppose two inputs are the mean times µ1 and µ2 required for
an agent to process messages from class 1 and class 2, respec-
tively, where class 1 is considered more complex than class 2.
Varying µ1 and µ2 independently may either result in unreal-
istic situations where µ1 < µ2, or require the analyst to use
narrow factor ranges. Instead, we could use µ1 as one factor
to represent the capabilities of the agent, and vary the “traf-
fic intensity” ratio µ2/µ1 over a range of interesting values to
represent the relative difference in message complexity.
3.3. Pitfalls to Avoid
Two types of ill-designed experiments are actually quite
common in simulation studies. The first of these is to per-
form scenario oriented experiments, where putting the focus
on pre-selected “interesting” combinations of factor settings
results in exploring a handful of design points where many
factors are changed simultaneously. Consider an agent-based
simulation model of the child’s game where two teams (blue
and red) each try to “capture the flag” of the opposition. Sup-
pose that only two design points are used, corresponding to
different settings for the speed (X1) and stealth (X2) of the
blue team, with the results in Figure 1. A blue circle indi-
cates a “good” average outcome for the blue team, while a
red square represents a “bad” average outcome. One person
might claim these results show that high stealth is of primary
importance, another that speed is the key to success, and a
third that they are equally important. There is no way to re-
solve these differences of opinion without collecting more
data. In statistical terms, the effects of stealth and speed are
said to be confounded. More realistic simulation models can
easily have dozens or hundreds of potential factors. The con-
founding of the design may only become evident when the
analyst finds there is no analytical way to separate out causal
effects. Thus, a handful of haphazardly chosen scenarios, or a
trial-and-error approach, can use up a great deal of time with-
out providing insight about the fundamental questions.
The second type of problematic study occurs when people
start with a “baseline” scenario and vary one factor at a time.
Revisiting the capture-the-flag example, suppose the baseline
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a.   Confounded effects b.   One-at-a-time sampling effectsFigure 2. Another poor design for capture-the-flag.
corresponds to low stealth and low speed. Varying each fac-
tor, in turn, to its high level yields the results of Figure 2. It
appears that neither factor is important, so someone using the
results to choose a team would not know how (or if) to pro-
ceed. But if we combine the results of Figures 1 and 2, it is
clear that success requires both high speed and high stealth—
those two factors have an interaction. If there are interactions,
one-at-a-time sampling will never uncover them!
The pitfalls of using a poor design seem obvious on this
toy problem, but the same mistakes are made far too often in
larger studies of more complex models. When scenario based
studies are conducted, many factors might affect the outcome
but decision makers may focus on a small subset that they
think are “key.” If they are mistaken, changes in performance
may be attributed to the wrong factors. Similarly, many an-
alysts choose to change one factor at a time from a baseline
scenario to minimize the number of experiments, without un-
derstanding that this approach implicitly assumes that there
are no interactions. Such an assumption may be unreasonable
unless the region of exploration is very small.
Another pitfall to avoid is more subtle. The statistical DOE
literature focuses, in large part, on comparing designs in
terms of the number of design points or the precision of spe-
cific factor effect estimates (e.g., main effects) based on as-
sumed response behavior. This means there is a tendency
to limit the investigation to a very small number of factors
and/or limit the number of levels for each factor. This mind-
set is counterproductive for simulation experiments, particu-
larly given the availability of computing clusters and the rel-
ative time required to create (vs. run) the model. It is better
to gather enough data, via larger designs and multiple repli-
cations, to be able to explore the simulation’s performance
without resorting to lots of simplifying assumptions.
4. 20TH CENTURY DESIGNS
Many designs are available in the literature. We will dis-
cuss some that we have found particularly useful for simula-
tion in the next section, but before getting to those we start
with some simple designs that can be used for small exper-
iments. Factorial (or gridded) designs are straightforward to
construct and readily explainable—even to those without sta-
tistical backgrounds. They examine all possible combinations
of the factor levels for each of the Xi’s. A shorthand notation
for such a design is mk, which means k factors are investi-
gated, at m levels for each factor. This results in mk design
points. Crossed designs, where different sets of factors are
investigated at different numbers of levels, can be written as
mk11 × · · ·×mk￿￿ . This means that there are k1 factors to be eval-
uated at m1 levels each, k2 factors to be evaluated at m2 levels
each, etc., up to k￿ factors to be evaluated at m￿ levels each.
4.1. 2k Factorial Designs (Coarse Grids)
A 2k factorial design requires only two levels per factor.
These are low and high values, often denoted −1 and +1 (or
− and+). These designs are very easy to construct. The num-
ber of design points is N = 2k. The first column alternates−1
and+1, the second column alternates−1 and+1 in groups of
2, the third column alternates in groups of 4, and so forth by
powers of 2. Conceptually, 2k factorial designs sample at the
corners of a hypercube defined by the factors’ low and high
settings. The left of Figure 3 graphs the 23 design specified
by the table to the right. Visualizing a 24 or larger design is
left to the hyperimaginative reader. Sanchez and Wan
Table 1: Terms for a 23 factorial design
Design Term
Point 1 2 3 1,2 1,3 2,3 1,2,3
1 −1 −1 −1 +1 +1 +1 −1
2 +1 −1 −1 −1 −1 +1 +1
3 −1 +1 −1 −1 +1 −1 +1
4 +1 +1 −1 +1 −1 −1 −1
5 −1 −1 +1 +1 −1 −1 +1
6 +1 −1 +1 −1 +1 −1 −1
7 −1 +1 +1 −1 −1 +1 −1















Figure 3. 23 factorial design, graphically and in matrix form,
with numbered design points.
Factorial designs have several nice properties. They let us
examine more than one factor at a time, so they can be used
to identify important interaction effects. They are orthogo-
nal designs, meaning that the pairwise correlation between
any two columns (factors) is equal to zero. This simplifies the
analysis of the output (Y ’s) we get from running our experi-
ment, because estimates of the factors’ effects (βˆi’s) and their
contribution to the explanatory power (R2) of the regression
metamodel will not depend on what other explanatory terms
are present or absent in the metamodel. From Figure 3, we
could consider estimating seven different terms (three main
effects, two two-way interactions, and one three-way interac-
tion) from a 23 factorial experiment. But since we also want
to estimate the intercept (overall mean), that means there are
eight things to estimate from eight data points. That will not
work—model fitting with statistical inference requires at least
one degree of freedom (d.f.) for estimating error, and prefer-
ably more (Montgomery 2005, Ryan 2007).
This saturation of d.f. remains as we increase the num-
ber of factors k, so how can we proceed? One possibility is
to replicate the design to get some d.f. for error. Estimating
eight effects from eight observations is not possible, but esti-
mating eight effects from 16 observations is straightforward.
Replication also makes it easier to detect smaller effects by
reducing the underlying standard errors associated with the
estimates of the β’s. Replication in simulation experiments is
quite important for another reason. The response variability
can differ dramatically across design points, and understand-
ing the behavior of the response variability may be as impor-
tant (or more important) than understanding the behavior of
the response mean.
Another option is tomake simplifying assumptions.A com-
mon approach is to assume that some higher-order interac-
tions do not exist. In the 23 factorial of Figure 3, one d.f.
would be available for estimating error if the three-way inter-
action could safely be ignored. We could then fit a second-
order regression model to the results. Similarly, if we have
data for a single replication of a 24 factorial design but can
assume there is no four-way interaction, we have one d.f.
for error estimation. If we can further assume there are no
three-way or four-way interactions, we have five d.f. for error.
Making simplifying assumptions sounds dangerous, but it can
sometimes be a good approach. Over the years, statisticians
conducting field experiments have found that often, if there
are interactions present, the main effects also show up unless
you “just happen” to set the low and high levels so the effects
cancel. An empirical rule of thumb claims that the magni-
tudes of two-way interactions are at most about 1/3 the size
of main effects, and the magnitudes of three-way interactions
are at most about 1/3 the size of the two-way interactions, etc.
In our experience, this rule of thumb does not hold for sim-
ulation experiments–we may find stronger interactions in a
simulation of a supply chain or humanitarian assistance oper-
ations than when growing potatoes. Consequently, we advo-
cate checking (at a minimum) for second-order interactions.
4.2. mk Factorial Designs (Finer Grids)
Examining each of the factors at only two levels (the low
and high values of interest) means we have no idea how the
simulation behaves for factor combinations in the interior of
the experimental region. Finer grids can reveal complexities
in the landscape. When each factor has three levels, the con-
vention is to use -1, 0 and 1 for the coded levels. Consider the
capture-the-flag example once more. Figure 4 shows the (no-
tional) results of two sets of experiments: a 22 factorial (on
the left) and an 112 factorial (on the right). In both subgraphs
the blue circles represent good results, the tan triangles repre-
sent mixed results, and the red squares represent poor results.
For the 22 factorial, all that can be said is that when speed
and stealth are both high, the agent is successful. Much more
information is conveyed by the 112 factorial: here we see that
if the agent can achieve a minimal level of stealth, then then










Figure 4. 22 and 112 factorial designs for capture-the-flag.
The larger the value of m for an mk factorial design, the
better its space-filling properties. Yet despite the greater detail
provided, and the ease of interpreting the results, fine grids
are not suitable for more than a handful of factors because of
their massive data requirements. A 220 requires nd over one
million, a 510 requires nd > 9.7 million, and a 1010 factorial
requires 10 billion design points.
Considering the number of high-order interactions we
could fit but may believe are unimportant (relative to main
effects and two-way or possibly three-way interactions), this
seems like a lot of wasted effort. It means we need smarter,
more efficient types of experimental designs if we are inter-
ested in exploring many factors.
4.3. 2k−p Resolution 5 Fractional Factorial
and Central Composite Designs
Let’s return to 2-level designs. If we are willing to assume
that some high-order interactions are not important, we can
cut down (perhaps dramatically) the number of runs required
to examine a fixed number of factors using a fractional fac-
torial design. Graphically, these sample at a carefully-chosen
fraction of the corner points on the hypercube. The left-most
cube in Figure 5 shows the sampling for a 23−1 factorial de-
sign, i.e., investigating three factors, each at two levels, in
only 23−1 = 4 runs. Note that with two points on each and ev-
ery face of the cube, we can still estimate the main effects for
all three factors while reducing the number of experiments by
a factor of 2. The result is a saturated design.
Saturated or nearly-saturated fractional factorials are often
used as screening designs because they can help eliminate
factors that are relatively unimportant (though they will not
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Figure 5. Examples of fractional factorial and central com-
posite designs.
sponse surface if there truly are strong interactions which we
ignore when setting up the design.) They are very efficient—
relative to full factorial designs—when there are many fac-
tors. For example, 64 runs could be used for a single repli-
cation of a design involving 63 factors, or two replications
of a design involving 32 factors. Screening designs that al-
low only main effects to be estimated are called resolution 3
fractional factorials (R3-FFs); designs that provide valid esti-
mates of main effects when two-way interactions are present,
but preclude estimation of the interaction effects, are called
resolution 4 fractional factorials (R4-FFs). Resolution 5 frac-
tional factorials (R5-FFs) allow all main effects and two-way
interactions to be fit, and may be more useful for simulation
analysts than saturated or nearly-saturated designs.
For quantitative factors, an R5-FF can be extended to a cen-
tral composite design (CCD) that lets the analyst estimate all
full second-order models (i.e., main effects, two-way interac-
tions, and quadratic effects). Start with a 2k factorial or R5
2k−p fractional factorial design. Add a center point and two
“star points” for each of the factors. The number of star points
grows linearly in the number of factors, and thus requires far
fewer experiments than a full 3k factorial design. A graphical
depiction of a CCD for k = 3 appears in Figure 5.
5. 21ST CENTURY DESIGNS
The designs in the previous section either assume you have
a very low number of factors, or a very simple response.
While these conditions may hold in the physical world, they
do not apply in the virtual world—and should not constrain
how we conduct simulation experiments.
5.1. Large-scale 2k−p Resolution 5 Fractional
Factorial and Central Composite Designs
Sanchez and Sanchez (2005) developed a method, based on
discrete-valuedWalsh functions, for rapidly constructing very
large R5-FFs—a short program generates up to a 2120−105 in
under a minute. The gains in efficiency (as compared to full
factorials) are dramatic enough to be worth mentioning again:
running a 2100 full factorial would require over 40 million
years on the world’s fastest supercomputer in 2009, while a
R5-FF requires only 2100−85 = 32768 design points.
Using the efficient R5-FFs of Sanchez and Sanchez (2005)
as the base designs, a CCD for 10 factors requires a total of
150 design points. A 310 factorial would require 59049 de-
sign points, nearly 400 times as many experiments! Clearly a
brute force (full factorial) approach will quickly become im-
possible when k is large, while efficient experimental designs
allow the analyst to easily conduct a suitable experiment.
5.2. Space-filling designs
When we study more than two factors, a scatterplot ma-
trix of the design points is a useful graph for visualizing the
design—it shows the projections of the full design onto each
pair of factors. Consider the 24 factorial of Figure 6a. This
contains subplots of the design points for pairs of factors at
a time. For instance, the third cell over in the top row plots
the (X3,X1) factor combinations; the third cell down in the
left column is just its transpose, and carries the same infor-
mation. Figure 6b is the scatterplot matrix for a 44 factorial.
(c)  NOLH:  17 design points (d)  NOLH:  257 design points



























































(c)  NOLH:  17 design points (d)  NOLH:  257 design points




























































(c)  NOLH:  17 design points (d)  NOLH:  257 design points
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Figure 6. Scatterplot matrices for selected factorial and
NOLH designs.
Latin hypercube (LH) designs can be efficient designs for
quantitative factors. They have some of the space-filling prop-
erties of factorial designs with fine grids, but require orders of
magnitude less sampling. Once again, let k denote the num-
ber of factors, and let nd ≥ k denote the number of design
points. Every column of the LH design is a permutation of
the nd equally-spaced factor levels. Figure 7 shows a ran-
dom LH with k = 2 and m = 11, and provides a picture of
results that might arise by using this experimental design for
our capture-the-flag simulation. Compare this design to those
of Figure 4. Unlike the 22 factorial design, the LH design pro-
vides some information about what happens in the center of
the experimental region, but requires far less effort than the
112 factorial design. We have found Latin hypercubes to be
good general-purpose designs for exploring complex simula-






























Figure 7. Random Latin hypercube for capture-the-flag.
Random LH’s have been widely used for many years
(Sacks et al., 1986), but they may not work well unless nd >>
k. Fortunately, other LH designs are available. Cioppa and
Lucas (2007), and Joseph and Hung (2008) construct nearly
orthogonal Latin hypercube (NOLH) designs that have good
space-filling and orthogonality properties for small or moder-
ate k. Hernandez et al. (2012) use a mixed integer program-
ming approach to generate sets of LHs that are saturated or
nearly-saturated. These extend NOLH designs for simulation
studies with larger numbers of factors. For example, see Fig-
ure 6c and d: an NOLH design with 17 design points, and an
NOLH design with 257 design points. The two-dimensional
space-filling behavior of the NOLH compares favorably with
that of the 44 factorial for roughly 1/15 the computational
effort. Alternatively, those considering the 44 factorial (and
thus willing to run 256 design points) might prefer to use the
NOLH with 257 design points—and gain the ability to exam-
ine a much denser set of factor-level combinations, as well
as explore up to 25 additional factors using the same design!
The benefits of LH designs are greatest for large k. If a single
design point runs in one second, each replication of a NOLH
with 29 factors would take under five minutes, versus over 17
years for a 229 factorial.
Replicating the design allows us to determine whether or
not a constant error variance is a reasonable characterization
of the simulation’s performance, and is highly recommended.
When discrete-valued factors with limited numbers of lev-
els are present, then rounded NOLH designs may no longer
retain their near-orthogonal properties. The nearly orthogonal
and balanced (NOB) mixed designs of Vieira Jr. et al. (2011,
2013) are suitable in these situations. One general-purpose
design with nd = 512 allows for the simultaneous investiga-
tion of up to 300 factors: 20 each with discrete numbers of
levelsm (m= 2,3, . . . ,11) and 100 continuous-valued factors.
A spreadsheet that lets you easily customize this design for
your purposes will be demonstrated at the tutorial.
5.3. Robust Design Methods
Decision makers should distinguish decision factors, which
can be controlled in the real world, from noise factors, which
cannot be controlled during actual operations. For example,
in a simulation of search-and-rescue operations after a natu-
ral disaster, the decision factors might include the communi-
cation systems, available equipment, or the number of peo-
ple on the rescue team. Noise factors might include weather
conditions, the number and location of those in need of res-
cue, and the skill levels of the emergency medical technicians.
An alternative to an exploratory analysis that seeks to under-
stand how these noise factors affect the responses is a ro-
bust design approach, where the goal of the experiment(s) is
to identify design points that yield good performance across
the range of noise factor settings—in other words, to iden-
tify robust systems, rather than systems that are effective only
against specific threat and environmental conditions. The ro-
bust design philosophy was pioneered by Taguchi (1987) for
manufactured-product design, where it has been successfully
used to achieve high-quality products while keeping costs in
line. It also facilitates the evaluation of trade-offs between
quality and cost. An important consideration for the simula-
tion community is that the robust design philosophy explicitly
requires analysts to consider variances, as well as means, in
assessing system performance.
The classification of factors as either decision or noise fac-
tors may affect the choice of the design. Generally, we are
interested in fitting metamodels that explain the relationship
between the decision factors (and their interactions, etc.) and
the response. Interactions among noise factors may affect the
response variability but are not of direct interest, while (noise
factor)×(decision factor) interactions show up as unequal re-
sponse variances across decision-factor combinations.
Applying robust design principles to simulation experi-
ments is discussed in Sanchez (2000). A more detailed dis-
cussion and examples appear in Kleijnen et al. (2005), where
identifying robust systems and processes is considered one of
three primary goals of simulation experiments.
6. FINDING OUT MORE
Books that discuss experimental designs for simulation in-
clude Santner et al. (2003), Law (2014), and Kleijnen (2007).
Note that their goals for those performing simulation exper-
iments may differ from those in this paper. For experiments
where it is very time-consuming to run a single replication,
there are other single-stage designs (often used for physical
experiments) that require fewer runs than fractional factorial
designs. Some of these designs appear in the above refer-
ences; others can be found in experimental design texts such
as Box, Hunter and Hunter (2005) or Ryan (2007).
For more on the philosophy and tactics of designing large-
scale simulation experiments, examples of graphical meth-
ods that facilitate gaining insight into the simulation model’s
performance, and extensive literature surveys, we refer the
reader to Kleijnen et al. (2005), Sanchez and Wan (2012),
or Sanchez et al. (2012). These also describe some adap-
tive sequential design approaches—including group screen-
ing methods—that have been useful for studies involving
large numbers of potential factors.
Software, spreadsheets, and other resources for a broad
portfolio of designs, including the designs and applications
discussed in this tutorial, are available at the SEED Center’s
website, <http://harvest.nps.edu>.
7. CONCLUSIONS
The process of building, verifying, and validating a simu-
lation model can be arduous—but once complete, it is time to
have the model work for you. One extremely effective way of
accomplishing this is to use well-designed experiments, ana-
lytic and graphical methods such as response-surface method-
ology and data-mining techniques, to help explore your sim-
ulation model. This tutorial has touched on a few designs that
we have found particularly useful, but other design and anal-
ysis techniques exist. Our intent was to open your eyes to the
benefits of DOE, and convince you to make your next simu-
lation study a simulation experiment. As we have shown, if
you are interested in exploring the behavior of a simulation
model with more than a handful of input factors, efficient ex-
perimental designs are readily available—and will allow you
to gain much broader and richer insights from your model!
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