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Abstract The Mental Attributes Proﬁling System was
developed in 2002 (Laouris and Makris, Proceedings of
multilingual & cross-cultural perspectives on Dyslexia,
Omni Shoreham Hotel, Washington, D.C, 2002), to provide
a multimodal evaluation of the learning potential and abili-
ties of young children’s brains. The method is based on the
assessment of non-verbal abilities using video-like inter-
faces and was compared to more established methodologies
in(Papadopoulos,Laouris,Makris,ProceedingsofIDA54th
annual conference, San Diego, 2003), such as the Wechsler
Intelligence Scale for Children (Watkins et al., Psychol Sch
34(4):309–319, 1997). To do so, various tests have been
applied to a population of 134 children aged 7–12 years old.
Thispaperaddressestheissueofidentifyingaminimalsetof
variables that are able to accurately predict the learning
abilities of a given child. The use of Machine Learning
technologies to do this provides the advantage of making no
prior assumptions about the nature of the data and elimi-
nating natural bias associated with data processing carried
outbyhumans.Kohonen’sSelfOrganisingMaps(Kohonen,
Biol Cybern 43:59–69, 1982) algorithm is able to split a
population into groups based on large and complex sets of
observations. Once the population is split, the individual
groups can then be probed for their deﬁning characteristics
providing insight into the rationale of the split. The charac-
teristics identiﬁed form the basis of classiﬁcation systems
that are able to accurately predict which group an individual
willbelongto,usingonlyasmallsubsetofthetestsavailable.
Thespeciﬁcsofthismethodologyaredetailedherein,andthe
resulting classiﬁcation systems provide an effective tool to
prognose the learning abilities of new subjects.
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Introduction
Learning is a complex process and although it is hard to
quantify, research on difﬁculties in learning has led to an
understanding on what kind of processes may be related
with it. Learning difﬁculties are deﬁned as referring to a
number of disorders, which may affect the acquisition,
organisation, retention, understanding or use of verbal or
other information [5]. Such disorders may be diagnosed
through an assessment of difﬁculties in reading, perfor-
mance on verbal IQ and non-verbal IQ measures, as well as
difﬁculties in oral and written speech.
However due to the large number of factors involved in
identifying learning difﬁculties, the integration of the
information provided by the various tests and measures in
order to provide a reliable diagnosis is a non-trivial pro-
cess. To that end, the work presented herein is carried out
with the goal of automating this process through the use of
established Machine Learning technologies. The solid
mathematical background of these techniques, as well as
their successful application in various ﬁelds provides
conﬁdence in their ability to discriminate between different
types of subjects based on large and complex sets of
observations. Moreover, their application can also provide
valuable insight on which tests can be considered the most
reliable in identifying learning difﬁculties.
Machine Learning techniques have also been previously
applied in the area of analysing people’s learning
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DOI 10.1007/s12559-010-9052-5performance. The algorithms used range from simple
decision tree–based methods [6] to custom built algorithms
designed for purpose [7]. The focus of these previous
efforts seems to lie in one of two broad categories: the
prediction of the learners performance [6, 7, 8, 9] and the
identiﬁcation of the most successful teaching strategies
[10, 11, 12]. Typically, the data driving these systems is
generated by the assessment methods of the institutions the
learners belong to happen to be using. Instead, the work
presented in this paper relies on data generated using well-
established tests used to assess learning abilities in chil-
dren. Another element of novelty of this work is that it
simultaneously addresses the goals of both categories of
identiﬁed previous research. That is the case since we have
developed accurate prognosis tools for identifying learning
difﬁculties by assessing the efﬁciency of indicators pro-
vided by the various tests, and combining the best ones in a
Machine Learning framework.
An existing dataset [1, 2] of the scores achieved by 134
children in a variety of established tests designed to mea-
sure their learning abilities was used in order to develop the
tools presented in this paper. Namely the tests used are
the Mental Attributes Proﬁling System (MAPS) [15], the
Wechsler Intelligence Scale for Children (WISC) [3],
the rapid naming test developed by Wimmer et. al. [13],
and Woodcock’s Reading Mastery Test [14].
The work reported on in this paper rests on the
assumptions that the 134 children who volunteered to
participate in the tests are a representative sample of the
population and that the four aforementioned tests sufﬁ-
ciently capture the learning abilities of the participating
children. The underlying hypothesis of this work is that a
group of weak learners can be identiﬁed based on the data
and that membership to this group can be assessed using a
much smaller set of tests. In showing that the hypothesis
holds a set of automated tools which are able to identify
children with learning difﬁculties based on a minimal set of
tests is obtained. Moreover, their early identiﬁcation facili-
tated by these tools is seen as an opportunity to further sup-
port the children in overcoming their learning difﬁculties.
The paper is organised as follows. First, the following
section provides an overview of the various tests admin-
istered to the 134 children. Section 3 then gives a concise
description of the Machine Learning technologies used in
producing the experimental results presented in Sect. 4.
Final remarks are provided along with the conclusions
drawn in Sect. 5.
Dataset Description
The dataset consists of 134 children who took part in a
study consisting of various tests designed to assess their
learning abilities [15]. The participants came from three
age groups: 44 were 7–8 years old, 44 participants were
9–10 years old, and 46 were 11–12 years old. Participants
came from 16 regular elementary schools, equally sampled
from urban, suburban, and rural public schools in Cyprus.
The various tests administered in the context of that study
along with the measurements recorded are provided in this
section.
Mental Attributes Proﬁling System (MAPS)
The MAPS cognitive test is a battery of validated com-
puter-based video-game type tests that assess the learning
abilities of pre-elementary and elementary age school
children.
Categorisation: The test presents an object on the lower
part of the screen and invites the subjects to drag it in
one of three squares that represent different ‘‘worlds’’ for
which there is a match. The following ‘‘categories’’ were
tested:
1. Objects of different colour to be placed in one of
three squares of the same colour.
2. Geometrical shapes to be placed in squares contain-
ing other shapes of the same type.
3. A plant to be classed as vegetable, tree, or ﬂower.
4. An animal to be placed in its suitable environment:
sea, sky, or open ﬁelds.
5. Objects usually found in the home to be placed in
the appropriate room (ofﬁce, kitchen, or bathroom).
The software records whether the categorisation was
correct, along with the time taken by the child to
respond.
Lateral awareness: This test provides two types of
measures. One, it evaluates the children’s ability to make
left–right discriminations on their own bodies. During
the ﬁrst part, the test shows a child ‘sat’ in the same
orientation as the subject (i.e., the subject sees the back
of the child on the screen) in front of two objects, one on
the upper left, and the other on the upper right of the
visual ﬁeld. The subject is instructed to ‘grab’ an object
by clicking on the left or right shoulder of the child
displayed on the screen. The time taken to select an arm
and whether or not the arm selected was the correct one
are measured. The same procedure is repeated during the
second part of the test, in which the orientation of
the child on the screen is reversed, i.e., the child on the
screen is facing the subject. The second type of measures
are derived from Piaget’s [16] tests to evaluate aware-
ness of right–left relations outside the body.
Navigation: The navigation test consists of an 8x8
matrix of small pieces of cheese and a mouse.
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one of eight possible directions to ‘eat’ the correspond-
ing piece of cheese. The software measures the number
of correct responses and the number of trials carried out.
Sequencing: In this test, different objects or animals
appear split in two, three, four, or ﬁve pieces, and the
subject is requested to ‘drag’ the pieces and place them
in the right order to complete the picture. The second
part of the test presents pictures, which represent
different stages of a temporal process. The subject is
expected to put them in the correct chronological order.
The test measured the time taken to complete each
section of the test, which was comprised of six different
types of exercises along with whether the subject
assembled the image correctly or not.
Visual memory: A grid of cards is presented on the
screen face down, and the subject is able to turn over
pairs of cards. If the two cards feature the same picture,
they would remain face up. Otherwise, they are turned
back as they were, and the game continues until all cards
are uncovered. The time taken to complete the test, and
the number of cards turned over are recorded.
Visual discrimination: A group of three pictures with
minor differences are presented to the subject, along
with an additional picture which is identical to one of the
pictures in the group. The subject is asked to select the
matching picture from the group. The exercise is
repeated four times, and the test records whether the
correct picture has been selected along with the time
taken to do so.
Auditory memory: The test was modelled using the
digital phone metaphor. The subject is invited to dial a
number. Two sets of two-digit numbers are followed
by a three, four, ﬁve, and six digit number. It
concludes by presenting a set of two seven-digit
numbers. The test is terminated if the subject makes 3
consecutive errors. The number of correctly dialled
sequences, as well as the number of correct digits for
each number, is recorded.
Auditory discrimination: The main screen of the test
features two human-like ﬁgures, who speak a word, one
after the other. The subject is asked to decide whether
the two words are the same or different by clicking on a
4 or a 8 symbol. Each word includes consonants which
sound similar and are therefore confused by weak
readers, especially by dyslexics in the Greek language.
The following consonant combinations were tested:
u - b, d - 0, f - r, v - c, s - ms, j - cc/cj, p - l
p, sr - rs, c - cc/cj and n - jr. The test also eval-
uates the ability of the child to differentiate between the
same letter combinations when they used in random
strings of letters. The test keeps record of the time taken
to respond and the correctness of each response.
For more details regarding the structure of the video-
game interfaces used in the MAPS cognitive tests and the
parameters measured, refer to [1, 15]. Moreover, the MAPS
measurements are found to be accurate predictors of
reading ability [17].
Wechsler Intelligence Scale for Children (WISC)
The Wechsler Intelligence Scale for Children (WISC) [18]
is a measure for testing intelligence in children aged
6–16 years old. It is composed of ten core sub-tests and
ﬁve supplemental ones through which verbal abilities and
performance are assessed. The supplemental sub-tests are
used to accommodate children in certain rare cases, or to
make up for spoiled results which may occur from inter-
ruptions or other circumstances. None of the supplemental
sub-tests have been administered to the subjects of this
study, as that would give rise to different types of the data
for children who completed some of the supplemental tests.
The ten core sub-tests are split into four categories:
Verbal Comprehension (VCI), Perceptual Reasoning (PRI),
Processing Speed (PSI), and Working Memory (WMI).
For the purposes of this study, only two VCI sub-tests
were used from the WISC to assess verbal IQ in the par-
ticipating children:
Vocabulary: The children are asked to describe the
meaning of words presented to them.
Similarities: The children are asked to identify the
relationship between two concepts.
In each case, the number of correct responses were
recorded. The third and ﬁnal VCI sub-test, Comprehen-
sion, has not been administered, as previous studies [19]
have shown a large variance in the scores assigned by
different judges to the same responses.
Moreover, the PRI, PSI, and WMI sub-tests have also not
been administrated as they are very similar to certain MAPS
tests, and the researchers [1] felt that their inclusion would
increase the risk of children losing interest in completing
highly similar tests causing them to underperform.
Rapid Naming
The test is modelled after Wimmer et al. [13], consists of
presenting the children with objects,which they are asked to
name. The test isa two-stage process, with an increasein the
degree of difﬁculty at the second stage. Two different
adaptations of the test have been completed by the children:
Rapid naming of pictures: The subject is asked to name
the objects depicted in a random sequence of 20 images,
consisting of 5 different images that are each repeated
four times. The images were presented on a single page,
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differently. The names of the objects presented in the
ﬁrst stage were words which start with the same single
consonant cluster (e.g. jap  0 ko;jaq  0 jka;j qa 0 ri;
jaqo 0 so;jk idi 0). The second stage consisted of objects
whose names started with different consonant clusters
(e.g. uqa 0 otka;pktmsg 0 qio;rjt 0 ko1;rsatqo 0 1;lpama 0
ma).
Rapid naming of letters: In each stage, the children
were asked to name as fast as possible a random
sequence of 20 letters appearing on a single page (5
different letters, each repeated four times). Only vowels
were included in the ﬁrst stage (a, g, e, o, t), while the
second stage consisted of consonants which share similar
characteristics and are usually confused by poor readers
in Greek (p, s, r, d, 0). The child had to say the name of
the letter and not the sound that it makes, for an answer
to be recorded as correct.
For each task, the time taken by the child to respond as
well as the number of correct responses have been recorded.
Woodcock’s Reading Mastery Test
The subjects’ reading ability was assessed through two
different tasks involving the reading of real words and
pseudo-words. Both reading measures are Greek adapta-
tions of Woodcocks Reading Mastery Test Revised [14]
and have been used in previous studies [20, 21]. In both
tests, the participants’ score was the number of words read
correctly within a minute.
Word identiﬁcation: The test consists of 85 words
forming a 2 9 2 9 2 factorial design in terms of
frequency (high/low), orthographic regularity (regular/
exception), and length (bi-syllable/tri-syllable). Due to
the absence of standard frequency counts in Greek, half
of the words were sampled from the ﬁrst and second
grade language books, and the other half from third and
fourth grade language books.
Word attack: The subjects were asked to read 45
pronounceable pseudo-words that were derived from real
words after changing two or three letters (either by
substituting them or using them backwards). The degree
of difﬁculty was incrementally raised, as the test started
with words consisting of two syllables, while the ﬁnal
words consisted of ﬁve.
Methodology
A description of the Machine Learning algorithms used to
produce the results given in Sect. 4 is provided in this
section. The descriptions are motivated by the aim to
provide an intuition of the inner working of each algorithm,
rather than to provide an exhaustive explanation of the
speciﬁc details associated with each one. Thus, the algo-
rithms are described in an as concise and clear a manner as
possible, while the interested reader is directed to the
referenced bibliography.
Principal Component Analysis (PCA)
PCA [22] is an extremely powerful method employed in
analysing multivariate datasets. In mathematics, it is
deﬁned as an orthogonal linear transformation that projects
the observations on a new coordinate system such that the
greatest variance by any projection of the data comes to lie
on the ﬁrst coordinate (called the ﬁrst principal compo-
nent), the second greatest variance on the second coordi-
nate, and so on.
A useful analogy is the following: Imagine viewing a set
of 2-D shapes from an angle perpendicular to the edge of
the 2D surface. In this setting, it would be extremely dif-
ﬁcult to differentiate between the various shapes, as they
will appear as straight line segments. What PCA accom-
plishes is the identiﬁcation of a new coordinate system
whereby the viewing angle is shifted to be perpendicular to
the face of the 2D surface allowing the full structure of the
shapes to become visible.
With relation to real world datasets, PCA considers each
repetition of an experiment as a point in a multi-dimen-
sional space, with the number of dimensions equal to the
number of observations recorded each time the experiment
is carried out. In the context of this work, the experiment
consists of administrating the tests described in the previ-
ous section. The experiment is repeated with each partici-
pating child, to obtain a point whose coordinates in the
multi-dimensional space are given by the scores they
receive in each test. The method proceeds by identifying a
new set of variables equal in size to the set of original
variables. Each principal component (or constructed vari-
able) consists of a linear combination of all the original
variables in such a way as to project the greatest differ-
ences between data points (in this case children) onto the
ﬁrst principal component, while the last few contain
information that is highly similar across all data points.
Moreover, PCA is theoretically proven to be the optimum
linear transform for set of data, in terms of least square
errors. As such the beneﬁts that arise from the application
of this method are 2-fold:
1. The data are projected onto a new set of coordinates
that is optimal in discriminating between the data
points.
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ignored, since they contain information that is shared
across the various data points. This results in a dataset
that is smaller and easier to process.
In the interest of completion, we provide a short, formal
description of the method. Given an m 9 n data matrix M,
we can obtain a linear decomposition of the form:
M ¼ URVT
The superscript
T denotes the conjugate transpose of a
matrix. Now, U is an m 9 m matrix whose columns are the
eigenvectors of MM
T, and V an n 9 n matrix whose
columns are the eigenvectors of M
TM. Finally, R is an
m 9 n matrix of singular values (the square roots of the
eigenvalues of MM
T), giving this type of decomposition the
name Singular Value Decomposition. The projection Y of
the original data matrix M obtained through PCA is then
given by:
YT ¼ MTU
¼ VR
Self Organising Maps (SOM)
Tuevo Kohonen’s Self Organising Maps [4] algorithm is a
particular type of artiﬁcial neural network, partly inspired
by the way different types of sensory information are
handled in separate parts of the cerebral cortex in the
human brain. The version of the algorithm implemented in
the context of this work uses a rectangular lattice of
hexagonal neurons like the one shown in Fig. 1.T h i s
referred to as the map. The objective of the algorithm is to
train different regions of the map to respond to different
types of stimuli.
To do so, each neuron is associated with a weight vector
of size equal to the number of variables recorded during an
experiment. These weight vectors are initialised using
small values randomly selected from a Gaussian distribu-
tion with 0 mean and 1 standard deviation. Each available
data point is then presented to the map, which evolves in
response in the following way. When a given data point
(arising from experimental observations) is presented to the
map, the neuron whose weight vector is the closest (in the
multi-dimensional space) is ﬁrst identiﬁed. This neuron is
called the Best Matching Unit (BMU) with respect to that
particular data point and subsequently, adapts its weight
vector so that it moves even closer to the data point.
Moreover, the adaptation is then propagated to other neu-
rons on the map. The degree to which each neuron adapts
depends on its distance from the BMU on the lattice which
forms the map. This process of adaptation is called the
training phase for a SOM and is described by the following
equation for a particular neuron v:
Wvðt þ 1Þ¼WvðtÞþhðv;tÞaðtÞðDðtÞ WvðtÞÞ
In our case, each data point is presented in random order
to a 5 9 5 map. The number of training cycles is set
empirically by running the algorithm a large number of
times and identifying when the BMU for each case ceases
to change in subsequent training cycles. With respect to the
dataset used in this study, it was found that the BMUs
corresponding to each datapoint remain the same after
2000 training cycles. As such, the variable t keeps track of
time, increasing by one each time a data point is presented
to the map. Wv(t) is then the weight vector of neuron v at
time t, while D(t) encodes for the datum presented to the
map at time t. Thus, (D(t) - Wv(t)) gives the distance
(in multi-dimensional space) between the datum D(t) and
(the weight vector of) neuron v. Therefore, if this quantity
is added in full to the weight vector of neuron v, Wv, it will
cause its displacement to coincide with D(t). However, this
displacement is dampened through the following two
functions:
The neighbourhood function, h(v,t): This function
describes the intuition that the amount to which a
neuron adapts in response to a given data point should
depend on its distance from the BMU on the map.
Neurons that are close to the BMU should adapt more,
while others that reside in more distant areas of the map
less. In our work, the neighbourhood function is a
Gaussian distribution centred at the BMU. Initially, the
standard deviation of this distribution is equal to the size
of the map, so that all neurons will be affected by each
datapoint. As t grows large, the standard deviation is
reduced until it reaches 0 at the ﬁnal cycle, where only
the BMU adapts in response to an input.
1 2 3 4 5
1
2
3
4
5
Fig. 1 A Self Organising Map is represented as a rectangular lattice
of hexagonal neurons. Each hexagon represents a neuron, and shared
edges represent connections between neurons
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to a stable state after the training phase, the neurons will
have to adapt less in the latter cycles than at the
beginning. There is a wide range of functions available
to encapsulate this, and in the context of this work, we
selected a linear function of the form:
aðtÞ¼að0Þ
T   t þ 1
T
where T is the total number of cycles, and a(0) is the initial
learning rate.
As described above, both functions describe quantities
that reduce as the training of the map proceeds. At the
beginning, when the neighbourhood is broad and
the learning factor large, the self-organising takes place on
the global scale. When the neighbourhood has shrunk to
just a couple of neurons and the learning factor becomes
small, the neuron weights are converging to local
estimates.
The outcome of this process is a map segmented into
different areas, each trained to respond to data of a dif-
ferent type. Borders between the various areas are repre-
sented by neighbouring neurons with signiﬁcantly different
weight vectors. By presenting the data to the map one last
time, and without altering the structure of the map, we can
record which area of the map responds to each data point
and in this way split the dataset into groups. This is called
the mapping phase of the SOM.
This process of identifying groups is beneﬁcial in that it
eliminates any a priori assumptions on the nature of the
groups, and the characteristics that deﬁne them. As such
the groups are entirely emergent from the collected data,
and independent of any classiﬁcation bias typically asso-
ciated with data processing carried out by humans. Once
the process has been completed, one can then probe the
different groups to discover the speciﬁc ways in which they
signiﬁcantly differ.
Bayesian Classiﬁcation
The aim of the work presented in this paper is to develop
effective prognosis tools to use in the early identiﬁcation of
learning difﬁculties in children. Thus, the task is ultimately
one of classiﬁcation, with the aim of using the least number
of parameters possible. Bayesian classiﬁcation provides a
powerful tool to do this [23], and this section will provide a
brief overview of the method’s inner workings.
In formal terms, the probability model for a classiﬁer is
a conditional model of the form:
PðCjV1;...;VnÞ
where the dependent variable C encodes the class of a
particular object, and the feature variables V1…Vn are
recorded through experimental observation. Bayes’
theorem states that:
PðCjV1;...;VnÞ¼
PðCÞPðV1;...;VnjCÞ
PðV1;...;VnÞ
The various terms of the equation above are deﬁned as
follows:
posterior ¼
prior   likelihood
evidence
– The posterior probability, P(C|V1,…, Vn), is the prob-
ability that the objects belong to class C, given that the
variables V1…Vn have been observed.
– The likelihood, P(V1,…, Vn|C), gives the probability of
an object which is known to belong to class C to exhibit
the observed features V1,…, Vn.
– The evidence, P(V1,…, Vn), is the probability of
observing an object that exhibits the observed features
V1,…, Vn, regardless of the class it belongs to.
For practical purposes, the denominator of the fraction
(the probability of the evidence) can be safely ignored.
This is so as it remains constant for each individual object,
and the classiﬁcation occurs by identifying the class with
the largest probability to have generated the object.
Now, the numerator of the fraction is equal to the joint
probability model P(C, V1,…, Vn). By repeatedly applying
the deﬁnition of conditional probability, we obtain:
PðC;V1;...;VnÞ¼PðCÞPðV1;...;VnjCÞ
¼ PðCÞPðV1jCÞPðV2;...;VnjC;V1Þ
¼ PðCÞPðV1jCÞPðV2jC;V1Þ
PðV3;...;VnjC;V1;V2Þ
. .
.
¼ PðCÞPðV1jCÞPðV2jC;V1Þ
PðV3jC;V1;V2Þ   PðVnjC;V1;...;Vn 1Þ
Typically, Bayesian classiﬁers are designed under a strong
independence assumption stating that each observed
variable is independent of any other. Although this
assumption is incorrect in most cases (the value of one
variable depends on the values taken by others), it
simpliﬁes the model greatly:
PðC;V1;...;VnÞ¼PðCÞ
Y n
i¼1
PðVijCÞ
Bayesian classiﬁers that use this assumption are
commonly called ‘naive’ Bayes classiﬁers, as the
assumption is most likely incorrect. However in our
dataset, 226 variables are used to describe the
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computational terms, and the assumption needs not be
made.
Summary
To summarise, the Machine Learning framework used in
this study comprises of three key steps:
1. Utilising PCA to reduce the number of variables
contained in the original dataset to a smaller set of
combined variables in the projected dataset while
retaining most of the information contained within it.
The projected dataset makes the application of the
SOM unsupervised clustering algorithm both easier
and more effective. It becomes easier as the smaller
number of variables reduces the computational
requirements of the algorithm, and more effective as
the ﬁrst principal components (which form the new set
of variables) encode the largest differences between
subjects.
2. Applying the SOM algorithm to identify clusters in the
population of subjects. The identiﬁed clusters however
do little in determining which of the original variables
to assign a subject into a cluster, since they are
computed based on the ﬁrst principal components.
3. Using the clusters identiﬁed by the SOM as class labels
for the development and evaluation of Bayesian
classiﬁers using the original dataset, and thus enabling
the identiﬁcation of the tests (giving rise to the original
variables) that can be assessed in order to assign
subjects to clusters.
Experimental Results
This section provides a detailed description of the results
obtained by applying the techniques presented in the pre-
vious section to our dataset of 134 children. A total of 226
variables have been recorded for each experimental sub-
ject. Principal Component Analysis has been applied to the
dataset, to obtain an optimal projection of the data in terms
of discriminatory clarity. The 226 variables have thus been
replaced by the ﬁrst 66 principal components, to obtain a
model that accounts for 91% of the variance in the original
dataset. That is to say that using PCA, we have been able to
reduce the number of variables to less than a third of those
recorder while retaining 91% of the information contained
in the original dataset. Noting that some of the variance in
the original dataset must be attributed to noise (measure-
ment errors, unrecorded changes in experimental condi-
tions, etc.), we consider the projected dataset based on the
ﬁrst 66 principal components as a very accurate model for
the original dataset.
The projected data has subsequently been used as the
input to the Self Organising Map algorithm for 2000
training cycles. Figure 2 gives a visual representation of
the SOM’s structure after the training phase has been
completed. The ﬁgure shows that the self organisation has
resulted in a ‘‘U’’ shaped border represented by the dark
red and black connections between neurons on the map. As
such, the experimental subjects are split in two broad cat-
egories by the map: one inside the ‘‘U’’, and one to its right
side. Moreover, we can observe a weaker border inside the
category represented by neurons on the right side of the
map at coordinates {5 , 2}—this is the rightmost connec-
tion between the neurons on the second row from the
bottom. As such this category can be split into two more
speciﬁc ones.
The observations made above are conﬁrmed by the
results of the mapping phase of the SOM shown in Fig. 3.
During this phase, the available data is presented one last
time to the map, recording the neuron which responds to
each subject instead of making changes to the structure of
the map. It can be seen from the ﬁgure that three neurons
respond to the vast majority of experimental subjects.
Moreover, the borders identiﬁed above are placed in such a
way as to separate the three neurons, indicating signiﬁcant
differences between the children each neuron responds to.
The bottom right neuron (at coordinates {5 , 1}) on the map
responds to 49 children and is separated by the weak border
at {5 , 2} (identiﬁed above, see Fig. 2) by the neuron at
1 2 3 4 5
1
2
3
4
5
SOM Neighbor Weight Distances
Fig. 2 Graphical representation of the SOM after 2000 cycles of
training. Neurons are represented by the small blue hexagons. The
distances between the weight vectors associated with each neuron are
colour coded such that light colours represent smaller distances, while
dark regions encode for larger ones. As such, sequences of dark
coloured connections between neurons are interpreted as borders on
the map
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123{5 , 3} which responds to a further 30 cases. Throughout
the remainder of this paper we will refer to the subjects
each of these neurons responds to as Cluster 1 and Cluster
2, respectively. Cluster 3 will refer to the category which
resides inside the ‘‘U’’ shaped border, i.e. the 33 cases to
which the neuron at {2.5 , 4} responds to.
Once the children contained within each cluster have
been identiﬁed, conventional statistical analysis tools can
be used to identify signiﬁcant differences between them,
with respect to the original set of variables. The two-
sample t-test is an appropriate statistic to evaluate whether
two samples originate from the same population. There-
fore, two one-sided two-sample t-tests (one left and one
right) at the 99% level were carried out for each variable
and each cluster, to assess whether the members of a
cluster are signiﬁcantly different from the rest of the pop-
ulation with respect to each variable. The two samples
were assumed to have unequal variance, and the results of
this analysis are summarised in Table 1.
A visual inspection of the table quickly reveals that
Cluster 2 performs signiﬁcantly better than the rest of the
1 2 3 4 5
1
2
3
4
5
1 1 1 1 49
1 1 1 1 1
1 1 1 1 30
1 33 1 1 1
1 1 1 1 1
Hits
Fig. 3 Results from the mapping phase of the SOM. The number of
experimental subjects each neuron responds to are displayed within
the hexagon representing the neuron
Table 1 Summary of results
obtained using two-sample one-
sided t-tests with unequal
variance at the 99%level for
each variable
Variables are grouped together
using the tests from which they
were recorded. A ‘?’ sign
indicates a signiﬁcantly better
performance of the members of
a cluster with respect to the rest
of the population on a given
test, while the ‘-’ indicates
signiﬁcantly worse performance
Cluster
1
Cluster
2
Cluster
3
Mental Attributes Proﬁling
System (MAPS)
Age ??-
Grade ?-
Categorisation (time) ?
Categorisation (correct answers) ?
Lateral awareness (same orientation—
time)
??-
Lateral awareness (same orientation—
correct answers)
??-
Lateral awareness (different orientation—
time)
??-
Lateral awareness (different orientation—
correct answers)
-
Navigation (correct answers) ?-
Sequencing (time) ??-
Sequencing (moves made) ?-
Visual memory (time) ?-
Visual discrimination (time) ??-
Visual discrimination (correct answers) ??-
Auditory memory (correct answers) ?-
Auditory memory (3 digits) ??-
Auditory memory (4–6 digits) ?-
Auditory discrimination (time) ??-
Auditory discrimination (correct answers) ??
WISC-III Vocabulary ?-
Similarities ?-
Rapid naming (time) Rapid naming ?-
Rapid naming (correct answers) ??-
Woodcock Word identiﬁcation and word attack ?-
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123sample in all but one test, while at the same time Cluster 3
is the weakest, performing signiﬁcantly worse than the
other experimental subjects in all but three tests. Cluster 1
resides in between the two clusters, as its results in 12 of
the 22 tests do not signiﬁcantly differ from the rest of the
population. Members of this cluster do however perform
signiﬁcantly better than the remaining experimental sub-
jects with respect to the other 10 tests.
Moreover, it is important to note that members of both
Cluster 1 and Cluster 2 are both signiﬁcantly older than the
rest of the population which appears in the dataset. In
addition, members of Cluster 2—the strongest cluster—are
also in a signiﬁcantly higher grade. The question of whe-
ther these two variables, Age and Grade, are the reason for
the observed differences in performance is addressed
below.
In order to assess the discriminatory power of each
variable, 226 Bayesian classiﬁers have been developed,
each based on a single variable. The 22 experimental
subjects that have not been assigned to one of the clusters,
shown in Fig. 3 and which form the borders of Fig. 2, are
not considered in the process of developing classiﬁers. The
remaining 112 children were randomly divided into eight
groups. Seven groups are of size 15, while the last one
contains only 7 children. Each classiﬁer then uses the
subjects contained in seven of the groups to calculate the
required probabilities discussed in Sect. 3.3. Its accuracy is
then measured by using it to classify the members of the
remaining group. The process is repeated eight times, using
a different group to measure classiﬁcation accuracy.
Table 2 provides the 12 variables with the highest average
accuracy over the eight trials.
With respect to the concerns voiced above, regarding the
fact that members of the stronger clusters also appear to be
older and, in the case of Cluster 2, in a higher grade at
school, we ﬁnd that Age and Grade receive only a joint 6th
place in the ranking provided by Table 2. The total number
of correct responses to the Acoustic Memory test gives rise
to the best single variable classiﬁer, with 72.32% accuracy.
In addition, six of the top ten variables (with the exception
of Age and Grade) are ones recorded through the MAPS
test. The remaining four variables were recorded using the
Rapid Naming and Woodcock’s Reading Mastery tests.
Furthermore, classiﬁers based on speciﬁc combinations
of variables have also been developed. The most accurate
classiﬁer built using only MAPS variables reaches a pre-
dictive accuracy of 92.86% using a total of 17 variables:
the individual times taken to complete each Auditory
Discrimination test, the total number of correct responses
to the Auditory Memory test, and the individual times
taken to complete each Sequencing test.
In contrast, the most accurate classiﬁer that can be built
using up to ﬁve variables predicts the correct cluster for
94.64% of the cases. The variables used to develop this
classiﬁer were as follows: the total number of correct
responses to the Auditory Memory test, the total number of
correct responses to the Navigation test, the Word Identi-
ﬁcation score, the Word Attack score, and the Rapid
Naming of Pictures score.
Discussion and Conclusions
The experimental results obtained in the previous section
provide evidence that the four testing systems—MAPS,
WISC-III, Rapid Naming, and Woodcock’s Reading
Mastery Test—identify the same intrinsic quality. This is
so since through the projection of the entire data on an
optimally informative coordinate system (via PCA), and
the use of the SOM algorithm to split the participating
children into emergent groups effectively separates chil-
dren that achieve signiﬁcantly better scores in all four tests
Table 2 The 12 variables with
the largest discriminatory power
with respect to the three clusters
identiﬁed by the Self Organising
Map algorithm
Variable name Classiﬁcation
accuracy
1 Acoustic memory total correct 72.32%
2 Navigation total correct 71.43%
3 Word identiﬁcation 66.96%
4 Rapid naming average time (pictures) 65.18%
5 Word attack 65.18%
6 Grade 64.29%
7 Age 64.29%
8 Sequencing average time 64.29%
9 Auditory memory (5 digits) 64.29%
10 Rapid naming average time (letters) 63.39%
11 Auditory discrimination average time 63.39%
12 Lateral awareness (same orientation) average time 59.82%
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123from those that perform signiﬁcantly worse. Moreover, the
algorithm identiﬁes a third group whose scores in 10 of the
22 individual tests are signiﬁcantly higher than the rest of
the children participating in the experiment, while no sig-
niﬁcant difference has been found in their results for the
remaining 12. The presence of this intermediate group is
important, as it allows the identiﬁcation of potential
learning difﬁculties to be made at ﬁner levels of detail.
In addition, the results suggest that 94.64% classiﬁcation
accuracy can be achieved through the combination of only
four tests:
• Auditory memory (MAPS [1])
• Navigation (MAPS, [1])
• Word Identiﬁcation and Word Attack (Woodcock
reading mastery tests [14])
• Rapid naming of pictures (Wimmer et.al. [13])
To this end, we propose that only these four tests can be
used in cases where the potential of a child suffering from
learning difﬁculties needs to be preliminary assessed using
a quick and concise series of tests. Such cases may include
situations where large numbers of children will undergo a
preliminary assessment to facilitate the early identiﬁcation
of problematic learners.
In an ideal setting, the learning abilities of a child would
develop by improving at a steady pace the older he/she
gets. Indeed, it was found that the members of the strongest
group (Cluster 2) were signiﬁcantly older and in a higher
grade at school. However, the fact that Age and Grade were
not found to be the most powerful discriminators shows
that there are weak learners (below–average) in the group
studied herein: older children who perform badly in the
tests administered to them, and who are consequently
grouped together by the SOM together with younger, and
thus naturally expected to perform worse, ones. Con-
versely, as Age and Grade are not found to be perfect
discriminators, younger children who achieve high scores
are placed by the algorithm in the same cluster as older
children who can even be in a higher grade. These children
can be characterised as having above–average learning
abilities. Moreover, the results are compatible with the
ﬁndings of [15], where the authors were not always able to
demonstrate a developmental effect of the MAPS tests.
The objective of this work has been to develop effective
tools to facilitate the early identiﬁcation of learning difﬁ-
culties. To that end, we have been able to develop classi-
ﬁers that can categorise children in the three groups
identiﬁed, based on small subsets of the variables recorded
in administrating the various tests while at the same time
reaching levels of accuracy higher than 90%. These can in
turn be used to effectively assess a child’s learning abilities
in the following way. First, the group a child is expected to
belong to is identiﬁed using his/her age and current grade at
school. Subsequently, the variables required by the more
accurate classiﬁers are measured (by administrating a
subset of the tests), and the group the child should belong
to is reassessed. If the two processes identify the same
group, the child can be expected to possess average
learning abilities. However, if the classiﬁcation process
identiﬁes a different group than the one expected based on
the child’s age and grade, one of the following prognoses
can be made:
Below-average performance: When a child is signiﬁ-
cantly older and attends a higher grade at school, but at
the same time is placed by the classiﬁer at the weakest
cluster, this is a clear indication that the child may suffer
from learning difﬁculties.
Above-average performance: This is the opposite
situation to the one described above. A younger child
who attends a lower grade at school has performed so
well in the various tests that it has been assigned to the
strongest cluster by the classiﬁer. Such children can be
considered to possess particularly strong learning
abilities.
Mildly below-average performance: This prognosis is
appropriate when a child who is signiﬁcantly older and
in a higher grade at school is classiﬁed in Cluster 1. The
prognosis identiﬁes a small degree of underperformance,
which can perhaps be attributed to less severe factors
than professing that a child suffers from learning
difﬁculties. A similar prognosis can be attributed to
children who may be signiﬁcantly older but do not attend
a higher grade than those contained in the weakest
cluster. When such children (who would be expected to
belong to Cluster 1) are classiﬁed in the weakest cluster,
their performance can also be characterised as mildly
below–average.
Mildly above-average performance: When children
that are signiﬁcantly younger and in a lower grade
perform well enough in the various tests administered to
be classiﬁed in Cluster 1, instead of the weakest cluster
as would be expected, a tendency to perform better in
terms of cognitive abilities can be identiﬁed. This
however is a weak observation, as the preceding one.
Based on the observations made above, this paper con-
cludes that effective prognoses can indeed be made with
respect to learning difﬁculties, using a small number of
tests while at the same time being reasonably reliable
through achieving over 90% predictive accuracy with
respect to the sample studied here. However, it must be
noted that diagnoses for learning difﬁculties in children
should be made with great care, as they cannot always be
assumed to be beneﬁcial for the children. With respect to
this, we must state that the technology developed and
described in this article is not intended to be used as the
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123single means of diagnosis. Rather it is intended as tool to
improve the ability of caregivers to diagnose learning dif-
ﬁculties early, and not to replace but to complement
existing tools and methods. Moreover, the reader is
reminded that classiﬁcation using Bayesian methods occurs
by identifying the class which has the greater possibility of
having generated a particular observation. As such, those
cases where a class is assigned with only marginal differ-
ences in the posterior probabilities computed for each class
should be treated with more care and in-depth assessment
before a reliable diagnosis is made.
Finally, we would like to note that the identiﬁcation of
particular types of learning difﬁculties and their corre-
spondence with individual tests is the subject of ongoing
work. We anticipate that the application of similar tech-
niques and methods to those presented herein will prove
valuable in doing so.
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