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We prove that all eigenstates of many-body localized symmetry protected topological systems
with time reversal symmetry have four-fold degenerate entanglement spectra in the thermodynamic
limit. To that end, we employ unitary quantum circuits where the number of sites the gates act
on grows linearly with the system size. We find that the corresponding matrix product operator
representation has similar local symmetries as matrix product ground states of symmetry protected
topological phases. Those local symmetries give rise to a Z2 topological index, which is robust
against arbitrary perturbations so long as they do not break time reversal symmetry or drive the
system out of the fully many-body localized phase.
I. INTRODUCTION
The idea that systems out of equilibrium act as their
own heat bath was first challenged by Anderson in 19581.
Later works confirmed rigorously that in non-interacting
one and two dimensional systems (without broken time
reversal symmetry or spin orbit coupling) arbitrarily
weak disorder leads to localization of all single parti-
cle eigenstates2. Strikingly, in one dimension, the re-
sulting lack of transport survives for sufficiently strong
disorder if interactions are included3–6. Such many-
body localized (MBL) systems7–12 retain a memory of
their initial state for arbitrarily long times, thus violat-
ing the eigenstate thermalization hypothesis (ETH)13–19.
Many-body localization was observed in recent optical
lattice experiments on one20 and two dimensional sys-
tems21,22. Numerical studies predict other exotic phe-
nomena in MBL systems, such as the logarithmic growth
of entanglement following a quantum quench23–28 and
an unconventional transition to the thermal phase8,29–47.
From a conceptual point of view, MBL systems are
characterized by an extensive number of local integrals
of motion (LIOM)10,48–58 and area-law entangled eigen-
states59–61. Excited eigenstates thus have similar fea-
tures as the ground states of local gapped Hamiltoni-
ans62, which is why those eigenstates can be efficiently
approximated by matrix product states (MPS)59,63–69.
Moreover, unitary quantum circuits (a special type of
tensor networks63,70–73) encode the entire set of eigen-
states efficiently74–77.
The absence of thermal fluctuations in MBL systems
facilitates symmetry breaking orders and symmetry pro-
tected topological (SPT) orders at all energy scales,
which in clean systems can only exist at zero temper-
ature59,78–83. Hence, in the localized case all eigenstates
can be SPT, which makes MBL systems viable candidates
for topological quantum memories at arbitrary energy
density59. Symmetry and localization protected systems
thus interface with quantum information theory both at
their theoretical description by tensor networks and their
practical potential for quantum information storage and
processing tasks59,79.
One of the greatest accomplishments in tensor net-
work research so far was the classification of all gapped
topological phases in one dimension84–86. This was
made possible by the insight that ground states of one-
dimensional gapped systems can be efficiently approxi-
mated by MPS87,88. This suggests that tensor networks
might also be used to classify SPT MBL phases as pro-
posed in Ref. 79.
In this article, we establish tensor networks as a tool
for such a classification. Specifically, we use quantum
circuits to prove that MBL phases in one dimension pro-
tected by time reversal symmetry fall in two different
classes given by a Z2 topological index. The only as-
sumption we make in our proof is that a two-layer uni-
tary quantum circuit77 diagonalizes the MBL Hamilto-
nian exactly in the thermodynamic limit if the length of
the gates increases linearly with the system size. As we
argue, this applies to MBL systems as defined above, also
known as fully many-body localized (FMBL) systems89,
which do not possess a mobility edge36,90. We find that
the global time reversal symmetry of the system gives
rise to local symmetries of the tensors - similarly to MPS
with a global symmetry84,91. We also prove that the
topological index determined by those local symmetries
is robust against arbitrary symmetry respecting pertur-
bations as long as they do not drive the system out of the
FMBL phase. Finally, we show that all eigenstates in the
SPT MBL phase have four-fold degenerate entanglement
spectra.
In the following Section we give a very brief introduc-
tion into symmetry protected topological many-body lo-
calized phases. Sec. III provides a summary of the main
results and an intuitive (non-technical) outline of the sta-
bility proof, which follows in Sec. IV. Sec. V concludes
the paper and gives outlook for future work.
Those readers interested only in the general MBL clas-
sification idea using tensor networks and the physical im-
plications may skip Sec. IV.
2II. SYMMETRY AND LOCALIZATION
PROTECTED PHASES
A. Local integrals of motion
Throughout this article, we consider a disordered spins
chain in one dimension with periodic boundary condi-
tions. For sufficiently strong disorder, where the system
is in the FMBL phase, the Hamiltonian commutes with
an extensive number of LIOMs τ iz , [H, τ
i
z] = [τ
i
z , τ
j
z ] = 0.
τ iz is related to σ
i
z (Pauli-z operator at site i) by a quasi-
local unitary transformation U , i.e., τ iz = Uσ
i
zU
† is an ef-
fective spin exponentially localized around site i49. Note
that U also diagonalizes the Hamiltonian. The eigen-
states can be labeled by the eigenvalues of the τ iz opera-
tors, known as l-bits. The decay length ξi of τ
i
z depends
on the specific disorder realization. In the FMBL phase,
the likelihood of finding a decay length of order O(N) is
zero in the limit N →∞49,56.
B. Symmetry and localization protected phases
In FMBL systems, all eigenstates fulfill the area law of
entanglement. This allows, in principle, for the topologi-
cal symmetry protection of the full set of eigenstates. In
one-dimensional systems, time reversal symmetry or on-
site symmetries given by an Abelian symmetry group92
are candidates. (Note that as opposed to ground states
of clean systems, for random disordered systems, inver-
sion symmetry is not an option.) In this article, we will
show the robustness of time reversal symmetry protected
MBL systems and point out what currently prevents the
generalization to on-site symmetry groups (see Sec. III).
As a paradigmatic example, consider the disordered
cluster model with random couplings81,
H =
N∑
i=1
(
λiσ
i−1
x σ
i
zσ
i+1
x + hiσ
i
z + Viσ
i
zσ
i+1
z
)
(1)
on a chain with N sites and periodic boundary condi-
tions. (We define position indices modulo N .) λi, hi and
Vi are real and chosen independently from a Gaussian
distribution with standard deviation σλ, σh and σV , re-
spectively. In Ref. 81 it was observed numerically that
the entanglement spectra of all eigenstates are approxi-
mately four-fold degenerate for σh, σV ≪ σλ and finite
N . We prove the exact degeneracy in the limit N → ∞
using the fact that the corresponding SPT MBL phase is
protected by time reversal symmetry, which in this case
is a combination of complex conjugation (∗) and rotation
by σz ,
H = σ⊗Nz H
∗σ⊗Nz . (2)
In general, time reversal acts as T = Kv⊗N , where K
denotes complex conjugation and v an on-site unitary
operation with vv∗ = ±1. Note that the sign will not af-
fect the topological classification85, as the overall unitary
v
⊗N fulfills v⊗Nv∗⊗N = (±1)N1, which is 1 for even N .
(If N is odd, one can always add a completely decoupled
auxiliary spin to the chain, which would not change the
fact that the system is MBL.)
III. NON-TECHNICAL SUMMARY OF
RESULTS AND INTUITIVE OUTLINE OF THE
PROOF
Numerical evidence indicates that two-layer quantum
circuits with long gates approximate FMBL systems effi-
ciently77. For disordered systems, they are thus the full-
spectrum analogoues of matrix product states (MPS) for
clean systems. This suggests that they might also be
used for the classification of symmetry protected MBL
systems - as MPS were for clean systems. In this arti-
cle, we provide evidence for this conclusion by using one-
dimensional quantum circuits to show that MBL systems
protected by time reversal symmetry fall in two different
classes, where one of them is topologically non-trivial as
exemplified by a four-fold degeneracy of the entanglement
spectrum of all of its eigenstates.
The only assumption (other than being in a time re-
versal symmetric MBL phase) that goes into the proof
is that the local integrals of motion can be represented
efficiently by a quantum circuit with long gates. This is
basically equivalent to not having any LIOM with a de-
cay length of the order of the system size, i.e., to be in
the FMBL phase. We show that, as a result, the Hamil-
tonian belongs to one of two topologically inequivalent
phases. We show that it is impossible to connect the two
phases adiabatically without violating either the time re-
versal symmetry or the FMBL condition. This is very
reminiscent of SPT ground states of clean Hamiltonians:
As long as the symmetry is preserved, they cannot be
adiabatiacally connected to the trivial phase unless they
become delocalized (having algebraically decaying corre-
lations), i.e., the gap of the Hamiltonian closes. This
is why MPS can be used for their classification: MPS
always have exponentially decaying correlations and rep-
resent ground states of local gapped Hamiltonians. If the
tensors of two (symmetric) MPS cannot be continuously
connected, it is impossible to connect the ground states
they approximate continuously without encountering a
quantum phase transition, at which correlations decay
algebraically (which cannot be captured exactly by an
MPS).
In the same way, the transition between the two topo-
logically inequivalent MBL phases must lie outside the
realm of systems that can be approximated efficiently
by quantum circuits. Hence, at the transition, at least
one LIOM must become delocalized (which does not im-
ply the transition resembles an MBL-to-thermal transi-
tion80). This correspondence between MPS classifica-
3Property MPS Quantum Circuit
Description of Ground states All eigenstates
System Translationally invarianta, gapped Disordered, fully many-body localized
Ansatz
|ψ˜〉 = A A A . . . A
U˜ =
u1 u2 . . . uN/ℓ
v1 v2 . . . vN/ℓvN/ℓ
Range Bond dimension D Length of unitary gates ℓ (D = 2ℓ/2)
Time reversal symmetry v⊗N |ψ˜∗〉 = eiθ|ψ˜〉 v⊗N U˜∗ = U˜Θ
Local symmetry
v
A∗ = Aw† w eiφ
v
⊗ℓ
A∗k = Akw
†
2k−1
w2k+1 eiφk
Topological index ww∗ = ±1 wjw
∗
j = ±1 (same for all j)
Consequence four-fold degeneracy of the ground state four-fold degeneracy of the entanglement spectra
entanglement spectrum for ww∗ = −1 of all eigenstates for wjw
∗
j = −1
a MPS can be straightforwardly defined for non-translationally invariant systems, but using them for a classification of phases in such a
case requires additional tools, such as the renormalization group procedure85.
TABLE I. Table showing the correspondence between MPS descriptions of ground states and quantum circuit descriptions of
the entire set of eigenstates of MBL sytems.
tions of ground states and quantum circuit classifications of MBL phases is summarized in Table I.
The quantum circuits used for the proof are of the
form77
U˜ =
u1 u2 . . . uN/ℓ
v1 v2 . . . vN/ℓvN/ℓ
, (3)
where uk and vk are unitaries (indicated by boxes) act-
ing on ℓ sites. Each leg corresponds to a tensor index
of dimension 2, i.e., in the above case ℓ = 4. The lower
dangling legs correspond to the approximate l-bit basis
l1, l2, . . . , lN and the upper open legs to the local phys-
ical basis. Connected legs indicate summation over the
corresponding indices. U˜ approximately diagonalizes the
Hamiltonian. The error of the optimized approximation
decreases exponentially with ℓ.
For non-degenerate ground states of clean systems,
time reversal symmetry implies
T |ψ〉 = v⊗N |ψ∗〉 = eiθ|ψ〉. (4)
This generalizes to
v
⊗N |ψ∗l1...lN 〉 = eiθl1...lN |ψl1...lN 〉 (5)
for MBL systems with eigenstates |ψl1...lN 〉 and non-
degenerate energies (possible energy degeneracies can be
removed by adding infinitesimally small perturbations).
4Since quantum circuits with long gates form an efficient
apprixmation, the same must be true for the approximate
eigenstates |ψ˜l1...lN 〉 contained in the unitary U˜ ,
v
⊗N |ψ˜∗l1...lN 〉 = eiθl1...lN |ψ˜l1...lN 〉. (6)
For U˜ this impies
U˜Θ = v⊗N U˜∗, (7)
where Θ is the diagonal matrix with elements eiθl1...lN .
Θ1/2 can be absorbed into the two-layer quantum circuit
(see Sec. IV for the precise reason for this), i.e., U˜ →
U˜Θ1/2, such that
U˜ = v⊗N U˜∗. (8)
The absorption of such phase factors only works for time
reversal symmetry, which is what currently precludes a
generalization to on-site symmetries characterized by a
symmetry group G. In graphical notation, Eq. (8) reads
(we combine groups of ℓ/2 lines into single lines with
dimension 2ℓ/2)
u1 u2 . . . un
v1 v2 . . . vnvn
=
V V V V V V V V
u∗1 u
∗
2
. . . u∗n
v∗1 v
∗
2
. . . v∗nv
∗
n
(9)
with V = v⊗ℓ/2. Note that multiplication from left to
right in algebraic notation corresponds to top to bottom
in graphical notation. If we define u′k = u
∗
k and v
′
k =
(V ⊗V)v∗k, we discern that Eq. (9) equates two two-layer
quantum circuits,
u1 u2 . . . un
v1 v2 . . . vnvn
=
u′1 u
′
2
. . . u′n
v′1 v
′
2
. . . v′nv
′
n
. (10)
If we multiply both sides from the bottom by u′†k for
k = 1, . . . , n and from the top by v†k, we arrive at
u′1
†
u′2
† . . . u′n
†
u1 u2 . . . un
=
v′1 v
′
2
. . . v′nv
′
n
v†1 v
†
2
. . . v†nv†n
. (11)
The left hand side is a tensor product of uku
′†
k and
the right hand side of v†kv
′
k but shifted by one site with
respect to each other. Hence, it has to hold that
uk
u′k
†
= w2k−1 w2k (12)
and
v†k
v′k
= w2k w2k+1 eiφk , (13)
where the wj are unitaries. The phase factor e
iφk arises
because the decomposition of Eq. (11) into a prodcut of
tensors acting on blocks of ℓ2 sites is unique up to overall
factors (which have to be of magnitude 1 due to unitar-
ity). We call Eqs. (12), (13) a gauge transformation, as it
leaves the overall quantum circuit invariant. If we insert
back the specific case of u′k = u
∗
k and v
′
k = (V ⊗V)v∗k, we
obtain
uk = u∗k
w2k−1 w2k
,
V V
v∗k = vk
w2k w2k+1
eiφk .
(14)
If one takes the complex conjugate of Eqs. (14) and in-
5serts that back into the original Eqs. (14), one obtains
=
w2k−1 w2k
w∗2k−1 w∗2k
, =
w∗2k w
∗
2k+1
w2k w2k+1
(15)
using VV∗ = ±1. The left equation implies
w2k−1w∗2k−1 = 1e
iβk , w2kw
∗
2k = 1e
−iβk and the right one
w2kw
∗
2k = 1e
iβ′k , w2k+1w
∗
2k+1 = 1e
−iβ′k . We thus have
a single phase β, w2k−1w∗2k−1 = 1e
iβ , w2kw
∗
2k = 1e
−iβ ,
for all k = 1, . . . , n. Inserting the resulting w2k−1 =
eiβw⊤2k−1 into itself
84 yields e2iβ = 1, i.e., wjw
∗
j = ±1
with the same sign for all j = 1, 2, . . . , 2n. This is the
topological sign of the SPT MBL phase: It does not de-
pend on the site index k, i.e., it is the same for the entire
chain. One cannot adiabatically change a unitary quan-
tum circuit from a topological index −1 to a +1 index,
as continuous variation of the unitaries {uk, vk} corre-
sponds according to Eqs. 14 to continuous variaton of
{wj}, which leaves the sign of wjw∗j = ±1 invariant.
This indicates that under adiabatic perturbations of the
Hamiltonian, it is impossible to connect the two phases
unless the description in terms of local integrals of mo-
tion and thus in terms of quantum circuits breaks down.
At such a transition point, at least one integral of motion
must become delocalized.
Finally, to gain an intuition as to why one of the
SPT phases has four-fold degeneracy of all eigenstates,
it is illustrative to write U˜ as a matrix product operator
(MPO),
U˜ = An A1 A2 . . . An , (16)
Ak =
uk
vk
, (17)
where we use thick lines to denote the combination of
two vertical legs to one with dimension 2ℓ. Eq. (14) gives
VV
u∗k
v∗k
= ± w∗2k−1 w2k+1
uk
vk
eiφk ,
(18)
using w∗2kw2k = ±1, and therefore
V⊗2
A∗k = Akw
†
2k−1 w2k+1 eiφk .
(19)
This relation is almost identical to the one obtained
for MPS representing time reversal symmetric ground
states84. The only differences are the lower leg corre-
sponding to the local l-bit configuration (making it an
MPO rather than an MPS) and the breaking of transla-
tional invariance reflected by the site-dependent tensors
Ak and virtual symmetries w2k−1, w2k+1. However, since
wjw
∗
j = ±1 for all j, the same conclusions can be drawn
as in Ref. 84: Consider the case of wjw
∗
j = −1 and a
specific eigenstate by fixing the l-bit configuration, i.e.,
the indices of the lower legs. The entanglement spectrum
of that eigenstate is encoded in a reduced density matrix
defined on the virtual space (horizontal legs). Due to
Eq. (19), it has to commute with w2k−1 and w2k+1. For
wjw
∗
j = −1 this implies that the spectrum of the reduced
density matrix has to be four-fold degenerate. Since this
conclusion can be drawn independently of the chosen l-bit
configuration, all eigenstates must have four-fold degen-
erate entanglement spectra.
We thus showed that in the presence of time rever-
sal symmetry, MBL systems fall into one of two topo-
logically distinct phases, which can be distinguished by
the entanglement spectra of the individual eigenstates.
This is in analogy to the classification of matrix prod-
uct states with time reversal symmetry84–86. Along these
lines, we expect a classification by the second cohomology
group if the system is invariant under an on-site symme-
try given by a certain symmetry group79. The techni-
cal problems with this extension can be gathered from
the following Section. Finally, note that the derivations
here only apply to bosonic systems; for fermionic systems
another symmetry constraint (parity) would have to be
imposed93.
The rigorous demonstration of the results above is the
subject of the following Section.
IV. THEOREM AND PROOF
A. Theorem
If for all sufficiently large N the following conditions
are fulfilled
1. there exists a unitary U diagonalizing the Hamil-
tonian H defining τzi = Uσ
z
i U
† and a two-layer
quantum circuit U˜ with τ˜zi = U˜σ
z
i U˜
† such that
‖τ˜zi − τzi ‖op < c e−
ℓ
ξi with ξmax := maxi ξi <
6c′N1−µ for some fixed c, c′ > 0 and 0 < µ < 1
(efficient approximability)
2. the Hamiltonian is invariant under time reversal
operation T = Kv⊗N , H = T HT † (time-reversal
symmetry)
3. conditions 1 and 2 are also fulfilled for the Hamil-
tonian H + ǫV with arbitrary infinitesimally small
strictly local perturbations, ǫ→ 0 (MBL stability),
then the following holds in the thermodynamic limit
(N →∞)
1. the Hamiltonian belongs to one of two topological
classes, where one of them has a full set of eigen-
states with four-fold degenerate entanglement spec-
tra (topological property)
2. under adiabatic perturbations, the Hamiltonian
cannot leave its topological class if the above condi-
tions are fulfilled along the path (topological stabil-
ity).
We will prove each of the two statements in turn.
B. Proof of Statement 1
We first prove the following:
Lemma 1. – Condition 1 of the Theorem implies for
ℓ(N) = αN to leading order in N that there exists a
unitary U ′ exactly diagonalizing the Hamiltonians such
that ‖U ′ − U˜‖op < 29/4
√
cN
3 e
−αNµ
2c′ .
Proof of Lemma 1. – We set U ′ = UΦ, where Φ (to be
specified below) is a diagonal matrix whose non-vanishing
elements have magnitude 1. U ′ also diagonalizes the
Hamiltonian and has the same LIOMs τzi . Condition 1
hence implies for U ′
‖σzi − U˜ †U ′σzi U ′†U˜‖op < c e−
ℓ
ξi . (20)
We write U˜ †U ′ in blocks corresponding to degenerate
subspaces of σz1 , U˜
†U ′ :=
(
U11 U12
U21 U22
)
. Then, Eq. (20)
results in∣∣∣∣∣
∣∣∣∣∣
(
U11U
†
11 − U12U †12 − 1 U11U †21 − U12U †22
U21U
†
11 − U22U †12 U21U †21 − U22U †22 − 1
)∣∣∣∣∣
∣∣∣∣∣
op
< c e
− ℓ
ξi . (21)
Since U˜ †U ′ is unitary,(
U11U
†
11 + U12U
†
12 U11U
†
21 + U12U
†
22
U21U
†
11 + U22U
†
12 U21U
†
21 + U22U
†
22
)
=
(
1 0
0 1
)
,
(22)
we get ∣∣∣∣∣
∣∣∣∣∣
(
−2U12U †12 2U11U †21
−2U22U †12 2U21U †21
)∣∣∣∣∣
∣∣∣∣∣
op
= 2
∣∣∣∣∣
∣∣∣∣∣
(
U12 U11
U22 U21
)(
−U †12 0
0 U †21
)∣∣∣∣∣
∣∣∣∣∣
op
= 2max (‖U12‖op, ‖U21‖op) < c e−
ℓ
ξi . (23)
We define D as the diagonal matrix with the same diag-
onal elements as U˜ †U ′. By definition, the operator norm
of D − U˜ †U ′ (with | · | = ‖ · ‖2) is
‖D − U˜ †U ′‖2op
= max
|v1|2+|v2|2=1
∣∣∣∣∣
(
D11 − U11 −U12
U21 D22 − U22
)(
v1
v2
)∣∣∣∣∣
2
≤ (|(D11 − U11)v1|+ |U12v2|)2 + (|U21v1|+ |(D22 − U22)v2|)2
≤
(
‖D11 − U11‖op|v1|+ ‖U12‖op
√
1− |v1|2
)2
+
(
‖U21‖op|v1|+ ‖D22 − U22‖op
√
1− |v1|2
)2
=
(‖D11 − U11‖2op + ‖U21‖2op) |v1|2 + 2(‖D11 − U11‖op‖U12‖op
+ ‖U21‖op‖D22 − U22‖op)|v1|
√
1− |v1|2
+
(‖U12‖2op + ‖D22 − U22‖2op) (1− |v1|2). (24)
The second term of the last expression is maximal at
|v1| = 1√3 , the other ones are maximal at |v1| = 0, 1,
respectively, which allows us to bound
‖D − U˜ †U ′‖2op
≤ 2
√
2
3
(‖D11 − U11‖op‖U12‖op + ‖U21‖op‖D22 − U22‖op)
+ max
(‖D11 − U11‖2op + ‖U21‖2op, ‖U12‖2op + ‖D22 − U22‖2op) .
(25)
Using Eq. (23) and ‖D11 − U11‖op, ‖D22 − U22‖op < 2,
this implies
‖1− U˜ †U ′‖2op <
4
√
2c
3
e
− ℓ
ξ1 +
c2
4
e
− 2ℓ
ξ1
+max
(‖D11 − U11‖2op, ‖D22 − U22‖2op) .
(26)
Assume now ‖D11 − U11‖op ≥ ‖D22 − U22‖op (the treat-
ment of the opposite case is analogous). If we decompose
U11 into blocks according to the invariant subspaces of
σz2 ,
U11 =
(
U11,11 U11,12
U11,21 U11,22
)
, (27)
Eq. (23) for a 2 × 2 block form of U˜ †U ′ with respect
to σz2 implies ‖U11,12‖op, ‖U11,21‖op < c2e−
ℓ
ξ2 . This has
7to hold, because the operator norm of a matrix block
cannot be larger than the one of the overall matrix. We
can thus repeat the bounding approach of Eqs. (24), (25)
for ‖D11 − U11‖2op and obtain
‖D − U˜ †U ′‖2op <
4
√
2c
3
(
e−
ℓ
ξ1 + e−
ℓ
ξ2
)
+
c2
4
(
e−
2ℓ
ξ1 + e−
2ℓ
ξ2
)
+max
(‖D11,11 − U11,11‖2op, ‖D11,22 − U11,22‖2op) .
(28)
Continuation of the same procedure for the remaining
sites i = 3, 4, . . . , N yields
‖D − U˜ †U ′‖2op <
4
√
2c
3
N∑
i=1
e
− ℓ
ξi +
c2
4
N∑
i=1
e
− 2ℓ
ξi := γ.
(29)
This implies ‖[D]:n− [U˜ †U ′]:n| < √γ, where [. . .]:n refers
to the n-th column vector. This requires
1−√γ < |[D]:n| = |Dnn| < 1 +√γ (30)
We choose Φ such that the diagonal elements Dnn of
U˜ †U ′ = U˜ †UΦ are non-negative. Therefore, we obtain
using the triangluar inequality
‖1− U˜ †U ′‖op ≤ ‖1−D‖op + ‖D − U˜ †U ′‖op
< 2
√
γ = 2
√√√√4√2c
3
N∑
i=1
e
− ℓ
ξi +
c2
4
N∑
i=1
e
− 2ℓ
ξi . (31)
Thus, in the limit ℓ/ξmax →∞
‖1− U˜ †U ′‖op < 4
√√
2c
3
Ne−
ℓ
2ξmax . (32)
For ℓ = αN and ξmax < c
′N1−µ, we arrive at
‖U ′ − U˜‖op < 29/4
√
cN
3
e−
αNµ
2c′ . (33)
We set δ(N) := 29/4
√
cN
3 e
−αNµ
2c′ with obviously
limN→∞ δ(N) = 0. Next, we derive the implications of
time reversal symmetry on the unitary matrix U ′. (For
simplicity, we drop the prime from now on.) By its defi-
nition,
U †HU = E, (34)
where E is the diagonal matrix containing the corre-
sponding energy eigenvalues. Condition 2 says H =
v
⊗NH∗(v†)⊗N , i.e., we have
U †VH∗V†U = E, (35)
where in the following we use the symbol V in a slightly
sloppy way denoting the right number of tensor products
of unitaries v (i.e., here V = v⊗N ). Due toH∗ = U∗EU⊤
we obtain
U †VU∗EU⊤V†U = E. (36)
For spin systems, time reversal symmetry does not pro-
tect any degeneracies. Condition 3 allows us to add a
local perturbation that breaks any remaining accidental
degeneracies for finite N , such as V =
∑
i h
′
iσ
i
z with ran-
dom h′i for Hamiltonian Eq. (1). Hence, we can assume
that there are no degeneracies, such that Eq. (36) implies
Θ = U †VU∗, (37)
where Θ is a diagonal matrix with diagonal elements of
magnitude 1. Using Lemma 1, the triangular inequality
yields
‖U˜Θ− VU˜∗‖op ≤ ‖UΘ− VU∗‖op + ‖(U˜ − U)Θ‖op
+ ‖V(U∗ − U˜∗)‖op
< 0 + δ(N)‖Θ‖op + δ(N)‖V‖op
= 2δ(N). (38)
We now proceed to prove the following:
Lemma 2. – ‖U˜Θ − VU˜∗‖op < 2δ(N) implies that
there exists a two-layer quantum circuit U with gates
of length 4ℓ such that to leading order ‖U − VU∗‖op <
(2 + 4N)δ(N).
Proof of Lemma 2. – First, we note that Eq. (38) implies
in graphical notation
‖ Θ −
‖op
< 2 δ(N)
V V V V V V V V
u∗1 u
∗
2
. . . u∗N/ℓ
v∗1 v
∗
2
. . . v∗N/ℓv
∗
N/ℓ
u†1 u
†
2
. . . u†N/ℓ
v†1 v
†
2
. . . v†N/ℓv
†
N/ℓ
(39)
where each leg corresponds to dimension 2ℓ/2. Let
us combine v†kVv∗k := Vk and define lk :=
(lℓ(k−1)+1, lℓ(k−1)+2, . . . , lℓk). The diagonal elements of
the left side of Eq. (39) are bound by |dl1...lN
ℓ
| < 2δ(N)
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dl1...lN
ℓ
:=
θl1...lN
ℓ
−
u∗1 u
∗
2
. . . u∗N/ℓ
l1 l2 lN
ℓ
l1 l2
lN
ℓ
u†1 u
†
2
. . . u†N/ℓ
V1 V2 . . . VN/ℓVN/ℓ
,
(40)
where θl1...lN
ℓ
are the diagonal elements of Θ. Curly
braces denote the corresponding choice of l-bits. We de-
fine Fk := |lk〉〈l′k| and obtain further
|θl1...lk...lN
ℓ
θ∗
l1...l′k...lN
ℓ
− |
u∗k−1 u
∗
k u
∗
k+1 u
∗
k+2
lk−1 lk lk+1 lk+2
u†k−1 u
†
k u
†
k+1 u
†
k+2
Vk−1 Vk Vk+1 Vk+2Vk−2
Fk
uk−1 uk uk+1 uk+2
lk−1 l
′
k lk+1 lk+2
u⊤k−1 u
⊤
k u
⊤
k+1 u
⊤
k+2
V ∗k−1 V
∗
k V
∗
k+1 V
∗
k+2V
∗
k−2
= |θl1...lk...lN
ℓ
θ∗l1...l′k...lN
ℓ
− (θl1...lk...lN
ℓ
− dl1...lk...lN
ℓ
)(θ∗l1...l′k...lN
ℓ
− d∗l1...l′k...lN
ℓ
)|
= |θl1...lk...lN
ℓ
d∗l1...l′k...lN
ℓ
+ θ∗l1...l′k...lN
ℓ
dl1...lk...lN
ℓ
− dl1...lk...lN
ℓ
d∗l1...l′k...lN
ℓ
|
< 4δ(N) + [2δ(N)]2 → 4δ(N) (41)
to leading order. All unitaries outside the causal cone marked by red dashed lines cancel in Eq. (41), yielding identities.
Thus,
|θl1...lk...lN
ℓ
θ∗l1...l′k...lN
ℓ
− eigk(lk−1,lk,l′k,lk+1)| < 4δ(N) (42)
with discrete functions (tensors) gk ∈ C depending only on the local l-bit configuration. (We define k modulo Nℓ , i.e.,
N
ℓ + 1 ≡ 1.) Note that Eq. (42) allows for a small imaginary part in gk. If we now set θl1...lk...lN
ℓ
:= e
if(l1,...,lk,...,lN
ℓ
)
with fk ∈ R and define
f(l1, . . . , lk, . . . , lN
ℓ
)− f(l1, . . . , l′k, . . . , lN
ℓ
)− gk(lk−1, lk, l′k, lk+1) mod 2π := ǫk({l, l′}), (43)
we obtain to lowest order |ǫk({l, l′})| < 4δ(N). We reuse this equation now by consecutively switching l-bits, lk+1 to
9l′k+1, lk+2 to l
′
k+2, etc. until we reach lk−1 (through the periodic boundary). That is,
f(l1, . . . , lk−1, lk, lk+1, lk+2 . . . , lN
ℓ
)− f(l1, . . . , lk−1, l′k, lk+1, lk+2, . . . , lN
ℓ
)− gk(lk−1, lk, l′k, lk+1) = ǫk({l, l′})
f(l1, . . . , lk−1, l′k, lk+1, lk+2 . . . , lN
ℓ
)− f(l1, . . . , lk−1, l′k, l′k+1, lk+2, . . . , lN
ℓ
)− gk+1(l′k, lk+1, l′k+1, lk+2) = ǫk+1({l, l′})
f(l1, . . . , lk−1, l′k, l
′
k+1, lk+2 . . . , lN
ℓ
)− f(l1, . . . , lk−1, l′k, l′k+1, l′k+2, . . . , lN
ℓ
)− gk+2(l′k+1, lk+2, l′k+2, lk+3) = ǫk+2({l, l′})
. . .
f(l′1, . . . , lk−1, l
′
k, l
′
k+1, l
′
k+2 . . . , l
′
N
ℓ
)− f(l′1, . . . , l′k−1, l′k, l′k+1, l′k+2, . . . , l′N
ℓ
)− gk−1(l′k−2, lk−1, l′k−1, l′k) = ǫk−1({l, l′}).
If we add all left and right sides together, we arrive at
|f(l1, . . . , lk, . . . , lN
ℓ
)− f(l′1, . . . , l′k, . . . , l′N
ℓ
)− gk(lk−1, lk, l′k, lk+1)
−
∑
m∈{k+1,k+2,...,N
ℓ
,1,2,...,k−2}
gm(l
′
m−1, lm, l
′
m, lm+1)− gk−1(l′k−2, lk−1, l′k−1, l′k)| < 4Nδ(N) (44)
We fix now l′1 = l
′
2 = . . . = l
′
N/ℓ = 0 such that
|f(l1, . . . , lN/ℓ)− f(0, . . . ,0)− gk(lk−1, lk,0, lk+1)
−
∑
m∈{k+1,k+2,...,N
ℓ
,1,2,...,k−2}
gm(0, lm,0, lm+1)− gk−1(0, lk−1,0,0)| < 4Nδ(N). (45)
Since the choice of k is arbitrary, this implies there are
discrete functions gm(lm, lm+1) ∈ C such that
∣∣∣∣∣∣f(l1, . . . , lN/ℓ)−
N/ℓ∑
m=1
gm(lm, lm+1)
∣∣∣∣∣∣ < 4Nδ(N), (46)
which also means
∣∣∣∣∣∣f(l1, . . . , lN/ℓ)−
N/ℓ∑
m=1
Re [gm(lm, lm+1)]
∣∣∣∣∣∣ < 4Nδ(N),
(47)
We now define Θm as the diagonal matrix acting on l-
bits lm, lm+1 with diagonal elements e
i
2Re[gm(lm,lm+1)].
We can therefore write
‖ −Θ1/2
‖op < 2Nδ(N).
Θ1 Θ3
Θ2 Θ4 ΘN/ℓΘN/ℓ
(48)
Let us define
U :=
Θ1 Θ3 Θ5 Θ7
ΘN
ℓ
Θ2 Θ4 Θ6 Θ8
u1 u2 u3 u4 u5 u6 u7 u8
vN
ℓ
v1 v2 v3 v4 v5 v6 v7 v8
(49)
We combine unitaries as indicated by the red dotted lines
to new unitaries uk, vk acting on 4ℓ sites,
U =
u1 u2 . . . uN4ℓ
v1 v2 . . . v N4ℓ
v N
4ℓ
.
(50)
Eq. (48) implies ‖U˜Θ 12 − U‖op < 2Nδ(N). The new
quantum circuit has the same structure as the original
one apart from the fact that the upper layer of unitaries
is displaced by ℓ/2 sites. Finally, we obtain using the
triangular inequality
‖U − VU∗‖op ≤ ‖U˜Θ 12 − VU˜∗Θ− 12 ‖op + ‖U − U˜Θ 12 ‖op
+ ‖V(U˜∗Θ− 12 − U∗)‖op < 2δ(N) + 2Nδ(N) + 2Nδ(N).
(51)
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From the preceding discussion we gather that Θ cannot
be absorbed into the definition of U˜ in the case of an
on-site symmetry (instead of time reversal symmetry),
which prevents extension of the current proof to all one-
dimensional symmetry protected MBL phases.
Let us now define δ1(N) = (2 + 4N)δ(N) (which also
vanishes in the limit N → ∞). In the new quantum
circuit, each unitary uk has 3ℓ/2 (upper and lower) left
legs and 5ℓ/2 right legs and vice versa for the vk’s.
We now prove the following:
Lemma 3. – If ‖U − VU∗‖op < δ1(N), the unitaries uk
and vk fulfill
‖ u∗k − uk
w˜∗2k−1 w˜∗2k
‖op < δ1(N).
(52)
and
‖γk v∗k
V V
−
vk
w˜2k w˜2k+1 ‖op < δ2(N)
(53)
with δ2(N) = 3δ1(N)+4nδ1(N), γk ∈ C with |γk| → 1 to
zeroth order in N and matrices w˜j having the property
‖1∓ w˜jw˜∗j ‖op < 11δ1(N). (54)
Proof of Lemma 3. –After setting u′k = u
∗
k and v
′
k = Vv∗k,
Lemma 2 implies
‖
u1 u2 . . . un
v1 v2 . . . vnvn
− ‖op < δ1(N).
u′1 u
′
2
. . . u′n
v′1 v
′
2
. . . v′nv
′
n
(55)
Since the operator norm is multiplicative (and 1 for uni-
tary matrices), we can insert a tensor product of all u′†k
from the bottom and one of all v†k from the top inside
the operator norm to obtain
‖
u′1
†
u′2
† . . . u′n
†
u1 u2 . . . un
− ‖op < δ1(N).
v′1 v
′
2
. . . v′nv
′
n
v†1 v
†
2
. . . v†nv†n
(56)
Therefore, since n = N4ℓ =
1
4α is fixed, in the limit N →∞, both sides must become a tensor product of unitaries
wj ,
‖
u′1
†
u′2
† . . . u′n
†
u1 u2 . . . un
− ‖op:=fu(N).w1 w2 . . . w2n
(57)
and
‖
v′1 v
′
2
. . . v′nv
′
n
v†1 v
†
2
. . . v†nv†n
− ‖op:=fv(N).w1 w2 . . . w2n
(58)
with limN→∞ fu(N) = limN→∞ fv(N) = 0. We
now multiply Eq. (56) from the top by ⊗2nj=1w†j and
fix some of the upper and lower indices to be lj
(which is defined to correspond to a group of in-
dices, l2k−1 = (l4ℓ(k−1)+1, l4ℓ(k−1)+2, . . . , l4ℓ(k−1)+ 32 ℓ),
l2k = (l4ℓ(k−1)+ 32 ℓ+1, l4ℓ(k−1)+ 32 ℓ+2, . . . , l4ℓk) with k =
11
1, 2, . . . , n),
‖
l1 l4 l5 . . . l2n−1 l2n
l1 l4 l5 . . . l2n−1 l2n
w†1 w
†
2 w
†
3 w
†
4
. . . w†2n
u′1
†
u′2
† . . . u′†n
u1 u2 . . . un
− ‖op < δ1(N).
v′1 v
′
2
. . . v′nv
′
n
l1 l4 l5 . . . l2n−1 l2n
l1 l4 l5 . . . l2n−1 l2n
w†1 w
†
2 w
†
3 w
†
4
. . . w†2n
v†1 v
†
2
. . . v†nv†n
(59)
This is true because the operator norm is also bounded
for subblocks. In order to bound the scalar factors above,
let us fix all indices of Eqs. (57) and (58) (after also
multiplying by ⊗2nj=1w†j from the top),
|
l1 l2 l3 l4 l5 . . . l2n−1 l2n
l1 l2 l3 l4 l5 . . . l2n−1 l2n
w†1 w
†
2 w
†
3 w
†
4
. . . w†2n
u′1
†
u′2
† . . . u′†n
u1 u2 . . . un
− 1| ≤ fu(N)
pl1l2l3l4
ql5...l2n
(60)
and
| −1| ≤ fv(N).
v′1 v
′
2
. . . v′nv
′
n
l1 l2 l3 l4 l5 . . . l2n−1 l2n
l1 l2 l3 l4 l5 . . . l2n−1 l2n
w†1 w
†
2 w
†
3 w
†
4
. . . w†2n
rl2l3
sl4l5...l2nl1
. . . . . .
v†1 v
†
2
. . . v†nv†n
(61)
The absolute values of the factors indicated by curly
braces are all upper bounded by 1, which implies
1− |ql5...l2n | ≤ fu(N), (62)
1− |sl4...l2nl1 | ≤ fv(N). (63)
First, by definition of ql5...l2n and sl4...l2nl1 , Eq. (59) is
equivalent to
‖
l1 l4
l1 l4
w†1 w
†
2 w
†
3 w
†
4
ql4...l2n
sl5...l2nl1
−
w†2 w
†
3
u′1
†
u′2
† v′1
u1 u2 v
†
1 ‖op < δ1(N)|sl4...l2nl1 | .
(64)
The left term is a tensor product of two matrices x2, x3
which are not necessarily unitary and fulfill
‖ x2 x3 −
w†2 w
†
3
v′1
v†1 ‖op < δ1(N)|sl4...l2nl1 | ≤
δ1(N)
1−fv(N)
(65)
using Eq. (61). Without loss of generality we can set
‖x2‖op = ‖x3‖op. Following the same line of reasoning
for the other v-unitaries (and also u-unitaries), we arrive
at
‖
x2k x2k+1
w2k w2k+1
−
v′k
v†k
‖op < δ1(N)1−fv(N)
(66)
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and
‖
y2k−1 y2k
w2k−1 w2k
−
u′k
†
uk
‖op < δ1(N)1−fu(N)
(67)
with ‖x2k‖op = ‖x2k+1‖op and ‖y2k−1‖op = ‖y2k‖op,
where the yj again need not be unitaries. The left sides
of Eqs. (66) and (67) are thus to leading order bound by
δ1(N). Hence, if we define difference tensors Rk, Sk via
x2k x2k+1
w2k w2k+1
−
v′k
v†k
= Rk ,
(68)
and
y2k−1 y2k
w2k−1 w2k
−
u′k
†
uk
= Sk ,
(69)
their operator norms are (to leading order) bounded by
‖Rk‖op, ‖Sk‖op < δ1(N). Using Eqs. (68) and (69), we
obtain using the triangular inequality
‖
y1
w1
y2
w2
. . .
y2n−1
w2n−1
y2n
w2n
−
x1
w1
x2
w2
. . .
x2n−1
w2n−1
x2n
w2n
‖op
= ‖(
u′†1
u1
+ S1 )⊗ . . .⊗ (
u′†n
un
+ Sn ) −
v′n
v†n
+ Rn )⊗ (
v′1
v†1
+ R1 )⊗ . . .⊗ (
v′n
v†n
+ Rn ‖op
< ‖
u′1
†
u′2
† . . . u′n
†
u1 u2 . . . un
− ‖op + 2
n∑
a=1
(
n
a
)
[δ1(N)]
a
v′1 v
′
2
. . . v′nv
′
n
v†1 v
†
2
. . . v†nv†n
→ δ1(N) + 2nδ1(N)
(70)
to leading order. Hence, there have to be scalars σj ∈ C such that
‖xjσj − yj‖op < δ1(N) + 2nδ1(N). (71)
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Because of Eqs. (66) and (67), xj and yj are unitaries
to zeroth order in N . We now define wjyj := w˜j (i.e.,
‖w˜2k−1‖op = ‖w˜2k‖op), such that Eq. (67) reads (to lead-
ing order)
‖ w˜2k−1 w˜2k −
u′k
†
uk
‖op < δ1(N). (72)
From this inequality, we obtain
‖w˜2k−1‖2op = ‖w˜2k‖2op = ‖w˜2k−1 ⊗ w˜2k‖op
≤ ‖w˜2k−1 ⊗ w˜2k − uku′†k ‖op + ‖uku′†k ‖op
< δ1(N) + 1 (73)
and
1 = ‖uku′†k ‖op
≤ ‖uku′†k − w˜2k−1 ⊗ w˜2k‖op + ‖w˜2k−1 ⊗ w˜2k‖op
< δ1(N) + ‖w˜2k−1‖2op. (74)
Eqs. (73) and (74) together yield to leading order
|1− ‖w˜j‖op| < 1
2
δ1(N). (75)
In order to derive a similar relation for the vk ma-
trices, let us consider the following property: Assume
‖A−BC‖ < ǫ1, ‖B−D‖ < ǫ2 and ‖C−E‖ < ǫ3 (in any
norm). If we now set ∆ := B −D and ∆′ := C − E, we
find
‖A−DE‖ = ‖A− (B −∆)(C −∆′)‖
< ‖A−BC‖+ ‖∆‖‖C‖+ ‖∆′‖‖B‖+ ‖∆‖‖∆′‖
< ǫ1 + ǫ2‖C‖+ ǫ3‖B‖+ ǫ2ǫ3, (76)
where the last term is of subleading order. Because of
‖wjxjσj − w˜j‖op < δ1(N) + 2nδ1(N) (from Eq. (71)) we
thus have
‖ w˜2k w˜2k+1 −
v′k
v†k
σ2kσ2k+1 ‖op
< ‖
x2k x2k+1
w2k w2k+1
−
v′k
v†k
‖op σ2kσ2k+1
+ (δ1(N) + 2nδ1(N)) (‖w˜2k‖op + ‖w˜2k+1‖op)
+ (δ1(N) + 2nδ1(N))
2
→ δ1(N) + 2 (δ1(N) + 2nδ1(N)) , (77)
to leading order, since ‖w˜j‖op → 1 and |σj | → 1 for
N → ∞. We set δ2(N) := 3δ1(N) + 4nδ1(N) and insert
u′k = u
∗
k, v
′
k = Vv∗k to obtain
‖ w˜2k−1 w˜2k −
u⊤k
uk
‖op < δ1(N) (78)
from Eq. (72) and
‖ w˜2k w˜2k+1 − V V
v∗k
v†k
σ2kσ2k+1 ‖op < δ2(N)
(79)
from Eq. (77). Setting γk := σ2kσ2k+1 thus proves
Eqs. (52) and (53). Eq. (78) implies
‖ uk − u∗k
w˜2k−1 w˜2k
‖op < δ1(N).
(80)
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We insert Eq. (52) to obtain using Eq. (76)
‖ uk − uk
w˜∗2k−1 w˜∗2k
w˜2k−1 w˜2k
‖op
< δ1(N) + ‖w˜2k−1 ⊗ w˜2k‖opδ1(N)→ 2δ1(N)
(81)
to leading order. We thus have
‖1⊗ 1− (w˜2k−1w˜∗2k−1)⊗ (w˜2kw˜∗2k)‖op < 2δ1(N), (82)
which implies
‖1− eiβ˜kw˜2k−1w˜∗2k−1‖op < 2δ1(N) (83)
and
‖1− e−iβ˜kw˜2kw˜∗2k‖op < 2δ1(N) (84)
with β˜k ∈ C. In order to derive a bound on β˜k, we need
to bound the deviation of w˜j from a unitary matrix. If
we apply Eq. (76) to
‖1− uku⊤k u∗ku†k‖op = 1, (85)
Eq. (78) implies
‖1− (w˜2k−1 ⊗ w˜2k)(w˜†2k−1 ⊗ w˜†2k)‖op
= ‖1− (w˜2k−1w˜†2k−1)⊗ (w˜2kw˜†2k)‖op < 2δ1(N), (86)
This in turn implies
‖1− w˜2k−1w˜†2k−1γk‖op < 2δ1(N) (87)
‖1− w˜2kw˜†2k
1
γk
‖op < 2δ1(N) (88)
with γk ∈ C. Based on these relations, we can bound
(using the triangular inequality)
‖w˜2k−1‖2op|γk| = ‖w˜2k−1w˜†2k−1γk‖op
≤ ‖ − 1 + w˜2k−1w˜†2k−1γk‖op + ‖1‖op
< 1 + 2δ1(N) (89)
and
‖w˜2k‖2op
1
|γk| = ‖w˜2kw˜
†
2k
1
γk
‖op
≤ ‖ − 1 + w˜2kw˜†2k
1
γk
‖op + ‖1‖op
< 1 + 2δ1(N). (90)
With ‖1− ‖w˜j‖op| < 12δ1(N), Eqs. (89) and (90) give to
leading order
1− 3δ1(N) < |γk| < 1 + 3δ1(N), (91)
i.e., |1− |γk|| < 3δ1(N). Furthermore, Eq. (89) implies
‖w˜2k−1w˜†2k−1
γk − γ∗k
2
‖op
≤ 1
2
‖1− w˜2k−1w˜†2k−1γk‖op +
1
2
‖1− w˜2k−1w˜†2k−1γ∗k‖op
< 2δ1(N), (92)
i.e., we have to leading order |Im(γk)| < 2δ1(N) and thus
|1−|Re(γk)|| < 3δ1(N). This together with Eq. (87) and
w˜2k−1w˜
†
2k−1 ≥ 0 results in
|1− Re(γk)| < 3δ1(N). (93)
Hence, we arrive at
‖1− w˜2k−1w˜†2k−1‖op
≤ ‖1− w˜2k−1w˜†2k−1γk‖op + ‖w˜2k−1w˜†2k−1(γk − 1)‖op
< 2δ1(N) + ‖w˜2k−1‖2op|γk − 1|
< 4δ1(N) + ‖w˜2k−1‖2op|Re(γk)− 1| < 7δ1(N) (94)
and
‖1− w˜2kw˜†2k‖op
≤ ‖1− w˜2kw˜†2k
1
γk
‖op + ‖w˜2kw˜†2k(
1
γk
− 1)‖op
< 2δ1(N) + ‖w˜2k‖2op
1
|γk| |1− γk|
< 4δ1(N) +
‖w˜2k‖2op
|γk| |Re(γk)− 1| < 7δ1(N). (95)
Eqs. (94) and (95) taken together are
‖1− w˜jw˜†j‖op < 7δ1(N) (96)
and thus bound the extend to which w˜j deviates from a
unitary matrix. We now proceed to derive a bound on
β˜k. Eq. (83) implies (since ‖w˜j‖op → 1 for N →∞)
‖w˜⊤2k−1 − w˜2k−1w˜∗2k−1w˜⊤2k−1eiβ˜k‖op < 2δ1(N). (97)
Consequently, Eq. (96) yields by virtue of Eq. (76)
‖w˜⊤2k−1 − w˜2k−1eiβ˜k‖op < 9δ1(N). (98)
We take the transpose of this relation and use Eq. (76)
again to obtain
‖w⊤2k−1 − w⊤2k−1e2iβ˜k‖ < 18δ1(N). (99)
To leading order, this implies
|1− e2iβ˜k | < 18δ1(N). (100)
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Hence, if we define
±1− eiβ˜k = dk, (101)
it has to hold to leading order that
|dk| < 9δ1(N). (102)
Using the last two relations and Eq. (83) results with
Eq. (76) in
‖1∓ w˜2k−1w˜∗2k−1‖op < 11δ1(N). (103)
We obtain again a topological index up to correc-
tions which vanish in the thermodynamic limit. Using
Eq. (84), one gets similarly
‖1∓ w˜2kw˜∗2k‖op < 11δ1(N) (104)
with the same sign; however the sign of the pair (2k −
1,2k) might differ from the one of (2k + 1,2k + 2). To
prove that they are the same, note that Eq. (79) implies
‖σ2kσ2k+1 v∗k
V V
−
vk
w˜2k w˜2k+1 ‖op < δ2(N)
(105)
and
‖σ∗2kσ∗2k+1 vk
V∗ V∗
w˜2k w˜2k+1
−
v∗k
w˜∗2k w˜
∗
2k+1
w˜2k w˜2k+1
‖op
< δ2(N)‖w˜2k ⊗ w˜2k+1‖op.
(106)
In the following expression, we use Eq. (76)
and bound the left term with Eq. (105)
and the right term with Eq. (106):
‖|σ2k|2|σ2k+1|2
v∗k
V V
V∗ V∗
−
v∗k
w˜∗2k w˜
∗
2k+1
w˜2k w˜2k+1
‖op
< ‖σ∗2kσ∗2k+1 vk
V∗ V∗
w˜2k w˜2k+1
− σ∗2kσ∗2k+1 vk
V∗ V∗
w˜2k w˜2k+1
‖op
+ δ2(N)‖w˜2k ⊗ w˜2k+1‖op + δ2(N)|σ2k||σ2k+1|
→ 2δ2(N) (107)
to leading order. Owing to VV∗ = ±1 we therefore have
‖|σ2k|2|σ2k+1|21− (w˜∗2kw˜2k)⊗ (w˜∗2k+1w˜2k+1)‖op
< 2δ2(N) (108)
Hence, Eqs. (76), (83) and (84) yield∣∣∣|σ2k|2|σ2k+1|2 − eiβ˜k−iβ˜k+1 ∣∣∣ < 4δ1(N) + 2δ2(N). (109)
Now we insert Eq. (101),∣∣∣∣|σ2k|2|σ2k+1|2 − ±1− dk±1− dk+1
∣∣∣∣ < 4δ1(N) + 2δ2(N),
(110)
which shows that the signs in Eqs. (103) and (104) have
to be identical for all k for sufficiently large N . We are
thus left with
‖1∓ w˜jw˜∗j ‖op < 11δ1(N) (111)
with identical sign for all j = 1, 2, . . . , 2n.
The entanglement spectrum is given by the “entangle-
ment energies”, which are the eigenvalues of the entan-
glement Hamiltonian Hent defined by ρL = e
−Hent . ρL
is the reduced density matrix obtained after tracing out
half of the chain from a certain eigenstate.
The proof of Statement 1 is concluded by showing the
following:
Lemma 4. – If the topological index is −1, i.e., ‖1 +
w˜jw˜
∗
j ‖op < 11δ1(N), the eigenvalues of the half-chain
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reduced density matrix ρL of any eigenstate are four-fold
degenerate up to corrections of order δ1(N).
Note that the fact that the negative sign corresponds
to the topologically non-trivial phase can be seen by
drawing the analogy to symmetry protected topolog-
ical ground states84. Alternatively, one may investi-
gate the system described by the Hamiltonian (1) with
σh = σV = 0, which can be diagonalized exactly by a
translationally invariant quantum circuit94 with ℓ = 2
and wjw
∗
j = −1, see Appendix A.
Proof of Lemma 4. – We trace out sites N2 +
3
2ℓ +
1, N2 +
3
2ℓ + 2, . . . , N, 1, 2, . . . ,
3
2ℓ for a certain approx-
imate eigenstate given by l-bits (l1, l2, . . . , lN/2) =
(l1, l2, . . . , ln/2). The resulting reduced density matrix
ρL can be expressed in terms of virtual reduced den-
sity matrices σL and σR, which we define as follows:
σL =
u1 u2 . . . un/2
v1 v2 . . . vn/2
u†1 u
†
2
. . . u†n/2
v†1 v
†
2
. . . v†n/2
l1 l2
. . . ln
l1 l2 . . . ln
=
u1
u†1
l1 l2
l1 l2
:= L , (112)
where we cancelled unitaries with their adjoints and used
the fact that the upper and lower dangling legs have iden-
tical indices. We obtain a similar relation for σR defined
for the other half of the system,
σR =
un/2+1
u†n/2+1
ln+1 ln+2
ln+1 ln+2
:= R , (113)
We now derive a relation between ρL and σL, σR,
which is a special case of the bulk-boundary correspon-
dence95. To that end, we employ the MPO representa-
tion Eqs. (16), (17). Let A be the tensor corresponding
to a concatenation of tensors A1, A2, . . . , An/2 with fixed
l-bits l1, l2, . . . , lN/2 (lower indices)
A
= A1 A2 . . . An2
l1,l2 l3,l4 . . . l n2−1,l n2
.
(114)
We combine all physical indices (vertical legs) of A to an
index a and all virtual indices (horizontal legs) to α. We
define B similarly for the other half of the chain (with
physical index b). The reduced density matrix is thus
[ρL]aa′ =
∑
b,α,β
AaαBαbB∗βbA∗a′β . (115)
In matrix representation, ρL = ABB†A†. Using
Sylvester’s determinant theorem, it is easy to show that
for any complex m × n matrix R and n × m matrix S,
spec(RS) = spec(SR) up to zero eigenvalues. That is,
the two spectra are identical, and only the number of
zero eigenvalues can change upon commuting the matri-
ces (for m = n the spectra are thus completely identical).
We will ignore such zero eigenvalues henceforth. (They
correspond to infinite entanglement energies.) Now, we
obtain spec(ρL) = spec(ABB†A†) = spec(BB†A†A) =
spec(σ⊤RσL) since σL = A†A, σR = (BB†)⊤. Notice that
in the product BB†A†A the conjugate matrices of the
left and right block are multiplied, i.e., the upper hori-
zontal legs have to be connected: σ := σ⊤R σL can thus
be written as
σ = σL σR
. (116)
We finally obtain that the entanglement spectrum is
given by spec(Hent) = spec(− ln(σ)) up to varying
numbers of entanglement energies at +∞. We insert
Eqs. (112) and (113) into the last relation and obtain
σ =
L R
, (117)
which in algebraic notation is simply σ = L⊗R. We show
that the spectrum of L is two-fold degenerate up to δ1(N)
corrections. The same line of reasoning demonstrates
two-fold degeneracy of the spectrum of R and thus four-
fold degeneracy of the entanglement spectrum.
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Let us define
uk−u∗k
w˜2k−1 w˜2k
= ∆k
(118)
Eq. (80) implies ‖∆k‖op < δ1(N). By virtue of Eq. (118),
we have
l2k−1 l2k
u∗k
w˜2k−1 w˜2k
l2k−1 l2k
u⊤k
w˜†2k−1 w˜
†
2k
=
l2k−1 l2k
uk
l2k−1 l2k
u†k
+
l2k−1 l2k
∆k
l2k−1 l2k
u†k
+
l2k−1 l2k
uk
l2k−1 l2k
∆†k
+
l2k−1 l2k
∆k
l2k−1 l2k
∆†k
.
(119)
Using Eq. (96), we obtain for Dj := 1 − w˜jw˜†j that
‖Dj‖op < 7δ1(N)). We thus have
‖
l2k−1 l2k
uk
l2k−1 l2k
u†k
−
l2k−1 l2k
u∗k
w˜2k−1
l2k−1 l2k
u⊤k
w˜†2k−1
‖op
= ‖
l2k−1 l2k
uk
l2k−1 l2k
u†k
−
l2k−1 l2k
u∗k
w˜2k−1 w˜2k
l2k−1 l2k
u⊤k
w˜†2k−1 w˜
†
2k
−
l2k−1 l2k
u∗k
w˜2k−1
l2k−1 l2k
u⊤k
w˜†2k−1
D2k ‖op
≤ ‖
l2k−1 l2k
∆k
l2k−1 l2k
u†k
‖op + ‖
l2k−1 l2k
uk
l2k−1 l2k
∆†k
‖op + ‖
l2k−1 l2k
∆k
l2k−1 l2k
∆†k
‖op
+ ‖
l2k−1 l2k
u∗k
w˜2k−1
l2k−1 l2k
u⊤k
w˜†2k−1
D2k ‖op
(120)
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where the last inequality follows from Eq. (118). We can
bound the terms in the last expression of Eq. (120) using
the property
‖
l l
′
P
l l
′
Q†
R ‖op = max|x|=|y|=1 |
l l
′
P
l l
′
Q†
R
y†
x
|
= max
|x|=|y|=1
∣∣∣[Q† ((xy†)⊗R)P ]
(ll
′
),(ll
′
)
∣∣∣
≤ max
|x|=|y|=1
‖Q†((xy†)⊗ R)P‖op
≤ ‖Q‖op‖R‖op‖P‖op. (121)
Therefore, the final expression of Eq. (120) fulfills
(120) < 2‖∆k‖op + ‖∆k‖2op + ‖D2k‖op
< 2δ1(N) + δ
2
1(N) + 7δ1(N)→ 9δ1(N) (122)
due to ‖Dj‖op < 7δ1(N). Owing to the definition
Eq. (112) of L, the inequalities (120) and (122) imply
‖L− w˜†2n−1L∗w2n−1‖op < 9δ1(N). (123)
From that, we obtain
‖w˜†2n−1L∗w˜2n−1w˜†2n − Lw˜†2n−1‖op
< 9δ1(N)‖w˜2n−1‖op → 9δ1(N). (124)
Due to ‖1 − w˜jw˜†j‖op < 7δ1(N) and Eq. (76), we thus
arrive at
‖w˜†2n−1L∗ − Lw˜†2n−1‖op
< 9δ1(N) + 7δ1(N)‖L‖op‖w˜†2n−1‖op
→ 9δ1(N) + 7δ1(N)‖L‖op ≤ 16δ1(N), (125)
where the last inequality follows from Eq. (121).
Since L is Hermitian, there exists an orhonormal set of
eigenvectors. We group them into matrices Ts spanning
linear subspaces with the same eigenvalue µs (0 ≤ µs ≤
1), i.e.,
LTs = µsTs (126)
and L∗T ∗s = µsT
∗
s . Defining D˜ := w˜
†
2n−1L
∗ − Lw˜†2n−1
(i.e., ‖D˜‖op < 16δ1(N)), we thus obtain
µsw˜
†
2n−1T
∗
s = Lw˜
†
2n−1T
∗
s + D˜T
∗
s . (127)
We can decompose
w˜†2n−1T
∗
s = TsAs +
∑
s′ 6=s
Ts′As′ (128)
with matrices As′ of size dim(Ts′)×dim(Ts). As a result,
Eq. (127) yields∑
s′ 6=s
(µs′ − µs)Ts′As′ = −D˜T ∗s . (129)
Since the Ts, Ts′ are all linearly independent and of op-
erator norm 1, we obtain
‖D˜‖op = ‖
∑
s′ 6=s
(µs′ − µs)Ts′As′‖op
= max
|v|=1
|
∑
s′ 6=s
(µs′ − µs)Ts′As′v|
= max
|v|=1
√∑
s′ 6=s
|(µs′ − µs)Ts′As′v|2
≥
√∑
s′ 6=s
|(µs′ − µs)Ts′As′w1|2, (130)
where w1 is a unit vector where the function f(w) =√∑
s′ 6=s |Ts′As′w|2 is maximal. Hence, we can further
lower bound the final term of Eq. (130) by
(130) ≥
(
min
s′′ 6=s
|µs′′ − µs|
)
max
|w|=1
√∑
s′ 6=s
|Ts′As′w|2
=
(
min
s′′ 6=s
|µs′′ − µs|
)
‖
∑
s′ 6=s
Ts′As′‖op. (131)
This results in
‖
∑
s′ 6=s
Ts′As′‖op ≤ ‖D˜‖op
mins′′ 6=s |µs′′ − µs|
<
16δ1(N)
mins′′ 6=s |µs′′ − µs| . (132)
Eq. (128) implies thus
‖w˜†2n−1T ∗s − TsAs‖op <
16δ1(N)
mins′ 6=s |µs′ − µs| (133)
and
‖w˜⊤2n−1Ts − T ∗sA∗s‖op <
16δ1(N)
mins′ 6=s |µs′ − µs| . (134)
After multiplying Eq. (133) from the left by w˜⊤2n−1,
Eqs. (76) and (111) (with the negative topological index)
result in
‖T ∗s + w˜⊤2n−1TsAs‖op <
16δ1(N)‖w˜2n−1‖op
mins′′ 6=s |µs′ − µs| + 11δ1(N).
(135)
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The last two inequalities yield by way of Eq. (76)
‖T ∗s + T ∗sA∗sAs‖op
<
16δ1(N)(‖w˜2n−1‖op + ‖As‖op)
mins′ 6=s |µs′ − µs| + 11δ1(N). (136)
Since to zeroth order w˜†2n−1 is unitary, Eq. (128) and or-
thonormality of the Ts, Ts′ implies ‖As‖op ≤ 1 to zeroth
order, i.e., for Z := 1+A∗sAs we have to leading order
‖Z‖op < 32δ1(N)
mins′ 6=s |µs′ − µs| + 11δ1(N). (137)
Hence, since | det(As)|2 = det(A∗sAs) = det(−1 + Z),
the degeneracy dim(As) of µs cannot be odd, otherwise
det(−1+Z) would become negative for sufficiently large
N (where the µs converge to the exact eigenvalues).
Note that for finite N , such even degenerate multiplets
can thus have a splitting |µs′ − µs|, which is at most of
order δ1(N) = (2+4N)δ(N) = 2
13/4(1+2N)
√
cN
3 e
−αNµ
2c′ .
This concludes the proof of Statement 1.
C. Proof of Statement 2
We assume N to be finite, and strict topological pro-
tection will again follow in the limit N → ∞. Suppose
the adiabatic perturbation is described by a parameter
λ ∈ [0, 1] with corresponding Hamiltonian H(λ) such
that Conditions 1 to 3 of the Theorem are fulfilled for all
λ. Condition 1 thus requires the existence of a unitary
U(λ) diagonalizing the Hamiltonian such that τzi (λ) =
U(λ)σzi U
†(λ) fulfills ‖τ˜zi (λ)−τzi (λ)‖op < c(λ)e−
ℓ
ξi(λ) with
τ˜zi (λ) = U˜(λ)σ
z
i U˜
†(λ) = U(λ)σzi U
†
(λ). Due to Condi-
tion 3, we can assume that H(λ) (at least after some
infintely small λ-independent perturbation ǫV ) is non-
degenerate for almost all λ. Degeneracies only appear at
level crossings, which are isolated points for finite N .
First of all, note that one can always define a uni-
tary Ucont(λ) which diagonalizes the overall Hamiltonian
H(λ) and changes continuously as a function of λ. This
can be seen by comparing the two limits limǫ→0±H(λ+ǫ)
expressed in terms of Ucont(λ+ ǫ) and E(λ+ ǫ). For al-
most all λ, Ucont(λ) has to be related to U(λ) via
U(λ) = Ucont(λ)P (λ) (138)
where P (λ) is a permutation matrix whose non-vanishing
elements have arbitrary phases (and magnitude 1). Ac-
cording to Lemmas 1 and 2 we thus have
‖Ucont(λ)P (λ) − U(λ)‖op < δ1(N). (139)
Now consider two points λ1, λ2 ∈ [0, 1]. We want to show
that the topological index of the corresponding quantum
circuits U(λ1), U(λ2) is the same. Due to the triangular
inequality,
‖U(λ1)− U(λ2)P †(λ2)P (λ1)‖op
≤ ‖U(λ1)− Ucont(λ1)P (λ1)‖op
+ ‖Ucont(λ1)P (λ1)− Ucont(λ2)P (λ1)‖op
+ ‖Ucont(λ2)P (λ1)− U(λ2)P †(λ2)P (λ1)‖op
< 2δ1(N) + ‖Ucont(λ1)− Ucont(λ2)‖op (140)
due to Eq. (139). We choose λ2 := λ1 + ǫ, such that
because of the continuity of Ucont(λ)
‖U(λ1)− U(λ2)P †(λ2)P (λ1)‖op < 2δ1(N) +O(ǫ),
(141)
where the O(ǫ) term is N -independent. We consider the
quantum circuit defined by U21 := U
†
(λ2)U(λ1), which
is due to Eq. (141) close to a permutation matrix. That
quantum circuit reads graphically (we denote the uni-
taries of U(λ1) by uk, vk and those of U(λ2) by uˆk, vˆk
U21 =
u1 u2 . . . uN/ℓ
v1 v2 . . . vN/ℓvN/ℓ
uˆ†1 uˆ
†
2
. . . uˆ†N/ℓ
vˆ†1 vˆ
†
2
. . . vˆ†N/ℓvˆ
†
N/ℓ
.
(142)
U21 can also be written as a two-layer quantum circuit
if the unitaries are blocked together as indicated by red
dashed lines. From Lemma 2, we know that ‖U(λ1) −
VU∗(λ1)‖op < δ1(N) and ‖U(λ2)−VU∗(λ2)‖op < δ1(N),
which together with Eq. (76) implies
‖U21 − U∗21‖op < 2δ1(N). (143)
Hence, we can apply Lemma 3, which in this case states
that
‖
u∗2m−1 u∗2m
v∗2m−1
vˆ⊤2m−1
−
W˜ ∗2m−1 W˜ ∗2m
u2m−1 u2m
v2m−1
vˆ†2m−1
‖op
< 2δ1(N) (144)
with ‖1 ∓ W˜kW˜ ∗k ‖op < 22δ1(N). On the other hand,
Lemma 3 applied to the individual quantum circuits
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U(λ1), U(λ2) implies to leading order using Eq. (76) (wˆj
for U(λ2) corresponds to w˜j for U(λ1))
‖
u∗2m−1 u∗2m
v∗2m−1
vˆ⊤2m−1
−
w˜∗4m−3 wˆ
†
4m−2 wˆ
†
4m−1 w˜∗4m
u2m−1 u2m
v2m−1
vˆ†2m−1
×
× γ
∗
2m−1
γˆ∗2m−1
‖op
< ‖
u∗2m−1 u∗2m
v∗2m−1
vˆ⊤2m−1
−
w˜∗4m−3
V† V†
w˜∗4m
u2m−1 u2m
v2m−1
vˆ⊤2m−1
×
×γ∗2m−1‖op + 2δ2(N) < 4δ1(N) + 4δ2(N), (145)
where we employed V† = ±V∗, Eqs. (52) and (53) (each
one twice) and |γk| → 1 forN →∞. Using the triangular
inequality and Eqs. (144) and (145), we thus arrive at
‖W˜ ∗2m−1 ⊗ W˜ ∗2m
− γ
∗
2m−1
γˆ∗2m−1
(w˜∗4m−3 ⊗ wˆ†4m−2)⊗ (wˆ†4m−1 ⊗ w˜∗4m)‖op
< 6δ1(N) + 4δ2(N). (146)
Hence,
‖W˜ ∗2m − κ2mwˆ†4m−1 ⊗ w˜∗4m‖op < 6δ1(N) + 4δ2(N)
(147)
with κ2m ∈ C and |κ2m| → 1 for N → ∞. Finally, via
Eq. (76)
‖W˜2mW˜ ∗2m − |κ2m|2(wˆ⊤4m−1 ⊗ w˜4m)(wˆ†4m−1 ⊗ w˜∗4m)‖op
= ‖W˜2mW˜ ∗2m − |κ2m|2(wˆ⊤4m−1wˆ†4m−1)⊗ (w˜4mw˜∗4m)‖op
< 12δ1(N) + 8δ2(N). (148)
Owing to Eq. (141),
‖[U21]:l − [P †(λ2)P (λ1)]:l‖2 < 2δ1(N) +O(ǫ), (149)
where [. . .]:l refers to the l-th column vector. In the limit
ǫ → 0, the column vectors of U21 thus converge to the
ones of P †(λ2)P (λ1) with increasing N , which are prod-
uct states. Hence, the topological index of U21 can only
be +1, since otherwise one could use Lemma 4 to show
that the column vectors of U21 have approximately two-
fold degenerate entanglement spectra, which is not the
case for product states. We thus have
‖1− W˜kW˜ ∗k ‖op < 22δ1(N), (150)
i.e., according to Eqs. (148) and (76)
‖1− |κ2m|2(wˆ⊤4m−1wˆ†4m−1)⊗ (w˜4mw˜∗4m)‖op
< 34δ1(N) + 8δ2(N). (151)
According to Lemma 3, ‖1∓ w˜jw˜∗j ‖ < 11δ1(N) and ‖1∓
wˆjwˆ
∗
j ‖ < 11δ1(N). Therefore, for sufficiently large N ,
the topological indices of U(λ1) and U(λ2) have to be
identical. In the thermodynamic limit, the topological
index is thus conserved along the path.
As a corollary, we obtain that it is impossible to adi-
abatically move the system from the topologically non-
trivial to the topologically trivial phase without breaking
time reversal symmetry or violating the FMBL condi-
tion.
V. CONCLUSIONS
We proved the existence of an SPT phase of all eigen-
states of FMBL systems invariant under time reversal
symmetry. Using a two-layer quantum circuit, we demon-
strated the four-fold degeneracy of the entanglement
spectra of all eigenstates in the SPT phase. The obtained
classification thus resembles the one of one-dimensional
gapped ground states with time reversal symmetry84,85.
An extension to on-site symmetries and fermionic sys-
tems is expected to yield similar results, but cannot be
carried out with the tools introduced in this paper only,
which crucially require the absorption of the phase ma-
trix Θ into the tensor network.
We proved the robustness of the two phases to ar-
bitrary symmetry preserving perturbations so long as
the system remains FMBL. Thus, our results imply that
there can be no symmetry-preserving transition between
the topological and the trivial FMBL phase without the
delocalization of at least some eigenstate(s), i.e., the sys-
tem has to enter a critical regime. This behavior re-
sembles SPT ground states in one dimension, which re-
tain their topological properties unless the perturbations
break the symmetry or close the energy gap leading to
a non-local change of the ground state wave function.
Note that this by no means implies that the above tran-
sition has similar features as the MBL-to-thermal transi-
tion80. In particular, there might be a crossover regime,
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where as a function of energy some eigenstates are lo-
calized and topologically trivial, whereas others are lo-
calized and SPT, with delocalized eigenstates separating
those energy windows82.
Similar approaches might be employed to fully clas-
sify symmetry protected FMBL phases in one dimension.
This would involve showing that there are no topologi-
cal subclasses compared to the ones obtained for one-
dimensional ground states, which was also not carried
out in the current analysis. Note on the other hand that
MBL systems cannot have non-Abelian symmetries92.
Furthermore, the defined topological index might be
used in numerical simulations with quantum circuits in
order to map out the phase diagrams of MBL systems
with time reversal symmetry. The advantage over ex-
act diagonalization would be that the tensor network ap-
proach does not require prior knowledge of an order pa-
rameter80,81 or the splitting between ideally degenerate
energy levels for open boundary conditions to be smaller
than the mean level spacing78.
In two dimensions, even strongly disordered systems
are believed to eventually equilibrate96–98, though possi-
bly on astronomically long time scales98. On short time
scales, they behave many-body localized21,22, and are
thus well described by shallow two-dimensional quantum
circuits99. A similar approach might therefore be used to
prove short-time symmetry and localization protection in
two dimensions.
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Appendix A: Cluster state with random couplings
If we set σh = σV = 0 in the Hamiltonian (1), i.e.,
H =
N∑
i=1
λiσ
i−1
x σ
i
zσ
i+1
x , (A1)
it is a sum of commuting local projectors (stabilizer
code). As a result, the unitary matrix Ucl which diago-
nalizes the Hamiltonian can be written exactly as a two-
layer quantum circuit94 with ℓ = 2 (assuming N to be
even) and
uk = vk = ucl =
1
2


1 −1 −1 −1
−1 1 −1 −1
−1 −1 1 −1
−1 −1 −1 1

 . (A2)
In the |±〉 = 1√
2
(|0〉 ± |1〉) basis, ucl is diagonal, i.e., all
uk and vk extended by identities to the full Hilbert space
of N spins commute with each other. Note also that if
we set vN/2 = 1, the obtained quantum circuit diago-
nalizes the Hamiltonian with open boundary conditions,
i.e., where the sum in Eq. (A1) extends only from 2 to
N − 1.
One can easily verify that ucl fulfills (setting X := σx,
Z := σz , I := 12×2)
ucl = −(I ⊗ Z)ucl(X ⊗ Z) (A3)
= −(Z ⊗X)ucl(Z ⊗ I) (A4)
= −(Z ⊗ I)ucl(Z ⊗X) (A5)
= −(X ⊗ Z)ucl(I ⊗ Z) (A6)
= −(Z ⊗ Z)ucl((XZ)⊗ (XZ)) (A7)
= −((XZ)⊗ (XZ))ucl(Z ⊗ Z), (A8)
where Eq. (A7) follows from Eqs. (A3) and (A5)
and Eq. (A8) from Eqs. (A4) and (A6). The symmetries
also reflect the fact that the Hamiltonian commutes with
Zeven := (I ⊗ Z)⊗N2 and Zodd := (Z ⊗ I)⊗N2 . Eqs. (A5)
and (A6) yield
Z
uk
vk = X X
Z
uk
vk
.
(A9)
For periodic boundary conditions this implies
Zeven|ψPBCl1l2...lN 〉 = (−1)l2+l4+...+lN |ψPBCl1l2...lN 〉, where
|ψPBCl1l2...lN 〉 is the column vector corresponding to the l-bit
configuration l1, l2, . . . , lN of U
PBC
cl (li = 0, 1). Similarly,
Eqs. (A3) and (A4) imply
Z
uk
vk = Z Z
Z
uk
vk
.
(A10)
Therefore, we have Zodd|ψPBCl1l2...lN 〉 =
(−1)l1+l3+...+lN−1 |ψPBCl1l2...lN 〉 and as a result also
σ⊗Nz |ψPBCl1l2...lN 〉
= (−1)
∑N
i=1 li |ψPBCl1l2...lN 〉. This can be seen directly from
the relation
ZZ
uk
vk = ZX XZ
Z Z
uk
vk
.
(A11)
which is obtained using Eqs. (A7) and (A8). This corre-
sponds to the virtual symmetry w2k−1 = ZX and thus
wjw
∗
j = −1. Note that strictly speaking Eq. (A11) is
not the same as Eq. (13) in the main part, since here
we have a Z ⊗ Z operator acting on the l-bit basis (i.e.,
Θ = σ⊗Nz ). These additional signs can be removed by
defining the quantum circuit in terms of the unitaries
uk = ucl [( 1 00 i )⊗ ( 1 00 i )] and vk = ucl. This comes at the
price of making uk complex (such that the complex con-
jugate appears on the left hand side of Eq. (A11) in accor-
dance with Eq. (13)). The corresponding overall unitary
matrix U cl still diagonalizes the Hamiltonian and we still
have wjw
∗
j = −1.
As an add-on, let us remark that Eqs. (A3) to (A8)
also indicate how degenerate eigenstates for open bound-
ary conditions are related by l-bit flips at the edges.
The degeneracy arises because |ψOBCl1...lN 〉, Zeven|ψOBCl1...lN 〉,
Zodd|ψOBCl1...lN 〉 and σ⊗Nz |ψOBCl1...lN 〉 have the same energy
(since Zeven and Zodd commute with the Hamiltonian).
As we will see, those states are linearly independent, i.e.,
the energy spectrum is four-fold degenerate. Noting that
vN/2 = 1, we analyze the symmetries
Z
u1
v1 = X
X Z
u1
v1
(A12)
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(obtained by using Eqs. (A5) and (A3)) and
Z
uN/2
= − X
Z
uN/2
,
(A13)
which follows from Eq. (A6). Using these relations along
with Eq. (A9), we find Zeven|ψOBCl1l2...lN 〉
= (−1)1+l2+l4+...+lN |ψOBC
l1l2...lN
〉 with li := 1−li. Similarly,
we obtain
Z Z
u1
v1 = Z
Z
u1
v1
(A14)
from Eqs. (A3) and (A4) and
uN/2
= − Z
Z X
uN/2
(A15)
from Eq. (A5). The last two equations combined with
Eq. (A10) tell us that Zodd|ψOBCl1...lN−1lN 〉
= (−1)1+l1+l3+...+lN−1 |ψOBC
l1...lN−1lN
〉. As a result, we have
σ⊗Nz |ψOBCl1l2...lN−1lN 〉 = (−1)1+
∑N
i=1 li |ψOBC
l1l2...lN−1lN
〉.
