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a b s t r a c t
In this paper, we present the composite Milstein methods for the strong solution of Ito
stochastic differential equations. These methods are a combination of semi-implicit and
implicit Milstein methods. We give a criterion for choosing either the implicit or the semi-
implicit scheme at each step of our numerical solution. The stability and convergence
properties are investigated and discussed for the linear test equation. The convergence
properties for the nonlinear case are shown numerically to be the same as the linear case.
The stability properties of the composite Milstein methods are found to be more superior
compared to those of the Milstein, the Euler and even better than the composite Euler
method. This superiority in stability makes the methods a better candidate for the solution
of stiff SDEs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we propose three numerical methods for the strong solution of stochastic differential equations (SDEs)
driven by d-dimensional Wiener process:
dy(t) = f (t, y(t))dt +
d−
j=1
gj(t, y(t))dWj(t), y(t0) = y0, t ∈ [t0, T ], (1)
where f (t, y(t)) is the drift coefficient, g(t, y(t)) is the diffusion coefficient andWj(t) is the standardWiener process whose
increment1Wj(t) = Wj(t +1t)−Wj(t) is a Gaussian random variable N(0,1t).
When d = 1, the SDEs driven by one Wiener process are given by
dy(t) = f (t, y(t))dt + g(t, y(t))dW (t), y(t0) = y0, t ∈ [t0, T ]. (2)
In this paper, we focus only on the solution of (1) in the Ito sense by extending our work on the Stratonovich sense [1] to
the Ito sense.
A lot of research has been done in developing strong explicit methods for the numerical solution of (1). Some of this
research can be found in [2–5]. As in deterministic differential equations, implicit methods are necessary for solving stiff
systems. However, in the stochastic case, the construction of implicit methods gave rise to more problems than in the
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deterministic case. These problems are due to the unboundedness of the Wiener process. This led to the development of
semi-implicit methods where the implicitness is restricted to the drift coefficient. Such methods can be found in [2,6–8,5].
These semi-implicit methods are well adapted for stiff systems with small stochastic parts or additive noise. On the other
hand in cases where the stochastic part plays an essential role as with large multiplicative noise, fully implicit methods are
needed [9].
The problem with fully implicit methods lies in the unavoidable implicit stochastic terms. These terms mostly appear
as the reciprocals of the Gaussian random variable in the scheme, leading to instability due to the unboundedness of the
Gaussian random variable. There have been attempts to overcome this drawback of the fully implicit methods. One of these
attemptswas to combine semi-implicitmethodswith implicit ones to improve stability. This techniquewas used by Burrage
and Tian in constructing the composite Euler methods [10]. We used the same technique in constructing the composite
Milsteinmethods for Stratonovich sense [1]. In this paperwe extend thework done in [1] to construct our proposedmethods
for Ito sense. Another technique was presented in [9] in the construction of the Balanced implicit methods. This technique
is based on introducing a modified implicit diffusion coefficient where the type and degree of implicitness can be chosen by
appropriate weights. The Balanced implicit methodswere further investigated in [11] and an optimal implementation of the
Balanced method with respect to strong convergence was given. Furthermore, the idea of Balanced method was combined
with the Milstein method in [12,13] to present a class of Balanced Milstein methods and was further modified in [14]. In
addition to the previous techniques, Tian and Burrage [15] introduced a technique based on the relation between Ito and
backwards stochastic integrals. An overview of these techniques can be found in [5].
In this paper, we introduce three methods for the strong solution of (1) interpreted in the Ito sense. The methods are
constructed by combining semi-implicit and implicit Milstein methods. A criterion is given for choosing either the semi-
implicit or the implicit method at each step of the proposed methods. The stability and convergence of each of the three
proposed methods are studied for the linear test equation. Numerical results show that the convergence properties of
the methods applied to nonlinear SDEs are the same as that for the linear case. Stability properties of the three methods
are shown to be far better than the Euler, the Milstein, and even the composite Euler scheme. The convergence rate of
the methods is better than that of the composite Euler method. The stability and convergence analysis together with the
numerical results suggest that the proposed methods are better candidates for the solution of stiff SDEs than the composite
Euler method, especially for SDEs were the stiffness is in both the stochastic and deterministic parts. In addition, the
numerical results show that the composite Milstein methods have better overall behavior compared to the composite Euler
methods.
The outline of this paper is as follows. In Section 2, we present a brief introduction to the Milstein methods used in
constructing our methods in addition to a short overview of the technique used to construct the proposed methods. In
Sections 3–5, we construct three methods for the strong solution of (2), namely the (composite Milstein scheme with Ito
semi-implicit and Ito implicit) MSII, the (composite Milstein scheme with Ito semi-implicit and Stratonovich implicit) MSIS
and the (composite Milstein scheme with Ito semi-implicit and backwards implicit) MSIB methods. For each method, the
convergence is discussed and the criteria for choosing either the semi-implicit or the implicit method at each step are given.
In Section 6, the mean-square stability and asymptotic stability properties of the methods are discussed and shown to be
better than the composite Euler method and superior to the semi-implicit Milstein method. In Section 7, numerical results
are presented that show a considerable improvement of the schemes over the composite Euler method. In Section 8, we
show how the proposed methods can be extended for the solution of SDEs driven by d-dimensional Wiener processes (1).
Concluding remarks and future work are given in Section 9.
2. Milstein methods
For the SDE (2) interpreted in the Ito sense we have three Milstein schemes, namely
• The explicit Milstein method [2]
yn+1 = yn + f (tn, yn)h+ g(tn, yn)1Wn + 12 (g(tn, yn)g
′(tn, yn))(1W 2n − h). (3)
• The semi-implicit Milstein method [2]
yn+1 = yn + f (tn+1, yn+1)h+ g(tn, yn)1Wn + 12 (g(tn, yn)g
′(tn, yn))(1W 2n − h). (4)
• The implicit Milstein method
yn+1 = yn + f (tn+1, yn+1)h+ g(tn+1, yn+1)1Wn + 12 (g(tn+1, yn+1)g
′(tn+1, yn+1))(1W 2n − h) (5)
where tn = t0 + nh, n = 0(1)N, h = (T−t0)N and1Wn = W (tn + 1)−W (tn).
For the SDE (2) interpreted in the Stratonovich sense, we consider only
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• The implicit Milstein method
yn+1 = yn + f (tn+1, yn+1)h+ g(tn+1, yn+1)1Wn + 12 (g(tn+1, yn+1)g
′(tn+1, yn+1))1W 2n . (6)
For the SDE (2) interpreted in the backwards sense, we consider only
• The implicit Milstein method
yn+1 = yn + f (tn+1, yn+1)h+ g(tn+1, yn+1)1Wn + 12 (g(tn+1, yn+1)g
′(tn+1, yn+1))(1W 2n + h). (7)
Here, we point out that the implicit Milstein method (5) may become unstable due to the unbounded nature of the Winner
process driving (2).
For example, when applying the implicit Milstein method (5) to the linear test equation:
dy = aydt + bydW (t), y0 = y(t0). (8)
It gives
yn+1 = R(h,1Wn)yn,
where
R(h,1Wn) = 1
1− a− 12b2 h− b1Wn − 12b21W 2n .
The difficultywith the implicitMilsteinmethod (5) is thatR(h,1Wn)may approach infinitywhenever the generated random
number1Wn is in the neighborhood of
−1±
√
3−(2a−b2)h
b . This leads to the instability of the implicit Milstein method (5) for
any a, b and h. Similarly, we point out that the implicit Milstein method (6) becomes unstable whenever 1Wn is in the
neighborhood of −1±
√
3−2ah
b . Similarly, the implicit Milstein method (7) is unstable for values of 1Wn in the neighborhood
of −1±
√
3−(2a+b2)h
b .
In the next sections, we construct modified methods to improve the stability properties of the Milstein methods. To
overcome the drawback of the implicit Milstein methods, we combine them with a semi-implicit Milstein method. This
leads to a number of composite methods in the general form:
yn+1 =

R(h,1Wn)yn of the semi-implicit method under certain conditions;
R(h,1Wn)yn of the implicit method otherwise.
3. MSII method
The compositeMilsteinmethodMSII is a combination of the semi-implicitMilsteinmethod (Ito sense) (4) and the implicit
Milstein method (Ito sense) (5). When applied to the SDE (2) we obtain
yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]1Wn
+ 1
2
[λng(tn, yn)g ′(tn, yn)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)](1W 2n − h),
where λn ∈ [0, 1] is determined at each step. It becomes the semi-implicit method when λn = 1 and becomes the implicit
method when λn = 0.
We first consider how to choose the optimal value for λn in the MSII method for the linear test equation (8). The MSII
method when applied to (8) gives
yn+1 = yn + ahyn+1 + [λnbyn + (1− λn)byn+1]1Wn + 12 [λnb
2yn + (1− λn)b2yn+1](1W 2n − h).
Rearranging the terms gives
yn+1 = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n − 1)
yn,
where p = ah, q = b√h,1Wn =
√
hIn and In is the nth realization of I , the standard normal variable N(0, 1).
The optimal value for λn, is the value that ensures that
lim
N→∞
N−1∏
n=0
1+ λnqIn + 12λnq2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n − 1)
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converges to zero as fast as possible, when the problem itself is asymptotically stable. The exact solution of (8) in the Ito
sense is given by y(t) = y0e(a− 12 b2)t+bW (t). This solution is asymptotically stable whenever Re(a− 12b2) < 0, so we assume
that a < 0 and b > 0 throughout this paper. Let
F1(λn) = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n − 1)
.
It can be shown that
min
λn∈[0,1]
|F1(λn)| = min{|F1(0)|, |F1(1)|}.
Therefore, the optimal value for λn is either zero or one. Let
Qn0 = F1(0) = 1
1− p− qIn − 12q2(I2n − 1)
and
Qn1 = F1(1) = 1+ qIn +
1
2q
2(I2n − 1)
1− p .
Criterion 1. For the MSII method, the criterion for selecting the optimal value of λn, for the linear test equation (8) is given by
λn =

0, |Qn0| < |Qn1|
1, |Qn0| ≥ |Qn1|.
Now, we consider the criterion for selecting λn for the MSII method when solving the nonlinear SDE (2) interpreted in
the Ito sense. Assuming that yn+1, y∗n+1 are numerical solutions of (2) with yn, y∗n respectively, then
yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]
√
hIn
+ 1
2
[λng(tn, yn)g ′(tn, yn)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)]h(I2n − 1)
y∗n+1 = y∗n + f (tn+1, y∗n+1)h+ [λng(tn, y∗n)+ (1− λn)g(tn+1, y∗n+1)]
√
hIn
+ 1
2
[λng(tn, y∗n)g ′(tn, y∗n)+ (1− λn)g(tn+1, y∗n+1)g ′(tn+1, y∗n+1)]h(I2n − 1).
Rearranging the terms gives
(yn+1 − y∗n+1) ≈
1+ λn(∂g/∂y)
√
hIn + 12λn(∂g/∂y)2h(I2n − 1)|y=yn
1− (∂ f /∂y)h+ (λn − 1)

(∂g/∂y)
√
hIn + h2 (∂g/∂y)2(I2n − 1)

|y=yn+1
(yn − y∗n)
≈ 1+ λn(∂g/∂y)
√
hIn + 12λn(∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h+ (λn − 1)

(∂g/∂y)
√
hIn + h2 (∂g/∂y)2(I2n − 1)


y=yn
(yn − y∗n).
Let
Rn0 = 1
1− (∂ f /∂y)h− (∂g/∂y)√hIn − 12 (∂g/∂y)2h(I2n − 1)

y=yn
and
Rn1 = 1+ (∂g/∂y)
√
hIn + 12 (∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h

y=yn
.
Criterion 2. For the MSII method, the criterion for selecting λn when solving the nonlinear SDE (2) interpreted in the Ito sense is
given by
λn =

0, |Rn0| < |Rn1|
1, |Rn0| ≥ |Rn1|.
It is obvious that Criteria 1 and 2 are the same when applied to the linear test equation (8).
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3.1. Convergence properties of the MSII method
Now, we consider the convergence properties of the composite Milstein schemeMSII. The following lemma will be used
later on.
Lemma 1.
lim
h→0 Pr
b1Wn + 12b2(1W 2n − h)
 < 1 = 1.
Proof.
lim
h→0 Pr
b1Wn + 12b2(1W 2n − h)
 < 1 = limh→0 Pr
12 (b1Wn + 1)2 − b2h+ 12
 < 1
= lim
h→0 Pr{−

3+ b2h− 1 < b1Wn <

3+ b2h− 1}
= lim
h→0 Pr

− (1+
√
3+ b2h)
b
√
h
< In <
(−1+√3+ b2h)
b
√
h

= Pr{−∞ < In <∞}
= 1. 
Applying the MSII method to the linear test equation (8), we obtain
yN = 1+ λN−1b1WN−1 +
1
2λN−1b
2(1W 2N−1 − h)
1− ah− (1− λN−1)b1WN−1 − 12 (1− λN−1)b2(1W 2N−1 − h)
yN−1
= y0
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b2(1W 2n − h)
.
Let
PN =
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b2(1W 2n − h)
.
Based on Lemma 1, PN > 0 with probability one as N →∞. Hence,
ln PN =
N−1−
n=0
ln

1+ λnb1Wn + 12λnb
2(1W 2n − h)

−
N−1−
n=0
ln

1− ah− (1− λn)b1Wn − 12 (1− λn)b
2(1W 2n − h)

.
Based on Lemma 1,
b1Wn + 12b2(1W 2n + h) < 1 with probability one as N → ∞. Therefore we can apply Taylor
expansion as follows:
ln

1+ λnb1Wn + 12λnb
2(1W 2n − h)

= λnb1Wn + 12λnb
2(1W 2n − h)−
1
2

λnb1Wn + 12λnb
2(1W 2n − h)
2
+ 1
3
[
λnb1Wn + 12λnb
2(1W 2n − h)

εn1
]3
, 0 < εn1 < 1,
and
− ln

1− ah− (1− λn)b1Wn − 12 (1− λn)b
2(1W 2n − h)

= ah+ (1− λn)b1Wn + 12 (1− λn)b
2(1W 2n − h)+
1
2
[
ah+ (1− λn)b1Wn + 12 (1− λn)b
2(1W 2n − h)
]2
+ 1
3
[
ah+ (1− λn)b1Wn + 12 (1− λn)b
2(1W 2n − h)

εn2
]3
, 0 < εn2 < 1,
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hence,
ln PN = a(tN − t0)+ b(W (tN)−W (t0))+ 12
N−1−
n=0
b2(1W 2n − h)+
1
2
N−1−
n=0
(1− 2λn)(b1Wn)2 + RN .
Finally, we obtain
ln PN =

a− 1
2
b2

(tN − t0)+ b(W (tN)−W (t0))+
N−1−
n=0
(1− λn)(b1Wn)2 + RN .
It can be shown that
lim
N→∞ E(R
2
N) = 0 and also limN→∞ E(RN) = 0.
Moreover, it will be shown shortly in Theorem 1 that
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Therefore,
lim
N→∞ E

N−1−
n=0
(1− λn)(b1Wn)2

= 0 and lim
N→∞ E
N−1−
n=0
(1− λn)(b1Wn)2
2 = 0.
Hence,
lim
N→∞ E
[
yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
]
= 0
and
lim
N→∞ E

yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
2
= 0.
This shows that the composite Milstein schemeMSII, applied to the linear test equation (8), converges to the exact solution.
Theorem 1. For the composite Milstein method MSII the following result is true
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Proof. For any given ϵ > 0, a large numberM can be found to satisfy
Pr{|In > M|} = 12ϵ,
where In ∼ N(0, 1) and1Wn =
√
hIn. Consider the three events
A = {|Qn1| < |Qn0|}, B = {|In| ≤ M} and C = {|In| > M}.
Then
Pr{λn(1Wn) = 1} = Pr{|Qn1| < |Qn0|} = Pr{A ∩ B} + Pr{A ∩ C}.
For any given a < 0, b > 0 and ϵ > 0, a stepsize h0 can be found to satisfy
P

0 < In <
1
b
√
h0

−1+

1− 2ah0 + b2h0

= ϵ
2
.
Assuming that the stepsize h < h0 is small enough to ensure that (b
√
hM + b22 h(M2 − 1)) < 1 and b
√
hM < 1, then the
following inequality holds:
0 <
1+ b√hx+ 12b2h(x2 − 1)
1− ah <
1
1− ah− b√hx− 12b2h(x2 − 1)
,
for −M < x < 0 or 1
b
√
h

−1+

1− 2ah+ b2h

< x < M.
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Therefore,
Pr{A ∩ B} = Pr{−M < In < 0} + Pr

1
b
√
h

−1+

1− 2ah+ b2h

< x < M

= Pr{−M < In < M} − Pr

0 < x <
1
b
√
h

−1+

1− 2ah+ b2h

>

1− 1
2
ϵ

− 1
2
ϵ = 1− ϵ.
So finally we can state that
1 > Pr{λn(1Wn) = 1} > Pr{A ∩ B} > 1− ϵ. 
From the convergence analysis of theMSII method, we can conclude that theMSII method converges to the semi-implicit
Milsteinmethod (4) under small stepsize. However, undermoderate stepsize (more practical in applications) a small portion
of the implicit Milstein scheme (5) is used to improve stability as will be shown in Section 6.
4. MSIS method
The composite Milstein method MSIS is a combination of the semi-implicit Milstein method (Ito sense) (4) and the
implicit Milstein method (Stratonovich sense) (6). Applying the MSIS method to the SDE (2) gives
yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]1Wn
+ 1
2
[λng(tn, yn)g ′(tn, yn)(1W 2n − h)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)1W 2n ],
where λn ∈ [0, 1] is determined at each step. It becomes the semi-implicit method when λ = 1 and becomes the implicit
method when λ = 0.
Similar to the MSII method, when the MSIS method is applied to the linear test equation (8) it is given by
yn+1 = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2I2n
yn.
The optimal value of λn is the value that ensures that
lim
N→∞
N−1∏
n=0
1+ λnqIn + 12λnq2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2I2n
converges to zero as fast as possible, when the problem itself is asymptotically stable. Let
F2(λn) = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2I2n
.
It can be shown that
min
λn∈[0,1]
|F2(λn)| = min{|F2(0)|, |F2(1)|}.
Let
Qn0 = F2(0) = 1
1− p− qIn − 12q2I2n
and Qn1 = F2(1) = 1+ qIn +
1
2q
2(I2n − 1)
1− p .
Criterion 3. For the MSIS method, the criterion for selecting the optimal value of λn, for the linear test equation (8) is given by
λn =

0, |Qn0| < |Qn1|
1, |Qn0| ≥ |Qn1|.
Now, we consider the criterion for selecting λn for the MSIS method when solving the SDE (2) interpreted in the Ito sense.
Assuming that yn+1, y∗n+1 are numerical solutions of (2) with yn, y∗n respectively, then
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yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]
√
hIn
+ 1
2
[λng(tn, yn)g ′(tn, yn)h(I2n − 1)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)hI2n ]
y∗n+1 = y∗n + f (tn+1, y∗n+1)h+ [λng(tn, y∗n)+ (1− λn)g(tn+1, y∗n+1)]
√
hIn
+ 1
2
[λng(tn, y∗n)g ′(tn, y∗n)h(I2n − 1)+ (1− λn)g(tn+1, y∗n+1)g ′(tn+1, y∗n+1)hI2n ].
Then the following approximation holds:
(yn+1 − y∗n+1) ≈
1+ λn(∂g/∂y)
√
hIn + 12λn(∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h+ (λn − 1)

(∂g/∂y)
√
hIn + 12 (∂g/∂y)2hI2n


y=yn
(yn − y∗n).
Let
Rn0 = 1
1− (∂ f /∂y)h− (∂g/∂y)√hIn − 12 (∂g/∂y)2hI2n

y=yn
and
Rn1 = 1+ (∂g/∂y)
√
hIn + 12 (∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h

y=yn
.
Criterion 4. For the MSIS method, the criterion for selecting λn when solving the nonlinear SDE (2) interpreted in the Ito sense is
given by
λn =

0, |Rn0| < |Rn1|
1, |Rn0| ≥ |Rn1|.
It is obvious that Criteria 3 and 4 are the same when applied to the linear test equation (8).
4.1. Convergence properties of the MSIS method
The following lemma [1] will be used later on. The proof is similar to that of Lemma 1 and can be found in [1].
Lemma 2 ([1]).
lim
h→0 Pr
b1Wn + 12b21W 2n
 < 1 = 1.
Now, we consider the convergence properties of the composite Milstein scheme MSIS. Applying the scheme recursively
to the linear test equation (8), we obtain
yN = y0
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b21W 2n
.
Let
PN =
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b21W 2n
.
Based on Lemmas 1 and 2, we can state that PN > 0,
b1Wn + 12b2(1W 2n − h) < 1 and b1Wn + 12b21W 2n  < 1 with
probability one as N →∞. Hence
ln PN = a(tN − t0)+ b(W (tN)−W (t0))+ 12
N−1−
n=0
b21W 2n −
1
2
N−1−
n=0
b2λnh+ 12
N−1−
n=0
(1− 2λn)(b1Wn)2 + RN .
Finally, we obtain
ln PN =

a− 1
2
b2

(tN − t0)+ b(W (tN)−W (t0))+
N−1−
n=0
(1− λn)b2

1W 2n +
h
2

+ RN .
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It can be shown that
lim
N→∞ E(R
2
N) = 0 and also limN→∞ E(RN) = 0.
Moreover, it will be shown shortly in Theorem 2 that
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Therefore,
lim
N→∞ E

N−1−
n=0
(1− λn)b2

1W 2n +
h
2

= 0
and
lim
N→∞ E
N−1−
n=0
(1− λn)b2

1W 2n +
h
2
2 = 0.
Hence,
lim
N→∞ E
[
yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
]
= 0
and
lim
N→∞ E

yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
2
= 0.
The previous analysis shows that the composite Milstein scheme MSIS, applied to the linear test equation (8), converges to
the exact solution.
Theorem 2. For the composite Milstein method MSIS the following result is true
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Proof. For any given ϵ > 0, a large numberM can be found to satisfy
Pr{|In > M|} = 12ϵ,
where In ∼ N(0, 1) and 1Wn =
√
hIn. Let three events A, B and C be defined as A = {|Qn1| < |Qn0|}, B = {|In| ≤ M} and
C = {|In| > M}, respectively. Then
Pr{λn(1Wn) = 1} = Pr{|Qn1| < |Qn0|} = Pr{A ∩ B} + Pr{A ∩ C}.
For any given a < 0, b > 0 and ϵ > 0, a stepsize h0 can be found to satisfy
P {0 < In < β(h0)} = ϵ2
where x = β(h0) is the solution of[
b

h0x+ 12b
2h0(x2 − 1)
] [
−ah0 − b

h0x− 12b
2h0(x2 − 1)
]
− 1
2
b2h0
[
1+ bh0x+ 12b2h0(x2 − 1)
]
= 0.
Assuming that the stepsize h < h0 is small enough to ensure that (b
√
hM+ b22 hM2) < 1 and b
√
hM < 1, then the following
inequality holds:
0 <
1+ b√hx+ 12b2h(x2 − 1)
1− ah <
1
1− ah− b√hx− 12b2hx2
,
for −M < x < 0 or β(h) < x < M, where β(h) < 1
b
√
h

−1+

1− 2ah+ b2h

.
Therefore,
Pr{A ∩ B} = Pr{−M < In < 0} + Pr{β(h) < x < M}
= Pr{−M < In < M} − Pr{0 < x < β(h)}
>

1− 1
2
ϵ

− 1
2
ϵ = 1− ϵ.
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So finally we can state that
1 > Pr{λn(1Wn) = 1} > Pr{A ∩ B} > 1− ϵ. 
The above analysis shows that the MSIS method converges to the semi-implicit Milstein scheme (4) for small stepsize,
but for medium stepsize which is often used in practical computations a small portion of the implicit Milstein scheme (6)
is used in order to improve the stability properties of the MSIS method. Moreover, it will be shown shortly in Section 6 that
theMS-stability properties of theMSISmethod are better than theMSII method. In addition, the rate of convergence of λn to
one, when h converges to zero, is faster for theMSISmethod than theMSII method. This property will be shown numerically
in Section 7.
5. MSIB method
The composite Milstein method MSIB is a combination of the semi-implicit Milstein method (Ito sense) (4) and the
implicit Milstein method (backwards sense) (7). Applied to the SDE (2), the MSIB method is given by
yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]1Wn
+ 1
2
[λng(tn, yn)g ′(tn, yn)(1W 2n − h)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)(1W 2n + h)],
where λn ∈ [0, 1] and is determined at each step. It becomes the semi-implicit method when λn = 1 and becomes the
implicit method when λn = 0. Applying the MSIB to the linear test equation (8) gives
yn+1 = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n + 1)
yn.
The optimal value of λn is the value that ensures that
lim
N→∞
N−1∏
n=0
1+ λnqIn + 12λnq2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n + 1)
converges to zero as fast as possible, when the problem itself is asymptotically stable. Let
F3(λn) = 1+ λnqIn +
1
2λnq
2(I2n − 1)
1− p− (1− λn)qIn − 12 (1− λn)q2(I2n + 1)
and
Qn0 = F3(0) = 1
1− p− qIn − 12q2(I2n + 1)
and
Qn1 = F3(1) = 1+ qIn +
1
2q
2(I2n − 1)
1− p .
Criterion 5. For the MSIB method, the criterion for selecting the optimal value of λn for the linear test equation (8) is given by
λn =

0, |Qn0| < |Qn1|
1, |Qn0| ≥ |Qn1|.
Now, we consider the criterion for selecting λn for the MSIB method when solving the nonlinear SDE (2) interpreted in the
Ito sense. Assuming that yn+1, y∗n+1 are numerical solutions of (2) with yn, y∗n respectively, then
yn+1 = yn + f (tn+1, yn+1)h+ [λng(tn, yn)+ (1− λn)g(tn+1, yn+1)]
√
hIn
+ 1
2
[λng(tn, yn)g ′(tn, yn)h(I2n − 1)+ (1− λn)g(tn+1, yn+1)g ′(tn+1, yn+1)h(I2n + 1)]
y∗n+1 = y∗n + f (tn+1, y∗n+1)h+ [λng(tn, y∗n)+ (1− λn)g(tn+1, y∗n+1)]
√
hIn
+ 1
2
[λng(tn, y∗n)g ′(tn, y∗n)h(I2n − 1)+ (1− λn)g(tn+1, y∗n+1)g ′(tn+1, y∗n+1)h(I2n + 1)].
Then the following approximation holds:
(yn+1 − y∗n+1) ≈
1+ λn(∂g/∂y)
√
hIn + 12λn(∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h+ (λn − 1)

(∂g/∂y)
√
hIn + 12 (∂g/∂y)2h(I2n + 1)


y=yn
(yn − y∗n).
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Let
Rn0 = 1
1− (∂ f /∂y)h− (∂g/∂y)√hIn − 12 (∂g/∂y)2h(I2n + 1)

y=yn
and
Rn1 = 1+ (∂g/∂y)
√
hIn + 12 (∂g/∂y)2h(I2n − 1)
1− (∂ f /∂y)h

y=yn
.
Criterion 6. For the MSIB method, the criterion for selecting λn when solving the nonlinear SDE (2) interpreted in the Ito sense
is given by
λn =

0, |Rn0| < |Rn1|
1, |Rn0| ≥ |Rn1|.
It is obvious that Criteria 5 and 6 are the same when applied to the linear test equation (8).
5.1. Convergence properties of the MSIB method
The following lemma [1] will be used later on.
Lemma 3 ([1]).
lim
h→0 Pr
b1Wn + 12b2(1W 2n + h)
 < 1 = 1.
Now, we consider the convergence properties of the composite Milstein scheme MSIB. Applying the scheme recursively
to the linear test equation (8), we obtain
yN = y0
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b2(1W 2n + h)
.
Let
PN =
N−1∏
n=0
1+ λnb1Wn + 12λnb2(1W 2n − h)
1− ah− (1− λn)b1Wn − 12 (1− λn)b2(1W 2n + h)
.
Based on Lemmas 1 and 3, we can state that PN > 0,
b1Wn + 12b2(1W 2n − h) < 1 and b1Wn + 12b2(1W 2n + h) < 1
with probability one as N →∞. Hence
ln PN = a(tN − t0)+ b(W (tN)−W (t0))+ 12
N−1−
n=0
b21W 2n +
1
2
N−1−
n=0
(1− 2λn)b2(1W 2n + h)+ RN .
Finally, we obtain
ln PN =

a− 1
2
b2

(tN − t0)+ b(W (tN)−W (t0))+
N−1−
n=0
(1− λn)b2(1W 2n + h)+ RN .
It can be shown that
lim
N→∞ E(R
2
N) = 0 and also limN→∞ E(RN) = 0.
Moreover, based on Theorem 3 (which will be presented shortly):
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Therefore,
lim
N→∞ E

N−1−
n=0
(1− λn)b2(1W 2n + h)

= 0 and lim
N→∞ E
N−1−
n=0
(1− λn)b2(1W 2n + h)
2 = 0.
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Hence,
lim
N→∞ E
[
yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
]
= 0
and
lim
N→∞ E

yN − y0e

a− 12 b2

(T−t0)+b(W (T )−W (t0))
2
= 0.
The previous analysis shows that the composite Milstein scheme MSIB, applied to the linear test equation (8), converges to
the exact solution.
Theorem 3. For the composite Milstein method MSIB the following result is true
lim
N→∞ Pr{λn(1Wn) = 1} = 1.
Proof. The proof is omitted since it is similar to the proof of Theorem 2. 
The above analysis shows that the MSIB method has the same convergence properties of the semi-implicit Milstein
scheme (4) for small stepsize, but for medium stepsize which is often used in practical computations a small portion of
the implicit Milstein scheme (7) is used in order to improve the stability properties of theMSIBmethod. In addition, the rate
of convergence of the MSIB method to the semi-implicit method (4), as the stepsize h tends to zero, is faster than that of the
MSII or the MSIS method. This property will be shown numerically in Section 7. Moreover, in the following section we will
show that the stability properties of the MSIB are better than those of the MSII and MSIS methods.
6. Stability properties of the methods
In this section, we discuss the mean-square (MS) stability [16], T-stability and T(A)-stability properties of the proposed
methods. T-stability was first introduced in [6] for weak solutions and then extended in [17] for strong solutions. T(A)-
stability [17] is a stricter version of T-stability. A one-step method applied to the linear test equation (8) is given by
yn+1 = R(h, a, b,1Wn)yn = R(h, a, b,
√
hIn)yn.
We start by discussing the MS-stability properties of our proposed methods. A numerical scheme is said to be MS-stable for
h, a and b, if R(h, a, b) = E(R2(h, a, b√hIn)) < 1, where R(h, a, b) is called the MS-stability function.
The MS-stability function of the semi-implicit Milstein scheme (4) is given by
R1(h, a, b) = q
4 + 2q2 + 2
2(1− p)2 .
However, the MS-stability function of the implicit Milstein scheme (5) does not exist. Similarly, the MS-stability functions
of the implicit Milstein schemes (6) and (7) do not exist. The MS-stability function of the MSII method is given by
R2(h, a, b) = 1√
2π
∫ ∞
−∞

1+ λ(x)qx+ 12λ(x)q2(x2 − 1)
1− p− (1− λ(x)) qx+ 12q2(x2 − 1)
2
e−x
2/2dx,
where λ(x) defined by Criterion 1 is given by
λ(x) =

0,
1+ qx+ 12q2(x2 − 1)1− p
 >
 11− p− qx− 12q2(x2 − 1)

1,
1+ qx+ 12q2(x2 − 1)1− p
 ≤
 11− p− qx− 12q2(x2 − 1)
 .
(9)
The MS-stability function of the MSIS method is given by
R3(h, a, b) = 1√
2π
∫ ∞
−∞

1+ λ(x)qx+ 12λ(x)q2(x2 − 1)
1− p− (1− λ(x))qx− 12 (1− λ(x))q2x2
2
e−x
2/2dx,
where the criterion function λ(x) defined by Criterion 3 is given by
λ(x) =

0,
1+ qx+ 12q2(x2 − 1)1− p
 >
 11− p− qx− 12q2x2

1,
1+ qx+ 12q2(x2 − 1)1− p
 ≤
 11− p− qx− 12q2x2
 .
(10)
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(a) MS-stability region of the MSII method. (b) MS-stability region of the MSIS method.
(c) MS-stability region of the MSIB method. (d) T(A)-stability regions of the MSII method.
Fig. 1. Stability properties of the three methods.
The MS-stability function of the MSIB method is given by
R4(h, a, b) = 1√
2π
∫ ∞
−∞

1+ λ(x)qx+ 12λ(x)q2(x2 − 1)
1− p− (1− λ(x)) qx+ 12q2(x2 + 1)
2
e−x
2/2dx,
where the criterion function λ(x) defined by Criterion 5 is given by
λ(x) =

0,
1+ qx+ 12q2(x2 − 1)1− p
 >
 11− p− qx− 12q2(x2 + 1)

1,
1+ qx+ 12q2(x2 − 1)1− p
 ≤
 11− p− qx− 12q2(x2 + 1)
 .
(11)
It is not possible to find a simple analytic expression for the integral needed to compute R2(h, a, b). Therefore, the integral
R2 is computed numerically. Similarly, R3(h, a, b) and R4(h, a, b) were computed numerically. Fig. 1(a) shows the MS-
stability regions of the semi-implicit Euler method [10,2], the semi-implicit Milstein method (4), the composite Euler type
2 method [10] and the MSII method.
The MS-stability regions of the semi-implicit Euler and the semi-implicit Milstein schemes are those under the plotted
curves in Fig. 1(a). TheMS-instability regions of the composite Euler type 2method and the proposedMSII method are to the
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right of the plotted curves. The regions to the left of the plotted curves (outside the indicated regions) are the MS-stability
regions of the composite Euler and MSII methods. It can be seen from the figure that the MS-stability property of the MSII
method is much better than that of the composite Euler type 2 method and is superior to those of the semi-implicit Euler
and the semi-implicitMilsteinmethod. Thismakes theMSIImethod a better candidate for solving stiff stochastic differential
problems. Fig. 1(b) shows that the MS-stability property of the MSIS method is better than that of the MSII method. This
makes the MSIS method an even better candidate for solving stiff SDEs. It can be seen from Fig. 1(c) that the MS-stability
property of theMSIBmethod is better than those of theMSII andMSISmethods. Thismakes theMSIBmethod an even better
candidate for solving stiff stochastic differential problems due to its more improved stability properties.
Now, we discuss the T-stability and T(A)-stability properties of our proposedmethods. For a given number l, the standard
Gaussian random variable I in the interval [−M1,M1] can be approximated by the discrete random variable U given by
U u1 u2 · · · ul
P p1 p2 · · · pl
where pi =
 xi
xi−1
1√
2π
e−x2/2 dx, ui ∈ (xi−1, xi), i = 1, 2, . . . , l and −M1 = x0 < x1 < · · · < xl = M1. Then, a numerical
scheme is said to be T-stable if
T = T (h, a, b) =
l∏
i=1
|R(h, a, b,√hui)|pi < 1,
and is said to be T(A)-stable if T = T (h, a, b) < A, 0 < A < 1.
It can be shown [17] that the definition of asymptotic stability given in [18,19] is equivalent to T-stability.
In Fig. 1(d), the T(A)-stability regions of the MSII method are those above the solid curves and the T(A)-stability regions
of the composite Euler type 2 method are above the dashed curves. Both the MSII and the composite Euler method are T(1)-
stable for all values of qwhen p ≤ 0. However, the T(A)-stability properties of the MSII method are better than those of the
composite Euler type 2method, as can be seen from Fig. 1(d).We note that there is no significant difference in the T-stability
or T(A)-stability properties of the MSII method and those of the MSIS or the MSIB method.
7. Numerical results
In this section, we present a numerical study to illustrate our analytic results and to show that the convergence properties
of the proposed methods applied to nonlinear SDEs are the same as those for linear SDEs. In order to compare the results
of our methods with the composite Euler type 2 method developed in [10], we consider the same set of examples that
was presented in [10], in addition to a 2-dimensional SDE example. Let y(i)N and y
(i)(tN) be the numerical solution and the
exact solution at the step point tN in the ith simulation, respectively. The mean of absolute errors M and the mean rate of
convergence R, defined by
M = 1
K
K−
i=1
y(i)N − y(i)(tN) , R = Mh ,
where K denotes the total number of simulations, are used to measure the accuracy and the convergence properties of the
proposed schemes. We note that in [10], R was defined as M√
h
which means that the composite Euler method is of order√
h but here we defined it as Mh which implies that our schemes are of order h and this will be confirmed in the following
examples.
Example 1. Consider the linear test equation with a = −1 and b = 1
dy = −ydt + ydW (t), y(0) = 1, t ∈ [0, 3],
with exact solution y(t) = e− 32 t+W (t).
The numerical results in Table 1 are obtained for K = 10 000 simulations, for the composite Euler type 2, the MSII, the
MSIS and the MSIB method. The percentages of the semi-implicit method used in all the K simulations are given for each
method. It can be seen that these percentages approach 100% as the stepsize approaches zero, coinciding with Theorems 1–
3. It can be seen from the mean rate of convergence R that the proposed methods are of order one which is higher than that
of the composite Euler method. In addition, by comparing the mean of absolute errors M , it can be seen that the proposed
methods are more accurate than the composite Euler method with a slight advantage for the MSII method.
Example 2. Consider the nonlinear SDE
dy = a2y(1+ y2)dt + a(1+ y2)dW (t), y(0) = 1, t ∈ [0, 2],
with exact solution y(t) = tan(aW (t)+ arctan(y0)) [2].
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Table 1
Results of the linear test equation for a = −1 and b = 1.
1
h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 1.4 (−2) 4.9 (−3) 0.078 89.01 5.2 (−3) 0.085 97.91 5.2 (−3) 0.085 97.91
25 9.8 (−3) 2.6 (−3) 0.083 92.31 2.6 (−3) 0.083 98.96 2.6 (−3) 0.083 98.96
26 6.1 (−3) 1.1 (−3) 0.070 94.64 1.1 (−3) 0.070 99.48 1.1 (−3) 0.070 99.48
27 4.3 (−3) 5.62 (−4) 0.072 96.28 5.68 (−4) 0.073 99.74 5.68 (−4) 0.073 99.74
28 3.1 (−3) 3.03 (−4) 0.077 97.40 3.06 (−4) 0.078 99.87 3.06 (−4) 0.078 99.87
29 2.2 (−3) 1.48 (−4) 0.076 98.18 1.49 (−4) 0.076 99.93 1.49 (−4) 0.076 99.93
210 1.5 (−3) 7.17 (−5) 0.073 98.72 7.20 (−5) 0.074 99.97 7.20 (−5) 0.074 99.97
Table 2
Results of test equation (2) for a = 0.1.
1
h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 9.7 (−3) 5.7295 (−4) 0.009 97.97 5.7293 (−4) 0.009 100 5.7293 (−4) 0.009 100
25 6.7 (−3) 2.9575 (−4) 0.010 98.56 2.9574 (−4) 0.009 100 2.9574 (−4) 0.009 100
26 4.8 (−3) 1.5235 (−4) 0.010 98.99 1.5235 (−4) 0.010 100 1.5235 (−4) 0.010 100
27 3.4 (−3) 7.6515 (−5) 0.010 99.28 7.6513 (−5) 0.010 100 7.6513 (−5) 0.010 100
28 2.4 (−3) 3.9278 (−5) 0.010 99.49 3.9277 (−5) 0.010 100 3.9277 (−5) 0.010 100
29 1.7 (−3) 2.0309 (−5) 0.010 99.64 2.0322 (−5) 0.010 100 2.0322 (−5) 0.010 100
210 1.2 (−3) 9.6459 (−6) 0.010 100 9.6459 (−6) 0.010 100 9.6459 (−6) 0.010 100
Table 3
Results of test equation (2) for a = 0.3.
1
h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 0.07394 0.01707 0.27 93.37 0.01706 0.27 99.84 0.01707 0.27 99.88
25 0.05454 0.010334 0.33 95.16 0.010331 0.33 99.89 0.010332 0.33 99.93
26 0.03878 5.6786 (−3) 0.36 96.48 5.6795 (−3) 0.36 99.92 5.6798 (−3) 0.36 99.95
27 0.02746 3.1541 (−3) 0.40 97.51 3.1546 (−3) 0.40 99.94 3.1538 (−3) 0.40 99.96
28 0.01946 1.6558 (−3) 0.42 98.21 1.6569 (−3) 0.42 99.96 1.6568 (−3) 0.42 99.97
29 0.01402 8.4225 (−4) 0.43 98.72 8.4279 (−4) 0.44 99.97 8.4284 (−4) 0.43 99.98
210 0.01019 4.4959 (−4) 0.46 99.08 4.4997 (−4) 0.46 99.98 4.4998 (−4) 0.46 99.99
Tables 2 and 3 give numerical results for the composite Euler type 2method, theMSII, theMSIS and theMSIBmethod. The
data was obtained by K = 10 000 simulations. The percentages in Tables 2 and 3 indicate the portion of the semi-implicit
method which is used in all the K simulations. Results in Table 2 are calculated for a = 0.1 while the results in Table 3 are
calculated for a = 0.3.
The convergence properties of the Newton–Raphson iteration method used to solve the nonlinear equation that appears
at each step during the numerical solution of the nonlinear SDE may lead to unstable results. More specifically the stability
of the numerical scheme does not only depend on the stability properties of the scheme itself, but also on the convergence
properties of the iterativemethod used to find the value of yn+1 at each step [1,10]. Therefore, at any step a numerical scheme
is stable only if the convergence properties of the iterative method and the stability properties of the scheme itself are both
satisfied at that step. Hence in this paper, we only considered stable solutions for nonlinear SDEs as in [1,10].
It can be seen from Tables 2 and 3 that the proposed methods have higher rate of convergence and are more accurate
than the composite Euler method.
Example 3. Consider the nonlinear SDE given by
dy = −(α + β2y)(1+ y2)dt + β(1− y2)dW (t), y(0) = 1, t ∈ [0, 2],
with exact solution [2]
y(t) = (1+ y0)exp(−2αt + 2βWt)+ y0 − 1
(1+ y0)exp(−2αt + 2βWt)+ 1− y0 .
The numerical results for the composite Euler type 2 method, the MSII, the MSIS and the MSIB method are shown in
Tables 4 and 5. The data was obtained by K = 10 000 simulations. The percentages in Tables 4 and 5 are used to indicate the
portion of the semi-implicit method which is used in all the K simulations. The results presented in Table 4 are calculated
for α = −1, β = 0.5 while the results in Table 5 are calculated for α = −1, β = 1.
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Table 4
Results of test equation (3) for α = −1, β = 0.5.
1
h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 2.8371 (−3) 1.4255 (−3) 0.023 85.26 1.5094 (−3) 0.024 99.97 1.5116 (−3) 0.024 99.98
25 3.2345 (−3) 6.9720 (−4) 0.022 88.99 7.2618 (−4) 0.023 99.99 7.2559 (−4) 0.023 99.99
26 3.3107 (−3) 3.2946 (−4) 0.021 92.05 3.3879 (−4) 0.022 99.99 3.3885 (−4) 0.022 99.995
27 3.5069 (−3) 1.6899 (−4) 0.022 94.30 1.7228 (−4) 0.022 99.996 1.7225 (−4) 0.022 99.997
28 3.6087 (−3) 8.5663 (−5) 0.022 95.92 8.6850 (−5) 0.022 99.997 8.6747 (−5) 0.022 99.998
29 3.5052 (−3) 4.0915 (−5) 0.021 97.12 4.1299 (−5) 0.021 99.998 4.1293 (−5) 0.021 99.998
210 3.7111 (−3) 2.1772 (−5) 0.022 97.95 2.1922 (−5) 0.022 99.998 2.1923 (−5) 0.022 99.999
Table 5
Results of test equation (3) for α = −1, β = 1.
1
h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 0.03005 0.012534 0.201 94.56 0.012989 0.207 97.89 0.013387 0.214 97.72
25 0.03460 5.7634 (−3) 0.184 96.27 6.0784 (−3) 0.184 99.38 6.3471 (−3) 0.203 99.49
26 0.03849 1.9980 (−3) 0.128 97.18 2.0499 (−3) 0.131 99.67 2.0844 (−3) 0.133 99.77
27 0.03571 8.9245 (−4) 0.114 97.92 9.0799 (−4) 0.116 99.77 9.1610 (−4) 0.117 99.85
28 0.03426 4.2992 (−4) 0.110 98.47 4.3368 (−4) 0.111 99.85 4.4200 (−4) 0.113 99.89
29 0.03533 2.1310 (−4) 0.109 98.82 2.1402 (−4) 0.110 99.88 2.1604 (−4) 0.111 99.92
210 0.03608 1.0653 (−4) 0.109 99.13 1.0549 (−4) 0.108 99.91 1.0611 (−4) 0.109 99.95
Table 6
Results of Example 4 for a = 5, b = 0.1.
1/h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 2.1149 (−3) 1.8907 (−4) 3.0 (−2) 100 1.8907 (−4) 3.0 (−2) 100 1.8907 (−4) 3.0 (−2) 100
25 1.4891 (−3) 6.0553 (−5) 1.9 (−2) 100 6.0553 (−5) 1.9 (−2) 100 6.0553 (−5) 1.9 (−2) 100
26 1.0498 (−3) 2.3567 (−5) 1.5 (−2) 100 2.3567 (−5) 1.5 (−2) 100 2.3567 (−5) 1.5 (−2) 100
27 7.3586 (−4) 1.0277 (−5) 1.3 (−2) 100 1.0277 (−5) 1.3 (−2) 100 1.0277 (−5) 1.3 (−2) 100
28 5.2839 (−4) 4.8057 (−6) 1.2 (−2) 100 4.8057 (−6) 1.2 (−2) 100 4.8057 (−6) 1.2 (−2) 100
The numerical results in Tables 4 and 5 show that the proposed methods have better convergence properties and higher
accuracy than the composite Euler type 2 method.
The numerical results in Tables 2–5 suggest that the convergence properties of the proposed methods applied to
nonlinear SDEs are the same as those applied to linear SDEs. Moreover, the numerical results suggest a slight advantage
in accuracy for the MSII method, followed by theMSIS method, over the MSIB. Furthermore the numerical results show that
the percentage of semi-implicit method used, approaches 100% as the stepsize h tends to zero. This approach is faster in the
MSIB method than in the MSIS method which is in turn faster than in the MSII method.
Example 4. Consider the 2-dimensional linear SDE system [15] which is given by
dy = Aydt + BydW (t), y(0) = y0, t ∈ [0, 1],
where A =
−a a
a −a

, B =

b 0
0 b

, and with exact solution [2]
y(t) = exp

A− 1
2
B2

t + BW (t)

y0.
Tables 6 and 7 give numerical results for the composite Euler method type 2, the MSII, the MSIS and the MSIB method.
The data was obtained by K = 10 000 simulations and initial value y0 = (1, 2)T . The percentages in Tables 6 and 7 indicate
the portion of the semi-implicit method which is used in all the K simulations. Results in Table 6 are calculated for a = 5
and b = 0.1 while the results in Table 7 are calculated for a = 5 and b = 10. It can be seen from these two tables that the
accuracy and convergence of our threemethods are better than the composite Euler type 2method. In addition, we note that
the results of Table 7 show superiority of our methods especially the MSIB method which gives very accurate results even
when the semi-implicit Milstein method was unstable (h > 2−6) [15]. We also note that the semi-implicit Euler scheme
also was unstable for stepsize h > 2−7 explaining why the composite Euler method did not give good results for stepsize
greater than 2−8.
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Table 7
Results of Example 4 for a = 5, b = 10.
1/h C.E. MSII MSIS MSIB
M M R % M R % M R %
24 7.9232 (−2) 4.9459 (−6) 7.9 (−5) 22 1.3319 (−3) 2.1 (−2) 28 1.7203 (−5) 2.8 (−5) 7
25 9.3306 (−2) 4.5327 (−9) 1.5 (−7) 40 6.0501 (−9) 1.9 (−7) 45 3.0919 (−9) 9.9 (−8) 63
26 2.0446 (−2) 6.2579 (−11) 4.1 (−9) 86 6.2579 (−11) 4.0 (−9) 80 6.2579 (−11) 4.0 (−9) 73
27 3.0938 (−2) 1.2501 (−8) 1.6 (−6) 91 1.2501 (−8) 1.6 (−6) 88 1.2501 (−8) 1.6 (−6) 84
28 5.1834 (−9) 2.1557 (−9) 5.5 (−7) 96 2.1557 (−9) 5.5 (−7) 94 2.1557 (−9) 5.5 (−7) 93
8. SDEs driven by d-dimensional Wiener processes
In this section, we consider the composite Milstein methods introduced in the previous sections when applied to SDEs
driven by d-dimensional Wiener processes (1). The criteria for selecting the semi-implicit or the implicit method at each
step is given. In addition, the MS-stability and the T(A)-stability properties are studied.
Applying the MSII method to the SDE (1), gives
yn+1 = yn + f (tn+1, yn+1)h+
d−
j=1
[λngj(tn, yn)+ (1− λn)gj(tn+1, yn+1)]1Wnj
+
d−
i,j=1
[λngi(tn, yn)g ′j (tn, yn)+ (1− λn)gi(tn+1, yn+1)g ′j (tn+1, yn+1)]I(i,j), (12)
where the multiple Ito integral I(i,j) is defined by
I(i,j) =
∫ tn+1
tn
∫ s
tn
dWi(u)dWj(s).
We note here that multiple Ito integrals can be approximated using random Fourier series (Karhunen–Loeve expansion) [2].
More explicitly, the integral I(i,j) can be approximated by
Ir(i,j) = h

1
2
ξiξj +√ρr(µi,rξj − µj,rξi)

+ h
2π
r−
k=1
1
k

ζi,k
√
2ξj + ηj,k

− ζj,k
√
2ξi + ηi,k

,
where
ρr = 112 −
1
2π2
r−
k=1
1
k2
,
and ξj,µj,r , ζj,k andηj,k are all independent standardGaussian randomvariableswith ξj = 1Wnj√h for j = 1, . . . , d, k = 1, . . . , r
and r = 1, 2, . . . .When i = j the integral I(j,j) = 12 (1W 2nj − h).
If commutative noise is assumed, we can use the identity I(i,j) + I(j,i) = 1Wni1Wnj leading to the scheme
yn+1 = yn + f (tn+1, yn+1)h+
d−
j=1
[λngj(tn, yn)+ (1− λn)gj(tn+1, yn+1)]1Wnj
+
d−
i,j=1
1
2
[λngi(tn, yn)g ′j (tn.n)+ (1− λn)gi(tn+1, yn+1)g ′j (tn+1, yn+1)]1Wni1Wnj
−
d−
j=1
1
2
[λngj(tn, yn)g ′j (tn, yn)+ (1− λn)gj(tn+1, yn+1)g ′j (tn+1, yn+1)]h. (13)
Applying this scheme to the linear scalar multiplicative test equation
dy = aydt +
d−
j=1
bjydWj(t), y0 = y(t0), (14)
gives
yn+1 = yn + ahyn+1 +
d−
i,j=1
1
2
[λnbibjyn + (1− λn)bibjyn+1]1Wni1Wnj
+
d−
j=1
[λnbjyn + (1− λn)bjyn+1]1Wnj −
d−
j=1
1
2
[λnb2j yn + (1− λn)b2j yn+1]h.
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Fig. 2. MS-stability region of the composite methods for a 2-dimensional Wiener process.
Then
yn+1 =
1+
d∑
j=1
λnqjInj +
d∑
i,j=1
1
2λnqiqjIniInj −
d∑
j=1
1
2λnq
2
j
1− p− (1− λn)

d∑
j=1
qjInj +
d∑
i,j=1
1
2qiqjIniInj −
d∑
j=1
1
2q
2
j
yn,
where p = ah, qj = bj
√
h, qi = bi
√
h,1Wnj =
√
hInj and Inj is the nth realization of the standard Gaussian random variable
Ij. Let
Qλn =
1+
d∑
j=1
λnqjInj +
d∑
i,j=1
1
2λnqiqjIniInj −
d∑
j=1
1
2λnq
2
j
1− p− (1− λn)

d∑
j=1
qjInj +
d∑
i,j=1
1
2qiqjIniInj −
d∑
j=1
1
2q
2
j
 (15)
and using a similar analysis to that presented in Section 3, the following result holds
min
0≤λn≤1
|Qλn | = min{|Q0|, |Q1|}
and λn can be chosen using Criterion 1 with Q0 and Q1 defined by (15). Now, we consider the stability properties of the MSII
method applied to the d-dimensional test equation (14) with d = 2. Let
S(p, q1, q2, x1, x2) = 1+ λ

q1x1 + q2x2 + 12q21(x21 − 1)+ 12q22(x22 − 1)+ q1q2x1x2

1− p− (1− λ) q1x1 + q2x2 + 12q21(x21 − 1)+ 12q22(x22 − 1)+ q1q2x1x2 .
The MS-stability function of the MSII method in this case is given by
R5 = 12π
∫ ∞
−∞
∫ ∞
−∞
S2(p, q1, q2, x1, x2)e−
x21+x22
2 dx1dx2,
where the MSII method is MS-stable whenever R5 < 1. The MS-stability regions are shown in Figs. 2 and 3 for p = −0.01
and p = −0.07, respectively. The instability regions for the MSII method are those enclosed by the dotted curves while for
the MSIS, the MSIB method and the composite Euler method the unstable regions are those enclosed by the dash-dotted
curves, solid curves and the dashed curves, respectively. We note that in Figs. 2 and 3 the small curves of the four methods
are nearly drawn over each other since there was no significant difference between them. The MSII, the MSIS, the MSIB
and the composite Euler method are stable for all values of q1 and q2 when p < −0.089, p < −0.078, p < −0.0713, and
p < −0.33, respectively.
In Figs. 4 and 5 for different values of p, the T(A)-stability regions for theMSIImethod, theMSISmethod, theMSIBmethod
and the composite Euler method are those under the dotted, those under the dash-dotted, those under the solid and those
under the dashed curves, respectively.
Now, we give three cases of numerical results for p = −0.25 with a fixed stepsize h = 0.05. The results are presented in
Table 8.
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Fig. 3. MS-stability region of the composite methods for a 2-dimensional Wiener process.
Fig. 4. T(A)-stability region of the composite methods for a 2-dimensional Wiener process.
Fig. 5. T(A)-stability region of the composite methods for a 2-dimensional Wiener process.
Case 1: q1 = 0.4472, q2 = 0.2236. The numerical results in this case suggest that the five methods are nearly the same
in terms of accuracy. The T-values for the MSII, MSIS, MSIB, composite Euler and the semi-implicit methods are 0.69940,
0.69891, 0.69723, 0.63695 and 0.70497, respectively.
Case 2: q1 = 1.0, q2 = 0.6633. The numerical results in this case suggest that the three composite Milstein methods are
very close in accuracy. Moreover, they aremore accurate than the semi-implicit Milstein which has better accuracy than the
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(a) Phase plane. (b) Displacement–time plot.
Fig. 6. Simulation of the Duffing–Van der Pol oscillator (16) without noise by MSII.
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(a) σ = 0.2. (b) σ = 0.5 and a different trajectory ofW (t).
Fig. 7. Simulation of the Duffing–Van der Pol oscillator (16) for different values of the noise coefficient σ by MSII.
Table 8
The means of the absolute errors with p = −0.25 at different times t .
t MSII MSIS MSIB C.E. Semi
Case 1
1 1.8323 (−2) 2.0332 (−2) 2.0364 (−2) 1.5977 (−2) 7.5286 (−3)
2 3.6613 (−4) 4.5031 (−4) 3.4553 (−4) 4.3128 (−4) 2.7600 (−4)
3 6.0624 (−6) 4.8911 (−6) 4.2852 (−6) 1.0692 (−5) 7.4087 (−6)
4 7.0447 (−8) 7.7622 (−8) 7.6984 (−8) 1.6347 (−7) 1.4339 (−7)
5 4.2658 (−9) 5.5579 (−9) 5.8476 (−9) 7.0271 (−9) 2.0774 (−8)
Case 2
1 2.5054 (−3) 2.5033 (−3) 2.5030 (−3) 1.4949 (−2) 1.1201 (−2)
2 1.2522 (−8) 1.2521 (−8) 1.2521 (−8) 2.5860 (−6) 7.8339 (−8)
3 4.4886 (−13) 4.4886 (−13) 4.4886 (−13) 2.3509 (−11) 2.5587 (−11)
4 1.3225 (−19) 1.3225 (−19) 1.3225 (−19) 3.2428 (−15) 4.8909 (−17)
5 3.8264 (−26) 3.8264 (−26) 3.8264 (−26) 1.2925 (−21) 5.0159 (−20)
Case 3
1 6.9243 (−11) 5.6870 (−4) 3.3524 (−15) 7.6281 (−8) 5.5461 (+10)
2 1.9878 (−22) 6.4712 (−8) 1.4532 (−29) 8.9096 (−14) 1.9462 (+21)
3 1.0830 (−31) 1.0234 (−12) 2.5076 (−44) 3.9974 (−24) 2.7589 (+31)
4 2.8862 (−44) 4.7880 (−16) 5.8069e (−59) 1.5587 (−33) 1.5439 (+41)
5 2.9246 (−56) 1.0451 (−21) 3.1606 (−74) 3.8373 (−44) 3.4951 (+49)
composite Eulermethod. The T-values for theMSII, MSIS, MSIB, composite Euler and the semi-implicit methods are 0.27999,
0.26025, 0.23807, 0.41208 and 0.34465, respectively.
Case 3: q1 = 2.0, q2 = 2.33. The semi-implicitmethod is unstable under these values. TheMSIBmethod followed by theMSII
method gives the best results. The composite Euler method gives better results than the MSIS method, while the MSII and
MSIB methods are superior to them. The T-values for the MSII, MSIS, MSIB, composite Euler and the semi-implicit methods
are 0.22064, 0.41627, 0.15559, 0.25422 and 2.3813, respectively.
We now discuss the following example [2,11] concerning a simplified version of a Duffing–Van der Pol oscillator:
x¨+ x˙− (α − x2)x = σ xξ,
which is driven by white noise ξ .
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a b c
Fig. 8. Simulation of the Duffing–Van der Pol oscillator (16) for σ = 0.5 by MSII.
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Fig. 9. Comparison of numerical schemes for the solution of the Duffing–Van der Pol oscillator (16) for σ = 0.2 starting from (−3.1, 0).
The corresponding 2-dimensional Ito SDE is given by:
d

X1(t)
X2(t)

=

X2(t)
X1(t)(α − X21 (t))− X2(t)

dt +

0
σX1(t)

dW (t), (16)
where X1(t) and X2(t) represent the displacement x and the velocity x˙ respectively, with a real valued parameter α and
σ ≥ 0 controls the strength of the induced noise. To gain an insight into the expected trajectory of the system (16), we
first solve the deterministic version of (16) with σ = 0. It is known [2,20] that the deterministic system has two nontrivial
steady states X1(t) = ±√α, X2(t) = 0. In addition, the final state of the system depends entirely on the initial condition. For
α = 1, the system has the steady states (±1, 0) and the convergence to one of these states depends on the initial condition,
this can be seen in Fig. 6.
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Fig. 10. Comparison of numerical schemes for the solution of the Duffing–Van der Pol oscillator (16) for σ = 2 starting from (−2, 6).
In Fig. 7 the trajectories are now random in appearance after we included noise (σ > 0), this randomness increase as σ
increases. The trajectories remain close to each other until they come near the origin after which they are attracted to the
neighborhood of either (−1, 0) or (1, 0) [2]. Moreover, it is also known [2] that for the case of noisy trajectories (σ > 0) the
trajectories are initially attracted by either one or the other steady state points (±1, 0), but not all of them remain in the
vicinity of the same point indefinitely (as in the deterministic case). Instead they switch to the other point after spending
a period of time in the first one. This can be seen in Fig. 8. In Figs. 9 and 10, we compare our MSII method with the explicit
Milsteinmethod (for stepsize h = 2−4) against the ‘exact’ solution (which is proxied by a very fine stepsize h = 2−12 explicit
Milstein method). As can be seen from those figures, the improved stability of our method gives a superior solution that is
close to the ‘exact’ solution while the explicit Milstein gives unstable results and fails to converge to the appropriate steady
state. In addition we note here that the MSIS and MSIB methods give similar results.
9. Conclusions
In this paper, we constructed three composite Milstein methods by combining semi-implicit and implicit Milstein meth-
ods. The convergence properties of these three methods were studied for the linear test equation. The three methods gave
higher stability properties than the composite Euler type 2 method. Theoretical analysis showed that the MSIB has the
largest stability region followed by the MSIS and then the MSII method. In addition, the numerical results suggested that
the proposed methods have higher accuracy and better convergence properties compared to the composite Euler method.
Moreover, the numerical results suggested that the convergence properties of the composite Milstein methods applied to
the nonlinear SDEs are the same as those applied to the linear equations. Furthermore, numerical results suggested a slight
advantage in convergence for the MSII method over the MSIS and the MSIB methods for SDEs driven by both 1-dimensional
and d-dimensional Wiener processes due to the small portion of the implicit method used to increase stability under mod-
erate stepsize. All this makes the composite Milstein methods a better candidate for the solution of stiff SDEs.
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