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We propose a route to achieve odd-parity spin-triplet superconductivity in metallic collinear an-
tiferromagnets with inversion symmetry. Owing to the existence of hidden antiunitary symmetry,
which we call the effective time-reversal symmetry (eTRS), the Fermi surfaces of ordinary anti-
ferromagnetic metals are generally spin-degenerate, and spin-singlet pairing is favored. However,
by introducing a local inversion symmetry breaking perturbation that also breaks the eTRS, we
can lift the degeneracy to obtain spin-polarized Fermi surfaces. In the weak-coupling limit, the
spin-polarized Fermi surfaces constrain the electrons to form spin-triplet Cooper pairs with odd-
parity. Interestingly, all the odd-parity superconducting ground states we obtained host nontrivial
band topologies manifested as chiral topological superconductors, second-order topological super-
conductors, and nodal superconductors. We propose that layered double-perovskites with collinear
antiferromagnetism, sandwiched by conventional superconductors, are promising candidate systems
where our theoretical ideas can be applied to.
Introduction.—Magnetism and superconductivity are
two representative quantum mechanical phenomena aris-
ing from spontaneous symmetry breaking. For decades,
not only the individual phenomenon but also the in-
terplay between them has been a central topic in con-
densed matter physics. Especially, motivated by the ob-
servation that the superconducting region usually ap-
pears near the magnetic quantum critical point [1–3],
the pairing instability mediated by critical spin flucuta-
tions has been extensively studied [1–11]. On the other
hand, compared to the critical fluctuation driven super-
conductivity, the nature of the superconducting phase
coexisting with stable magnetism has received relatively
less attention [12–18]. However, various materials that
exhibit magnetism and superconductivity simultaneously
have been reported such as heavy fermion superconduc-
tors [19–29], iron-based superconductors [30–32], twisted
double bilayer graphene [33–35], etc. Considering that
magnetism strongly modifies the symmetry of the ground
state, which in turn constrains possible pairing channels,
coexisting magnetism and superconductivity has a great
potential to realize unconventional superconductivity.
In fact, the structure of Cooper pairs can be signifi-
cantly affected by magnetic ordering. For example, in
ferromagnets, there is no Kramers degeneracy at gen-
eral k-points due to spin-splitting, and the Fermi sur-
face is spin-polarized. Therefore, in the weak-pairing
limit, Cooper pairs must be formed by equal-spin elec-
trons, and the spin part of their wave function must be
a triplet [36]. On the other hand, a collinear antifer-
romagnetic (AFM) ordering constrains Cooper pairs in a
different manner [37–39]. Since a collinear AFM ordering
preserves an effective time-reversal Θ˜ symmetry (eTRS),
defined as time-reversal operation Θ followed by a half
lattice translation t1/2 [37–39], if the system possesses
FIG. 1. (a) A two-dimensional (2D) collinear antiferromagnet
invariant under the eTRS Θ˜ = t1/2Θ . (b) A 2D collinear
antiferromagnet with staggered sublattice potential sp, which
breaks Θ˜ . The atoms with different on-site potential energies
(sp 6= 0) are distinguished by white and grey colors. (c)
The spin texture on the Fermi surface when sp = 0. The
Fermi surface is spin-degenerate. (d) Similar figure as (c)
when sp 6= 0, where the Fermi surfaces are spin-polarized.
additional inversion P symmetry, the Kramers degener-
acy at general k-points remains unlifted (see Fig. 1(a)),
unlike in ferromagnets [40]. Dominant spin-singlet pair-
ing reported for several AFM superconductors [12, 13] in
earlier studies can be understood in this way. Therefore,
to achieve stable spin-triplet pairing in the AFM system
as in ferromagnetic systems, it is necessary to break the
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2eTRS while keeping global inversion symmetry.
In this letter, we propose a way to realize odd-
parity spin-triplet superconductivity in centrosymmetric
collinear antiferromagnets. Here, the central idea is to
introduce the perturbations that break local inversion
symmetry, such as staggered potential (SP) or antisym-
metric spin-orbit coupling (ASOC) [41, 42]. Since SP or
ASOC makes the sublattices inequivalent, eTRS is also
broken [39]. Thus, in the presence of SP or ASOC, the
Fermi surface of the AFM system becomes spin-split, so
that spin-triplet pairing can be predominant as in fer-
romagnets. Furthermore, it is found that the odd-parity
spin-triplet pairing drives the AFM system with SP to be
one of the following topological superconductors (TSCs):
a chiral (spin-chiral) TSC with a non-zero Chern (spin-
Chern) number, and a nodal TSC. The chiral TSC is ro-
bust against the inclusion of spin-orbit coupling (SOC)
while the stability of the spin-chiral TSC against SOC re-
quires mirror or spin-reflection symmetry. Interestingly,
once the mirror or spin-reflection symmetry is broken,
the spin-chiral TSC with SOC turns into a second-order
TSC.
Model.—We consider a tight-binding model for a Néel
ordered antiferromagnet on a square lattice. For simplic-
ity, we include up to the nearest-neighbor (NN) hoppings
in our model Hamiltonian Hˆ =
∑
k c
†
kHnn(k)ck where
c†k = (c
†
kA↑, c
†
kB↑, c
†
kA↓, c
†
kB↓), and Hnn(k) = 2t(cos kx +
cos ky)σ0τx ≡ nn(k)σ0τx. σ and τ are Pauli matrices
which represent the spin (↑, ↓) and sublattice (A, B)
degrees of freedom, respectively. Then, to describe the
effect of the collinear AFM ordering, we add a mean-field
approximated exchange coupling term −m · στz to the
Hamiltonian. Now the Hamiltonian becomes
H0(k) = nn(k)σ0τx −m · στz, (1)
whose energy spectrum is doubly degenerate at every k-
point in the Brillouin zone due to the inversion P = σ0τ0
and eTRS Θ˜ = iσyτxK [43].
However, if we take into account SP in the form of
spσ0τz or ASOC in the form of
∑
i=x,y,z 2vi(cos kx +
cos ky)σiτy ≡ asoc(k) · στy that breaks inversion sym-
metry locally while respecting global inversion symme-
try, we immediately find that eTRS is broken and spin-
degeneracy is lifted. For the rest of this work, we study
the universal properties of the AFM superconductivity
considering SP only. In the case of ASOC, since the de-
tails of v significantly affect the symmetry of the system,
more specific information from materials is necessary to
examine its influence. The final form of the normal state
Hamiltonian is then given by H(k) = H0(k) + spσ0τz.
Fig. 1 shows spin expectation values of the eigenstates of
H(k) on the Fermi surfaces for m = (m, 0, 0) without sp
(Fig. 1 (c)) and with a finite sp (Fig. 1 (d)). In contrast
to the spin-degenerate Fermi surface in Fig. 1 (c), each
Fermi surface in Fig. 1 (d) is indeed spin-polarized.
Group theoretical classification of pairing functions.—
To describe superconductivity, we consider short-ranged
density-density interactions
Hint = −U
∫
dr
∑
l=A,B
nl↑(r)nl↓(r)
− V
∫
dr
∑
l 6=l′
∑
σσ′
∑
i
nlσ(r)nl′σ′(r + δi), (2)
where U and V denote the on-site interaction and the
NN interaction strength, respectively. We take the
Nambu basis in the form of Ψ†k = (c
†
k, c−k), and
write the Bogoliubov-de Gennes (BdG) Hamiltonian as∑
k Ψ
†
kHBdG(k)Ψk with
HBdG(k) =
(H(k)− µ ∆(k)
∆†(k) −HT (−k) + µ
)
, (3)
where µ and ∆(k) denote the chemical potential and
mean-field pairing interaction, respectively. In general,
it is able to express the pairing function in the basis of
σ˜iτj ’s as ∆(k) =
∑
ij fij(k)σ˜iτj where σ˜i ≡ σi(iσy). Due
to the fermionic statistics, ∆(k) must satisfy ∆(k) =
−∆T (−k). Thus, fij(k) has to be an even function of k
for (i, j) = (0, 0), (0, x), (0, z), (x, y), (y, y), and (z, y),
while it has to be an odd function of k otherwise. Next,
following the Sigrist-Ueda method [44], we classify possi-
ble pairing functions that can arise from Hint by the irre-
ducible representations (IRs) of the point group for two
representative collinear AFM structures with high sym-
metry: out-of-plane AFM (O-AFM) ordering along [001]
direction, and in-plane AFM (I-AFM) ordering along
[100] direction. In the presence of the O-AFM (I-AFM)
ordering m = (0, 0,m) ((m, 0, 0)) together with SP, the
system belongs to Cz4h (C
x
2h) point group, whose princi-
pal axis is the z-axis (x-axis). Hearafter, we denote the
γ-th gap function that belongs to the Γ IR by [f(k)στ ]Γγ .
As each gap function represents an independent pairing
channel, we define a corresponding order parameter as
∆Γγ ≡ −V Γγ 〈cTk [f(k)στ ]Γ∗γ ck〉 where V Γγ = U (V ) for
intra-sublattice (inter-sublattice) channels. Then a gen-
eral expression of a pairing potential that belongs to the Γ
representation reads ∆Γ(k) =
∑
γ ∆
Γ
γ [f(k)στ ]Γγ and the
corresponding BdG Hamiltonian is denoted by HΓBdG(k).
In the weak-pairing limit, the magnitude of the supercon-
ducting gap is approximately given by diagonal elements
of ∆Γ(k), projected onto the band basis of H(k) on the
Fermi surface of the normal state. In Table S1, we sum-
marize the result of the group theoretical classification
and the gap structure analysis for various Γs and γs.
Referring to Table S1, only the gap functions in the Au
and Bu IRs can open superconducting gap on the Fermi
surfaces in the weak-pairing limit, while others cannot. It
means that, only the odd-parity spin-triplet channels in
the Au and Bu IRs can contribute to the superconducting
instability, for both the O-AFM and the I-AFM cases.
3TABLE I. Superconducting gap structures (GS) of various
pairing channels. FG indicates that the bulk is fully gapped.
NP indicates that pairs of nodal points appear. NG means
there is no superconducting gap.
AFM ∆Γγ [f(k)στ ]Γγ GS
O-AFM
∆Au1 sin kxσ˜xτx + sin kyσ˜yτx FG
∆Au2 sin kxσ˜yτx − sin kyσ˜xτx FG
∆Bu1 sin kxσ˜xτx − sin kyσ˜yτx FG
∆Bu2 sin kxσ˜yτx + sin kyσ˜xτx FG
Others NG
I-AFM
∆Au1 sin kyσ˜yτx NP
∆Au2 sin kyσ˜zτx NP
∆Bu1 sin kxσ˜yτx NP
∆Bu2 sin kxσ˜zτx NP
Others NG
The gap structures of ∆Γ(k)s when there are two Fermi
surfaces around the Γ point are visualized in Fig. 2.
FIG. 2. The superconducting gap structures for (a) ∆Au(k)
and ∆Bu(k) of the O-AFM, (b) ∆Au(k) of the I-AFM, (c)
∆Bu(k) of the I-AFM. The red and blue solid lines represent
the Fermi surfaces. Distance between a solid line and a dashed
line with the same color represents the size of the relevant
superconducting gap on the Fermi surface. (d) Schematic
figure for Case (i), (ii), and (iii) with different Fermi levels
shown together with the energy spectrum of the normal state,
±λ±(k).
Mean field theory and Ginzburg-Landau free energy.—
To determine the leading instability and find the exact
forms of ∆Γ(k)s in the superconducting states, we pro-
ceed to solve the linearized gap equation. The free energy
of the system is given by
F =
1
V
∑
γ
|∆Γγ |2 −
1
β
∑
N
∑
kn
ln
[
ω2N + ξ
2
n(k)
]
, (4)
where ωN is the N -th fermionic Matsubara frequency,
and ξn(k) is the negative eigenvalue of HΓBdG(k) with n-
th smallest absolute value. The range of the summation
over n changes depending on µ, because we are inter-
ested only in the energy bands which cross the Fermi
level. Thus, we consider three different cases: Case (i)
minλ−(k) < |µ| < minλ+(k), Case (ii) minλ+(k) <
|µ| < maxλ−(k), and Case (iii) maxλ−(k) < |µ| <
maxλ+(k), where λ± =
√
(m± sp)2 + 2nn(k). Here
minλ (maxλ) denotes the mininum (maximum) value
of λ. In Case (i) (Case (iii)), only ξ1 (ξ2) is included in
the summation, while in Case (ii), ξ1 and ξ2 are included
(see Fig. 2 (d)).
Using polar forms of the complex numbers ∆Γγ =
|∆Γγ |eiθ
Γ
γ , the equilibrium conditions are given by
∂F
∂θΓγ
= − 1
β
∑
N
∑
kn
∂ξ2n(k)/∂θΓγ
ω2N + ξ
2
n(k)
= 0, (5)
∂F
∂|∆Γγ |
=
2
V
|∆Γγ | −
1
β
∑
N
∑
kn
∂ξ2n(k)/∂|∆Γγ |
ω2N + ξ
2
n(k)
= 0, (6)
where Eq. (6) is the so-called linearized gap equation.
For Γ = Au and Bu, our model gives that both ∂F/∂θΓ1
and ∂F/∂θΓ2 are proportional to |∆Γ1 ||∆Γ2 | cos (θΓ1 − θΓ2 ),
implying that the free energy is minimized when ei-
ther one of the two order parameters vanishes, or
cos (θΓ1 − θΓ2 ) = 0 (i.e. |∆Γ1 | = ±i|∆Γ2 |). However, when
|∆Γ1 | = ±i|∆Γ2 |, the pairing interaction can induce the
gap only on one of the two possible Fermi surfaces. Thus,
(∆Γ1 ,∆
Γ
2 ) = (∆, 0) or (0,∆) is favored for Case (ii), while
one of the two solutions (∆Γ1 ,∆Γ2 ) = ∆(i, 1) and ∆(1, i)
is favored for Case (i) and (iii). The transition tempera-
ture for each case can be calculated by solving Eq. (6).
However, we note that our model does not have enough
anisotropy to differentiate the transition temperatures of
the superconducting states in the Au and Bu IRs, un-
less extra perturbations allowed by the symmetry enter
the Hamiltonian. For example, in the I-AFM case, the
two representations can be distinguished if the hopping
constants along the x and y directions are different.
Topological Superconductivity (TSC).—Odd-parity
pairings play a key role in TSC in centrosymmetric sys-
tems [45–47]. Here we study the topological properties of
the odd-parity superconducting states in the Au and Bu
IRs, obtained above. Both the O-AFM and the I-AFM
superconductors belong to the D symmetry class in
the Altland-Zirnbauer (AZ) classification table [48–51].
However, the quasiparticle spectrum of the O-AFM
superconductor is fully gapped, while that of the I-AFM
superconductor has gapless nodes. Thus, we treat the
two cases separately.
4We first consider the O-AFM case. To check the topo-
logical properties of the O-AFM superconductors, we cal-
culate the Wilson loop eigenvalue spectrum of the oc-
cupied bands of HΓBdG(k) [53, 54]. Since the spin-up
and spin-down sectors of HΓBdG(k) are totally decoupled,
HΓBdG(k) can be reduced into two blocks as
HΓBdG(k) =
(HΓ,↑↑BdG(k) 0
0 HΓ,↓↓BdG(k)
)
. (7)
We find that HΓ,↓↓BdG(k) (HΓ,↑↑BdG(k)) has a non-trivial wind-
ing in its Wilson loop spectrum in Case (i) (Case (iii)),
while the other block does not. It indicates that the
occupied bands of HΓ,↓↓BdG(k) (HΓ,↑↑BdG(k)) has a non-zero
Chern number. On the other hand, both blocks carry
finite Chern numbers but with opposite signs in Case
(ii), making the total Chern number of the system zero.
This result agrees well with the Fu-Berg-Sato criteria
for diagnosing band topology in centrosymzmetric sys-
tems [45, 46]. We note that CAu,σσBdG = −CBu,σσBdG where
CΓ,σσBdG denotes the Chern number carried by the occu-
pied bands of HΓ,σσBdG (σσ =↑↑ or ↓↓). Corresponding to
the nontrivial bulk topology, gapless modes appear on
the edges of the system [55–60]. To confirm this, we
have performed the finite-size tight-binding model cal-
culation for the system in a ribbon geometry. Fig. 3
(a) displays the result for Γ = Au in Case (ii). In
fact, the two blocks in Eq. (7) are nothing but the
mirror Mz invariant sectors with the eigenvalues ±1,
where Mz : (x, y, z) → (x, y,−z). Thus, the Case (ii)
O-AFM superconducting state can be interpreted as a
mirror Chern superconductor, whose Mz = ±1 eigen-
sectors are analogous to chiral p-wave superconductors
with the Chern number ±1 [52]. In Case (i) or (iii) with
a nonzero Chern number, the thermal Hall conductance
and the spin Nernst conductance are quantized due to
the spin-polarized edge channels [61]. In Case (ii), al-
though the net thermal Hall conductivity vanishes, we
expect a finite spin Nernst conductance, since the edge
quasiparticles with opposite spins propagate in opposite
directions.
If the system preserves the Mz symmetry, the above
discussion is still valid even in the presence of SOC. When
Mz is broken, the two edge channels of Case (ii) super-
conductor mix and open a gap (Fig. 3 (b)), leading to a
second-order TSC protected by inversion symmetry [63–
65] (see Supplemental Materials (SM)).
In the I-AFM case, as ∆Au(k) ∝ sin kx (∆Bu(k) ∝
sin ky), there are nodes at the points where the ky (kx)
axis intersects the Fermi surfaces. However, these nodes
are not topologically protected, but rather accidental. i.e.
a random perturbation that respects the symmetries can
open the bulk gap (Fig. 4 (c)). In the present case,
the spin-up and spin-down subspaces are well-separated
due to the spin-reflection Sx symmetry where Sx = iσx.
Thus, when the bulk becomes fully gapped, the I-AFM
FIG. 3. Edge spectra for Case (ii) O-AFM superconduc-
tor (a,b) and I-AFM superconductor (c). (a) Left panel:
The Wilson loop eigenvalue spectra of HAu,↑↑BdG (k) (upper) and
HAu,↓↓BdG (k) (lower) in the Case (ii) O-AFM superconductor.
The two block Hamiltonians have the opposite Chern num-
bers. Right panel: Energy spectrum of a finite-size system
with a ribbon geometry extended along x′(1, 1, 0) direction
while having a finite length along y′(−1, 1, 0) direction. The
chiral edge modes originating from spin-up (blue) and spin-
down (red) bands. Eigenstates localized on only one side of
the two edges are shown. (b) The edge gap opened by the
Mz breaking SOC (left) and the localized charge distribution
of the in-gap states near the zero energy (right). (c) The
two Fermi arc-like states connecting the two pairs of nodes
projected onto the edge momentum space of the Case (ii) I-
AFM superconductor (left). When additional pairing terms
respecting symmetries are included, the bulk spectrum be-
comes fully gapped, but there remain the zero-energy edge
states at kx′ = 0 (middle). In the presence of SOC that
breaks the spin-reflection symmetry, the edge states are also
gapped and the system becomes a second-order TSC (right).
superconductor becomes a spin-chiral (chiral) TSC for
Case (ii) (Case (i) and (iii)), similar to the O-AFM
cases. When SOC exists, the edge states of the spin-
chiral TSC are gapped due to the Sx symmetry break-
ing. Interestingly, the resulting gapped phase turns out
to be a second-order TSC protected by inversion symme-
try [63, 64]. The edge states of various TSCs for I-AFM
superconductors are shown in Fig. 3 where we solve the
Hamiltonian of the finite-size system in the same geom-
etry as for the O-AFM case.
5Conclusions.–We have explored the possible supercon-
ducting states in two-dimensional AFM metallic systems
with SP. Despite the simplicity of the model consid-
ered, the resulting superconducting states exhibit rich in-
triguing physical properties. Depending on the patterns
of background magnetic orderings, which determine the
magnetic space group symmetry of the system, the itiner-
ant electrons experience different pairing instability, lead-
ing to various odd-parity antiferromagnetic superconduc-
tors with distinct topological properties. We believe that
the superconductivity of AFM metallic systems provides
a promising platform for searching new types of TSCs. It
is worth noting that the Cooper pairs in our model have
a purely odd parity, since the system keeps the global in-
version symmetry, distinct from parity-mixed spin-triplet
superconductors featured in previous studies focused on
noncentrosymmetric antiferromagnets [13, 15, 68].
Finally, we propose that a class of materials called dou-
ble perovskites with a formula A2BB′O6 [69] is a promis-
ing candidate where our theoretical idea can be tested.
The double perovskites share the same lattice structure
as conventional centrosymmetric perovskites. However,
composed of two different species of transition metals B
and B′, they can be seen as lattice systems with SP. More-
over, a few double perovskites such as Sr2FeMoO6 exhibit
antiferromagnetic metallicity [70, 71]. Since the layered
structure of double perovskites is also available by par-
titioning the bulk crystal with organic cations [72], we
anticipate that our model, the square lattice antiferro-
magnet with SP on its sublattices, can be realized. More
specifically, if a layer of double perovskite, sandwiched by
two layers of superconducting materials, acquires pairing
interaction via the proximity effect, it may be a feasible
playground where our theory can be applied to.
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1Supplementary Information: Odd-Parity Spin-Triplet Superconductivity in
Antiferromagnetic Metals
Outline
In this supplementary material, we provide details of discussions made in the main text.
Group theoretical classification of pairing functions
In this section, we list the results of the group theoretical classification of the possible pairing potential terms. In
general, the pairing interaction ∆(k) in the BdG Hamiltonian
HBdG(k) =
(H(k)− µ ∆(k)
∆†(k) −HT (−k) + µ
)
(S1)
can be written in the form of ∆(k) =
∑
ij fij(k)σ˜iτj ≡
∑
ij fij(k)σi(iσy)τj , where σi and τj are the pauli matrices
acting on the spin space and the sublattice space. Due to the fermionic statistics, ∆(k) must satisfy ∆(k) = −∆T (−k).
Possible pairing functions that can arise from the on-site and NN electron-electron interaction are listed below.
Even functions ink : ∆00σ˜0τ0,∆0xσ˜0τx,∆0zσ˜0τz,
∆1xy cos kxσ˜xτy,∆
1
yy cos kxσ˜yτy,∆
1
zy cos kxσ˜zτy,
∆2xy cos kyσ˜xτy,∆
2
yy cos kyσ˜yτy,∆
2
zy cos kyσ˜zτy. (S2)
Odd functions ink : ∆10y sin kxσ˜0τy, gyd∆
2
0y sin kyσ˜0τy
∆1x0 sin kxσ˜xτ0,∆
1
y0 sin kxσ˜yτ0,∆
1
z0 sin kxσ˜zτ0,
∆2x0 sin kyσ˜xτ0,∆
2
y0 sin kyσ˜yτ0,∆
2
z0 sin kyσ˜zτ0,
∆1xx sin kxσ˜xτx,∆
1
yx sin kxσ˜yτx,∆
1
zx sin kxσ˜zτx,
∆2xx sin kyσ˜xτx,∆
2
yx sin kyσ˜yτx,∆
2
zx sin kyσ˜zτx,
∆1xz sin kxσ˜xτz,∆
1
yz sin kxσ˜yτz,∆
1
zz sin kxσ˜zτz,
∆2xz sin kyσ˜xτz,∆
2
yz sin kyσ˜yτz,∆
2
zz sin kyσ˜zτz. (S3)
Next, we classify the pairing functions in Eq. (4) and (5) by the IRs of the point group for two different cases:
Out-of-plane antiferromagnetic (OAFM) ordering with SP, and in-plane antiferromagnetic (IAFM) ordering along
[100] direction with SP [1].
OAFM
In the OAFM case, the system belongs to Cz4h point group. The elements of the C
z
4h point group such as three
rotations around the z-axis C4z, C2z, C−14z , inversion symmetry P , and a mirror reflection across the xy-plane σxy.
We can classify the matrix part and the momentum dependent function part as TABLE S1. It follows from TABLE
S1 that every combinations of σ˜iτj ’s and fij(k)’s can also be classified by the IRs of the point group (TABLE S2).
2TABLE S1.
σ˜iτj part E C4z C2z C−14z i σxy
σ˜0,zτj +1 +1 +1 +1 +1 +1
σ˜xτj +1 σ˜yτi −1 −σ˜yτj +1 −1
σ˜yτj +1 −σ˜xτi −1 σ˜xτj +1 −1
fij(k) part E C4z C2z C−14z i σxy
cos kx + cos ky +1 +1 +1 +1 +1 +1
cos kx − cos ky +1 −1 +1 −1 +1 +1
sin kx +1 sin ky −1 − sin ky −1 +1
sin ky +1 − sin kx −1 sin kx −1 +1
TABLE S2.
singlet triplet
Ag σ˜0τ0,x,z (cos kx + cos ky)σ˜zτy
Bg (cos kx − cos ky)σ˜zτy
Eg (cos kx ± cos ky){σ˜xτy, σ˜yτy}
Au
sin kxσ˜xτ0,x,z + sin kyσ˜yτ0,x,z
sin kxσ˜yτ0,x,z − sin kyσ˜xτ0,x,z
Bu
sin kxσ˜xτ0,x,z − sin kyσ˜yτ0,x,z
sin kxσ˜yτ0,x,z + sin kyσ˜xτ0,x,z
Eu {sin kx, sin ky}σ˜0τy {sin kx, sin ky}σ˜zτ0,x,z
IAFM
In the IAFM case, the system belongs to Cx2h point group. Again, all the mirror and rotation symmetries do not
interchange the sublattices. Repeating the similar process as for the OAFM case, we obtain TABLE S3 and TABLE
S4.
TABLE S3.
σ˜iτj part E C2x i σyz
σ˜0,xτj +1 +1 +1 +1
σ˜y,zτj +1 −1 +1 −1
fij(k) part E C2x i σyz
cos kx,y +1 +1 +1 +1
sin kx +1 +1 −1 −1
sin ky +1 −1 −1 +1
TABLE S4.
IR singlet triplet
Ag σ˜0τ0,x,z cos kx,yσ˜xτy
Bg cos kx,yσ˜y,zτy
Au sin kxσ˜0τy
sin kyσ˜y,zτ0,x,z
sin kxσ˜xτ0,x,z
Bu sin kyσ˜0τy
sin kxσ˜y,zτ0,x,z
sin kyσ˜xτ0,x,z
Matrix transformation of pairing to the band basis
In this section, we present the exact forms of the transformation matrices used in the superconducting gap structure
analysis.
OAFM
The normal state Hamiltonian for the OAFM case reads
H(k) = nn(k)σ0τx +mσzτz + spσ0τz − µσ0τ0. (S4)
The transformation matrix U(k) is given by
UT (k) =

− nn(k)2λ+(k)
2nn(k)
2nn(k)+(m+sp−λ+(k))2
0 0
0 0 − nn(k)2λ−(k)
2nn(k)
2nn(k)+(m−sp+λ−(k))2
0 0 nn(k)2λ−(k)
2nn(k)
2nn(k)+(m−sp−λ−(k))2
nn(k)
2λ+(k)
2nn(k)
2nn(k)+(m+sp+λ+(k))
2 0 0
 , (S5)
where λ±(k) =
√
(m± sp)2 + 2nn(k).
IAFM
The normal state Hamiltonian for the IAFM case reads
H(k) = nn(k)σ0τx +mσxτz + spσ0τz − µσ0τ0. (S6)
3The transformation matrix U(k) is given by
UT (k) =
nn(k)(m+sp−λ+(k))
2(2nn(k)+(m+sp−λ+(k))2)
2nn(k)
2(2nn(k)+(m+sp−λ+(k))2)
nn(k)(m+sp−λ+(k))
2(2nn(k)+(m+sp−λ+(k))2)
2nn(k)
2(2nn(k)+(m+sp−λ+(k))2)
nn(k)(m−sp+λ−(k))
2(2nn(k)+(m−sp+λ−(k))2) −
2nn(k)
2(2nn(k)+(m−sp+λ−(k))2) −
nn(k)(m−sp+λ−(k))
2(2nn(k)+(m−sp+λ−(k))2)
2nn(k)
2(2nn(k)+(m−sp+λ−(k))2)
nn(k)(m−sp−λ−(k))
2(2nn(k)+(m−sp−λ−(k))2) −
2nn(k)
2(2nn(k)+(m−sp−λ−(k))2) −
nn(k)(m−sp−λ−(k))
2(2nn(k)+(m−sp−λ−(k))2)
2nn(k)
2(2nn(k)+(m−sp−λ−(k))2)
nn(k)(m+sp+λ+(k))
2(2nn(k)+(m+sp+λ+(k))2)
2nn(k)
2(2nn(k)+(m+sp+λ+(k))2)
nn(k)(m+sp+λ+(k))
2(2nn(k)+(m+sp+λ+(k))2)
2nn(k)
2(2nn(k)+(m+sp+λ+(k))2)
 . (S7)
Details on the mean-field theory
In the two-dimensional square lattice, a short ranged density-density interaction Hamiltonian that involves the
on-site and NN interaction is given in the form of
Hint =
∫
drdr′
∑
αβµν
Γµν,βα(r, r′)c†r,µc
†
r′,νcr′,βcr,α
= U
∫
dr
∑
l=A,B
nl↑(r)nl↓(r) + V
∫
dr
∑
l 6=l′
∑
σσ′
∑
i
nlσ(r)nl′σ′(r + δi)
= U
∫
dr
∑
l=A,B
c†r,l↑cr,l↑c
†
r,l↓cr,l↓
+ V
∫
dr
∑
l 6=l′
∑
σσ′
∑
i
c†r,lσcr,l′σ′c
†
r+δi,l′σ′cr+δi,lσ
= U
∫
dr
∫
dr′δ(r− r′)
∑
l=A,B
c†r,l↑c
†
r′,l↓cr′,l↓cr,l↑
+ V
∫
dr
∫
dr′
∑
i
δ(r + δi − r′)
∑
l 6=l′
∑
σσ′
c†r,lσc
†
r′,l′σ′cr′,l′σ′cr,lσ
=
U
2
∫
drdr′δ(r− r′)
∑
ll′
δll′
∑
σσ′
(1− δσσ′)c†r,lσc†r′,l′σ′cr′,l′σ′cr,lσ
+ V
∫
drdr′
∑
i
δ(r + δi − r′)
∑
ll′
(1− δll′)
∑
σσ′
c†r,lσc
†
r′,l′σ′cr′,l′σ′cr,lσ
=
∫
drdr′
∑
ll′
∑
σσ′
[
U
2
δ(r− r′)δll′(1− δσσ′) + V (1− δll′)
∑
i
δ(r + δi − r′)
]
c†r,lσc
†
r′,l′σ′cr′,l′σ′cr,lσ. (S8)
Identifying α = lσ and β = l′σ′, we find that
Γµν,βα(r, r′) = δαµδβν
[
U
2
δ(r− r′)δll′(1− δσσ′) + V (1− δll′)
∑
i
δ(r + δi − r′)
]
. (S9)
U and V denote the on-site interaction and NN interaction strength, respectively. In the momentum space, Eq. (S9)
yields
Hint =
∫
dkdk′dqδ(k + k′)
∑
αβµν
Γµν,βα(q)c
†
k,µc
†
k′,νck′+q,βck−q,α
=
∫
dkdk′′
∑
αβµν
Γµν,βα(k− k′′)c†k,µc†−k,νc−k′′,βck′′,α (S10)
where we put a constraint k′ = −k to restrict our scope to scattering between electron pairs with zero total momentum,
and substitute q by (k− k′′). Γµν,βα(q), the Fourier transform of Γµν,βα(r, r′) = Γµν,βα(r− r′) ≡ Γµν,βα(r˜), is given
4by
Γµν,βα(q) =
∫
dr˜e−iq·r˜Γµν,βα(r˜)
= δαµδβν
U
2
δll′(1− δσσ′)
∫
dr˜e−iq·r˜δ(r˜) + δαµδβνV (1− δll′)
∫
dr˜e−iq·r˜
∑
i
δ(r˜ + δi)
= δαµδβν
U
2
δll′(1− δσσ′) + δαµδβνV (1− δll′)
∑
i
eiq·δi .
= δαµδβν
[
U
2
δll′(1− δσσ′) + V (1− δll′)(cos qx + cos qy)
]
. (S11)
OAFM – (i) – Au
For the pairing channels that belong to the Au representation, the relevant interaction is given by
HAuint = −V
∑
kk′′
∑
αβµν
δαµδβν(1− δll′)(sin kx sin k′′x + sin ky sin k′′y )c†k,µc†−k,νc−k′′,βck′′,α
= −V
∑
kk′′
(sin kx sin k
′′
x + sin ky sin k
′′
y )(c
†
k,A↑c
†
−k,B↑c−k′′,B↑ck′′,A↑ + c
†
k,B↑c
†
−k,A↑c−k′′,A↑ck′′,B↑
+ c†k,A↓c
†
−k,B↓c−k′′,B↓ck′′,A↓ + c
†
k,B↓c
†
−k,A↓c−k′′,A↓ck′′,B↓)
= −2V
∑
kk′′
(sin kx sin k
′′
x + sin ky sin k
′′
y )(c
†
k,A↑c
†
−k,B↑c−k′′,B↑ck′′,A↑ + c
†
k,A↓c
†
−k,B↓c−k′′,B↓ck′′,A↓). (S12)
The partition function of the system is given by
Z =
∫
D[c†k, ck]e−S ,
S =
∫ β
0
dτ
∑
k
c†k [∂τ +H(k)] ck +HAuint . (S13)
We define ∆Au1 ≡ −V 〈cTk (sin kxσ˜xτx − sin kyσ˜yτx)ck〉 and ∆Au2 ≡ −V 〈cTk (− sin kxσ˜yτx − sin kyσ˜xτx)ck〉. Then using
the Hubbard-Stratonovich transformation [2], we can rewrite Eq (S13) as
Z =
∫
D[∆Au∗1 ,∆Au1 ,∆Au∗2 ,∆Au2 , c†k, ck]e−S ,
S =
∫ β
0
dτ
∑
k
Ψ†k
[
∂τ +HAuBdG(k)
]
Ψk +
1
V
|∆Au1 |2 +
1
V
|∆Au2 |2, (S14)
where
HAuBdG(k) =
(H(k)− µ ∆Au(k)
∆Au†(k) −HT (−k) + µ
)
,
∆Au(k) = ∆Au1 (sin kxσ˜xτx + sin kyσ˜yτx) + ∆
Au
2 (sin kxσ˜yτx − sin kyσ˜xτx). (S15)
Carrying out the Gaussian integral over the fermionic field [2], we obtain
Z =
∫
D[∆Au∗1 ,∆Au1 ,∆Au∗2 ,∆Au2 ]e−S ,
S =
∫ β
0
dτ
∑
k
Tr ln det [∂τ +HBdG(k)] + 1
V
|∆Au1 |2 +
1
V
|∆Au2 |2. (S16)
From the relation Z = e−βF , the free energy of the system is given by
F =
1
V
|∆Au1 |2 +
1
V
|∆Au2 |2 −
1
β
∑
N
∑
kn
ln
[
ω2N + ξ
2
n(k)
]
, (S17)
5where ωN is the N -th fermionic Matsubara frequency, and ξn(k) is an are the eigenvalues of HBdG(k) given by
ξ21(k) = λ
2
−(k) + µ
2 + η+(sin
2 kx + sin
2 ky)− 2
√
λ2−(k)µ2 + η+(sin
2 kx + sin
2 ky)(m− sp)2,
ξ22(k) = λ
2
+(k) + µ
2 + η−(sin2 kx + sin2 ky)− 2
√
λ2+(k)µ2 + η−(sin
2 kx + sin
2 ky)(m+ sp)2,
ξ23(k) = λ
2
−(k) + µ
2 + η+(sin
2 kx + sin
2 ky) + 2
√
λ2−(k)µ2 + η+(sin
2 kx + sin
2 ky)(m− sp)2,
ξ24(k) = λ
2
+(k) + µ
2 + η−(sin2 kx + sin2 ky) + 2
√
λ2+(k)µ2 + η−(sin
2 kx + sin
2 ky)(m+ sp)2. (S18)
Here, η± ≡ |∆Au1 |2 + |∆Au2 |2 ± i(∆Au1 ∆Au∗2 −∆Au2 ∆Au∗1 ). For Case (i) (|µ| < minλ−(k)), we need to consider n = 1
only. By differentiating F with repect to θAu1 and θ
Au
2 , we obtain
∂F
∂θAu1
= − 1
β
∑
N
∑
k
∂ξ21(k)/∂θ
Au
1
ω2N + ξ
2
1(k)
= − 1
β
∑
N
∑
k
−
[
1− (m− sp)
2
|λ−(k)µ|
]
sin2 kx + sin
2 ky
|λ−(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 ) = 0,
∂F
∂θAu2
= − 1
β
∑
N
∑
k
∂ξ21(k)/∂θ
Au
2
ω2N + ξ
2
1(k)
= − 1
β
∑
N
∑
k
[
1− (m− sp)
2
|λ−(k)µ|
]
sin2 kx + sin
2 ky
|λ−(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 ) = 0, (S19)
From Eq. (S19), we extract three extremum conditions for F : |∆Au1 | = 0, |∆Au2 | = 0, and cos (θAu1 − θAu2 ) = 0. Then,
to calculate the transition temperature, we differentiate F with respect to |∆Au1 | and |∆Au1 | for each condition. For
the first condition, we can derive
∂F
∂|∆Au2 |
∣∣∣∣∣
|∆Au1 |=0
=
2
V
|∆Au2 | −
1
Ω
∫
1BZ
d2k
tanh (βξ1,k/2)
2ξ1,k
[
1− (m− sp)
2
|λ−(k)µ|
]
sin2 kx + sin
2 ky
|λ−(k)− µ| |∆
Au
2 | = 0, (S20)
where we have used the fermionic Matsubara frequency summation relation
1
β
∑
N
1
ω2N + ξ
2
n,k
=
tanh (βξn,k/2)
2ξn,k
, (S21)
and applied an approximation that near the transition temperature the superconducting order parameters are very
small compared to the other parameters. In Eq. (S20), Ω is the volume of the system. Since ξ−1n tanh (βξn(k)/2)
diverges around the Fermi level ξn = 0, we evaluate other factors in the integrand on the n-th Fermi surface on which
ξn = 0, and take the resulting values as their representative values. Substituting the variables of integration by energy
ξn and a component of momentum k
‖
Fn which is parallel to the n-th Fermi surface, we obtain
2
V
|∆Au2 | −
1
Ω
∫ ω0
−ω0
dξ1
tanh (βξ1/2)
2ξ1
∫
FS1
dk
‖
F1D1(kF1)
[
1− (m− sp)
2
|λ−(kF1)µ|
]
sin2 kF1,x + sin
2 kF1,y
|λ−(kF1)− µ| |∆
Au
2 | = 0, (S22)
where we cut the region of integration with respect to ξn to a small interval from −ω0 to ω0. Dn(kFn) is the density
of states on the n-th Fermi surface. Then, we can simply write Eq. (S22) as
∂F
∂|∆Au2 |
∣∣∣∣∣
|∆Au1 |=0
=
2
V
|∆Au2 | −
I(β)
Ω
K1|∆Au2 | = 0, (S23)
where
I(β) ≡
∫ ω0
−ω0
dξ tanh (βξn/2)/(2ξn) = ln(2e
γβω0/pi),
K1 =
∫
FS1
dk
‖
F1D1(kF1)
[
1− (m− sp)
2
|λ−(kF1)µ|
]
sin2 kF1,x + sin
2 kF1,y
|λ−(kF1)− µ| . (S24)
6From Eq. (S23), we immediately find that the transition temperature satisfies I(βc) = 2Ω/V K1 (∴ Tc =
(2ω0/pikB) exp [γ − (2Ω/V K1)]). For the second condition, we have
∂F
∂|∆Au1 |
∣∣∣∣∣
|∆Au2 |=0
=
2
V
|∆Au1 | −
I(β)
Ω
K1|∆Au1 | = 0, (S25)
and the transition temperature is again given by Tc = (2ω0/pikB) exp [γ − (2Ω/V K1)]. However, for the third condi-
tion, we have a pair of equations,
∂F
∂|∆Au1 |
∣∣∣∣∣
θAu2 =θ
Au
1 +pi/2
=
2
V
|∆Au1 | −
I(β)
Ω
K1(|∆Au1 |+ |∆Au2 |) = 0,
∂F
∂|∆Au2 |
∣∣∣∣∣
θAu2 =θ
Au
1 +pi/2
=
2
V
|∆Au2 | −
I(β)
Ω
K1(|∆Au1 |+ |∆Au2 |) = 0. (S26)
They give us |∆Au1 | = |∆Au2 |, and I(βc) = Ω/V K1 (Tc = (2ω0/pikB) exp [γ − (Ω/V K1)]). In the present case
(|µ| < minλ−(k)), K1 has to be a positive real number, so the third condition yields the highest transition
temperature. Thus, in the superconducting phase of OAFM – (i) – Au, the pairing interaction of the leading insta-
bility is given by ∆Au(k) = ∆Au1 (sin kxσ˜xτx+sin kyσ˜yτx)+∆
Au
2 (sin kxσ˜yτx−sin kyσ˜xτx) where (∆Au1 ,∆Au2 ) = (∆, i∆).
OAFM – (i) – Bu
For Bu representation, we define ∆Bu1 ≡ −V 〈cTk (sin kxσ˜xτx + sin kyσ˜yτx)ck〉 and ∆Bu2 ≡ −V 〈cTk (− sin kxσ˜yτx +
sin kyσ˜xτx)ck〉. Then, the free energy of the system is given by
F =
1
V
|∆Bu1 |2 +
1
V
|∆Bu2 |2 −
1
β
∑
N
∑
kn
ln
[
ω2N + ξ
2
n(k)
]
. (S27)
The pairing interaction of the leading instability is given by ∆Bu(k) = ∆Bu1 (sin kxσ˜xτx−sin kyσ˜yτx)+∆Bu2 (sin kxσ˜yτx+
sin kyσ˜xτx) where (∆Bu1 ,∆
Bu
2 ) = (∆, i∆).
OAFM – (ii) – Au
For the present case (minλ+(k) < |µ| < maxλ−(k)), there exist two Fermi surfaces, so we have to consider
contribution from the both Fermi surfaces.
∂F
∂θAu1
= − 1
β
∑
N
∑
k
[
∂ξ21(k)/∂θ
Au
1
ω2N + ξ
2
1(k)
+
∂ξ22(k)/∂θ
Au
1‘
ω2N + ξ
2
2(k)
]
= − 1
β
∑
N
∑
k
−
[
1− (m− sp)
2
|λ−(k)µ|
]
sin2 kx + sin
2 ky
|λ−(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 )
+
[
1− (m+ sp)
2
|λ+(k)µ|
]
sin2 kx + sin
2 ky
|λ+(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 ) = 0,
∂F
∂θAu2
= − 1
β
∑
N
∑
k
[
1− (m− sp)
2
|λ−(k)µ|
]
sin2 kx + sin
2 ky
|λ−(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 )
−
[
1− (m+ sp)
2
|λ+(k)µ|
]
sin2 kx + sin
2 ky
|λ+(k)− µ| [ω2N + ξ21(k)]
|∆Au1 ||∆Au2 | cos (θAu1 − θAu2 ) = 0, (S28)
where we applied an approximation that near the transition temperature the superconducting order parameters are
very small compared to other parameters. The two equations in Eq. (S28) imply that the free energy is minized when
one of the two order parameters vanishes (i.e. |∆Au1 | = 0 or |∆Au2 | = 0), or cos (θAu1 − θAu2 ) = 0 (i.e. |∆Au1 | = i|∆Au2 |
or |∆Au1 | = −i|∆Au2 |). However, if cos (θAu1 − θAu2 ) = 0, we find that the system of linearized gap equations
∂F
∂|∆Au1 |
∣∣∣∣∣
θAu2 =θ
Au
1 +pi/2
=
2
V
|∆Au1 | −
I(β)
Ω
K1(|∆Au1 |+ |∆Au2 |)−
I(β)
Ω
K2(|∆Au1 | − |∆Au2 |) = 0,
∂F
∂|∆Au2 |
∣∣∣∣∣
θAu2 =θ
Au
1 +pi/2
=
2
V
|∆Au2 | −
I(β)
Ω
K1(|∆Au1 |+ |∆Au2 |) +
I(β)
Ω
K2(|∆Au1 | − |∆Au2 |) = 0, (S29)
7does not have an appropriate solution I(β), where
K2 =
∫
FS2
dk
‖
F2D2(kF2)
[
1− (m+ sp)
2
|λ+(kF2)µ|
]
sin2 kF2,x + sin
2 kF2,y
|λ+(kF2)− µ| , (S30)
and K1 6= K2. On the other hand, if |∆Au1 | = 0 or |∆Au2 | = 0, we have
∂F
∂|∆Au1 |
∣∣∣∣∣
|∆Au2 |=0
=
2
V
|∆Au1 | −
I(β)
Ω
K1|∆Au1 | −
I(β)
Ω
K2|∆Au1 | = 0, (S31)
or
∂F
∂|∆Au2 |
∣∣∣∣∣
|∆Au1 |=0
=
2
V
|∆Au2 | −
I(β)
Ω
K1|∆Au2 | −
I(β)
Ω
K2|∆Au2 | = 0. (S32)
Since Eq. (S31) and Eq. (S32) have the same solution (I(βc) = 2Ω/V (K1 + K2)), the pairing interaction of
the leading instability is given by ∆Au(k) = ∆Au1 (sin kxσ˜xτx + sin kyσ˜yτx) + ∆
Au
2 (sin kxσ˜yτx − sin kyσ˜xτx) where
(∆Au1 ,∆
Au
2 ) = (∆, 0) or (0,∆).
OAFM – (ii) – Bu
The pairing interaction of the leading instability is given by ∆Bu(k) = ∆Bu1 (sin kxσ˜xτx − sin kyσ˜yτx) +
∆Bu2 (sin kxσ˜yτx + sin kyσ˜xτx) where (∆
Bu
1 ,∆
Bu
2 ) = (∆, 0) or (0,∆).
OAFM – (iii) – Au
The pairing interaction of the leading instability is given by ∆Au(k) = ∆Au1 (sin kxσ˜xτx + sin kyσ˜yτx) +
∆Au2 (sin kxσ˜yτx − sin kyσ˜xτx) where (∆Au1 ,∆Au2 ) = (∆,−i∆).
OAFM – (iii) – Bu
The pairing interaction of the leading instability is given by ∆Bu(k) = ∆Bu1 (sin kxσ˜xτx − sin kyσ˜yτx) +
∆Bu2 (sin kxσ˜yτx + sin kyσ˜xτx) where (∆
Bu
1 ,∆
Bu
2 ) = (∆,−i∆).
IAFM – (i) – Au
For the pairing channels that belong to Au representation, the relevant interaction is given by
HAuint = −V
∑
kk′′
sin ky sin k
′′
y (c
†
k,A↑c
†
−k,B↑c−k′′,B↑ck′′,A↑ + c
†
k,B↑c
†
−k,A↑c−k′′,A↑ck′′,B↑
+ c†k,A↓c
†
−k,B↓c−k′′,B↓ck′′,A↓ + c
†
k,B↓c
†
−k,A↓c−k′′,A↓ck′′,B↓
+ c†k,A↑c
†
−k,B↓c−k′′,B↓ck′′,A↑ + c
†
k,B↑c
†
−k,A↓c−k′′,A↓ck′′,B↑
+ c†k,A↓c
†
−k,B↑c−k′′,B↑ck′′,A↓ + c
†
k,B↓c
†
−k,A↑c−k′′,A↑ck′′,B↓) (S33)
This time, we define ∆Au1 ≡ −V 〈cTk (− sin kyσ˜yτx)ck〉 and ∆Au2 ≡ −V 〈cTk (sin kyσ˜zτx)ck〉. Then we obtain
F (∆Au1 ,∆
Au
2 ) =
1
V
|∆Au1 |2 +
1
V
|∆Au2 |2 −
∑
N
∑
kn
ln
[
ω2N + ξ
2
n(k)
]
, (S34)
where
ξ2k,1 = λ
2
−(k) + µ
2 + η+ sin
2 ky − 2
√
λ2−(k)µ2 + η+ sin
2 ky(m− sp)2,
ξ2k,2 = λ
2
+(k) + µ
2 + η− sin2 ky − 2
√
λ2+(k)µ2 + η− sin
2 ky(m+ sp)2,
ξ2k,3 = λ
2
−(k) + µ
2 + η+ sin
2 ky + 2
√
λ2−(k)µ2 + η+ sin
2 ky(m− sp)2,
ξ2k,4 = λ
2
+(k) + µ
2 + η− sin2 ky + 2
√
λ2+(k)µ2 + η− sin
2 ky(m+ sp)2. (S35)
8The pairing interaction of the leading instability is given by ∆Au(k) = ∆Au1 sin kyσ˜yτx + ∆
Au
2 sin kyσ˜zτx where
(∆Au1 ,∆
Au
2 ) = (∆, i∆).
IAFM – (i) – Bu
We define ∆Bu1 ≡ −V 〈cTk (− sin kxσ˜yτx)ck〉 and ∆Bu2 ≡ −V 〈cTk (sin kxσ˜zτx)ck〉. The pairing interaction of the
leading instability is given by ∆Bu(k) = ∆Bu1 sin kxσ˜yτx + ∆
Bu
2 sin kxσ˜zτx where (∆
Bu
1 ,∆
Bu
2 ) = (∆, i∆).
IAFM – (ii) – Au
The pairing interaction of the leading instability is given by ∆Au(k) = ∆Au1 sin kyσ˜yτx + ∆
Au
2 sin kyσ˜zτx where
(∆Au1 ,∆
Au
2 ) = (∆, 0) or (0,∆). or (0,∆).
IAFM – (ii) – Bu
The pairing interaction of the leading instability is given by ∆Bu(k) = ∆Bu1 sin kxσ˜yτx + ∆
Bu
2 sin kxσ˜zτx where
(∆Bu1 ,∆
Bu
2 ) = (∆, 0) or (0,∆).
IAFM – (iii) – Au
The pairing interaction of the leading instability is given by ∆Au(k) = ∆Au1 sin kyσ˜yτx + ∆
Au
2 sin kyσ˜zτx where
(∆Au1 ,∆
Au
2 ) = (∆,−i∆).
IAFM – (iii) – Bu
The pairing interaction of the leading instability is given by ∆Bu(k) = ∆Bu1 sin kxσ˜yτx + ∆
Bu
2 sin kxσ˜zτx where
(∆Bu1 ,∆
Bu
2 ) = (∆,−i∆).
Net magnetic moment
Due to Θ˜ symmetry breaking, the system has a small net magnetic moment. Here we show the net magnetic moment
of the occupied states of our model, varying the chemical potential.
FIG. S1. The variation in the magnitude of the net magnetic moment with respect to the change in the chemical potential.
Calculation of topological invariants
In this section, we provide the result of calculation on the topological properties of the stable superconducting
states not covered in the main text.
O-AFM
Since the spin-up sector and spin-down sector of HΓBdG(k) are totally decoupled, HΓBdG(k) can be reduced into two
blocks as
HΓBdG(k) =
(HΓ,↑↑BdG(k) 0
0 HΓ,↓↓BdG(k)
)
. (S36)
9The Chern numbers that the occupied bands of HΓ,↑↑BdG(k) and HΓ,↓↓BdG(k) carry can determined by the Wilson loop
calculation [3]. The Wilson loop operator, defined as a path-ordered exponential of the Berry connection, is given by
W(kX+
√
2pi,kY )←(kX ,kY ) = limN→∞
FN−1FN−2 · · ·F1F0, (S37)
where [Fi]mn =
〈
um(
√
2pi(i+1)
N , kY )
∣∣∣un(√2piiN , kY )〉. kX and kY are taken to be parallel to the reciprocal lattice vectors
G1 =
√
2(pi, pi) and G2 =
√
2(−pi, pi), respectively. In Fig. S2, we show the winding in the eigenvalue spectrum of W
which indicate the non-zero Chern number, together with the corresponding edge mode obtained from the finite-size
system calculation for each case. We note that even when the next-nearest neighbor (NNN) interaction terms are
included, the new pairing channels do not change the Chern numbers. Thus, the results with and without the NNN
interaction are qualitatively the same.
I-AFM
For a system that supports both particle-hole symmetry and inversion symmetry, we consider a combination of
the two symmetries CP = UCPK where K is complex conjugation and UCP is a unitary matrix. If (CP )2 = 1,
it is always possible to choose a basis in which UCP = 1. In such a basis, the Hamiltonian of our system
HBdG(k) satisfies the following relation; (CP )HBdG(k)(CP )1 = UCPH∗BdG(k)U
−1
CP = H
∗
BdG(k) = −HBdG(k).
Thus, in this basis, HBdG(k) is purely imaginary. When HBdG(k) is a 2n × 2n matrix, it can be written as
HBdG(k) =
∑
i1,i2,··· ,in fi1,i2,··· ,in(k)σ
1
i1
⊗ σ2i2 ⊗ · · · ⊗ σnin , where σjs are the Pauli matrices (ij = 0, x, y, z). To make
HBdG(k) imaginary, odd numbers of ij must be y. It means that we can always find a basis in which HBdG(k) is
skew-symmetric. In such a basis, we can define a Z2 invariant nν,±Z2 for spin-up and -down sectors respectively as
follows
nν,±Z2 = sgn[Pf HBdG(ky = 0)] sgn[Pf HBdG(ky = pi)]. (S38)
nν,±Z2 is defined on two mirror reflection invariant lines kx = ν = 0, pi. It counts the change in the number of occupied
states modulo 2 with mirror eigenvalue +1 (−1) at two points ky = 0 and ky = pi on the mirror reflection invariant
lines kx = 0, pi. This Z2 invariant is well-defined regardless of bulk gapped or gapless. It does not protect the
band crossings in the bulk energy spectrum, but determines the existence of zero-energy state at the time-reversal
invariant momenta (TRIM) points in the edge momentum space. When the bulk is gapped out by introduction of
random perturbation that respects the symmetries, it can be seen as a mirror Chern superconductor like the O-AFM
case. The solution for the tight-binding Hamiltonian of the finite-size IAFM system in the same geometry as for the
OAFM case is displayed in Fig. S3.
Z2 indices for inversion symmetry protected second-order topological superconductors in two-
dimension
The second-order topological superconductors protected by inversion symmetry are characterized by a Z2 index
νBdG2n defined by
vBdG2n ≡
∑
K∈TRIM
[
nBdG;o− (K)
2n
]
floor
, (S39)
where [M + a]floor = M for an integer M and a real number a ∈ [0, 1] [5]. nBdG;o− (K) denotes the number of occupied
bands with inversion eigenvalue −1 at the time-reversal invariant (TRIM) points K = Γ,K1,K2,K3. 2n in the
subscript of ν index and the denominator of the RHS in Eq. S39 denote the number of bands that meet the Fermi
level in the normal state. It is nothing but the number of bands inverted during the band inversion process starting
from the topologically trivial limit (i.e. the atomic limit) [6].
We now verify that our models, both O-AFM and I-AFM, correspond to the non-trivial case according to Eq. S39
when there are two Fermi surfaces in the normal states (i.e. Case (ii)). In the Nambu basis, inversion symmetry
operator Pk is given by 
1
e−ikx
1
e−ikx
⊗ 12. (S40)
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FIG. S2. The Wilson loop spectrum of the topologically non-trivial occupied bands of HΓ,σσBdG (k)s (left panel), and the corre-
sponding edge modes localized (right panel) on one of the edges of an OAFM system that is periodic along kX direction, but
has a finite length along kY direction. (a) OAFM – (i) – Au, (b) OAFM – (i) – Bu, (c) OAFM – (ii) – Bu, (d) OAFM – (iii) –
Au, and (e) OAFM – (iii) – Bu. The blue (red) color indicates the spin-up (down) bands.
After we transform the basis to that in which HBdG(k) is periodic in the momentum space (i.e. HBdG(k) =
HBdG(k + G)), we calculate the inversion symmetry eigenvalues of quasiparticle bands at following TRIM points:
11
FIG. S3. The edge modes localized (right panel) on the edges of an IAFM system that is periodic along kX direction, but has
a finite length along kY direction. (a) IAFM – (i), and (b) IAFM –(iii).
Γ(0, 0) X ′(pi/2,−pi/2), Y ′(pi/2, pi/2), M ′(pi, 0). In Fig. S4, inversion symmetry eigenvalues of the normal state bands
(solid lines) and their particle-hole partners (dashed bands) at TRIM points are shown. From Eq. S39, we obtain
FIG. S4. The inversion symmetry eigenvalues of the bands of HΓBdG at TRIM points.
that vBdG2 = 1 + 1 + 1 + 2 ≡ 1 (mod 2), since nBdG;o− (Γ) = nBdG;o− (X ′) = nBdG;o− (Y ′) = 2 and nBdG;o− (M ′) = 4. Indeed,
we confirm that a pair of zero-energy mode localized at the corners arise when both the bulk and the edge energy
spectrum is gapped in both O-AFM and I-AFM cases (Fig. S5).
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FIG. S5. The charge distribution of zero-energy in-gap states localized at the corners of the finite-size systems in the square
geometry: (a) O-AFM case with 11 × 11 unit cells, (b) I-AFM case with 21 × 21 unit cells. The radii of the red dots dictate
the absolute value of the charge in the unit cells located at their positions
