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When applying the method of manufactured solutions (MMS) on computational fluid dy-
namic (CFD) software, it is traditionally a requirement that all solutions be continuous on the
computational domain. This stipulation is limiting for the verification and validation of CFD solu-
tions where discontinuities are frequent. This work details the development of a discontinuous MMS
method for finite volume codes. The CFD code used throughout this research is a cell centered, finite
volume, 1st order, Eulerian scheme within the software AVUS (Air Vehicles Unstructured Solver)
which is combined with uniform structured grids. This code is used as a representative testing
platform with the convenience of accessible source code.
A piecewise technique is used for defining manufactured solutions which simulate discontinu-
ities. Since source terms which allow arbitrary solutions in continuous MMS do not exist within Rie-
mann solvers, conditions at the shock boundary are physically constrained by the Rankine-Hugoniot
jump conditions. Upwind manufactured solutions are first initialized and a regression technique is
then used to solve for solutions downwind of the discontinuity. It is shown that a change in regression
error of four order of magnitude has no significant effect on an order of convergence test.
When applying MMS on finite volume CFD codes, determining the exact solutions and
source terms when the stored value is the integrated average over the control volume is a non-trivial
and frequently ignored problem. MMS with discontinuities further complicates the problem of
determining these values. To obtain low error and high convergence rates, linearly and quadratically
exact transformations are proposed for cells split by discontinuities. These transformations are
combined with a nine point Gauss quadrature method to achieve 4th order accuracy for fully general
solutions and shock shapes.
To begin testing, continuous MMS is first performed to ensure a verified code. AVUS is
verified for 1st order solutions but retains lower order boundary conditions when solving 2nd order.
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The error is verified using a second academic CFD solver but is left unchanged for shock solutions
which are inherently 1st order.
Constant primitive, oblique shock solutions are then used to demonstrate a solution’s error
dependence on grid alignment. Grid alignment is shown to play a vital role in the error surrounding
a shock. Constant oblique solutions with a grid aligned shock result in no discretization error while
a shock that passed through the interior of cells yields error upwards of 4% for the u-component
velocity. A semi one-dimensional problem combined with a grid aligned shock is then used to
demonstrate the error magnitude (< 1%) due to the cell averaging on both sides of the discontinuity.
Fully generic primitives and discontinuities are then introduced and grid convergence studies
yielding 1st order results typically associated with shocks are used to verify the correctness of the
code. Despite high errors near the region of the shock, similar patterns and orders of convergence
are shown for both physical and mathematical shock shapes. Sub-linear convergences near 0.9,
especially in the u-component velocity, indicate the presence of linearly degenerate characteristics
which are typical of shock capturing schemes.
The fully general solutions are used to show that errors in the Riemann solver can be
identified with discontinuous MMS. Three coding errors are introduced which are not identified by
continuous MMS. In two cases the discontinuous procedure indicates a coding error in the conver-
gence test and the final error is classified as a efficiency mistake and is missed by all methods. Lastly,
the method is replicated on an academic CFD code for a final validation procedure. Identical behav-
ior and near identical errors suggest the robustness of the developed method despite fundamental
differences in the shock capturing schemes of the two codes.
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Scientists of all disciplines have long depended on using mathematical relationships to de-
scribe the physical world. Through these equations they are able to make predictions about how the
world around us will react. Many of these equations relate the rates of change of different variables.
These differential equations have been around since calculus was conceived but are frequently difficult
to solve analytically. Instead of solving these equations exactly than can be approximated numeri-
cally. By discretizing the equations into small parts the problem is simplified from one containing
infinite degrees of freedom, to one containing N degrees of freedom. This idea has been around for
many decades, but until the invention of the computer, it was rarely accomplished. During World
War II for example there were times when an especially important calculation was required. To
accomplish this rooms of men and women would be organized solely to calculate numbers. This
method was typically slow, tedious, and prone to errors. When computers started to emerge which
could easily handle these calculations, the use of numerical approximations skyrocketed. [25]
Alongside the use of computers came the need to verify and validate the codes and solutions.
Computer programs were initially very short due to both computer limitations, but also because
programs were written only for very specific purposes. Checking computer codes line by line was
common and it is easily believable that codes checked this way could be verified for correctness. As
computational power has increased and the number of people using computers have grown, programs
are designed to adapt to many applications. These codes can easily surpass millions of lines of code
and checking these codes line by line while also verifying their correctness is nearly impossible.
With the decrease in cost and increase in use of computational simulations, V&V of com-
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putational fluid dynamic (CFD) software has become increasingly important yet many codes are
checked with naive approaches. For example, experimental data may be chosen such that a simi-
lar experiment can be set up within the program. If the two answers are deemed close enough to
each other, the developer may claim that the code has been verified. There are many issues with
this approach. How close must the data be before considered verified? Exactly what data is being
compared? A visual comparison between graphs is not uncommon and can easily be misleading.
Sometimes single calculated values such as lift and drag are compared instead of looking at the entire
solution which can also neglect large errors. How is the uncertainty in the experimental data taken
into account? Possibly more important, but frequently overlooked is whether the experiment fully
tests the code. It is easily conceivable that an experiment has only exercised a very small portion
of the overall code, but the outcomes of which are used to make sweeping generalizations about the
entire software.
It seems clear that benchmarking to experimental data as a verification tool is tenuous at
best, but what about benchmarking to another numerical code or standard solutions of high accu-
racy? If a solution is deemed acceptable to use as a benchmark, the problem statement, numerical
scheme, and numerical solutions accuracy should be clearly documented.[35] At a minimum this
should include evidence that the asymptotic convergence has been reached and the code used to ob-
tain that solution has passed an order of accuracy verification.[30] There has been extensive research
done on benchmark solutions, but their use as a verification tool is considered of lower rigor than
other methods.
Other tests exist for verification such as expert judgement, symmetry tests and conservation
tests. Expert judgement is likely the weakest of the verification procedures as it relies solely on an
opinion based on a numerical solution. In a symmetry test, a problem is tested where the discretized
solution is expected to return symmetric results. This can break down for special cases, but is in
general easy to accomplish since it does not require exact solutions. A conservation test assumes
that the physical problem is established on the conservation of certain properties such as mass,
momentum and energy. It is possible to monitor the fluxes into and out of a cell and that the
conservation properties are being maintained to within machine precision.[30]
A common test of higher rigor than the ones presented so far, is the method of exact
solutions (MES). Differential equations sometimes have analytic solutions which can be solved for
if provided with specific assumptions and initial conditions. Exact solutions have many advantages
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over a benchmarking approach. The test is based solely upon mathematics and the solutions can
be compared to an exact value. When using exact solutions it can be said with high confidence
whether or not the exercised code is behaving as it should. A limitation of this approach is that
exact solutions to complicated problems such as the Navier Stokes equations are frequently quite
simplified. These solutions are also difficult to generate, and when they are found, they frequently
do not test all the terms of the governing equations.[55] Take for example Couette flow, which
describes viscous flow between two parallel surfaces and is a common exact solution for the Navier
Stokes equations. All nonlinear convection terms are identically zero. There are also no pressure
gradients, inertial, viscous, or external forces in the y direction. This results in many of the original
terms in the governing equation dropping out and therefore not being tested during the verification
process.[16]
While all of these procedures are a positive step towards verification, the most comprehensive
and rigorous methods require exact solutions which exercise the entire governing equation. This
body of work is called the method of manufactured solutions (MMS) and is discussed in detail in
the following section.
1.1 Method of Manufactured Solutions
A general method for developing exact solutions to difficult partial differential equations is
called the method of manufactured solutions (MMS). MMS has been used to verify computational
fluid dynamic (CFD) codes using continuous, open flow examples since it was first developed by
Steinberg and Roache in 1985.[65] The idea of MMS was also independently developed by Shih for
debugging computer codes, but left out the idea of grid refinement to check the order of accuracy.[62]
An extensive overview of the MMS process can be found in [25, 30, 49, 60, 61].
The MMS procedure works backwards from typical exact solution approaches. Creating
exact solutions usually involves the careful manipulation of boundary and initial conditions to find
a solution that satisfies the governing equations. The idea of MMS is to manufacture the solutions
and alter the governing equations such that they are solved exactly by the manufactured solutions.
The method is fairly straight forward and can be outlined as such. Assume an equation of the form
Du = f (1.1)
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where D is a differential operator, u is the solution, and f is a source term. If solving this equation
using MES, the source term is chosen and u is solved for by carefully inverting the D operator. In
MMS, the manufactured solution is contained in u and the operator D is performed on it such that
f is solved for. The generated source terms can then be included with the governing equations such
that a general exact solution is returned. This is usually a much simpler approach to obtaining exact
solutions and it produces equations which are typically more thorough when testing codes due to
their generality.
MMS rigorously verifies if a code is solving the governing equations correctly by checking the
observed order of accuracy of the global solution.[61] This is accomplished by using the numerical
and exact solutions to calculate the global discretization error and observed order of accuracy over
multiple grid refinements. MMS is considered to be the highest level of verification when compared
to methods previously presented.
MMS has also been shown to be adaptable to many specialized aspects of CFD including
turbulence models in [17, 18] and variable density solvers in [63]. MMS is currently most prevalent
in the verification of CFD codes, but is also mathematically relevant to other disciplines such as a
fluid-solid interaction problem shown in [67] and for a transport code shown in [38].
1.2 Verification of discontinuous solutions
One restriction of MMS is it’s currently designed to work only with continuous, open flow ex-
amples. Using MMS with solutions containing discontinuities is still an open research issue. Leading
V&V experts Roy, Oberkampf, and Roach state in their books [30] and [47] that general discon-
tinuous manufactured solutions have not yet been completed and would be a valuable verification
tool. Discontinuous MMS could be valuable for verifying code segments which may not activate for
continuous flow solutions as well as to test the likely reduced order of a code when a shock appears.
While strong shocks are inherently 1st order, Banks et al. show that this is a potentially non-trivial
case when dealing with linearly degenerate waves.[2] Another possible benefit is the testing of both
existing and new shock capturing schemes, of which there are plenty. Many of these schemes are
tested using exact solutions to the Riemann problem consisting of simple waves separated by constant
solutions and this form of testing may not be sufficient for obtaining the scheme’s accuracy.[37]
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1.2.1 Hypothesis
This study examines the hypothesis that generic but fundamental activities and method-
ologies can be developed for applying MMS to discontinuous solutions. The outcome of this will be
a novel demonstration of using MMS as a verification tool for discontinuous numerical solutions in
shock capturing CFD software. Ultimately, the process will provide another tool towards the overall
uncertainty quantification in numerical codes involving discontinuities.
Some work on the verification of shock solutions has been completed using the method
of exact solutions to create solutions to the oblique shock detonation problem. In this problem a
supersonic flow encounters a wedge which in turn initiates a chemical reaction. In [41] Powers and
Stewart generate an exact solution using infinite series and in [40] Powers and Aslam simplify the
problem using a change of dependent variables to create a parametric function of a variable which
characterizes the extent of reaction. The more recent paper makes additional assumptions, citing
that the high complexity of the infinite series has resulted in them being unused. It is also stated
that using infinite series can result in further complication when trying to separate the asymptotic
approximation and numerical truncation errors. Unfortunately both of these papers retain two issues
for use with V&V. The first is that they both assume constant inflow conditions which does not
exercise the full generality of the governing flow equations or the jump conditions. The second and
possible larger problem is that both papers require significant assumptions which render all results
inappropriate for comparison with a laboratory experiment. This is fine for verification, but falls
short for any validation process. While MMS solutions do not require physical reality, they can
be formed such that they closely match that of real solutions in a procedure known as method of
nearby problems (MNP). MNP is discussed briefly in the following section. In [49] MMS with shocks
is addressed but relies on the exact solutions discussed above and continuous solutions which use
high gradients to mimic a shock. Continuous solutions which a solver interprets as a shock are not
appropriate for any solvers using shock capturing algorithms that do not include source terms. The
use of algorithms which contain no source terms is common and are utilized by the codes in this
work.[11]
5
1.3 Method of Nearby Problems
The method of nearby problems is a systematic way of estimating the discretization error
on a CFD solution. It is very similar to MMS, but generates manufactured solutions which minimize
source terms. Discretization error for a typical CFD solution is usually difficult to calculate since the
exact solutions to the governing equations are unknown. Richardson extrapolation is frequently used
to estimate the exact solution to the PDEs, but this requires two grids within the asymptotic range
of convergence.[64] MNP instead completes a highly accurate curve fit on the numerical solution
and uses the curve fit as a manufactured solution in the MMS procedure. Splines are typically used
for the curve fit and are discussed in detail for the 1D Burger’s equation in [45, 58, 26] and for
aerodynamic data in [5]. The exact nearby solution is then considered close enough to estimate
the discretization error on the problem of interest. Developing an MMS procedure which does not
require continuous solutions should allow MNP to be used with shock problems.[59] This is highly
advantageous as determining the discretization error and how to reduce it on problems containing
shocks is of great interest.[57]
1.4 V&V Terminology
Throughout this chapter the terms validation and verification have been used. The literature
is full of varying uses of these terms, so they are defined below using definitions taken directly from
the ASME V&V 10 guidebook.[69]
Definition 1 Verification: “The process of determining that a computational model accurately rep-
resents the underlying mathematical model and its solution.”
Definition 2 Validation: “The process of determining the degree to which a model is an accurate
representation of the real world from the perspective of the intended uses of the model.”
It should be noted that the verification process which this thesis is based on does not require physical
realism where as a validation process does. This is important to the underlying procedures which
are developed in Chapters 2 and 3. Sources [30, 34, 48] also point out that even among standardized
literature on verification and validation (V&V), such as work from the Department of Defense [23]
and AIAA [33], there are differences in the definitions of verification and validation. In [50] Roache
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states that in contrast to the V&V 10 definitions above, the ASME V&V 20 guideline [43] avoids the
issue by offering different interpretations of the definitions above. Oberkampf et al. highlight the
main differences between these definitions and suggest that the meaning of the term should always
be clearly stated due to the differences in both authors as well as fields.[35] As the work presented
here is a verification process, these discrepancies are not explored further. The V&V 10 guideline
further splits verification into the two parts shown below.
Definition 3 Code Verification: “Establish confidence, through the collection of evidence, that the
mathematical model and solution algorithms are working correctly.”
Definition 4 Solution/Calculation Verification: - “Establish confidence, through the collection of
evidence, that the discrete solution of the mathematical model is accurate.”
Under these definitions, discontinuous MMS is considered a code verification process but the exten-
sion of it to MNP is considered a solution verification.
1.5 Testing of hypothesis
The hypothesis presented in Section 1.2 claims that the standard MMS procedure can be
altered to allow for the testing of discontinuous solutions. In this section, the tools used for testing
this hypothesis are introduced.
1.5.1 CFD code AVUS
The CFD code AVUS (Air Vehicle Unstructured Solver), formally known as Cobalt60, is
a compressible flow solver written and maintained by the United States Air Force and is used
almost exclusively throughout this study for testing and development. AVUS is a finite volume, cell
centered, unstructured solver which is 1st or 2nd order in space or time.[1] The grid aligned Riemann
problem is solved exactly using the Gottlieb and Groth method proposed in 1988. This method is
based on the exact Godunov solver [21] but reduces computational requirements by using a better
initial guess and iterating over flow velocity instead of pressure.[22] Spacial accuracy of 2nd order is
obtained using a van Leer MUSCL scheme [68] which assumes linear variation within the cell.[66]
AVUS was originally chosen since it is used extensively in the US Air Force CFD department
and lacked sufficient verification. It was also possible to perform MMS on AVUS due to it’s accessible
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source code. Requiring the ability to implement general source terms is a limiting factor of MMS.
After solving for f in Eq (1.1) the code must recognize this change to the governing equations.
Completing this step with commercial codes is frequently limiting and/or impossible. Since AVUS
can be readily recompiled it offers a level of customization not available in other codes.
1.5.2 CFD code by Blazek
An additional academic CFD code is also used as a verification tool for the process developed.
This academic code provided by Blazek in [6] is similar to AVUS in that it is a finite volume solver
but differs in its shock capturing method. While AVUS uses the exact method of Gottlieb and
Groth, Blazek uses the approximate method of Roe in [51]. This difference in the shock capturing
algorithm should provide a good measure of robustness for the developed method when comparing
convergence tests using the same manufactured solutions.
1.5.3 Discontinuous manufactured solutions
Since discontinuous MMS has not yet been established in the literature, there are few
guidelines for how a discontinuous problem should be defined. It was previously stated that grid
convergence may be difficult to judge for a continuous solution with a sufficiently steep gradient.
In this work a piecewise solution technique is proposed to overcome this. Manufactured solutions
on either side of a discontinuity cannot be completely arbitrary and must be linked by physical
equations. This is due to the nature of jump conditions which do not typically contain source
terms as are normally used with MMS. Work completed by [24] and [52] have proposed solutions
for dealing with source terms within the Riemann solver, but the codes used in this work contain
no such modifications. The shock boundary must therefore remain exact with respect to the coded
shock capturing method. An additional manufactured solution is introduced to represent a shock
boundary and the physical Rankine-Hugoniot jump conditions are used to calculate solutions at the
interface.
1.5.4 Finite volume codes
An issue arises when performing MMS on finite volume codes, since the stored value is an
integrated average, as estimated by the fluxes around the control volume, and not the manufactured
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solution defined at a single point.[6] This is further complicated because manufactured solutions that
are not analytically integrable are frequently to the user’s advantage. This helps ensure that the gov-
erning equations are fully exercised providing a more comprehensive test. Allowing non-analytically
integrable equations lifts a potentially difficult requirement since the source terms derived from the
exact solutions would not be guaranteed to also meet this restriction. Trigonometric terms which
are not analytically integrable and therefore do not have exact values, are frequently used to this
end.
Though usually not stated explicitly, current papers using MMS on finite volume codes such
as [61] and [56], likely use a midpoint approximation for determining the source terms and exact
solutions. This 2nd order approximation of the integral is only guaranteed to be appropriate for
codes with order less than 2. Should a 2nd order code converge at its formal order of accuracy, the
accuracy of the initial solution error could become a factor. It is conceivable that too high initial
error could lead to the false assumption that a coding error persists. Convergences slightly greater
than the formal order are also sometimes reported [56], which is of concern if it exceeds that of the
approximations. In Section 2.5 it is shown that it is simple to incorporate higher order methods
that both obtain a better first approximation of the exact solutions and source terms, and converge
faster than the midpoint approximation. Using higher order approximations also extends the ability
of MMS to check higher order codes.
While using high order numerical integration methods such as Gauss quadratures can ob-
tain high order of accuracy results, determining the exact solutions and source terms for MMS with
discontinuous solutions is an increasingly difficult problem. In Section 3.2.1 we prove in one di-
mensional space that the midpoint approximation typically used for MMS with finite volume codes
results in a reduction of formal order when cell faces are not shock aligned. This trend is also
demonstrated experimentally in two dimensions for Simpson’s and Gauss quadrature approxima-
tions. Due to these low order restrictions and high uncertainty in the presence of a discontinuity, a
new method is presented in Section 3.3 which combines a cell transformation combined with a 6th
order Gauss quadrature approximation. Each cell containing a discontinuity is systematically di-
vided into triangular and quadrilateral elements and each element is then transformed using linearly
and quadratically exact transformations. The 6th order Gauss quadrature method can then be used




Due to the increased complexity introduced when passing symbolic equations through jump
conditions, a regression approach is developed in Section 3.4 using values obtained directly downwind





This chapter outlines the method for performing MMS with continuous solutions. Governing
equation and manufactured solutions are developed in Section 2.1 and the solution evaluation using
L norms is detailed in Section 2.2. An MMS example is performed on a simple heat conduction
problem. A high order integration approximation is then obtained for finite volume codes in Section
2.5.
2.1 Governing equations and manufactured solutions
This section outlines the basic building blocks of MMS as defined by the three terms in
(1.1). The D operator is defined by the governing equations in the system of interest. In Section 2.3
the heat equation is used for a simplified example, but throughout this work the Euler equations are
used for fluid flow. While the Euler equations are chosen for a simple testing platform, the procedure







































where each equation contains a specific source term f . The total specific energy represented by et












Before solving for the source terms, the manufactured solutions represented by u from Eq.
1.1 must first be defined. MMS can be powerful since it does not require the solution to be based
in any physical realism. This makes choosing manufactured solutions which test all the terms
in the governing equations a relatively easy task. There are general guidelines for choosing the
manufactured solutions which are addressed below.
1. The solution should exercise all terms in the governing equations unless specifically testing
for certain cases. Ex. For testing a code’s steady state options it may be beneficial to leave
out the time dependent terms.
2. The solution should contain a sufficient number of non-trivial derivatives. It is typical to
use trigonometric functions to prevent terms from dropping out.
3. The chosen solutions need to be within the limits of the solver. For example, if working in
a compressible code, appropriate Mach numbers should be used.
4. The solution’s derivative should not vary significantly with either space or time. This
prevents the need for additional or impractical grid refinements should the gradient become
too large.
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Traditionally, an additional stipulation is added that the solution should consist of smooth analytic
functions over the entire domain. It is the main goal of this study to overcome this restriction
which is discussed in detail in Chapter 3. Once the governing equations have been chosen and the
manufactured solutions defined, there exists sufficient information to compute the source terms. As
will be shown in Section 2.3 this is accomplished by simply substituting the manufactured solutions
into the governing equations to calculate f .
2.1.1 Dirichlet Boundary Conditions
Boundary conditions are frequently considered one of the most difficult aspects of CFD.
Over-specification of boundary conditions can cause a solution to diverge while under-specification
can prevent the solver from converging.[32, 31] As it can be difficult to create manufactured solutions
which satisfy preprogrammed boundary conditions while also conforming to all the rules stated
previously, it is common to use a combination of Dirichlet and extrapolation boundary conditions.
In finite volume codes a layer of ghost cells is used outside of the established grid where boundary
conditions are defined. For manufactured solutions the first layer of ghost cells is set to Dirichlet
conditions and the second layer, if it exists, is set to an extrapolation condition of an order necessary
to match that of the interior scheme.[39] For example, AVUS uses one layer of ghost cells for defining
boundary conditions and the values of these are set using the manufactured solutions at the ghost
cell’s center. This method is used exclusively throughout this study, though in general it is possible
to use MMS to check the solver’s built in boundary conditions. [7, 8]
2.2 Discretization Error
Measures of convergence are often measured for a few variables (ex. lift and drag), but
in MMS it is advantageous to monitor the entire domain. For example, a downstream boundary
condition which is not converging properly may not be detected using lift on an airfoil when using
super sonic flow conditions. To translate discretization error from the entire domain to a scalar value,















(un − Un)2 (2.8)
L∞ = max
n
|un − Un| (2.9)
where un is the manufactured solution and Un is the discrete solution. The L2 norm is also known
as the Euclidean norm and gives the root mean square of the error. The L∞ norm is typically the
most sensitive to error while the L1 norm is the least.[30] It should be noted that discontinuous
solutions do not typically converge in the L∞ domain as O(1) errors are always present at jumps.[2]
For this reason L1 and L2 norms are used exclusively in this work when dealing with solutions that
contain discontinuities. After the norms are collected for multiple grid refinements, the observed
order of accuracy, p, can then be calculated using Eq (2.10) where r is the refinement ratio. It is









Provided that the p values display consistent values in accordance with the formal order of accuracy,
it is not necessary for the solution to be refined to a level of grid independence. In fact, MMS
solutions are frequently run on very low grid sizes due to their quick run times. Once the p value
has been determined, the observed order of accuracy can be easily compared to the formal order of
accuracy to determine if a coding error exists.
2.3 MMS on a heat conduction problem
To illustrate the MMS procedure, a brief heat conduction problem completed with Figliola,














where f is the source term, a manufactured solution is then generated for temperature, T . While
equations for the differential operator coefficients, κ, ρ, and Cp could also be constructed at this
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time, they are left constant in this example for simplicity. A steady state manufactured solution is
created such that a sufficient number of derivatives are maintained for all time independent terms
in Eq (2.11).
T (x, y) = A+ sin(κ(x+ y)) (2.12)





−κ2 sin (κ (x+ y)) +−κ2 sin (κ (x+ y))
)
+ f. (2.13)





Once the manufactured solution is defined, the governing equation must be revised within the code.
This example was completed in the commercial code ANSYS Fluent. While the source code is not
available for this software, the software provides UDFs (User Defined Functions) for altering the
source terms of a governing equation. This restriction is too limiting for performing discontinuous
MMS, but is sufficient for this example.
For a numerical domain defined by x ∈ [0, 2π] cm and y ∈ [0, 1] cm, an initial coarse grid
of 50x8 was initialized with dirichlet boundary conditions and allowed to converge using a second
order upwind method. The L2 and L∞ norms are presented in Table 2.1
Table 2.1: Calculated norms and observed orders for heat conduction MMS in Fluent
Grid Size L2 norm Observed Order L∞ norm Observed Order
50x8 1.32e−3 1.92e−3
100x16 3.29e−4 2.00 4.88e−4 1.98
200x32 8.35e−5 1.98 1.22e−4 2.00
400x64 2.37e−5 1.82 3.05e−5 2.00
A brief analysis of the data shows that the solution is converging at the formal order of
accuracy. Subsequent refinements in grid size produce observed orders near zero showing that the
solution has reached grid independence. Proving that the observed order is comparable to the formal
order is a robust form of code verification, but it should be emphasized that Fluent is now verified
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for a very small subset of solver options. Fully exercising the rest of the code would require extensive
testing and many more MMS cases.
2.4 Computer generated source terms
In the previous section a source term is calculated by hand with relative ease using a simple
manufactured solution. As the manufactured solution and governing equation complexities grow, the
source terms quickly become too tedious to calculate by hand. Frequently, the sheer length of these
equations create the possibility of introducing additional errors into the code. This could result in
a test which incorrectly predicts that errors persist in the solver. Following from the manufactured
solution rules in Section 2.1, solutions in Chapter 4 take the form of ones already investigated with
success by Sandia National Laboratories [61] (Eqs. (2.15)-(2.18)).
u = Au +Busin(x
2 + y2) (2.15)
v = Av +Bvcos(x
2 + y2) (2.16)
ρ = Aρ +Bρsin(x
2 + y2) (2.17)
p = Ap +Bpcos(x
2 + y2) (2.18)
To generate the source terms fm, fx, fy, and fe, Eqs (2.15)-(2.18) are substituted into Eqs
(2.1)-(2.5). Unlike Section 2.3, this is an exceptionally difficult task without the use of the computer.
This is further complicated since many solvers, such as AVUS, non-dimensionalize their codes adding
yet more complexity. To demonstrate this complexity, an energy source term, including the non-
dimensional quantities, using example supersonic manufactured solutions of the form above and Eq.
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(2.1) is shown below.




































































It is clear to see that the use of computational software is required for the generation of
the source terms and their implementation into the solver. Software developer MSSRC has released
a series of ANSI C libraries including a symbolic computation library (ExprLib). ExprLib has
been chosen to compute these terms as it offers fast computational times as well as the ability to
automatically generate C functions while avoiding any issues of underflow or overflow. The ability
to run inline C code with symbolic computation capabilities alongside simple scripting has enabled
virtually automatic MMS procedures. This requires the user to simply chose the manufactured
solutions and run the solver. An overview of this coding and procedure are given in Appendix A.
This is a significant advantage over a more commercial code such as Mathematica or Maple for both
automation and increased robustness as shown in [9]. In [56], Roy also emphasizes the helpfulness
of automatic solution verification which needs to be completed for every simulation significantly
different than previous runs.
2.5 Higher order approximations
In Section 1.5.4 the difficultly of performing MMS on finite volume codes is discussed. The
work here assumes a cell centered finite volume scheme where the control volumes align with the
grid cells and the flow variables are stored at their centroids. While a midpoint approximation may
be adequate for some MMS testing, it should be noted that it is always advantageous to institute
a higher order method. Integration methods are frequently chosen based on where data already
17
exists, but having the analytic functions allows the freedom to choose any method that best suits






) Newton-Cotes method which
requires little to no extra computational power over the midpoint method. Simpson’s rule is defined






wi,jf (xi, yj) +R (2.20)
where Nx and Ny are the number of elements in the respective directions, R is the remainder, and
xi, yi are given by
xi = ax + (i− 1)hx, yj = ay + (j − 1)hy (2.21)
where x and y are defined on the interval [a, b]. The weighting function is defined by
wi,j = uivj (2.22)
where all ui and vj are expressed by
u = v =
1
3
(1, 4, 2, 4, · · · , 4, 1) . (2.23)
This method and ones of higher order are consistent with the midpoint rule but utilize different
weighting schemes and selection of interior cell values to alter the order of accuracy.
While Newton-Cotes methods can be constructed for any order of accuracy, they can become
unstable due to Runge’s phenomenon.[42] Gauss quadrature methods are typically more stable and











wif (xi, yi) +R, (2.24)
where each cell contains 9 locations which should be summed using the weightings shown in Table
2.2 where (0, 0) is the cell center.[42]
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Two Netwon-Cotes methods, the midpoint rule and Simpson’s rule, and a 9 point Gauss
quadrature method are experimentally validated for a simulated manufactured solution, Eq. (2.25),
in Table 2.3.
f (x, y) = ey − cosx (2.25)
Each numerical integration method was tested for a cell with nodes (0, 0), (0, 1), (1, 1), and (1, 0).
The cell was then discretized into an n x n grid where n was initialized at 2 and then doubled for
each run. The orders of convergences and integration errors are displayed in Table 2.3.
Table 2.3: Numerical integration error and observed orders of convergence with no discontinuity







2x2 3.30e+0 3.17e−2 2.26e−6
4x4 7.60e−1 2.00 2.12e−3 3.90 3.53e−8 6.00
8x8 1.90e−1 2.00 1.35e−4 3.98 5.52e−10 6.00
16x16 4.75e−2 2.00 8.47e−6 3.99 8.67e−12 5.99
Using continuous solutions, all methods behaved as expected. The Gauss quadrature method
begins to break down in subsequent iterations since it quickly reaches the 16 bit precision of the
calculated analytical value. It should be noted that, although the midpoint method may match
the formal order of accuracy of the code being verified, the initial exactness of the solution may be
inappropriate for the chosen solution. This may lead to seemingly incorrect orders of convergences or
possible oscillations around the predicted value. Considering that manufactured solutions provide
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the user with information over the entire domain, it is the authors’ opinion that an integration
method of higher order than the formal spacial order should always be implemented with finite
volume codes to ensure there are no complications due to inaccurate integration approximations.
This also shows that MMS is indeed applicable to codes with formal orders higher than two. As
the Gauss quadrature method displayed the lowest error and highest observed order with little to
no additional computational requirements, it is used for all continuous solutions in this study.
2.6 Using MMS to identify coding mistakes
Once MMS has been set up in a numerical solver, order of convergence tests are used to
identify possible codling mistakes. To verify an entire software this usually involves generating a
suite of tests which fully cover all the possible run time options. As only mutually exclusive options
need to be tested this is not an overly daunting task.[61]
MMS is very sensitive to coding mistakes but identification of an issue through a conver-
gence test does not tell the user where that mistake is located. Identification of this mistake is
usually completed by reducing the generality of the manufactured solutions. For example, the time
dependent terms might first be removed. If this follow-up test yields correct convergence values then
the user has significantly narrowed the lines of code which need to be checked. Depending on the




This chapter develops the tools need for performing MMS with discontinuous solutions.
Piecewise solutions are established and are related through the Rankine-Hugoniot physical jump
conditions in Section 3.1. A transformation technique is then developed in Section 3.2 to determine
the source terms and exact solutions for cell divided by a discontinuity. A regression technique is
discussed in Section 3.4 to match downwind conditions. This regression is used in Section 3.4.1 as
a boundary condition at the shock to enable fully general solutions.
3.1 Piecewise manufactured solutions
Chapter 2 has developed all the tools necessary for high order, continuous solution, MMS
verification of finite volume codes. A manufactured solution which simulates a discontinuity is now
needed for using MMS to test the shock capturing capabilities of a code. A single continuous solution,
such as Equation (3.1), could be generated with high values of γ such that a discrete solver would
interpret it as discontinuous. Unfortunately these solutions are difficult to solve and their behavior
over multiple grid refinements difficult to judge. [47].
u = bc1 − bc2tanh [γ (x− shockloc)] (3.1)
A piecewise approach is proposed in place of continuous solutions with high gradients for simulating
a discontinuity within a CFD solver. This technique requires two sets of manufactured solutions on
either side of the discontinuity for all primitives and all generated source terms. The boundary which
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separates the piecewise equations also requires a manufactured solution and is used in Chapter 5 for
defining multiple shock shapes.
3.1.1 Gottlieb and Groth Riemann solver and Jump Conditions
In continuous MMS the user is free to choose non-physical solutions due to the effects of
source terms in the governing equations, but the analogy to coded jump conditions is not as clear.
Jump conditions are solved using solutions to the Riemann problem which generally describes the
interaction of two shocks and was first proposed by Riemann in 1860.[46, 14] Riemann solvers such
as that proposed by [24] and work completed by [52] have developed solutions for dealing with source
terms within the Riemann solver, but AVUS contains no such modifications. For this reason, the
piecewise equations must be linked by the jump condition with source terms equal to zero. This is
a similar approach to that used in [67] for fluid-solid interaction.
A brief overview of the AVUS Riemann solver is detailed here to such that manufactured
solutions can be constructed which match the required conditions. A detailed overview of different
Riemann solvers can be found in [22] and [44]. In AVUS the Riemann problem is solved by Gottlieb
and Groth [22], an exact method based on a Godunov scheme[21, 20] which iteratively solves for u∗
instead of p∗ for a decrease in convergence time.[66] Using the standard Newton iterative procedure

















The solver tests for a moving shock wave or rarefaction wave from the contact surface resulting in
4 possible scenarios outlined below. An initial guess for u∗i determines the starting conditions for
the shock problem and the procedure is iterated until the inequality |1− p∗1/p∗r | < ε is met with a
tolerance usually assigned to be ε = 10−6.
A left moving rarefaction wave is solved when u∗ > ul. The pertinent equations are given
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below.
a∗l = al −
γ − 1
2















∗. A right moving rarefaction wave is solved when u∗ < ur.
a∗r = ar +
γ − 1
2









r = −γp∗r/a∗r (3.8)
These sets of equations can be recognized as the well known isentropic characteristic equations.
While, this work does not directly involve the verification of expansion waves, their definition within
the Riemann solver becomes important when tracking down coding errors as is shown in Section
















p∗l = pl + Cl (u









where Cl = γ1p1/a1 and Wl is the mach number with respect to the moving gas ahead of the shock.
















p∗r = pr + Cr (u









where Cr = γrpr/ar and Wr is once again the shock mach number. It can be shown that these
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equations reduce to the well known Rankine−Hugoniot jump conditions across shocks given by Eqs.
(3.15)-(3.17), for strong shocks.[36]
ρ1u1 sinβ = ρ2u2 sin (β − δ) (3.15)









2 − (u2 sin (β − δ))2 (3.17)
where β is the shock angle and δ is the turn angle. The following derivation is presented to show the
relationship between the Riemann solver and the Rankine−Hugoniot jump conditions. Assuming a
calorically perfect gas the speed of sound and Mach number are given by
a2 = γp/ρ (3.18)
and
M = u/a. (3.19)
Assuming a normal contact surface at a cell wall, Eq (3.16) can be rewritten as
p1 − p2 = ρ2u2a2M2 − ρ1u1a1M1. (3.20)
Following from Eq. (3.18), C = ρa. Substituting into Eq. (3.20) gives
p1 − p2 = C2u2M2 − C1u1M1. (3.21)
The conservation of mass can then be used to show that ρ1u1 = ρ2u2 and therefore C1M1 = C2M2.
Combining terms and rearranging finally yields
p1 = p2 + C1 (u2 − u1)M1 (3.22)
which returns the same pressure equations from the Riemann solver in Eqs (5.35) and (3.13).
As the isentropic relations at the boundary of supersonic piecewise manufactured solutions
are not applicable, the Rankine−Hugoniot equations are used from here on for their simplicity in
relation to the full Riemann solver. Eqs. (3.15)-(3.17) model the typical oblique shock problem





Figure 3.1: Velocity change through an oblique shock of angle β.







2 β − 1
)
2 +M21 (1.4 + cos (2β))
]
(3.23)
Throughout this work, manufactured solutions are first defined on the upwind side of the disconti-
nuity and the downwind side is then solved for. Solving for the right state primitives yields
ρ2 =
ρ1u1 sinβ
u2 sin (β − δ)
(3.24)
p2 = p1 + ρ1u
2
1 sin
2 β − ρ1u1u2 sinβ sin (β − δ) (3.25)
u22
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7p1 sin (β − δ)
ρ1u1 sinβ











While it is possible to pass entire symbolic expressions through these jump conditions to generate
downwind manufactured solutions, the downwind solutions quickly become computationally taxing
with small increases in upwind and shock boundary complexity. Section 3.4 presents a regression
technique for overcoming this problem.
3.2 Discontinuous source terms and exact solutions
3.2.1 Formal order of numerical integration techniques with discontinu-
ities
An important step in the development of MMS with discontinuities is determining the
exact solution and source terms for cells which are divided through their interior. Since numerical
integration methods, like those used in Section 2.5, are defined for continuous solutions, their formal
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order on split cells it is not obvious. The formal order of the midpoint approximation is proven
here for a one dimensional solution containing a discontinuity using a 1 panel method in the proof




fc + b1 (x− xc) + c1 (x− xc)2 + · · · xj ≤ x < xd
fd + b2 (x− xc) + c2 (x− xc)2 + · · · xd < x ≤ xj+1
, (3.27)




(xj + xj+1) . (3.28)
The location of the discontinuity is defined by
xd ≡ xc +
α∆
2
, {α|0 < α ≤ 1} , (3.29)
where ∆ is
∆ ≡ xj+1 − xj . (3.30)
Rearranging the bounds of Eq. 3.27 yields
f (x) =

fc + b1 (x− xc) + c1 (x− xc)2 + · · · xc − ∆2 ≤ x < xc +
α∆
2











f (x) dx =
∫ xc+ ∆2
xc−∆2




















This equation is checked using the case of α = 1, no discontinuity, which returns Eq. (3.33), the
standard third order 1-panel midpoint method.∫ xc+ ∆2
xc−∆2














which is clearly third order. This is expected as the N-panel method for continuous solutions lowers
the order by one due to Eq. (3.37). If α is defined on any section between 0 and 1 the midpoint rule
can be extracted from Eq. (3.32) resulting in∫ xc+ ∆2
xc−∆2
f (x) dx = ∆fc + ∆
1− α
2
(fd − fc) , (3.35)




(fd − fc) . (3.36)
This new remainder term on the 1 panel method returns a first order approximation. This
can also be generalized for an N point panel method assuming an equally spaced domain (A,B) with





The integral over the entire domain is given as∫ B
A









f (x) . (3.38)
Labeling the cell with the discontinuity Nd, the outside integrals are completed using Eqs. (3.39)
and (3.40).∫ xj
A






















The evaluation of the middle integral, derived in the same manor as above, is given as∫ xj+1
xj



















Comparing to the midpoint rule, the leading error term comes from Eq. (3.32) and is once again
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(fd,Nd − fc,Nd) . (3.42)
The consequences of using the midpoint method with a discontinuity becomes quite clear. No
matter the refinement of the cells on the global domain, the error on the cell with the discontinuity
will dominate, at best, with first order accuracy. The validation of this in two dimensions for the
midpoint, Simpson’s and Gauss quadrature rules is shown experimentally below. To test their order,
a piecewise, analytically integrable solution (Equation (3.43)) and oblique shock equation (Equation
(3.44)) were chosen to simulate a discontinuity.
f (x, y) =

sinx+ cos y for shock (x, y) > 0
ey − cosx for shock (x, y) < 0
(3.43)





Due to the ubiquity of discontinuities in physics, the term shock in this research is used in terms of
a general Riemann problem.[13] It should then be noted that Eq. (3.43) may not be appropriate for
MMS within a CFD solver, but is presented here simply to test the observed order of the numerical
integration. A visual representation of the piecewise equations and oblique shock is shown in Figure
3.2.
Figure 3.2: Visualization of Eq. (3.43) on each side of the shock.
The shock is defined by Eq. (3.44) such that the domain is split with neither solution
dominating. Despite the expectation of order 1 convergence in one dimension, it is clearly seen
in Table 3.1 that the convergence values vary significantly, even breaching negative values for two






is disconcerting for MMS code verification which is known for being extremely sensitive to coding
mistakes.[61] Discontinuous CFD solutions do not converge faster than O (h)[10, 2, 21], yet it is still
conceivable these inconsistent approximations could skew an order of accuracy test. In the following
sections techniques are developed for overcoming these restrictions.
Table 3.1: Numerical integration error and observed orders of convergence with an oblique discon-
tinuity









2x2 5.99e0 1.40e1 2.33e−1
4x4 3.75e−1 4.00 1.23e0 3.51 2.09e−1 0.16
8x8 3.79e−1 -0.02 2.76e−1 2.15 8.31e−2 1.33
16x16 4.61e−2 3.04 5.70e−2 2.28 2.02e−2 2.04
32x32 3.26e−2 0.50 5.88e−2 -0.05 8.95e−3 1.17
64x64 2.12e−2 0.62 1.52e−2 1.95 4.37e−3 1.04
3.3 A transformation technique for the numerical integration
of cells divided by discontinuities
The following section develops techniques for overcoming the first order restrictions pre-
sented in Section 3.2.1. As is sometimes accomplished with codes that have mixed time and spacial
orders [54], it is theoretically possible to approximate the source terms and exact solutions based on
larger grid refinements.[30] Provided that this sub-discretization was refined twice at the same rate
for every subsequent grid refinement, a Newton-Cotes method behaving with first order convergence
would theoretically double its accuracy and behave as a 2nd order method. Unfortunately, Table
3.1 shows highly inconsistent order, and it is up to the user to verify that this works for each indi-
vidual manufactured solution due to the high variability in answers. It is also worth nothing that
this can drastically increase computational requirements, possibly reducing the feasible number of
refinements.
Here a method is proposed for dealing with cells containing discontinuities by performing
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a transformation on the divided parts such that a Gauss quadrature method can be used without
requiring weighted points on both sides of the discontinuity. A quadrilateral and triangular trans-
formation are developed here and are used to integrate each segment of the divided cell. Assuming
a uniform, structured grid there are two typical scenarios, totaling six possible cases illustrated in
Figure 3.3. There are also two special scenarios denoted by a *, totaling an additional ten cases for
which a shock could break up a cell.
1. Shock passes through opposite faces of a bilateral cell.
2. Shock passes through adjacent faces of a bilateral cell.
3. *Shock passes through a corner and a face
4. *Shock passes through opposite corners
Figure 3.3: Six typical cases for a shock passing through a cell.
The left two cases in Figure 3.3 require only quadrilateral transformations as each division
has four points, but cases 3-6 require additional manipulation as each cell is initially split into a
three and five node elements. The five node elements can be further split up into two quadrilateral
elements that can be solved using two transformations, as demonstrated by the dotted line. This
implies that cases 3-6 in Figure 3.3 will utilize three separate transformations and Gauss quadrature
integrations as shown in Figure 3.4 . Special scenarios 3 and 4 can similarly be subdivided with a
combination of triangular and quadrilateral transformations but are omitted here as each case can
be avoided with a careful selection of grid refinements and placement of the discontinuity.
Figure 3.4: The different transformations required to split a sample cell with a shock passing
through the upper and left hand faces.
30
In summary, a combination triangular and quadrilateral transformations are needed for all
cell integrations. Since Newton-Cotes methods require equally-spaced points and are typically of
lower order, a Gauss quadrature method is chosen for exclusive use in the following sections. Writing




Jiwif (x [ξi, ηi, xi] , y [ξi, ηi, yi]) , (3.45)
where Ji is the Jacobian. Function positions and weights are shown in Table 2.2. The following
sections outline the required transformations.
3.3.1 Linear Transformations
The quadrilateral transformation maps all x and y coordinates to the ξ and η axes where
the point ξ = η = 0 is the new transformed element’s center bounded by ξ = ±1 and η = ±1. The







Individual shape functions are developed using Eq. (3.47).
[N ] = [X] [A]
−1
(3.47)
While X, Eq. (3.49), can contain any basis functions, the first three terms of Pascal’s triangle, Eq.













Each row of A corresponds to a node location evaluated at each X index. Using the first 4 positions
of Figure 3.5(a), A equates to
A =

1 −1 −1 1
1 1 −1 −1
1 1 1 1
















Figure 3.5: Required node order when generating theAmatrix for a quadrilateral (a) and triangular
(b) transformations.




(1− ξ) (1− η) N2 =
1
4




(1 + ξ) (1 + η) N4 =
1
4
(1− ξ) (1 + η)
(3.51)











where the second subscript of N designates the respective derivative.
The full evaluation of Eq. (3.52) is not included for brevity. More information on transfor-
mations and shape functions can be found in Ref. [12]. The triangular element is constructed using
the same derivation, but using only the first three terms of Pascal’s triangle, Eq. (3.48), and the
first three nodes shown in Figure 3.5(b). The locations and weights for the seven point, 6th order
Gauss quadrature method for triangles are given with double precision in [15].
The described transformations above assume linear interpolation between the nodes. To test
how well this assumption approximates a curved shock, the oblique and curved shocks are compared
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when using polynomial manufactured solutions that the Gauss quadrature solves exactly. An N2
Gauss quadrature is exact for polynomials of 2N − 1 and the 9 point stencils used in this study are
therefor exact for 5th order polynomials.[42] The oblique solution is retained as Eq. (3.44) and the
curved shock solution is given below in Eq. (3.53).
shock = −x+ 0.4 (y − 0.5)2 + 0.3 (3.53)
The chosen polynomials for integration are
f (x, y) =

xy + x− 1 for shock (x, y) > 0
y2 − x− 1 for shock (x, y) < 0
. (3.54)
It should be noted that the solutions proposed in Eq. (3.54) are chosen such that the solution
remains 5th order underneath the integrand. While the Gauss quadrature numerical scheme does
not use analytic integration, it has been shown experimentally that the function must remain sub











f (x, y)right∂x∂y, (3.55)
where a, b, and c are constants.
It can be seen in Table 3.2 that the errors associated with the oblique shock solution are
instantly machine error. This was expected since the quadrature and transformation should both be
exact for the chosen solution rendering the early convergence values meaningless. It is also shown for
the oblique solutions that as the grid size increases so does the error. This is likely a result from an
increasing number of summation procedures. When using the curved shock solution the initial errors
are quite high, but the observed order is a significant improvement over the results shown in Table
3.1. Not only are the results much more consistent, but it is also shown in Table 3.2 that the Gauss
quadrature integration combined with a linear transformation is a second order approximation of a
solution containing a curved shock.
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Table 3.2: Percent integration error and observed orders of convergence for a low order solution
(Eq (3.54)), subdivided by an oblique (Eq (3.44)) and curved shock (Eq (3.53)) and solved via a
linear transformation.
Grid Size Oblique Error Observed Order Quadratic Error Observed Order
2x2 3.31e−14 3.16e+0
4x4 0.00 undef 7.62e−1 2.05
8x8 3.31e−14 undef 1.54e−1 2.31
16x16 8.29e−14 -1.32 4.34e−2 1.82
32x32 3.65e−13 -2.14 1.05e−2 2.05
64x64 1.47e−12 -2.02 2.65e−3 1.98
A consideration when using this method, especially at small grid sizes, is that the solution
is not a true grid doubling (a grid refinement ratio of two). Recalling Figures 3.3 and 3.4 the number
of Gauss quadrature calculations can go from 1, no shock, to 3, a shock that passes through adjacent
faces. Figure 3.6 visualizes how this affects the total number of Gauss calculations as the grid is
refined. Each refinement in Figure 3.6 performs 2, 6, and 20 quadrature calculations for a,b, and c
respectively. The ratio between each of these is 3:1, and 3.33:1, a significantly lower margin than
the required 4:1 for grid doubling. This issue is mitigated as N →∞ where the ratio approaches 4
due to a smaller percentage of the cells containing a discontinuity. It is unlikely that this is an issue
when implementing into CFD codes due to a practical cell limit for which solutions are solvable.






























Figure 3.6: Grid refinement affected by the number of Gauss quadrature calculations: (a) 2, (b)
6, (c) 20.
Errors for the linear transformation method, especially at small grid sizes, may seem higher
than acceptable for an MMS problem where the exact solution is known. Provided that the in-
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tegration method maintains a higher convergence than the code, the asymptotic observed order is
guaranteed to be independent of the integration approximation. It can also be shown using a more
complicated solution set, described by Eq. (3.43) and the oblique shock, Eq. (3.44), that the trans-
formation does retain the sixth order accuracy of the Gauss quadrature technique when a linear
discontinuity is used. This is a significant advantage over the results presented in Section 3.2.1.
This exemplifies how important the transformation process is for maintaining accuracy and a higher
order method is therefor explored in the following section.
Table 3.3: Convergence of integration error for a general solution, subdivided by an oblique shock
and solved via a linear transformation.






In the previous section it was shown that four node transformation methods worked ex-
tremely well provided that the shock was linear, while the initial errors on a quadratic shock were
significantly higher. In this section an 8 and 6 point quadratic transformation of the cell is developed
to improve the accuracy and order of convergence when using an arbitrary curve. The procedure is
nearly identical to the previous section while using all node locations from Figure 3.5. The addi-




1 ξ η ξη ξ2 η2 ξ2η η2ξ
]
, (3.56)
for the quadrilateral element and
X =
[
1 ξ η ξη ξ2 η2
]
, (3.57)
for the triangular. The A matrix, shape functions, and Jacobian are generated as before, but are
left out for brevity.
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Referring back to Figure 3.5, a possible confusion arrises when choosing points 5-8 and 4-6
respectively for curved shocks. Since each of these points is a midpoint location, it is not always
obvious where the midpoint should be taken. For example, take the triangular element shown in
Figure 3.7 which is bounded on the hypotenus by the equation y = x2.













Figure 3.7: Triangular element with curved side y = x2. Two possible midpoints locations are
labeled.





is chosen, the transformation tries to model the function x =
√
y out of the
basis functions available in Eq. (3.57). This is impossible to complete exactly whereas y = x2 is
obviously contained. While a general shock function may not be modeled exactly anyway, it remains
important to be consistent across all cells. Since all shock functions used in this work are of the
form x = f (y) the half-way points used are all based on the vertical, y, axis.
Using the new quadratically exact transformation and Eq. (3.54) the curved results pre-
sented in Table 3.2 are now solved exactly in Table 3.4. As with the linear transformation and
solution set shown in Table 3.3, if the basis functions contained in Eq. (3.56) capture the shock
exactly, the 6th order of the Gauss quadrature method is still retained for any piecewise function.
Also shown in Table 3.4 is the error associated with a general solution, Eq. (3.43), with a new more
complicated shock shape described by Eq. (3.58).
shock = −x+ 0.6 (y − 0.7)3 + 0.4 (3.58)
This results in a method which is 4th order accurate for all general solution sets not captured exactly
by the numerical integration and all shock shapes not captured exactly by the transformation.
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Table 3.4: Integration error for a polynomial solution divided by a quadratic shock and a general
solution divided by a cubic shock and solved via a quadratically exact transformation.
Grid Size Quadtratic Error Observed Order Cubic Error Observed Order
2x2 1.40e−13 1.65e−2
4x4 1.20e−13 0.22 2.78e−3 2.57
8x8 1.20e−13 0.00 1.49e−4 4.23
16x16 1.81e−13 -0.58 6.43e−6 4.53
32x32 2.21e−13 -0.29 3.92e−7 4.04
As is discussed in [53], a code is verified based on the asymptotic convergence values observed
over multiple grid refinements and not a single value which can lead to both over and under predicted
orders. Retaining high order integration approximations when cells are split by discontinuities
should provide high confidence in the validity of the verification, and may reduce the computational
requirements needed to reach the asymptotic limit.
3.4 Regressing the downwind solution
It was mentioned in Section 3.1.1 that small increases in manufactured solution complexity
resulted in disproportionately larger computational requirements. While this is, in itself, is not
a huge issue due to it being an embarrassingly parallel problem for which solution speed can be
increased linearly with every added processor [29], this was further complicated by the desire to
generate arbitrary shock curves and not just arbitrary primitive variables. This introduces curved
shocks for which the flow behind is not typically analytically solved.[28]
In order to solve for the downwind analytical function using the Rankine−Hugoniot jump
conditions discussed in Section 3.1.1, curved shocks, when discretized, are treated as a series of
oblique angles. Shown in Figure 3.8 is a demonstration of how a curved shock is divided up such
that the problem can be solved as an oblique shock. It is important to note that when performing
MMS it is, by definition, important that the chosen solution not be grid dependent. For this reason,
the shock is discretized by a value much smaller than the finest grid size used such that the curve is
adequately resolved.








Figure 3.8: Smooth shock realized as a set of obliques.
discontinuities. The shock angle β is calculated from an additional shock manufactured solution
which describes the shock path. Equation (3.59) can be used to simulate both physical discontinuities








A ∗ y +B oblique shock
A ∗ (y −B)2 + C bow shock




When generating curved manufactured shock solutions and solving for the downstream
conditions using Eqs (3.24)-(3.26), the solutions quickly become too complicated for the computer
to handle analytically due to an inability to simplify arctangent equations. In order to avoid the
limitations of “simple” manufactured solutions which may not fully test all parts of the governing
equations, a regression approach is used to obtain the manufactured solutions on the downwind side
of the discontinuity. To accomplish this a vector of values is extracted directly before the shock to
solve for the values directly after using the Ranking-Hugoniot jump conditions. These values are
then regressed using a high order, ordinary least squares regression for simple solutions which are
physically correct at the shock boundary. When performing MMS it is, by definition, important
that the manufactured solution be grid independent. For this reason, the shock is discretized by
a value much smaller than the most refined grid size used in a convergence test. Whether this
introduces significant regression error and if the manufactured solutions can still exercise all terms
of the governing equations are addressed in Sections 5.2.2 and 3.4.1 respectively.
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3.4.1 Fully general shock solutions
In continuous MMS the manufactured solution is frequently chosen such that no terms
are dropped out of the governing equations. This is in an effort to test as much of the code as
possible without requiring multiple runs while also testing any interaction between the different
terms. When using the regressed solutions described in the previous section without modification, a
general exact solution is obtained on one side of the shock while the opposite side is, by the nature of
one dimensional regression, simplified as shown in Figure 3.9(a). The generality of these equations
is lost through the regression process.
















































Figure 3.9: Exact solutions of density with a regressed downwind solution (a) and a regressed
solution with added generality (b).
To ensure the entire solution fully exercises all of the governing equations, it is possible to
use the boundary condition formulas proposed by [8] to once again return to the generality of the
upwind equations. The manufactured solution is written in the form of Eq, (3.61) where T̂1 (x, y) is
fully general and T0 is the value required at the boundary.
T̂ (x, y) = T0 + T̂1 (x, y) (3.60)
Bond et al. assumes T0 to be constant, but this is limiting for fully general boundary conditions
and is allowed to vary spatially resulting in Equation (3.61). T0 (y) can now be set equal to the
regression completed on the downwind side of the shock.
T̂ (x, y) = T0 (x, y) + T̂1 (x, y) (3.61)
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Multiplying T̂1 (x, y) by the function which describes the discontinuity, Equation (3.62) where C
usually equals zero, will insure that the manufactured solution at the boundary will approach the
completed regression. Setting m = 1 enforces Dirichlet conditions while setting m = 2 will, in
addition to Dirichlet, force all gradients to zero.
F (x, y) = C (3.62)
T̂BC (x, y) = T0 (x, y) + T̂1 (x, y) [C − F (x, y)]m (3.63)
This process results in Figure 3.9(b) where it is clear to see the increased variation of the solution.
For this example T̂1 (x, y) was set to the upwind solution minus all constant parameters and F (x, y)




In Chapter 2 the procedure for performing the method of manufactured solutions with
continuous solutions was presented. This chapter is dedicated to the testing and verification of
AVUS with continuous solutions. A successful verification here is necessary for the testing of a
discontinuous procedure in the following chapter.
4.1 Continuous MMS
In order to test the CFD code AVUS, manufactured solutions shown below are modeled after
ones already investigated with success by Sandia National Laboratories [61]. The chosen solutions
follow the form of Equations (2.15)-(2.18) and strictly adhere to all of the rules defined in Section
2.1. The constants were chosen to simulate a compressible flow which can be readily solved by
AVUS. The domain is defined by the area bounded by x ∈ [−0.1, 0.9]m and y ∈ [0.2, 1.2]m. The
bounds are specifically chosen to be offset from each other in order to avoid symmetry which can
camouflage coding mistakes.[61]
u = 600 + 100sin(x2 + y2) , (604 < u < 700) (4.1)
v = 100 + 50cos(x2 + y2) , (133 < v < 150) (4.2)
ρ = 0.8 + 0.2sin(x2 + y2) , (0.81 < ρ < 1.00) (4.3)
p = 150000 + 18000cos(x2 + y2) , (162000 < P < 168000) (4.4)
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The Mach number range is given by
622 (1.15 Mach) <
√
u2 + v2 < 707 (1.55 Mach). (4.5)
The solution was solved with a spatially 1st order scheme and an initial grid size of 12x12
which was then doubled for each run. The residuals for all variables were monitored for convergence.
Numerical results for a 50x50 grid are displayed in Figure 4.1. It is clearly seen in these graphs that
MMS can be used to generate non-physical solutions.


















































































Figure 4.1: Manufacture solutions for verification of continuous solutions in AVUS.
The relative discretization error is calculated using Equation (4.6) for all primitive variables
where the Exact value is determined by the manufactured solutions and the CellCenter value is
extracted from the CFD solution. The individual cell value of the monitored variable is not used in





Equation (4.6) is used throughout this work to display error contours for pressure, density and both
velocity components. The relative error is shown for Figure 4.1 below.
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Figure 4.2: Manufacture solutions for verification of continuous solutions in AVUS.
The error displayed in Figure 4.2 is noticeably even over all variables and displays no patterns
or trends. While this is not a strong verification test by itself, non-uniformity can be an indication
that a problem persists in the code.
A grid refinement study is then performed as the strongest form of verification.[61] The
L1-norms and orders of convergence are shown in Table 4.1. As expected for a solution solved 1
st
order, the convergence values are all very close to 1. As there are no discrepancies between the
observed and formal order of the code, the test does not raise any suspicions of coding mistakes.
Table 4.1: L1 norms of continuous solution solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 5.61e−03 2.71e+00 1.98e+00 1.01e+03
25x25 2.78e−03 1.012 1.31e+00 1.055 9.59e−01 1.049 4.88e+02 1.052
50x50 1.41e−03 0.979 6.56e−01 0.994 4.82e−01 0.993 2.44e+02 0.997
100x100 7.11e−04 0.989 3.29e−01 0.996 2.42e−01 0.996 1.22e+02 0.999
As discussed in Section 2.2, L1 norms are usually the least sensitive to error. To ensure that
coding errors have not been masked by the nature of the L1 norm, L∞ and L2 norms are also given
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in the following two tables.
Table 4.2: L∞ norms of continuous solution solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 1.62e−02 4.87e+00 5.31e+00 2.64e+03
25x25 8.76e−03 0.890 2.40e+00 1.023 2.60e+00 1.032 1.32e+03 0.999
50x50 4.58e−03 0.935 1.22e+00 0.968 1.31e+00 0.990 6.80e+02 0.957
100x100 2.34e−03 0.971 6.28e−01 0.963 6.58e−01 0.992 3.47e+02 0.968
Table 4.3: L2 norms of continuous solution solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 6.86e−03 3.03e+00 2.51e+00 1.25e+03
25x25 3.41e−03 1.007 1.47e+00 1.047 1.23e+00 1.037 6.10e+02 1.037
50x50 1.74e−03 0.975 7.38e−01 0.992 6.17e−01 0.989 3.07e+02 0.989
100x100 8.77e−04 0.986 3.70e−01 0.995 3.10e−01 0.994 1.54e+02 0.994
It is clear from all of the previous tables that the solution is converging at the expected
first order rate. AVUS is now verified for the chosen solver options combined with the portions of
the code activated by a continuous flow solution. It should be reiterated that while the code is now
verified for this specific subset of solver options combined with continuous solutions, a suite of tests
would need to be constructed to fully verify a software package such as AVUS.
Figure 4.3 displays the error for the same manufactured solution when solved spatially 2nd
order. It is easy to see that there is a large divergence in the pattern shown here from that shown
in Figure 4.2 despite a nearly identical error magnitude. Most of the error when solving 2nd order
is directly on the outflow boundary while the 1st order solution appears much more uniform.
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Figure 4.3: Manufacture solutions for verification of continuous solutions in AVUS.
The following three tables, repeat the previous convergence tests on the 2nd order solutions.
The L1 norms listed in Table 4.4 appear to be 2
nd order. While there are small oscillations in the
predicted value, the deviations from the formal order are not large enough to be conclusive of a
coding mistake.
Table 4.4: L1 norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 1.23e−03 5.21e−01 8.38e−01 3.30e+02
25x25 2.84e−04 2.114 1.31e−01 1.991 2.20e−01 1.928 8.91e+01 1.889
50x50 7.98e−05 1.829 3.52e−02 1.898 5.94e−02 1.892 2.46e+01 1.856
100x100 1.99e−05 2.002 1.06e−02 1.727 1.41e−02 2.076 5.61e+00 2.132
As with the 1st order example, the L∞ and L2 norms are also calculated. Unlike the previous
case, the following two tables do not provide verification of the 2nd order results found in Table 4.4.
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Table 4.5: L∞ norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 1.17e−02 4.42e+00 6.94e+00 2.70e+03
25x25 6.16e−03 0.928 3.40e+00 0.379 3.19e+00 1.123 1.24e+03 1.125
50x50 3.94e−03 0.643 2.09e+00 0.701 1.54e+00 1.052 6.08e+02 1.027
100x100 2.35e−03 0.749 1.26e+00 0.734 8.06e−01 0.932 3.23e+02 0.912
Table 4.6: L2 norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 2.50e−03 1.06e+00 1.57e+00 6.60e+02
25x25 7.72e−04 1.694 3.67e−01 1.523 5.44e−01 1.530 2.26e+02 1.542
50x50 2.75e−04 1.488 1.36e−01 1.435 1.95e−01 1.476 8.15e+01 1.474
100x100 9.58e−05 1.523 4.80e−02 1.500 6.66e−02 1.553 2.78e+01 1.551
It is clear to see in the tables above that the L∞ norms are converging first order and the
L2 norms at an order of 1.5. This is in clear disagreement with the expected formal order of two.
Using MMS to identify and fix this possible coding error is extensively discussed in Section 4.1.1.
4.1.1 Using MMS to identify AVUS boundary issues
In the previous section, 2nd order error plots shown in Figure 4.3 are suspicious due to the
non-uniform error they display. As this acceptance criteria is based only on expert judgement a
grid refinement study was completed and the L∞ norms revealed 1
st order conditions. Based on
convergence data the MMS process had identified a possible coding issue. This section is dedicated
to identifying the source of this problem.
The L2 norms in Table 4.6 appear to be an average of the L1 and L∞ norms. This average
of 1.5 suggests that the numeric solution is a combination of first and second order methods. The
highest error in Figure 4.3 appears on the boundary and a possible explanation of this is that the
interior solution is converging faster than the solution on the boundary.
In an effort to reduce the boundary effects, a solution was manufactured which forced the
first and second derivatives to constants at the boundaries. The constant coefficients below are much
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larger than before due to the zeroing effect of b on the variable’s spatial variation.
b = (.2− y)2 (1.2− y)2 (−.1− x)2 (.9− x)2 (4.7)




















These manufactured solutions maintain a similar Mach number range of [1.24, 1.44]. The numerical
solution when solved second order is shown in Figure 4.4.




























































































Figure 4.4: Solution when solved second order with no gradients at the boundaries.
The resulting errors shown in Figure 4.5 are clearly more uniform than in Figure 4.3. While
truncation errors can still be seen at the boundaries, they are of the same magnitude as the interior
solution. The three L norms are also presented below.
47

























































































Figure 4.5: Errors when solved second order with no gradients at the boundaries.
Table 4.7: L1 norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 2.52e−03 7.47e−01 5.61e−01 2.47e+02
25x25 5.30e−04 2.250 1.65e−01 2.177 1.25e−01 2.164 5.88e+01 2.068
50x50 1.13e−04 2.226 3.44e−02 2.263 2.58e−02 2.281 1.42e+01 2.046
100x100 4.55e−05 1.315 8.58e−03 2.006 7.61e−03 1.761 5.55e+00 1.358
200x200 5.69e−06 3.000 1.69e−03 2.340 1.31e−03 2.541 8.39e−01 2.727
Table 4.8: L∞ norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 9.95e−03 3.30e+00 2.82e+00 6.36e+02
25x25 2.96e−03 1.747 5.57e−01 2.565 5.78e−01 2.285 1.98e+02 1.682
50x50 8.00e−04 1.890 1.06e−01 2.387 1.18e−01 2.287 6.30e+01 1.654
100x100 2.26e−04 1.823 4.01e−02 1.411 2.16e−02 2.454 1.59e+01 1.985
200x200 5.25e−05 2.105 7.70e−03 2.378 5.36e−03 2.011 4.99e+00 1.673
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Table 4.9: L2 norms of continuous solution solved 2
nd order
Grid ρ Order u Order v Order p Order
12x12 3.58e−03 9.97e−01 7.86e−01 2.96e+02
25x25 7.53e−04 2.248 2.08e−01 2.263 1.59e−01 2.306 7.01e+01 2.078
50x50 1.62e−04 2.217 4.20e−02 2.307 3.19e−02 2.315 1.71e+01 2.037
100x100 6.06e−05 1.418 1.11e−02 1.919 9.31e−03 1.779 6.78e+00 1.331
200x200 7.90e−06 2.940 2.05e−03 2.440 1.60e−03 2.538 1.00e+00 2.756
The L1 norms as before yielded values near 2. Contrary to the results presented in Tables
4.5 and 4.6 the the L∞ and L2 norms also yielded orders of convergence near the expected value of
2 providing further evidence that the boundaries are first order. It is important that the boundary
error remains of the same order of magnitude as the interior solution and does not dominate with
further grid refinement. Since the 50x50 grid retains small truncation error at the boundary, the
error plots for a 200x200 solution are presented in Figure 4.6. It is seen in Figure 4.6 that the
boundary error appears to be converging at the same order with no perceptible difference in pattern
from Figure 4.5.




























































































Figure 4.6: Errors when solved second order with no gradients at the boundaries for a 200x200
grid.
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While the evidence is strong that there exists a programming error within AVUS, this error
is likely within the fundamental methodology of the code and not, for example, a coding error on a
specific line. Salari and Knupp in [61] classify this as a conceptual mistake. The possibility of this is
strong as AVUS is typically used for aerodynamic applications where far-field boundary conditions
are common. These conditions like the manufactured solutions generated in Equations (4.7)-(4.7)
have, by definition [3], low to no gradients at the boundary surface. This makes it conceivable
that this “error” would have persisted in a commonly used code. This was further reinforced by
discussions with practiced AVUS users during the 2010-2013 summers.[4]
To provide further evidence that the error is a conceptual mistake, it is important to inves-
tigate how AVUS handles the ghost cells. AVUS uses 1 row of ghost cells which are offset by half a
cell width such that their cell centers become aligned with the face centers. In [39] Phillips and Roy
recently studied the effect of different ghost cell configurations and their effect on the truncation
error at various boundary conditions. In this paper they classify the difference between weak and
strong boundary condition forumlation. For weak implementation the value of the uL in Figure 4.7
is set using the manufactured solutions at that location. For strong implementation the cell center








Figure 4.7: Ghost and interior cells around boundary face.
While intuition would suggest that setting the exact flux at the boundary face using the
weak conditions would result in the lowest error, this turns out to be contrary to fact. Phillips and
Roy show in their work that a weak boundary condition will always result in high truncation error
at the boundary and will always reduce the order of convergence. This happens due to a lack of
error cancelation in the MUSCL scheme. When computing the total flux at a face, the error due to
the MUSCL extrapolation is expected to be of the same magnitude and sign for both sides and will
therefore cancel. When setting the one side of the face using manufactured solutions this cancelation
does not happen resulting in large truncation error. When allowing the MUSCL scheme to set both
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uL and uR using the strong conditions, this cancelation occurs allowing for higher order boundary
conditions.
Since the correction of the first order boundary conditions in AVUS is a difficult task likely
requiring an extensive code rewrite, the procedure is shown to work for an additional finite volume
code provided in [6]. The procedure developed in AVUS can be ported to the new code for a
final verification of the MMS implementation. This final boundary condition check is shown in the
following section.
4.1.2 Blazek Verification
In [6] Blazek provides the reader with a relatively simple academic CFD code which from
here forth will be referred to as the Blazek code. Like AVUS, the Blazek code is a finite volume, cell
centered, solver which is 1st or 2nd order in space or time. Unlike AVUS, Blazek utilizes a structured
scheme which allows for 2 layers of ghost cells and strong boundary implementation. The Riemann
problem is solved using the popular Roe method proposed in 1981 [51].
To once again fully exercise the boundary conditions, Equations (4.1)-(4.4) are used. Refer-
ring to Figure 4.7, boundary cell u−1 is set using the manufactured solutions and u−2 is set using an
extrapolation boundary condition for dirichlet conditions. A second order extrapolation equation is
given below.
u−2 = 2u−1 − u0 (4.12)
The solutions were initialized to 5% of the exact value and solved second order. The converged
solutions and error values are displayed below.
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Figure 4.8: Numerical solution using Blazek code and a 2nd order scheme.





























































































Figure 4.9: Relative error of numerical solution using Blazek code and a 2nd order scheme.
There is no noticeable difference in the numerical solution images shown in Figure 4.8 from
that shown before in Figure 4.1. The relative error shown in Figure 4.9 does continue to show strong
truncation error on the boundary, but unlike Figure 4.3 the interior is not identically zero. The
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three L norms are once again presented below to test for the observed orders of convergence.
Table 4.10: L1 norms of continuous solution solved 2
nd order with Blazek code
Grid ρ Order u Order v Order p Order
12x12 1.11e−03 3.63e−01 8.94e−02 4.48e+01
25x25 2.33e−04 2.245 7.68e−02 2.240 1.58e−02 2.497 7.15e+00 2.645
50x50 5.33e−05 2.131 1.68e−02 2.190 3.80e−03 2.061 1.50e+00 2.252
100x100 1.24e−05 2.104 3.79e−03 2.151 9.78e−04 1.956 3.41e−01 2.140
200x200 2.97e−06 2.063 8.91e−04 2.089 2.51e−04 1.965 8.03e−02 2.084
Table 4.11: L∞ norms of continuous solution solved 2
nd order with Blazek code
Grid ρ Order u Order v Order p Order
12x12 1.01e−02 3.04e+00 6.47e−01 3.97e+02
25x25 2.65e−03 1.935 6.70e−01 2.180 1.39e−01 2.223 1.07e+02 1.896
50x50 6.00e−04 2.141 1.09e−01 2.625 3.41e−02 2.023 2.77e+01 1.946
100x100 1.37e−04 2.130 2.81e−02 1.949 8.37e−03 2.026 7.03e+00 1.976
200x200 3.20e−05 2.101 7.04e−03 1.998 2.09e−03 2.002 1.77e+00 1.990
Table 4.12: L2 norms of continuous solution solved 2
nd order with Blazek code
Grid ρ Order u Order v Order p Order
12x12 1.62e−03 4.91e−01 1.58e−01 8.44e+01
25x25 3.36e−04 2.269 1.01e−01 2.289 2.63e−02 2.583 1.47e+01 2.517
50x50 7.08e−05 2.246 2.10e−02 2.261 5.45e−03 2.271 2.91e+00 2.341
100x100 1.51e−05 2.230 4.52e−03 2.213 1.27e−03 2.103 5.95e−01 2.290
200x200 3.36e−06 2.166 1.03e−03 2.139 3.09e−04 2.039 1.27e−01 2.229
As seen in the tables above, all of the orders of convergence are now of order 2 or slightly
higher. Despite the truncation error shown in Figure 4.9 the entire solution is converging at the
proper order. The truncation errors are likely attributed in part to the order of the extrapolation.
When using a 2nd order scheme, additional error is introduced due to the extrapolation which is of a
higher magnitude than the interior error.[39] A 3rd order extrapolation was implemented to correct
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this but truncation error remained possibly due to a limiter included in the Blazek code MUSCL
scheme.
Since the entire MMS implementation and solutions were identical to AVUS with the excep-
tion of the boundary conditions, the evidence is extremely strong that AVUS contains a 1st order
boundary issue. It is now assumed that AVUS is verified for continuous solutions when solving 1st
order but contains a boundary condition conceptual error when solving 2nd order. The following
chapter proceeds to test the discontinuous procedure developed in Chapter 3. The Blazek code





In Chapter 3 a procedure was developed for performing the method of manufactured solu-
tions with discontinuous solutions. This chapter is dedicated to the testing and validation of that
procedure. This chapter begins with discontinuous solutions made up of constant manufactured so-
lutions and ones of increasing complexity are then introduced. This chapter finishes with examples
that demonstrate the error catching capabilities of the code.
5.1 Exact discontinuous solutions
In this section normal and oblique shock solutions are presented which use constant primi-
tives on both sides of the discontinuity. While these are technically exact solutions, they can also be
considered a simple form of MMS where the source terms are all identically zero. Constant primitive
solutions are used here to demonstrate the operating principles of discontinuous MMS.
In Section 3.1 the need for physically accurate discontinuities is discussed. This requirement
is experimentally shown here using a face aligned normal shock. A set of constant solutions which
are not consistent with the Rankine-Hugoniot jump conditions were chosen on each side of x = 0.4
55
as shown in Equations (5.1)-(5.3).
ul = 600 , ur = 300 (5.1)
rhol = 0.8 , rhor = 1 (5.2)
pl = 150000 , pr = 215000 (5.3)
The numerical solution and relative error are shown in Figure 5.1.










































Figure 5.1: Numerical solution (a) and relative error (b) for a normal shock combined with constant
piecewise solutions which are not consistent with the Rankine-Hugoniot jump conditions.
The incorrect velocity result shown in Figure 5.1 was produced since there exists no source
terms in either the governing equations or in the Riemann solver which could correct for this non-
physical difference. Since the standard mass, momentum, and energy equations are not conserved
across the cell wall in the manufactured solution, the solver attempts to find a physical solution. The
shock remains in the domain only due to Dirichlet boundary conditions which force the discontinuity
at x = 0.4 on the top and bottom boundaries. As this verifies the need for jump conditions which
match that of the coded solver, manufactured solutions are only specified for the left state for the
remainder of this work and the right state is solved for.
Even when using physically correct states on both sides of the shock, using constant man-
ufactured solutions where the source terms are identically zero does not guarantee exactness within
a CFD solver when a discontinuity is present. This remainder of this section is intended to pro-
vide justification for this and explain the high errors in the region of the discontinuity when more
complicated manufactured solutions are utilized in Section 5.2.
An oblique shock solution is initially tested with a inlet velocity comprised of both a hor-
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izontal and vertical component such that the shock remains aligned with the grid. The left state
conditions are given by
ul = 588.4 (5.4)
vl = 117.3 (5.5)
rho1 = 0.8 (5.6)
p1 = 150000 (5.7)
and the shock by
shock = −x− 0.4. (5.8)
The manufactured solutions are then passed through the Rankine-Hugoniot jump conditions to solve
for the values downwind of the shock. The numerical solution and relative error are shown below in
Figures 5.2 and 5.3.





















































































Figure 5.2: Numerical solution of an oblique shock rotated such that it is cell aligned.
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Figure 5.3: Relative error of an oblique shock rotated such that it is cell aligned.
It is clear to see that the face aligned solution is solved exactly with no discretization error;
a significant improvement over the normal shock results presented in Figure 5.1. The small amount
of error (on the order of 10−12) that remains is due to iterative and round-off errors. It should be
noted that while the constant v-component velocity solution is intuitively incorrect, the rotation of a
horizontal inflow solution (Figure 5.4) by the angle of the shock will always result in this phenomena.
The exact same problem is solved in Figures 5.4 and 5.5 but is rotated such that the flow entering
the domain has no vertical component. The left state conditions are given by
ul = 600 (5.9)
vl = 0 (5.10)
rho1 = 0.8 (5.11)
p1 = 150000 (5.12)
and the shock by
shock = y − 5x+ 1.3. (5.13)
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Figure 5.4: Numerical solution of an oblique shock which is not cell aligned.


























































































Figure 5.5: Relative error of an oblique shock which is not cell aligned.
In contrast to the oblique shock which was grid aligned, a shock which passes through the
cell interiors contains significantly higher error in this region. The high error in the v-component of
velocity is likely due to the division of small numbers. The difference in these solutions demonstrates
59
why grid adaptation procedures are commonly used in the presence of a discontinuity.[57]
To explain the higher error results shown in the Figure 5.5, Figure 5.6 details how the solver
interprets each solution. While the stored cell center value is the integrated average over the cell,
the solver assumes a linear variation to extrapolate this value to each of the cell’s faces. At each
interface with another cell, a Riemann problem is solved. Once this value is determined, the values
at the faces are passed back to the center where they are reconstructed as the cell average. For
the problem shown in Figure 5.6(a) this is completed exactly as the shock lies directly in the plane
that the Riemann problem is solved. In Figure 5.6(b) it is clear to see that when the cell center
value is extrapolated to the faces, the cell may not have enough information to know that it has a
shock contained in it. The cells to the top and left of Figure 5.6(b) will store information about the
discontinuity that it will pass to the current cell, but this is clearly not an exact method. While it
does depend on the manufactured solutions used, a shock which is not face aligned almost always
leads to very high error in the neighborhood of the shock as it requires 3-4 cells for the information
of the shock to propagate through. It will be shown throughout this chapter that these errors are
of O (h) when using L1 norms.
(a) (b)
Figure 5.6: A depiction of how the solver interprets a face aligned shock (a) and a shock that
passes through the cell’s interior (b).
The discussion concerning Figure 5.6(b) suggests that a discretized solution will likely con-
tain the highest error in cells where the least amount of information about the shock exists. This
correlates to a shock that passes through a small corner partition. A close-up on the shock for
the u-component of velocity error in Figure 5.5 corroborates this claim. Figure 5.7 shows that the


























Figure 5.7: Close-up of shock error. Highest error occurs where shock passes near cell corner. This
is prominently seen in in the cluster of 4 cells near the top.
Since the oblique shock is not solved exactly despite having constant solutions, it is now
possible to calculate the L norms to observe the rate of convergence. The three L norms are shown
in the tables below.
Table 5.1: L1 norms of oblique shock with constant solutions solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 3.59e−03 1.99e+00 1.45e+00 1.02e+03
25x25 1.91e−03 0.908 1.09e+00 0.866 7.74e−01 0.910 5.46e+02 0.902
50x50 1.12e−03 0.775 6.43e−01 0.767 4.12e−01 0.908 3.16e+02 0.788
100x100 6.10e−04 0.872 3.51e−01 0.873 2.13e−01 0.950 1.71e+02 0.886
200x200 3.20e−04 0.930 1.84e−01 0.934 1.09e−01 0.976 8.93e+01 0.939
Table 5.2: L∞ norms of oblique shock with constant solutions solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 3.62e−02 1.89e+01 1.05e+01 1.04e+04
25x25 3.76e−02 -0.055 2.03e+01 -0.104 1.38e+01 -0.397 1.07e+04 -0.040
50x50 4.15e−02 -0.142 2.27e+01 -0.158 1.47e+01 -0.091 1.18e+04 -0.144
100x100 4.35e−02 -0.068 2.38e+01 -0.072 1.54e+01 -0.068 1.24e+04 -0.067
200x200 4.47e−02 -0.040 2.45e+01 -0.041 1.59e+01 -0.050 1.27e+04 -0.039
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Table 5.3: L2 norms of oblique shock with constant solutions solved 1
st order
Grid ρ Order u Order v Order p Order
12x12 7.99e−03 4.18e+00 2.42e+00 2.25e+03
25x25 5.75e−03 0.475 3.02e+00 0.470 1.76e+00 0.461 1.60e+03 0.487
50x50 4.50e−03 0.353 2.38e+00 0.342 1.23e+00 0.509 1.25e+03 0.354
100x100 3.35e−03 0.424 1.78e+00 0.419 8.70e−01 0.504 9.34e+02 0.425
200x200 2.44e−03 0.461 1.30e+00 0.458 6.15e−01 0.502 6.78e+02 0.461
Table 5.1 shows that the solution is converging at O(h) with respect to the L1 norms as
expected. Solutions with discontinuities are always expected to reduced to 1st order behavior despite
the formal order of the interior scheme. Due to the presence of the discontinuity, the non-convergence
in the L∞ norm is expected as discussed in Section 2.2 due to O(1) errors which are always present.[2]
These orders indicate that L∞ norms are not appropriate for discontinuous solutions and are not
used for the remainder of this work.
The L2 norms appear to converge to an average of the L1, O(h), and L∞, O(1), norms.
This is identical behavior to Section 4.1 where a lower order boundary condition forced the L2 norm
to an intermediate value. These two examples demonstrate that L2 norms are not appropriate for
mixed order solutions and are also not used for the remainder of this work.
5.2 Fully general shock solutions
In this section manufactured complexity is added to the solutions to fully test the capabil-
ity of MMS with discontinuities. This includes the use of discontinuous source terms which were
developed in Section 3.2. Since many of the solutions in this section require the use of the regression
method developed in Section 3.4 it is shown that the regression accuracy does not introduce signifi-
cant error into the MMS method. This allows for the generation of fully general solutions combined
with curved shocks in Section 5.2.3
5.2.1 Semi-1D discontinuous solutions
In this section a semi-1D solution was designed to test the effects of a cell aligned shock
when combined with general solutions that utilize the extrapolation of primitive values from the cell
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center to the face. It was shown in the grid aligned oblique shock example that the Riemann problem
is solved exactly but the constant primitives result in a trivial extrapolation. The flow used here
contains only a horizontal component but varies in the y direction using Equations (5.14)-(5.17).
ul = 600 + 100y (5.14)
vl = 0 (5.15)
rho1 = 0.8− .1y2 (5.16)
p1 = 150000− 25000y (5.17)
Despite a simple left state, passing these simple equations through the Rankine-Hugoniot jump
conditions yielded a complex right state, shown in Equation (5.18). It is important to note that the
displayed equation is obtained using the simplest shock solution possible and is shown with very few
significant digits. The introduction of curved shocks in the following sections requires the use of the
right state regression procedure discussed in Section 3.4.
ur =((−3.6y2 + 29)sqrt(0.086y2 + 1.03y + 3.1)
sqrt(((0.029y6 − 0.70y4 + 5.6y2 − 15)sqrt(0.086y2 + 1.03y + 3.11)4+
(−0.18y5 + 1.1y4 + 2.9y3 − 17y2 − 12y + 71)sqrt(0.086y2 + 1.0y + 3.1)2+
0.29y4 − 3.5y3 + 8.2y2 + 28y − 84)/((0.0013y6 − 0.031y4 + 0.24y2 − 0.65)
sqrt(0.086y2 + 1.03y + 3.11)2)) + (25y2 − 198)sqrt(0.086y2 + 1.0y + 3.1)2+
56y − 334)/((0.13y2 − 1)sqrt(0.086y2 + 1.0y + 3.1))
(5.18)
The numerical solution and relative error are shown in Figures 5.8 and 5.9. The relative
error for the v-component velocity is undefined due to division by zero. While the error is on the
order of only 1%, it is clear to see that there is higher discretization error across the shock than
contained in the surrounding solution. This result is interesting as there are no gradients in the
horizontal direction which would lead to extrapolation error in that direction. The discretization
error likely comes from variation in the vertical direction which is stored in the cell average for the
finite volume method. Since the y variation is different on the left and right hand side of the shock,
the cell average results in a non-exact Riemann problem.
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Figure 5.8: Numerical solution of a normal, cell aligned shock combined with quasi-one dimensional
manufactured solutions.


































































It was shown in the previous section that right state manufactured solutions are quickly
becoming very complicated with increased solution complexity. Due to an inability to simplify
arctangent solutions, all fully general 2D solutions presented from here on are not analytically
solvable within the MSSRC symbolic manipulation software and must use the regression approach
detailed in Section 3.4.
For a procedure such as MMS, where the exact solution is supposedly known at all points,
it is disconcerting to introduce something as non-exact as polynomial regression into the process. It
is the goal of this section to show that when used carefully, the regression error can be reduced to
a level where it does not alter the effectiveness of MMS, including an order of convergence test.
As is presented in the Section 3.4, the shock is discretized to a level significantly finer than
that of the finest grid resolution performed in a convergence test. The grid spacing, h, which defines








A fully general solution set, Equations (5.20)-(5.23), combined with a curved shock solution, Equa-
tion (5.24), is used in an effort to increase regression error to a maximum.
u1 = 600 + 100sin(x
2 + y2) (5.20)
v1 = 50cos(x
2 + y2) (5.21)
ρ1 = 0.8 + 0.2sin(x
2 + y2) (5.22)
p1 = 150000 + 18000cos(x
2 + y2) (5.23)
shock = −x+ 0.4 (y − 0.5)2 + 0.3 (5.24)
While the regression can be set to any order, a 5th and 10th order polynomial regression with a
monomial basis are used in Table 5.4. The finest grid resolution is h = 16 and the shock resolution
is therefore set to a significantly higher h = 128. An example of a 10th order fit for the u-component
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of velocity is given for example in the following equation.
Tu0(y) =0.0899542y
10 − 0.601457y9 + 1.75031y8 − 2.74753y7 + 2.5479y6−
1.90267y5 + 1.46226y4 − 0.234023y3 − 0.23727y2 − 0.536153y + 1.65878
(5.25)
It is seen in Table 5.4 that the maximum linear error of the fit is nearly identical for all grid
refinements and extremely low across all solutions. The consistency in error shown below is also
important since the manufactured solutions must remain independent of grid resolution.
Table 5.4: Maximum linear error of u velocity for two shock regressions.
Grid Refinement Grid Spacing (h) ε (5th order) ε (10th order)
12x12 1 9.94e−5 1.05e−8
25x25 2 1.14e−4 1.68e−8
50x50 4 2.22e−4 1.82e−8
100x100 8 2.90e−4 1.89e−8
200x200 16 3.27e−4 1.89e−8
Table 5.4 demonstrates the relatively small magnitude of error compared to the error which
typically dominates around a shock. Despite that these values are extremely small and are not
likely to interfere with the method based on magnitude alone, the following shows that an order of
convergence test is not altered despite a change in the regression accuracy. In Tables 5.5 and 5.6 an
order of convergence test is performed while changing only the order of the regression.
Table 5.5: L1 norms and orders of convergence using a 5
th order polynomial regression.
Grid ρ Order u Order v Order p Order
12x12 1.44e−02 4.48e+00 4.68e+00 3.40e+03
25x25 6.71e−03 1.099 2.37e+00 0.921 2.54e+00 0.880 1.59e+03 1.099
50x50 3.87e−03 0.794 1.43e+00 0.731 1.39e+00 0.873 9.45e+02 0.749
100x100 2.08e−03 0.894 8.44e−01 0.756 7.35e−01 0.919 5.14e+02 0.878
200x200 1.11e−03 0.906 4.87e−01 0.795 3.81e−01 0.946 2.74e+02 0.909
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Table 5.6: L1 norms and orders of convergence using a 10
th order polynomial regression
Grid ρ Order u Order v Order p Order
12x12 1.44e−02 4.48e+00 4.68e+00 3.40e+03
25x25 6.71e−03 1.098 2.37e+00 0.920 2.54e+00 0.880 1.59e+03 1.099
50x50 3.87e−03 0.793 1.42e+00 0.732 1.39e+00 0.873 9.45e+02 0.749
100x100 2.08e−03 0.893 8.41e−01 0.759 7.35e−01 0.919 5.14e+02 0.878
200x200 1.11e−03 0.905 4.84e−01 0.799 3.82e−01 0.946 2.74e+02 0.907
It is clear to see that despite a change of 4 orders of magnitude in the error as shown in
Table 5.4 , there is negligible change in the order of convergence tests. This should provide high
confidence that the regression is consistently providing accurate solutions downwind of the shock.
5.2.3 Curved Shocks
In Chapter 3 a procedure was developed for completing fully general discontinuous solutions
within MMS. In this section, solutions are presented which require all elements of this procedure.
The solutions that follow all exhibit fully varying, two dimensional flow on both sides of a curved
discontinuity. The upwind primitive variables are defined by Equations (5.20)-(5.23) and a bow
shock discontinuity is defined by Equation (5.24). The regression process discussed in Section 3.4
is used to produce 10th order polynomials for the downwind manufactured solutions T0(y). Using
Equation (3.61) the regressed solutions are combined with additional spatial variation resulting in
ur = Tu0(y) + 100sin(x
2 + y2)shock2 (5.26)
vr = Tv0(y) + 50cos(x
2 + y2)shock2 (5.27)
ρr = Tρ0(y) + 0.2sin(x
2 + y2)shock2 (5.28)
pr = Tp0(y) + 18000cos(x
2 + y2)shock2 (5.29)
for fully general downwind solutions. The numerical solution and relative error are shown in Figures
5.10 and 5.11 for a 50x50 grid solved 1st order.
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Figure 5.10: Numerical solution of a general manufactured solution combine with a bow shock.





















































































Figure 5.11: Relative error of a general manufactured solution combine with a bow shock.
As was predicted in Section 5.1 the highest error in call cases is clearly located at the
discontinuity. Table 5.7 below shows the convergence values for all primitive variables using L1
norms.
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Table 5.7: L1 norm convergences for a bow shock solved 1
st order.
Grid ρ Order u Order v Order p Order
12x12 1.22e−02 3.45e+00 4.78e+00 2.75e+03
25x25 6.60e−03 0.887 2.46e+00 0.487 2.54e+00 0.911 1.54e+03 0.831
50x50 3.66e−03 0.851 1.41e+00 0.804 1.39e+00 0.871 8.82e+02 0.807
100x100 1.96e−03 0.901 7.91e−01 0.833 7.31e−01 0.928 4.78e+02 0.884
200x200 1.02e−03 0.936 4.26e−01 0.892 3.77e−01 0.953 2.51e+02 0.928
400x400 5.28e−04 0.957 2.27e−01 0.910 1.93e−01 0.970 1.29e+02 0.958
The orders shown above are approaching the expected 1st order convergence values. The
small offsets, especially in the u velocity, can likely be attributed to the Riemann solver where
linearly degenerate characteristics typically exist.[40] As it was previously shown that L∞ and L2
norms are not appropriate for discontinuous solutions, they are not given here.
Another example is demonstrated for non-physical shock conditions using Equation (5.30)
where the upwind conditions and added complexity remain unchanged. The numerical solution and
relative error are shown in Figures 5.12 and 5.13.
shock = −x− 0.4 (y − 0.7)3 + 0.4 (5.30)
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Figure 5.12: Numerical solution of a general manufactured solution combine with a cubic shock.






















































































Figure 5.13: Relative error of a general manufactured solution combine with a cubic shock.
The highest error is once again clearly seen at the shock interface. Despite a slightly higher
maximum error, Figure 5.13 demonstrates similar patterns to that of the physical shock condition.
The orders of convergence are given below.
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Table 5.8: L1 norm convergences for a cubic shock
Grid ρ Order u Order v Order p Order
12x12 8.43e−03 3.38e+00 3.53e+00 1.90e+03
25x25 4.04e−03 1.062 1.81e+00 0.902 1.89e+00 0.897 9.88e+02 0.945
50x50 2.14e−03 0.919 1.11e+00 0.709 9.88e−01 0.938 5.05e+02 0.969
100x100 1.14e−03 0.912 6.08e−01 0.862 5.30e−01 0.899 2.73e+02 0.889
200x200 6.07e−04 0.904 3.32e−01 0.873 2.70e−01 0.971 1.41e+02 0.948
400x400 3.20e−04 0.922 1.79e−01 0.888 1.37e−01 0.979 7.23e+01 0.967
The convergence values shown in Table 5.8 are also similar to the bow shock case where
all convergence values are nearly 1 with the exception of the u velocity which appears sub-linear.
The strong correlations of the convergence values to the formal order of the code in both these
simulations suggest that the software is error free for this set of run conditions.
These patterns can be shown for multiple shock shapes and manufactured solutions. It
remains the users responsibility to ensure that the inflow conditions to the shock are physically
correct. This involves setting a supersonic velocity magnitude and ensuring the Mach angle along
the discontinuity is less than that of the manufactured shock angle defined by Equation (3.59).
Running these solutions at higher orders of accuracy remains an open research issue. While shock
solutions are commonly known to be first order it is the author’s opinion that a face aligned shock
can retain a higher order of accuracy due to the Riemann problem being solved exactly.[19] This is,
in practice, difficult to show because of limiters which are necessary for solution convergence and
are inherently first order.
Careful utilization of this new method could lead to higher levels of code verification. This
includes sections of code usually reserved for discontinuities that continuous MMS does not activate
such as Riemann solvers and flux limiters. Examples of this are shown in the following section. When
combined with a method of nearby problems approach [64, 58] it could also be used to provide a
good estimation of discretization error.
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5.3 Detecting Simulated Coding Errors
MMS is most frequently used as a verification tool for checking code correctness. In this
section the discontinuous MMS method developed in this work is used to identify errors in the
Gottlieb and Groth Riemann solver used within AVUS. To this point, the results presented in this
chapter have provided no indication of any coding errors as the orders of convergence have all been at,
or very close to the expected formal order of the code. In order to test the error catching capabilities
of the new method the solver is purposefully broken for the following tests. All tests given in this
section begin by running the continuous MMS solution presented in Section 4.1 1st order. If the
continuous test failed to identify the mistake the discontinuous test was then completed.
When performing a MMS verification test it is common to initialize the solution to 1-5%
of the manufactured solution to ensure that the solution will converge. This also has the added
benefit of reduced computational time. It is important that the initialization is not set to the exact
solution as this can mask coding errors.[61] Recalling from Section 3.1.1, the Riemann solver tests
for either an expansion wave or a shock wave propagating from the contact surface. In the first
example the solver is modified such that the Riemann problem must use the isentropic equations
used for expansion waves for all cases and the shock wave equations are removed. The relative error
shown below is calculated for a converged solution that was initialized to 5% of the exact solution.
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Figure 5.14: Relative error of a bow shock initialized to 5% of the exact solution and solved using
a Riemann solver which does not contain shock relationships.
The relative error displayed above is surprising since it is almost identical to Figure 5.11
yet contains a significant coding mistake within the Riemann solver. This behavior is also seen
with an order of convergence test which mimics the results of the bow shock almost identically from
the previous section. Looking closely at the Riemann solver it was found that the initialization of
discontinuous solutions can play a large role on the converged solutions.
The equations for the left state of the Riemann problem are repeated here for reference. A
left moving rarefaction wave is solved when u∗ > ul.
a∗l = al −
γ − 1
2









l = −γp∗l /a∗l (5.33)
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p∗l = pl + Cl (u









When solving for p∗l and p
∗′
l using sample shock values, it was found that they compute to the same
answer. While surprising at first, this makes sense for code robustness. As the solution converges
to a solution with a contained shock, small changes in u∗ around the value of ul would create huge
oscillations. Since the problem presented above was initialized within 5% of the exact solution the
solver was able to compensate, despite longer convergence times. It is therefore important that
the initial conditions force the solver to utilize the shock capturing portion of the code. To rectify
this, the entire domain is initialized to the continuous solution based on the supersonic left state.
This forces the solver to generate a jump in the solution. The updated numerical solution and
corresponding errors are shown below after modifying the initial conditions.
























































































Figure 5.15: Numerical solutions of a bow shock initialized to 5% of the continuous supersonic
solution and solved using a Riemann solver which does not contain shock relationships.
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Figure 5.16: Relative error of a bow shock initialized to 5% of the continuous supersonic solution
and solved using a Riemann solver which does not contain shock relationships.
With the change in initial conditions the figures shown above converge to a significantly
different solution than that shown in Figure 5.11. While the large error likely indicates a coding
error by itself, the the orders of convergence are shown below.
Table 5.9: L1 norms of a bow shock initialized to 5% of the continuous supersonic solution and
solved using a Riemann solver which does not contain shock relationships.
Grid ρ Order u Order v Order p Order
12x12 5.33e−02 1.95e+01 5.20e+00 1.46e+04
25x25 4.15e−02 0.361 1.57e+01 0.312 2.97e+00 0.809 1.15e+04 0.344
50x50 1.76e−02 1.239 6.93e+00 1.179 1.55e+00 0.933 4.79e+03 1.264
100x100 Did not converge
The orders displayed in the table above clearly indicate that there is an error in the code, but
this is unsurprising due to the severity of the error. To test a more subtle coding error the solution


















where the only change is from γ + 1 to γ − 1. The relative errors are shown below.






















































































Figure 5.17: Relative error of a bow shock solved using a Riemann solver with an incorrect wave
speed equation.
The small error in the wave speed equation appears to create a near identical error plot to
the baseline plot shown in Figure 5.11. The L1 norms are given below.
Table 5.10: L1 norms of a bow shock solved using a Riemann solver with an incorrect wave speed
equation.
Grid ρ Order u Order v Order p Order
12x12 1.22e−02 3.46e+00 4.79e+00 2.75e+03
25x25 6.62e−03 0.885 2.47e+00 0.489 2.55e+00 0.911 1.55e+03 0.830
50x50 3.67e−03 0.851 1.41e+00 0.804 1.39e+00 0.871 8.85e+02 0.807
100x100 Did not converge
Despite no obvious change in the plot of relative error, the L1 norms do not converge and
therefore indicate a coding error. Since the convergence values prior to non-convergence were close
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to the expected value of 1, additional cases were run changing the coefficients and overall form of
the manufactured solutions. These changes did not significantly alter the test and in no cases did
the 100x100 grid converge. It is encouraging that the MMS procedure is insensitive to changes
in the manufactured solutions and it should be noted that the near first-order convergence values
are irrelevant once a grid fails to converge. This problem demonstrates the sensitivity of MMS in
being able to catch mistakes. This example also stresses the importance of performing a rigorous
verification test when an expert judgement test would have likely passed based on the plot above.









The relative error once again varies insignificantly from Figure 5.11 and is left out for brevity. The
L1 norms are given below.
Table 5.11: L1 norms of a bow shock solved using a Riemann solver with an incorrect differential
pressure equation.
Grid ρ Order u Order v Order p Order
12x12 1.22e−02 3.45e+00 4.78e+00 2.75e+03
25x25 6.60e−03 0.887 2.46e+00 0.487 2.54e+00 0.911 1.54e+03 0.831
50x50 3.66e−03 0.851 1.41e+00 0.804 1.39e+00 0.871 8.82e+02 0.807
100x100 1.96e−03 0.901 7.91e−01 0.833 7.31e−01 0.928 4.78e+02 0.884
200x200 1.02e−03 0.936 4.26e−01 0.892 3.77e−01 0.953 2.51e+02 0.928
The order of convergence test does not catch this mistake. While this was initially surprising,
a closer look at the Riemann problem shows that the derivative of pressure is used in estimating the
next value of u∗, Equation (3.2). By changing the coefficient of the equation this reduces the effect
of the Newton method used to determine u∗. Since this is an iterative process, the correct solution
is still reached, but results in a less efficient code. This is classified as an efficiency mistake by [61].
MMS, even when used without discontinuous solutions, is not capable of catching this class of error.
In this section discontinuous MMS was shown to be capable of catching errors that would
have been missed using MMS with continuous solutions. While there are near infinite combinations
of coding mistakes which could occur, only a select few are shown above. These were chosen based
on their differing outcomes. Most of the simulated errors caused behavior similar to that of case
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two where a + was changed to a −. Some of the larger mistakes (ex. commenting out entire lines)
resulted in the continuous method also identifying the mistake rendering the need discontinuous
MMS as a code verification tool unnecessary.
5.4 Replication on an academic CFD solver
In this section, the discontinuous method tested in this chapter on the CFD code AVUS is
replicated on the additional CFD solver by Blazek. This is intended as a simple check to prove that
the procedure when ported directly from one code to another will retain its claimed capabilities.
The same bow and cubic shock solutions solved in Section 5.2.3 are repeated here. The numerical
solutions, relative errors, and L1 norms for both solutions are presented below.

















































































Figure 5.18: Numerical solution for a bow shock solved 1st order on Blazek code.
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Figure 5.19: Relative error for a bow shock solved 1st order on Blazek code.
Table 5.12: L1 norm convergences for a bow shock solved 1
st order on Blazek code.
Grid ρ Order u Order v Order p Order
12x12 1.47e−02 5.11e+00 4.40e+00 3.50e+03
25x25 7.43e−03 0.984 2.60e+00 0.978 2.36e+00 0.899 1.78e+03 0.976
50x50 3.96e−03 0.909 1.44e+00 0.845 1.25e+00 0.918 9.61e+02 0.891
100x100 2.07e−03 0.934 7.86e−01 0.879 6.57e−01 0.928 5.07e+02 0.922
200x200 1.07e−03 0.951 4.22e−01 0.896 3.40e−01 0.952 2.63e+02 0.948
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Figure 5.20: Numerical solution for a cubic shock solved 1st order on Blazek code..























































































Figure 5.21: Relative error for a bow shock solved 1st order on Blazek code.
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Table 5.13: L1 norm convergences for a cubic shock solved 1
st order on Blazek code.
Grid ρ Ordther u Order v Order p Order
12x12 2.71e−02 1.38e+01 4.83e+00 8.14e+03
25x25 1.23e−02 1.137 6.32e+00 1.128 2.39e+00 1.012 3.60e+03 1.179
50x50 5.72e−03 1.106 2.88e+00 1.133 1.15e+00 1.062 1.70e+03 1.083
100x100 2.85e−03 1.006 1.43e+00 1.015 5.92e−01 0.955 8.33e+02 1.028
200x200 1.43e−03 0.992 7.21e−01 0.986 3.00e−01 0.981 4.13e+02 1.013
The results presented above show almost no deviation from the results presented in Section
5.2.3. This is in spite of the fact that the Blazek code does not use the Gottlieb and Groth exact
Riemann solver but instead uses the approximate Roe solver.[51] While the equations which define
each of these are significantly different, they both reduce to the physical conditions expected at a
jump condition. This suggests that the discontinuous method presented in this work is capable of
working on many codes despite changes in their formal method. This is important not only for





The method of manufactured solutions (MMS) is a procedure for generating exact solutions
to difficult partial differential equations. MMS is considered one of the strongest tools for code
verification due to it’s ability to check the formal order of accuracy of a code. MMS has traditionally
been limited to continuous solutions resulting in sections of code involved with shock capturing and
gradient limiting remaining unchecked. In this work a procedure was successfully developed for using
the method of manufactured solutions with discontinuous solutions on finite volume solvers.
An unsettled issue with continuous MMS on finite volume solvers was the determination of
source terms and exact solutions. These codes store the integrated average over the cell and not the
manufactured value at a specific point. Using the manufactured value at the cell center is a only
2nd order approximation of the integral. Since it was not practical to use manufactured solutions
which can be integrated analytically, it was found to be simple and advantageous to use higher order
methods and a Gauss quadrature method returned consistent 6th order results. This is significant
for the verification of higher order codes and for the possible reduction of required grid refinements
to reach steady state convergence values.
Before proceeding with discontinuous solutions, standard MMS was performed on the test
CFD code to test for any coding errors. AVUS, a finite volume computational fluid dynamic (CFD)
solver, was used throughout the research as a testing platform due in part to its accessible source
code and extensive use in the United States Air Force. The code was shown to perform as expected
when solved 1st order but solving 2nd order revealed a boundary issue. The L norms displayed
conflicting convergence information which suggested mixed order conditions. Graphs of the relative
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error for the primitive variables showed high error along the outflow boundary conditions. This
error was classified as a conceptual mistake and was therefore not repairable without an extensive
rewrite. A secondary academic CFD solver by Blazek was introduced and confirmed these findings
after exhibiting fully 2nd order results for identical cases. The error is likely due to AVUS containing
just one layer of ghost cells for which only weak boundary implementation was possible.[39] This
error was deemed acceptable for proceeding with discontinuous solutions since shocks always reduce
the solution to 1st order.[2]
In order to simulate a discontinuity, piecewise solutions were selected in lieu of continuous
solutions with high gradients. Due to the absence of source terms in the Riemann solver, the jump
conditions were constrained by the coded physics. The Gottlieb and Groth Riemann solver used in
AVUS was shown to reduce to the well known Rankine-Hugoniot jump conditions. This meant that
the discontinuous MMS procedure would be partially constrained to physical realism for a procedure
that is typically mathematical in nature.
The use of piecewise solutions led to additional complications when determining the exact
solutions and source terms when performing MMS on cells divided by a discontinuity. A derivation
was given proving that the formal order of the midpoint approximation in one dimension reduces
to O (h) for single and N panel methods when the cell is divided at any point in its interior. An
experimental verification of this was conducted in two dimensions for the midpoint rule, Simpson’s
rule, and a nine point Gauss quadrature without modification. The results were not acceptable
for MMS application due to their high inconsistency (including negative convergence values) and
low accuracy. A new method was presented that combined a Gauss quadrature approximation
alongside a transformation of the split cell. By carefully subdividing the cell at strategic locations,
the numerical integration was performed using quadrilateral and triangular elements. It was shown
that fully general solutions and shock shapes resulted in a consistent 2nd order method for a linear
transformation. A quadratic transformation was also developed and resulted in a 4th order method
for solutions which were not captured exactly by either the numerical integration or transformation.
Shock shapes which were captured exactly by the transformation basis functions resulted in a method
which retained the full order of accuracy of the Gauss quadrature integration. The high convergence
values supported the use of the approximation as an exact value in the calculation of error and
formal order of the code.
Due to an inability to simplify symbolic solutions passed directly through the Rankine-
83
Hugoniot jump conditions, a regression approach was proposed for generating downwind conditions
using high order polynomial fits. Primitive variables were extracted directly before and solved for
directly after a highly discretized shock. This resulted in a one dimensional curve fit not appropriate
for fully exercising the governing equations, and generality was reintroduced into the equations using
boundary condition formulas proposed in [8]. It was experimentally shown that a change in this
error of four orders of magnitude resulted in negligible changes to an order of accuracy verification.
This test provided strong evidence that regression error did not hinder the effectiveness of the
discontinuous MMS procedure.
Solutions of varying complexity were then used to test the developed discontinuous method.
It was first shown that a piecewise technique worked with simple MMS solutions where the source
terms were identically zero. An exact oblique shock solution was given for both a face aligned and
non-face aligned grid. The face aligned problem on a 50x50 grid yielded maximum errors with a
magnitude of 10−10%. This was in contrast to a rotated copy of the same problem which yield
error of ≈ 4% for the u-component of velocity when the shock passed through cell interiors. A semi
one-dimensional, face aligned shock problem was then developed which would maintain an exact
extrapolation and exact Riemann problem in the horizontal direction but varied along the normal
shock in the vertical. Despite the similarity to the constant solution, grid aligned, oblique shock
problem which contained almost no error, the cell averaging of the finite volume scheme was shown to
generate additional error in the region of the shock. These solutions illustrated the clear differences
in solution exactness and provided evidence that the high errors displayed near shocks are correct
and expected when using source terms.
Two discontinuous MMS cases were then presented using fully general up and downwind
solutions. The first solution was a physically inspired bow shock and the second a nonphysical cubic
shock. The two solutions yielded almost identical, nearly linear, convergence values. Convergences
near 0.9 in the u velocity component suggested the presence of linearly degenerate characteristics
which are typical of shock capturing schemes.[40] The discontinuous procedure was ported to the
Blazek CFD solver to test its repeatability. Both fully general solutions solved in AVUS were
reproduced and yielded nearly identical results. This was in spite of a completely different Riemann
solver utilized by the Blazek code. The replicated results provided strong evidence of the procedure’s
robustness and its eligibility for use with other codes and other numerical problems which may
contain discontinuities.
84
As MMS is primarily used for verification of codes, errors were purposefully introduced into
the Riemann problem to test the discontinuous MMS method. For all solutions, continuous MMS
was first performed and failed to catch any error in an order of accuracy test. For two of the three
errors presented, a discontinuous order of accuracy test did detect a coding error. This was in
spite of numerical solutions which appeared to run without issue at small grid sizes. While it was
originally expected that the third error would be detected, the final error affected only the rate of
convergence and not the final answer. This caused the error to be missed and was classified as an
efficiency mistake. The ability to catch coding errors which were missed by continuous MMS is an
important addition to the standard MMS verification procedure.
The results in this work focus solely on CFD shock solutions but discontinuities appear
in many physical problems such as fluid-solid interfaces, dielectrics, and code to code couplings.
The verification and validation of the codes used to solve these problems is important. Within
the realm of CFD for example, the capabilities of the updated method extend to MMS and MNP
and could provide a useful tool in the development of existing and new shock capturing schemes.
While the process of MMS is currently used most frequently in CFD codes, it is applicable to any
numerical solution requiring exact solutions to partial differential equations. This work demonstrates
the feasibility of applying and successfully using MMS for discontinuous solutions and provides
the foundation for the verification and validation of all of the examples above. Ultimately, the





Appendix A Automated MMS
This section outlines the process for performing automatic MMS. The method developed
throughout this work required frequent changes of the manufactured solutions. As was demonstrated
in Section 5.13, the source terms frequently became very complex and were not easily calculated
or implemented by hand. While there are large software releases such as Maple and Mathematica
which can derive these terms and parse them to source code, the numerous steps (shown below) to
proceed through each problem left plenty of room for errors.
1. Choose manufactured solutions
2. Use analytic software to derive source terms
3. Implement source terms into solver
4. Implement manufactured solutions at the boundary
5. Recompile solver
6. Set run parameters
7. Run solver and check for solution convergence
When using software such as Maple or Mathematica the code that is generated must be
copied and pasted into the solver. This not only requires running additional software but also the
repetitive copying and pasting to the solver’s source code. Continually opening and editing the
source code also increases the possibility of coding errors being introduced. While this may seem
like a relatively simple task, it should be reiterated that there are 4 source terms and 4 manufactured
solutions for a continuous problem and double this for a discontinuous problem.
This obviously lends to significant work and the possibility of error each time the manu-
factured solutions are changed. To eliminate both the need of copying and pasting and editing a
source file, symbolic manipulation software by MMSRC was utilized. The ansi C library ExprLib
can be run via the command line eliminating the need for opening additional software. It can also
automatically create C functions which can be called by the CFD source code meaning that software
has to be altered only once reducing the possibility of additional coding errors.
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A.1 ExprLib Coding
Since MSSRC software is not yet common, the programming details of ExprLib coding is
given in this section and RegrLib coding in Section A.2. Chosen manufactured solutions can be
entered into the software via a string and the conversion function parseStrToExpr. Once the string
has been converted to an Expr variable, it must be manipulated using built in symbolic commands.
In the example below the manufactured solutions for velocity are divided by the non-dimensional
parameter required by AVUS.
u=exprDiv ( parseStrToExpr ( ”600+100∗ s i n ( x∗x+y∗y ) ” ) ,C0) ;
v=exprDiv ( parseStrToExpr ( ”50∗ cos ( x∗x+y∗y ) ” ) ,C0) ;
Once all the manufactured solutions have been defined the source terms are calculated. The source
term for the conservation of mass equation is shown below
Qm=exprNumericIfCan ( exprPlus ( exprD i f f ( exprTimes ( rho , u) , ”x” ) ,
exp rD i f f ( exprTimes ( rho , v ) , ”y” ) ) ) ;
exprToC (Qm, ”qm” , ”%.12 f ” , ”Qm expr . c” ) ;
where the function exprNumericalIfCan forces the software to approximate any operations on real
number coefficients. The second line takes the symbolic expression and generates a C file with a
function call of qm (double x,double y). A powerful feature of ExprLib is the ability to specify the
precision of the coefficients within the equation as is denoted with 12 bit precision by %.12f.
A.2 RegrLib Coding
Recall from Section 3.4 that for discontinuous MMS the manufactured solutions are defined
on the left state and the solutions on the right state are then solved for. Due to the analytic
complexity of passing the left state equations symbolically through the Ranking-Hugoniot jump
conditions a high order regression technique was developed to solve this issue. It was once again
powerful to use an ansi C library (RegrLib) developed by MSSRC to complete this process.
The manufactured solution is first queried for a vector of numerical values at the shock
interface. These values are then used to solve for the post jump conditions which are stored in
the variable shock y. RegrLib allows for the user to easily choose the basis functions for regression
which are stored in the variable indxs. Using the functions regrInit and regrGetModel completes
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the necessary regression. The coefficients of regression are stored in beta.
r e g r I n i t ( shock y , u postshock , CELL NUM, dim , monom, ( void ∗) 0 ,
0 , indxs , ip , s t d i z e ) ;
regrGetModel (&beta , &mux, &s igx , &muy, &s igy , method ) ;
The following code reconstructs the regression model as a symbolic function. This allows for a C
function to be generated from the right state solution.
for ( i =0; i<ip ; i++)
{
ur=exprPlus ( ur , exprTimes ( coefToExpr ( beta [ i ] ) , exprPow (
parseStrToExpr ( ”y” ) , indxs [ i ] [ 0 ] ) ) ) ;
a l l b e t a [ 0 ] [ i ]= beta [ i ] ;
}
A.3 Implementation in AVUS
One problem introduced by ExprLib is that it generates C code and AVUS is written in
Fortran. This is mitigated by systematically editing the C files using a MATLAB script such that
Fortran can call the functions. The list above is given below for the specific process used with AVUS.
1. Choose manufactured solutions
2. Compile and Run ExprLib software to generate source term and manufactured solution
functions
3. Use MATLAB to systematically edit functions to be called by Fortran
4. Recompile solver
5. Set run parameters
6. Run solver and check for solution convergence
Since ExprLib and MATLAB can both be run from the command line this enables the use of BASH
scripting which automates the entire process. This reduces the previous steps above to:
1. Choose manufactured solutions
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2. Set run parameters
3. Run BASH script
The integration of the source terms into the governing equations is code specific, but in
AVUS this was accomplished within the DELTA array. For a time independent problem this was
implemented in the function summer5.F. If trying to verify a different set of runtime options it may
be necessary to run the following code in another function. Since AVUS is a finite volume code the
source terms are an integrated average over the cell. This integration was accomplished using a 9
point Gauss quadrature detailed in Section 3.3. The results of the quadrature were stored in Q ST
where the indices represent the variable and cell number respectively.
do NC=1 ST ,NCELLS
DELTA(1 ,NC) = DELTA(1 ,NC) − Q ST(1 ,NC)
DELTA(2 ,NC) = DELTA(2 ,NC) − Q ST(2 ,NC)
DELTA(3 ,NC) = DELTA(3 ,NC) − Q ST(3 ,NC)
DELTA(5 ,NC) = DELTA(5 ,NC) − Q ST(5 ,NC)
end do
Dirichlet boundary conditions can be set in AVUS within the function usrcode.F. While
the manufactured solutions are not nearly as complicated as the generated source terms it is still
convenient, and necessary for process automation, for ExprLib to automatically generate the C files
defining the values along the boundary. This renders it a simple task to quickly alter the chosen
solutions and have both usrcode.F and summer5.F immediately reflect the changes. The code below
calls the individual manufactured solutions and loops over all boundary faces on boundaries labeled
3 or 4.
do NBC=1 ST ,NBCFACS(L)
NB = ICELL(2 ,NF)
IF (IDPATCH(L) == 3 .OR. IDPATCH(L) == 4) THEN
Q(1 ,NB) = rho ms (XC(1 ,NB) ,XC(2 ,NB) )
Q(2 ,NB) = u ms (XC(1 ,NB) ,XC(2 ,NB) )
Q(3 ,NB) = v ms (XC(1 ,NB) ,XC(2 ,NB) )
Q(4 ,NB) = 0 FP
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The implementation of automatic MMS within the Blazek code was very similar to that
of AVUS, especially since it too is coded in Fortran. The source terms and exact solutions were
changed only by removing the non-dimensional constants. The procedure also remained unchanged
and only the the boundary conditions contained large changes due to the extra layer of ghost cells
as discussed in Section 4.1.2. The source terms were introduced in the function solver.f in the rhs
array and the added code is given below.
DO j =2, j 2
DO i =2, i 2
rhs ( i , j , 1 ) = rhs ( i , j , 1 )−rho ST ( i , j )
rhs ( i , j , 2 ) = rhs ( i , j , 2 )−u ST ( i , j )
rhs ( i , j , 3 ) = rhs ( i , j , 3 )−v ST ( i , j )
rhs ( i , j , 4 ) = rhs ( i , j , 4 )−e ST ( i , j )
ENDDO
ENDDO
The Blazek code did not have a function for the implantation of Dirichlet boundary condition
so one was created which looped over all boundaries with the following code. The following example
loops over the top and bottom boundary for a rectangular domain setting the values for the first
ghost cell, idum1, as Dirichlet and values for the second ghost cell, idum2, as 2nd order extrapolation.
DO i=lbeg , lend , l s t e p
cv ( i , jdum1 , 1 ) = rho exact ( i , jdum1 )
cv ( i , jdum1 , 2 ) = rho exact ( i , jdum1 ) ∗ u exact ( i , jdum1 )
cv ( i , jdum1 , 3 ) = rho exact ( i , jdum1 ) ∗ v exact ( i , jdum1 )
cv ( i , jdum1 , 4 ) = rho exact ( i , jdum1 ) ∗ e exac t ( i , jdum1 )
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cv ( i , jdum2 , 1 ) = 2 .D0∗cv ( i , jdum1 , 1 ) − cv ( i , j i n s 1 , 1 )
cv ( i , jdum2 , 2 ) = 2 .D0∗cv ( i , jdum1 , 2 ) − cv ( i , j i n s 1 , 2 )
cv ( i , jdum2 , 3 ) = 2 .D0∗cv ( i , jdum1 , 3 ) − cv ( i , j i n s 1 , 3 )
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