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Abstract
In this paper we study the structure of prefilters which ensure a certain approximation order of a given multifilter system. We
show how all prefilters can be obtained from the generic one and that in general these prefilters are necessarily rational filters, but
point out how a judicious choice of parameters can be used to obtain FIR filters for the approximation orders 1, 2, 3. Moreover, we
illustrate the results by giving prefilters for the standard examples of multiwavelets.
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MSC: 65D10; 65T60
Keywords: Multiwavelets; Matrix refinement equation; Prefiltering
1. Introduction
It is known that prefiltering is an unavoidable step when a multifilter bank is required to preserve the approximation
order/number of vanishing moments of the corresponding multiwavelet system; cf. [4]. It has been shown in [1] that
it is always possible to construct a prefilter M for the low-pass decomposition and reconstruction operators involved
in a biorthogonal multifilter bank. The reconstruction operator is a subdivision operator so that the goal of prefiltering
is to modify this subdivision operator such that it preserves polynomial sequences.
To describe those, we denote by pik the monomial sequence of order k, defined by pik = (pik( j) = jk : j ∈ Z)
and we write
5k(Z) = span
{
pi j : j = 0, . . . , k
}
for the vector space of all polynomial sequences of degree ≤ k.
Let 8 be a bi-infinite refinable vector field, 8 = A8(2·), with bi-infinite refinement matrix A. An invertible bi-
infinite matrix M is called a prefilter of order p or a prefilter of degree p− 1 associated with the subdivision operator
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AT if
M−1 AT M pi j ∈ 5 j , j ∈ Zp, (1)
where we use the notation Zp = {0, 1, . . . , p − 1}.
So the prefilter “enables” a polynomial reproduction property that is inherent in the operator AT , but not directly
provided by it. The operator M−1 appearing in (1) is called the postfilter. Our starting point is the following result
from [1].
Theorem 1. If 8 is a stable solution of the refinement equation 8 = A8(2·) and admits polynomial reproduction of
order p, then there exists a prefilter Mp such that
M−1p AT Mp pi j − 2− jpi j ∈ 5 j−1, j ∈ Zp. (2)
Generic prefilters for any order p were given explicitly in [1] in terms of the difference and summation operators,
defined for any sequence λ ∈ `(Z) by
Dλ = (λ( j + 1)− λ( j) : j ∈ Z)
and
(S λ) ( j) = −
−1∑
k= j
λ(k), j < 0, (S λ) ( j) =
j−1∑
k=0
λ(k), j ≥ 0,
respectively. We recall that
DS = I and SD = I −  δT , (3)
where  = (. . . , 1, 1, . . .) is the constant signal and δ( j) = δ0 j , j ∈ Z. Moreover, since 0 = (Sλ) (0) = δT Sλ
holds for any λ ∈ `(Z) we have that δT S = 0. Another basis of the spaces of discrete polynomials is provided by the
sequences σ j := S j which have the property that Dkσ j = σ j−k whenever k ≤ j .
The explicit expression for the generic prefilter is
Mp = V0 +
p−1∑
j=1
(
j−1∏
`=0
V`S
) (
V j − I
)
D j , (4)
involving bi-infinite block diagonal matrices V j , j ∈ Zp, which play a fundamental role in the matrix factorization of
the subdivision operator AT given in [5,6].
Formula (4) looks complicated and is delicate to implement due to the presence of the summation operator which
produces infinite sequences even if applied to finite ones and leads to recursive filters which are not stable.
The goal of this paper is twofold: we first show, by characterizing all valid prefilters of a given order, that the
prefilters of the form (4) are the simplest possible prefilters, so that the difficulties with the summation operators
are intrinsic to the problem. Second, working on the symbol associated with the prefilter, we will show that it has a
simple polynomial structure so that the prefilter uses finite information only, in the sense that it maps finitely supported
sequences to finitely supported sequences, at least in the cases p = 1, 2, 3, but we also indicate that this is unlikely to
be achieved for higher approximation orders.
2. Uniqueness of prefilters
Let us recall some basic facts from the proof of Theorem 1 given in [1]. First, the stability of 8 and polynomial
reproduction of degree p with8 imply the existence of unique eigenvectors α j of AT for the dyadic eigenvalues 2− j ,
j ∈ Zp+1. The construction of the prefilter then consists of mapping, for any j ∈ Zp+1, the sequence pi j to a linear
combination of the eigenvectors αk , k ∈ Z j+1, that is,
Mpi j =
j∑
k=0
µ jk α
k, µ j j 6= 0, j ∈ Zp+1. (5)
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Clearly, the same holds true, just with different coefficients, when pi j is replaced by σ j , j ∈ Zp+1. The identity (5)
has to be satisfied by any valid prefilter of order p and will be the starting point for our investigation here. Indeed, let
from now on M = Mp+1 be the generic prefilter defined by (4) and let M˜ be any other prefilter of the same order
as M . Then (5) implies that there exist invertible lower triangular matrices ΓM and ΓM˜ such thatα
0
...
α p
 = ΓM
M σ
0
...
M σ p
 = ΓM˜
M˜ σ
0
...
M˜ σ p

and, with the lower triangular matrix Γ = Γ−1
M˜
ΓM , we find that there exist bi-infinite matrices W j , j ∈ Zp+1, such
that 
M˜
M˜S
...
M˜S p
 = Γ

M
MS
...
MS p
+

W0D
W1D
...
WpD
 . (6)
We will need the following auxiliary formula.
Lemma 2. For k ∈ N0 we have that
SkDk = I −
k−1∑
`=0
σ `δT D`. (7)
Proof. We use induction on k where k = 0 is trivial and k = 1 is just Eq. (3). Moreover, we have for k ≥ 1 that
Sk+1Dk+1 = S
(
I −
k−1∑
`=0
σ `δT D`
)
D = I − σ 0δT −
k∑
`=1
σ `δT D`
from which (7) follows immediately for k replaced with k + 1. 
The linear system (6) can also be written as
M˜S j =
j∑
k=0
γ jk MS
k +W jD, j ∈ Zp+1. (8)
Making use of this relationship, we can now express M˜ in terms of M .
Proposition 3. For j ∈ Zp+1 we have that
M˜ =
j∑
k=0
γ jkMD
j−k −
j−1∑
k=0
k∑
`=0
(
γ j, j−k+` − γk`
)
M σ `δT Dk +W jD j+1. (9)
Proof. We use induction on j . For j = 0 we immediately get from (6) that
M˜ = γ00 M +W0D (10)
which is precisely the respective special case of (9). To solve for j = 1 we substitute (10) into (8) to obtain that
W0 = γ10M + (γ11 − γ00)MS +W1D. (11)
Re-substituting this identity into (10) and taking into account Lemma 2, we thus get that
M˜ = γ11 M + γ10 MD − (γ11 − γ00)Mσ 0 δT +W1D2,
and this is the case j = 1.
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To advance the induction hypothesis from j ∈ Zp to j + 1, we proceed like above, substitute the induction
hypothesis (9) into (8) and take into account the identity δT S = 0 to obtain
j+1∑
k=0
γ j+1,k MSk +W j+1D =
j∑
k=0
γ jkMS
k+1 +W j .
Hence,
W j = γ j+1,0M +
j∑
k=0
(
γ j+1,k+1 − γ jk
)
M Sk+1 +W j+1D. (12)
Again, we substitute this expression for W j back into (9) and get that
M˜ = γ j+1,0 MD j+1 +
j∑
k=0
γ j+1,k+1 M D j−k +W j+1D j+2 −
j−1∑
k=0
k∑
`=0
(
γ j, j−k+` − γk`
)
M σ `δT Dk − R,
where the remaining term R is further expanded as
R =
j∑
k=0
(
γ j+1,k+1 − γ j,k
)
M
k∑
`=0
σ ` δT D j−k+`
=
j−1∑
k=0
k∑
`=0
(
γ j+1, j+1−k+` − γ j, j−k+`
)
M σ ` δT Dk +
j∑
`=0
(
γ j+1,`+1 − γ j,`
)
M σ ` δT D j .
Consequently,
R +
j−1∑
k=0
k∑
`=0
(
γ j, j−k+` − γk`
)
M σ `δT Dk =
j∑
k=0
k∑
`=0
(
γ j, j−k+` − γk`
)
M σ `δT Dk,
which advances the induction hypothesis and thus completes the proof of (9). 
Proposition 3 shows that any prefilter M˜ of order p + 1 can be created from the generic prefilter M = Mp+1 from
(4) by means of a lower triangular matrix Γ and a bi-infinite matrix W . For j = p, this formula reads as
M˜ =
p∑
k=0
γpkMD
p−k −
p−1∑
k=0
k∑
`=0
(
γp,p−k+` − γk`
)
M σ `δT Dk +W D p+1. (13)
Let us comment on the ingredients of this formula. Clearly, since the behavior of a prefilter is only determined on
5p(Z), the addition of any filter of the form WD p+1 turns a valid prefilter into a valid prefilter as long as it stays
invertible, so the last term in (13) has to be expected. The second term, written as
M
p−1∑
k=0
k∑
`=0
(
γp,p−k+` − γk`
)
σ `δT Dk,
still uses M as a prefilter, but rearranges the polynomial sequences. Indeed, since δT Dkσ ` = δk`, the double sum
maps, for j ∈ Zp+1, the polynomial sequence σ j to
j∑
`=0
(
γp,p− j+` − γ j`
)
σ `,
which is a polynomial sequence of the same degree that is then processed by the prefilter M . Hence, structurally this
term is irrelevant. Anything of significance appears in the first term
p∑
k=0
γpkMD
p−k =: M∗.
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Substituting the definition (4) of M into this sum, we get that
M∗ =
p∑
k=0
γpk
[
V0 +
p∑
j=1
(
j−1∏
`=0
V`S
) (
V j − I
)
D j
]
D p−k
=
p∑
k=0
γp,p−k
[
V0D
k +
p∑
j=1
(
j−1∏
`=0
V`S
) (
V j − I
)
D j+k
]
.
Grouping by powers of D and collecting all powers of D of order > p in W˜ D p+1, we thus get that
M∗ =
p∑
k=0
γp,p−kV0Dk +
p∑
k=1
[
k∑
j=1
γp,p−k+ j
(
j−1∏
`=0
V`S
) (
V j − I
)]
Dk + W˜ D p+1
= γpp M +
p∑
k=1
[
γp,p−k V0 +
k−1∑
j=1
γp,p−k+ j
(
j−1∏
`=0
V`S
) (
V j − I
)]
Dk + W˜ D p+1.
Keep in mind that γpp 6= 0 since Γ is invertible. Thus, the highest power of summation operators appears in the
original prefilter M and cannot be compensated by any choice of the matrix Γ without destroying the invertibility of
this matrix. Also note that the additional term that changes γppM into M∗ is essentially a weighted combination of
the building blocks of the prefilter M again, which generally also gives no cancellations. Thus we have arrived at the
following conclusion.
Theorem 4. Any prefilter M˜ of order p + 1 can be written in terms of the generic prefilter, a lower diagonal matrix
Γ ∈ Rp+1×p+1 and a bi-infinite matrix W as
M˜ = γpp Mp+1 +
p∑
k=1
[
γp,p−k V0 +
k−1∑
j=1
γp,p−k+ j
(
j−1∏
`=0
V`S
) (
V j − I
)]
Dk
−Mp+1
p−1∑
k=0
k∑
`=0
(
γp,p−k+` − γk`
)
σ `δT Dk +W D p+1. (14)
Corollary 5. The generic prefilter Mp is the simplest possible prefilter of order p.
3. Reduction to finite filters
In this section we prove that a prefilter Mp of arbitrary order p > 0 can be associated with a matrix Laurent series,
which defines a recursive or rational filter. Nevertheless, we show that, for p = 1, 2, 3, the recursion can be avoided
since the series reduces to a Laurent polynomial.
The essential condition that permits us to prove our results is that the signal λ to be (pre)filtered is supported
on [a,∞) for some sufficiently large a > 0. Clearly, this is no restriction in practice as the “time” scale for any
semi-infinite signal can be chosen freely.
We will make use of the block representation of size r of the bi-infinite matrices that appear in the expression (4).
The number r is determined by the periodicity order of the subdivision operator AT and is the smallest number such
that we have the block representation
AT =
[
AT ( j − 2k) : j, k ∈ Z
]
,
where A ∈ `r×r (Z) is a bi-infinite sequence of r × r matrices.
Let us introduce some more notation: we identify scalar sequences λ ∈ `(Z) with vector valued sequences
v ∈ `r (Z) by means of
v = [λ] ⇐⇒ v( j) = [λ(r j), λ(r j + 1), . . . , λ(r j + r − 1)]T , j ∈ Z.
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This block representation (sometimes also called a polyphase representation) defines a canonical isomorphism
between the spaces `(Z) and `r (Z).
The symbol of a sequence v ∈ `r (Z) is the vector valued formal Laurent series
v∗(z) =
∑
j∈Z
v( j) z j , z ∈ C∗ := C \ {0}.
A symbol can also be associated with a convolution operator T when it is possible to determine a matrix valued
Laurent series T∗(z) such that
[Tλ]∗ (z) = T∗(z) [λ]∗(z), z ∈ C∗.
To derive the symbol associated with the prefilter Mp, we first recall, for example from [5], the symbol of the difference
operator
D∗(z) =

−1 1
. . .
. . .
. . . 1
z−1 −1

and also observe that
[Sλ] ( j) =

j−1∑
k=0
X v(k)+ L v( j), j ≥ 0,
−
−1∑
k= j+1
X v(k)+ (L− X) v( j), j < 0,
v = [λ], (15)
where X = 11T and the elements of L satisfy L jk = 1 if j > k and L jk = 0 otherwise.
Based on this observation a symbol representation for the operator S can be given provided that the underlying
signal is only supported on [0,∞).
Lemma 6. Suppose that λ ∈ `(Z) satisfies λ( j) = 0 for j < 0 and set v = [λ]. Then
[Sλ]∗ (z) =
(
L+ z
1− z X
)
v∗(z) =: S∗+(z) v∗(z). (16)
Proof. Writing s := [Sλ], the block representation (15) of [Sλ] implies that it satisfies the difference equation
s( j + 1)− s( j) = (X − L) v( j)+ L v( j + 1), j ≥ 0. (17)
Multiplying both sides of (17) by z j and summing over j ≥ 0 we get that
∞∑
j=0
s( j + 1) z j −
∞∑
j=0
s( j) z j = (X − L)
∞∑
j=0
v( j) z j + L
∞∑
j=0
v( j + 1) z j .
By means of (15), the left hand side of this equation is rewritten as
z−1
∞∑
j=1
s( j) z j − s∗(z) =
(
z−1 − 1
)
s∗(z)− z−1L v(0)
while the right hand side becomes
X v∗(z)+
(
z−1 − 1
)
L v∗(z)− z−1Lv(0).
Multiplying both identities by z and setting them equal to each other then gives that
(1− z) s∗(z) = z X v∗(z)+ (1− z) L v∗(z)
from which (16) follows immediately. 
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It is obvious from their structure that the block diagonal matrices V j (with invertible diagonal blocks V j ) map
sequences supported on [0,∞) to sequences supported on [0,∞) and so also does the summation operator. On the
other hand, the difference operator D maps sequences supported on [a,∞) to sequences supported on [a−1,∞), and
then the operator D p−1 maps sequences supported on [a,∞) to sequences supported on [a− p+1,∞). Thus, in order
to apply Lemma 6, we must consider sequences supported in [a,∞), with a ≥ p− 1. Furthermore, recalling from [5]
that the product of block Toeplitz matrices is still a Toeplitz matrix whose symbol is the product of the symbols, and
that the symbol of V j is V j , we can immediately draw the following conclusion.
Theorem 7. Let Mp be a prefilter of order p of the form (4), suppose that λ ∈ `(Z) is supported on [a,∞), with
a ≥ p − 1, and set v = [λ]. Then [Mpλ]∗(z) = M∗p(z) v∗(z) where
M∗p(z) = V0 +
p−1∑
j=1
(
j−1∏
`=0
V` S∗+(z)
) (
V j − I
) (
D∗(z)
) j
. (18)
We are going to further explore formula (18) for the symbol M∗p of the prefilter under the additional assumption
that 1TV j = 1T . Whenever this happens we also have that XV j = 11TV j = 11T = X. From this fact and Theorem 7
it follows immediately that in the case p = 2 the symbolM∗2(z) of the prefilter takes the form
M∗2(z) = V0 + V0
(
L+ z
1− zX
)
(V1 − I)D∗(z)
= V0
[
I + L (V1 − I)D∗(z)
]+ z
1− zV0 (XV1 − X)D
∗(z)
= V0
[
I + L (V1 − I)D∗(z)
]
which is even a linear polynomial in z−1.
Let us now consider the case p = 3 of (18) where the above considerations yield that
M∗3(z) = V0 + V0S∗+(z) (V1 − I)D∗(z)+ V0S∗+(z)V1S∗+(z) (V2 − I)
(
D∗(z)
)2
= V0
[
I + L (V1 − I)D∗(z)+ LV1L (V2 − I)
(
D∗(z)
)2]+ z
1− zV0XV1L (V2 − I)
(
D∗(z)
)2
.
To simplify the final term, we first consider the matrices V j and their actual construction from [5] in more detail. For
any j we recall that the matrix V j can be chosen as
V j = 1r y j 1
T +
r−1∑
k=1
xkxTk , x
T
k x` = δk`, xTk 1 = 0, (19)
where y j satisfies the additional condition yTj 1 = r , cf. [5], ensuring that VTj 1 = 1 and V j1 = y j . How the vectors y j
are obtained will be explained in Section 4.
Next, straightforward computations give, for any w ∈ Rr , that
wT
(
V j − I
) = 1
r
(
wTP jy j
)
1T . (20)
We set r := LT 1 and take into account that 1TD∗(z) = (z−1 − 1) eT1 to get
z
1− zV0XV1L (V2 − I)
(
D∗(z)
)2 = z
1− zV011
TL (V2 − I)
(
D∗(z)
)2
= z
1− zV01r
T (V2 − I)
(
D∗(z)
)2 = 1
r
z
1− zV01r
TP2y21TD∗(z)D∗(z)
= 1
r
z
1− zV01r
TP2y2
(
z−1 − 1
)
eT1 D
∗(z) = 1
r
V01rTP2y2 [−1, 1 . . . 0]
which is even a constant polynomial with respect to z.
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In summary we can guarantee that, with an appropriate choice of V j , the prefilters become FIR filters for p ≤ 3.
The above identity also shows that one way to obtain FIR filters would be to choose V2 such that rTV2 = rT as
then the rational term would vanish. However, if we write a matrix V as V = 1r y1T +W, then the condition V1 = y
implies that W1 = 0 and because of the invertibility of V we also must have that Wx 6= 0 for any x ∈ Rr such that
xT 1 = 0. Assuming that indeed VT 1 = 1 and VT r = r then leads to
1
(
1− y
T 1
r
)
= WT 1, r− y
T r
r
1 = WT r
which we multiply from the left by 1T to find that the eigenvector y must simultaneously satisfy the normalization
conditions
yT 1 = r, yT r = 1T r = 1LT 1 = r(r − 1)
2
, (21)
and this does not hold true in general. The Chui–Lian vector refinable function of approximation order 3 is an example
for that.
4. Algorithms and examples
Suppose we are given a refinable vector function of approximation order p in terms of its refinement mask A. Then
we perform the following steps to compute the symbol associated with the generic prefilter Mp from the input data
A(z) and p:
(1) Fix vectors xk , k ∈ Zr , satisfying (19) and let j = 0.
(2) Find the eigenvector y j corresponding to the eigenvalue 1 of the matrix 12A
T (1), and normalize it such that
yTj 1 = r .
(3) Construct V j as
V j = 1r y j 1
T +
r−1∑
k=1
xkxTk .
(4) Assign to AT (z) the new symbol BT (z) = 2D(z)V−1j AT (z)V j D−1(z2), let j = j + 1 and repeat step 2 while
j < p.
(5) Determine the symbol of the prefilter according to (7).
In the case r = 2, we only need and have, for any j ∈ Zp, that
V j = 12
[
2+ t j t j
−t j 2− t j
]
, (22)
where t j + 1 is the first component of the eigenvector y j . By means of (18) we can thus express the prefilter of order
2 as
M∗2(z) =
1
4
[
(−4+ t0t1 − 2t0)− t0t1 z−1 2t0
(−2t0 + t0t1 − 2t1)+ (2t1 − t0t1) z−1 4− 2t0
]
.
In the specific example of the Chui–Lian refinable function with approximation order p = 2, [2], whose symbol is
given by
A(z) = 1
4
[
2(z + 1)2 2(1− z2)√
7(z2 − 1) −√7+ 2z −√7z2
]
,
we get t0 = 1 and t1 = 43
√
7− 73 ; hence,
M∗2(z) =
1
12
[
25− 4√7 24
1− 4√7 24
]
+ 1
12
[
4
√
7− 7 0
4
√
7− 7 0
]
z−1.
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In the case of the Geronimo–Hardin–Massopust refinable function of approximation order p = 2, [3], with symbol
A(z) = 1
20
[
12(z + 1)2 16√2
(−1+ 9z + 9z2 − z3)√2 −6+ 20z − 6z2
]
,
we have t0 = 3− 2
√
2 and t1 = 12
√
2− 17; thus
M∗2(z) =
1
4
[
109− 74√2 6− 4√2
50
√
2− 71 4√2− 2
]
+ 1
4
[
70
√
2− 99 0
65− 46√2 0
]
z−1.
Finally, in the case of the Chui–Lian refinable function with approximation order p = 3 [2], whose refinement
equation has the coefficients
A0 =
[
10− 3√10 5√6− 2√15
5
√
6− 3√15 5− 3√10
]
, A1 =
[
30+ 3√10 5√6− 2√15
−5√6− 7√15 15− 3√10
]
,
A2 =
[
30+ 3√10 −5√6+ 2√15
5
√
6+ 7√15 15− 3√10
]
, A3 =
[
10− 3√10 −5√6+ 2√15
−5√6+ 3√15 5− 3√10
]
,
we have
t0 = 1, t1 = −43
√
6+ 4
3
√
15− 1,
t2 = −593 +
8
3
√
15− 8
3
√
6+ 16
3
√
10
and
M∗3(z) =
−
151
√
15
18
− 26
√
10
3
+ 199
√
6
18
+ 797
24
26
√
10
3
− 743
24
+ 145
√
15
18
− 193
√
6
18
151
√
6
18
− 103
√
15
18
− 10
√
10
3
+ 277
24
−145
√
6
18
− 271
24
+ 10
√
10
3
+ 97
√
15
18

+
−
289
24
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√
6
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+ 10
√
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3
+ 103
√
15
18
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√
6
18
+ 283
24
− 97
√
15
18
− 10
√
10
3
−289
24
− 151
√
6
18
+ 10
√
10
3
+ 103
√
15
18
145
√
6
18
+ 283
24
− 97
√
15
18
− 10
√
10
3
 z−1.
We conclude the section by mentioning that in all our examples also the symbols of the associated postfilters are matrix
Laurent polynomials, so no IIR filters are actually involved in the whole multiwavelet analysis/synthesis process. We
conjecture that this holds as a general result in the case of approximation orders 1, 2, 3. This aspect is still under
investigation.
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