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We derive analytic expressions for the two-body matrix elements in finite spherical quantum Hall
systems in terms of a general scalar interaction expressed as a sum over Legendre polynomials, and
we derive the corresponding pair pseudopotentials from these matrix elements. The relationship
between the effective spatial potential and the pseudopotential is one-to-one in this framework, and
we show how any complete model pseudopotential can be analytically inverted to give a unique
corresponding spatial potential. As an example, we find the spatial potential that produces a
harmonic pseudopotential and verify that it fails to break the angular momentum degeneracy of the
many-body quantum Hall system. We also include additional examples to demonstrate the use of
the inversion technique.
PACS numbers: 73.43.Cd, 02.30.Zz, 71.15.Dx
I. INTRODUCTION
The quantization of the quantum Hall system into
highly degenerate Landau levels is both very well un-
derstood and experimentally robust [1], and electrons in
a partially filled Landau level (LL) constitute the ulti-
mate example of a highly-interacting system. For very
strong magnetic fields, the Coulomb interaction and the
magnetic confinement are the dominant factors dictating
the collective electronic behavior in the system, and, in
comparison to many other strongly interacting systems,
the quantum Hall system is relatively simple to model.
But even though the model is not exceptionally compli-
cated, numerical calculations give strong enough agree-
ment with experimental results that the calculations are
treated as numerical experiments.
The quantum Hall system consists of electrons confined
to a very thin metallic plane in the presence of a per-
pendicular, strong magnetic field. For a system with N
electrons all in the same Landau level, the energy spec-
trum can be found by diagonalizing the effective two-
dimensional, two-body spatial interaction V (rij). The
spatial interaction is usually assumed to be the Coulomb
interaction, but it may also be modified by the z-direction
quantum well [2–5] or Landau level mixing [6–13]. Nu-
merical studies (e.g. [14, 15]) are also performed using
effective spatial potentials that nearly reproduce the de-
sired pseudopotential, the interaction energy of a pair of
particles as a function their combined angular momen-
tum [16, 17].
While it seems most natural to perform numerical
calculations using the same geometry as the experi-
mental system, calculations are frequently performed in
two other geometric configurations: on the surface of a
sphere, and on the surface of a torus. In this paper,
we will derive expressions for the pair interactions and
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the pseudopotential in the spherical geometry, which is
known as the Haldane sphere. The planar and spherical
systems are linked by a stereographic mapping [18], and
the pseudopotential on the sphere is equivalent the planar
pseudopotential (they are numerically indistinguishable
in the limit of the infinite sphere). Although the two sys-
tem topologies are locally equivalent, the Haldane sphere
is particularly useful because it lacks boundary condi-
tions and because calculations in the spherical system
can take full advantage of the well-developed mechanics
of angular momentum theory.
We will begin in section II of this paper by present-
ing the interaction matrix elements for particles in any
Landau level in the Haldane sphere model for a general
two-body scalar interaction, V (r12), expressed as a sum
over Legendre polynomials. The kth Legendre polyno-
mial in the sum will by weighted by a coefficient, Vk, and
the complete infinite set of Vk coefficients defines the po-
tential, and can be used to model finite width effects.
Although an infinite sum is necessary to completely de-
fine V (r) in general, the two-body matrix elements are
given by finite sums over angular momentum coupling co-
efficients times Vk coefficients, and Legendre polynomials
beyond a certain index, kmax, do not affect dynamics of
a given finite system. As a result, only a finite set of
Vk coefficients are necessary to completely express the
effective potentials for finite systems.
Section III will present the related analytic expression
for the Haldane pseudopotential in terms of these same
Vk parameters. While the properties of the monopole
harmonics, and the very closely related spin-weighted
spherical harmonic and Wigner D functions, are well-
described in the literature [19–23], direct expressions for
the two-body matrix elements are uncommon ([18] gives
the matrix elements in terms of the pseudopotential, but
only for the lowest LL; likewise, [24] sets up the two-
body matrix element integrals in much the same manner
as this paper, but leaves their evaluation to the reader).
Meanwhile, spherical pseudopotentials are generally pre-
sented without derivation, as in [15, 25] or are given for
only the lowest LL. We have included the details of both
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2derivations as appendices, primarily for archival interest.
In section IV, we will show that, for the restricted func-
tional space of a single Landau level in a finite spherical
system, there is a one-to-one functional relationship be-
tween the effective spatial potential of section II and the
finite single LL pseudopotential of section III. In other
words, for a single finite LL defined by a shell angular
momentum l, the effective spatial potential is defined by
the first 2l + 1 terms in the Legendre expansion while
the pseudopotential is comprised of 2l+1 terms. The re-
lationship between the effective potential and the pseu-
dopotential can be represented as an invertible matrix
equation. We demonstrate how this matrix equation can
be analytically inverted to give the unique effective spa-
tial potential as a function of the terms of the pseudopo-
tential, and will discuss limitations of the method.
In section V, as a demonstration of the inversion tech-
nique presented in section IV, we take a general Har-
monic pair pseudopotential, a pseudopotential of the
form VH(L) = a+ bL(L+1), and analytically invert it to
recover the effective spatial potential that produces the
Harmonic pseudopotential. This particular pseudopoten-
tial is interesting because, as proven by Wo´js and Quinn
[26, 27] it does not split the energy degeneracy of N -
particle states with the same total angular momentum
L, and serves as a boundary between systems exhibiting
Laughlin or non-Laughlin correlations. This section will
verify the theorem by Quinn and Wo´js, will connect their
work to the work of Johnson [28, 29], and will provide ad-
ditional insight into why the theorem is valid.
And finally in section VI, we will use several examples
to demonstrate the inversion procedure. We will use this
section primarily to draw attention to issues that may
arise during numerical calculations and to show how to
get a useful spatial potential for reasonable model pseu-
dopotentials.
II. MATRIX ELEMENTS
Before defining the two-particle interaction matrix el-
ements, we will first briefly review the single-particle so-
lutions on the Haldane sphere. The model consists of
a spherical metallic shell centered around a Dirac mag-
netic monopole of strength 2Qφ0, where φ0 = hc/e is the
fundamental magnetic flux quantum, and Q is an inte-
ger or half-integer. The resulting uniform magnetic field
at the sphere’s surface is B = 2Qφ0/4piR
2
sRˆ, where Rs
is the radius of the sphere. The resulting single-particle
Hamiltonian is given by
Hˆ0 =
1
2mR2s
(ˆ
l2 −Q2
)
(1)
Here, lˆ is the standard angular momentum operator.
The single particle solutions to the Schro¨dinger equation
Hˆ0ψ = Eψ are known as the monopole harmonics, YQ,l,m
or |Q, l,m〉. They are defined in the papers by Wu and
Yang [19, 20] in terms of the rotation functions defined
in reference [30]. The quantum numbers l and m are the
standard shell-angular momentum and azimuthal quan-
tum numbers, respectively, with
lˆ2|Q, l,m〉 = ~2l(l + 1)|Q, l,m〉
lˆz|Q, l,m〉 = ~m|Q, l,m〉
Hˆ0|Q, l,m〉 = ~ωc
2Q
[
l(l + 1)−Q2] |Q, l,m〉, (2)
where ωc = eB/mc is the cyclotron frequency (in CGS
units). The gth Landau level is defined by the shell an-
gular momentum l = Q+ g with g ≥ 0, and each energy
level is (2l+1)-fold degenerate in the azimuthal quantum
number, m.
Particles, typically electrons, are assumed to interact
in this system according to a general two-body scalar
potential, V (|r1 − r2|) = V (r12), such as the Coulomb
potential. In the ideal quantum Hall system, the metal-
lic sheet is infinitely thin, so that in the Haldane model,
|r1| = r1 = r2 = |r2|, but in reality, the sheet has a fi-
nite thickness, and the particles are trapped by a narrow
potential well. The full two-body matrix element con-
sists of a radial and an angular part. For a thin sheet,
all particles lie close enough to the ideal spherical shell
with radius Rs that the magnetic field remains constant
for all particles in the model, and the angular solutions
are the monopole harmonics sharing the same monopole
strength, 2Q.
As long as the thin-sheet approximation is good, we
can express any scalar central interaction, V (r12), as a
function of the particles’ angular separation, θ12 on the
Haldane sphere. The potential can then be written as an
infinite sum over Legendre polynomials, where the kth is
weighted by a coefficient Vk:
V (θ12) =
(
e2
4piλ0
)
1√
Q
∞∑
k=0
VkPk(cos θ12). (3)
The set of Vk coefficients can be used to represent any ar-
bitrary scalar potential, and can be used to incorporate
finite well width effects. Here, we have chosen to have
the Vk coefficients be unit-less, and so have factored out
e2/(4piRs) = e
2/(4piλ0
√
Q), where  is the dielectric
constant of the material, and λ0 =
√
~c/eB is the mag-
netic length. We have also absorbed the factor of (2k+1)
of [30] into each of the Vk coefficients of equation (3). The
most common choice for the Vk is Vk = 1 for all values
of k, which gives the pure Coulomb potential.
Using these constants to define the potential, the full
two-body matrix element in units of the Coulomb energy,
e2/(4piλ0), is
〈l′1,m′1; l′2,m′2|V (r12)|l1,m1; l2,m2〉 =
1√
Q
∞∑
k=0
Vk〈l′1,m′1; l′2,m′2|Pk(cos θ12)|l1,m1; l2,m2〉. (4)
The monopole strength quantum number, Q, is the same
for all states because all particles are embedded in the
3same Haldane surface with the same constant magnetic
field, and it has been dropped from the state vectors
here for brevity. Note that we have made no assump-
tions about the symmetry of the particles in this system:
the state vector |l1,m1; l2,m2〉 is neither explicitly sym-
metric nor antisymmetric, and for the full calculation of
matrix elements, the wave function symmetry must also
be considered. Since we have not imposed any symmetry
considerations, our derived equations can be applied to
indistinguishable fermions and bosons and also to distin-
guishable particles (for example, electron-hole pairs).
Evaluating equation (4) requires standard angular mo-
mentum theory, but special care must be taken because
the monopole harmonics behave similarly, but not identi-
cally to the more familiar spherical harmonics. We show
the details of the derivation in appendix A. The resulting
two-body matrix element is proportional to a finite sum
over Wigner 3J symbols times the Legendre polynomial
coefficients, Vk:
〈l′1,m′1; l′2,m′2|V (r12)|l1,m1; l2,m2〉 =
l¯(−1)η√
Q
kmax∑
k=0
Vk
[(
l′1 k l1
−m′1 −m m1
)(
l′1 k l1
−Q 0 Q
)
×
(
l′2 k l2
−m′2 m m2
)(
l′2 k l2
−Q 0 Q
)]
.
(5)
The value of l¯ is given by l¯ =
[(2l′1 + 1)(2l1 + 1)(2l
′
2 + 1)(2l2 + 1)]
1
2 , and η is given by
η = 2Q+m2′+m1+ l′1+ l
′
2+ l1+ l2. The matrix element
is given in units of the Coulomb energy, e2/4piλ0, where
λ0 =
√
~c/eB. In addition, because the 3J symbols are
non-zero only when the upper three indices satisfy the
triangle condition, |l′1 − l1| ≤ k ≤ l1 + l′1, the infinite
sum over k in equation (4) terminates after k becomes
too large. The triangle inequality requirement reduces
the infinite sum over k to a finite sum up to kmax,
where kmax is the largest integer that satisfies both
kmax ≤ l1 + l′1 and kmax ≤ l2 + l′2.
Although the potential V (θ12) is defined in equation
(3) as an infinite sum over Legendre polynomials, only
a finite number of terms of that sum actually contribute
to configuration interaction matrix element calculations.
The effective potential of any finite system, then, is the
sum over the finite set of Legendre polynomials that ac-
tually affect the particle dynamics,
Veff (θ12) =
(
e2
4piλ0
)
1√
Q
kmax∑
k=0
VkPk(cos θ12), (6)
where kmax is determined by the triangle inequalities
based on Q and the LLs of the specific system.
The effective potential given by equation (6) versus
angle or inter-particle distance will often exhibit oscilla-
tory ringing behavior. For example, consider the matrix
element calculations of the pure Coulomb potential for
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FIG. 1: The effective Coulomb potential for a finite
system as a function of the angular particle separation,
θ, using equation (6) with kmax = 50, and Vk = 1 for all
allowed k. The genuine Coulomb potential, V (r) = 1/r
is shown in black, where r is the chord distance between
particles, given in terms of θ as r/R = 2 sin(θ/2), where
R is the radius of the sphere. The effective Coulomb
potential exhibits ringing in all non-infinite systems, but
the minor oscillations do not affect the matrix element
calculations for finite systems and are an artifact of
performing calculations in a non-infinite system.
electrons confined to the nth Landau level in a finite sys-
tem defined by a non-infinite shell angular momentum,
l = n+Q. The true Coulomb potential is given by equa-
tion (3) with Vk = 1 for 0 ≤ k < ∞, but in equation
(5), no terms of the sum beyond kmax = 2l contributes
to the matrix element calculation due to the the orthogo-
nality properties of the angular momentum coupling co-
efficients. The plot of the effective Coulomb potential
for any non-infinite system is apparently oscillatory, and
will fail to precisely match the exact Coulomb potential
(see figure ??), but this non-matching is irrelevant to the
particle dynamics in the finite system.
III. THE PAIR PSEUDOPOTENTIAL
On the Haldane sphere, the pair pseudopotential,
V (L), is the interaction energy of a pair of particles as a
function of their pair angular momentum, L. The pseu-
dopotential contains the same information as the spa-
tial interaction, V (r12), and can be used in its place to
perform calculations. The pseudopotential is defined on
the Haldane sphere by using standard angular momen-
tum coupling to expand the monopole harmonics into the
4coupled basis,
|l1,m1; l2,m2〉 =∑
L,M
|l1, l2;L,M〉〈l1, l2;L,M |l1,m1; l2,m2〉, (7)
where again, the monopole quantum number Q has been
dropped from the state vectors for brevity. Equation
(7) is analogous to equation (3.5.2) in [30], except that
the angular momentum eigenvectors, |l1, l2;L,M〉, are
coupled monopole harmonics instead of coupled spheri-
cal harmonics. The expression 〈l1, l2;L,M |l1,m1; l2,m2〉
is equal to an ordinary Clebsch-Gordan coefficient [19].
Note here that the coupled states are neither explicitly
symmetric nor antisymmetric: as in the previous sec-
tion, particle exchange and wave function symmetry are
not included in the derivation. A brief discussion of the
symmetric and antisymmetric pair functions has been in-
cluded in appendix B.
The evaluation of a matrix element like equation (4)
can be performed by expanding the pair functions in the
coupled basis using (7). The resulting matrix element
equation contains the expression
〈l′1, l′2;L′,M ′|V (r12)|l1, l2;L,M〉 =
1√
Q
∞∑
k=0
Vk〈l′1, l′2;L′,M ′|Pk(cosθ12)|l1, l2;L,M〉, (8)
which gives the pseudopotential for the gth LL when eval-
uated for l1 = l2 = l
′
1 = l
′
2 = Q+ g. The general expres-
sion for the pseudopotential for the unmodified Coulomb
potential has been previously given by [25], but is pre-
sented there without a derivation. We have included the
details of the derivation in appendix C. The pseudopo-
tential for particles in any LL without regard to the par-
ticle symmetry is given in terms of the Wigner 3J and 6J
symbols by the following equation:
〈l′1, l′2;L′,M ′|V (r12)|l1, l2;L,M〉 = δL,L′δM,M ′
l¯(−1)η√
Q
×
kmax∑
k=0
Vk
{
L l′2 l
′
1
k l1 l2
}(
l′1 k l1
−Q 0 Q
)(
l′2 k l2
−Q 0 Q
)
.
(9)
Here, η = 2Q+L+2l1+l2+l
′
2, δ is the standard Kronecker
delta, and l¯ = [(2l′1 + 1)(2l1 + 1)(2l
′
2 + 1)(2l2 + 1)]
1
2 .
The value of kmax is determined by the triangle inequal-
ities for the sets {l′1, k, l1} and {l′2, k, l2} as it was in sec-
tion II.
Most often, the pseudopotential is desired only for par-
ticles all in the same LL, with l1 = l
′
1 = l2 = l
′
2 = l. In
this case the pseudopotential without regard to particle
symmetry is given by
VQ,l(L) =
(−1)2Q+L√
Q
(2l + 1)2
×
2l∑
k=0
Vk
{
L l l
k l l
}(
l k l
−Q 0 Q
)2
. (10)
Equations (9) and (10), like equation (5), are given by
finite sums over angular momentum coupling coefficients
times the Vk coefficients defining an effective spatial po-
tential in a finite system. Although VQ,l(L) is a function
of Q and l, these are constants for a single Landau level
in a specific Haldane sphere system, and the pseudopo-
tential on the sphere approaches the pseudopotential on
the infinite plane asymptotically as Q approaches infinity
(i.e. for an infinite sphere). Since Q and l do not vary in
a given problem, they can be dropped as labels for V (L)
in (10), assuming they are known from context. More im-
portantly, the pseudopotential is independent of M and
diagonal in L and M as a result of the Wigner-Eckart
theorem.
IV. INVERTING THE PSEUDOPOTENTIAL
Given a complete set of 2l + 1 Vk coefficients defining
the effective potential for a single LL according to (6) we
can evaluate the full pseudopotential VQ,l(L) for particles
in the same Landau level. It is also possible to solve the
inverse problem: given a complete pseudopotential for a
single given LL (that is, the set of all 2l + 1 values of
the pseudopotential for 0 ≤ L ≤ 2l), we can solve for the
set of 2l+ 1 Vk coefficients of the effective potential that
produce that pseudopotential. This can easily be seen if
we rewrite equation (10) as a matrix equation,
VL = ML,kVk (11)
where VL is a column array of the 2l+1 pseudopotential
values of the nth LL, Vk is a column array of the 2l + 1
Vk coefficients defining the effective spatial potential, and
ML,K is an invertible (2l + 1) by (2l + 1) dimensional
matrix. From the form of equation (11), it is clear that a
unique effective potential can be found for a completely
defined pseudopotential simply by multiplying both sides
by M−1 from the left.
Although the 2l + 1 Vk coefficients of the effective po-
tential could be calculated from V (L) by numerically in-
verting equation (11), the solution to this inverse prob-
lem can also be found analytically by using one of the or-
thogonality properties of the 6J symbols, equation (6.2.9)
from reference [30]:
∑
j
(2j + 1)(2j′′ + 1)
{
j1 j2 j
′
j3 j4 j
}{
j3 j2 j
j1 j4 j
′′
}
= δj′,j′′
(12)
5We introduce a new dummy variable, j, to (10) by
multiplying both sides by a function of L and j to yield
VQ,l(L)
[
(−1)−L(2L+ 1)(2j + 1)
{
l l j
l l L
}]
=
1√
Q
(2l + 1)2(−1)2Q
2l∑
k=0
[
Vk
(
l k l
−Q 0 Q
)2
× (2L+ 1)(2j + 1)
{
l l j
l l L
} {
l l L
l l k
}]
. (13)
Taking the sum of both sides of (13) over all allowed
values of L and applying the orthogonality property of
equation (12) gives
2l∑
L=0
VQ,l(L)
[
(−1)−L(2L+ 1)(2j + 1)
{
l l j
l l L
}]
=
1√
Q
(2l + 1)2(−1)2Q
×
2l∑
k=0
Vk
(
l k l
−Q 0 Q
)2
δk,j . (14)
The Kronecker delta in (14) collapses the sum over k.
Replacing the dummy variable j with the more familiar
k, the Vk coefficients can be calculated directly as a sum
over pseudopotential values times vector coupling coeffi-
cients,
Vk =
√
Q
(2l + 1)2
(−1)2Q
(
l k l
−Q 0 Q
)−2
×
2l∑
L=0
VQ,l(L)(−1)L(2L+ 1)(2k + 1)
{
l l k
l l L
}
. (15)
Since L must be an integer for particle pairs in this sys-
tem, we have included the minor simplification (−1)−L =
(−1)L. It is simple enough to verify that equation
(15) properly inverts a Coulomb pseudopotential, where
Vk = 1 for all k ≤ 2l and VQ,l(L) is calculated using
equation (10).
If we consider only finite systems and isolated LLs, it
is clear from equations (11) and (15) that the relation-
ship between the effective spatial potential (defined by
the truncated, Vk-weighted sum of the first 2l+ 1 Legen-
dre polynomials) and the pseudopotential (with all 2l+1
terms, including both even and odd values of L) is one-to-
one. In other words, a completely defined pseudopoten-
tial corresponds to a unique effective potential for finite
systems.
However, in many cases, the complete pseudopoten-
tial behavior is not necessary for predicting the dynam-
ics of the system. For example, a pair of spin polarized
electrons in the same LL, must have a spatially anti-
symmetric wave function, and their pair angular momen-
tum must necessarily follow the rule 2l − L = R = odd.
The interaction behavior of such an electron pair is unaf-
fected by changes to the even R pseudopotential terms,
and there are any number of pseudopotentials with dif-
fering even R values that produce the same electronic be-
havior. While the inversion of a completely defined pair
pseudopotential gives a unique spatial potential, there
are an infinite number of pseudopotentials with identi-
cal odd R values but differing even R that produce the
same spin-polarized electron behavior. Unfortunately, in-
verting different pseudopotentials with different even R
behavior will yield different spatial potentials, and it is
not possible in general to predict any specific form for all
spatial potentials with matching values of the odd val-
ues of R only. However, incorporating realistic values
of the pseudopotential for the even values of R for the
purpose of finding a realistic spatial potential should not
prove too great of a difficulty when modeling electronic
systems.
Because inverting the pseudopotential constitutes in-
verting a two-dimensional matrix, it is difficult to predict
in general which types of spatial potentials will yield spe-
cific types of pseudopotential, but when it is possible in
certain cases to invert a somewhat generalized pseudopo-
tential to yield a class of spatial potentials. Of particular
interest is the harmonic pseudopotential, a pseudopoten-
tial given by V (L) = A + BL(L + 1), where A and B
are arbitrary constants. The harmonic pseudopotential
is of particular note because it does not break the angular
degeneracy of the system. It also serves as the pseudopo-
tential that separates Laughlin correlated behavior from
non-Laughlin correlated behavior [26, 27].
V. HARMONIC PSEUDOPOTENTIALS
Beginning with an arbitrary harmonic pseudopoten-
tial, VQ,l(L) = A+BL(L+ 1) in the g
th Landau level on
a Haldane sphere defined by Q, with l = Q+ g, it is sim-
ple enough to directly calculate the Vk coefficients for all
values of k, 0 ≤ k ≤ 2l using (15). But, just as in the case
of the analytic inversion of the pseudopotential presented
in section IV, the values of Vk can also be found using the
orthogonality properties of the 6J symbols. We first use
the following identities from table 5 and equation (6.3.2)
of reference [30] to express the pseudopotential in terms
of 6J symbols:
{
a b c
1 c b
}
= (−1)a+b+c+1
× 2 [b(b+ 1) + c(c+ 1)− a(a+ 1)]
[2b(2b+ 1)(2b+ 2)2c(2c+ 1)(2c+ 2)]
1/2{
j1 j2 j3
0 j3 j2
}
= (−1)j1+j2+j3 [(2j2 + 1)(2j3 + 1)]−1/2 .
(16)
6With equations (16), the harmonic pseudopotential can
be expressed as a sum over only two 6J symbols,
(−1)LVQ,l(L) = (−1)L [A+BL(L+ 1)]
= c0
{
l l 0
l l L
}
+ c1
{
l l 1
l l L
}
,
c0 = [A+B2l(l + 1)] (−1)2l(2l + 1),
c1 = B(−1)2ll(2l + 1)(2l + 2). (17)
Substituting (17) into equation (15) and applying the
orthogonality property of equation (12) gives the full set
of Vk coefficients,
Vk =
√
Q
(2l + 1)2
(−1)2Q
(
l k l
−Q 0 Q
)−2
× [c0δk,0 + c1δk,1] , (18)
where δk,i is the standard Kronecker delta. In other
words, any harmonic pseudopotential VQ,l(L) = A +
BL(L+ 1) can be written in spatial coordinates in terms
of the first two Legendre polynomials alone, or equiva-
lently, V (rij) = a+ bri · rj , where a and b are constants.
This result has been found on the surface of the Hal-
dane sphere, but mapping this result to the infinite plane
does not change the form of V (r12) because the map-
ping is stereographic (angle-preserving) and, at most, re-
sults in different scaling constants, a and b. Solving the
N -particle planar system in the presence of a harmonic
pseudopotential offers an alternative confirmation of the
harmonic pseudopotential theorem of Wo´js and Quinn
[26, 27] and links their works to Johnson’s work on the
spatial harmonic potential [28, 29].
For the planar quantum Hall system, N identical elec-
trons are confined to the two-dimensional x-y plane in
the presence of a perpendicular magnetic field, B = Bzˆ.
In the symmetric gauge, Ai =
1
2 (B×ri) is the vector po-
tential for the ith electron, and the single-electron Hamil-
tonian is
Hˆ0,i =
1
2m
p2i +
1
2
mΩ2cr
2
i + ΩcLˆz,i, (19)
where Ωc is one-half the cyclotron frequency, ωc =
eB/mc. The single-particle solutions of the Schro¨dinger
equation, ψn,m(r), are quantized into Landau levels de-
fined by the quantum numbers n and m, with n ≥ 0 and
energies given by
En,m = ~Ωc(2n+ 1 +m+ |m|). (20)
The gth Landau level, LLg, is defined by all single particle
states with the same energy, Eg = ~Ωc(2g+ 1). Each LL
is highly degenerate in states with n = g and m ≤ 0, but
for g > 0, the LL also contains states with 0 ≤ n < g and
0 < m ≤ g. For example, because LL1 contains all single-
particle states with energy E = ~Ωc, it includes infinitely
many states with n = 1 and m ≤ 0 in addition to one
state with n = 0 and m = 1. While it would be conve-
nient to consider only negative-m states, the positive-m
states must also be included in our analysis for all but
the lowest LL.
The corresponding N-particle problem is not analyti-
cally solvable for a general interaction potential, but it is
in the case of a harmonic spatial potential [28, 29]. We
have already shown that the harmonic pseudopotential
VH(Lij) = A + BLij(Lij + 1) is equal to a spatial po-
tential VH(rij) = a + bri · rj in the planar system. The
resulting problem can be more simply solved in a refer-
ence frame rotating at half of the cyclotron frequency.
The Hamiltonian in this frame is
Hˆ =
N∑
i=1
p2i
2m
+
[
1
2
mΩ2c −
b
2
] N∑
i=1
r2i
+
a
2
N(N − 1) + b
2
N∑
all i,j
ri · rj . (21)
We can rewrite (21) in terms of one center of mass coor-
dinate, ξ1, and N − 1 relative coordinates, ξ2, ξ3, . . . , ξN .
If we chose orthonormal coordinates such that
N∑
i=1
r2i = ξ
2
1 +
N∑
α=2
ξ2α and ξ1 =
1√
N
N∑
i=1
ri, (22)
then (21) separates as
Hˆcm =
p21
2m
+
1
2
mΩ21ξ
2
1 +
a
2
N(N − 1),
Hˆrel =
N∑
α=2
p2α
2m
+
1
2
mΩ2
N∑
α=2
ξ2α, (23)
where we have chosen 12mΩ
2
1 =
1
2mΩ
2
c +
1
2 (N − 1)b and
1
2mΩ
2 = 12mΩ
2
c − 12b. Note that, while the choice of
the center of mass coordinate is unique, there are many
possible choices for defining the relative coordinates. Re-
gardless of the choice of relative coordinates, all relative
normal modes share the same oscillator frequency, Ω, as
is the case in other harmonic systems [31]. The ener-
gies of the center of mass and relative coordinates in this
rotating frame are
Ecm,rotating = ~Ω1(2n1 + 1 + |m1|) + a
2
N(N − 1),
Erel,rotating = ~Ω
N∑
α=2
(2nα + 1 + |mα|). (24)
Rotating back to the laboratory frame introduces a factor
of 12~Ωcmα for each normal mode,
Ecm,lab =~Ω1(2n1 + 1 + |m1|+m1)
+
a
2
N(N − 1) + ~(Ωc − Ω1)m1,
Erel,lab =~Ω
N∑
α=2
(2nα + 1 + |mα|+mα)
+ ~(Ωc − Ω)
N∑
α=2
mα. (25)
7While the total azimuthal angular momentum of the sys-
tem, Mtotal =
∑N
i=1mi is unchanged by the transfor-
mation to normal modes, the Landau level occupancy of
the normal modes need not match the LL occupancy in
the independent particle picture. For example, if we take
N particles all in the gth LL in the independent parti-
cle picture and transform to normal modes, the normal
modes may not all lie within LL g, even in the absence
of interactions.
Now, consider two different states in the absence of
interactions, Ψ and Ψ′, each with N electrons all in the
same Landau level in the independent particle picture.
Assume they both have the same center of mass energies
in the non-interacting system with mcm = m
′
cm. Because
all N particles lie in the same Landau level, the total
initial energies are the same, E0 = E
′
0. Since E = Ecm +
Erel, the initial relative energies are also the same, and
in terms of the normal mode quantum numbers,
(2n1 + 1 +m1 + |m1|) = (2n′1 + 1 +m′1 + |m′1|),
N∑
α=2
(2nα + 1 +mα + |mα|) =
N∑
α=2
(2n′α + 1 +m
′
α + |m′α|).
(26)
If we then turn on a harmonic interaction potential, the
difference in the energies of Ψ and Ψ′ is
E − E′ = ~(Ω− Ωc)(Mrel −M ′rel), (27)
where Mrel is the sum of the azimuthal quantum num-
bers, mα, of the relative coordinates. According to (27),
a harmonic pseudopotential will separate the energies of
the initial states with different relative azimuthal angu-
lar momenta, Mrel, but will not break the degeneracy of
states with the same Mrel.
Mapping this result back to the sphere for compari-
son to the harmonic pseudopotential theorem is straight-
forward because the relative, center of mass, and total
azimuthal quantum numbers, Mrel,Mcm, and Mtotal, re-
spectively, connect to the total N -particle angular mo-
mentum L, the total azimuthal angular momentum Lz,
and the shell angular momentum l on the sphere by way
of the following relations [18, 32]:
Mtotal = Nl + Lz, Mrel = Nl − L, Mcm = L+ Lz.
(28)
Since l is a constant for N particles in the same Lan-
dau level, the result in (24) when mapped back to the
sphere indicates that a harmonic pseudopotential does
not break the degeneracy of N -particle states with the
same total angular momentum, L. The difference be-
tween the planar system and the spherical system is that
states with different Mcm and equivalent Mrel will have
different energies on the plane, whereas the azimuthal
quantum number Lz does not affect the energy on the
sphere.
The harmonic pseudopotential is of particular inter-
est because it is a dividing line between two major cat-
egories of electron correlations, Laughlin and pairing. A
pseudopotential that increases more rapidly than a har-
monic pseudopotential for the highest allowed pair an-
gular momenta will cause the electrons to avoid form-
ing pair states with the highest angular momentum. In
such a system, the lowest energy states, then, will be
Laughlin correlated. In contrast, if the pseudopotential
increases less rapidly than a harmonic pseudopotential
for high pair angular momenta, electrons in the system
will favour pairing, an the lowest energy states will be
pair correlated.
VI. EXAMPLES
In general, any pseudopotential for a single finite Lan-
dau level can be inverted to give a corresponding effective
spatial potential according to the procedure of section IV.
However, in some cases, calculation of the effective spatial
potential coefficients can lead to spatial potentials that
are difficult to interpret. Sometimes, the calculated Vk
coefficients will be dramatically large for the larger values
of k. The resulting effective potential from equation (6)
will exhibit strong ringing, and such extreme oscillations
in the plot of the potential as a function of θ12 or r12 are
naturally difficult to interpret as a realistic model spatial
potential.
Fortunately, this ringing behavior is often a result of
one of several factors that can be addressed directly. We
will discuss these factors in the following subsections us-
ing examples that show how to interpret the effective po-
tential when such strong ringing appears in an inversion
calculation.
A. Numerical Error
The first and most important possible source of strong
spatial potential oscillations is numerical inaccuracy. As
mentioned in section IV, it is straightforward to analyt-
ically invert a Coulomb pseudopotential. If the pseu-
dopotential terms for a given LL are evaluated exactly
without numerical approximations according to equation
(10), then substituting these values into equation (15)
gives the Vk coefficients as large analytic sums over exact
terms. The analytic sums can be evaluated algebraically
without numerical approximations, and the resulting Vk
coefficients will simplify to Vk = 1 for all 0 ≤ k ≤ 2l, as
expected.
However, if the terms of the Coulomb pseudopoten-
tial are first calculated numerically, the sums of equation
(15) may diverge, sometimes wildly, from the expected
results due to rounding errors. Unlike the sums of equa-
tion (10), the sums in (15) often feature the addition
and subtraction of very large numbers, the majority of
which nearly cancel one another. If the computer does
not store enough digits of the approximate terms in equa-
tion (15), then the computer’s summation will be domi-
nated by numerical rounding error. This particular error
8appears most dramatically for the coefficients with larger
k, for which the 3J symbols in the denominators of equa-
tion (15) are sometimes very small. For example, in a
typical machine-precision, floating-point calculation us-
ing the pseudopotential in the lowest LL for Q = 30,
equation (15) gives Vk ≈ 1 to within 6 significant figures
for the first 38 terms. The following several terms are
also near 1, but then diverge wildly from 1 dramatically
until the final term, V60 ≈ −1.80599 × 1018. A plot of
an effective potential using these coefficients will be dra-
matically oscillatory and obviously does not accurately
reflect the Coulomb potential.
This issue can be very simply dealt with by simply per-
forming calculations using sufficient numerical accuracy.
In the Q = 30 system, for example, the correct result is
recovered by enforcing an appropriate level of numerical
accuracy. Numerical inaccuracies of this type can also
be reduced in some cases by combining and simplifying
large sums of fractions arithmetically before evaluating
the expressions numerically, although this method is not
always sufficient or helpful.
B. Discontinuous potentials
A second source of potential ringing occurs when the
pseudopotential represents a discontinuous or cusped po-
tential. While the partial wave expansion can be used
to describe any number of smooth, continuous spatial
potentials, functions with discontinuities or sharp cusps
are less well represented by a sum over Legendre poly-
nomials, and their expansions typically show very strong
ringing. The canonical example of such a discontinu-
ous function would be the hard sphere or delta function
pseudopotential, Vδ(L) = δ2l−L,1, for which the Laughlin
wave function is famously a solution[16]. Inverting this
pseudopotential in the lowest LL yields a set of Vk coeffi-
cients that become increasingly negative with increasing
k starting with the very first term, as shown in figure 2
for the Q = 20 system. The resulting effective poten-
tial is extremely oscillatory, but in this case the extreme
ringing is the most accurate possible representation of the
effective potential in terms of partial waves. The extreme
oscillations arise because the actual effective potential is
too sharp to approximate well with a non-infinite partial
wave expansion.
While it is difficult to describe the resulting effective
potential exactly based on the appearance of the plot,
the potential behavior can be examined indirectly by nu-
merical integration of the effective potential over small
angles. The potential is very strong in the very small
θ12 regime and weak for larger θ12 in relatively small fi-
nite systems, and this behavior becomes more dramatic
with increasing system size. In other words, a true delta
function pseudopotential likely arises from a pure delta
spatial potential, V (θ12) ∝ δ(θ12), and the extreme oscil-
lations of the spatial potential arise because finite partial
wave expansions are ill suited to express discontinuous
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FIG. 2: The Vk coefficients for Q = 20 corresponding to
a delta pseudopotential, Vδ(L) = δ2l−L,1 in the lowest
Landau level. A plot of the resulting Veff (θ) is too
extremely oscillatory to be informative. The extreme
ringing here arises because the spatial potential that
produces a delta pseudopotential is too sharp to be
modeled well by a partial wave expansion.
functions such as a hard shell spatial potential.
C. Sensitivity of high-Vk terms
Even if numerical accuracy has been addressed and the
pseudopotential is not the result of a discontinuity, the
highest k terms of the inversion are very sensitive to mi-
nor variations in the pseudopotential, and this sensitivity
is a third cause of strong ringing. Ringing of this type
can be reduced by either restricting the finite system size
or by simply ignoring the divergent high-k Vk coefficients.
For example, consider a Gaussian pseudopotential in
the lowest Landau level, VGauss(L) = 0.9× 2−0.5(2Q−L)2 ,
which is on roughly the same scale as the Coulomb pseu-
dopotential. Inverting this pseudopotential for a Q = 30
system in LL0 gives Vk values that appear to asymptoti-
cally approach zero until around k = 45 after which they
diverge from zero. As before, an effective pseudopoten-
tial with large coefficients for large k is highly oscillatory,
but a great deal of these terms can be avoided by simply
reducing the system size. Inverting the same pseudopo-
tential for a Q = 20 system gives the same behavior as
the Q = 30 but lacks any highly divergent larger k terms.
By considering the Q = 20 system instead of the larger
Q = 30 system, it can be seen that a Gaussian pseudopo-
tential is produced by a softened repulsive step function,
as shown in figure 3.
An even simpler way to eliminate ringing to examine
the form of the pseudopotential is to simply ignore the
divergent high-k terms of the effective potential. For
example, when inverted in a Q = 30 LL0 system, the
exponential pseudopotential Vexp(L) = 0.15 + e
(−2Q+L)
Vk coefficients are well-behaved and asymptotically ap-
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FIG. 3: The Vk coefficients (inset) and the resulting
effective spatial potential (black curve), Veff (θ) for the
Gaussian pseudopotential
VGauss(L) = 0.9× 2−0.5(2Q−L)2 in the lowest Landau
level for Q = 20. The Coulomb potential for the Q = 20
system is shown in grey for comparison.
proach 0 for 0 ≤ k ≤ 54, but diverge for higher values
of k (e.g. V59 = 3.20112 × 105). This spatial potential
is, as expected, highly oscillatory, but if we simply ig-
nore the last 6 Vk coefficients in the effective potential
sum, the resulting plot is very well-behaved (see figure 4.
We can verify that these high-k terms are not contribut-
ing strongly to the actual pseudopotential behavior by
computing the pseudopotential twice with equation (10),
once using all calculated Vk coefficients, and once using
the same Vk coefficients with the final six divergent coeffi-
cients set to zero. The resulting pseudopotentials are not
numerically identical, but their differences are extremely
small, on the order of 10−28 or less for all values. The
high Vk terms are numerically highly sensitive to very mi-
nor changes to the pseudopotential, but contribute little
to the pseudopotential, and can be safely ignored when
the general asymptotic behavior is clearly demonstrated
by earlier Vk terms.
VII. CONCLUSIONS
The Haldane spherical geometry is particularly use-
ful because it allows us to take full advantage of the
well-understood theories of angular momentum algebra,
as we have shown in the derivations here. Describing
the spatial potential in terms of a partial wave expan-
sion enables the modeling of a general spatial potential
rather than only the Coulomb potential. While obvi-
ously the Coulomb potential describes the actual inter-
actions between particles in the quantum Hall system,
additional system properties can be incorporated into a
modified Coulomb potential as an approximation to the
actual experimental conditions. In particular, as indi-
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FIG. 4: The Vk coefficients (inset) and the resulting
effecitve spatial potential (black curve), Veff (θ) for the
exponential pseudopotential Vexp(L) = 0.15 + e
(−2Q+L)
in the lowest Landau level for Q = 30. The Vk values
for k ≥ 55 are too divergent to be shown to scale and
are set to zero to give the effective potential plot shown
here. These divergent high-k coefficients are overly
sensitive to minor numerical changes to the
pseudopotential and setting them equal to zero changes
the pseudopotentials very little. The Coulomb potential
for the Q = 30 system is shown in grey for comparison.
cated in section II, the experimental system is only nearly
two-dimensional, and the effect of the third-dimension
confinement can be incorporated into the perfectly two-
dimensional model as a modification to the Coulomb po-
tential through the Vk coefficients. The connection be-
tween the spatial potential and the physical confinement
suggests a way to tune the system behaviors in the quan-
tum Hall effect, and it may be possible to select specific
third-dimensional confinements to produce the set of Vk
parameters that would alter the system behavior in de-
sired ways.
In addition, by connecting the spatial potential to the
pseudopotential, we also are able to describe any desired
model pseudopotential in terms of the spatial potential
and the Vk parameters. This technique could be use-
ful for producing appropriate model spatial potentials
used in quantum Monte Carlo simulations of the quan-
tum Hall effect. In addition, connecting the spatial po-
tential and pseudopotential allows us to show why the
harmonic pseudopotential fails to break angular momen-
tum degeneracy in the quantum Hall system, in confir-
mation of the harmonic pseudopotential theorem. It is
also interesting to note that, in the case of non-harmonic
pseudopotentials, a specific pseudopotential will be pro-
duced by different spatial functions in different Landau
levels.
While the pseudopotential is generally given in terms
of the pair interactions, it is also possible to describe
the three-body interactions in a similar way with the
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three-body pseudopotential. For example, the famous
Moore-Read wave function is a many-body solution to
a three-body, rather than a two-body, pseudopotential.
Ideally, we would like to be able to invert the three-body
pseudopotentials in order to obtain the two-body pseu-
dopotentials through a similar analytic process as pre-
sented in section IV, but the situation is rather more
complicated and requires the use of the coefficients of
fractional parentage. Additionally, not all hypothetical
three-body pseudopotentials can be constructed from a
two-body pseudopotential, so a three-body pseudopoten-
tial inversion is likely to be of less use.
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Appendix A: Details of the two-body matrix
element derivation
Evaluating the matrix element of equation (4) for each
value of k requires the separation of variables for particles
1 and 2, which can be done using the spherical harmonic
addition theorem, equation (4.6.6) in [30],
Pk(cos θ12) =
4pi
2k + 1
k∑
m=−k
Y ∗k,m(Ω1)Yk,m(Ω2). (A1)
Ωi is an abbreviation for the set of angular variables
θi, φi for the i
th particle. Incorporating equation (A1)
into equation (4) yields the following integral equation in
Coulomb units
〈l′1,m′1;l′2,m′2|V (r12)|l1,m1; l2,m2〉 =
1√
Q
∞∑
k=0
k∑
m=−k
Vk
(
4pi
2k + 1
)
×
∫
Y ∗Q,l′1,m′1(Ω1)Y
∗
k,m(Ω1)YQ,l1,m1(Ω1)dΩ1
×
∫
Y ∗Q,l′2,m′2(Ω2)Yk,m(Ω2)YQ,l2,m2(Ω2)dΩ2
(A2)
The monopole quantum number, Q, has been dropped
from the state-vector notation for brevity. The integrals
in equation (A2) can be evaluated using the results from
reference [20]. First, we rewrite the spherical harmonics
in terms of monopole harmonics using the simple relation
Yk,m = Y0,k,m. We also use theorem 1 from [20],
Y ∗Q,l,m = (−1)Q+mY−Q,l,−m, (A3)
to rewrite the complex conjugate monopole harmonics as
non-conjugate terms.
Evaluating the modified version of (A2) then requires
a closer examination of Theorem 3 from [20]. Although
Theorem 3 requires m+m′+m′′ = 0 as a necessary con-
dition for evaluating the integrals, the subsequent proof
actually does not rely on the assumption, although it
does require q + q′ + q′′ = 0. When q + q′ + q′′ = 0, the
integral is non-zero only when m+m′+m′′ = 0, but this
is a consequence of monopole harmonics’ relation to the
standard rotation functions. In one region of the sphere,
for example, Wu and Yang define the monopole harmon-
ics in terms of the rotation functions of reference [30],
YQ,l,m =
[
2l + 1
4pi
]
ei(q+m)φd
(l)
−m,qθ. (A4)
The integral over the φ variable in Theorem 3 gives 0
unless m+m′+m′′+q+q′+q′′ = 0. Since q+q′+q′′ = 0 is
already required, it follows that the integral is zero except
when the sum over the m’s is zero. This information is
already contained in the 3J symbols, which are zero under
the same circumstances.
Combining the theorems of Wu and Yang with (A2)
yields
〈l′1,m′1; l′2,m′2|V (r12)|l1,m1; l2,m2〉 =
l¯(−1)η√
Q
∞∑
k=0
k∑
m=−k
[
Vk
(
l′1 k l1
−m′1 −m m1
)
×
(
l′1 k l1
−Q 0 Q
)(
l′2 k l2
−m′2 m m2
)(
l′2 k l2
−Q 0 Q
)]
, (A5)
where η = 2Q + m′1 + m + m2
′ + l′1 + l
′
2 + l1 + l2
and l¯ = [(2l′1 + 1)(2l1 + 1)(2l
′
2 + 1)(2l2 + 1)]
1
2 . The sums
over m and k simplify according to the properties of the
3J symbols. Since the 3J symbols are zero unless the
sum over the lower three indices is zero, the sum over m
collapses with m = m1−m′1 = m′2−m2. In addition, the
3J symbols are non-zero only when the upper three in-
dices satisfy the triangle condition, |l′1− l1| ≤ k ≤ l1 + l′1.
The triangle inequality requirement reduces the infinite
sum over k to a finite sum up to kmax, where kmax is
the largest integer that satisfies both kmax ≤ l1 + l′1 and
kmax ≤ l2 + l′2. Applying all these reductions to (A5), we
get the final expression for a two-particle matrix element
on the Haldane sphere:
11
〈l′1,m′1; l′2,m′2|V (r12)|l1,m1; l2,m2〉 =
l¯(−1)η√
Q
kmax∑
k=0
Vk
(
l′1 k l1
−m′1 −m m1
)(
l′1 k l1
−Q 0 Q
)(
l′2 k l2
−m′2 m m2
)(
l′2 k l2
−Q 0 Q
)
.
(A6)
The value of l¯ is still given by l¯ =
[(2l′1 + 1)(2l1 + 1)(2l
′
2 + 1)(2l2 + 1)]
1
2 , but since m
is now limited by m = m1 −m′1 = m′2 −m2, the value of
η is now given by η = 2Q+m2′ +m1 + l′1 + l
′
2 + l1 + l2.
The matrix element is given in units of the Coulomb
energy, e2/4piλ0, where λ0 =
√
~c/eB.
Appendix B: Symmetric and antisymmetric pair
states
In this discussion, the pair angular momentum eigen-
states, |Q, l1, l2;L,M〉, have been neither symmetrized
nor antisymmetrized so that equations (9), and (10)
could be applied to fermion, boson, or distinguishable
particle pairs. Construction of the appropriate antisym-
metric and symmetric eigenstates requires knowledge of
the coupled monopole harmonics given in appendix D
of [19]. This wave function, FQ,Q′,L,M (θ1, φ1, θ2, φ2),
is the projection into coordinate space of the ket
|Q, l1, l2;L,M〉. The coupled monopole harmonics be-
have under rotations similarly to the coupled spherical
harmonics and obey the following equation:
FQ,Q′,L,M (θ1, φ1,θ2, φ2) =∑
m,m′
YQ,l,m(θ, φ)YQ′,l′,m′(θ
′, φ′)
× 〈l, l′, L,M |l,m, l′,m′〉, (B1)
where 〈l, l′, L,M |l,m, l′,m′〉 is an ordinary Clebsch-
Gordan coefficient. Antisymmetric and symmetric states
can be derived using the symmetry properties of the
Clebsch-Gordan coefficients. Applying the two-particle
permutation operator, Pˆ1,2, to (B1) gives
Pˆ1,2FQ,Q′,L,M (θ1, φ1, θ2, φ2) = (−1)l+l′−L
×
∑
m,m′
[YQ,l,m(θ2, φ2)YQ′,l′,m′(θ1, φ1)
×〈l′, l, L,M |l′,m′, l,m〉] , (B2)
or in terms of kets,
Pˆ1,2|l, l′;L,M〉 = (−1)l+l′−L|l′, l;L,M〉. (B3)
The antisymmetric/symmetric pair eigenstates can be
formed by operating on the original basis state,
|l, l′;L,M〉 with the antisymmetrization/symmetrization
operators, Aˆ/Sˆ, where
Aˆ = N (1− Pˆ1,2), Sˆ = N (1 + Pˆ1,2). (B4)
Here, N is an appropriate normalization constant, which
will depend on whether l = l′. A more complete discus-
sion of the symmetry of pair and multi-particle states can
be found in [33].
Appendix C: Details of the pair pseudopotential
derivation
In order to evaluate equation (8), it is convenient to
express the problem in terms of tensor operators and the
Racah functions, C
(k)
m . The spherical harmonic addition
theorem of (A1) can be expressed as a scalar product of
two rank k tensor operators, C(k), of different arguments,
Pk(cos θ12) =
[
C(k)(θ1, φ1) ·C(k)(θ2, φ2)
](0)
0
. (C1)
Substituting (C1) into (8), the matrix element of the
right side of (8) for a single value of k is given by Equa-
tion (7.1.6) of reference [30]:
〈l′1, l′2;L′,M ′|
[
C(k)(Ω1) ·C(k)(Ω2)
](0)
0
|l1, l2;L,M〉 =
(−1)l1+l′2+LδL,L′δM,M ′
{
L l′2 l
′
1
k l1 l2
}
∑
γ
(Q, l′1||C(k)(Ω1)||γ, l1)
× (γ, l′2||C(k)(Ω2)||Q, l2). (C2)
The quantity in curly braces is a Wigner 6J symbol. The
expression (Q, l′1||C(k)(Ω1)||γ, l1) is a reduced matrix el-
ement which is related to an ordinary matrix element by
the Wigner-Eckart theorem, given by equation (5.4.1) in
[30] as
〈Q, l′,m′|C(k)x |γ, l,m〉 =(−1)l
′−m′
(
l′ k l
−m′ x m
)
× (Q, l′||C(k)||γ, l). (C3)
The expression on the left of (C3) is, by definition, given
by the integral equation
〈Q, l′,m′|C(k)x |γ, l,m〉 =(
4pi
(2k + 1)
) 1
2
∫
Y ∗Q,l′,m′Y0,k,xYγ,l,mdΩ, (C4)
which can be evaluated using theorem 3 of [20]. Com-
bining equations (C3) and (C4) with the results of Wu
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and Yang gives the following expression for the reduced
matrix element:
(Q, l′||C(k)||γ, l) = (−1)Q+2m′+l+k
× [(2l′ + 1)(2l + 1)] 12
(
l′ k l
−Q 0 γ
)
. (C5)
By the symmetry properties of the 3j symbols, the
reduced matrix element in (C5) is only non-zero when
γ = Q. As a result, using (C5) in (C2) collapses the
sum over γ. Incorporating the simplified (C2) into (8)
and including the triangle inequality property of the 3J
symbols to terminate the infinite sum over k gives the
matrix element in the coupled angular momentum basis
as a finite sum for particles in any Landau level,
〈Q, l′1, l′2;L′,M ′|V (r12)|Q, l1, l2;L,M〉 = δL,L′δM,M ′
l¯(−1)η√
Q
kmax∑
k=0
Vk
{
L l′2 l
′
1
k l1 l2
}(
l′1 k l1
−Q 0 Q
)(
l′2 k l2
−Q 0 Q
)
. (C6)
Here, η = 2Q + L + 2l1 + l2 + l
′
2, and l¯ =
[(2l′1 + 1)(2l1 + 1)(2l
′
2 + 1)(2l2 + 1)]
1
2 . The value of kmax
is determined by the triangle inequalities for the sets
{l′1, k, l1} and {l′2, k, l2} as it was in section II and ap-
pendix A.
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