Abstract-Content-based image retrieval from a mobile device in large image database is challenging. In this paper we present a client-server architecture where a server is running on a personal computer and a client on the device. The client sends content-based query request to the server and the server performs an interactive content-based query and sends the query results to the client. In the query a user of the mobile device define a time interval after that he wants to see the query results. The server generates the query result after the given time. Furthermore the user of the device can get the updated query results at any time during the query operation. This interactive query can avoid un-wanted progressing query results and thus reduce the server query time and memory.
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I. INTRODUCTION
With the generation of digital media by capture and store facility in multimedia devices, there is a need for content management and framework to provide rapid retrieval of digital media items from large archives. Therefore, it has become vital to retrieve desired information expeditiously and efficiently using these devices. Flickr [13] , Facebook [12] , Photobucket [16] and YouTube [17] have shown that, manually assigning text to images and videos can be helpful. Although annotated metadata can play an important role for image retrieval, in this paper we focus on Content-Based Image Retrieval (CBIR) [8] from mobile devices [1] . CBIR addresses the problem of accessing the images that bear some certain content and usually relies on the characterization of low level features such as color, shape and texture, all of which can be extracted from the images.
The processing power and memory capacity of mobile phones are increasing all the time but still they are far behind the personal computers (PCs). As CBIR is computational extensive therefore we propose Mobile Multimedia Video Indexing and Retrieval System (M-MUVIS) [14] a client-server architecture where a server runs on the PC and a client on the device. The M-MUVIS server is made of two Java servlets [3] running inside a Tomcat [3] web server which, in fact, performs the content- 978-1-4244-6287-2/10/$26.00 ©2010 IEEE based media retrieval on the server side. The first one, M-MUVIS Query Servlet (MQS), performs an efficient image query operation. The second servlet, M-MUVIS Media Retrieval Servlet (MMRS), is used for media format conversion and streaming a media content to the client. The client sends the query to the server on PC, the server performs the query and sends the query results back to the client. To take the advantage of portability and flexibility the client is written in Java 2 Micro Edition for a Java enabled mobile device [4], [5] .
With growing image content, an efficient image retrieval technique is deemed required. Specially, for a mobile device user, performing the query can be annoying experience due to the large query processing time [2] , [6] . It is therefore, vital to devise a method which not only reduces the query processing time but also performs the query operation without requiring a system equipped with high performance hardware such as fast processors and large memory. In this paper we present an Interactive Query (IQ) [6] for a mobile device which achieves retrieval performance that may not require a superior performing system on the server side and reduce network bandwidth and processing power on the client side. The IQ achieves this by using two parallel processes and a timer on the server side. With the two processes the client can update the query results when ever required. Before IQ, M-MUVIS supported Normal Query (NQ) and Progressive Query (PQ) [2] . In NQ the query results were based on comparing similarity distances of all the images primitives present in the entire database and performing ranking operation afterwards. NQ is costly in terms of processing power and in case of abrupt stopping during the query processes the retrieved query information is lost. The PQ technique on the other hand, is able to provide intermediate results of the on-going query operation by dividing the whole database containing digital images into smaller sub-sets called "clusters". Then PQ performs the query in the selected cluster. PQ generates the query results after a fix time interval (tp). In large image database with small time interval PQ generates many results that consume lot of memory and the server processing power. processing power and battery power of the device. In the proposed IQ the client defines a time interval and the result is generated after that interval and no other intermediate result is generated thus saving the processing power and memory.
Rest of the paper organized as follow. Section II describe progressive query in M-MUVIS. Section II is about proposed Interactive query. In section IV experimental results are discussed and summery is in section V.
II. PROGRESS QUERY IN MOBILE MUVIS
PQ operation is achieved over progressive sub-queries (PSQ) [6] . A sub-query is based on the fixed time period, which is fixed (by the client) before starting the query. A sub-query is a partial query operation performed over a sub-set of database items. The database items being used in the sub-query are selected either randomly or by an index structure in the selected database. The architecture of PQ in M-MUVIS is shown in Fig. 1. • tp
LMS Dal abase generates many results that consume extra processing power and RAM on server side. In large image database, extra PSQ consume more processing power, network bandwidth and RAM on the mobile device.
III. INTERACTIVE QUERY IN MOBILE MUVIS
IQ has a similar architecture as PQ but in IQ, PQ is divided into two threads (periodic sub query thread and PQ formation thread) to improve the performance and get better control over the query operations. Periodic sub-query thread loads the features from disc to RAM, performs a dissimilarity distance calculation and stores the results in periodic sub-query set. Whereas PQ fo rmation thread suspends periodic sub-query thread after a fix interval, apply sub-query fusion and release periodic sub-query thread. Fig. 2 . Idea is to create PSQ internally in the query. The intermediate results are not generated for the client rather the client can ask for an update at any time during the query process and get the query results. Once the query operation is completed final result is created and saved on the server side for the client retrieval.
A user can specify the IQ settings before initiating a content-based query operation. Since the mobile user does not know before hand about the query completion time due to unknown size of the active database. Hence, the parameters of the IQ have been selected accordingly. A fixed time (period = Tp) is selected by the client, after that a query result is generated and transmitted to the client. As stated above when the query is completed the final result is created and saved on the server side.
A content-based image query, in a large scale image database from a mobile device, is different from querying it from a PC where the user has more interaction with the system (PC and software) and is watching the ongoing query operation. A mobile user has no idea how the query process is progressing on the server side and how long it will take to complete the query operation. Furthermore, wireless network delay, combined with long query time, is frustrating for the mobile device user. Therefore, the system must be responsive to the user. For this purpose, IQ is used where NG(q) is the minimum number of relevant (via ground-truth) images in a set ofNQ retrieval experiments, R(k) is the rank of the kth relevant retrieval within a window of W retrievals, which are taken into consideration for each query, q. If there are less than NG(q) relevant retrievals among W then a rank of W+ 1 is assigned for the remaining (missing) ones . AVR(q) is the average rank obtained from query q. Since each query item is selected within the database, the first retrieval will always be the item queried and this obviously yields a biased Normalized Modified Retrieval Rank (NMRR) (q) calculation and is, therefore, excluded from ranking. Hence the first relevant retrieval (R(l)) is ranked by counting the number of irrelevant images a priori. Note that if all N(q) retrievals are relevant, then NMRR( q)=O; and thus the best retrieval performance is achieved. On the other hand, if none of the relevant items can be retrieved among W then NMRR( q)= 1, corresponding to the worst case. Therefore, the lower NMRR(q) is the better (more relevant) retrieval for the query q. Keeping the number of query-by-example experiments sufficiently high , the average NMRR, ANMRR, as expressed in equation (1) can thus be used as the retrieval performance criterion.
We Table 1 . We measured the CQT by using different networks: the fastest query time is achieved in the WLAN. We have also observed a higher variance in 3G as compared to WLAN networks due to the dynamic nature of wireless networks.
As shown in Table 1 NQ takes longer time in large databases, but with the help of IQ on HCT, CQT can be reduced and the most relevant (ANMRR < 0.6) images are retrieved in the predefined time (Tp). For efficient retrieval the images in M-MUVIS databases are indexed using a recently developed similarity-based indexing scheme called Hierarchical Cellular Tree (HCT) [7] . The main goal of the HCT indexing structure is to partition a database in the feature domain into clusters (cellbased), where inter-image distances are minimized, so that in the selected features, similar images are grouped together. In an indexed database, a Query Path (QP) [7] is formed over the clusters (a database subset) of the underlying indexing structure. The QP is a special sequence of database items where the most relevant items come first on the path. The advantage of the IQ over indexed databases is that the most relevant image items can be retrieved first; this reduces the query time on the server side.
IV. EXPERIMENTAL RESULTS
A query-by-example is used to perform the query in a selected database where the feature of the query image is extracted first then the query operation is performed. A set of experiments for image retrieval is carried out to evaluate the performance of the IQ in different network technologies such as 3G [9] and Wireless Local Area Network (WLAN). Databases used in the experiments contain 10k and 20K images in JPEG format. Basic visual features such as YUV, HSV, RGB color histograms, and Gray Level CoOccurrence Matrix (GLCM) [11] as a texture feature, are used on the server side to perform content-based query operations. M-MUVIS server is running on P5 1.8 GHz computer with 2048MB RAM memory.
MPEG-7 Average Normalized Modified Retrieval Rank (ANMRR) [10] is used to measure the retrieval performance in IQ. It combines both the traditional hit-miss counters· , Precision-Recall, and further takes the ranking information into account as given in the following expression: Fig. 3 (a) shows the main view of M-MUVIS client whereas Fig. 3 (b) and (c) shows the setting of M-MUVIS client. In Fig. 3 (d) the client waits for the query result and in Fig. 3 (e) retr ieving a QRI. The retrieved QRI is shown in Fig. 3 (f) whereas Fig. 3 (g ) and (h) shows original images from the QRI, after fetching from the server . Fig. 4 shows the query results on Nokia 5800. In Fig. 4 (a) the query image is selected and Fig. 4 (b) and Fig. 4 (c) shows second and third row of the retrieved QRI.
Due to the early access of most relevant items IQ improves the user experience in larger database. As considerable time is used between the client-server communications therefore IQ has little effect in case of small image databases.
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