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1. Introduction
For real numbers a, b and c with c ≠ 0,−1,−2, . . . , the Gaussian hypergeometric function is defined by
F(a, b; c; x) = 2F1(a, b; c; x) =
∞
n=0
(a, n)(b, n)
(c, n)
xn
n! , −1 < x < 1. (1.1)
Here, (a, 0) = 1 for a ≠ 0 and (a, n) denotes the shifted factorial function
(a, n) = a(a+ 1)(a+ 2)(a+ 3) · · · (a+ n− 1)
for n = 1, 2, . . . . For a survey of these functions, see [1].
For r ∈ [0, 1], Legendre’s complete elliptic integrals of the first and second kinds can be expressed as
K = K(r) =
 π/2
0
(1− r2 sin2 t)−1/2dt = π
2
F(1/2, 1/2; 1; r2),
K ′ = K ′(r) = K(r ′),
K(0) = π/2, K(1) = ∞
(1.2)
and 
E = E(r) =
 π/2
0
(1− r2 sin2 t)1/2dt = π
2
F(−1/2, 1/2; 1; r2),
E ′ = E ′(r) = E(r ′),
E(0) = π/2, E(1) = 1,
(1.3)
respectively. Here and in what follows we set r ′ = √1− r2.
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Recently, the Gaussian hypergeometric function and complete elliptic integrals have attracted the attention of many
mathematicians. In particular, many important properties and remarkable inequalities can be found in the literature [2–13].
In [14], Toader introduced the Toader mean T (a, b) of two positive numbers a and b as follows:
T (a, b) = 2
π
 π/2
0

a2 cos2 t + b2 sin2 tdt. (1.4)
Note that
E (r) = π
2
T (1, r ′). (1.5)
LetH(a, b) = 2ab/(a+b),G(a, b) = √ab, A(a, b) = (a+b)/2, S(a, b) = (a2 + b2)/2, andMp(a, b) = [(ap+bp)/2]1/p
(p ≠ 0) and M0(a, b) =
√
ab be the harmonic, geometric, arithmetic, root-square, and p-th power means of two different
positive numbers a and b, respectively. Then it is well known that
min{a, b} < H(a, b) = M−1(a, b) < G(a, b) = M0(a, b) < A(a, b) = M1(a, b)
< T (a, b) < S(a, b) = M2(a, b) < max{a, b}
for all a, b > 0 with a ≠ b.
Themain purpose of this paper is to present some sharp bounds for the complete elliptic integrals of the second kind and
to establish several inequalities for the perimeter of an ellipse.
2. Lemmas
In order to establish our main results we need several formulas and lemmas, which we present in this section.
For 0 < r < 1, the following formulas were presented in [8, Appendix E, pp. 474–475]:
dK
dr
= E − r
′2K
rr ′2
,
dE
dr
= E −K
r
,
d(E − r ′2K)
dr
= rK, E

2
√
r
1+ r

= 2E − r
′2K
1+ r .
Lemma 2.1 ([8, Theorem 1.25]). For −∞ < a < b <∞, let f , g : [a, b] → R be continuous on [a, b], and be differentiable on
(a, b), let g ′(x) ≠ 0 on (a, b). If f ′(x)/g ′(x) is increasing (decreasing) on (a, b), then so are
f (x)− f (a)
g(x)− g(a) and
f (x)− f (b)
g(x)− g(b) .
If f ′(x)/g ′(x) is strictly monotone, then the monotonicity in the conclusion is also strict.
The following Lemma 2.2 can be found in [8, Theorem 3.21(1) and Exercise 3.43(10)].
Lemma 2.2. (1) (E − r ′2K)/r2 is strictly increasing from (0, 1) onto (π/4, 1);
(2) [(E − r ′2K)− r ′2(K − E)]/r4 is strictly increasing from (0, 1) onto (3π/16, 1).
Lemma 2.3. If λ,µ ∈ (0, 1), then the double inequality
λ

3
2
A(a, b)− 1
2
G(a, b)

+ (1− λ)

1
2
A(a, b)+ 1
2
S(a, b)

< T (a, b) < µ

3
2
A(a, b)− 1
2
G(a, b)

+ (1− µ)

1
2
A(a, b)+ 1
2
S(a, b)

(2.1)
holds for all a, b > 0 with a ≠ b if and only if λ ≤ [8− (1+√2)π ]/[(2−√2)π ] and µ ≥ 5/8.
Proof. Without loss of generality, we assume that a > b. Let t = b/a ∈ (0, 1) and r = (1− t)/(1+ t), then
3A(a, b)/2− G(a, b)/2− T (a, b)
3A(a, b)/2− G(a, b)/2− [A(a, b)/2+ S(a, b)/2] =
3(1+ t)/4−√t/2− 2E ′(t)/π
(1+ t)/2−√t/2−√1+ t2/2√2
= 3− r
′ − 4[2E(r)− r ′2K(r)]/π
2− r ′ −√1+ r2 . (2.2)
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Let
F(r) = 3− r
′ − 4[2E(r)− r ′2K(r)]/π
2− r ′ −√1+ r2 , (2.3)
F1(r) = 3− r ′ − 4[2E(r)− r ′2K(r)]/π and F2(r) = 2− r ′ −
√
1+ r2. Then F(r) = F1(r)/F2(r), F1(0) = F2(0) = 0 and
F ′1(r)
F ′2(r)
= 1− 4r
′(E − r ′2K)/(πr2)
1− r ′/√1+ r2 . (2.4)
Let F3(r) = 1− 4r ′(E − r ′2K)/(πr2) and F4(r) = 1− r ′/
√
1+ r2. Then F1′(r)/F2′(r) = F3(r)/F4(r), F3(0) = F4(0) = 0
and
F ′3(r)
F ′4(r)
= 2
π
(1+ r2)3/2 [E − r
′2K − r ′2(K − E)]
r4
. (2.5)
It follows from Eqs. (2.4) and (2.5) togetherwith Lemmas 2.1 and 2.2(2) that F(r) is strictly increasing in (0, 1). Moreover,
making use of l’Hôpital’s rule we get
F(0+) = 3
8
(2.6)
and
F(1−) = 3π − 8
(2−√2)π . (2.7)
Therefore, inequality (2.1) follows from (2.6) and (2.7) together with the monotonicity of F(r).
Next, we prove thatλ = [8−(1+√2)π ]/[(2−√2)π ] andµ = 5/8 are the best possible parameters such that inequality
(2.1) holds for all a, b > 0 with a ≠ b.
Let β ∈ (0, 1), t ∈ (0, 1), and r = (1− t)/(1+ t). Then
β

3
2
A(1, t)− 1
2
G(1, t)

+ (1− β)

1
2
A(1, t)+ 1
2
S(1, t)

− T (1, t)
=

3
2
A(1, t)− 1
2
G(1, t)− T (1, t)

− (1− β)

3
2
A(1, t)− 1
2
G(1, t)−

1
2
A(1, t)+ 1
2
S(1, t)

=

3
2
A(1, t)− 1
2
G(1, t)−

1
2
A(1, t)+ 1
2
S(1, t)

[F(r)+ β − 1] , (2.8)
where F(r) is defined as in (2.3).
We divide the proof into two cases.
Case 1. β > [8− (1+√2)π ]/[(2−√2)π ]. Then from (2.7) we know that
lim
r→1−
[F(r)+ β − 1] = β − 8− (1+
√
2)π
(2−√2)π > 0. (2.9)
Inequality (2.9) implies that for any β > [8 − (1 + √2)π ]/[(2 − √2)π ] there exists 0 < δ1 = δ1(r) < 1, such
that F(r) + β − 1 > 0 for r ∈ (δ1, 1). Then Eq. (2.8) leads to the conclusion that β [3A(1, t)/2− G(1, t)/2] + (1 −
β) [A(1, t)/2+ S(1, t)/2] > T (1, t) for t ∈ (0, (1− δ1)/(1+ δ1)).
Case 2. β < 5/8. Then from (2.6) we clearly see that
lim
r→0+
[F(r)+ β − 1] = β − 5
8
< 0. (2.10)
Inequality (2.10) implies that for any β < 5/8 there exists 0 < δ2 = δ2(r) < 1, such that F(r) + β − 1 < 0 for
r ∈ (0, δ2). Then from (2.8) we know that β [3A(1, t)/2− G(1, t)/2] + (1 − β) [5A(1, t)/4− H(1, t)/4] < T (1, t) for
t ∈ ((1− δ2)/(1+ δ2), 1). 
Lemma 2.4. If k ∈ N∗, then inequality
√
π(3 · 2k + k+ 1)(k+ 2)
2k+4(k+ 1) >
1√
k+ 5/4
holds for all k ≥ 5.
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Proof. Elementary computation gives
(3 · 2k + k+ 1)(k+ 2)
2k+4(k+ 1)
√
π
2
−

1√
k+ 5/4
2
= π(3 · 2
k + k+ 1)2(k+ 2)2(4k+ 5)− 4k+5(k+ 1)2
4k+1(k+ 1)2(4k+ 5)
>
3(3 · 2k + k+ 1)2(k+ 2)2(4k+ 5)− 4k+5(k+ 1)2
4k+1(k+ 1)2(4k+ 5) .
Set
J(k) = 3(3 · 2k + k+ 1)2(k+ 2)2(4k+ 5)− 4k+5(k+ 1)2.
We divide the proof into two cases.
Case 1. 5 ≤ k ≤ 9. Then simple computations yield J(5) = 485964, J(6) = 14977472, J(7) = 158489792, J(8) =
1265573916 and J(9) = 8728550828.
Case 2. k ≥ 10. Then
J(k) = 3 9 · 4k + k2 + 2k+ 1+ 3 · 2k+1(k+ 1) (k+ 2)2(4k+ 5)− 4k+5(k+ 1)2
> 108k · 4k(k+ 1)2 − 4k+5(k+ 1)2
= 4k(108k− 1024)(k+ 1)2 > 0. 
3. Main results
Theorem 3.1. The double inequality
(16− 3√2π)A(1, r ′)− (8− π −√2π)G(1, r ′)+ (3π − 8)S(1, r ′)
4(2−√2)
< E(r) <
π

18A(1, r ′)− 5G(1, r ′)+ 3S(1, r ′)
32
(3.1)
holds for all r ∈ (0, 1).
Proof. Taking λ = [8− (1+√2)π ]/[(2−√2)π ] and µ = 5/8 in Lemma 2.3 we get
(16− 3√2π)A(a, b)− (8− π −√2π)G(a, b)+ (3π − 8)S(a, b)
2(2−√2)π
< T (a, b) <
18A(a, b)− 5G(a, b)+ 3S(a, b)
16
. (3.2)
Therefore, inequality (3.1) follows from (3.2) and (1.5). 
Theorem 3.2. Let
g(x) = F(−1/2, 1/2; 1; x) =
∞
n=0
Anxn (3.3)
and
G(x) = 18A(1,
√
1− x)− 5G(1,√1− x)+ 3S(1,√1− x)
16
=
∞
n=0
A∗nx
n. (3.4)
Then
Ak ≤ A∗k for all k = 0, 1, 2, . . . , n, . . . . (3.5)
In particular, the function H(x) = [G(x) − g(x)]/x6 is convex and strictly increasing from (0, 1] onto (α1, β1], where α1 =
7 · 2−20 = 0.00000667 · · · and β1 = (18+ 3
√
2)/32− 2/π = 0.05846274 · · ·. Moreover, inequality
π

18A(1, r ′)− 5G(1, r ′)+ 3S(1, r ′)
32
− β1
2
πr12 < E(r) <
π

18A(1, r ′)− 5G(1, r ′)+ 3S(1, r ′)
32
− α1
2
πr12 (3.6)
holds for all r ∈ (0, 1).
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Proof. By series expansions we get
g(x) =
∞
n=0
(−1/2, n)(1/2, n)
(n!)2 x
n = 1− 1
2
∞
n=0
(1/2, n)(1/2, n+ 1)
[(n+ 1)!]2 x
n+1 (3.7)
and
G(x) = 9
16
(1+√1− x)− 5
16
(1− x)1/4 + 3
16

1− x
2
1/2
= 9
16

1+
∞
n=0
(−1/2, n)
n! x
n

− 5
16
∞
n=0
(−1/4, n)
n! x
n + 3
16
∞
n=0
(−1/2, n)
2nn! x
n
= 1+
∞
n=0
5 · 2n(3/4, n)− (18 · 2n + 3)(1/2, n)
64 · 2n(n+ 1)! x
n+1. (3.8)
It follows from (3.7) and (3.8) that
H(x) =
∞
n=0
A∗nx
n −
∞
n=0
Anxn =
∞
n=0
Dn
64 · 2n[(n+ 1)!]2 x
n+1, (3.9)
where Dn = 32 · 2n(1/2, n)(1/2, n+ 1)+ 5 · 2n(3/4, n)(n+ 1)! − (18 · 2n + 3)(1/2, n)(n+ 1)!.
From Eq. (3.9) we know that to establish inequality (3.6) it is sufficient to prove thatDk ≥ 0 for all k = 0, 1, 2, . . . , n, . . . .
Note that D0 = D1 = D2 = D3 = D4 = 0,D5 = 14175/2 and D6 = 7640325/4. Next, we use mathematical induction to
prove that Dk > 0 for k ≥ 5(k ∈ N∗). If we assume that Dk > 0 for k = 5, 6, 7, . . . , n (n ≥ 5) hold, then
Dn+1 = 32 · 2n+1(1/2, n+ 1)(1/2, n+ 2)+ 5 · 2n+1(3/4, n+ 1)(n+ 2)! − (18 · 2n+1 + 3)(1/2, n+ 1)(n+ 2)!
= 5 · 2n(3/4, n)(n+ 1)![2(n+ 3/4)(n+ 2)] + [2(n+ 3/4)(n+ 2)]
× 32 · 2n(1/2, n)(1/2, n+ 1)− 48 · 2n(1/2, n)(1/2, n+ 1)(n+ 1)− (18 · 2n+1 + 3)(1/2, n+ 1)(n+ 2)!
> (18 · 2n + 3)(1/2, n)(n+ 1)![2(n+ 3/4)(n+ 2)] − 48 · 2n(1/2, n)
× (1/2, n+ 1)(n+ 1)− (18 · 2n+1 + 3)(1/2, n+ 1)(n+ 2)!
= (1/2, n)(9 · 2n + 3n+ 3)(n+ 2)! − 48 · 2n(1/2, n)(1/2, n+ 1)(n+ 1)
= 48 · 2
n(n+ 1)(1/2, n)(n+ 1)!√
π
√
π(3 · 2n + n+ 1)(n+ 2)
2n+4(n+ 1) −
Γ (n+ 3/2)
Γ (n+ 2)

. (3.10)
The well-knownWallis’ inequality [15] gives
Γ (n+ 3/2)
Γ (n+ 2) <
1√
n+ 5/4 (3.11)
for all n ≥ 1. Therefore, Dn+1 > 0 follows from (3.10) and (3.11) together with Lemma 2.4.
Finally, the convexity and monotonicity of H(x) are clear. By l’Hôpital’s rule H(0+) = A∗6 − A6 = 7/1048576, while the
value of H(1) and inequality (3.6) are clear. 
4. Inequalities for the perimeter of an ellipse
As is well known, the complete elliptic integrals of the second kind E is related to the perimeter of an ellipse. In fact, let
a and b be the semiaxes of an ellipse with eccentricity e = √a2 − b2/a, and L(a, b) be the perimeter of the ellipse, then
L(a, b) = 4
 π/2
0

a2 cos2 t + b2 sin2 tdt = 4a
 π/2
0

1− e2 sin2 tdt = 4aE(e). (4.1)
During the past few centuries, many easily computable approximations to L(a, b) have been suggested by various
mathematicians [6,7,16–18]. From Theorems 3.1 and 3.2 together with (4.1) we also get two approximations of L(a, b) as
follows.
Corollary 4.1. Inequality
(16− 3√2π)A(a, b)− (8− π −√2π)G(a, b)+ (3π − 8)S(a, b)
(2−√2) < L(a, b) <
π [18A(a, b)− 5G(a, b)+ 3S(a, b)]
8
holds for all a > b > 0. 
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Corollary 4.2. Inequality
π [18A(a, b)− 5G(a, b)+ 3S(a, b)]
8
− 2β1πa

1− b
2
a2
6
< L(a, b) <
π [18A(a, b)− 5G(a, b)+ 3S(a, b)]
8
− 2α1πa

1− b
2
a2
6
holds for all a > b > 0, where α1 and β1 are defined as in Theorem 3.2. 
5. Comparison with some well-known results
Aswementioned in the Introduction, the complete elliptic integrals have been studied intensively, and somewell-known
bounds of complete elliptic integrals of the second kind E were given in [6,7,9,10]. For example, [6] proved that
E(r) >
π
2

1+ r ′3/2
2
2/3
= π
2
M3/2(1, r ′) (5.1)
for all r ∈ (0, 1).
In [7], the authors obtained that
E(r) ≤ π
2

2− r2
2
1/2
= π
2
S(1, r ′) (5.2)
for all r ∈ (0, 1).
Later, Alzer and Qiu [9] refined inequality (5.2) as follows:
E(r) ≤ π
2

1+ r ′β
2
1/β
= π
2
Mβ(1, r ′) (5.3)
for all r ∈ (0, 1), where β = (log 2)/ log(π/2) = 1.5349 · · ·.
Recently, Chu and Wang [10] proved that
E(r) <
π
2

1+ r ′5/4
1+ r ′1/4

= π
2
L1/4(1, r ′) (5.4)
for all r ∈ (0, 1), where Lp(a, b) = (ap+1 + bp+1)/(ap + bp) is the p-th Lemher mean.
In this section, we will compare our results with inequalities (5.1)–(5.4).
Lemma 5.1. Inequalities
18A(a, b)− 5G(a, b)+ 3S(a, b)
16
< L1/4(a, b) (5.5)
and
13S(a, b) > 18A(a, b)− 5G(a, b) (5.6)
hold for all a, b > 0 with a ≠ b.
Proof. ClearlyA(a, b),G(a, b), S(a, b) and L1/4(a, b) are symmetric andhomogeneous of degree 1.Without loss of generality,
we assume that a > b = 1. Let t = 4√a > 1. Then
[13S(a, b)]2 − [18A(a, b)− 5G(a, b)]2 = (t
2 − 1)2(7t4 + 194t2 + 7)
2
> 0 (5.7)
and
16L1/4(a, b)− 18A(a, b)+ 5G(a, b)− 3S(a, b) = 16(1+ t
5)
1+ t − 9(1+ t
4)+ 5t2 − 3

1+ t8
2
= 7t4 − 16t3 + 21t2 − 16t + 7− 3

1+ t8
2
. (5.8)
Note that
7t4 − 16t3 + 21t2 − 16t + 7 = 1
7

t2(7t − 8)2 + 19t2 + (8t − 7)2 > 0. (5.9)
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Let
f (t) = (7t4 − 16t3 + 21t2 − 16t + 7)2 −

3

1+ t8
2
2
. (5.10)
Then simple computations lead to
f (t) = (t − 1)
4
2
f1(t), (5.11)
where
f1(t) = 89t4 − 92t3 + 198t2 − 92t + 89, (5.12)
f1(1) = 192 > 0 (5.13)
and
f ′1(t) = 356t3 − 276t2 + 396t − 92 > 0 (5.14)
for all t > 1.
Therefore, inequalities (5.5) and (5.6) follows from (5.7)–(5.14). 
Remark 5.2. From Lemma 5.1 we know that the upper bound for E in inequality (3.1) is better than the upper bounds in
inequalities (5.2) and (5.4).
Remark 5.3. Let
I1(r) = π2M3/2(1, r
′) (5.15)
and
I2(r) = (16− 3
√
2π)A(1, r ′)− (8− π −√2π)G(1, r ′)+ (3π − 8)S(1, r ′)
4(2−√2) . (5.16)
Thenwe find that the lower bounds I1(r) in (5.1) and I2(r) in (3.1) for E(r) are not comparable. In fact, from (5.15) and (5.16)
we get
lim
r→1 I2(r)− I1(r) = 1− 2
−5/3π = 0.010460 · · · > 0
and
I1(r)− I2(r) = π2

1− 1
4
r2 − 3
64
− 5
256
r6 − 11
1024
r8 + o(r8)

− π
2

1− 1
4
r2 − 3
64
− 5
256
r6 − 92π − 16− 43
√
2π
4096π(2−√2) r
8 + o(r8)

= 4π +
√
2π − 16
8192(2−√2) r
8 + o(r8)
= 0.000210 · · · × r8 (r → 0).
Remark 5.4. Computational and numerical experiments show that the lower bound in (3.6) is better than that in (5.1) for
some r ∈ (0, 1), and the upper bound in (3.1) is better than that in (5.3) for some r ∈ (0, 1). In fact, let I1(r) be defined as
in Remark 5.3,
I3(r) = π

18A(1, r ′)− 5G(1, r ′)+ 3S(1, r ′)
32
−

(18+ 3√2)π
64
− 1

r12,
I4(r) = π

18A(1, r ′)− 5G(1, r ′)+ 3S(1, r ′)
32
and
I5(r) = π2Mlog 2/ log(π/2)(1, r
′).
Then we have Tables 1 and 2 via elementary computation.
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Table 1
Comparison of I1(r)with I3(r) for some r ∈ (0, 1).
r I1(r) I3(r)
0.05 1.569814118416384 · · · 1.569814118416388 · · ·
0.08 1.568280028672174 · · · 1.568280028672331 · · ·
0.1 1.566861942020692 · · · 1.566861942021576 · · ·
0.15 1.561922967876057 · · · 1.561922967889710 · · ·
0.18 1.557994519118541 · · · 1.557994519124213 · · ·
Table 2
Comparison of I4(r)with I5(r) for some r ∈ (0, 1).
r I4(r) I5(r)
0.1 1.566861942021668 · · · 1.566862114771127 · · ·
0.2 1.554968546242577 · · · 1.554971374039968 · · ·
0.3 1.534833464930450 · · · 1.534848348990060 · · ·
0.4 1.505941612641317 · · · 1.505991388257202 · · ·
0.5 1.467462214831991 · · · 1.467593384819624 · · ·
0.6 1.418083467302900 · · · 1.418383990909112 · · ·
0.7 1.355661930351287 · · · 1.356294677691962 · · ·
0.8 1.276358412181915 · · · 1.277626044106554 · · ·
0.9 1.171813906658736 · · · 1.174218089890535 · · ·
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