In this paper a new class of proximal-like algorithms for solving monotone inclusions of the form T (x) 0 is derived. It is obtained by applying linear multi-step methods (LMM) of numerical integration in order to solve the differential inclusionẋ(t) ∈ −T (x(t)), which can be viewed as a generalization of the steepest decent method for a convex function. It is proved that under suitable conditions on the parameters of the LMM, the generated sequence converges weakly to a point in the solution set T −1 (0). The LMM is very similar to the classical proximal point algorithm in that both are based on approximately evaluating the resolvants of T . Consequently, LMM can be used to derive multi-step versions of many of the optimization methods based on the classical proximal point algorithm. The convergence analysis allows errors in the computation of the iterates, and two different error criteria are analyzed, namely, the classical scheme with summable errors, and a recently proposed more constructive criterion. keywords: proximal point algorithm, monotone operator, numerical integration, strong stability, relative error criterion.
Introduction
Consider the problem of finding a solution to the inclusion
where T : X ⇒ X is a set-valued mapping on a real Hilbert space X. This is a very general format for problems of variational character, like those of minimization or maximization of a function, or variational inequalities. It often happens that the mapping T can be chosen so that it is monotone i.e.
This is the case, for example, in convex programming and monotone variational inequalities. Recall that a monotone mapping is called maximal monotone if it does not have a proper monotone extension. Maximality is crucial when analyzing numerical algorithms, and fortunately, it is present in many problems arising in practice [17, 5, 28] . For monotone inclusions of the form (1) there are algorithms that can be used to generate a sequence of points {x k } converging to the solution set T −1 (0) of (1) . The most famous of such general algorithms is the proximal point algorithm (PPA) of Rockafellar [27] , which is very useful in developing numerical methods for variational problems. For example, the convergence properties of multiplier methods, bundle methods, and certain operator splitting methods can be most easily derived from the general convergence properties of the PPA; see for example [26, 10, 14] . The PPA has been generalized and improved in various ways by many authors over the years; see for example [13, 12, 38, 15, 30, 32, 3] and the references therein. Of special interest to us here is the original paper of Rockafellar [27] and the recent papers of Solodov and Svaiter [30, 32, 35] where hybrids extragradient-proximal and projection-proximal point algorithms are presented. This paper derives a new class of methods that arises from the field of numerical integration of differential equations. It is shown that linear multistep methods (LMM) can be implemented for general set-valued maximal monotone mappings, and under suitable conditions on the parameters, the generated sequence converges weakly to a solution of (1) . These methods are closely related to proximal-type methods in that their implementation is based on the approximate computation of the resolvants of T . Consequently, just like the PPA, these methods can be used to derive methods similar to multiplier and splitting methods.
Let T : X ⇒ X be maximal monotone, let x 0 ∈ X, and consider the initial value problem ẋ(t) ∈ −T (x(t)) a.e. t ≥ 0,
By the famous result of Grandall and Pazy [11] (see also Brezis [5] ) (2) has a unique absolutely continuous solution x : [0, +∞) → X. Moreover, Bruck [6] showed that, for a wide class of mappings T that he called demipositive, the solution of (2) converges weakly to a solution of (1) as t → ∞, whenever one exists. Higher-order systems with similar properties have been studied for example in [19, 1, 2, 4] . This suggests that one might be able to use methods of numerical integration to follow the solution of (2) to a solution of (1) . Indeed, writing the proximal point algorithm in the form
we see that it is the implicit version of the classical Euler's method applied to (2) . The implicit Euler's method is known for its stable behavior when applied to "stiff" problems like (2); see for example [18, 16] . In the numerical analysis literature, it is known that the implicit Euler's method is A-stable, which means that if it is applied to (2) with
where a > 0, the sequence it generates converges to zero. The main convergence result of [27] says more: for any maximal monotone mapping T (possibly nonlinear and set-valued), the generated sequence converges weakly to a point in T −1 (0). Not even demipositivity of T is needed like in the continuous case. In particular, if the implicit Euler's method is applied to (3) it converges to zero even when a = 0, provided b = 0. Note that in this case the exact solution of (2) doesn't converge, but oscillates at a fixed distance from the origin.
Euler's method and many other integration methods fall in the class of linear multi-step methods (LMM); see for example [18, 16] . In the literature, LMMs are usually applied to differential equations (for simplicity, we only consider the autonomous case)ẋ
for a continuous f . A linear m-step method with variable step size can then be written as
where h k are positive step-size parameters, and α j and γ j are scalars to be chosen. The rule (5) means that having computed x 1 , . . . , x k−1 , the next point x k is chosen so that (5) is satisfied. If γ 0 = 0, an explicit expression is available for x k . If γ 0 = 0, numerical computations are required to find x k , and the method is called implicit. If a linear multi-step method is to be able to solve (1) for every maximal monotone T , then it has to be A-stable since the negative of the linear mapping (3) in the definition of A-stability is maximal monotone, with the unique root (0, 0). From the theory of Astability (see for example [18] ) we know that all A-stable LMMs are implicit. In implicit LMMs an iterate x k is obtained by solving the equation
In order to guarantee the solvability of (6) one needs to pose assumptions on f and the parameters. A simple way is to assume that −f is maximal monotone, and γ 0 is positive. Then by the classical result of Minty [17] , the mapping (I − γ 0 h k f ) is surjective and (6) always has a unique solution. Generalization of the implicit linear m-step method for the monotone differential inclusion (2) is now straightforward: we replace −f by a general maximal monotone mapping T , and on the right hand side of (6), we replace
where c k = γ 0 h k and β j = γ j /γ 0 . There remains the problem of finding
, that are needed on the right hand side of (7). Reordering (7), we see that if x k solves (7) then
The linear m-step method (in the exact form) for (2) can thus be written as follows. 
2. Choose c k > 0 and solve
When T is maximal monotone, Algorithm 1 is well defined in the sense that for any starting points {x 0 , . . . , x m−1 }, {v 0 , . . . , v m−1 } ⊂ X, it generates infinite sequences {x k }, {s k }, and {v k }. The main purpose of this paper is to show that the linear multi-step method has similar properties as the classical proximal point algorithm. More precisely, we give conditions on the parameters α j and β j that guarantee the weak convergence of the sequences {x k } and {s k } to a solution of (1), whenever T is maximal monotone and 0 ∈ rge T . Linear multi-step methods can thus be used very much like the proximal point algorithm, for example, in derivation of multi-step versions of multiplier or splitting methods.
The biggest computational burden of Algorithm 1 is contained in step 2, where we are asked to solve an inclusion which can be as hard as the original problem (1). It is thus important that we can accept inexact solutions of these subproblems. In [27] , Rockafellar proved the convergence of the proximal point algorithm while allowing iterates of the form
where the errors e k form a summable sequence. Recently, Solodov and Svaiter proposed modifications to the classical PPA, which allow a considerable relaxation of the error criterion by adding an additional extragradient or a projection step to the PPA [30, 32, 35] . These methods provide a more constructive error criterion, and the extra step guarantees Fejér monotonicity and global convergence of the generated sequence, with a negligible cost in computation. We will show that both these approximation schemes can be applied also in the case of LMM, with similar convergence results as for the PPA.
Note that if we choose m = 1, α 1 = 1 and β 1 = 0, Algorithm 1 becomes the classical proximal point algorithm. On the other hand, choosing m = 1, α 1 = 1 and β 1 = σ − 1 for σ ∈ (0, 2), and eliminating v k from the equations of Algorithm 1, we obtain the following method
which is the relaxed proximal point algorithm of Eckstein and Bertsekas [13] in the exact form, and with a fixed relaxation parameter. As shown in [14] , over-relaxation can speed up convergence. This is important especially when variations in the step-size parameter c k are not allowed, which is the case when deriving certain splitting methods [36, 13] . Combining Algorithm 1 with the ideas in [36, 13] , one can derive splitting methods with arbitrarily many parameters that can be tuned for the particular problem at hand. It is not possible to single out an LMM that would be best in general. To give a concrete example where there is an LMM that performs better than the classical PPA, consider the linear mapping T : R → R given by T x = λx, with λ > 0. The PPA with a fixed step-size c then generates a sequence satisfying
whereas an LMM with m = 1 and α 1 = 1, generates a sequence satisfying
The latter converges faster to T −1 (0) = {0} whenever β 1 ∈ (0, . . . , λ n )X −1 , an LMM with m = 1, α 1 = 1 and |1 − β 1 cλ i | < 1 ∀i = 1, . . . , n has a better convergence rate than the PPA.
From numerical integration point of view, our convergence results can be viewed as stability results for LMM. In this sense, our aim is to describe a subset of the class of A-stable LMMs, which for any maximal monotone mapping T , generate sequences that converge to T −1 (0). Since we are interested in solving problem (1) rather than (2), we will not be concerned with consistency or accuracy properties of LMM, which are central in the analysis of numerical integration methods. For a consistency analysis of LMMs in the case of (possibly discontinuous) monotone mappings see Nevanlinna [20] .
Being aware of what happens for the exact solution of (2) with (3) and a = 0, we know that if we want to reach T −1 (0) it is probably not a good idea to follow the solution of (2) too closely.
Section 2, provides a convergence analysis of the LMM for general monotone mappings under the classical condition that the errors in the computation of the resolvants be summable, and Section 3 studies the case of a relative error criterion with an extragradient step. In Section 4 we show that under the classical Lipschitz-type condition on the inverse of T , the LMM attains local linear convergence much like the standard proximal point algorithm [27] .
Approximate iterates with summable errors
To make Algorithm 1 implementable, it is usually necessary to allow approximate solutions of the subproblems in step 2. In this section, we consider the linear m-step method in the following approximate form. 
2. Choose c k > 0 and compute
3. Setṽ
The vector e k in step 2 is interpreted as an error allowed in the computation of the resolvant. It will be shown that if the error sequence is summable, and if the parameters satisfy suitable conditions, then this algorithm will generate sequences weakly converging to a point in T −1 (0). Similar summability condition for the errors was used in [27] to prove the convergence of the classical proximal point algorithm.
Given an LMM, define the polynomial
and let A be its companion matrix:
Recall that the roots of p coincide with the eigenvalues of A, and the spectral radius of A (or p) is the number
Many numerical integration methods (Euler, Trapezoidal, . . . ) share the following property; see for example [22, 16] .
Definition 1 A linear m-step method is said to be strongly stable if ρ(A) ≤ 1, and |λ i | = 1 for exactly one eigenvalue λ i of A.
Our convergence analysis is based on two lemmas.
Lemma 1 Consider a linear m-step method, and let {ξ k }, {ω k } and {ν k } be sequences of nonnegative real numbers such that ν k < ∞ and
If α j ≥ 0 and m j=1 α j = 1, then {ξ k } is bounded, and
If in addition, the method is strongly stable, then {ξ k } converges.
Proof: For k ≥ m, defineξ k = max{ξ k−1 , . . . , ξ k−m }. Then (11) and our assumptions on the α j 's implyξ
so that by [23, Lemma 1, Sec. 2.2.1] the sequence {ξ k } is bounded and convergent. This implies the boundedness of {ξ k }.
Define for l ≥ m,
Then for l ≥ 2m,
Since γ l is nondecreasing, we get
Absorbing any possible slack in the inequality (11) into ω k , we can assume without loss of generality that it holds as an equality, and then we can write it in the vector form
where
, and A is defined by (10) . By the first part of the lemma the sequence {b k } is summable. With the Jordan decomposition A = P −1 JP we can write (12) in the form
where y k = P x k and c k = P b k . Since we are assuming that our method is strongly stable, J is of the form
where |λ| = 1 and ρ(J) < 1. But the condition m j=1 α j = 1 implies p(1) = 0, so we must have λ = 1. Then, since the summability of {b k } implies that of {c k }, it follows that {y k } converges, implying the convergence of {x 
QED
The following is due to Opial [21] .
Lemma 2 Let S ⊂ X be nonempty and let {u k } ⊂ X be an infinite sequence, such that the limit lim
exists for allū ∈ S and all the weak cluster points of {u k } belong to S. Then {u k } converges weakly to a point in S.
We can now prove the following. 4. |β j | ≤ α j ∀j = 1, . . . , m, with strict inequality for at least one j;
5. e k < ∞.
Then for any starting points, the sequences {x k }, and {s k } converge weakly to a point in T −1 (0), and the sequence {c kṽ k } converges strongly to zero.
Proof: For k ≥ m, define
and for k ≥ 2m defineŝ
Note that because of condition 4, we can restrict the summation above to the indices J = {j | α j = 0}. Letx ∈ T −1 (0) and k ≥ 2m. Since
and then,
where the inequality follows from the convexity of · 2 . Using (14), we get for every i ≥ m
where the inequality holds since T is monotone and, by (13) and (14), u i ∈ T (z i ). Combining this with (16), we obtain
By step 3, (13) and (14) we haveṽ
k e k for every k ≥ m. This together with (15) gives
Now, if we define
we can write (17) and (18) as
Definingξ k = max{ξ k−1 , . . . , ξ k−m }, we get from (19) that ζ k ≤ξ k and then (20) implies ξ k+1 ≤ ξ k + ν k , and thus, ξ k+1 ≤ ξ k + ν k , which by [23, Lemma 1, Sec. 2.2.1] guarantees that {ξ k } converges, and so, both {ξ k } and {ζ k } are bounded. Squaring (20) and using (19), we get
The summability of { e k } implies that of {ν k }, so that ν k < ∞ by the boundedness of {ζ k }. Thus, by Lemma 1 {ξ k } = { s k −x 2 } converges, and
which can be written as
Since by our assumptions on the (14) we then get also the convergence of z k −x . By (13) and (14), u k ∈ T (z k ), where u k → 0 by condition 2. Then by maximality of T , all the weak cluster points of {z k } are in T −1 (0), and thus by Opial's lemma {z k } converges weakly to a point in T −1 (0). By (14) and the summability of { e k }, the same is true of {s k } and {x k }. The strong convergence of c kṽ k to zero follows from that of c k u k and from the fact that c kṽ k = c k u k − e k by step 3 and (14). QED Note that choosing m = 1, α 1 = 1 and β 1 = 0, we recover [27, Theorem 1].
Approximate iterates with an extragradient step
In this section we prove the convergence of a multi-step version of the hybrid extragradient-proximal point algorithm introduced in [32] . This method has the advantage of allowing a constructive error criterion for the subproblems of LMM. Instead of summability of an error sequence it uses a fixed parameter that measures the allowable error relative to the step size of an approximate proximal step. Convergence of the method is then guaranteed by performing a simple "extragradient step" after the usual (approximate) proximal one.
The general approximation scheme uses the -enlargement T ε of T introduced by Burachik, Iusem and Svaiter in [7] . T ε is defined, for ε ≥ 0 by
See [7, 8, 9, 24, 25, 29] and their references for a thorough study and further applications of this useful concept. Generalizations of this construct are studied in [37] . Note that if T is monotone, we have T ε (x) ⊇ T (x) for all x ∈ X, ε ≥ 0, and if T is maximal monotone then T 0 (x) = T (x) for all x ∈ X.
Let x k be the unique solution of the problem in step 2 of Algorithm 1, and consider the pair (x k , c −1
. This can be seen as a solution to the system
In [32] , the following definition of an approximate solution to (23)- (24) was introduced.
Definition 2 For σ ∈ [0, 1), a pair (x,ṽ) is called a σ-approximate solution of system (23)- (24) if there is an ε ≥ 0 such that
If σ 1 ≤ σ 2 , then a σ 1 -approximate solution of (23)- (24) is also a σ 2 -approximate solution. In particular, 0-approximate solution, that is, the exact solution of system (23)- (24) is always a σ-approximate solution for any σ ≥ 0. This implies that when T is maximal monotone and c k > 0, then for any σ ≥ 0, there is at least one σ-approximate solution of (23)- (24) . For previous algorithmic applications of this definition and some of its theoretical properties see [31, 32, 33, 34] For a choice of parameters σ ≥ 0, α 1 , . . . , α m , and β 1 , . . . , β m , the approximate LMM with an extragradient step generates infinite sequences {x k }, {x k }, {ṽ k }, {s k } as follows. 
2. Choose c k > 0 and find a σ-approximate
Note that step 2 can be implemented as 2. Choose c k > 0 and find (x k , e k ) such that
which shows its advantages over the classical approximation schemes where the error tolerance is driven to zero as the algorithm proceeds.
With error tolerance σ = 0, Algorithm 3 reduces to the exact LMM. Also, as noted above, when T is maximal monotone, there always exists a σ-approximate solution to the proximal system in step 2, so the method is well defined. To obtain convergence of the generated sequence {x k } to a solution of T (x) 0 we also need to impose conditions on σ, and on the α j s and β j s.
Theorem 2 Consider Algorithm 3 and assume that 1. T is maximal monotone and T −1 (0) = ∅;
3. α j ≥ 0 ∀j = 1, . . . , m, m j=1 α j = 1, and the method is strongly stable;
. . , m, where the inequalities are strict for at least one j.
Then for any starting points, the sequences {x k }, {x k }, and {s k } converge weakly to a point in T −1 (0), and the sequence {c kṽ k } converges strongly to zero.
Proof: Letx ∈ T −1 (0) and k ≥ 2m. Since x k = s k − c kṽ k for k ≥ m, we have from steps 1 and 2
where again J = {j | α j = 0}. Then just like in the proof of Theorem 1 we get
To get an upper bound for the last term in (25), we first note that step 2 and Definition 2 imply for each i ≥ m, the existence of an ε i ≥ 0 such that
The bound (27) can be written as
and since 0 ∈ T (x) we get from (22) that
Combining, we get
By (27) 
which can be used in (28) to get
Since by condition 4, α j + β j ≥ 0, we can use this in (25) to obtain, after some manipulations
where the constants
are nonnegative by condition 4. Thus, by Lemma 1 the sequence { s k −x } is convergent and
Reordering terms in (31) we get
where by our assumptions on β j s j∈J
Since by (27) 
which together with the convergence of { s k −x } implies the convergence of { x k −x }. To prove the weak convergence of {x k } to a point in T −1 (0) it suffices by Lemma 2 to show that all its weak cluster points are in T −1 (0).
Letx be any weak cluster point of {x k }, and let {x kq } be a subsequence converging weakly tox. By (26)ṽ kq ∈ T ε kq (x k ), where ε kq → 0 by (27) and (33) , andṽ kq → 0 strongly by (32) and the fact that c k ≥ c for all k. So from (22) we get 0 − u,x − y ≥ 0 ∀(y, u) ∈ gph T, which by maximality of T implies 0 ∈ T (x). Thus, {x k } converges weakly to a point in T −1 (0). This holds also for {s k } by (33) and for {x k } by step 3 and (32) . 
A case of linear convergence
It was shown in [27] that under a local Lipschitz-type condition on the inverse of T the proximal point algorithm attains local linear convergence. The same holds for the hybrid extragradient-proximal point algorithm [32] . In this section we show that the Lipschitz condition implies the r-linear convergence of the LMM. We give the analysis only for the version of Section 3 under the additional simplification that k = 0 for all k = 1, 2, . . .. Using the same kind of analysis, similar results can be obtained also for the other versions of the LMM.
Proposition 1 Consider Algorithm 3. In addition to the conditions of Theorem 2, assume that k = 0 for all k, that T (x) 0 has a unique solutionx, and that for some neighborhood U 0 and a constant a ≥ 0 y ∈ U, x ∈ T −1 (y) =⇒ x −x ≤ a y .
Then {s k } converges r-linearly tox.
Proof: By Definition 2, step 2 of Algorithm 3 implies that
Sinceṽ k → 0 by Theorem 2 and because we are assuming k = 0, condition (34) implies that x k −x ≤ a ṽ k , for all k large enough. We thus get that for all k large enough By equivalence of norms on R m , we can then find a constant C > 0 such that
To finish the proof it suffices to show that ρ(A θ ) < 1. So assume that λ is a complex number satisfying p θ (λ) = 0. Then
so |λ| ≥ 1 would imply
which is a contradiction, since j∈J (1 − θ j )α j < 1 by condition 4. QED
