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2Charakterisierung stark eindeutig bester Approximationen
im Raum der periodischen SpliJefunktionen .
I
Zusammenfassung
Das vorliegende Manuskript behandelt die Aufgabe der Charakterisierung stark
eindeutig bester Approximation in periodischen Splineräumen. Diese klärt sich
durch Unterscheidung in schwach-tschebyscheffsche, p]leriodischeSplineräume und
solche, die diese Struktur nicht haben.
Es werden die wesentlichen Überlegungen der Charakterisierung bester Approxi-
. I
mation dargestellt und zur Motivation der Untersuchung stark eindeutig bester
Approximation verwendet werden.
Wir bezeichnen für eine gegebene Knotenmenge
Kn := {xo < Xl < ... < xn}; nEIN ,
die wir in natürlicher Weise durch XV+1Ln := Xv + JL((xl- xo)); 1/ = 1 ... n; JLE JZ auf
ganz IR fortsetzen, mit. I .
Pm(Kn) := {p E c(m-l)(IR) : P![Xi.Xi+l] E TIm; i = 0 ... n - 1 .
und p(x) = p(x + (xJ - xo));'v'x E IR}
für mEIN deri'Raum der periodischen SPlinefunktionenlder Ordnung m+ 1zur Knoten-
menge Kn. Aus der Literatur (vgl. [5]' [9])ist bekannt, daß Pm(Kn) ein n-dimensionaler
Unterraum des n + m dimensionalen (Standard-) Spline1raums
Sm(Xl ... Xn-l) := {s E c(m-l)(IR) : SI[xi.xi+l1 l II ;i = O ... n - I}
ist. Wir bezeichnen im folgenden mit Bi; i = 1... n Jenje:igen B-Spline mit Träger
JXi, Xi+m+1[ und stellen uns diesen periodisch fortgesetzi auf die reelle Achse vor, dann
gilt . . I
Pm(Kn) = span{Bl, ... , Bn}.
Untersuchungsgegenstand dieser Arbeit ist es, die Frake nach bester Approximation
darzustellen und, davon ausgehend, die Charakterisierung stark eindeutig bester Appro-
ximation in Pm(Kn) zu klären, das heißt für vorgegeben~s
. I
i E C(xn-xo) := {g E C(IR) : g(x) = g(x + (xn - xo)); 'v'x E IR}
ein Pt E Pm(Kn) zu finden, so daß
Ili - Pt 11"" ::; Ili - pli",,; 'v'p E Pm(Kn)
(beste Approximation), beziehungsweise . I





für eine Konstante Kf > 0 (stark eindeutig beste Appr6ximation).
Es wird sich zeigen, daß bei der Untersuchung dieser Pr~bleme Eigenschaften und Lagen
von Alternanten eine Rolle spielen. I
Eine Punktmenge Xo ~ t1 < ... < tr( < t1 + (xn - xo)); rEIN heißt Alternante der
Länge r einer gegebenen Funktiong E C(xn-xo),falls für tin eT E {-I, +1} die Bedingung
(-l)1eTg(tj) = Ilglloo;j = l.i..r
erfüllt ist. Die Punkte tj; j = 1 ... r SInd somit Element~ der Extremalpunktmenge von
I
g: I
Eg:= {x E [xo,xn] : Ig(x)1 = Ilylloo}' ,
Wir sprechen im folgenden von Alternanten der genauel Länge r, falls eine Punktmen-
ge Xo ~ t1 < ... < tr( < t1 + (xn - xo)) existiert, welche !Alternante von 9 ist, aber keine
Punktmenge Xo ~ t1 < ... < ts( < t1 + (xn - xo)) existiert, die Alternante von 9 ist und
s > r erfüllt: , . I
Wir geben zunächst im Fall schwach-tschebyscheffscher, Iperiodischer Splineräume einen
I
neuen Beweis der Charakterisierung bester Approximationen in Pm(Kn); n = 2l + 1; l EI
INo an. Dieser beruht auf der Grundidee den Charakter~sierungssatz in Pm(Kn) ähnlich
wie in (vgl.[5]' p.132, Theorem 4.2) die, ursprünglich von Rice und Schumaker (vgl. [6]'
[8]) stammende, Chatakterisierung bester Approximatiohen in Sm(X1 ... xn-rJ bewiesen
wird, herzuleiten. I
Hierbei gelangt man, aufgrund der schwach-tschebyscp.effschen Eigenschaft, mit der
gemäß (vgl. [4]) konstruierten, besten Approximation, I durch Verwendung eines star-
ken Eindeutigkeitsarguments zum Ziel.
Danach wird der Fall nicht schwach~tschebyscheffscher, periodischer Splineräume n =
2l; lEIN im Sinne von (vgl. [3])zusammengefaßt. Die~ dient, neben Vollständigkeits-
gründen, der Motivation der Untersuchungen des zweiteh Paragraphen, indem die Cha-
rakterisierung stark eindeutig bester Approximationen i~ Pm (Kn) angegeben und in den. I
dabei auftretenden, verschiedenen Fällen, bewiesen wirq.
I




1 Charakterisierung bester Approxitnatione~ Prn(Kn)
In diesem Paragraphen werden beste APproximationJ in Pm(Kn) untersucht. Hierbei
benötigt man die folgende Aussage über die Anzahl der Vorzeichenwechsel einer peri- .
odischen Splinefunktion in deren Periodizitätsintervall [::liD, xn[. Sie besagt, daß im Fall n
ungerade Pm(Kn) ein schwach-tschebyscheffscher Raum i1stund im anderen Fall maximal
dim(Pm(Kn)) = n Vorzeichenwechsel auftreten können.IDies bedeutet, daß bei gerader
Knoteniiitervallanzahl der periodische Splineraum im Gegensatz zum (Standard-) Spli-
neraum (vgl. [5]' p.95, Theorem 1.19) einen wesentliche~ Strukturverlust aufweist.
Satz 1 (vgl. Schumaker, L. [9], p.300, Theorem Sl4 ) Es seien p E Pm(Kn) und
Z(p) die Anzahl der Vorzeichenwechsel von p in [xo,xn[[ Dann gilt :
I
Z(~) ~ { n - ~ : j:~~:~~:e~~de
Den Beweis von Satz 1 führt man per Induktion nach mEIN, indem man zunächst
den (einfachen) Fall m = 1 klärt und dann für m ~ 2 zeigt, daß für p E Pm (K n) die
Abschätzung Z(p) ~ Z(p(1)) gilt. .
Wir behandeln nun zunächst den Fall sChwach-tLhebYSCheffScher, periodischer
Splineräume, das heißt nach Satz 1, daß nungerade ist.IDie Charakterisierungsaussage
wurde bereits y.:onO.V. Davydov (vgl. [3]) gefunden. ~ir geben an dieser Stelle einen
neuen Beweis der Charakterisierung bester Approximatibnen in Pm(Kn); n = 2l + 1; 1 E
INo an, welche auf dem folgenden Satz beruht.
Satz 2 (Jones, R.C. & Karlovitz, L.A.,vgl. [4], [5],S.88) Es sei G ~ C([a, b]) ein
n-dimensionaler Unterraum. G ist genau dann schwach-tschebyscheffsch, wenn jede
I
Funktion f E C([a, b]) eine beste Approximation gf E G besitzt, derart, daß die Feh-
lerfunktion Cf - gf) eine Alternante der Länge n+ 1 auf [a, b] hat.
Beim Beweis der Charakterisierung bester APproxilationen in Pm(Kn) benutzen
wir, wie eingangs angedeutet, ein Argument über stark ~indeutig beste Approximatio-
nen. Diesem liegt der nächste Satz zugrunde. I
Satz 3 (vgl. [5],S.91) Es sei G = span{gl" .gn} ein n-dimensionaler, schwach-
tschebyscheffscher Unterraum von C([a, b]). Weiterhin sfien f E C([a, b]) und gf E G.
Dann folgt aus der Existenz einer Alternante a ~ t1 < tz < ... < tn+l ~ b der Länge
n + 1 von Cf - gf ), mit der Eigenschaft
D (
gi . . . gn) ...)..O.. = 1 1T,~ ... n+,
t1 ••. ti-1ti+l ... tn+l .
daß gf stark eindeutig beste Approximation an fist.
I .
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I
Der Beweis von Satz 3 verwendet Satz 12 und Satz 16 (siehe unten).
Der nächste Satz beschreibt die Charakterisierunk bester Approximationen
schwach-tschebyscheffsche, periodische Splineräume. I
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für
Satz 4 (vgl.[3]) Es seien nEIN; n = 2l + 1; 1 E INo und mEIN. Weiterhin seien
f E C(xn-xo) und PI E Pm(Kn). Dann ist PI genau dann beste Approximation an f, falls
ein Intervall [xp, xp+q]j P E {O... n - 1}; q E {1 ... n} existiert, so daß U - PI) eine
Alternante der Länge d + 1 in [xp, XP+q] besitzt, wobei i
gilt.
Beweis von Satz 4 : . I
Für {:::sei tl < ... < td+l (< tl + (xn - xo)) die Alternante von U - PI) der Länge
d + 1 in [xp, xp+q]. Angenommen es gibt pE Pm(Kn), soidaß .
IIf - plloo < Ilf - PIlloo,
so folgt für ein (J' E {-1, +1}
.~
und somit
(-l)j(J'(PI - p)(tj) < Ojj = 1 ... d + 1.
Das heißt (PI - p) E Pm(Kn) hat d Vorzeichenwechsel in [xp, xp+q]. Ist nun d = n, also
insbesondere q E {n - m ... n}, so ist dies ein Widerspruch zu Satz 1. Für d = m + q
und q E {1 ... n - m - 1} hat man
Da Sm(xp+l'" xp+q-d nach (vgl. [5]' p.95, Theorem 1.19.) für q E {1 ... n - m -1} ein
d = m + q-dimensionaler, schwach-tschebyscheffscher Rlum ist, kann (PI - p) auch in
diesem Fall keine d Vorzeichenwechsel in [xp, XP+q] besitz:en - ein Widerspruch.
Für ::::} erhält man zunächst aus der schwach-tschebyscheff Eigenschaft von
Pm(Kn); n = 21+1; 1 E INo (Satz 1) mit Hilfe von Satz 2 die Existenz eines Po E Pm(Kn),
I
beste Approximation anf E C(xn-xo), mit der zusätzlichen Eigenschaft, daß U - Po)
eine Alternante der Länge n+1 in [xo,xn] besitzt. Es sei hun [xp,xp+q];p E {O... n-1};
I
q E {1 ... n} so gewählt, daß U - Po) in [xp, xp+q] die AI~ernante
T = {tl< ... < td+l( < tl + (Xn t xo))}
besitzt und zusätzlich kein (echtes) Teilintervall [xß, xßHij C [xp, xP+'1] existiert, welches
eine (d + l)-elementige Teilmenge von T enthält. Hierbeii soll d = dim(Pm (Kn)l[x,,,x,.+qj)
und d = dim(Pm(Kn)I[x'l,X'lHJ) gelten. Wir zeigen im folgenden, daß Po I[x,,,X,,+qjstark
. I
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eindeutig beste Approximation an f bezüglich dem ~um Pm(Knih, •.,,,•• l ist. Hierzu
unterscheidet man nach der Dimension d = dim(Pm(.~n)l[xp,xp+'lj) und wendet Satz 3
an. Ist d = n, das heißt q E {n - m ... n}, so nehmen wir an, daß
I
. D (91 . . . gn )'1= 0
t1 ... tj-1tj+1 ... tn+l
für ein j E {1 ... n+ 1} gilt. Aufgrund von (vgl. [9]' p.302, Theorem 8.8) folgt, daß es ein
Intervall JXi, Xi+m+k [; i E {O ... n -1}; k E {1 ... n - m -~} gibt, welches maximal (k -1)
Punkte aus T \ {tj} enthält. Man erhält, daß ein Intervlll [xp, xpH]; pE {O ... n - 1};
1
ij E {1 ... n - m- 1} existiert, welches mindestens m + ij +11Punkte aus T \ {tj} enthält.
Damit enthält
[xß, xßH] := [xp, xp+q] n [xp, x\p+q]
mindestens m + ij + 1(~ m + ij + 1 = dim(Pm(Kn)I[xp,JHqj) + 1) Punkte aus T \ {tj}
und somit mindestens m + ij + 1 = d + 1 Punkte aus T -lein Widerspruch zur Wahl von
[xp, xp+q]. .:
Ist d< n, das heißt q E {1 ... n - m - 1}, so nehmen! wir an, daß
D (91 . . . gn) 1= 0
t1 ... tj-1tj+l ... td+l
•woraus die Behauptung folgt.
für ein j E {1 ... d + 1} gilt. In diesem Fall ist
. I
Pm(Kn)I[xp,xp+'ll = Sm(xp+l ... xp+q-d
ein (d = m+q)-dimensionaler (üblicher) Splineraum. Aus bbiger Annahme folgt mit Hilfe
der klassischen Interpolationsaussage für Splinefunktione~ (vgl. [5]' p.109, Theorem 3.7),
wenn wir I
. T \ {tj} = {U1 < ... < Ud}'
setzen, daß es ein i E {1 ... q -1} mit der Eigenschaft Ui j Xp+i oder Ui+m+1 :::; Xp+i gibt.
Man erhält hieraus, daß 11:= [Xp+i'Xp+q] die (m+q-i+lI) Punktmenge {Ui < ... < Ud}
enthält, oder daß 12 := [xp, Xp+i] die (m + i + 1) Pun~tmenge {U1 < ... < Ui+m+1}
enthält. Aufgrund von dim(Pm(Kn)IIl) = m+q-i, bezie1hungsweise dim(Pm(Kn)I£,) =
m + i ist dies in beiden Fällen ein Widerspruch zur W~hl von [xp, xp+q]. Offenbar ist
Pm(Kn)I[x x J in den beiden hier aufgetretenen Fällen ein schwach-tschebyscheffscher
P' P+'l . I
Raum, so daß mit Satz 3 folgt, daß POI[x,,,xP+'ll stark eindeutig beste Approximation aus
Pm(Kn) I [x,,,X,,+qj an fl[xp,x"+'lJ ist. Man erhält I
. I
I~U- pf)I[X,,,xP+'ll."oo :::; ~If ~ Pfll.~ = Ilf - Po 1100 =I"U - Po) I[x,,,x,,+,,l1100'
und damit aus starken Emdeutigkeitsgrunden :
i




Der Beweis von Satz 6 erfolgt sofort aus Satz 5
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Wir bemerken an dieser Stelle, daß im Fall n S; J + 1 der ei~gescbränkte Raum
Pm(Kn)I[x,,,x"+'Il stets die volle Dimension n hat, und die! in Satz 4 angegebene, Charak-
terisierungsbedingung für beste Approximationen in dies:em Fall die, aus dem Haarschen
Satz bekannte, ist. In der Tat ist Pm(Kn) dann ein tschebyscheffscher Raum.
I
Im folgenden wird nun die Charakterisierung bester !Approximationen für den nicht
schwach-tschebyscheffschen Fall periodischer Splinefunktionen (n = 21; 1 E IN) nach
O.V.Davydov dargestellt. Dabei zeigt sich, daß neben den Alternanten.bedingungen in
den Fällen, in denen nicht mit der lokalen schwach-tsch~byscheff Eigenschaft argumen-
tiert werden kann, zusätzliche Determinantenbedingungen an die Alternante gestellt
werden müssen. Wir geben hierzu zunächst das allgemeihste Kriterium zur Charakteri-
sierung bester Approximationen in endlich-dimensionaleh Räumen an. .
Satz 5 (Rivlin und Shapiro, vgI.[7J, p.74, Theöre~ 2.5) Es seien G ein reeller
Unterraum von C([a, b]) mit dim(G) = n und j E C([a, b]). gt E G ist genau dann
beste Approximation an j, wenn r ~ n + 1 Punkte Yj E Et-gt;) = 1 ... r und geeignete
Cj > 0;) = 1... r existieren, so daß 1
T . . I .
LCj(j - gt)(Yj)g(Yj) = 0i\-/9 E G.
Beim Beweis von Sah 5 ~::den der Satz von Caratbeo~Ory und der Satz von Hahn-
Banach entscheidend verwendet. \
Man erhält ßUs Satz 5 den folgenden Satz, durch welchen man erkennt, daß das
Kolmogoroff-K~iterium (vgl. [5]' p.32, Theorem 3.9.) zurl Charakterisierung bester Ap-
proximationen für endlich dimensionale Unterräume au£ einer (nur) endlichen Menge
formuliert werden kann. I. .
Satz 6 Es seien G ~ C([a, b]) ein n-dimensiona1er, reel1et Unterraum und j E C([a, b]).
gt E G ist genau dann beste Approximation an j, wenin es r ~ n + 1 PunkteYj E
Et-gt;) = 1 ... r gibt, so daß für kein 9 E G die Eigensclirajt
(j - gt)(Yj)g(Yj) > Oi) = 1 .. :.r
und drm allgemeinen Kolmogoroff-
Wir können uns also bei der Untersuchung auf beste Approximationen in Pm (Kn) auf
eine endliche Menge von Punkten (mit maximaler Anzahl ~im(Pm(Kn))+l = n+1), die
dem Kolmogoroff-Kriterium genügen, beschränken. Das fölgende Hilfslemma tritt, wie
sich zeigen wird, bei der Behandlung von Alternanten, beil denen keine lokalen schwach-
tschebyscheffschen Eigenschaften zugrundeliegen, auf. Sei!n Beweis beruht, ähnlich wie
der ursprüngliche Beweis des Satzes von Rice und Schumlker (vgl. [6]'[8]), auf der Idee
schrittweise Knoten zu eliminieren. Zusätzlich wird hier die schwach-tschebyscheffsche
Eigensch. aft von Pm(I(21+d c Pm(Kn)i 1 E {O ... ~ -I} iml\zusammenhang mit (vgl. [9]'
p.302, Theorem 8.8) ausgenutzt.
\
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\
Lemma 7 (Davydov,O.V., vgl. [3]) Es sei n E INI gerade und T = {tj}J~l eine
Menge von 2l :::;n - 1 Punkten, Xo :::;t1 < < t2l( < t1 + (xn - xo)), mit der Eigen-
schaft, daß jedes Intervall [xi,xi+kJ;i E {O n -l};k\ E {1. .. 2l- m + I} maximal
m + k - 1 Punkte aus T enthält. Dann gilt, daß ein pE IPm(Kn) mit den Eigenschaften
. I
I .
p(tj)=O;j=1. .. 2l und VtEJtj,tHd: sgn(p{t))=(-1)1;j=1. .. 2l
\
\
Das nächste Lemma ist von technischer Natur. Es \wird bei der Behandlung von
Alternanten, bei denen lokal schwach-tschebyscheffsche Eigenschaften nicht ausgenutzt
werden können, benötigt werden. I
. \ -
Lemma 8 (Davydov,O.V., vgl. [3]) Es seien 1 :::; n und {tjg=ll {tj};=l Punkte aus
[xo,xn[ mit der Lagebedingung tj :::;tj < tj+l;j = 1... l, fobei (tl+l := t1 + (xn - xo)).
Es gelte, daß jedes Intervall [Xi,Xi+kJ;i E {O ... n - I}; k E {l ... l- m} maximal m + k
Intervalle der Form [tj, tjJ anschneidet. Dann gibt es ein~ Punktmenge i' = {tj};=l mit
der Lagebedingung _ ~ . \
. . tj < tj < tH1; J = ~... l I
und der Ezgenschaft, daß Jedes Intervall [Xi,Xi+kJ;Z E {O. ~. n - I}; k E {I ... l - m + I}
maximal m + k - 1 Punkte aus i' enthält. \
\ .
Schließlich benötigt man die folgenden beiden Aussagen, die einen Zusammenhang
zwischen Interpolations- und Nichtinterpolationsmengenl für periodische Splinefunk-
tionen herstellen. Einen detaillierten Beweis der nächsten ~ussage findet man an anderer
Stelle. \
Satz 9 Es sei nEIN gerade und Xo :::;t1 < ... < tn( < t1 ~ (xn - xo)) eine Menge von
Punkten, die die Schoenberg- Whitney am Kreis-EigenscHaft erfüllen, daß heißt jedes
I
Intervall JXi, Xi+m+j [;i E {O... n -I}; j E {I ... n - m} enthält mindestens j Punkte der
Menge T = {tj}}=l' Falls nun I
gilt, so erfüllt jede Punktmenge i' = {tj} }=1 mit der Eigen~chaft tj < tj < tj+l;
j = 1... n, wobei (tn+l := t1 + (xn - xo)), die Bedingung
Der Beweis von Satz 9 erfolgt durch den Basisansatz
daß
- I
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wobei s E Pm(I<n) die nichllriviale Lösungsfunklion dl\.s Nullpro~lems auf T ist. Die
Annahme
D ( B..1 ... 1!n ) = 0
t1 ••• tn I
führt hierbei auf den Widerspruch, daß smaximal n - e Vorzeichenwechsel besitzt. In
der Tat folgt nämlich aus der Schoenberg- Whitney am Kreis-Eigenschaft von T, daß s
sogar n Vorzeichenwechsel besitzt. I •
Lemma 10 Es sei nEIN gerade und Xo ::; t1 < ... < tL< t1 + (xn - xo)) eine Menge
von Punkten, die die Schoenberg- Whitney am Kreis-Eigenschaft erfüllt und es gelte
D ( 91 ... 9n ) = 0,
. t1 ••. tn
wobei {gl ... 9n} eine Basis von Pm(Kn) ist. Dann erfüllt jede Punktmenge
- I
Ti := ({t} u {tj }:i=l) \ {td; i = ~... n
mit der Eigenschaft t -:I=tj;j = 1... ndieBedingung \
D (91 . . . gn ) 56 O.
t1 ... ti-1 t ti+1 ... tn I
Beweis Lemma)O : I
Aus der Schoenberg-Whitney am Kreis-Eigenschaft vpri T = {tdk=l folgt wegen
D ( B1 •.• Bn ) = 0,
t1 ••• tn
daß jedes Intervall JXi, xi+m+j [;i E {O... n - I}; j E {] ... n - m} mindestens j + 1
Punkte der Menge T enthält. Hieraus folgt, daß die Meng~ T \ {td Schoenberg- Whitney
am Kreis bezüglich der Knotenmenge Kn \ {Xn-1} liegt und die Menge t Schoenberg-
Whitney am Kreis bezüglich Kn liegt. Somit erhält manl(vgl. [9]' p.302, Theorem 8.8)
für den schwach-tschebyscheffschen Teilraum I
Pm(Kn \ {xn-d) = span{B1 ... Bn-d l= Pm(Kn)),
Dt := D (B1 . . . Bn-1 ) "L~1... nt1 ... tt-1 tt+1 ... tn I
gilt. Ist s E Pm(Kn) die nichttriviale Lösung des Nullproblems bezüglich T, so folgt nach
dem LaPlace:chen Entwicklungssatz für t ~ t]; j = 1 ... nl
D ( S B1 . . . Bn-1) = 2:= (_l)k+1 s(tk)Dk + (_1)i+1 s(t)Di
t1 ... tt-l t tt+1 ... tn \k=lk~1
= (_l)i+1 s(t)Di -:1= 0
\
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und damit die Behauptung. \ •
Wir formulieren und beweisen nun den CharakteriSieLngssatz für beste Approxima-
I
tionen in Pm(Kn); n E IN;n = 2l; lEIN nach O.V.Davydov (vgl.[3]). Im Gegensatz zum
schwach-tschebyscheffschen Fall periodischer Splinefunktionen treten bei der Charakte-
risierung bester Approximationen zusätzlich Alternante~ der Länge ;:::n mit gewissen
Determinantenbedingungen auf. .
Satz 11 (Davydov,O.V., vgl. [3]) Es seien n E lN;ni~ 21; I E 1N und fE C'""-xo) \
Pm(Kn). Pi E Pm(Kn) ist genau dann beste Approximation an f, wenn eine der folgen-
den Bedingu~gen erfüllt ist. '. i
(a) es gzbt em Intervall [xp,xp+q]'p E {O ... n-l},q E ~l. .. n-m}, so daß (J -Pi)
eine Alternante der Länge d + 1 in [xp, xp+q] besitzt, wo\bei d = dim(Pm(Kn)I[xp,x,,+qj)
gilt,
(b) (J - Pi) hat eine Alternante Xo ~ tl < ... < tn( < tl + (xn - xo)) der Länge n in
[xo, xn[ mit der Eigenschaft I
D ( BI Bn ) = 0
tl in
(c) (J - Pi) hat eine Alternante Xo ~ tl < ... < in+!( < + (xn - xo)) der Länge n + 1
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\
Damit folgt die Existenz
A
von T = ~tj} ?=l ~it tj .< tj < \tH1; j = 1... n, wobei (tn+l :=
tl + (xn - xo)), und p(tj) = O. DIes 1st em WIderspruch zu Satz 9, denn T ist eine
Schoenberg- Whitney am Kreis-Menge mit der EigenschJft
I
D ( BI'" Bn ) = O. I
tl ... tn , \
Ist nun Xo ~ tl < ... < tn+!( < tl + (Xn - xo)) eine AI~ernante der Länge n + 1 von
(f - P f) mit der zusätzlichen Eigenschaft, daß jeweils Tl = {tj} j=l und T2 = {tj} j,;;-i
maximal m + k Punkte in einem Intervall der Form [Xi, Xi+k]; i E {O... n - I};
k E {I ... n - m} besitzen und I
D ( BI ... Bn ) i= 0 , sowie D ( Bl.l. Bn ) i= 0,
tl .. "in t2 •. tn+!
so macht nach Lemma 10 die Vorausetzung
(1)
und man setzt
Zj := Yr-s+j - (xn - xo);j = 1... sund zHs :J Yj;j = 1... r - s.
Weiter wählen wir io := 0, i2l := rund 1 ~ il < i2 <\ ... < i2l-l < r, so daß für
j E {O... 2[- I} und a E {-I, +1} die VorzeichenbedinguJ1ng
• I






D (Bi Bn ) = 0
T t2 tn '
für ein T E]tn+!, tl + (xn - xo)[ Sinn und die Menge ~J}U {tj}j=2 liegt Schoenberg-
Whitney am Kreis. Man erhält dann analog den obigen Uberlegungen aus der Annahme
Pf wäre nicht beste Approxiination einen Widerspruch zJ Satz 9.
Wir zeigen 'nun ~. Da Pf E Pm(Kn) beste Approxim~tion an f ist folgt aus Satz 6
daß es r ~ n+ 1 Punkte Yj E Ef-g,;j = l ...r, Xo ~ Yl < ... < Yr« Yl +(xn -xo))
gibt, so daß für kein pE Pm(Kn) die Eigenschaft I
(f - Pf )(Yj)p(Yj) > 0; Vj E {1 . .I. r}
erfüllt ist. Wegen -1,1 E Pm(Kn) folgt, daß ko, kl E {1 .. \.r} mit ko i= kl existieren, so
daß sgn((f - pf)(Yko)) > 0 und sgn((f - pf)(Ykt)) < O. Falls nun sgn((f - pf)(Yd) i=
sgn( Cf - P f ) (~, )) gilt, so setzen wir !
Zj := Yj; j = 1... r.
Sonst sei \
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gilt. Falls nun pE {O... n -I}; q E {I ... n -m} existieret so daß d~s Intervall [xp, xp+q]
die m + q+ 1 Punkte \
t1 := Zi.; tj := Zi.+i_l+l;j = 2"'1 + q + 1
für ein sEIN enthält, so bildet {tj};:iq+l wegen dim(Pm(Kn)l[x,,,x,,+qj) = m + q eine
wie in (a) gewünschte Alternante von (f - Pi) in [xp, xp+~] der Länge m + q + 1. Ist dies
, aber nicht der Fall so ent~ält jedes Intervall [Xi, Xi+k]j i EI' {O... n - l}j k E {1. .. n - m}
maximal j ::;m + k Punkte der Form
Zi. < Zi.+l < ... < Zi'+i_l+11
für jedes sEIN. Setzt man tj := Zii_l+l und ij := Zii;j f 1 ... 2l so gilt
tj ::; ij < tj+l;j = 1. .. 2l, I
wobei t21+l = t1 + (xn - xo), und die Intervalle [tj, ijl;lj = 1 ... 2l erfüll~n die
A
Vor-
ausetzungen von Lemma 8 und es folgt die Existenz einer Punktmenge T =. {tj g~1
mit I
Zii < ij < Zii+1;j = 1... 2l (Zi21+1 := ZIlf- (xn - xo))
und der Eigenschaft, daß jedes Intervall [Xi, Xi+kl; i E {o .. \.n-l};k E {1 ... 2l-m+l}
maximal m + k - 1 Punkte aus T enthält. Nimmt man n~m an, daß 2l ::; :: - 1 gilt, so
folgt aus LemmaS daß ein pE Pm(Kn) existiert mit den Eigenschaften p(tj) = Oj
j = 0 ... 2l - l.und I
Vt E]ij, iHd: sgn(p(t)) = (-I)jo-jj = 0 ... 2l- 1 ~io := i21 - (xn - xo)).
I
Es folgt '. I
sgn(p(zi)) = (-I)Jo-; i = ij + 1 ... ij+ljj ~ 0 ... 2l- 1
woraus man mit (1) den Widerspruch
(f - Pi)(Zi)P(Zi) > Oji = ij + 1 ... ij+ljj 1= 0 ... 2l-1
zu Satz 6 erhält. I
Damit muß 2l = n sein und es folgt r E {n, n + I}. I~t nun r = n, so gilt Zii+l
Zii+l ; j = o ... n - 1 und man definiert tj := Zii j j = 1 ... r. Dann ist T = {tj} }=1 eine
Alternante von (f - Pi) der Länge n in [xo, xn[, welche die Eigenschaft hat, daß in jedem
Intervall lXi, Xi+k+m[j i E {O... n - I}; k E {1 ... n - m} (mindestens k Punkte aus T
liegen, das heißt T hat die Schoenberg-Whitney am Kreis",Eigenschaft. Deshalb macht
die Annahme . I
D ( BI Bn ) 1= 0
t1 tn I
zunächst Sinn. Es folgt jedoch die (eindeutige) Existenz von pE Pm(Kn) mit der Eigen-
schaft p(tj) = (-I)j-1o-;j = 1. .. n. Aufgrund von (1) gilt ~ber
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I
so daß man einen Widerspruch zu Satz 6 erhält. \
Ist r = n+ 1, so gibt es genau ein jo E {O ... n - I} bit ijo + 1 < ijo+l und für alle
j E {O. :. n - I} \ {jo} gilt Zij+1 = Zij+l' Ohne Einschrän~ung der Allgemeinheit nehmen
wir jo = 0 an. Offenbar gilt dann ij = j + 1jj = 0 ... n uind man definiert
\
tj := Zj+1;j = 1 ... nj und tn+1 := Zl + (xn - xo).
I
Setzt man tj := tjjj = 1 ... n und tj := tj+l;j = 1 .. ln, so folgt aus Lemma 8 die
Existenz einer Punktmenge T == {ij}j=l mit tj < tj < tjjlj = 1 ... n, das heißt tj < t~ <
tj+l; j = 1 ... n und der Bedingung, daß in jedem Interva[l [Xi, Xi+k]; i E {O ... n - I};
k E {I ... n - m + I} maximal m + k - 1 Punkte aus TI enthalten sind. Man definiert
nun I
((J].(t) := { tj + 2t(tj - tj) ; tE [01' !] .
r tj+l +2(I-t)(tj -tj+d; t EH11J jJ = 1 ... n
I
F(t) ,= D ( 'P~(~).:: ~~&) ;t J
1
[0,1]
Ist nun F(O) = 0 oder F(l) = 0 so liegt der Fall (b) vorj man kann also im folgenden
davon ausgehen, daß F(O)F(l) =F 0 ist. Nimmt man F«VF(l) < 0_an, ~o erhält man
1'0 EJO, 1[' so daß F(/'o) = 0, das heißt es existiert eine Punktmenge T = {tJj=l mit der
Lagebedingung \
. (tj-1 <)tj < tj::; tj« tj+l);j = 1(- .. n
,-' I
(tj <)tj < tj < tj+1« tj+d;j = \ .. n
D ( B..1" .l}n ) = O. I
t1 ••• tn I
Wegen der Intervalleigenschaft von T folgt, daß in jedem ~ntervall [Xi, Xi+k]j
i E {O... n -I}; k E {I ... n - m} maximal m + k Punkte aus T enthalten sind, woraus
man die Schoenberg- Whitney am Kreis-Eigenschaft für T brhält. Hieraus folgt, daß ein
pE Pm(Kn) existiert mit den Eigenschaften p(tj) = Ojj = ~O... n und
Vt EJtj, tj+d: sgn(p(t)) = (-l)j(j;j = 0 ... n (tn+{ := t1 + (xn - xo)).
- I.
Aufgrund von tj < tj < tj+ljj = 1 ... n erhält man einen Widerspruch zu Satz 6. Somit
muß F(O)F(l) > 0 gelten. Betrachtet man nun 9 E Pm(KnD definiert durch
( ) D (
' B1 ..• Bn ) w [\ 1




j vt E X0
1
' Xn ,
so gelten g(t1 + (xn - Xo)) = F(O) und g(tn+d = (-l)F(l)~ und somit
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I
woraus man 7 E]tn+l, ti + (Xn - xo)[ mit g(7) = 0 erhäl~.' •
Anhand des Beweises von Satz 11 erkennt man, da~ sich die Bedingungen (b) und.
(c) äquivalent durch die Bedingung, daß (f - Pt) eine 4.lternante Xo ~ ti < ... < tn<
tn+I(~ ti + (Xn - xo)) mit I
D ( BI Bn ) D ( BI'" Bn I ). > 0
ti tn t2 ... tn+l \ -
besitzt, ausdrücken läßt. Insbesondere sieht man, daß imlFall tn+l = ti + (xn - xo) diese
verkürzte Schreibweise auf .
I
D ( BI Bn ) D ( BI'" I Bn) 2: 0,
ti tn t2 ... tn ti + (Xn I xo)
das heißt 2 1
(_l)[D(BI Bn)] 2:10
ti tn !
und somit auf I
D ( ~:::: ~n ) = 0- \
führt. . _ I
Schließlich bemerken wir noch, daß obige Determinantenbedingung, welche die Be-
dingungen (b) und (c) aus Satz 11 vereint, nach (vgl. [2]j die Charakterisierungsbedin-
gung für beste Approximationen in quasi-tschebyscheffsch1en, periodischen Räumen dar-
I
stellt. Dies sind periodische Räume gerader Dimension k, fie einen k - I-dimensionalen,
tschebyscheffschen Unterraum enthalten und deren Elemente maximal k Nullstellen be-
.sitzen. In der Tat zeigt sich, daß in dem Fall, indem Bedingung (a) aus Satz 11 keine
zusätzliche Möglichkeit darstellt (n ~ m+1), der SplineraJm Pm (Kn) eine solchen quasi-
tschebyscheffschen, periodischen Raum bildet. Dies kann *an an hand des Basisansatzes
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2 Charakterisierung stark eindeutig \
bester Approximationen in Pm(Kn~
In diesem Abschnitt soll die Frage der Charakterisieruhg stark eindeutig bester Ap-
proximationen im Raum der periodischen Splinefunktion~n Pm(Kn) untersucht werden.
Das allgemeinste Kriterium zur Charakterisierung starkl eindeutig bester Approxima-
tionen ist das folgende, von D.E.Wulbert (vgl. [10]), Qsiehe auch M.W.Bartelt und
H.W.McLaughlin (vgl.[l])) stammende, starke KolmogorojJ-Kriterium für endlich di-
I
mensionale Unterräume. \
Satz 12 (vg1.(5], p.38, Theorem 3.17.) Es seien GI ein endlich dimensionaler
Unterraum von C([a, b]) und f E C([a, b]). gf E G ist gerlau dann stark eindeutig beste
Approximation an f, wenn kein 9 E G \ {O} mit der Eigehschaft
I




Es liegt auf der Hand, daß bei der Anwendung dieses Kriteriums Nullstellen- und
Vorzeicheneigenschaften der approximierenden Elemente ~us G benötigt werden. Wir
geben deshalb an dieser Stelle zunächst einige HilfsaussagJn für den, hier untersuchten,
Fall G = Pm(Kn) an. 1
I
Lemma 13 Es seien p E Pm(Kn) eine periodische Splin\efunktion mit endlich vielen
Nullstellen in [xo,xn[ und N(p) die, nach deren Vielfachhe;it gezählte, Anzahl der Null-
stellen von p. Dann gilt die Abschätzung 1
N( ) < { n , falls n gerade 1
1
. •
p - n - 1 , falls n ungeradf(
I
Beweis von Lemma 13 : 1
Der Fall m = 1 ist einfach, denn in jedem Knoteninter~all [Xi, Xi+l]; i = o ... n - 1
liegt, endlich viele Nullstellen vorausgesetzt, m~'{imal eine Nullstelle der Vielfachheit 1.
Aufgrund der Periodizität gilt, im Fall n ungerade, daß ein,lin diesem Sinne maximales,
I
p E PI (Kn) in einem Knotenintervall [Xi, Xi+l] konstant (# (j)) ist, und damit erhält man
für m = 1 die Behauptung. 1
Ist nun m 2: 2, so sei p E Pm(Kn) mit genau den end~ich vielen Nullstellen Xo <




Es folgt, daß pell E Pm-I(Kn) in ti; i = 1 ... reine Nullstell( der Vielfachheit (mi - 1)
und darüberhinaus r Nullstellen \
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besitzt, wobei man unter anderem die Periodizität ausJtzt. Es gilt n~n, daß es t; Elt" (,1
und ti EK, ti+d gibt, so daß p(l)(t:) i= 0 und p(1)(ti) i=p. Weiterhin sind die Nullstellen
ti von p(1) mit (mi - 1) > 0 so, daß für eine Umgebung U(ti) .
p(l)(t) i= O;Vt EU(ti) \ {L}
gilt. Insgesamt besitztp(1) also mindestens r + L:~=l(nii - 1) = N(p) isolierte Nullstel-
len (vgl. [5]' p.108, Definition 3.2). Ähnlich folgert mah nun, daß p(2) ... p(m-l) minde-
stens N(p) isolierte, nach deren Vielfachheit gezählte,j Nullstellen in [xo,xn[ besitzen.
Da p(m-l) E Pi (Kn) im Fall n gerade (ungerade) m~ximal n, (n - 1) isolierte Null-
stellen besitzt (dieser maximale Fall ist der oben geklärte) erhält man die gewünschte
Abschätzung I
N < { n , falls n gera~e .
(p) - n - 1 , falls nungerade
•
Das nächste Lemma benötigt man zur Untersuchung des, in Satz 12 formulierten,
starken Kolmogoroff-Kriteriums.
Lemma 14 Es sei 9 E C([a, b]) eine Funktion mit eldlich vielen Nullstellen in [a, b[.
Weiter seien rl die Anzahl der Nullstellen von 9 in [a,1b[ mit Vorzeichenwechsel, r2 die
Anzahl der Nullstellen in von 9 in [a, b[ ohne Vorzeich~nwechsel und n = rl + 2r2' Dann
giltfürein vorgegebens a E {-1,+1} j I .' _ _
max{l EIN: ::Ja::;tl < ... < t1 < b:. (-1) ag(tj) ~ O,J - 1 ... l} ::;n + 1.
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I
Satz 15 Es sei p E Pm(Kn) eine periodische Spline~unktion, die nur endlich
Nullstellen in [xo, Xn [ besitzt. Dann gilt für ein vorgegebenes 0' E {-I, +I}
i.
max{l EIN: 3xo ~ t1 < ... < tj < xn: (-I)iO'p(tj) ~ 0;) = 1... l}
~ { n + 1 , falls n gerade i







Beweis von Satz 15 : I
Im Fall m = 1 ist die Aussage klar, denn die NuHstellen ohne Vorzeichenwechsel
liegen dann auf Knotenpunkten. I
Ist nun m ~ 2, so gilt Pm(Kn) ~ C(l)(IR). Besitzt p E Pm(Kn) die endlich vielen
Nullstellen ti; i = 1 ... r der Vielfachheit mi; i = I.). r, so wählen wir {jl'" )s} ~
{I ... r} so, daß mji; i = 1 ... s gerade und mj;) E {~ ... r} \ {jl .. ')s} ungerade ist,
das heißt p hat genau s Nullstellen ohne Vorzeichenwechsel und (r - s) Nullstellen
mit Vorzeichenwechsel. Aus Lemma 14 und Lemma 13 folgt nun für ein vorgegebenes
O'E{-I,+I} I
I.
max{l EIN: 3xo ~ t1 < ... < tj < xn: (-I)(O'p(tj) ~ 0;) = 1. .. l}
< 2 ( ) 1 < ",r 1 N() 1 < { n + 1 , falls n gerades + r - s + w-l mi + = p + '- - ,- - n , falls nungerade
I
•
Die nächste Aussage, die in schwach-tschebyscheffschen, endlich dimensionalen Un-
terräumen von C([a, b]) gültig ist, dient der Analyse debenigen Funktionen, die im Sinne
I
des starken Kolmogoroff-Kriteriums aus Satz 12 auf maximal Dimension Intervallen ihr
Vorzeichen ändern und erlaubt es (siehe Satz 17) notwehdige Kriterien für stark eindeutig
beste Approximationen in Pm(Kn) zu formulieren. I
Satz 16 (vgl. [5], p.87, Corollary 1.7.) Es seien ~ E IN und G ein n-dimensionaler,
schwach-tschebyscheffscher Unterraum von C([a, b]). Weiter seien mE {O ... n -I} und
T = {tj }j:1/ eine Punktmenge mit a = to < t1 < .. 1 < tm < tm+! = b. Dann gibt es
eine nicht-triviale Funktion g E G \ {O} mit der Eig~nschaft, daß für ein vorgegebenes
0' E {-1,+1}
I
Wir beweisen nun zunächst das folgende, notwendige Kriterium für stark eindeutig
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Satz 17 Es seien f E C(x,,-xo) und n, mEIN Ibeliebig. Falls Pi E Pm(Kn)
stark eindeutig beste Approximation an f ist, so gelt~n die folgenden Bedingungen :
(a) jedes Intervall lXi, xi+m+j [j i E {O... n - 1}j j E {1 ... n - m} enthält mindestens
(j + 1) alternierende E;£tremalpunkte von (f - Pi) und I .
(b) für gerades (ungerades) n hat Jede Alternante von (f - Pi) auf [xo,xn[ mindestens
die Länge n (n + 1).
Beweis von Satz 17 : I
Wir beweisen zunächst die Bedingung (a). Angeno~men es gibt i E {O... n - 1};
I
j E {1 ... n - m}, so daß maximal r ::;j alternierende Extremalpunkte von (f - Pi) in
]Xi,Xi+m+j[ liegen. Dann sei t1 < ... < tr( < t1 + (Xn -10)) eine solche r-Punktauswahl
von alternierenden Extremalpunkten von (f - Pi) aus I]Xi' Xi+m+j[' Wir definieren nun
r + 1 Punkte Zo < Zl < ... < Zr durch Zo := Xi; Zr := xHm+j und
. I
Zk-l:= min{t E]tk-1,tk]: (f -Pi)(t) = (f TPi)(tk)}jk = 2 ... r.
folgt. Man erhält somit
Ist nun (J E {-1, +1} so, daß
so gilt offenbar P E Pm(Kn) \ {O} und es folgt
Definiert man nun P durch
I .
p(t):= s(t)jVt E]Xi,Xi+m+j[ und p(t):= O;Vt E [xo,Xn[\]Xi,Xi+m+j[,
I
I
(f .-: Pi )(t)p(t) ~ OjVt E Ei-pt'
I
I
(_1)k(J(f - Pi )(tk) = 11(f - Pi )11001; k = 1. .. r,
I
so folgt aufgrund von obiger Annahme und der Wahl ion {Zdk=O
Vt,: Ei-Pf nh-l, zd: sgn((f - Pi )(t)) 1(-1)k(J; k = 1... r.
Wir betrach~en nun den Splinera~m,. welcher von denl B-Splines, deren Träger ganz in
]Xi, Xi+m+j [ hegen, aufgespannt wIrd.
S := span{Bi ... Bi+j-II}.
S ist nach (vgl. [5]' p.99, Theorem 2.8) ein j-dimensi'ohaler, schwach-tschebyscheffscher
Splineraum, so daß aufgrund von r ::;j mit Hilfe von Satz 16 die Existenz von s E S\ {O}
mit der Eigenschaft I
IVt E [Zk-l,Zk]: (-1)k(JS(t) ~ O;k = 1 ... r
I
I
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Dies ist aufgrund von Satz 12 ein Widerspruch zur V~rausetzung, daß Pi E Pm(Kn)
stark eindeutig beste Approximation an f ist. I . .
Wir beweisen nun Bedingung (b) und gehen dabei ~unächst von ungeradem n aus.
Angenommen (J - Pi) besitze nur Alternanten der max~malen Länge r ~ n auf [xo, xn[.
Dann sei T = {tdk=l mit tl < ... < tr« tl + (xn - Xd» eine solche Alternante maxi-
maler Länge r ~ n. Wir setzen nun to := Xo, tr+l := Xn Iund definieren für k = 1 ... r
mk := min{ tE [tk-l, tk]: (J - Pi )(t) =!(J - Pi )(tk)},
Mk :=max{ t E [tk, tk+t1: (J - Pi )(t) = (J - Pi )(tk)}.
I
Weiter seien Zo := xo, Zr := Xn und Zk E]Mk, mk+d; k = 1... r - 1 beliebig gewählt.
I
Aufgrund der Wahl von {Zdk=l und obiger Annahme folgt für ein a E {-I, +1}
Vt E Ei-pt n [Zk-l' Zk]: sgn((J - Pi )(t» 1(-l)ka; k = 1 ... r.
Da Pm(Kn) ein n-dimensionaler, schwach-tschebyscheffs1cher Raum ist (n ungerade) folgt
mit Hilfe von Satz 16 die Existenz von pE Pm(Kn) \ {O} mit der Eigenschaft
I
Vt E [Zk-I,Zk]: (-l)kap(t) 2: O;k = l. .. r,
I
(J - Pi )(t)p(t) 2: 0; Vt E Er-pt',
Dies ist aufgrund von Satz 12 ein Widerspruch zur Vorausetzung, daß Pi E Pm(Kn)
stark eindeutig-beste Approximation an f ist. I
Im Fall n gerade nehmen wir an, daß jede Alternc/.nte von (J - Pi) auf [xo, xn[ die
maximale Länge r ~ n - 1 hat. Wir setzen nun Kn-l 1:= {xo < Xl < ... < Xn-2 < Xn},
dann erhält man nach den obigen Untersuchungen für den schwach-tschebyscheffschen,
I
periodischen Splineraum ein jj E Pm(Kn-d \ {O} mit qler Eigenschaft
(J - Pi )(t)jj(t) 2: 0; Vt E ~i-Pf"
Aufgrund von Pm(Kn-d ~ Pm(Kn) bekommt man *eraus mit Hilfe von Satz 12 ein
Widerspruch zur starken Eindeutigkeit von Pi E Pm(fn). •
Bevor wir die Charakterisierung starker Eindeutigkeit im Fall schwach-tschebyscheffscher,
I
periodischer Splineräume klären, geben wir das folgende, vorbereitende Lemma an.
I
Lemma 18 (vgl. [5], p.90, Lemma 1.11.) Es seien G = span{gl ... gn} ~ C([a, b])
ein n-dimensionaler, sehwaeh-tsehebyseheffseher Unt~rraum und a ~ tl < ... < tn+l ~
b. Dann ist die Bedingung, daß kein 9 E G \ {O}exisiiert mit der Eigenschaft
I .
(-lrag(tj) 2: O;j = 1... in+ 1
für ein vorgegebenes a E {-I, +1} genau dann erfüllt, wenn alle Determinanten
!
g1 gn ) I,i= O;j = 1... n + 1
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Beweis von Satz 19 :
Beim Beweis von =? ist Eigenschaft (a) gerade F?lgerung (a) aus Satz 17. Wegen
-1, +1 E Pm(Kn) erhält man, daß es t1, t2 E Ei-pt; t1:f:. t2 gibt, so daß (f - Pi )(td > 0
und (f - Pi )(t2) < 0, und damit besitzt (f - Pi) eine IAlternante in [xo, xn[. Diese muß
nach Satz 17 mindestens die Länge n + 1 haben. I
Zum Beweis von <= nehmen wir an, daß Pi nicht stark eindeutig beste Approximation
I
an f ist. Dann folgt aus Satz 12, daß es ein ß E Pm(I~,n) \ {O} gibt, so daß
Beweis von Lemma 18 : I
Zum Beweis von <= nimmt man an, es gibt ein 9 IE G \ {O} mit der Eigenschaft
(-I)jag(tj) 2: O;j = 1 ... n + 1. Aufgrund von 9 == i2:~=1O'.igi erhält man mit dem
Laplaceschen Entwicklungssatz, daß ..
)
n+1 I
gg1 .... gn = L(-I)jag(tj)Dj.
t1 t2 ••• tn+l . IJ=1
Aus der schwach-tschebyscheff Eigenschaft von G unJ der Vorausetzung Dj :f:. 0; j =
1 ... n + 1 folgt, daß alle Determinanten Dj dasselbe '!orzeichen (:f:. 0) besitzen. Somit
stellt 9 eine nicht-triviale Lösung des Nullproblems in G dar - ein Widerspruch. .
Beim Beweis von =? nimmt man Dj = 0 für ein jl E {I ... n + I} an und gelangt
auf ein 9 E G \ {O}, mit der Eigenschaft g(ti) = 0; i E {1. .. n + I} \ {j}. Eventueller
Übergang auf (-g) ergibt dann einen Widerspruch. I •
. i
. Der nächste Satz charakterisiert stark eindeutig :beste Approximationen im Fall
schwach-tschebyscheffscher, periodischer Splineräume.1 .
Satz 19 Es seien f E C(x,,-xo) und n E !N; n = 2l + 11; l E !No. Pi E Pm(Kn) ist genau
dann stark eindeutig beste Approximation an f, wenn die folgenden beiden Bedingungen
erfüllt sind : .. I
(a) jedes Intervall lXi, Xi+m+j[;i E {O ... n - I}; j E {I ... n - m} enthält mindestens
(j + 1) alternie;rende Extremalpunkte von (f - Pi)' I




Wir betrachten nun zunächst den Fall, daß ß unendlich viele Nullstellen besitzt, das
heißt es gibt ein Intervall I = [xTl Xr+l], so daß ßII == O. Dann wähle man ein Intervall
JXi,Xi+m+j[; i E {O... n - 1};j E {l ... n - m - I} sol, daß ß in lXi, Xi+m+j[ nur endlich
viele Nullstellen besitzt und i
I
S := span{Bi ... Bi+j1.d.
I
I
gültig ist. ßI[X"Xi+m+ij ist ein Element des, nach (vgl. [5]' p.99, Theorem 2.8), ]-
dimensionalen, schwach-:tschebyscheffschen Raums
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I
Aus (a) folgt, daß (J - PI) in [Xi, Xi+m+jJmindestens i + 1 alternierend Extremalpunkte
besitzt. Es sei nun [xp, xp+qJ ~ [Xi, Xi+m+j], so daß d +/1 alternierende Extremalpunkte
T = {tl< .; . < td+l} von (J - PI) in [xp, xp+q] liegen tind kein Teilintervall [xß, xß+<i] C
[~p, x~+qJ (d + 1) Punkte de~ Menge T enthält. Hier1ei soll d = dim(SI[x,,,~:,+,/J) und
d = dzm(SI[x",x,'+dl) gelten. Smd II E {O... m} und l2 E {-I ... m - I} so gewahlt, daß
SI[xp,x,,+qj = span{Bp_lI ... Bpjq+l2-m},
so gilt d = q + l2 + l1 - m+ 1 und wir werden im folg~nden die Gültigkeit von
Dl := D (Bp-,lt . .. B
p+q+l2-m):# 0; l = 1... d + 1
tl ... tl-ltl+! ... td+l
zeigen. Angenommen Dl = 0 für ein l E {I ... d + 1},I dann folgt aus der Schoenberg-
Whitney Interpolationseigenschaft für (übliche) Splil1eräume (vgl. [5]' p.109, Theo-
rem 3.7), daß es ein Intervall JXillXiI +m+it [~JXp-lI! Xp+q+l2 +d gibt mit der Eigen-
schaft, daß JXillXiI +m+jI [ maximal (jl - 1) Punkte laus T \ {tl} enthält. Dann gilt
[xp,xp+q]\]XiIlXiI+m+jJ~ 0, denn sonst enthielte [xp,ixp+q] nur il - 1 ::; d - 1 Punk-
te aus T \ {tl} und damit nur d Punkte aus T - ein Widerspruch. Weiterhin gilt
[xp,xp+q]\JXiIlXiI+m+~J~: {xp+q}, d~nn sonst gilt il I.-~= d - 1 oder !l - 1 = d,
woraus man wegen ]I ::; d, also )1 == d und somIt Zl = P - II erhalt. Es folgt
il + m + il = P - h + m + d = P + q + l2 + 1 > P + q für l2 :2: 0 und somit in diesem Fall
einen Widerspruch zu il + m + il = P + q. Im Falll2 =1 -1 gilt jedoch i+ m + i = P + q,
das heißt wegen xp+q rJ. T ein Widerspruch. Ebenso gilt [xp,xp+q]\]XiIlXiI+m+jI[# {xp},
denn sonst wäre wie oben il = d, das heißt il + m +Iil = P + q + l2 + 1, woraus man
für II :2:1 den Widerspruch il = P + q + l2 - m + 1 -jl = P + d - II - il = P - h < P
erhält. Im Fall II = 0 gilt P = i, das heißt wegen xp rJ. tr ebenfalls ein Widerspruch. Wir
unterscheiden nun die folgenden drei Fälle: I
1. Fall: [xp, xp+q]\]XiI, xiI+m+jI [= [XiI+m+jIlxp+q],lwobei il + m + il < P + q. Da
. ,
SI[Xit+m+h,Xp+qj = span{BiI+it "1 Bp+q+12-m}
ein P + q + l2 - m - il ....,.il + 1 =P + d -lI - il - il (:i; d - id-dimensionaler Raum ist,
I
welcher mindestens d- il + 1 Punkte aus T\ {tl} enthält, erhält man einen Widerspruch
. I
zur Wahl von [xp,xp+q].
2. Fall: [xp, xp+q]\]Xill xit+m+jI [= [xp, XiI], wobei fl > p. Da
SI[X,,,XiIJ = span{Bp-lI .. 'fiI-tl
ein il - 1 - P + l1 + 1 = il - P + II (::; P + q + l2 + 1- m - il - P + h = d - il )-dimensionaler
Raum ist, welcher mindestensd - il + 1 Punkte aus T \ {tt} enthält, erhält man wie in
Fall 1 einen Widerspruch. . !
3.Fall: [xp, xp+q]\]XiI' XiI+m+it [= [XiI+m+it' Xp+q]U[Xp, XiI]' wobei il + m + il < p+q
oder il > p. Falls nun il + m + i1 < p + q und il > p igelten, so folgt ähnlich wie in Fall
2 wegen der speziellen Wahl von [xp, xp+q], daß [xp, XiI] maximal i1 - P + II Punkte aus
I
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T \ {tl} enthält. Damit folgt, daß [Xp, XiI +m+ir [ maximll il - P + II ~ ji - 1 Punkte aus
T \ {tl} enthält. Wie im Fall 1 erhält man nun
I
dim(SI[xiI+m+jl'Xp+"j) = P + d -lI - ir - ji :::;d - jI,
woraus ein Widerspruch zur Wahl von [xp, xp+<i] fol~t. Ist nun il = P, dann muß
il + m + ji < P + q sein und die Menge {xp} U [Xi! +m+irl, Xp+q] muß mindestens d - ji + 1
Punkte aus T \ {tl} enthalten. Falls II 2: 1 gilt, so folgt .
dim(SI[x'I+m+jI,X,,+qj) = d -lI - ji k d - ji - 1.
Da [xiI+m+jI' xp+q] mindestens d- ji Punkte aus T\ {tl}1 enthält ist dies ein Widerspruch.
Für II = 0 gilt jedoch il = i = P und man erhält, daß [Xi~+m+ir' xp+q] mindestens d- ji +1
I
Punkte aus T \ {tl} enthält - ein Widerspruch. Der Fall il + m + ji = P + q läßt sich
.dann analog behandeln. . I
Da T eine Menge von alternierenden Extremalpunkten von (f - PI) ist, folgt
( _l)l (J(f - PI) (tl) = 11 f - PI 11 00; ll= 1... d + 1
für ein (JE {-1,+1}. Wegen (2) erhält man somit für[p* :=pi[xp,xp+qj E SI[X,,,Xl'+clJ
(-l/(Jp*(tl) 2: 0; l = 1."1 + 1.
Aufgrund von Lemma 13 und der, oben nachgewiesenen, Determinanteneigenschaft ge-
langt man auf ßI[x,,,x,,+qj == O.Dies ist ein Widerspruchl zur Wahl von lXi, Xi+m+j [.
Besitzt p nur endlich viele Nullstellen in [xo, Xn [, 1 so folgt aus Bedingung (b), daß
(f - PI) in [xo, xn[ n + 1 Punkte Xo :::; tl < ... < tn+! < Xn mit der Eigenschaft
(-l)l(J(f - PI )(tl) = III - P/iloo; II = 1... n + 1
,
besitzt. Aus (2) und Satz 15 erhält man somit denwliderspruch
(_l)l (Jp( tl) 2: 0; l = 1 ... *+ 1.
•
. E~ sei erwähnt, daß aus Bedin~ung. (b) vo~ ~atz 119 unter Verwe~dung von S.~t~ 4
die EIgenschaft der besten Approxlmatlün VerIfiZIertwerden kann. DIes folgt naturlIch
~uch, weil jede stark eindeutig beste Approximation 1rivialerweise beste Approximation
1st.
Weiterhin sieht man, daß in dem Fall; in dem Ider zugrundeliegende Splineraum
Pm(Kn) tschebyscheffsch ist (n :::; m+ 1), die Bedingungen aus Satz 19 gerade die
Haarsche Bedingung zur Charakterisierung bester A~proximationen ergeben. In der Tat
. . I
stimmen in diesem Fall aufgrund des Haarschen Einp.eutigkeitsatzes beste Approxima-
tionen mit stark eindeutig besten Approximationen Überein.
. I
Mit Hilfe von Satz 19 läßt sich nun die folgende, für allgemeine schwach-










Korollar 20 Es seien f E C(xn-xo),Pt E Pm(Kn) und nEIN; n = 21+1; l E INo. Zudem
gelte, daß (J -Pt) genau n+1 Extremalpunkte besitzt. D~nn gilt, daß Pt E Pm(Kn) genau
dann stark eindeutig beste Approximation an f ist, w~nn (J - Pt) n + 1 alternierende
Extremalpunkte tl < ... < tn+l( < tl + (xn - xo)) mit der Eigenschaft
BI Bn
tl ... tk-Itk+! ... tn+!
besitzt.
Beweis von Korollar 20 : i
Wir beweisen zunächst :::}. Aus Satz 19 (b) und den hier gemachten Vorauset-
zungen folgt, daß (J - Pt) eine Alternante tl < ... f tn+1 ( < tl + (xn - xo)), die mit
Et-PI übereinstimmt, besitzt. Somit erhält man aus. Satz 19 (a), daß jedes Intervall
lXi, Xi+m+j[; i E {O... n-1}; j E {I ... n -m} mindestehs (j+ 1) der Punkte T = {tj }j,:;-l
enthält. Damit enthält jedes Intervall lXi, xi+m+j [;i E {O... n - I}; j E {I ... n - m}
mindestens j der Punkte T = {tl}~11 \ {td; k = 1 ... J + 1, woraus mit (vgl. [9]' p.302,
Theorem 8.8) die Behauptung folgt. i
Um {:::zu beweisen nimmt man an, Pt sei nicht stark eindeutig beste Approximation
an f, dann folgt aus Satz 19, daß entweder (J - Pt) *eine Alternante der Länge n + 1
auf [xo, xn[ besitzt oder ein Intervall lXi, Xi+m+j[; i E {O... n - I}; j E {I ... n - m} mit
weniger als j + 1alternierenden Extremalpunkten vonl (J - Pt) existiert. Er,steres ist ein
Widerspruch zur Vorausetzung. Ist aber die zweite Bedingung erfüllt, so gibt es aufgrund
von T = {tl}r:/ = Et-PI ein Intervall lXi, Xi+m+j[; i ~{O... n - l};j E {I ... n - m},
welches nur maximal j -1 Punkte aus T = {tj }j':;-II \ {tk} für ein k E {I ... n+ I} enthält.
Nach (vgl. [9]' p.302, Theorem 8.8) folgt hieraus Dk J O. •
Im Verlauf der folgenden Untersuchungen des nichtl schwach-tschebyscheffschen, Spli-
neraums Pm(Kn) werden wir sehen, daß zur Charak1terisierung stark eindeutig bester
Approximationen, selbst im Fall von genau n + 1 alternierenden Extremalpunkten der
I
Fehlerfunktion, weitere, über die im letzten Korollar jhinausgehende, (Determinanten-)
Bedingungen gefordert werden müssen. Im folgenden behandeln wir also den Fall n ge-
rade, das heißt nach Satz 1, daß der zugrundeliegend~, periodische Splineraum Pm(Kn)
nicht schwach-tschebyscheffsch ist. Wegen -1, +1 E P!,n(Kn) ist (wie im Beweis von Satz
19) die Existenz von Alternanten klar und man erhält aus Satz 17, starke Eindeutigkeit
einer Funktion Pt E Pm(Kn) vorausgesetzt, daß eine A.lternante der (Mindest-)Länge n
für (J - Pt) existiert. Wir betrachten nun zunächst dJn Fall, daß diese Alternantenlänge
n+ 2 ist. Dieser ist, wie sich herausstellt, im wesentliphen analog Satz 19 zu behandeln.
Satz 21 Es seien f E Ccxn-Xo), Pt E Pm(Kn), nEIN; n = 21;lEIN und es gelte, daß
(J - Pt) eine Alternante der Länge n + 2 auf [xo,x~[ besitzt. Dann gilt, daß Pt genau
dann beste Approximation an f ist, wenn jedes Intefvall lXi, Xi+m+j [;i E {O ... n - I};
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I
Beweis von Satz 21 : I
=> wurde bereits durch Satz 17 bewiesen. Zum Beweis von <= nimmt man an, daß
P I nicht stark eindeutig beste Approximation an f istl Dann folgt aus Satz 12, daß es
ein j5 E Pm(Kn) \ {O} gibt, so daß
(3)
Ist j5br.xr+ll == 0 für ein Knotenintervall [xr, Xr+l], sol folgert man analog dem Beweis
von Satz 19 unter Verwendung der Vorausetzung, daß1jedes Intervall ]Xi,Xi+m+j[;
i E {O... n - 1};j E {I ... n - m} mindestens j + 1 .alternierenden Extremalpunkten
von (f - PI) enthält, einen Widerspruch. Man kann lalso davon ausgehen, daß j5 nur
endlich viele Nullstellen in [xo, Xn [ hat. Ist nun Xo ::;,tl < ... < tn+2 ( < tl + (Xn - xo))
die Alternante von (f - PI) der Länge n + 2, so gilt für ein (J" E {-I, +1}
(-I)l(J"(f - PI )(tl) = Ilf - PIlloo)= 1 ... n + 2.I
I
Hieraus erhält man unter Verwendung von (3) die Bedingung
I .
(-I)l(J"j5(tl) 2: 0; l = 1 ... f + 2
- ein Widerspruch zu Satz 15. •
Es sei erwähnt, daß aus der Existenz einer Alternahte der Länge n+ 2, wie es in Satz
21 vorausgesetzt wurde, trivialerweise die Eigenschaft der besten Approximation folgt.
I
Wir untersuchen nun Alternanten der genauen Länge n. Das nächste Lemma moti-
viert die Tatsache, daß bei der Untersuchung auf stark~ Eindeutigkeit bester Approxima-
tionen im Fall nicht schwach-tschebyscheffscher, periodischer Splineräume Alternanten
I
der genauen Länge n mit Alternanten der genauen Länge n + 1 zusammenfallen. Die
. Ursache für dieses Phänomen liegt in der periodische;n Struktur des zugrundeliegenden
Raums Pm(Kn) begründet.
Lemma 22 Es seien f E C(xn-xo) \ Pm(Kn),p E Pm(Kn) und nEIN; n = 2l; lEIN.
Weiterhin gelte, daß (f- PI) eine Alternante der ge'nauen Länge n auf [xo, Xn [ besitzt.
Falls PI stark eindeutig beste Approximation an f ist, so folgt, daß (f - PI) mindestens
n + 1 Extremalpunkte in [xo, xn[ hat.
Beweis von Lemma 22 : I
Angenommen T = {tl < ... < tn} ist die Alternante von (f - PI) der genauen
Länge n und es gilt T = EI-pI' Nach Satz 17, Fo:lgerung (a) gilt insbesondere, daß
jedes Intervall ]Xi, Xi+m+j [; i E {O... n - I}; j E {I ... n - m} mindestens j Punkte aus
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(J - Pi )(t)p(t) = 0 2: 0; Vt E lEi-PI'
und damit aufgrund von Satz 12 ein Widerspruch zur starken Eindeutigkeit von Pi'
Wegen der Schoenberg-Whitney am Kreis-Eigenschaftlvon T kann jedoch auch
D ( B1 ••. Bn ) # d
t1 ... tn+!
gelten. In diesem Fall existiert ein (sogar eindeutig b1estimmtes) P E Pm(Kn) mit der
Eigenschaft p(tj) = sgn((J - Pi )(tj));j = 1... n. Aufgrund von i E C(xn-xal \ Pm(Kn)
. I
folgt Ili - Pill= > 0, so daß P t= 0 gilt. Offenbar hat man wegen T = Ei-pt
(J - Pi )(t)p(t) 2: 0; Vt E ~i-PI'
und damit aufgrund von Satz 12 ebenfalls einen Widerspruch zur starken Eindeutigkeit
von Pi E Pm(Kn). I •
so existiert ein pE Pm(Kn)\ {O} mit der Eigenschaft p(~j) = O;j = 1 ... n. Da T = Ei-PI
folgt
Ist t1 < ... < tn( < t1 + (xn - xa)) eine Alternante ~on (J -Pi) in [xa, xn[ der genauen
I
Länge n so setzen wir, ähnlich wie im Beweis von Satz 17, für k E {1 ... n}
i
mk := min{t _E]tk-1, tk]: (J - Pi)(t) =i= (J - Pi)(tk)}
Mk := max{t E [tk, tk+d: (J - Pi)(t) =[ (J - Pi)(tk)},
I
wobei ta := tn - (xn - xa) und tn+! := t1 + (xn - xa) g~lten soll. Die Alternationsmengen
(Jk := [mk' 1\!h]; k = 1... n enthalten dann alle hintereinander kommenden Extremal-
punkte von (J - Pi) gleichen Vorzeichens und es gilt i
n
Ei-PI ~ U (Jk' I
k=l
Aus Lemma 22 folgt, daß es ein ka E {1 ... n} gibt, so daß mka < Mka, das heißt min-
I
destens eine der Mengen (Jk enthält 2 Extremalpunkte (mit dem selben Vorzeichen).
Deshalb können wir eine Alternante der genauen Länge n im Sinne einer optimalen
Zählung am Kreis als Alternante der Länge n + 1 a~ffassen. Betrachtet man nun den
Fall, daß (J - Pi) eine Alternante der genauen Länge"} +1auf [xa, Xn [ besitzt, so erkennt
man, daß dieser, aufgrund der Periodizität, im Sinne der oben festgelegten Alternations-
mengen (Jk, ebenso wie der Fall von Alternanten der genauen Längen aufgefaßt werden
kann. Es verbleibt also nach den obigen Untersuchungen (siehe Satz 17; Satz 21; Lemma
22) der Fall von Alternanten der genauen Länge n im Sinne der obigen Definition von
(Jk zu klären. I' .
Um stark eindeutig beste Approximationen in Pm(Kn) für diesen Fall zu charakteri-
sieren benötigt man, wie sich im Verlauf der nachfolg~nden Untersuchungen zeigen wird,
Aussagen über periodische Splinefunktionen mit dop~elten Nullstellen. Deshalb betrach-
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!
p(dj)(tj) = f(dj)(tj)jj = 1... n
I
zu finden.
Definition 23 (Hermite-Interpolationsproblem) ks seien pm'(Kn) der Raum der
periodischen Splinefunktionen der Ordnung m + 1 zur ,Knotenmenge Kn; nEIN, f E
C(xn-xo) genügend oft differenzierbar und Punkte t1 ~ • !' ~ tn( < t1 + (xn - xo)) gegeben,
Man definiert für j E {I, .. n}: dj:= max{i E INo: tj = ... = tj-d und nimmt dabei
an, daß die Punkte tj; j = 1... n so gewählt sind, d~ß dj ~ m, falls tj ~ Kn und
dj ~ m - 1 falls tj E Kn. Die Hermite-Interpolationsaufgabe besteht dann darin ein
pE Pm(Kn) mit den Bedingungen
Bemerkung 24 Im Fall t1 < ... < tn( < t1 + (xn - xol)) gilt dj = Ojj = 1 ... n und es
handelt sich um das übliche Lagrange-Interpolationsproblem.
I
Um das Hermite-Interpolationsproblem 23 zu untersuchen betrachtet man die Determi-
nante '1
D (
Bl ... Bn) '-D(B(dj)( .)).
t1 .•. tn .- i tj ~~i::::.
I
Wir geben zunächst eine notwendige Bedingung an, die bei eindeutiger Lösbarkeit des
Hermite-Interpolationsproblems 23 gelten muß .- .
I
Lemma 25 FfLlls das Hermite-Interpolationsproblem 23 stets eindeutig lösbar ist so
folgt, daß jedes Intervall JXi, Xi+m+j [j i E {O ... n - 1j};j E {I ... n - m} mindestens
j Punkte der Menge T = {tl ~ ... ~ tn} enthält. Diese Bedingung nennen wir die
Schoenberg- Whitney am Kreis mit Vielfachheiten, kurz SW-Kreis- Vfht.-Eigenschaft.
I
Beweis von Lemma 25 :
Wir nehmen an, daß es ein Intervall JXi, Xi+m+j[j i IE {O... n - l}j j E {I ... n - m}
mit maximal j - 1 Punkten aus T = {tl ~ ... ~ tn} gibt, und betrachten in obiger
Hermite-Interpolationsmatrix i
I
D := D ( BI'" Bn ) = D(B~dj)(tj))j=l.nt1 •• , tn I .=l. ..n
die Spalten mit den Nummern i, ... , i +J - 1. Jede jl x j-Untermatrix von D mit die-
sen Spaltennummern hat eine Determinante mit Wert 0, denn für eine beliebige j-
Punktauswahl i1 ~ ... ~ ij aus t1 ~ ... ~ tn gilt per Annahme, daß mindestens ei~
Element außerhalb der Vereinigung der Träger der ~-Splines Bi,' .. , Bi+j-1 liegt, das
heißt eine solche j x j-Untermatrix von D enthält mindestens eine Nullzeile. Wendet
man den Laplaceschen Entwicklungssatz gemäß den j( j-Untermatrix von D mit Spal-
tenindizees i, ... , i + j - 1 an, so erhält man D = 0 -ein Widerspruch. •
I
Für den Fall schwach-tschebyscheffscher, periodiJcher Splineriiume geben wir hier
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I
Satz 26 (vgl. [9], p.302, Theorem 8.8) Falls n = 12l + 1;1 E INo gilt, so ist das
Hermite-Interpolationsproblem 23 genau dann stets eindeutig lösbar wenn für die gege-
bene Interpolationsmenge T = {tl S; '" S; tn} die SW-freis- Vfht.-Eigenschaft gilt.
Beweis von Satz 26 : .
Zum Beweis von -{:::nehmen wir an, es existiert ein p E Pm(Kn) \ {O} mit der Be-
dingung p(dj)(tj) = Ojj = 1 ... n. Gibt es nun ein Inter~all [xr, xr+d mit der Eigenschaft
Pi[Xr,Xr+l] == 0, so wähle man JXi,Xi+m+j[;i E {O ... n- i};j E {l ... n-m} so, daß p in
JXi, Xi+m+j [ nur endlich viele Nullstellen hat und
gültig ist. Offenbar gilt dann, daß
p* E span{ Bi, ... ,Bi+j-d
definiert durch p* := piJXi,Xi+m+j[ nach Vorausetzung lindestens j Nullstellen (gezählt
nach deren Vielfachheit) in JXi, Xi+m+j [ besitzt. Dies ~st ein Widerspruch zu (vgl. [5]'
p.10S, Theorem 3.3), somit kann p nur eine Funktion Imit endlich vielen Nullstellen in
[xo, xn[ sein. Offenbar folgt aus der obigen Annahme, daß für die Anzahl der Nullstellen
von p gezählt nach deren Vielfachheit N(p) ~ n gilt - :dies ist aber ein Widerspruch zu
Lemma 13. I •
Wir widmen uns nun dem, an dieser Stelle b>enötigten, Fall nicht schwach-
tschebyscheffscher periodischer Splineräume. I
Satz 27 Es seien nEIN; n = 2l; lEIN und tl S; I'" S; tn( < tl + (xn - xo)) eine
Punktmenge mit der SW-Kreis- Vfht.-Eigenschaft. Weiter seien mj E IN;j = 1 ... r mit
mj S; m+ 1, beziehungsweise mj S; m so daß ,
tl =.... = tml < tml+l = ... =tml+m2 < ... < t~r-lm+l = ... =t",~ m"
61=1 1 L..JJ=l ]




Nullstellen, so folgt aus Lemma 13, daß deren Anzahl, gezählt nach Vielfachheiten,
N(p), maximal den Wert n hat. Wegen L~=l m] = nl besitzt p außer den Nullstellen
t1 ::; ... ::; tn (< t1 + (xn - xo)) keine weiteren Nullstell~n in [xo, Xn [, und es folgt, daß p
eine Funktion mit dem, in der Vorausetzung ausgeschlos;senen, Vorzeichenverhalten ist .•
Wir bemerken an dieser Stelle, daß sich aus Sicht der: (Hermite-) Interpolationstheorie
die folgende, interessante Aussage ergibt. i
Korollar 28 Es seien nEIN; n = 2l; lEIN und T = {tl ::; ... ::; tn} eine SW-
Kreis-Vjht.-Menge. Falls es ein Intervall [xi,xi+k];i ~ {O ... n -1};k E {1 ... n - m}
gibt, so daß m + k Punkte der Punktmenge T in [Xi, :ti+k] liegen, so ist das Hermite-
Interpolationsproblem 23 stets eindeutig lösbar. I. ,
Der Beweis von Korollar 28 ergibt sich aus der Tatsache, daß
. i
I
S := Pm(Kn)I[Xi,Xi+kl; k = 1.. '.n - m
ein (m + k )-dimensionaler (üblicher) Splineraum ist, u~ter Verwendung von Satz 27 und
(vgl. [5]; p.109; Theorem 3.7). . •
i
Bei der nachfolgenden Charakterisierung stark eind1eutig bester Approximationen im
Sinne der oben definierten Alternationsengen (Tk; k = ~... n werden wir feststellen, daß
der Fall m = 1 ~ufgrund von Pm(Kn) Cl:. Cf~:-xo) eine g~wisse Sonderrolle einnimmt. Zur
Behandlung dieses Spezialfalls benötigen wir das folgende Lemma.
Lemma 29 Es seien s E 51(xd und Y1 j Y2 E IR mit sgn(Yd = sgn(Y2) =1= 0, so daß
s(xo) = Y1; S(X2) = Y2 und es gelte S(X1) = O. Weiterhin seien mo E [xo, xd und m1 E
]X1,X2]' Dann gilt, daß ein s E Sl(xd mit s(xo) = Y1, S(X2) = Y2 und den Eigenschaften
s(vd = S(V2) = 0 existiert, wobei VI E]xo +mo,xd unU V2 E]X1,X1 +md gelten. .
Beweis von Lemma 29 : i
Ohne Einschränkung der Allgemeinheit gelte sgn(Yd = sgn(Y2) = 1 und Y1 ::; Y2'
Man setze für ein c > 0, mit der Eigenschaft c < min~(x1 - mo), (mI - xdf:~:::::~P
gl (x) :=Y1 (x - Xl + c);Yx E [Xo, xtl
Xo - Xl + c .
I
Dann gelten gl(XO) = Y1, g2(X2) = Y2 und gl(Xl) = Y1 e + = g2(xd. Weiterhin folgt
• IXO-X1 e
gl(Vl = Xl - c) = g2(V2) = 0, wobeI .
I
I
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Es gilt Xl - E > mo und aufgrund von
erhält man V2 > Xl' Wegen Yl ::; Y2 gilt
E Xl ~ Xo
Yl---- + Y2 2: Yl . ,
Xl - Xo - E Xl - Xo - E
I
woraus man V2 ::; Xl + E~;=~~ < ml erhält. Definiert man nun s, so daß
29
so folgt s E 51 (xd und damit aus den obigen Eigensch,aften von gl und g2 die Behaup-
tung. I.
I
Wir formulieren nun die, oben angekündigte, Charakterisierung stark eindeutig be-
ster Approximationen in dem verbleibenden Fall, der durch die, oben definierten, Alter-
I
nationsmengen (Tk; k = 1 ... n dargestellt werden kann.
Satz 30 Es seien f E qxn-Xo) und PI E Pm(Kn); n ~ IN;n = 2l; lEIN. Es gelte, daß
(f - PI) genau n Alternationsmengen (Tk;k = l. .. n besitzt. Dann gilt: PI ist genau
dann stark ein4.eutig beste Approximation an f, wenn die folgenden beiden Bedingungen
erfüllt sind I
(a) jedes Intervall lXi, Xi+m+j [;i E {O ... n - I}; j E {l ... n - m} enthält mindestens
j + 1 alternierende Extremalpunkte von (J - PI) :
(b) für alle ZI ::; ... ::; Zn mit Zj E [Mj, mj+!];j = 1 ... In (mn+! := ml + (xn - xo)) ist
D ( BI Bn ) # 0, falls Im 2: 2
ZI Zn
D ( BI'" Bn ) # 0, falls m = 1.
Zl",Zn i
Beweis von Satz 30 :
Wir zeigen zunächst =}. Aus Satz 17, Folgerungi(a) erhält man (neben (a)), daß
jedes Intervall lXi, Xi+m+j [;i E {O... n - I}; j E {1 j .. n - m} mindestens j + 1 der
Mengen (Tk; k = 1 ... n anschneidet. Eine Punktmenge Z = {ZI ::; ... ::; zn} mit
Zk E [Mk,mk+d;k = l. .. n (mn+! := ml + (xn - xo~) hat somit die Eigenschaft, daß
jedes Intervall lXi, Xi+m+j [;i E {O... n - I}; j E {l ... !n - m} mindestens j Punkte aus
Z enthält, das heißt eine solche Punktmenge Z hat die SW-Kreis- Vfht.-Eigenschaft.
I
I
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I
sgn(p(t)) = (_l)k; k = 1. .. n,
i
Wir betrachten nun zunächst den Fall Zk-I < Zk; k j 1 ... n (zo := Zn - (Xn - xo)).
Angenommen
D :=D ( BI'" Bn ) = D(Bi(zkh k:l...n = 0,
ZI ••• zn ._l ...n
dann folgt aus der Schoenberg-Whitney am Kreis-EigJnschaft von Z die Existenz von
pE Pm(Kn) \ {O} mit P(Zk) = 0; k = 1 ... n, wobei .
I
I \
Vt E]Zk-l,zd: sgn(p(t)) = (-l)kO";k = 1. .. n,
wenn wir von
Vt E EI-PI n O"k: sgn((J - PI )(t)) = (t1)kO"; k = 1 ... n
für ein 0" E{-I, +1} ausgehen. Insbesondere gilt
I
Vt E [Zk-l,Zk]: (-l)kO"p(t) 2: O;k = l ... n,
und man erhält wegen EI-PI n O"k r;; h-l' Zk] die Bedi~gung
Aufgrund von
folgt hieraus
(J - PI )(t)p(t) 2: 0; Vt E E,I-pf'
Dies ist nach Satz 12 ein Widerspruch zur starken Eirtdeutigkeit von PI'
Für m 2: 2 untersuchen wir nun noch den Fall def Existenz von {jl < ... < j s} r;;
{1. .. n}, s E {1. .. V mit i
das heißt für k E {I ... s} gelten die Bedingungen
Aus der SW-Kreis-Vfut.-Eigenschaft von Z und der Annahme
folgt mit Hilfe von. Satz 27, daß es ein P E Pm(Kn) \i{O} mit genau den endlich vielen
Nullstellen Zl :S ... :S Zn gibt, so daß genau alle Zk mit' k 1- ({jl ... js} U {jl +1 ... js +I})
einfache Nullstellen von p sind und es gilt
iI




wobei dies für Indizees mit der Eigenschaft k E {jl +1 ... js + 1} wegen Zk-l = Zk eine
leere Vorzeichenaussage ist. Nehmen wir '
Vi E EI-PI n (Jk: sgn((J:- PI )(i)) = ~-1)k(J; k = 1. .. n
für ein (J E {-1, +1} an, so erhalten wir durch eventuellen Übergang auf (-p)
Vi E [Zk-l,Zk]: (-1)k(Jp(i) 2: O;k = 1. .. n,
und somit wie im oben behandelten Fall mit Satz 12 einen Widerspruch zur starken
Eindeutigkeit von PI'
Wir zeigen nun {:=. Angenommen PI ist nicht stark eindeutig beste Approximation
an f. Dann folgt aus Satz 12 die Existenz von pE Pm(Kn) \ {O} mit der Eigenschaft
(J - PI)(i)p(i) 2: O;Vi E EI-PI"
Nimmt man nun an, P besitze ein Knotenintervall I = [xn Xr+ll mit der Eigenschaft
plI == 0, so gelangt man wie im Beweis von Satz 19, die Bedingung (a) verwendend, auf
einen Widerspruch. Wir können also im folgenden davon ausgehen, daß P nur endlich
viele Nullstellen in [xo, xn[ besitzt. Aus obiger Annahme folgt, wenn wir
Vi E EI-PI n (Jk: sgn((J - PI )(i)) = (-1)k(J; k = 1 ... n
für ein (J E {-1, +1} setzen, daß für k E {1 ... n}
(-1)k(Jp(i) 2: 0; Vi E EI-PI n (Jk
gilt. Wegen der Lage von mk, beziehungsweise Mk; k = 1 ... n folgt insbesondere,
daß (-1)k(Jp(mk) 2: 0 und (-1)k(Jp(Mk) 2: 0, woriaus inan die Existenz von Zk E
[Mk, mk+l]; k = 1 ... n mit P(Zk) = 0 erhält. Wegen Bepingung (a) schneiden mindestens
j + 1 der Mengen (Jk; k = 1 ... n ein Intervall der Form lXi, Xi+m+j [; i E {O n - 1};
j E {1 ... n - m} an und man erhält somit, daß die:Menge Z = {Zl ~ ~ zn} die
SW-Kreis-Vfbt.-Eigenschaft hat. Gilt nun Zk < Zk+l; k: = 1 ... n (zn+l := Zl + (xn - xo)),
so erhält man den Widerspruch
Ist andernfalls {jl < ... < js} ~ {1 ... n}, s E {1. .. ~I},so .daß
dann gelten für k E {1 ... s} die Bedingungen
und man erhält im Fall m 2: 2 mit Hilfe von Satz 27, daß
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- ein Widerspruch. Im Fall m = 1 gilt für jedes k E {I ... s} Zjk = Zjd1 = Xik für ein
ik E {O... n - I}, denn sonst hätte pein Nullstellenintervall. Ist nun E: so gewählt, daß
Vk E {l. .. s}
. ({( M ).( i )(Xik -Xik-1)})o < E: < mm Xik - jk' mjk+2 - Xik ( ) ,
I Xik+l - Xik
I
so kann man mit Hilfe von Lemma 29 einen Spline A E PI (Kn) \ {O} konstruieren, so
d~ "
ßI[xo,xn[\U:=l]Xik-l,Xik+d ;::::p
d A( (1)) - A( (2)) - O' k - 1 lt b' (1) JM [' d (2) 1 [un P Vik - P Vik -, , - ... s ge en, wo e1 Vik E jk' Xik un Vik E Xik' mjk+2
erfüllt sind. Es folgt, daß es eine Punktmenge
Zk < Zk+1; k = 1... n (Zn+1 := Zl + (xn - xo))
I
mit der Lagebedingung Zk E [Mk, mk+lJ; k = 1 ... n ~Jd der Eigenschaft
I
D ( ~1 .•• 1Jn ) = D(Bi(zk)) l=l..n = 0
Zl ... Zn '.=l",n
gibt - ein Widerspruch. •
Wir stellen .Run fest, daß die Charakterisierung stark eindeutig bester Approximatio-
nen für nicht schwach-tschebyscheffsche, periodische Splinefunktionen durch Kombinati-
on von Satz 21 und Satz 30 in der folgenden, kompakten Form beschrieben werden kann.
Vergleicht man die Aussage des nachfolgenden Charak~erisierungssatz mit jener aus Satz
19 und (vgl. [5]' p.134, Theorem 4.4), so kann man erKennen, daß aufgrund des Verlusts
I
der schwach-tschebyscheff Struktur, ähnlich wie in Satz 11, zusätzliche Phänomene bei
der Charakterisierung stark eindeutig bester Approxirhationen auftreten.
Satz 31 (Charakterisierungssatz) Es seien f E C(xn-xo) und Pi E Pm(Kn); n E
IN; n = 2l; l E INo. Pi ist genau dann stark eindeutig beste Approximation an f, wenn
die folgenden Bedingungen erfüllt sind:
(a) jedes Intervall JXi,Xi+m+j[;i E {O ... n -l};j E {l ... n - m} enthält mindestens
j + 1 alternierende Extremalpunkte von (j - Pi)
(b) (j - Pi) besitzt eine, bezüglich der zyklischen Ord'1ung optimal gezählte, Alternante
der Länge n + 1
1(c) falls (j - Pi) genau n Alternationsmengen besitzt, so gilt für je n Punktez1 ~ ... ~ Zn
in den abgeschlossenen Intervallen zwischen den Alte~nationsmengen die Determinan-
tenbedingung
D ( BI'" ~n ) =1= O.
Zl .•. ,<on





Es sei bemerkt, daß man aus den Bedingungen (b)und (c) von Satz 31, ohne höhere
Argumente zu benutzen, die Eigenschaft der besten Approximation verifizieren kann.
Besitzt die Fehlerfunktion genau n Alternationsmengen, so nimmt man hierzu
D ( BI Bn .) D ( BI" .1in ) < 0
t1 tn t2 ••. tn+1.
für sämtliche Alternanten T = {tj}j~J der Länge n + 1, welche aus der Punktmenge
{mk; k = 1 ... n} U {Mk; k = 1 ... n} generiert werden können, an. Man erhält dann nach
n Übergangs- bzw. Vertauschungsoperationen, daß
I
D ( BI'" Bn ) D ( BI' .. lfn ) > 0
MI ... Mn ml ... mn
F(t) ,= D ( <p,ft)::: ::(t) ) ;1t E [0,1],
wobei 'Pk(t) := Mk + t(mk+l - Mk); k = 1 ... n, so folgt
I
und damit besi~zt F zwischen den Alternationsmengenleine Nullstelle - ein Widerspruch
zu Vorausetzung (c) in Satz 31.
Das nächste Lemma hilft bei der nachfolgenden, vereinfachenden Formulierung der
in Satz 31 angegebenen Determinantenbedingungen.
Lemma 32 Es seien ~ = {~k = [mb Mk]} k=l; mk :::;Mk < mk+l ein Menge von M en-
gen mit der Eigenschaft, daß jedes Intervall lXi, xi+m+3 [;i = o ... n - 1;j = 1 ... n - m
mindestens j + 1Mengen aus ~ anschneidet. Dann gibt es eine Menge T* = {tnk=1 mit
tZ E ~k; k = 1 ... n, welche die Schoenberg- Whitney am Kreis Eigenschaft besitzt, so daß
alle Mengen T = {tdk=1 mit mk :S tk :S tZ; k = 1... n und alle Mengen i' = {idk~1
mit tZ :S tk :S Mk; k = 1... n die Schoenberg- Whitney am Kreis Eigenschaft erfüllen.
Für ~k mit mk < Mk gilt hierbei tZ E]mk, Md.
Beweis Lemma 32 :
Wir beschreiben .zunächst wie die Punktmenge T* ~ {tnk=1 liegen soll. Falls mj =
M
J
oder kein Knoten Xi E ~j ist, so sei t; := (m;-;M;) E ~j' Gilt nun
so unterscheiden wir die folgenden Fälle.
(1) Falls Vi E {i1 < ... < i2}Vjl E {I ... n - m} ]Xi,Xi+m+jl [mindestens jl der Men-
gen aus ~ vollständig enthält und Vi E {Xil < ... < Xi, }Vj2 E {I ... n - m} ]Xi-m-h, xd
mindestens j2 der Mengen aus ~ vollständig enthält, so sei t; E]mj, Mj [ beliebig gewählt.
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(2) Falls i E {i1 < ... < i2} undjl E {l ... n-m-} existieren, so daß ]Xi,Xi+m+jl[
genau jl - 1 der Mengen aus er vollständig enthält und Vi E {XiI < ... < Xi2} Vj2 E
{I ... n - m} ]Xi-m-j" Xi [ mindestens j2 der Mengen aus er vollständig enthält, so sei
I
io := max{ i E {il < ... < iZ}:Jjl E {I ... n - TfL} : lXi, xi+m+jl [ enthält
genau jl - 1 Mengen aus er vollständig}.
Ist nun io < i2, so sei t; EJXio' xio+d, und für io = i2 sei t; E]Xi2' Mj [ gewählt. Offenbar
gilt !VIj > Xio' denn ]Xio' xio+m+h [ schneidet mindestens jl + 1 Mengen aus er an.
(3) Falls Vi E {il < ... < i2}Vjl E {l ... n-m} ]Xi,Xi+m+h[ mindestensjl der
Mengen aus er vollständig enthält und i E {il < ... < i2} sowie Jz E {I ... n - m}
existieren, so daß ]Xi-m-j2' xd genau j2 - 1 der Mengen aus er vollständig enthält, so sei
io:= min{i E {il < ... < i2}:Jj2 E {l ... n-m}: ]xi-m-h,Xi[ enthält
genau Jz - 1 Mengen aus er vollständig}.
Ist nun io > il, so sei t; E]Xio-l'Xiö[' und für io = i1 sei t; E]m}lxil[ gewählt. Offenbar
gilt 1nj < XiI'
(4) Falls i E {il < ... < i2} und jl E {I ... n - m} existieren, so daß lXi, xi+m+h [
genau jl - 1 der Mengen aus er vollständig enthält und i E {il < ... < i2} sowie
j2 E {I ... n ..:::m} existieren, so daß ]Xi-m-h' Xi [ genau Jz - 1 der Mengen aus er
vollständig enthält, so seien io wie in Fall (2) und io wie in Fall (3) definiert. Es folgt,
daß ]Xio-m-h' Xio+m+h [ genau jl + Jz + 1 Mengen aus er anschneidet. Andererseits gilt
per Vorausetzung, daß
mindestens io - io + m + jl + j2 + 1 Mengen aus er anschneidet und somit erhält man
_ i
das heißt io - io 2 m. Da zudem jedes !ntervall lXi, Xi~m+l [ mindestens 2 Mengen aus er
anschneidet und Xio, xio E erj gilt, folgt io = io+m. In d}esem Fall setzen wir t; E]Xio' xio [.
Wir zeigen nun zunächst, daß die so konstruierte Menge T* der Schoenberg- Whitney
am Kreis Bedingung genügt. Angenommen es gibt ~in Intervall I =JXi, Xi+m+j [ mit
weniger als j Punkten aus T*.Da I mindestens j - 1 Mengen aus er vollständig enthält,
I
folgt, daß genau j - 1 Punkte aus T* in I liegen. piese nennen wir t~, ... ,t;_l und
bezeichnen die zugehörigen Mengen aus er mit erl,'" , o-j-l' Aufgrund der Vorausetzung
und der Annahme schneiden genau 2 weitere Mengen aus er das Intervall I an, ohne
allerdings vollständig in I zu liegen : ero, erj. Offenbar! gilt Xi E ero und I enthält genau
j - 1 Mengen aus er vollständig, woraus man, Fall (2) oder Fall (4) betrachtend, stets
t~ > Xi erhält - ein Widerspruch.
2 CHAR. STARK EINDEUTIG BESTER APPROJ(rMATION 35
F(t):= D ( <Plft):::::(t) );t E [0,1],
Wir zeigen nun, daß eine Punkt menge T = {tdk=l mit tk E [mk, t~]; k = 1 ... n
stets die Schoenberg- Whitney am Kreis Eigenschaft hat. Angenommen es gibt ein In-
tervall I =]Xi, Xi+m+j [ mit genau j - 1 Punkten aus IT (I enthält j - 1 Mengen aus
a vollständig). Analog der obigen Vorgehensweise bez:eichnen wir die, zu den Punkten
tl, ... , tj-l gehörigen, Mengen aus a mit al, ... , aj-l uhd es folgt die Existenz von Men-
gen ao, aj wie oben. Offenbar gilt Xi+m+j E aj' Betrachten wir Fall (3), beziehungsweise
Fall (4) der obigen Festlegung der Punktmenge T*, so folgt in beiden Fällen
und damit ein WideFspruch zur Annahme.
Ist schließlich eine Punktmenge T = {idk=l mit tk E [t~, Mk]; k = 1 ... n gegeben
und nimmt man an, ein Intervall I =]Xi, Xi+m+j[ enthält genau j - 1 Punkten aus T, so
erhält man analog den obigen Untersuchungen mit den entsprechenden Bezeichnungen,
aus den Festlegungen in Fall (2), beziehungsweise Fall (4) den Widerspruch
I
Xi ::;Xio < t~ ::;to ::;M~.
•
Übertragen nun wir die Ideen von O.V. Davydov' (siehe Satz 11, vgl. [2]) auf die
Charakterisierung stark eindeutig bester Approximatio;nen mit Alternanten der genauen
Länge n, so können wir die in Satz 30 auftretenden Determinantenbedingungen wiefolgt
in dessen Kontext formulieren. I
I
Lemma 33 Es seien fE C(xn-xol und PI E Pm(Kn)j n E !N; n = 2l; l E !No. PI
sei die stark eindeutig beste Approximation an f und es gelte, daß (J - PI) genau n
Alternationsmengen ak; k = 1... n besitzt. Dann gilt: die Determinantenbedingung (b)
aus Satz 30 ist äquivalent zu den folgenden beiden Bedingungen
(bi) für alle Zl~ ... ~Zn mit Zj E [Mj, mj+!l;j = 1 ... h (mn+! := ml + (xn - xo)) und
Zk = Mk oder Zk = mk+l für ein k E {I n} gilt
D ( Bl Bn ) :f: 0
Zl Zn
(b2) es gibt eine Punktmenge tl < ... < tn( < tl + (xn i xo)) in Schoenberg- Whitney am
Kreis Lage mit tk E ak;k = I ... n, wobei tko E]mko,Mko[ für ein ko E {I ... n} gilt, so
daß
Beweis von Lemma 33 :
Wir beweisen zunächst ~, Die erstgenannte Deter~inantenbedingung ist dann klar.
Um die zweite Determinantenbedingung nachzuweisen Ibetrachte man die stetige Deter-
minante
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wobei 'Pk(t) := Mk + t(mk+l - Mk); k = 1 ... n. Dann gelten per Vorausetzung
I
F(O) = D ( B1 ••• Bn ')':f: 0 und F(l) = D ( B1••• Bn ) :f:O.
M1... Mn m2 ... mn ml
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Angenommen F(O)F(l) < 0, dann folgt aufgrund der Stetigkeit von F die Existenz von
"10 EJO, 1[ mit F('ro) = O. Dies bedeutet aber, daß Zk := 'Pk('rO) EJMk, mk+d; k = 1. .. n
~~~~~ft I
D ( B1 ••• ~n ) = 0.
Zl .•• kn
hat - ein Widerspruch zur Vorausetzung. Es sei nun T* = {t~ }k=1 wie in Lemma 32
gewählt. Weiter definiert man
wobei 'Yj;j = 1 ... n wiefolgt festgelegt ist
()
._ { mj +2t(t; -mj); t E [O,~J .
'Yj t.- Mj +2(1-t)(t; -Mj); t E],~,lJ ;J = 1 ... n.
Aufgrund von
G(O) = D ( B1 •.. Bn ) = -F(l) und G(l) = D ( B1 ••• Bn ) = F(O).
ml ... mn M1... Mn
erhält man G(O)G(l) < 0 und damit die Existenz voJ TOEJO, 1[ mit G(TO) = O. Setzt
man nun tj := 'Yj(TO);j = 1 ... n, so gilt offenbar tj E C7j;j = 1 ... n und wegen Lemma
22 folgt die Existenz von jü E {I ... n} mit mjo < Mjo' das heißt tjo EJmjo, Mjo [. Diese
Punktmenge T = {tj}j=l erfüllt aufgrund von Lemma 32 die Schoenberg-Whitney am
Kreis Eigenschaft.
Wir beweisen nun <=. Angenommen es gibt Zk E]Mk, mk+l [; k = 1 ... n, so daß
!
D ( B1 Bn ) = O.
Zl Zn
Dann sind die Punkte Zk paarweise verschieden und aus Satz 17 erhält man wie im
Beweis von Satz 30, daß die Punktmenge {zd ~=1 die I Schoenberg- Whitney am Kreis-
Eigenschaft hat. Somit folgt mit Hil~e von Satz 9, daB für alle T = {tj }j=l mit tj E
JZj-l' Zj [; j = 1... n '
D ( B1 ... Bn ) :f: 0
t1 ..• tn
gilt. Aufgrund von erj = [mj, Mj] ~]Zj-l, Zj[;j = 1 ... n ist dies insbesondere ein Wider-
spruch zur zweiten Determinantenbedingung. •
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Abschließend erhält man aus dem Beweis von Lemma 33 das folgende Lem-
ma, welches den wichtigen Fall, daß alle Alternationsm'engeri ein nicht leeres In-
neres besitzen, behandelt. Hierbei sei bemerkt, daß in diesem Fall keine Hermite-
Interpolationsdeterminanten auftreten.
Lemma 34 Es seien f E C(xn-xo) und PI E Pm(Kl); n E !N; n = 21; 1 E !No. PI
sei die stark eindeutig beste Approximation an f und es gelte, daß (f - PI) genau n
Alternationsmengen (7k; k = 1... n besitzt, wobei mk < Mk; k = 1... ngelten soll. Die
Determinantenbedingung (b) aus Satz 30 ist dann äquivalent zu der Forderung, daß es
eine Punktmenge t1 < < tn( < t1 + (xn - xo)) in Schoenberg- Whitney am Kreis Lage
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