Dimensionality reduction is critical in analyzing increasingly high-volume, high-dimensional time series. In this paper, we revisit a now-classic study of time series dimensionality reduction operators and find that for a given quality constraint, Principal Component Analysis (PCA) uncovers representations that are over 2× smaller than those obtained via alternative techniques favored in the literature. However, as classically implemented via Singular Value Decomposition (SVD), PCA is incredibly expensive for large datasets. Therefore, we present DROP, a dimensionality reduction optimizer for high-dimensional analytics pipelines that greatly reduces the cost of the PCA operation over time series datasets. We show that many time series are highly structured, hence a small number of data points are sufficient to characterize the data set, which permits aggressive sampling during dimensionality reduction. This sampling allows DROP to uncover high quality low-dimensional bases in running time proportional to the dataset's intrinsic dimensionalityindependent of the actual dataset size-without requiring the user to specify this intrinsic dimensionality a priori. DROP further enables downstream-operation-aware optimization by coupling sampling with online progress estimation, trading-off degree of dimensionality reduction with the combined runtime of DROP and downstream analytics tasks. By progressively sampling its input, computing a candidate basis for transformation, and terminating once it finds a sufficiently high quality basis in a reasonable running time, DROP provides speedups of up to 50× over PCA via SVD and 33× in end-to-end high-dimensional analytics pipelines.
INTRODUCTION
As high-volume, high-dimensional time series become increasingly common [5, 6, 36, 40] , dimensionality reduction techniques offer a powerful toolkit for assisting in their efficient analysis [16, 26, 66] . These reduction techniques transform high-dimensional data into a lower-dimensional subspace while still preserving data properties important for downstream analytics tasks, such as variance, pairwise distances, or correlations. Projecting to a lower-dimensional basis while preserving these properties accelerates common analyses including clustering, classification, anomaly detection, and similarity search [3, 22, 24, 34, 42, 43, 45, 61] while preserving accuracy.
In this paper, we begin with a study of dimensionality reduction for high-dimensional time series. We find that when maintaining pairwise distances over a gold standard set of high-dimensional time series [13] , Principal Component Analysis (PCA) [16] delivers time Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). © 2017 Copyright held by the owner/author(s). ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. https://doi.org/10.1145/nnnnnnn.nnnnnnn series transformations that are on average of 2× lower dimension than alternatives. This constrasts with a recent highly-cited [19] study of the same data that did not consider PCA, which suggested that the choice of reduction technique is immaterial to result quality.
In addition, we find that over time series data, PCA uncovers bases that are of far smaller dimension than classical theory predicts. As an example, we ran PCA on a dataset containing 5000 140-dimensional ECG heartbeat readings. The classic Johnson-Lindenstrauss (JL) lemma [1, 16] predicts that to preserve pairwise distances to even 25%, a 137-dimensional basis is required in the worst case. In contrast, PCA finds a 3-dimensional subspace that preserves average distances within 25% in this dataset-a 46× reduction. The reason for this phenomenon is that many time series are highly structured. Our ECG time series measuring heartbeats is periodic and has a high degree of structural repetition. Unlike data-independent approaches like JL, PCA is able to identify this structure within the data and identify a basis that captures this smaller, intrinsic dimensionality.
Unfortunately, while PCA is incredibly effective at reducing the dimensionality of time series, as in [19] , it is often overlooked due to its slow speed-as classically implemented via SVD, up to 245 times slower than alternatives from [19] , with runtime O(min {m 2 d, md 2 }) for a d-dimensional dataset containing m points. This is prohibitively slow, especially at scale.
Subsequently, we ask: can we take advantage of the low intrinsic dimensionality of highly structured time series to avoid the computational overhead of PCA via SVD while still retaining its utility? Our insight is that the low intrinsic dimensionality of these highly structured datasets leads to redundancy that can be exploited via sampling. Instead of running PCA via SVD on the full dataset, we can frequently achieve the same quality basis by performing PCA via SVD on a small subset. We empirically demonstrate that samples as small as 0.39% of the dataset (average: 4.15% over the 18 largest datasets in [13] ) are sufficient, yielding speedups of up to 100× (average: 5.5×) over naïve computation over the full dataset.
To exploit this opportunity for sample-based PCA, we develop DROP (Dimensionality Reduction OPtimizer), a new progressive sampling strategy for efficiently computing a high-quality lowdimensional basis for a given time series dataset. Given a time series, distance metric, and accuracy target (e.g.,"preserve average pairwise Euclidean distance within 5%"), DROP returns a low-dimensional basis that achieves the accuracy target. DROP's core contribution is in finding this basis efficiently, by adopting techniques from online aggregation and progressive sampling to iteratively improve an estimate of the true basis, thus performing PCA on a series of increasingly large samples until convergence.
There are three key challenges in realizing this functionality: First, PCA is guaranteed to find the optimal orthogonal basis with respect to the Frobenius norm, an element-wise L 2 -norm over matrices [66] , whereas many popular analytics and data mining tasks (e.g., k-NN [22] , k-Means [34] , Kernel Density Estimation [69] ), require preservation of pairwise distances of data points, referred to in [19] as the Tightness of Lower Bounds, or T LB (Equation 1). Thus, even if we find a good low-dimensional basis that preserves the Frobenius norm, this basis is not guaranteed to preserve the T LB. Naïvely computing the T LB requires O(m 2 d) computation over the entire dataset-the same as PCA via SVD if m < d. To circumvent this overhead while still providing statistical guarantees, DROP adapts techniques from approximate query processing and computes a faster, novel sample-based T LB approximation.
Second, there are two ways to sample from a given time series dataset: sampling dimensions from each data point, and sampling data points from the entire dataset. The theoretical statistics and computer science literature offers suggestions for each type of sampling in isolation [33, 52] . DROP combines both for maximum effect, both performing random projections of each data point while also sampling from the full dataset. Beyond combining these approaches, DROP's key innovation is in determining how much to sample via progressive sampling. DROP also reuses work across samples via biased sampling, ensuring that data points with particularly poor fit are represented in future samples.
Third, DROP must balance dimensionality and runtime. Dimensionality reduction is typically employed as a pre-processing step in analytics pipelines, and downstream operators are often willing to trade a slightly higher-dimensional basis for faster pre-processing. For example, covariance matrix estimation runs in time quadratic in dimension [7] . Therefore, if DROP is used prior to covariance estimation, and DROP can find a 10% smaller dimensional suitable basis by running twice as long (i.e., processing more samples), then it may be faster overall to spend the time computing this smaller basis. However, if DROP's downstream task is similarity search, which exhibits runtime linear in dimension [34] , then running twice as long may in fact increase total runtime. To navigate this trade-off, DROP accepts a workload-specific utility function and adapts techniques from progress estimation to perform online optimization of the entire, end-to-end analytics pipeline runtime.
In adapting techniques from approximate query processing for the problem of dimensionality reduction, DROP offers a practical and powerful tool for dimensionality reduction of time series data. For highly structured time series, DROP can uncover the optimal basis in running time that is independent of the actual dataset size and without requiring the user to specify the intrinsic dimensionality of the dataset a priori; instead, DROP discovers it. In summary, we make the following contributions in this work:
• We extend the study of [19] to consider PCA. We find that classical methods for PCA provide bases that are often over 2× more effective at dimensionality reduction but are up to 713× slower to compute than alternatives from [19] .
• We present DROP, an online optimizer for dimensionality reduction that uses sample-based techniques to automatically determine the intrinsic dimensionality of and obtain an accurate low-dimensional representation of a given time series dataset. We show that as little as 2% of time series data suffices to preserve pairwise distances within 2%, providing a 55.6× reduction in dimension.
• We present optimizations based on online aggregation and progress estimation that enable order of magnitude speedups over classic methods for PCA via SVD and faster end-to-end execution than these techniques on real analytics pipelines.
The remainder of the paper is structured as follows. Section 2 provides a formal introduction to dimensionality reduction and performs an empirical comparison of existing dimensionality reduction operators. Section 3 presents the DROP optimizer and optimizations. Section 4 evaluates DROP's result quality and execution time. Section 5 discusses related work, and Section 6 concludes.
BACKGROUND AND COMPARISON
In this section, we provide background on the problem of dimensionality reduction, the tightness of lower bounds (T LB)-the distance metric we focus on for the majority of this paper ( § 2.1)-and Principal Component Analysis ( § 2.2). We revisit a prior empirical comparison of several dimensionality reduction methods [19] with respect to both runtime and T LB ( § 2.3) to motivate our study of efficient dimensionality reduction methods.
Dimensionality Reduction
Dimensionality reduction is a classic problem in statistics, machine learning, and data mining, and refers to finding a low-dimensional subspace within a dataset that preserves properties of interest, such as distance or similarity between data points [16, 26] .
More formally, consider a set of m real-valued, d-dimensional vectors, x i ∈ R d . We can represent this dataset as a matrix X ∈ R m×d , where each row i corresponds to vector x i . Our goal in dimensionality reduction is to compute a transformation function that maps each point x i to a new basis,x i ∈ R k where k ≤ d, or T : R d → R k , such that the data contained in this basis preserves some metric, or property of interest P, e.g., pairwise Euclidean distance (as below). By applying the transformation T to all points in X , we obtain a matrixX in the new basis, or R m×k . All transformations we consider are contractive, in that pairwise distances in the new basis are always less than or equal to those in the original basis.
As an example transformation, one of the simplest methods for performing dimensionality reduction is to employ random projections. To transform from dimension d to dimension k, first choose a set of k d-dimensional vectors at random (e.g., from the unit ball) to form a projection matrix T ∈ R k ×d . Then transform the data matrix asX = XT ⊺ [1] . Each randomly-chosen d-dimensional vector specifies a linear measurement, or combination, of each vector x i ; taking k of these measurements per data point yields a k-dimensional vector. Classical results from statistics [1] show that random projections can preserve pairwise distances between vectors. In this work, we will focus on a different dimensionality reduction technique (Principal Component Analysis, PCA [7] ) that also applies a linear transformation to the input data. However, PCA's transformation matrix is not chosen randomly, but is instead chosen in a data-dependent manner.
Dimensionality reduction techniques are optimized for various choices of properties.Techniques such as Locality Sensitive Hashing [30] can preserve distance metrics such as Hamming distance and Jaccard similarity. PCA seeks to preserve a data matrix property known as the Frobenius norm; however, we will show how to adapt PCA to a specific metric from the time series literature.
We focus on a property that is extremely popular in the time series similarity search: the tightness of lower bounds (T LB) [19, 24, 42] . The T LB measures the average pairwise Euclidean (L 2 ) distance between pairs of points in the transformed space compared to pairs of points in the original space. Thus, T LB measures how well a given dimensionality reduction transformation preserves pairwise distances across points:
Intuitively, as we consider contractive transformations, if T LB is preserved (close to 1), then nearby points remain nearby and far away points remain far away. A T LB of 0.99 means that on average, distances in the low-dimensional space are within 1% of the distances in the original space. Exact T LB computation requires computing all-pairs distance-or O(m 2 ) distance computations-which rivals or exceeds the computational complexity of many downstream analytics tasks. Therefore, in this paper (like [19] ), we consider an approximate T LB; we measure T LB at a given confidence level (e.g., T LB at 95% confidence).
In tasks such as similarity search, we can first apply a T LBpreserving dimensionality reduction technique to reduce the dimension of input data, then build an index in this lower dimensional space to run similarity search queries. This methodology, which dates to the 1990s in the GEMINI framework [24] , is the basis for a wide range of popular similarity search procedures and extensions in the data mining and machine learning communities [3, 9, 34, 41, 43, 47, 61, 75] ; several empirical studies including [19] illustrate the relationship between T LB and similarity search performance and accuracy.
Principal Component Analysis
Principal Component Analysis (PCA) is a core analytics task in statistics, machine learning, and data mining ( § 5) PCA identifies a new orthogonal basis for a given dataset-i.e., a set of vectors that are orthogonal to one another-that optimally captures its directions of highest variance. In this work, we focus on dimensionality reduction via PCA, as PCA empirically finds a lower-dimensional T LB-preserving representation than conventional alternatives.
Naïvely implemented, PCA often relies on a black-box Singular Value Decomposition (SVD) routine [66] , which provides the matrix decomposition X = U ΣV ⊺ . Given a data matrix X , PCA via SVD forms the PCA transformation matrix T : R d → R k by first subtracting each column in X by the column's mean to obtain C X (1 ⊺ C X = 0). The first k right singular vectors of C X (first k columns of V from computing the SVD of C X ) comprise T . Many implementations of SVD provide a truncated SVD routine that performs this truncation to the first k columns [66] . A sample implementation of PCA using a truncated SVD operator is provided in Algorithm 1.
Measurement Study
To motivate our study of practical methods for dimensionality reduction, we revisit an influential study of time series dimensionality reduction techniques appearing in VLDB 2008 [19] . Via empirical evaluation of eight dimensionality reduction techniques on a suite of datasets from the gold standard UCR Time Series Classification Algorithm 1 PCA via truncated SVD Inputs: X ∈ R m 1 ×d : training data matrix Y ∈ R m 2 ×d : data matrix to transform k ∈ Z + : desired dimensionality of transformed data SVD-T: any truncated SVD algorithm 1: function FIT(X ): 2:X = columnMeans(X ) 3:
Store: V ▷ Cache for repeated use 9: return C Y V Archive [13] , the authors conclude that "the tightness of lower bounding. . . of the different representation methods for time series data have, for the most part, very little difference on various data sets." The study found that these eight dimensionality reduction methods were equally powerful in reducing the dimensionality of the time series data. This implies that for a given target dimensionality k, all methods achieve similar T LB, and, equivalently, for a given target T LB, all methods require similar number of dimensions.
While this prior study provides a useful comparison of several dimensionality reduction techniques, the authors left two aspects of dimensionality reduction for future investigation, which we revisit here. First, running time was not a focus of the prior study, which, as the authors note, is critical as data volumes and data dimension continue to increase. Second, the authors did not consider the use of PCA, on the grounds that PCA is "untenable for large data sets." While this second concern is valid, we sought to understand the gap between the quality of techniques explored in [19] and PCA.
To investigate these aspects, we repeated a subset of the experimental evaluation of [19] while also measuring runtime and including results from PCA. In addition to PCA, we report results using two methods from [19] ; as the remainder exhibited "very little difference," we chose two of the fastest: Fast Fourier Transform (FFT) and Piecewise Aggregate Approximation (PAA). Section 4 provides additional details regarding experimental setup.
We report the minimum dimensionality (k) achieved by each technique subject to a constraint on T LB in Table 6 ; Figure 1 illustrates this graphically. On average, across 80 datasets, for T LBs of 0.99, 0.90, and 0.75, PCA provides bases that are over twice as small as FFT and PAA. For a T LB of 0.75, PCA is able to reduce the average dimensionality to just 4% of the original input space. As Table 6 illustrates, the exact margin between PCA and alternatives was dataset-dependent, but PCA was more effective at dimensionality reduction than PAA and FFT across all datasets. That is, by extracting the directions of highest variance first, PCA is able to preserve more of the pairwise distances within a dataset using fewer dimensions. To better understand this phenomenon, Figure 3 study) implies the data is intrinsically low-dimensional, and PCA is able to identify this low-dimensional basis. However, PCA's accuracy comes at a price: as Figure 2 illustrates, PCA is on average over 52 times slowerllclahan PAA and over 8 times slower than FFT. This substantiates [19] 's observation that, as classically implemented, PCA is in fact incredibly slow to run compared to alternatives. Theory also agrees: PCA via SVD requires an expensive O(min {m 2 d, md 2 }) running time, which scales poorly with input data size, particularly when compared to methods such as PAA (O(md)) and FFT (O(md log d)).
In summary, PCA offers substantially more effective dimensionality reduction than alternative techniques, but with a substantial computational overhead. Therefore, in this paper, we ask: is it possible to retain PCA's ability to provide effective T LB-preserving dimensionality reduction without incurring such an expensive computational overhead? By combining techniques from online query processing and progressive sampling, we can.
DROP
While PCA consistently uncovers high-quality low-dimensional subspaces for most time series, conventional implementations of PCA (via SVD) are prohibitively expensive for large, high-dimensional datasets. To bridge this gap between quality and efficiency, we present DROP, a Dimensionality Reduction OPtimizer. Given a time series and desired accuracy (in terms of T LB), DROP automatically produces a low-dimensional transformation that maintains the 
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Type Table 1 : DROP Algorithm Notation.
T LB bound without the computational expense of classical PCA via SVD. DROP allows users to smoothly trade off between reduced dimensionality and runtime by specifying a cost function that relates dimensionality and time; one user may wish to obtain a low-quality basis quickly for exploratory analysis, weighing time much more than dimensionality, while another may wish to obtain a high-quality basis for downstream analytics, weighing dimensionality much more than time. DROP subsequently optimizes the user-specified utility function subject to the T LB constraint. DROP's key insight is that techniques from approximate query processing and progressive sampling can help avoid the cost of computing a full SVD for PCA. While running SVD over a large dataset is incredibly expensive, computing an SVD over a small subset of this data can be quadratically cheaper. Further, as many time series datasets possess low intrinsic dimensionality, they are amenable to aggressive sample-based approximation-a small number of samples suffices to capture much of the "interesting" behavior in the data. Hence, just as computing an average over a sample is often "good enough" in relational analytics such as online aggregation, we can often compute a T LB-preserving low-dimensional basis using a sample (or, as in DROP, a sequence of increasingly large samples).
We now provide DROP's formal problem statement ( § 3.1) and overall design ( § 3.2), then describe each component in detail ( § § 3.3-3.5). An overview of notation used in this section is in Table 1 .
DROP Problem Statement
DROP is an optimizer that automatically produces a dimensionality reduction transformation tuned to both a given dataset and a given accuracy constraint. As input, DROP takes a set of data points, each representing an interval of time from a time series, as well as a T LB constraint, B. DROP then produces a dimensionality reduction function in the form of a transformation matrix that satisfies the T LB constraint to a specified degree of confidence (default 95%) when applied to the input data. In this way, DROP acts as an analytics preprocessor that reduces a dataset's dimensionality while preserving distances to a specified level.
The highest-quality dimensionality reduction (lowest dimensionality for a target T LB) is almost always the most computationally expensive: running PCA via SVD over all of the data will produce a high-quality reduction but will be expensive. In some cases, such a high-quality reduction is desired. In many other cases, such as when DROP is used as a component of larger analytics workflows, it can be advantageous to return a transformation of a higher dimension than would be achieved with full SVD, but completes faster.
DROP captures this trade-off between reduced dimensionality and runtime using a third input parameter: a cost function that trades-off dimension and time. Users specify a cost function that weights time and dimensionality based on how sensitive to each their downstream application may be. DROP provides a default cost function tuned to the runtime of k-NN classification, relating runtime as C m = O(m 2 d), hence seeking to equalize the time taken by DROP's dimensionality reduction, and projected k-NN runtime.
More formally, denoting DROP's runtime as R, we define the DROP optimization problem as follows:
Intuitively, DROP's goal is to minimize the cost incurred by the cost function (C m (k), monotonically increasing in k) by finding the best possible transformation (T k ), while accounting for the time required to compute the transformation (R). In this way, DROP balances user preferences between dimensionality and runtime.
We now describe how DROP optimizes this objective.
DROP Architecture
DROP is composed of the following three steps:
Step 1: Sample ( Figure 4A ): In its i th iteration, DROP samples a variable proportion p i of the input data set. DROP performs importance sampling based on the results of prior steps, thus reusing work across iterations ( §3.3, Algorithm 2 Line 5).
Step 2: Compute Basis ( Figure 4B ): DROP computes a candidate low-dimensional basis for the sample. To evaluate the quality of the basis, DROP computes an estimate of the T LB using a confidenceinterval-based approximation ( §3.4, Algorithm 2 Line 6). Instead of computing each candidate basis with a standard SVD subroutine, DROP exploits the highly structured nature of time series by using a fast, randomized SVD method ( §3.4.1).
Step 3: Check Progress ( Figure 4C ): DROP determines whether to terminate and return the best basis found thus far, or continue 
iterating to find a better metric-preserving basis. In order to enable this, DROP performs progress estimation to minimize the objective function ( §3.5, Algorithm 2 Line 8).
Step 1: Sample
Instead of processing all of the input data at once as in conventional PCA via SVD, DROP seeks to compute a high-quality basis using a sample of the data. If the sample is sufficient to compute a high-quality basis, DROP can terminate. If not, DROP samples additional data from the input data and computes a new basis. Thus, DROP iteratively samples increasing subsets of the input data.
This iterative approach leads to two design decisions. First, how much should DROP sample at each iteration; second, how can DROP utilize information from prior iterations in sampling? DROP addresses these questions in turn by employing progressive sampling ( §3.3.1) and importance sampling ( §3.3.2) 3.3.1 Progressive Sampling. How large a sample suffices to compute a high-quality basis? It is difficult to determine a priori how many samples are required. For example, consider the following two scenarios, where the input time series are generated from room temperature readings. In a first scenario, the temperature is precisely controlled by a heating system to remain at 73 degrees at all times. In this scenario, a single sample is sufficient to characterize all data points. However, consider a second scenario, in which we are given temperature readings from a room that fluctuates based on external weather conditions. Many more samples will be required to effectively characterize the set of all points; however, the dataset will likely contain a small number of data points that are sufficient to characterize general behavior. For instance, within the span of a few weeks, temperature may follow similar daily cycles.
In the worst case, the input data will have no implicit or regular structure, and all data points and dimensions may be required to fully capture the data variance (and appropriate T LB-preserving basis). For example, effectively characterizing the data set will require near all data points if a sensor malfunctions and records random, independent values. DROP progressively samples larger and larger samples with each iteration according to a specified schedule; in Section 4, we find that a single schedule of ten steps, in which data is processed no more than twice, works well across all datasets.
3.3.2 Sampling Technique. As a baseline, DROP samples uniformly without replacement from the input data. However, as DROP is an iterative algorithm, a natural opportunity for optimization arises: information learned from previous iterations can provide insight into the underlying data distribution.
Therefore, as DROP computes PCA over a sample of the input data and generates a candidate low-dimensional basis at each iteration, DROP can determine which points are most misrepresented with respect to the transformation generated by the current data sample. Concretely, given a candidate basis and T LB estimate, DROP ensures the points in the bottom q th percentile of T LB (i.e., worst fit) are passed along to the next iteration's sample (by default, q = 10).
DROP then populates the remainder of the sample with points drawn uniformly from the rest of the population.
DROP's method of sampling, where misrepresented points are more likely to appear in future samples, is a form of importance sampling [60] , or a method that helps reduce variance when estimating a quantity via sampling (here, most closely related to hard example mining [64] ), adapted to the T LB-preservation setting. We considered more exotic sampling procedures (e.g., using coresets [14] ) but found that the lightweight computational footprint of this importance sampling struck a balance for many DROP cost functions. We quantify the benefit of importance sampling in Section 4.
Step 2: Compute Basis
Given a data sample from the first step ( § 3.3), DROP uses PCA to compute a candidate basis that is as low-dimensional as possible while still preserving the specified T LB constraint. There are two main design decisions DROP must address in this step: first, how should DROP compute candidate transformations; second, how should DROP efficiently search the space of all PCA transformations to identify the lowest-dimensional T LB-preserving basis.
We adopt state-of-the-art randomized methods for PCA to address the former problem of computing candidate transformations ( §3.4.1). However, the latter-efficient basis validation-is a point of concern: as we have discussed, naïvely computing the full T LB is as expensive as full SVD. Therefore, DROP adopts a novel T LB calculation ( §3.4.2) and search procedure ( §3.4.3) that circumvents this cost by employing adaptive sampling.
Basis Fitting.
Recall that PCA via SVD is remarkably effective at producing high-quality bases for time series ( § 2). Hence, DROP's core time series dimensionality reduction operator is PCA.
The most straightforward means of implementing PCA is to perform SVD over the sample ( §2.2). There are many suitable libraries for this task-many of which are highly optimized-and therefore this strategy is easy to implement.
However, over the past several years, the theoretical computer science and statistics communities have developed a variety of optimized PCA implementations that improve performance by exploiting randomization ( §5). One of the most advanced of these methods is a randomized SVD algorithm (SVD-Halko) by Halko, Martinsson, and Tropp that computes an approximate rank-k factorization (truncated SVD) of a data matrix (Algorithm 3). SVD-Halko computes a d × k random projection matrix Ω, multiplies this matrix by the centered data matrix C X , and then runs SVD on C X Ω (optionally running power iteration to reduce error) . Perhaps surprisingly, theoretical and empirical studies show that SVD-Halko achieves a high-quality approximation of the best k-dimensional subspace, as produced by full SVD, without the expense-for a matrix C X ∈ R m×d , only O(mdk + k 2 (m + d)) time. DROP combines SVD-Halko's columnlevel sampling with row-level sampling to further reduce its runtime; we are unaware of such a combination in the literature.
Algorithm 3 SVD-HALKO
Input: C X : centered data matrix k: size of low-dimensional subspace p: small increase in subspace size; default: 5 q: number of power iteration steps; default: 1 1: function SVD-HALKO(C X , k, p, q): To mitigate this overhead, DROP adapts techniques from online aggregation and approximate query processing [35, 57] : instead of computing an exact T LB, DROP uses statistical sampling and confidence intervals to compute the T LB to arbitrary confidences. Given a candidate basis, DROP iteratively refines an estimate of the basis' T LB by repeatedly sampling pairs from the input data, transforming each pair into the new basis, then measuring the distortion of L 2 distance between the pairs. By repeatedly computing this distortion for independently sampled pairs, DROP can iteratively refine its estimate until it is confident that the candidate basis satisfies the provided T LB constraint.
As the T LB is an average of random variables bounded from 0 to 1, DROP can rely on standard statistical bounds to perform this iterative estimation of the true T LB. Bounds that apply to the T LB and DROP's sampling procedure include Markov's inequality, Chebyshev's inequality, and Chernoff bounds, each offering tighter bounds [55] . DROP instead uses a computationally inexpensive estimate of the average T LB obtained via the Central Limit Theorem (similar to online aggregation [35] ), computing the standard deviation of the sampled pairs' T LB measures and applying a Gaussian-based confidence interval to the sample according to the desired confidence. Concretely, if the lower bound of the computed confidence interval is greater than the target T LB, DROP concludes that the basis is a sufficiently good fit; if the upper bound of the computed confidence interval is less than the the target T LB, DROP concludes that the basis is not a sufficiently good fit. If the confidence interval overlaps the target T LB, DROP samples more pairs. This occurs in function EVALUATE-TLB, line 11 of Algorithm 4.
Therefore, for datasets with low variance, DROP is able to evaluate a candidate basis with few samples from the dataset. In practice, and especially for our target time series datasets, we found that DROP rarely uses more than 300 pairs in its T LB estimates (and often uses far fewer sampled pairs).
A related benefit of this T LB calculation is that DROP can use the computed T LBs for each pair in its T LB estimation routine for future iterations' basis sampling ( §3.3.2). DROP can promote pairs with low T LB (and therefore poor fit) in this iteration's basis such that the pairs are more likely to appear in future basis computation samples; i.e., the worst pairs from the current iteration are passed on to future iterations as examples of "hard to fit" data points.
Basis Search.
Given the sampled data, PCA routine, and T LB evaluation procedure, DROP must find the lowest-dimensional basis that achieves the target T LB. Per the previous section, DROP first computes a d-dimensional basis (i.e., of dimension equal to the input dimension) with PCA via SVD or SVD-Halko. With this basis, DROP must determine how many dimensions must be retained to preserve T LB. A naïve strategy would evaluate the T LB for every combination of the d basis vectors, requiring d + d 2 + · · · + d d −1 + 1 T LB evaluations. Instead, DROP exploits two key properties of PCA via SVD that allow it to avoid so many evaluations.
First, PCA via SVD produces an orthogonal linear transformation; that is, the first principal component explains the most variance in the dataset, the second explains the second most-subject to being orthogonal to the first-and so on. This means that once the transformation matrix for dimension d has been computed, the transformations for all dimensions k less than d are obtained by while (low ! = high) do 5:
else high = k i 8:
k i = 1 2 (low + high) 9 : return mean and 95%-CI of the T LB after transforming p d-dimensional pairs of points from X to dimension k. PCA.TRANSFORM caches the highest transformation computed thus far to limit recomputation of the transformation matrix.
truncating the matrix. That is, given a PCA transformation matrix V 1 ∈ R d ×k 1 , that that projects d-dimensional data to dimension k 1 , the transformation matrix V 1 ∈ R d ×k 2 for k 2 < k 1 over the same training dataset is formed by taking the first k 2 columns of V 1 .
Second, with respect to T LB preservation, the more principal components that are retained, the better the lower-dimensional representation in terms of T LB. Orthogonal transformations such as PCA preserve inner products. Therefore, a full PCA (where no dimensions are omitted) perfectly preserves L 2 -distance between data points. As the L 2 -distance is defined to be the squared sum of point-to-point differences (all positive terms), the more principal components retained, the closer the representation is to preserving the L 2 -distance.
Using the first property (i.e., of orthogonal linear transformations), DROP obtains all low-dimensional transformations for the sample from the previously computed d-dimensional basis. Using the second property (i.e., of monotonicity of principal components), DROP then runs binary search over these transformations to find the lowest-dimensional basis that attains the desired T LB. This occurs in function COMPUTE-BASIS, line 1 of Algorithm 4.
One concern with this approach is that computing the entire ddimensional basis nullifies the benefit of using SVD-Halko (columnwise sampling). Ideally, the dimension of the best basis is known, obviating the need for binary search, and a d-dimensional SVD computation-but in practice, this information is rarely known a priori. To overcome this need to compute a d-dimensional basis with each iteration, as with importance sampling ( §3.3.2), DROP's iterative architecture allows us to exploit information from previous iterations. If DROP has previously found a candidate T LB-preserving basis of size d ′ < d in prior iterations, then DROP performs SVD-Halko to only compute d ′ components. This both reduces the space of low-dimensional bases to consider, and allows for more efficient SVD computation for future iterations with more samples (via truncated SVD methods, such as SVD-Halko).
Step 3: Check Progress
Given a basis computed and validated in step two, DROP determines whether to continue searching for a better basis by drawing a larger sample and performing another iteration of steps one through three, or to terminate, returning the basis it has already found. To do so, DROP employs the objective function defined in its problem statement (Problem 3.1), which balances DROP computation overhead with achieved dimensionality of the lowest-dimensional T LB-preserving basis. To minimize this objective function, DROP must address two design decisions. First, how should DROP estimate the cost and benefit of future iterations-measured in terms of runtime and dimensionality-compared to early termination; and, second, how can DROP use these estimates to perform online optimization of its objective function? In this section, we describe DROP's approach to each, which combines online progress estimation and convex optimization.
Progress Estimation.
Recall that DROP's objective function minimizes R + C m (k) s.t. T LB(XT k ) ≥ B, with R denoting DROP's total runtime, T k the k-dimensional T LB-preserving transformation of data X returned by DROP, and C m (k) the dimensionalityruntime cost function. Therefore, given a basis T i k computed in step two of DROP's i th , DROP evaluates the value of this objective function by substituting its elapsed runtime for R and T i k for T k . We denote the value of the objective at the end of iteration i as obj i . To decide whether to continue iterating to find an improved basis, DROP determine if obj i+1 < obj i (and, more generally, as we discuss below, obj j < obj i for j > i). If the objective function will decrease in the next iteration, DROP should continue iterating.
However, the value of obj i+1 depends on two unknown quantities: the runtime required for iteration i+1 (r i+1 ) and the dimensionality of the T LB-preserving basis produced by iteration i + 1 (k i+1 ). Because DROP cannot directly measure r i+1 or k i+1 without performing iteration i +1, DROP instead estimates these quantities by performing online progress estimation.
DROP performs online parametric fitting via polynomial interpolation to compute future values based on prior iterates for r i and k i . By default, given a sample of size m i in iteration i, DROP performs linear-interpolation-based estimation for k i+1 :
The estimate of r i+1 follows directly, as:
DROP can also substitute more sophisticated estimators and other progress estimation functions; however, in practice, we found this sufficient for accurate and efficient estimation.
Minimizing DROP's Objective.
Given the ability to estimate the next iteration's runtime (r i+1 ) and resulting basis dimensionality (k i+1 ), DROP can estimate the optimal stopping point that minimizes the DROP objective function. Notably, we can prove that under mild assumptions, DROP's objective function is convex, implying that DROP should terminate if its objective function estimate for the next iteration is greater than its current objective function value. That is, if obj i < obj j , i < j, then there is no k > i such that obj k < obj i , so DROP should terminate as soon as obj i < obj i+1 , where obj i+1 represents the estimated objective function for the next iteration. This gives us a simple, greedy stopping criterion used by CHECK-PROGRESS in Algorithm 2 line 8:
According to this criterion, DROP should terminate if the projected time to run an additional iteration of DROP exceeds the estimated benefit obtained in downstream tasks. This enables a simple policy for DROP's third step: estimate the next iteration's runtime and dimensionality per Section 3.5.1, and terminate by returning the current basis if the condition in Equation 2 is true.
We now proceed to show that under mild assumptions, DROP's objective is convex, and this local-minimum obtained from the nextiteration policy yields the optimal solution. THEOREM 3.1. Denote DROP's runtime after iteration i as R i , and dimensionality of the T LB-preserving basis produced by DROP in iteration i as k i . If C m (k) is convex and nondecreasing in k and k i is a convex sequence in i, obj i = R i + C m (k i ) is convex in i. Theorem 3.1 states that given a convex, nondecreasing cost function, DROP's objective is convex. To examine this precondition, many cost functions, such as the runtime for analytics operators including k-NN (O(m 2 d)) are convex and nondecreasing in d. Further, we empirically find that larger samples result in smaller k i , and this relationship between proportion of sampled points (and therefore iteration) decays roughly exponentially (convex).
We proceed to prove Theorem 3.1.
PROOF. The runtime of each iteration of DROP, r i , is convex in i because each iteration of SVD-Halko requires time O(mdk i + k 2 i (m + d)), which is convex in i. The sum of convex functions is also convex, so, given convexity of C m , k i , and R i , we have that
Recap and Discussion
DROP combines database and machine learning techniques spanning online aggregation ( § 3.4.2), progress estimation ( § 3.5), progressive sampling ( § § 3.3, 3.4.2), and randomized PCA approximation ( § 3.4.1) for the first time that we are aware. DROP optimizes the combination of runtime and dimensionality by repeating three steps: sampling, basis evaluation, and objective function estimation. As we demonstrate in our empirical evaluation ( §4), this combination of sample-based query processing and randomized algorithms yields a substantially more scalable method for performing dimensionality reduction to accelerate end-to-end analytics pipelines.
EXPERIMENTS AND RESULTS
In this section we evaluate DROP's efficiency in dimensionality reduction along three dimensions: runtime, accuracy, and extensibility. We answer the following questions: Our results demonstrate that DROP obtains a T LB-preserving low-dimensional representation up to 50× faster than PCA via SVD and up to 15.5× faster than PCA via SVD-Halko (average: 4.8× and 2.9× faster, respectively). We illustrate that DROP is finds a low-dimensional representation in runtime proportional to dataset's intrinsic dimensionality and independent of the dataset's size. DROP enables faster end-to-end execution for k-NN (max: 33×, average: 2.70×) and DBSCAN [23] (max: 12.5×, average: 1.25×)-as well as effective dimensionality reduction for structured image datasets.
Experimental Setup
Implementation. We implement DROP on top of the open-source MacroBase system [5] as an in-memory, batch-oriented feature transformation dataflow operator. Our DROP implementation is in Java and utilizes the Matrix-Toolkits-Java (MTJ) library for computeintensive linear algebra operations including matrix multiply and SVD. To provide an apples-to-apples comparison between operators, we disable multithreading in MTJ. All of our source code used in this evaluation is available at http://anonymized-for-review.
Environment. We run experiments on a server with four Intel Xeon E7-4850 v3 2.20GHz CPUs and restrict our DROP code to run on a single core. The server contains 1TB of RAM although all methods utilize far less memory than is available. We report DROP runtime in isolation, excluding data loading and parsing time, and report averages from multiple trials.
Datasets. As a baseline for evaluation, we consider 80 time series from the UCR Time Series Classification Archive [13] , considered the gold standard from the time series data mining community. We exclude datasets for which full SVD completes in shorter than 1 second, leaving 18 datasets remaining. In addition, we use the standard MNIST hand-written digits dataset [48] to demonstrate extensibility beyond time series data. O(m 2 d); in our end-to-end experiments below, we show this corresponds to minimizing the total time taken by both dimensionality reduction and k-NN/clustering, resulting in a target even split between reduction and analysis steps. We employ a default sampling schedule of [0.01, 0.02, 0.03, 0.04, 0.05, 0.10, 0.20, 0.30, 0.65, 1.00] for all time series; it is possible to optimize (and possibly overfit) this schedule for our target time series, but we sought to provide a conservative (and more general) schedule instead.
Baselines. We report runtime, accuracy, and reduced dimension compared to two methods utilizing non-sample-based PCA via SVD (via MTJ's built-in primitive) and SVD-Halko (implemented via MTJ), referred to as SVD and SVD-Halko, respectively. Each of these methods computes a transformation over the entire data, then performs binary search to identify the smallest dimensional basis that satisfies the target T LB. These methods complement those from our earlier study in Section 2.3 and represent a classic implementation of dimensionality reduction and an optimized implementation from the recent literature. In addition, we introduce an "oracle" baseline, which computes a transformation over the minimum proportion of data required to obtain a basis of the same size as binary searching with SVD (as above). This proportion is pre-computed offline for each dataset. We target a T LB of 0.98 by default and vary this in our sampling experiments in Section 4.2.
DROP Performance
Behavior under Sampling. In this section, we substantiate the use of sampling. We vary the target T LB while examining the minimum number of samples required to obtain a T LB-preserving basis with output dimension k equal to input dimension d. In this way, we isolate the effect of output basis size from data sampling. As Figure 5 illustrates, a small number of samples suffice to provide high-quality bases that preserve T LB. On average, across the 18 UCR time series datasets we consider, a sample of 0.64% of the input data is sufficient to obtain a T LB of 0.75, and a sample of size 4.15% is sufficient to attain a T LB of 0.99. Table 5 provides detailed results for all 80 datasets in the UCR time series archive. The exact benefit of sampling is highly dataset-dependent. For example, the StarLightCurves dataset requires an extremely small number of samples to attain high T LB, while the Phoneme dataset No Dimensionality Reduction SVD SVD-Halko DROP Figure 7 : Output dimension, k, normalized to input dimension. DROP processes an average of 8.79% less data than oracle, resulting in slightly larger output dimension.
requires substantially more. In Table 5 , we see that some smaller datasets, such as Earthquakes, require a sample of nearly 90%, but many of these datasets complete full SVD in less than 1 second. The overall trend demonstrates that for highly structured time series, sampling is a promising strategy for dimensionality reduction. However, as the minimum required sample size is not known a priori, DROP must perform adaptive sampling to determine when to stop sampling based on the input cost function, which we evaluate below.
Performance Comparison. Figure 6 illustrates that DROP is on average 4.76× faster than SVD with binary search, and 1.17× slower than the oracle approach where the necessary sample size is known a priori. Compared to the oracle strategy, DROP returns early, processing an average of 8.79% less data, but pays for this decreased use of data by returning a basis that is on average 1.23× larger than those found via SVD/Oracle (Figure 7 ). This slightly larger basis is due to DROP's default objective function, which seeks to equalize the time taken by dimensionality reduction and k-NN. Penalizing output dimension more would result in examining more of the data to provide smaller bases, at the cost of increased running time. DROP obtains speedups of up to 50× over SVD, as with StarLightCurves, but in the absolute worst-case, DROP is 2× slower than full SVD due to the choice of schedule, as with Phoneme. Further, as Work Reuse. To reuse work across iterations, DROP performs importance sampling based on the worst fit from previous iterations ( § 3.3.2). We quantify its benefit by varying the proportion of T LB evaluation points carried forward. Figure 8 illustrates the results. With its default of 10% reuse, DROP's runtime improves by approximately 1%. However, there is a trade-off: performing too much reuse increases runtime because more of the worst-fitting points are disproportionately likely to be sampled. Thus, on balance, we find that even a small amount of reuse can improve result speed.
Scalability
DROP processes only as much data as required to extract a basis that captures the intrinsic dimensionality of the dataset. For example, as we have discussed, data is generated by automated processes often grows much faster in size than intrinsic dimensionality; in extreme cases, a constant number of samples is required to fully characterize a dataset even as new time series are added.
To illustrate this phenomenon, we performed an experiment that increased dataset size while holding intrinsic dimensionality constant. We generate increasing data sizes by sampling linear combinations of sinusoids with random amplitude and phase shifts such that the intrinsic dimensionality remains fixed as 8 (i.e., data matrix is rank 8). Hence, the sample size an algorithm requires to uncover this dataset's intrinsic dimensionality is constant regardless of the full dataset size. As Figure 9 shows, using a fixed-size sampling schedule, DROP is able to find a 8-dimensional basis that preserves T LB to 0.98 within 102ms for dataset sizes up to 135K data points. Runtime is near constant, with small overhead due to sampling from larger datasets, and is 95× faster than binary search with SVD-Halko (9719ms), the faster of the two baseline algorithms. This near-constant runtime is due to DROP's ability to utilize random samples of the data (here, a sampling schedule that increases by 500 data points with each iteration). In contrast, PCA via SVD and SVD-Halko do not exploit the intrinsic dimensionality of the dataset and process all provided points, further illustrating the scalability and utility of sample-based dimensionality reduction.
End-to-End Analytics
In this section, we illustrate DROP's ability to optimize end-toend analytics pipelines by trading off runtime and output dimensionality to decide when to stop sampling. We compare DROP's runtime and objective function to alternatives when running a k-NN single-neighbor retrieval task (referred to as the 2-NN retrieval task) and clustering using DBSCAN [23] . Figure 10 : Average End-to-End k-NN Runtime, normalized to running on the raw data (i.e., no dimensionality reduction).
To validate DROP's utility in end-to-end analytics tasks, we evaluated the end-to-end runtime and accuracy of combining DROP with k-NN retrieval implemented in Cython as part of the scikit-learn package. We configured DROP to pre-process the k-NN inputs from the UCR Time Series datasets with a k-NN-specific cost function modeling k-NN runtime. We report combined DROP and 2-NN query runtime for the 18 largest UCR Time Series datasets in Table 3. Figure 10 illustrates the end-to-end runtime results, along with the proportion of time spent on k-NN versus dimensionality reduction. DROP enables end-to-end runtimes up to 33× faster than not running dimensionality reduction (2.7× on average), and are on average 5.9× faster than running the naïve SVD approach. As our cost function models the runtime of k-NN, we see that in each case, DROP attempts to equalize the amount of time taken in each stage.
To validate the quality of transformations returned by DROP, we compare points retrieved from the 2-NN retrieval task over the transformed data obtained via DROP and the baseline techniques, treating the results from running over the raw dataset as ground truth. As shown in Table 2 (complete results in Table 4 ), DROP is on average within 1% of our baselines (for exact classification, we could follow this retrieval with a verification step as in GEMINI [24] and follow-on work). Thus, by optimizing for the combination of pre-processing time with k-NN, DROP receives substantially faster but still accurate analytics results compared to simply running k-NN.
Sensitivity to Cost Function. A natural concern that arises from this evaluation is: how sensitive to specific cost function is DROP? To address this concern, we hold our cost function constant, and repeat our end-to-end experiments over another popular data analytics task-clustering with DBSCAN [23] , also implemented in Cython as part of the scikit-learn package. Figure 12 illustrates the results. Figure 12 : Average End-to-End DBSCAN Runtime, normalized to running on the raw data (i.e., no dimensionality reduction).
DROP provides a less significant improvement, just 1.25× on average (max: 12.5×) compared to not running dimensionality reduction. However, the trends seen in the previous plots hold, and DROP still outperforms other baseline techniques-on average, 5.63× SVD and 2.5× SVD-Halko with binary search.
Beyond Time Series
We examined a representative workload from image classification as a preliminary study of DROP's applicability beyond time series data. We repeat the sampling and k-NN retrieval experiments from Section 4.4 using the MNIST hand-written digit image dataset containing 70,000 images of dimension 784 (obtained by flattening each 28×28-dimensional image into a single vector [48] , combining both the provided training and testing datasets).
The oracle strategy requires only 3.19% of the data, providing a 14.3× speedup over SVD-Halko (29143 versus 2042ms). As in the case of time series data, DROP examines 1.4% of the data, returning a basis 1.25× larger than the baseline techniques, but 28.2× faster than SVD-Halko, and 1.98× faster than the oracle approach. Further, as in the previous workloads, the representation provided by DROP maintains the same accuracy on the 2-NN retrieval task when compared to the representations provided by the baseline strategies. These results provide compelling evidence that the sampling-based dimensionality reduction provided by DROP can be effective for other regularly structured, high-volume datasets as well.
RELATED WORK
Dimensionality Reduction. Dimensionality reduction is a classic operation in analytics [16, 26, 49, 66] and is well studied in the database [3, 9, 43, 61] , data mining [42, 44, 45, 50] , statistics and machine learning [18, 63] , and theoretical computer science [32, 38] communities, with techniques for use in pre-processing [28, 34, 72] , indexing [24, 41, 47, 75] , and visualizing [51, 62, 68] datasets.
In this paper, inspired by [19] , we study the problem of reducing the dimensionality of increasingly prevalent high-volume time series data [22] . We extend the study of [19] by considering Principal Component Analysis (PCA), the gold standard for linear dimensionality reduction in the statistics literature, which [19] previously been eschewed due to its expense at scale.
Recent breakthroughs in the theoretical statistics community provided new algorithms for PCA that promise substantial scalability improvements without compromising result quality [17, 18, 20, 33, 38, 52, 67] . Foremost among these algorithms are techniques for randomized SVD [33] , which avoid computing SVD over the full data matrix and instead compute SVD over a projection of the data matrix; we adopt this technique as DROP's SVD operator. However, to the best of our knowledge, these techniques have not been empirically compared head-to-head with conventional dimensionality reduction approaches such as Piecewise Approximate Averaging [42] , especially on real datasets. In addition, DROP combines these techniques with row-level sampling to provide additional benefit, performing SVD-Halko over an aggressively truncated input matrix.
Approximate Query Processing. A core problem in DROP is determining the appropriate sample size for both basis computation and basis evaluation. To address this challenge, we turned to the approximate query processing literature.
Inspired by approximate query processing engines [57] as in online aggregation [35] , DROP performs progressive sampling, drawing only as many samples as required to attain a T LB threshold. Similar to prior work including [27] , this threshold-based pruning strategy [37] provides runtime that is data-dependent as opposed to data-agnostic. In contrast with more general data dimensionality estimation methods [8] , DROP optimizes for T LB. As we illustrated in Section 4, this strategy confers substantial runtime improvements.
DROP also leverages importance sampling to reuse work across iterations. The literature contains a wealth of techniques for this kind of biased sampling [4, 10] , including sampling strategies that are aware of query histories [29] and storage hierarchies [59] . DROP leverages the pairs sampled in the course of its basis evaluation as the foundation for its importance sampling routine. More sophisticated importance sampling routines including coreset extraction are extremely promising here but their runtime cost must be weighed against their potential benefit. Finally, DROP performs online progress estimation to minimize the end-to-end analytics cost function. This is analogous to query progress estimation [11, 12, 54] and performance prediction [21, 56] in database and data warehouse settings and has been exploited in approximate query processing engines such as BlinkDB [2, 73] . DROP adopts a relatively simple derivative-based estimator but could benefit from more sophisticated techniques from the literature.
Scalable Complex Analytics. As a framework for dimensionality reduction, DROP is designed as an analytics operator within larger analytics dataflow pipelines. Thus, DROP can be viewed as a natural extension of recent results on integrating complex analytics function including signal processing [15, 31, 40, 58] , model training [25, 39, 46] , and data exploration [53, 65, 70, 71, 74] operators into scalable analytics engines. In the DROP implementation in this paper's evaluation, we evaluate DROP as a custom feature transformation dataflow operator in the MacroBase engine, combining it with a downstream k-NN classification operator.
CONCLUSION
Dimensionality reduction techniques offer a powerful means of efficiently processing increasingly high-volume and high-dimensional time series by improving the runtime of downstream analytics operators without compromising accuracy. In this work, we revisit canonical operators for time series dimensionality reduction and the measurement study of [19] and show that PCA is more effective than popular alternatives in the data mining literature often by a margin of over 2× on average on gold-standard time series benchmark data sets with respect to output data dimension. More surprisingly, we empirically demonstrate that a small number of samples are sufficient to accurately characterize directions of maximum variance and obtain a high-quality low-dimensional basis.
These observations motivate the design of DROP, a new dimensionality reduction optimizer. DROP combines progressive sampling, progress estimation, and online aggregation to identify a high quality low dimensional bases without processing the entire dataset, by balancing runtime and achieved dimensionality. Our empirical results illustrate that progressive sampling can improve the runtime of conventional, non-sampling approaches to PCA by several orders of magnitude. In addition, DROP improves the end-to-end runtime of full analytics pipelines; a small amount of pre-processing can deliver substantially faster downstream analytics. By adapting classic techniques from approximate query engines and recent developments in randomized linear algebra, DROP bridges the gap between quality and efficiency in time series dimensionality reduction. 
