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Sur le monoide syntactique de L∗
lorsque L est un langage fini
Jean-E´ric Pin
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Re´sume´
We prove that for every finite monoid M , there exists a finite language
L such that M divides the syntactic monoid of L∗. Moreover, one can
choose for L a full finite prefix code. The same result for finite group
has already been proved by Schu¨tzenberger. This result is crucial in the
proof of the J.-F. Perrot’s theorem that the only variety closed under star
operation is the variety of all rational languages.
1 Introduction
Une se´rie de recherches se sont attache´es a` l’e´tude des proprie´te´s syntactiques
de l’ope´ration e´toile. En particulier, les travaux de Restivo [3], de Schu¨tzenberger
[5] et de Perrin et Schu¨tzenberger [1] ont montre´ l’inte´reˆt de l’e´tude des groupes
contenus dans le mono¨ıde syntactique M de L∗. On sait par exemple que si
L est fini, le groupe des e´le´ments inversibles de M est cyclique [1]. En outre,
Schu¨tzenberger [4, 6] a montre´ que tout groupe divisait le mono¨ıde syntactique
d’un langage L∗, L e´tant lui-meˆme un langage fini. Nous montrons ici que cette
proprie´te´ est vraie non seulement pour les groupes finis, mais aussi pour tous
les mono¨ıdes finis. On peut en outre choisir pour L un code pre´fixe et meˆme
un code pre´fixe complet fini. Ce re´sultat intervient dans la de´monstration du
fait que la seule varie´te´ ferme´e par e´toile est la varie´te´ des langages rationnels.
Sur ce sujet, et pour de plus amples commentaires, nous renvoyons le lecteur a`
l’article de Perrot [2] qui pre´ce`de.
Theorem 1.1 Pour tout mono¨ıde fini M , il existe un langage fini L tel que M
divise le mono¨ıde syntactique de L. En outre, on peut choisir pour L un code
pre´fixe complet fini.
Ce the´ore`me repose sur une proposition d’aspect plus technique, mais qui ad-
met plusieurs corollaires inte´ressants. Avant de l’e´noncer, introduisons quelques
notations : En de´signera l’ensemble {0, 1, . . . , n − 1} et Tn le mono¨ıde des ap-
plications de En dans En. Si Σ est un ensemble d’applications de En dans En,
nous noterons T (Σ) le sous-mono¨ıde de Tn engendre´ par Σ. On sait que tout
mono¨ıde fini est isomorphe a` un tel T (Σ). Enfin Xσ = {x}∪ {xσ}σ∈Σ designera
un alphabet de (1 + CardΣ) lettres. A` chaque ensemble Σ, on associe un code
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prefixe fini A(Σ) sur l’alphabet Xσ en posant :
A(Σ) = {xn} ∪
(⋃
σ∈Σ
{xixσx
n−σ(i) | i ∈ En}
)
On peut alors e´noncer la
Proposition 1.2 Soit n un entier quelconque et Σ ⊆ Tn. Pour tout alpha-
bet X tel que X ⊇ XΣ et pour tout langage fini L sur l’alphabet X ve´rifiant
L ∩ (x∗XΣx
∗ ∪ {e}) = A(Σ), le mono¨ıde T (Σ) divise le mono¨ıde syntactique de
L∗.
Nous en de´duirons le re´sultat de Schu¨tzenberger [4, 6] de´ja` cite´, ainsi que les
Corollaires 1.4 et 1.5 qui suivent.
Corollary 1.3 (Schu¨tzenberger) Le groupe syme´trique de degre´ n Sn divise
le mono¨ıde syntactique de A∗n, ou` An est le code pre´fixe fini :
An = {x
n, xy, yxn−1} ∪ {xiyxn−i | 2 6 i 6 n− 1}.
Corollary 1.4 Le mono¨ıde Tn divise le mono¨ıde syntactique de B
∗
n ou` Bn est
le code pre´fixe fini :
Bn = {x
n, xy, z, xn−1z, yxn−1} ∪ {xiyxn−i | 2 6 i 6 n− 1}
∪ {xizxn−i | 1 6 i 6 n− 2}.
Rappelons que si A est un code pre´fixe fini, l’ensemble P des pre´fixes de A
est l’ensemble des mots u de X∗ tels qu’il existe v ∈ X+ = X∗ \ {e} ve´rifiant
uv ∈ A. On ve´rifie alors sans peine que C = PX − P est un code pre´fixe
complet fini contenant A, appele´ comple´te´ de A. (C’est en fait l’unique code
pre´fixe complet contenant A et de cardinal minimal pour cette proprie´te´.) On a
alors le
Corollary 1.5 Si C(X) est le comple´te´ du code A(Σ), le mono¨ıde T (Σ) divise
le mono¨ıde syntactique du langage C(Σ)∗.
2 De´monstration de la proposition 1.2
Si u est un mot de X∗, nous noterons u−1L∗ l’ensemble u−1L∗ = {m ∈ X∗ |
um ∈ L∗}. On sait alors que les e´tats de l’automate minimal reconnaissant L∗
s’identifient aux ensembles u−1L∗, u parcourant X∗, les transitions de ce meˆme
automate minimal e´tant donne´es par les formules :
(u−1L∗) · v = v−1(u−1L∗) = (uv)−1L∗.
Puisque L est suppose´ fini, il existe un entier a tel que an majore la longueur de
tous les mots de L. Les re´siduels (xan+i)−1L∗, pour i ∈ En, sont alors deux a`
deux distincts. En effet, on a xn ∈ L d’apre`s la de´finition de L. Par conse´quent
xan+ixn−i ∈ L∗ et xn−i ∈ (xan+i)−1L∗, pour i ∈ En = {0, 1, · · · , n − 1}.
Maintenant, si xn−i ∈ (xan+j)−1L∗ pour un j ∈ En, il vient x
an+j+n−i ∈
L∗ ∩ x∗ = (xn)∗ d’ou` j ≡ i mod n et finalement j = i puisque i et j sont
e´le´ments de En : cela de´montre que x
n−i /∈ (xan+j)−1L∗ si i 6= j (i, j ∈ En).
La suite re´sultera du lemme suivant :
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Lemma 2.1 On a la formule :
∀i ∈ En, ∀σ ∈ Σ [(x
an+i)−1L∗] · (xσx
an) = (xan+σ(i))−1L∗.
On a en effet l’e´quivalence :
m ∈ [(xan+i)−1L∗] · (xσx
an) ⇐⇒ w = xan+ixσx
anm ∈ L∗.
Mais puisque an majore la longueur des mots de L∗, le mot w se factorise en
w = uv, avec u = xan+ixσx
p ∈ L∗, v = xqm ∈ L∗ et p + q = an. On a
alors u ∈ L∗ ∩ x∗XΣx
∗ et donc u = u1 · · ·ur, avec ui ∈ L ∩ x
∗XΣx
∗ ⊆ A(Σ).
Autrement dit, u ∈ A(Σ)∗ et puisque A(Σ) est un code pre´fixe, la de´composition
de u ne peut eˆtre que u = (xn)a(xixσx
n−σ(i))(xn)k avec p = kn+(n−σ(i)). Il en
re´sulte, puisque p+q = an, q = (a−k−1)n+σ(i). On en de´duit successivement,
en utilisant le fait que L contient A(Σ) :
w ∈ L∗ =⇒ v = xqm ∈ L∗ =⇒ x(k+1)nxqm ∈ L∗
=⇒ xan+σ(i)m ∈ L∗ =⇒ m ∈ (xan+σ(i))−1L∗.
Re´ciproquement si m ∈ (xan+σ(i))−1L∗ on a xan+σ(i)m ∈ L∗ et le meˆme raison-
nement permet de conclure que x(a−1)n+σ(i)m ∈ L∗. On a alors :
x(a−1)n+σ(i)m ∈ L∗ =⇒ xan(xixσx
n−σ(i))x(a−1)n+σ(i)m ∈ L∗,
=⇒ w = xan+ixσx
anm ∈ L∗,
ce qui ache`ve la preuve du lemme.
Revenons a` la proposition. Soit M le mono¨ıde syntactique de L∗ et ξ le mor-
phisme syntactique de X∗ →M . On sait que M est aussi le mono¨ıde de transi-
tion de l’automate minimal. Autrement dit, M est repre´sente´ comme mono¨ıde
de transformation. Les e´le´ments mσ = ξ(xσx
an) (σ ∈ Σ) engendrent un sous-
mono¨ıde N de M , dont la restriction a` l’ensemble des e´tats qi = (x
an+i)−1L∗,
i ∈ En — e´tats qui sont deux a` deux distincts comme on l’a vu — est de´crite par
les formules du lemme. Compte tenu des notations que nous venons d’introduire,
ces formules peuvent s’e´crire :
∀i ∈ En, ∀σ ∈ Σ qimσ = qσ(i).
Cela montre que l’ensemble {qi | i ∈ Fn} est stable sous N et que la relation
d’e´quivalence ∼ de´finie par a ∼ b si et seulement si pour tout i ∈ En, qia = qib,
de´finit sur N une congruence telle que le quotient N/∼ soit isomorphe a` T (Σ).
Il en re´sulte que T (Σ) est isomorphe a` un quotient d’un sous-mono¨ıde de M , ce
qui ache`ve la de´monstration de la proposition.
De´monstration des Corollaires 1.3 et 1.4. Si n = 1, les deux re´sultats sont
e´vidents. Si n > 2, le groupe Sn est engendre´ par la permutation circulaire σ0 =
(0, 1, . . . , n− 1) et par la transposition τ = (0, 1) et le mono¨ıde Tn est engendre´
par σ0, τ et par l’application ρ de´finie par : pour tout i ∈ En, ρ(i) = [i]n−1
ou` [a]b de´signe le reste de la division de a par b. La fin de la preuve s’appuie
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sur deux remarques : tout d’abord, on ve´rifie facilement que la Proposition 1.2
s’applique encore si on remplace A(Σ) par le code A′(Σ) suivant :
A′(Σ) = {xn} ∪
(⋃
σ∈Σ
{xixσx
[n−σ(i)]n | i ∈ En}
)
Ensuite, en reprenant les notations de la proposition, on constate que pour tout
i ∈ En, qi ·ξ(x) = q[i+1]n et donc ξ(x) a la meˆme action quemσ0 . Par conse´quent,
si l’ensemble Σ contient σ0, la Proposition 1.2 s’appliquera encore si on remplace
A(Σ) par le code A(Σ− {σ0}) ou par A
′(Σ− {σ0}).
Il reste a` e´valuer A′(Σ−{σ0}) dans les deux cas qui nous inte´ressent. Or on
a vu que pour le groupe syme´trique Sn, Σ = {σ0, τ} et pour le mono¨ıde Tn,
Σ = {σ0, τ, ρ}. Il vient donc dans le premier cas A
′(Σ−{σ0}) = A
′({τ}) et dans
le second cas A′(Σ − {σ0}) = A
′({τ, ρ}). Or si on pose xr = y et xp = z, on
constate que les codes A′({τ}) et A′({τ, ρ}) sont e´gaux respectivement a` An et
Bn ce qui de´montre les Corollaires 1.3 et 1.4.
De´monstration du Corollaire 1.5. Il suffit de ve´rifier que nous sommes dans
les conditions d’application de la proposition, i.e. que :
C(Σ) ∩ (x∗XΣx
∗ ∪ {e}) = A(Σ).
Puisque e /∈ C(Σ) et que A(Σ) ⊆ C(Σ)∩x∗XΣx
∗, il suffit de prouver l’inclusion
C(Σ)∩x∗XΣx
∗ ⊆ A(Σ). Or par de´finition C(Σ) = PX−P , ou` P est l’ensemble
des pre´fixes de A(Σ) :
P = {xi | i ∈ En} ∪
(⋃
σ∈Σ
{xixσx
j | 0 6 j < n− σ(i), i ∈ En}
)
.
D’ou` :
PX ∩ x∗XΣx
∗ = {xi | 0 6 i 6 n} ∪
(⋃
σ∈Σ
{xixσx
j | 0 6 j 6 n− σ(i), i ∈ En}
)
et finalement
(PX − P ) ∩ x∗XΣx
∗ = (PX ∩ x∗XΣx
∗)− P
= {xn} ∪
(⋃
σ∈Σ
{xixσx
n−σ(i) | i ∈ En}
)
soit encore C(Σ) ∩ x∗XΣx
∗ ⊆ A(Σ) comme annonce´.
De´monstration du The´ore`me 1.1. Elle re´sulte imme´diatement du Corollaire
1.5.
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