There has been much discussion recently regarding spoken term detection (STD) in speech processing communities. Query-by-Example (QbE) has also been an important topic in spoken-term detection (STD), where a query is issued using a speech signal. This paper proposes a rescoring method using a posteriorgram, which is a sequence of posterior probabilities obtained by a deep neural network (DNN) to be matched against both a speech signal of a query and spoken documents. Because direct matching between two posteriorgrams requires significant computation time, we first apply a conventional STD method that performs matching at a subword or state level, where the subword denotes an acoustic model, and the state composes a hidden Markov model of the acoustic model. Both the spoken query and the spoken documents are converted to subword sequences, using an automatic speech recognizer. After obtaining scores of candidates by subword/state matching, matching at the frame level using the posteriorgram is performed with continuous dynamic programming (CDP) verification for the top N candidates acquired by the subword/state matching. The score of the subword/state matching and the score of the posteriorgram matching are integrated and rescored, using a weighting coefficient. To reduce computation time, the proposed method is restricted to only top candidates for rescoring. Experiments for evaluation have been carried out using open test collections (Spoken-Doc tasks of NTCIR-10 workshops), and the results have demonstrated the effectiveness of the proposed method.
Introduction
It has been possible to accommodate a significant quantity of audio and video data using a smart phone via the Internet. Research on spoken-term detection (STD) has been actively carried out in searching for a query consisting of one or more words among a significant number of STD audio signals, referred to as spoken documents. Recently, queries have been entered by voice, in Google voice search and the like; this technology is referred to as "Query by Example (QbE)" in STD research. In STD with a text query, it is trivial to distinguish between whether a query uses in-vocabulary (IV) words or OOV words by merely referring to a lexicon of the speech recognizer. In the case of QbE, it is difficult to distinguish whether a query uses IV words or OOV words. Therefore, it is necessary to assume that a given query uses OOV words, and, in the general approach, a spoken query is converted to a subword sequence by a subword-based speech recognizer. The search process uses the same framework as that of STD for a text query. Then, a search is performed for the subword sequence among subword sequences of spoken documents that have been converted in advance from speech signals. Nonlinear matching at subword/state-level is performed using continuous dynamic programming (CDP) [1] , which is a general method of matching between two signals or symbol sequences. The acoustic distance between subwords or states is used as a local distance in CDP. When matching at the subword or state level, acoustic information at the frame level is lost. The output probability of a deep neural network (DNN) is obtained at the frame level, and a posteriorgram, which is a sequence of posterior probabilities obtained by DNN to be matched against both a speech signal of a query and spoken documents, achieves a high accuracy in STD [2, 3] . Because direct matching between two posteriorgrams requires significant computation time, we have adopted a two-step method. In the first step, we apply a fast conventional STD method that performs matching at the subword or state level. Here, the subword denotes an acoustic model, and the state composes a hidden Markov model (HMM) of the acoustic model. Spoken documents are converted to subword sequences by using an automatic speech recognizer beforehand. Given a spoken query, the query is also converted to a subword sequence in the same manner as the spoken documents. CDP is performed between a query subword sequence and the spoken documents at the subword/state level, and scores of candidates are obtained for each spoken document. In the second step, matching at frame level using the posteriorgram is performed by CDP for only the top N candidates obtained by the first step. A cosine distance is used as a local distance in CDP, requiring a significant degree of computation because the dimensionality of a posteriorgram can be large (e.g., 3,000). To reduce computation time, the proposed method is restricted to the top N candidates for rescoring. The score of the subword/state matching and the score of the posteriorgram matching are integrated linearly, and rescored using a weighting coefficient. Evaluation experiments are conducted by using open test collections of Spoken-Doc tasks of NTCIR-10 workshops; the results have demonstrated the effectiveness of the proposed method.
Section 2 describes the details of the proposed method. The evaluation experiments using open test collections of NTCIR-10 workshops [4] [5] [6] as evaluation data are described in Section 3. The conclusion is presented in Section 4.
Proposed Method
The proposed method uses a two-step approach to improve retrieval accuracy in realistic processing time. The next section describes the first step, which uses a fast conventional STD method to perform matching at the subword or state level. Section 2.2 describes the second step, which performs matching at the frame level, using the posteriorgram generated by using a DNN.
Rescoring by Combination of Posteriorgram Score and Subword-Matching Score for Use in Query-by-Example

Matching at Subword and State Level
A fast conventional STD method using subwords is described in this section. A flowchart of the conventional method is shown in Figure 1 . Subword sequences for spoken documents are prepared by using a subword recognizer (1) . For a subword, a monophone, syllable, demiphone or similar have been used in our previous experiments. In this paper, a triphone is used for an acoustic model consisting of a left-to-right HMM with three states. The spoken documents are converted to syllable sequences by using an automatic syllable speech recognizer. All syllable sequences are transformed into subword (triphone) sequences according to conversion rules. These procedures are performed in advance.
When a text query is submitted (2), it is automatically transformed into a subword sequence according to a set of conversion rules (3). (A phone sequence is entered initially and transformed to a word in Japanese; its phone sequence can be used for determining query pronunciation). When a spoken query is submitted, it is also converted to a triphone sequence via a syllable sequence, in the same manner as the spoken documents (4).
Subsequently, a search is performed for the query subword sequence on the spoken documents that have been transcribed into subword sequences in advance. CDP, which is a wordspotting algorithm, is employed as a search method (5) . Each candidate has a score, and is ranked according to the score (6). Ranked candidates composed of an utterance are provided to a user (7). 
Subword-level Matching
Both spoken queries and spoken documents are converted to triphone sequences. We have prepared triphone acoustic distances obtained from the statistics of triphone HMMs [7, 8] . The triphone acoustic distances are used for local distances in CDP.
State-level Matching
In matching at the state level, each triphone is converted to three states composing its triphone HMM. As shown in Figure  1 , for both queries and spoken documents, each triphone, is divided into three states (area within dotted line). S1, S2, and so on denote the states in a triphone HMM. Because both the length of a query and the spoken documents are multiplied by three, the CDP lattice becomes more detailed by a factor of nine, and the retrieval time is also increased by a factor of nine. 
DP Local Path
In the subword-based STD system described above, a DP local path and slope weight with restrictions are often used, as shown in the left panel of Figure 3 . The matching length is restricted from half to twice the query length, and weights with value 3 are added when going up by 1 in the DP lattice. As a result of the restrictions, all the paths have equal weight at the last node of the query. Conversely, the path in the right panel denotes a path without restrictions. This paper investigates more efficient local paths in CDP at the subword and state levels, and at the frame level, as described in the next section. 
Proposed Rescoring
Matching at Frame Level Using a Posteriorgram
Although matching at the state level is more detailed by a factor of nine than matching at the subword level in a DP lattice, acoustic information at the frame level is lost. Output probabilities are generated by the DNN at each frame, and the probabilities are regarded as speaker-independent features. A posteriorgram, which is a sequence of output probabilities, is considered to be a promising feature [9] , and is used for a feature vector at the frame level in the second step.
In the second step, CDP is performed for only the top N candidates that have been obtained in the first step. In CDP, the local distance is obtained by using a posteriorgram at the frame level. A product is obtained for two feature vectors in the posteriorgram and transformed to a local distance in CDP by computing the negative logarithmic value, as shown in Equation 1. The product showed the better results, compared with a Cosine similarity and an Euclidean distance to the other.
Here, Pi and Qj are the ith and jth feature vectors in a posteriorgram of spoken documents and a query, respectively. Pi(k) and Qj(k) denote output probabilities of the kth state of the feature vectors Pi and Qj, respectively. The product of the two vectors corresponds to the similarity between the two vectors.
The computation of the product in Equation 1 and the generation of output probabilities by a DNN become expensive because the dimensionality of the feature vector of the posteriorgram rises 3,000, corresponding to the number of states in the HMMs when graphics processing units are used for computation. To reduce the computation time, the proposed method is restricted to only the top N candidates for rescoring, although a significant number of candidates are generated in the first step. Other candidates ranked worse than N are used in this step.
Rescoring by Integrating Two Scores
The score of the subword/state matching and the score of the posteriorgram matching are integrated linearly, and rescored according to Equation 2 .
The parameter D represents a weighting coefficient. ‫ܦ‬ ௦ and ‫ܦ‬ ௗ denote the distance at the state/subword level and the distance at the frame-level matchings, respectively. The weighting coefficient D is sought experimentally.
Evaluation Experiments
Open Test Collection
An open test collection of NTCIR-10 workshops, as shown in Table 1 , is used for the evaluation experiments. Presentation speeches of a Spoken Document Processing Workshop (SDPWS) containing 104 lectures (approximately 28.6 h of speech) are used for spoken documents. A query set includes 100 query terms. We regard all query terms as OOV queries; results of syllable recognition, therefore, are used for both spoken queries and spoken documents. An NTCIR-10 workshop provides queries in text. For the QbE experiments, we record queries spoken by 10 people (5 men and 5 women). We use the mean average precision (MAP) as a measure of STD accuracy. We use mean average precision (MAP) as an evaluation measure of performance, also employed in NTCIR-9 and 10. Average precision (AP) for a query is obtained by averaging the precisions at every correct occurrence, and the MAP is then the averaged AP of all queries. The processing time was then obtained using a personal computer (CPU: Intel Core i7 3770k processor; RAM: 16 GB; Operating system: Linux).
Experimental Conditions
A Corpus of Spontaneous Japanese (CSJ) [10, 11] that includes 2,702 presentation speeches is used for the evaluation. 177 speeches are used for test data among 2,702 speeches, and the other 2,525 speeches are used for training acoustic models and language models of a speech recognizer. We use a triphone acoustic model composed of a left-to-right HMM with three states, and we use tied-state triphone models with 3009 states and 32 Gaussian in a state. For a feature vector frame, 120-dimensional filter banks are used. The input feature vectors were extracted under the conditions shown in Table 1 . Fiveframe feature vectors were added before and after the current frame as feature vectors for the DNN. The DNN was trained using a 1,320-dimensional feature vector under the conditions shown in Table 2 . Table 3 shows learning conditions for the DNN that are generally used in a DNN-HMM speech recognizer [12] . The DNN is composed of seven layers, including an input layer, five hidden layers, and an output layer. The input layer receives a 1,320-dimensional feature vector, and the output generates output probabilities of 3,009 states of HMMs. 
Results
In the proposed method, there are three elements affecting the retrieval accuracy of STD. The first one is the restriction of a local path in CDP, as described in 2.1.3. The second one is a parameter D, which is a weighting coefficient in Equation 1. The third one is a parameter K, which is the number of candidates for which the proposed rescoring is applied, as described in 2.2. First, we investigated the effect of two restrictions for a local path in CDP, as shown in Figure 3 . The results are shown in Figure 4 . In matching at the frame level, K and D were set to 100 and 1.0, respectively. The same tendency was obtained with other settings for K.
The path with restriction was only effective for matching at the subword level. Contrary to our expectations, the path without restrictions provided better retrieval accuracy in matching at the state level and frame level. A flexible path in a DP lattice is considered to be necessary for detailed matching. The path without restrictions was used in the following experiments.
Second, we investigated the number of candidates K for which the proposed rescoring method was applied. Cases of K as 10, 100, 1,000, 10,000 and K=ALL were evaluated. K=ALL corresponds to the result when applying the proposed rescoring method for all spoken documents. The results are shown in Table 4 . The parameter D was set to 0.5 in the experiment. The results of subword-level matching have been omitted here.
Baseline retrieval accuracy (MAP) was 59.95 % when using a conventional method at the state level. When K was increased, retrieval accuracy improved for both methods. When applying only state-level matching using a posteriorgram (posterior matching) for all spoken documents, MAP amounted to approximately 75%, improved by 15 points. Retrieval time, however, required 2,629 s (over 40 minutes) for a query. When K was equal to 10, MAP improved by over 2 points in a realistic retrieval time. Retrieval accuracy for the proposed rescoring method integrating the score of state matching and the score of the posteriorgram matching was 75.80%, which was approximately 1.5 points higher than the posteriorgram matching when K =ALL. When K=10, it was also 0.34 points higher. These results demonstrated the effectiveness of the proposed rescoring method. Reducing retrieval time is still the most crucial problem, as indicated by these results. When K = 10, MAP was highest at D = 0.2, and was 2.72 and 0.71 points higher than for the state-level matching and for the posteriorgram matching, respectively. When K = All, MAP was highest at D = 0.6, and was 16.58 points and 1.51 points higher than for the state-level matching and for the posteriorgram The reason is that the top candidates obtained by the statelevel matchings were reliable, evidenced by higher precision rates. When K was large, better results were obtained at larger values of D, such as 0.6, and the results of the posteriorgram matching were much more significant.
Conclusion
This paper has proposed a two-step method for Query-byExample. The first step used a fast conventional STD that performed matching at the subword or state level. The second step conducted a posteriorgram matching generated by a DNN at the frame level. Both the scores of the matching for subword/state matching and posteriorgram matching were integrated and rescored. Experimental results using open test collections of an NTCIR-10 workshop showed that retrieval accuracy improved a number of points in comparison with the conventional method and the posteriorgram matching, and demonstrated the effectiveness of the proposed method. MAP improved 16.58 points when K = All, and the retrieval time required 2629 seconds per query. Reduction of retrieval time for large K is a topic for the future.
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