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1. Introduction
In recent years, a lot of attention has been paid to the study of Morrey type spaces. Many results paralleled with the the-
ory of standard Besov and Triebel–Lizorkin spaces have been obtained and some new applications have also been given; see,
for example, [1,2,26–30,35–40,42,48]. Actually, Mazzucato in [27] established some decomposition of Morrey type Besov
spaces, which are called Besov–Morrey spaces, in terms of smooth wavelets, molecules concentrated on dyadic cubes, and
atoms supported on dyadic cubes. A new class of function spaces, connecting Besov spaces, Triebel–Lizorkin spaces, Morrey
spaces and Q spaces, was introduced and systematically treated in [41,51–55]. Many applications in partial differential equa-
tions of Morrey spaces and Morrey type Besov and Triebel–Lizorkin spaces have been given in [5,15,17,20,25–27,42,43,56].
The list is not exhausted.
Meanwhile, in recent decades, the theory of function spaces with variable exponents has developed, since the paper
[24] of Kovácˇik and Rákosník appeared in 1991. Lebesgue spaces and Sobolev spaces with integrability exponent have
been extensively investigated; see [11] and the references therein. Many applications of these spaces were given; see the
survey [19]. Very recently, Besov and Triebel–Lizorkin spaces with variable exponents were introduced; see [3,10,21,22,49].
Indeed, the atomic, molecular and wavelet decompositions of these spaces were obtained; see [10,21,22,50].
In [4], Almeida, Hasanov and Samko proved the boundedness of the Hardy–Littlewood maximal operator on Morrey
spaces with variable exponents over a bounded open set in Euclidean spaces and a Sobolev type embedding theorem
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J. Fu, J. Xu / J. Math. Anal. Appl. 381 (2011) 280–298 281for potential operators. In [18], Hästö proved boundedness of the Hardy–Littlewood maximal operator, Sobolev and trace
embeddings and variable Riesz potential estimates in variable Morrey spaces for unbounded domains.
Motivated by the aforementioned results, in this paper, we introduce Morrey type Besov and Triebel–Lizorkin spaces with
variable exponents on Euclidean spaces. To be precise, we ﬁrst brieﬂy recall some standard notations in the remainder of this
section. In Section 2, we give the vector-valued estimate for the Hardy–Littlewood maximal operator on variable exponent
Morrey spaces; then by this estimate, we obtain the equivalent norms of variable Morrey type Besov and Triebel–Lizorkin
spaces in terms of Peetre’s maximal functions. In Section 3, we present two decomposition theorems which characterize
these new spaces via decompositions in terms of atoms and molecules. In Section 4, we describe these new function spaces
by a decomposition with wavelets.
Let p be a measurable function on Rn with range in [1,∞). The set Lp(·)(Rn) denotes the set of all measurable functions
f on Rn such that for some λ > 0,∫
Rn
( | f (x)|
λ
)p(x)
dx < ∞.
Lp(·)(Rn) becomes a Banach function space when equipped with the norm
‖ f ‖Lp(·)(Rn) ≡ inf
{
λ > 0:
∫
Rn
( | f (x)|
λ
)p(x)
dx 1
}
. (1.1)
These spaces are referred to as variable Lebesgue spaces, since they generalize the standard Lebesgue spaces. Denote
by P(Rn) the set of all measurable functions p on Rn with range in [1,∞) such that 1 < p− ≡ ess infx∈Rn p(x), and
ess supx∈Rn p(x) ≡ p+ < ∞. Deﬁne P0(Rn) to be the set of all measurable functions p on Rn with range in (0,∞) such
that p− ≡ ess infx∈Rn p(x) > 0, and ess supx∈Rn p(x) ≡ p+ < ∞.
Given p(·) ∈ P0(Rn), we also deﬁne the space Lp(·)(Rn) as the set of all measurable functions f on Rn such that
‖ f ‖Lp(·)(Rn) < ∞, where ‖ f ‖Lp(·)(Rn) is as in (1.1). This is equivalent to deﬁning it to be the set of all measurable functions
f such that | f |p0 ∈ Lq(·)(Rn), where 0 < p0 < p− , and q(·) ≡ p(·)p0 ∈ P(Rn). We also deﬁne a quasi-norm in this space by
‖ f ‖Lp(·) ≡ ‖| f |p0‖1/p0Lq(·) .
The key tool we need is the boundedness of the Hardy–Littlewood maximal operator on variable exponent function
spaces. Let f ∈ L1loc(Rn). Then the standard Hardy–Littlewood maximal operator is deﬁned by
M f (x) ≡ sup
r>0
1
|Br(x)|
∫
Br(x)
∣∣ f (y)∣∣dy,
where Br(x) ≡ {y ∈ Rn: |x − y| < r}. Denote (M| f |t)1/t by Mt f for 0 < t < ∞. There exist some suﬃcient conditions on
p(·) such that the maximal operator M is bounded on Lp(·)(Rn); see, for example, [6–9,31,32].
Deﬁnition 1.1. A function g ∈ C(Rn) is called locally log-Hölder continuous, abbreviated g ∈ Clogloc (Rn), if there exists A > 0
such that for all x, y ∈ Rn ,∣∣g(x) − g(y)∣∣ A
log(e + 1/|x− y|) .
A function g is called globally log-Hölder continuous, abbreviated g ∈ Clog(Rn), if g is locally log-Hölder continuous and
there exists g∞ ∈ R such that for all x ∈ Rn ,∣∣g(x) − g∞∣∣ A
log(e + |x|) .
Let B(Rn) be the set of all p(·) ∈ P(Rn) such that the Hardy–Littlewood maximal operator M is bounded on Lp(·)(Rn).
We write p(·) ∈ P log(Rn), if p(·) ∈ P0(Rn) and 1/p(·) ∈ Clog(Rn). When p(·) ∈ P0(Rn), then 1/p(·) ∈ Clog(Rn) is equiv-
alent to p(·) ∈ Clog(Rn). If p(·) ∈ P log(Rn), then we have for every p0 < p− that M is bounded on Lp(·)/p0(Rn) or,
equivalently, that Mt is bounded on Lp(·)(Rn), where t = min(1, p0).
Deﬁnition 1.2. Let p(·), q(·) ∈ P0(Rn) with 0 < q−  q(x) p(x) p+ < ∞ for all x ∈ Rn . The space Mp(·)q(·) (Rn) is deﬁned to
be the set of all measurable functions f ∈ Lq(·)loc (Rn) such that
‖ f ‖
Mp(·)q(·) (Rn)
≡ sup
x∈Rn, r>0
rn(
1
p(x) − 1q(x) )‖ f ‖Lq(·)(Br(x)) < ∞.
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ϕ∨ its inverse Fourier transform. Take ϕ0 ∈ S(Rn) with ϕ0  0 and
ϕ0(x) =
{
1, |x| 1,
0, |x| 2.
Now, deﬁne ϕ(x) ≡ ϕ0(x) − ϕ0(2x) and set ϕ j(x) ≡ ϕ(2− j x) for all j ∈ N. Then {ϕ j} j∈N0 is a resolution of unity, namely,∑∞
j=0 ϕ j(x) = 1 for all x ∈ Rn . Moreover, we let Φ j ≡ ϕ∨j . Now we present the Fourier analytic deﬁnition of variable Morrey
type Besov and Triebel–Lizorkin spaces, MBs,βp(·),q(·)(Rn) and MF
s,β
p(·),q(·)(Rn) as follows.
Deﬁnition 1.3. Let {ϕ j} j∈N0 be a resolution of unity as above and s ∈ R, 0 < β ∞, p,q ∈ P0(Rn) with 0 < q−  q(x) 
p(x) p+ < ∞ for all x ∈ Rn .
(i) The variable Morrey type Besov space MBs,βp(·),q(·)(Rn) is deﬁned by
MBs,βp(·),q(·)
(
R
n)≡ { f ∈ S ′(Rn): ‖ f ‖
MBs,βp(·),q(·)(Rn)
< ∞},
where
‖ f ‖
MBs,βp(·),q(·)(Rn)
≡
( ∞∑
j=0
∥∥2 js(Φ j ∗ f )∥∥βMp(·)q(·) (Rn)
)1/β
.
(ii) The variable Morrey type Triebel–Lizorkin space MFs,βp(·),q(·)(Rn) is deﬁned by
MFs,βp(·),q(·)
(
R
n)≡ { f ∈ S ′(Rn): ‖ f ‖
MFs,βp(·),q(·)(Rn)
< ∞},
where
‖ f ‖
MFs,βp(·),q(·)(Rn)
≡
∥∥∥∥∥
( ∞∑
j=0
∣∣2 js(Φ j ∗ f )∣∣β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Finally, we make some convention on notation. We use C to denote a positive constant independent of the main param-
eters, which may change from line to line. By writing A1  A2, we mean that A1  C A2. If A1  A2  A1, we then write
A1 ∼ A2.
2. Equivalent quasi-norms
In this section, we show that Deﬁnition 1.3 is independent of the choice of functions ϕ . Indeed, we will characterize
these spaces in terms of Peetre’s maximal functions. To this end, we need more notation. Let Φ0,Φ ∈ S(Rn), ε > 0, integer
S −1 be such that∣∣Φ̂0(ξ)∣∣> 0 on {|ξ | < 2ε},∣∣Φ̂(ξ)∣∣> 0 on {ε/2 < |ξ | < 2ε}, (2.1)
and
Dτ Φ̂(0) = 0 for all |τ | S. (2.2)
Here (2.1) are called the Tauberian conditions, while (2.2) is called the moment conditions of Φ . The functions Φ0 and Φ
are called the kernels of local means. Recall that Φk ≡ 2knΦ(2k·), k ∈ N, and Ψt ≡ t−nΨ (t−1·) for t ∈ (0,∞).
For any a > 0, f ∈ S ′(Rn), and x ∈ Rn , k ∈ Z, t > 0, we deﬁne the Peetre’s maximal functions (Ψ ∗k f )a(x) and (Ψ ∗t f )a(x)
by (
Ψ ∗k f
)
a(x) ≡ sup
y∈Rn
|Ψk ∗ f (x+ y)|
(1+ 2k|y|)a ,(
Ψ ∗t f
)
a(x) ≡ sup
y∈Rn
|Ψt ∗ f (x+ y)|
(1+ |y|/t)a .
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Φ ∈ S(Rn) satisfy (2.1) and (2.2).
(i) If a > n/q− , then the space MBs,βp(·),q(·)(Rn) is characterized by
MBs,βp(·),q(·)
(
R
n)= { f ∈ S ′(Rn): ‖ f ‖(i)
MBs,βp(·),q(·)(Rn)
< ∞}, i ∈ {1, . . . ,4},
where
‖ f ‖(1)
MBs,βp(·),q(·)(Rn)
≡ ‖Φ0 ∗ f ‖Mq(·)p(·)(Rn) +
( 1∫
0
t−sβ
∥∥(Φt ∗ f )∥∥βMq(·)p(·)(Rn) dtt
)1/β
,
‖ f ‖(2)
MBs,βp(·),q(·)(Rn)
≡ ‖Φ0 ∗ f ‖Mq(·)p(·)(Rn) +
( 1∫
0
t−sβ
∥∥(Φ∗t f )a∥∥βMq(·)p(·)(Rn) dtt
)1/β
,
‖ f ‖(3)
MBs,βp(·),q(·)(Rn)
≡
( ∞∑
k=0
2skβ
∥∥(Φ∗k f )a∥∥βMq(·)p(·)(Rn)
)1/β
,
‖ f ‖(4)
MBs,βp(·),q(·)(Rn)
≡
( ∞∑
k=0
2skβ‖Φk ∗ f ‖β
Mq(·)p(·)(Rn)
)1/β
.
Moreover, {‖ · ‖(i)
MBs,βp(·),q(·)(Rn)
}4i=1 are equivalent.
(ii) If a > n/min(q−, β), then the space MFs,βp(·),q(·)(Rn) is characterized by
MFs,βp(·),q(·)
(
R
n)= { f ∈ S ′(Rn): ‖ f ‖(i)
MFs,βp(·),q(·)(Rn)
< ∞}, i ∈ {1, . . . ,5},
where
‖ f ‖(1)
MFs,βp(·),q(·)(Rn)
≡ ‖Φ0 ∗ f ‖Mq(·)p(·)(Rn) +
∥∥∥∥∥
( 1∫
0
t−sβ
∣∣∣∣(Φt ∗ f )(·)dtt
∣∣∣∣β
)1/β∥∥∥∥∥
Mq(·)p(·)(Rn)
, (2.3)
‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
≡ ‖Φ0 ∗ f ‖Mq(·)p(·)(Rn) +
∥∥∥∥∥
( 1∫
0
[
t−s
(
Φ∗t f
)
a
]β dt
t
)1/β∥∥∥∥∥
Mq(·)p(·)(Rn)
, (2.4)
‖ f ‖(3)
MFs,βp(·),q(·)(Rn)
≡ ‖Φ0 ∗ f ‖Mq(·)p(·)(Rn) +
∥∥∥∥∥
( 1∫
0
t−sβ
∫
|z|<t
∣∣(Φt ∗ f )(· + z)∣∣β dz dt
tn+1
)1/β∥∥∥∥∥
Mq(·)p(·)(Rn)
, (2.5)
‖ f ‖(4)
MFs,βp(·),q(·)(Rn)
≡
∥∥∥∥∥
( ∞∑
k=0
[
2ks
(
Φ∗k f
)
a
]β)1/β∥∥∥∥∥
Mq(·)p(·)(Rn)
, (2.6)
‖ f ‖(5)
MFs,βp(·),q(·)(Rn)
≡
∥∥∥∥∥
( ∞∑
k=0
2ksβ |Φk ∗ f |β
)1/β∥∥∥∥∥
Mq(·)p(·)(Rn)
. (2.7)
Moreover, {‖ · ‖(i)
MFs,βp(·),q(·)(Rn)
}5i=1 are equivalent.
To prove Theorem 2.1, we need some technical lemmas.
Lemma 2.1. (See [18].) Let q ∈ P log(Rn), p(·) ∈ P(Rn) with 1 < q−  q(x)  p(x)  p+ < ∞ for all x ∈ Rn. Then the Hardy–
Littlewood maximal operator M is bounded on Mp(·)q(·) (Rn). Moreover, there exists a positive constant C such that for all f ∈ Mp(·)q(·) (Rn),
‖M f ‖
Mp(·)q(·) (Rn)
 C‖ f ‖
Mp(·)q(·) (Rn)
.
Lemma 2.2. (See [33].) Let μ,ν ∈ S(Rn), M −1 be an integer, and Dτ μˆ(0) = 0 for all |τ | M. Then for any N > 0 there exists a
positive constant C(N), depending on N, such that for all t ∈ (0,2], supz∈Rn |μt ∗ ν(z)|(1+ |z|)N  C(N)tM+1 .
284 J. Fu, J. Xu / J. Math. Anal. Appl. 381 (2011) 280–298Lemma 2.3. (See [33].) Let 0 < β ∞ and δ > 0. For any sequence {g j}∞j=0 of nonnegative measurable functions on Rn, let G j ≡∑∞
k=0 2−|k− j|δ gk. Then∥∥{G j}∞j=0∥∥β  C∥∥{g j}∞j=0∥∥β , (2.8)
where C ≡ C(β, δ) is a positive constant only depending on β and δ.
Lemma 2.4. Let 0 < β ∞ and δ > 0, and p(·),q(·) ∈ P0(Rn) with 0 < q−  q(x)  p(x)  p+ < ∞ for all x ∈ Rn. For any
sequence {g j}∞j=0 of nonnegative measurable functions on Rn, let G j ≡
∑∞
k=0 2−|k− j|δ gk. Then∥∥{G j}∞j=0∥∥Mp(·)q(·) (β )  C1∥∥{g j}∞j=0∥∥Mp(·)q(·) (β ) (2.9)
and ∥∥{G j}∞j=0∥∥β (Mp(·)q(·) )  C2∥∥{g j}∞j=0∥∥β (Mp(·)q(·) ) (2.10)
where C1 ≡ C1(β, δ) and C2 ≡ C2(p(·),q(·), β, δ) are positive constants.
Proof. By Lemma 2.3, we obtain (2.9) immediately from (2.8). Now we prove (2.10) by considering two cases on q− .
Case 1. q−  1. Since ‖ · ‖
Mp(·)q(·)
is a norm, by Minkowski’s inequality, we have
‖G j‖Mp(·)q(·) 
∞∑
k=0
2−|k− j|δ‖gk‖Mp(·)q(·) .
Hence (2.10) follows from Lemma 2.3.
Case 2. q− < 1. In this case, we choose 0 < q0 < q− such that q¯(·) = q(·)/q0 > 1. We then have∥∥{G j}∞j=0∥∥q0β (Mp(·)q(·) ) = ∥∥{Gq0j }∞j=0∥∥q/q0 (Mp(·)/q0q¯(·) )  ∥∥{gq0j }∞j=0∥∥q/q0 (Mp(·)/q0q¯(·) )
∼ ∥∥{g j}∞j=0∥∥q0β (Mp(·)q(·) ).
Thus (2.10) holds, which completes the proof of Lemma 2.4. 
Deﬁnition 2.1. Let Ω be a non-empty open set in Rn . A function p(·) is said to satisfy the logarithmic condition, if there
exists a positive constant A such that∣∣p(x) − p(y)∣∣ A− ln |x− y| for all x, y ∈ Ω satisfying |x− y| 12 .
Remark 2.1. If p ∈ Clog(Rn), then p satisﬁes the logarithmic condition.
By Lemma 6 in [4], we have the following lemma:
Lemma 2.5. (See [4].) Let Ω be a bounded open set in a metric measure space (X,d,μ) where the measure μ satisﬁes the lower
Ahlfors condition that there exist positive constants c and δ such that for all x ∈ X and r > 0, μ(Br(x))  crδ , δ > 0. Let p(·) satisfy
the logarithmic condition on Ω . Then there exists a positive constant C such that for all x ∈ X and r > 0,
C−1
[
μ
(
Br(x)
)] 1
p(x)  ‖χBr(x)‖Lp(·)  C
[
μ
(
Br(x)
)] 1
p(x) .
Lemma 2.6. (See [7].) If p(·) ∈ B(Rn) and 1 < β ∞, then there exists a positive constant C such that for all sequences { f j}∞j=0 of
locally integrable functions,∥∥{M f j}∞j=0∥∥Lp(·)(β )  C∥∥{ f j}∞j=0∥∥Lp(·)(β ).
The following theorem gives the boundedness of the vector-valued Hardy–Littlewood maximal operator in variable Mor-
rey spaces.
J. Fu, J. Xu / J. Math. Anal. Appl. 381 (2011) 280–298 285Theorem 2.2. Let 1 < β ∞ and q(·) ∈ Clog(Rn), p(·) ∈ P(Rn) with 1 < q−  q(x) p(x) p+ < ∞, x ∈ Rn. Then there exists a
positive constant C such that for all sequences { f j}∞j=0 of locally integrable function on Rn,∥∥∥∥∥
( ∞∑
j=0
|M f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
 C
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Proof. Let (
∑∞
j=0 |M f j |β)1/β ∈ Mp(·)q(·) (Rn). Pick any x0 ∈ Rn , and write
f j(x) ≡ f 0j (x) +
∞∑
i=1
f ij(x),
where f 0j ≡ χB2r (x0) f j and f ij ≡ χB2i+1r (x0)\B2i r (x0) f j for i ∈ N.
Firstly, we estimate (
∑∞
j=0 |M f 0j |β)1/β on Br(x0). By Lemma 2.6, we have∥∥∥∥∥
( ∞∑
j=0
∣∣M f 0j ∣∣β
)1/β∥∥∥∥∥
Lq(·)(Rn)

∥∥∥∥∥
( ∞∑
j=0
∣∣ f 0j ∣∣β
)1/β∥∥∥∥∥
Lq(·)(Rn)
 rn(
1
q(x0)
− 1p(x0) )
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Thus, ∥∥∥∥∥
( ∞∑
j=0
∣∣M f 0j ∣∣β
)1/β∥∥∥∥∥
Lq(·)(Br(x0))

∥∥∥∥∥
( ∞∑
j=0
∣∣M f 0j ∣∣β
)1/β∥∥∥∥∥
Lq(·)(Rn)
 rn(
1
q(x0)
− 1p(x0) )
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Hence, we obtain∥∥∥∥∥
( ∞∑
j=0
∣∣M f 0j ∣∣β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
It remains to estimate (
∑∞
j=0 |M(
∑∞
i=1 f ij)(x)|β)1/β on Br(x0). By the size estimate of the Hardy–Littlewood maximal oper-
ator and the generalized Minkowski inequality, we have( ∞∑
j=0
∣∣M f ij(x)∣∣β
)1/β

[ ∞∑
j=0
((
2ir
)−n ∫
Rn
∣∣ f ij(y)∣∣dy
)β]1/β

(
2ir
)−n ∫
Rn
( ∞∑
j=0
∣∣ f ij(y)∣∣β
)1/β
dy.
Since 1 < q− , therefore q′(·) ∈ Clog(Rn) also. Thus, using Lemma 2.5 for q(·) and q′(·) and the Hölder inequality, we have∥∥∥∥∥
[ ∞∑
j=0
Mβ
( ∞∑
i=1
f ij
)]1/β∥∥∥∥∥
Lq(·)(Br(x0))

∥∥∥∥∥
[ ∞∑
j=0
( ∞∑
i=1
M( f ij)
)β]1/β∥∥∥∥∥
Lq(·)(Br(x0))

∥∥∥∥∥
∞∑( ∞∑
Mβ( f ij)
)1/β∥∥∥∥∥
q(·)i=1 j=0 L (Br(x0))
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∞∑
i=1
(
2ir
)−n‖1‖Lq(·)(Br(x0)) ∫
B2i+1r(x0)
( ∞∑
j=0
∣∣ f j(y)∣∣β
)1/β
dy

∞∑
i=1
(
2ir
)−n‖1‖Lq(·)(Br(x0))‖1‖Lq′(·)(B2i+1r(x0))
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Lq(·)(B2i+1r(x0))

∞∑
i=1
(
2ir
)−n
rn/q(x0)
(
2i+1r
)n/q′(x0)(2i+1r)n( 1q(x0) − 1p(x0) )∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∞∑
i=1
(
2i
)− n
p+ r
n( 1q(x0)
− 1p(x0) )
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Thus, ∥∥∥∥∥
( ∞∑
j=0
|M f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
 C
∥∥∥∥∥
( ∞∑
j=0
| f j|β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
This ﬁnishes the proof of Theorem 2.2. 
Now we can prove Theorem 2.1.
Proof of Theorem 2.1. The idea of the proof comes from [46]. We give the outline of the proof for MF-parts. The proof of
MB-parts is similar and simpler.
First, we prove the equivalence of the “continuous” characterizations (2.3) and (2.4). The next step is to build the bridge
between the “continuous” (2.4) and the “discrete” characterizations (2.6) and to change from the system (Φ0,Φ) to a system
(Ψ0,Ψ ). The equivalence of (2.6) and (2.7) goes parallel to (2.3) and (2.4). Indeed, Deﬁnition 1.3 can be seen as a special
case of (2.7).
Step 1. We are going to prove the following inequalities:
‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(1)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
for every f ∈ S ′(Rn).
Let N ∈ N0, l ∈ N and a < N . By the proof of Theorem 2.6 in [46], we have that for all x ∈ Rn and all t ∈ [1,2],(
Φ∗2−lt f
)
a(x)
r 
∑
k∈N0
2−kNr2(k+l)n
∫
Rn
|((Φk+l)t ∗ f )(y)|r
(1+ 2l|x− y|)ar dy. (2.11)
If we choose r < min{q−, β}, we apply the norm (∫ 21 | · |β/r dtt )r/β on both sides and use Minkowski’s inequality for
integrals, which yields( 2∫
1
∣∣(Φ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈N0
2−kNr2(k+l)n
∫
Rn
(
∫ 2
1 |((Φk+l)t ∗ f )(y)|β dtt )r/β
(1+ 2l|x− y|)ar dy. (2.12)
If ar > n, then we have gl(y) = 2nl(1+2l |y|)ar ∈ L1(Rn) and we observe( 2∫
1
∣∣2ls(Φ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈N0
2−kNr2kn2lsr
[
gl ∗
( 2∫
1
∣∣((Φk+l)t ∗ f )(·)∣∣β dtt
)r/β]
(x).
Now we use the majorant property of the Hardy–Littlewood maximal operator (see [34, Chap. 2]) and continue estimating( 2∫ ∣∣2ls(Φ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈N
2lsr2k(−Nr+d)M
[( 2∫ ∣∣((Φk+l)t ∗ f )(·)∣∣β dtt
)r/β]
(x).1 0 1
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1
∣∣2ls(Φ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈l+N0
2lsr2(k−l)(−Nr+n)M
[( 2∫
1
∣∣((Φk)t ∗ f )(·)∣∣β dtt
)r/β]
(x)
∼
∑
k∈l+N0
2(l−k)(Nr−n+rs)2krsM
[( 2∫
1
∣∣((Φk)t ∗ f )(·)∣∣β dtt
)r/β]
(x).
Choose now 1/a < r < min{q−, β}, N > max{0,−s} + a and put δ ≡ N + s − n/r > 0. We obtain for l ∈ N( 2∫
1
∣∣2ls(Φ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈l+N0
2−δr|l−k|2krsM
[( 2∫
1
∣∣((Φk)t ∗ f )(·)∣∣β dtt
)r/β]
(x).
Now we apply Lemma 2.4 in Mp(·)/rq(·)/r (β/r) which yields∥∥∥∥∥
{( 2∫
1
∣∣2ls(Φ∗2−lt f )a(·)∣∣β dtt
)r/β}∞
l=0
∥∥∥∥∥
Mp(·)/rq(·)/r (β/r)

∥∥∥∥∥
{
M
[( 2∫
1
∣∣2ks((Φk)t ∗ f )(·)∣∣β dtt
)r/β]}∞
k=0
∥∥∥∥∥
Mp(·)/rq(·)/r (β/r)
.
Next, using Theorem 2.2, we can obtain∥∥∥∥∥
{( 2∫
1
∣∣2ls(Φ∗2−lt f )a(·)∣∣β dtt
)r/β}∞
l=0
∥∥∥∥∥
Mp(·)/rq(·)/r (β/r)

∥∥∥∥∥
{
M
[( 2∫
1
∣∣2ks((Φk)t ∗ f )(·)∣∣β dtt
)r/β]}∞
k=0
∥∥∥∥∥
Mp(·)/rq(·)/r (β/r)

∥∥∥∥∥
{( 2∫
1
∣∣2ks((Φk)t ∗ f )(·)∣∣β dtt
)r/β}∞
k=0
∥∥∥∥∥
Mp(·)/rq(·)/r (β/r)
∼
∥∥∥∥∥
{( 2∫
1
∣∣2ks((Φk)t ∗ f )(·)∣∣β dtt
)1/β}∞
k=0
∥∥∥∥∥
r
Mp(·)q(·) (β )
.
Hence, we obtain∥∥∥∥∥
( 1∫
0
∣∣λ−s(Φ∗λ f )a(·)∣∣β dλλ
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
∼
∥∥∥∥∥
( ∞∑
l=0
2∫
1
∣∣2ls(Φ∗2−lt f )a(·)∣∣β dtt
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
=
∥∥∥∥∥
( 2∫
1
∣∣2ls(Φ∗2−lt f )a(·)∣∣β dtt
)1/β∥∥∥∥∥
Mp(·)q(·) (β )

∥∥∥∥∥
( 1∫
0
∣∣λ−s(Φλ ∗ f )(·)∣∣β dλ
λ
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
This proves ‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(1)
MFs,βp(·),q(·)(Rn)
. Since the reverse inequality is trivial this ﬁnishes Step 1.
Step 2. Let Ψ0,Ψ ∈ S ′(Rn) be functions satisfying (2.1) and (2.2).
Substep 2.1. We are going to prove
‖ f ‖(4)
MFs,βp(·),q(·)(Rn,Ψ )
 ‖ f ‖(2)
MFs,βp(·),q(·)(Rn,Φ)
(2.13)
for all f ∈ S ′(Rn).
By the proof of Theorem 2.6 in [46] again, we have that for all x ∈ Rn and all t ∈ [1,2],
2ls
(
Ψ ∗l f
)
a(x)
∑
2−|k−l|δ2ks
(
Φ∗2−kt f
)
a(x).k∈N0
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∫ 2
1 | · |β dt/t)1/β , which gives
2ls
(
Ψ ∗l f
)
a(x)
∑
k∈N0
2−|k−l|δ2ks
( 2∫
1
∣∣(Φ∗2−kt f )a(x)∣∣β dtt
)1/β
.
Applying Lemma 2.4 yields
∥∥{2ls(Ψ ∗l f )a}∞l=0∥∥Mp(·)q(·) (β ) 
∥∥∥∥∥
( ∞∑
k=0
2ksβ
2∫
1
∣∣(Φ∗2−kt f )a∣∣β dtt
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
which gives the desired result.
In the case that β < 1, we have
(
2ls
(
Ψ ∗l f
)
a(x)
)β  ∑
k∈N0
2−|k−l|δ2ksβ
2∫
1
∣∣(Φ∗2−kt f )a(x)∣∣β dtt .
Notice that the right-hand side is nothing more than a convolution (γ ∗ α) of the sequences
γk = 2−|k|δβ and αk = 2ksβ
2∫
1
∣∣(Φ∗2−kt f )a(x)∣∣β dtt .
Now we apply the 1-norm to both sides and get for all x ∈ Rn
∥∥{2ls(Ψ ∗l f )a(x)}∞l=0∥∥ββ  ‖γ ‖1 · ‖α‖1  ∞∑
k=0
2ksβ
2∫
1
∣∣(Φ∗2−kt f )a(x)∣∣β dtt .
We take both sides to power (· · ·)1/β and apply the Mp(·)q(·) (Rn)-norm. This gives (2.13).
Substep 2.2. With similar arguments and obvious modiﬁcations of Substep 2.1 we obtain for all f ∈ S ′(Rn),
‖ f ‖(2)
MFs,βp(·),q(·)(Rn,Φ)
 ‖ f ‖(4)
MFs,βp(·),q(·)(Rn,Ψ )
.
Step 3. Choosing t = 1 in Step 1 and omitting the integration over t we see immediately
‖ f ‖(5)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(4)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(5)
MFs,βp(·),q(·)(Rn)
.
Step 4. What remains is to show that (2.5) is equivalent to the rest.
Substep 4.1. Let us prove
‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(3)
MFs,βp(·),q(·)(Rn)
. (2.14)
We return to (2.11). If |z| < 2−(l+k)t , by (2.11) and via shift in the integral, we obtain(
Φ∗2−lt f
)
a(x)
r  CN
∑
k∈N0
2−kNr2(k+l)n
∫
Rn
|((Φk+l)t ∗ f )(y + z)|r
(1+ 2l|x− y|)ar dy. (2.15)
Indeed, we have
1+ 2l|x− y| 1+ 2l(∣∣x− (y + z)∣∣+ |z|) 1+ 2l(∣∣x− (y + z)∣∣)+ 2−k
 1+ 2l(∣∣x− (y + z)∣∣),
where the last estimate follows from the fact that k ∈ N0 in the sum. Instead of the integral (
∫ 2
1 | · |β/r dt/t)r/β (see Step 3),
we take now on both sides of (2.15) the norm( 2∫ ∫
| · |β/r dz dt
tn+1
)r/β
.1 |z|<t
J. Fu, J. Xu / J. Math. Anal. Appl. 381 (2011) 280–298 289The integration over z does not inﬂuence the left-hand side. Instead of (2.12), we obtain( 2∫
1
∣∣(Ψ ∗2−lt f )a(x)∣∣β dtt
)r/β

∑
k∈N0
2−kNs2(k+l)n
∫
Rn
(
∫ 2
1
∫
|z|<t |((Φk+l)t ∗ f )(y + z)|βdz dttn+1 )r/β
(1+ 2l|x− y|)ar dy.
We continue with analogous arguments as after (2.12) and end up with (2.14).
Substep 4.2. We prove ‖ f ‖(3)
MFs,βp(·),q(·)(Rn)
 ‖ f ‖(2)
MFs,βp(·),q(·)(Rn)
. Since, for all t > 0
1
tn
∫
|z|<t
∣∣(Φt ∗ f )(x+ z)∣∣dz sup
|z|<t
|(Φt ∗ f )(x+ z)|
(1+ 1/t|z|)a 
(
Φ∗t f
)
a(x),
this implies the desired conclusion, which completes the proof of Theorem 2.2. 
3. Decompositions in terms of atoms and molecules
In this section, we characterize the spaces MBs,βp(·),q(·)(Rn) and MF
s,β
p(·),q(·)(Rn) in terms of atoms and molecules. Let us
begin with notation.
We denote by Q νm the closed cube with center at 2−νm and with sides parallel to the axes and length 2−ν , ν ∈ N0 and
m ∈ Zn . Also, we denote by χνm the characteristic function of the cube Q νm .
Deﬁnition 3.1. Let s ∈ R, 0 < β ∞ and q(·) ∈ P log(Rn), p(·) ∈ P0(Rn) with 0 < q−  q(x)  p(x)  p+ < ∞, x ∈ Rn . The
space Mbs,βp(·),q(·)(Rn) is deﬁned to be the set of all complex-valued sequences λ ≡ {λνm ∈ C: ν ∈ N0, m ∈ Zn} such that
‖λ‖
Mbs,βp(·),q(·)(Rn)
≡
( ∞∑
ν=0
∥∥∥∥∑
m∈Zn
2νs|λνm|χνm
∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β
< ∞.
Moreover, the space Mf s,βp(·),q(·)(Rn) is deﬁned to be the set of all complex-valued sequences λ ≡ {λνm ∈ C: ν ∈ N0, m ∈ Zn}
such that
‖λ‖
Mf s,βp(·),q(·)(Rn)
≡
∥∥∥∥∥
( ∞∑
ν=0
∑
m∈Zn
2νsβ |λνm|βχνm
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
< ∞.
Now, we recall the notion of atoms and molecules; see [12–14,21].
Deﬁnition 3.2. Let K , L ∈ N0 and γ > 0. A K -times continuous differentiable function a ∈ Ck(Rn) is called a [K , L]-atom
centered at Q νm , ν ∈ N0 and m ∈ Zn , if
suppa ⊂ γ Q νm, (3.1)∣∣Dβa(x)∣∣ 2|β|ν for β ∈ Zn+ and 0 |β| K , (3.2)
and ∫
Rn
xβa(x)dx = 0 for 0 |β| L and ν  1, (3.3)
where xβ ≡ xβ11 · · · xβnn , for any x ∈ Rn and β ∈ Zn+ .
If an atom a is centered at Q νm , which means that it satisﬁes (3.1), then we re-denote it by aνm . We point out that
ν = 0 or L = 0, the moment condition (3.3) is empty.
Deﬁnition 3.3. Let K , L ∈ N0 and M > 0. A K -times continuous differentiable function a ∈ Ck(Rn) is called [K , L,M]-
molecule centered at Q νm , if for some ν ∈ N0 and m ∈ Zn ,∣∣Dβμ(x)∣∣ 2|β|ν(1+ 2ν ∣∣x− 2−νm∣∣)−M for β ∈ Zn+ and 0 |β| K (3.4)
and ∫
Rn
xβμ(x)dx = 0 for β ∈ Zn+, 0 |β| L and ν  1. (3.5)
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satisﬁes (3.4), which is denoted by μνm .
(ii) If aνm is a [K , L]-atom, then it is also a [K , L,M]-molecule for every M > 0.
To prove the decomposition in terms of atoms and molecules, we need some technical lemmas. The next two lemmas
go back to Frazier and Jawerth [12] and a proof adapted to our setting can be found in [16,22].
Lemma 3.1. Let {μνm}ν∈N0,m∈Zn be [K , L,M]-molecules and {ϕ j} j∈N0 be a resolution of unity as in the introduction. Then there exists
a positive constant C such that for any x ∈ Rn,∣∣(ϕ∨j ∗ μνm)(x)∣∣ C2−(ν− j)(L+n)(1+ 2 j∣∣x− 2−νm∣∣)L+n−M for j  ν,
and ∣∣(ϕ∨j ∗ μνm)(x)∣∣ C2−( j−ν)K (1+ 2 j∣∣x− 2−νm∣∣)−M for j > ν.
Lemma 3.2. Let {ϕ j} j∈N0 be a resolution of unity as in the introduction and R ∈ N. Then there exist functions θ0, θ ∈ S(Rn) satisfying
that
supp θ0, supp θ ⊆
{
x ∈ Rn: |x| 1}, (3.6)∣∣θˆ0(ξ)∣∣ c0 > 0 for |ξ | 2, (3.7)∣∣θˆ (ξ)∣∣ c > 0 for 1
2
 |ξ | 2, (3.8)∫
Rn
xγ θ(x)dx = 0 for 0 |γ | R (3.9)
such that
θˆ0(ξ)ψˆ0(ξ) +
∞∑
j=1
θˆ
(
2− jξ
)
ψˆ
(
2− jξ
)= 1 for all ξ ∈ Rn,
where the functions ψ0,ψ ∈ S(Rn) are deﬁned via ψˆ0(ξ) ≡ ϕ0(ξ)
θˆ0(ξ)
and ψˆ(ξ) ≡ ϕ1(ξ)
θˆ(ξ)
.
The next lemma is Lemma 7.1 in [23] or Lemma 4 in [22].
Lemma 3.3. Let 0 < t  1 and R > nt . Then there exists a positive constant C such that for any j, ν ∈ N0 , l ∈ Zn, x ∈ Q jl and any
sequence {hνm}ν∈N0,m∈Zn of complex numbers,∑
m∈Zn
|hνm|
(
1+ 2 j∣∣x− 2−νm∣∣)−R  C max(2(ν− j) nt ,1)Mt( ∑
m∈Zn
|hνm|χνm
)
(x).
For convenience, we introduce the numbers σq and σq,β by setting
σq ≡ n
min(1,q−)
− 1 and σq,β ≡ n
min(1,q−, β)
− 1.
Lemma 3.4. Let s ∈ R and q ∈ P log(Rn), p(·) ∈ P0(Rn) with 0 < q−  q(x)  p(x)  p+ < ∞, x ∈ Rn. Let K , L ∈ N0 and M > 0
with L > σq − s, K ∈ N0 and M be large enough. If λ ∈ Mbs,βp(·),q(·)(Rn) or λ ∈ Mf s,βp(·),q(·)(Rn) and {μνm}ν∈N0,m∈Zn are [K , L,M]-
molecules centered in Q νm, then the sum
∑∞
ν=0
∑
m∈Zn λνmμνm(x) converges in S ′(Rn).
Proof. If λ ∈ Mbs,βp(·),q(·)(Rn) or λ ∈ Mf s,βp(·),q(·)(Rn), then by Lemma 2.5, we are easy to obtain that supν0,m∈Zn 2νs|λνm|×
2−νn/q− < ∞. Then by the argument of Lemma 4.5 in [39], we obtain the convergence, which completes the proof of
Lemma 3.4. 
Now, we state the atomic decomposition of MBs,β (Rn) and MFs,β (Rn) as follows.p(·),q(·) p(·),q(·)
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(i) If K > s and L > σq − s, then for each f ∈ MBs,βp(·),q(·)(Rn), there exist λ ∈ Mbs,βp(·),q(·)(Rn) and [K , L]-atoms {aνm}ν∈N0,m∈Zn
centered at Q νm such that
f =
∞∑
ν=0
∑
m∈Zn
λνmμνm in S ′
(
R
n). (3.10)
Moreover, there exists a positive constant C such that for any f ∈ MBs,βp(·),q(·)(Rn),
‖λ‖
Mbs,βp(·),q(·)(Rn)
 C‖ f ‖
MBs,βp(·),q(·)(Rn)
.
(ii) If K > s and L > σq,β − s, then for each f ∈ MFs,βp(·),q(·)(Rn), there exist λ ∈ Mf s,βp(·),q(·)(Rn) and [K , L]-atoms {aνm}ν∈N0,m∈Zn
centered at Q νm such that (3.10) holds. Moreover, there exists a positive constant C such that for any f ∈ MFs,βp(·),q(·)(Rn),
‖λ‖
Mf s,βp(·),q(·)(Rn)
 C‖ f ‖
MFs,βp(·),q(·)(Rn)
.
Proof. Since every [K , L]-atom is a [K , L,M]-molecule for arbitrary M > 0, we have from Lemma 3.4 the convergence of
(3.10) in S ′(Rn). Applying Lemma 3.2 with R = L, we obtain for all f ∈ S ′(Rn),
f = f ∗ θ0 ∗ ψ0 +
∞∑
ν=0
2νnθ
(
2ν ·) ∗ ψν ∗ f ,
where ψν(·) ≡ 2νnψ(2ν ·). Now, splitting the integration with respect to the cubes Q νm , we have that for all x ∈ Rn ,
f (x) =
∑
m∈Zn
∫
Q 0m
θ0(x− y)(ψ0 ∗ f )(y)dy +
∞∑
ν=1
∑
m∈Zn
2νn
∫
Q νm
θ
(
2ν(x− y))(ψν ∗ f )(y)dy.
Let, for each ν ∈ N and all m ∈ Zn , λνm ≡ Aθ supy∈Q νm |(ψν ∗ f )(y)|, where Aθ ≡ max{sup|x|1 |Dβθ(x)|: |β| K }.
If λνm = 0, then we deﬁne
aνm(x) ≡ 1
λνm
2νm
∫
νm
θ
(
2ν(x− y))(ψν ∗ f )(y)dy,
otherwise we set aνm(x) ≡ 0. The a0m atoms and λ0m are deﬁned similarly by replacing θ and ψv by θ0 and ψ0.
It remains to prove that ‖λ‖
Mas,βp(·,q(·))(Rn)
 ‖ f ‖
MAs,βp(·,q(·))(Rn)
, where a stands for b or f and A for B or F , respectively. Since
|x− y| C2−ν for x, y ∈ Q νm and ∑m∈Zn χνm(x) = 1, we obtain that for ﬁxed ν ∈ N0 and all x ∈ Rn ,∑
m∈Zn
2νsλνmχνm(x)
∑
m∈Zn
2νs sup
y∈Q νm
∣∣(ψν ∗ f )(y)∣∣χνm(x)
 2νs sup
|z|C2−ν
|ψν ∗ f |(x− z)
(1+ |2ν z|)a
(
1+ ∣∣2ν z∣∣)a  2νs(ψ∗ν f )a(x). (3.11)
Therefore, from (3.11), it follows that
‖λ‖
Mbs,βp(·),q(·)(Rn)

( ∞∑
ν=0
∥∥2νs(ψ∗ν f )a(·)∥∥βMp(·)q(·) (Rn)
)1/β
. (3.12)
Also, from (3.11), we deduce that
‖λ‖
Mf s,βp(·),q(·)(Rn)

∥∥∥∥∥
( ∞∑
ν=0
∣∣2νs(ψ∗ν f )a(x)∣∣β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
. (3.13)
Since ψ0 ∈ S(Rn) and ψ ∈ S(Rn) are two kernels satisfying (2.1) and (2.2), by Theorem 2.1 with a > nmin(q−,β) for
MFs,βp(·),q(·)(Rn) and a > n/q− for MB
s,β
p(·),q(·)(Rn), respectively, together with (3.12) and (3.13), we obtain that ‖λ‖Mbs,βp(·),q(·)(Rn) 
‖ f ‖
MBs,βp(·),q(·)(Rn)
, and ‖λ‖
Mf s,βp(·),q(·)(Rn)
 ‖ f ‖
MFs,βp(·),q(·)(Rn)
, which completes the proof of Theorem 3.1. 
To obtain the reverse direction of the atomic decomposition of MBs,βp(·),q(·)(Rn) and MF
s,β
p(·),q(·)(Rn), we need the molecular
decomposition characterization of these spaces.
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(i) Let K , L ∈ N0 with K > s and L > σq − s and M > 0 be large enough. Then there exists a positive constant C such that for all
sequences {μνm}ν∈N0,m∈Zn of [K , L,M]-molecules and λ ≡ {λνm}ν∈N0,m∈Zn ∈ Mbs,βp(·),q(·)(Rn),
f ≡
∞∑
ν=0
∑
m∈Zn
λνmμνm (3.14)
is an element of MBs,βp(·),q(·)(Rn) and ‖ f ‖MBs,βp(·),q(·)(Rn)  C‖λ‖Mbs,βp(·),q(·)(Rn) .
(ii) Let K , L ∈ N0 with K > s, L > σq,β − s and M > 0 be large enough. Then there exists a positive constant C such that
for all sequences {μνm}ν∈N0,m∈Zn of [K , L,M]-molecules and λ ≡ {λνm}ν∈N0,m∈Zn ∈ Mf s,βp(·),q(·)(Rn), f in (3.14) is an element of
MFs,βp(·),q(·)(Rn) and
‖ f ‖
MFs,βp(·),q(·)(Rn)
 C‖λ‖
Mf s,βp(·),q(·)(Rn)
. (3.15)
Proof. The convergence of the sum (3.14) in S ′(Rn) follows from Lemma 3.4. We then divide the sum in (3.14) into two
parts:
f =
∞∑
ν=0
∑
m∈Zn
λνmμνm =
j∑
ν=0
∑
m∈Zn
λνmμνm +
∞∑
ν= j+1
∑
m∈Zn
λνmμνm ≡ f j + f j.
Let {ϕ j} j∈N0 be a resolution of unity. Now, let us prove the ﬁrst part of Theorem 3.2 for the Morrey type Besov spaces. We
have
‖ f ‖
MBs,βp(·),q(·)(Rn)

(‖ f j‖MBs,βp(·),q(·)(Rn) + ∥∥ f j∥∥MBs,βp(·),q(·)(Rn))

( ∞∑
j=0
∥∥∥∥∥
j∑
ν=0
∑
m∈Zn
2 js
(
ϕ∨j ∗ μνm
)∥∥∥∥∥
β
Mp(·)q(·) (Rn)
)1/β
+
( ∞∑
j=0
∥∥∥∥∥
∞∑
ν= j+1
∑
m∈Zn
2 js
(
ϕ∨j ∗ μνm
)∥∥∥∥∥
β
Mp(·)q(·) (Rn)
)1/β
≡ σ1 + σ2.
We estimate σ1. Using Lemma 3.1 with ν  j, we have
j∑
ν=0
∑
m∈Zn
2 js
∣∣(ϕ∨j ∗ μνm)(x)λνm∣∣ j∑
ν=0
∑
m∈Zn
2−( j−ν)(K−s)2νs|λνm|
(
1+ 2 j∣∣x− 2−νm∣∣)−M .
By Lemma 3.3 with t < min(1,q−) and M > nt , we estimate this from above by
j∑
ν=0
2−( j−ν)(K−s)Mt
( ∑
m∈Zn
2νs|λνm|χνm
)
(x).
Moreover, from Lemma 2.4 with δ ≡ K − s > 0 and the fact that Mt is bounded on Mp(·)q(·) (Rn), we deduce that
σ1 
( ∞∑
j=0
∥∥∥∥∥
j∑
ν=0
2−( j−ν)δMt
( ∑
m∈Zn
2νs|λνm|χνm
)∥∥∥∥∥
β
Mp(·)q(·) (Rn)
)1/β

( ∞∑
ν=0
∥∥∥∥Mt( ∑
m∈Zn
2νs|λνm|χνm
)∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β

( ∞∑
ν=0
∥∥∥∥∑
m∈Zn
2νs|λνm|χνm
∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β
∼ ‖λ‖
Mbs,βp(·),q(·)(Rn)
. (3.16)
For σ2, by Lemma 3.1 with ν  j, we obtain
∞∑ ∑
n
2 js
∣∣(ϕ∨j ∗ μνm)(x)λνm∣∣ j∑ ∑
n
2−(ν− j)(L+n+s)2νs|λνm|
(
1+ 2 j∣∣x− 2−νm∣∣)L+n−M .ν= j+1m∈Z ν= j+1m∈Z
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∞∑
ν= j+1
2−(ν− j)(L+n+s−
n
t )Mt
( ∑
m∈Zn
2νs|λνm|χνm
)
(x).
Finally, by using Lemma 2.4 with δ = L + n + s − n/t > 0, we obtain
σ2 
( ∞∑
j=0
∥∥∥∥∥
∞∑
ν= j+1
2−(ν− j)δMt
( ∑
m∈Zn
2νs|λνm|χνm
)∥∥∥∥∥
β
Mp(·)q(·) (Rn)
)1/β

( ∞∑
ν=0
∥∥∥∥Mt( ∑
m∈Zn
2νs|λνm|χνm
)∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β

( ∞∑
ν=0
∥∥∥∥∑
m∈Zn
2νs|λνm|χνm
∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β
∼ ‖λ‖
Mbs,βp(·),q(·)(Rn)
. (3.17)
Combining (3.16) and (3.17), we obtain ‖ f ‖
MBs,βp(·),q(·)(Rn)
 ‖λ‖
Mbs,βp(·),q(·)(Rn)
.
In the F -case, by using the second part of Lemma 2.4 and the boundedness of Mt on Mp(·)q(·) (β) for t < min(q−, β,1),
we also obtain the desired estimate (3.15). We omit the details, which completes the proof of Theorem 3.2. 
Since every [K , L]-atom is a [K , L,M]-molecule for every M > 0, we obtain the following corollary.
Corollary 3.1. Let s ∈ R, 0 < β ∞, and q(·) ∈ P log(Rn), p(·) ∈ P0(Rn) with 0< q−  q(x) p(x) p+ < ∞, x ∈ Rn.
(i) Let K , L ∈ N0 with K > s and L > σq − s.
(i)1 There exists a positive constant C such that for all λ ∈ Mbs,βp(·),q(·)(Rn) and all sequences {aνm}ν∈N0,m∈Zn of [K , L]-atoms,
f ≡
∞∑
ν=0
∑
m∈Zn
λνmaνm (3.18)
is an element of MBs,βp(·),q(·)(Rn) and ‖ f ‖MBs,βp(·),q(·)(Rn)  C‖λ‖Mbs,βp(·),q(·)(Rn) .
(i)2 For every f ∈ MBs,βp(·),q(·)(Rn), there exist λ ∈ Mbs,βp(·),q(·)(Rn) and a sequence of [K , L]-atoms, {aνm}ν∈N0,m∈Zn , such that (3.18)
holds in S ′(Rn) and
‖λ‖
Mbs,βp(·),q(·)(Rn)
 C‖ f ‖
MBs,βp(·),q(·)(Rn)
,
where C is a positive constant independent of f ∈ MBs,βp(·),q(·)(Rn).
(ii) Let K , L ∈ N0 with K > s and L > σq,β − s.
(ii)1 There exists a positive constant C such that for all λ ∈ Mf s,βp(·),q(·)(Rn) and all sequences {aνm} of [K , L]-atoms, ν ∈ N0 , m ∈ Zn,
f in (3.18) belongs to MFs,βp(·),q(·)(Rn) and ‖ f ‖MFs,βp(·),q(·)(Rn)  C‖λ‖Mf s,βp(·),q(·)(Rn) .
(ii)2 For every f ∈ MFs,βp(·),q(·)(Rn), there exist λ ∈ Mf s,βp(·),q(·)(Rn) and a sequence {aνm}ν∈N0,m∈Zn of [K , L]-atoms such that (3.18)
holds in S ′(Rn) and
‖λ‖
Mf s,βp(·),q(·)(Rn)
 C‖ f ‖
MFs,βp(·),q(·)(Rn)
,
where C is a positive constant independent of f ∈ MFs,βp(·),q(·)(Rn).
4. Wavelet decomposition
In this section, we characterize MBs,βp(·),q(·)(Rn) and MF
s,β
p(·),q(·)(Rn) in terms of wavelets by using some ideas from [22]
and [23]. In particular, we need the local means characterization in Theorem 2.1 and molecular and atomic characterizations
in Theorems 3.1, 3.2 and Corollary 3.1 of these spaces.
First, we recall some known results from the wavelet theory.
294 J. Fu, J. Xu / J. Math. Anal. Appl. 381 (2011) 280–298Lemma 4.1. (i) There exist a real scaling function ψF ∈ S(R) and a real associated wavelet ψM ∈ S(R) such that their Fourier trans-
forms have compact supports, ψˆF (0) = (2π)−1/2 and supp ψˆM ⊆ [− 83π,− 23π ] ∪ [ 23π, 83π ].
(ii) For any k ∈ N, there exist a real compactly supported scaling function ψF ∈ Ck(R) and a real compactly supported associated
wavelet ψM ∈ Ck(R) such that ψˆF (0) = (2π)−1/2 and
∫
R
xlψM(x)dx = 0 for all l ∈ {0,1 . . . ,k − 1}.
In both cases, {ψνm: ν ∈ N0, m ∈ Z} is an orthogonormal basis in L2(R), where
ψνm(t) ≡
{
ψF (t −m), if ν = 0, m ∈ Z,
2
ν−1
2 ψM(2ν−1t −m), if ν ∈ N, m ∈ Z,
and the functions ψM, ψF are according to (i) or (ii).
This lemma is taken from [44]. The wavelets in the ﬁrst part are called Meyer wavelets. The wavelets from the second
part are called Daubechies wavelets. Both types of wavelets are well described in [47].
The orthogonormal basis can be generalized to the n-dimensional case by a tensor product procedure. Let ψF , ψM
be as in Lemma 4.1. We deﬁne G0 ≡ {F ,M}n and Gν = {F ,M}n∗ if ν  1, where the ∗ indicates that at least one Gi of
G ≡ (G1, . . . ,Gn) ∈ {F ,M}n∗ must be an M . It is clear from the deﬁnition that the cardinal number of {F ,M}n∗ is 2n − 1.
Let, for x ∈ Rn ,
Ψ νGm(x) ≡ 2ν
n
2
n∏
r=1
ψGr
(
2νxr −mr
)
, (4.1)
where G ∈ Gν,m ∈ Zn and ν ∈ N0. Then {Ψ νGm: ν ∈ N0, G ∈ Gν, m ∈ Zn} is an orthogonormal basis in L2(Rn). Finally, we
need the following sequence spaces Mb˜
s,β
p(·),q(·)(Rn) and Mf˜
s,β
p(·),q(·)(Rn).
Deﬁnition 4.1. Let s ∈ R, 0 < β ∞ and q ∈ P log(Rn), p(·) ∈ P0(Rn) with 0 < q−  q(x) p(x) p+ < ∞, x ∈ Rn . Then for
all complex-valued sequences λ ≡ {λνGm}ν∈N0,G∈Gν ,m∈Zn , let
Mb˜
s,β
p(·),q(·)
(
R
n)≡ {λ: ‖λ‖
Mb˜
s,β
p(·),q(·)
< ∞},
where
‖λ‖
Mb˜
s,β
p(·),q(·)(Rn)
≡
( ∞∑
ν=0
∑
G∈Gν
∥∥∥∥∑
m∈Zn
2νm
∣∣λνGm∣∣χνm∥∥∥∥β
Mp(·)q(·) (Rn)
)1/β
,
and
Mf˜
s,β
p(·),q(·)
(
R
n)≡ {λ: ‖λ‖
Mf˜
s,β
p(·),q(·)
< ∞},
where
‖λ‖
Mf˜
s,β
p(·),q(·)(Rn)
≡
∥∥∥∥∥
( ∞∑
ν=0
∑
G∈Gν
∑
m∈Zn
2νmβ
∣∣λνGm∣∣βχνm
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
To obtain the wavelet characterization of MBs,βp(·),q(·) and MF
s,β
p(·),q(·) , we need the local means with kernels, which only
have limited smoothness, and the molecular decomposition described in the previous section. This idea goes back to
[14,23,45]. First, we recall the local means with kernel k
k(t, f )(x) = t−n
∫
Rn
k
(
y − x
t
)
f (y)dy, x ∈ Rn.
With t = 2− j , and x = 2− jl, where j ∈ N0 and l ∈ Zn , we obtain
k
(
2− j, f
)(
2− jl
)= 2 jn ∫
Rn
k
(
2 j y − l) f (y)dy = ∫
Rn
k jl(y) f (y)dy = k jl( f ). (4.2)
We have that (4.2) is a dual pairing if k jl is as in Lemma 4.1. Now, the usual properties on k get shifted to the kernels k jl .
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C such that for all x ∈ Rn , j ∈ N0, l ∈ Zn , and |β| A,∣∣Dβk jl(x)∣∣ C2 j|β|+ jn(1+ 2 j∣∣x− 2− jl∣∣)−T ,
and that for j  1 and l ∈ Zn ,∫
Rn
xβk jl(x)dx = 0, |β| B.
It is clear that if k jl satisfy Assumption 4.1, then {2− jnk jl} j∈N0, l∈Zn are [A, B, T ]-molecules.
We assume that {μνm}ν∈N0,m∈Zn are [K , L,M]-molecules and that the {k jl} j∈N0, l∈Zn satisfy Assumption 4.1. Before com-
ing to our result we recall two fundamental lemmas. First, we have to give estimates of the quantity |〈μνm,k jl〉|. The proof
goes back to [13].
Lemma 4.2. (i) There exists a positive constant C such that for ν > j, M > A + n, L  A, and all l,m ∈ Zn,∣∣〈μνm,k jl〉∣∣ C2−(ν− j)(A+n)(1+ 2 j∣∣2−νm − 2− jl∣∣)−min(M−A−n,T ).
(ii) There exists a positive constant C such that for ν  j, T > K + n, B  K , and all l,m ∈ Zn,∣∣〈μνm,k jl〉∣∣ C2−( j−ν)K (1+ 2 j∣∣2−νm − 2− jl∣∣)−min(M,T−K−n).
The second lemma is just a reformulation of Lemma 3.3. For the proof, just take Lemma 3.3 and remember that x ∈ Q jl ,
which means 0 |x− 2− jl| 2− j .
Lemma 4.3. Let 0 < t  1 and R > nt . Then, for any j, ν ∈ N0 , l ∈ Zn and sequence {hνm}νN0,m∈Zn of complex numbers, and all
x ∈ Q jl ,∑
m∈Zn
|hνm|
(
1+ 2 j∣∣2−νm − 2− jl∣∣)−R  C max(2(ν− j) nt ,1)Mt( ∑
m∈Zn
|hνmχνm|
)
(x).
Now, we are ready to state one direction of the wavelet decomposition. We deﬁne k( f ) = {k jl( f ): j ∈ N0, l ∈ Zn}.
Theorem 4.1. Let s ∈ R, 0 < β ∞ and q(·) ∈ P log(Rn) and p(·) ∈ P0(Rn) with 0 < q−  q(x)  p(x)  p+ < ∞, x ∈ Rn. Let
{k jl} j∈N0, l∈Zn satisfy Assumption 4.1 with T > 0 large and A, B ∈ N0 .
(i) If A > σq − s and B > s, then there exists a positive constant C such that for all f ∈ MBs,βp(·),q(·)(Rn), ‖k( f )‖Mbs,βp(·),q(·)(Rn) 
C‖ f ‖
MBs,βp(·),q(·)(Rn)
.
(ii) If A > σq,β − s and B > s, then there exists a positive constant C such that for all f ∈ MFs,βp(·),q(·)(Rn), ‖k( f )‖Mf s,βp(·),q(·)(Rn) 
C‖ f ‖
MFs,βp(·),q(·)(Rn)
.
Proof. We only prove the theorem for MFs,βp(·),q(·)(Rn). The Morrey type Besov spaces part follows the same lines of argu-
ments. We apply the decomposition by atoms to f ∈ MFs,βp(·),q(·)(Rn) and obtain
f =
∞∑
ν=0
∑
m∈Zn
λνmaνm, (4.3)
where {aνm}ν∈N0,m∈Zn are [K , L]-atoms with K = B > s and L = A > σq,β − s.
By Theorem 3.1 it is suﬃcient to ﬁnd a C > 0 such that∥∥k( f )∥∥
Mf s,βp(·),q(·)(Rn)
 C‖λ‖
Mf s,βp(·),q(·)(Rn)
. (4.4)
We decompose the sum in (4.3)
f =
j∑
λνmaνm +
∞∑
λνmaνm ≡ f j + f j
ν=0 ν= j+1
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k jl( f ) =
∫
Rn
k jl(y) f j(y)dy +
∫
Rn
k jl(y) f
j(y)dy.
We use Lemma 4.2 where μνm = aνm; that means that M = ∞ in the formulation of the lemma. For ν  j we obtain by
Lemma 4.2 with T > K + n and Lemma 4.3 with appropriately chosen t < min(1,q−, β),
2 js
∣∣k jl( f j)∣∣ j∑
ν=0
∑
m∈Zn
2 js
∣∣λνm〈k jl,aνm〉∣∣

j∑
ν=0
2−( j−ν)K
∑
m∈Zn
2 js|λνm|
(
1+ 2 j∣∣2−νm − 2− jl∣∣)−(C−K−n)
=
j∑
ν=0
2−( j−ν)(K−s)
∑
m∈Zn
2νs|λνm|
(
1+ 2 j∣∣2−νm − 2− jl∣∣)−(C−K−n)

j∑
ν=0
2−( j−ν)(K−s)Mt
( ∑
m∈Zn
2νs|λνm|χνm
)
(x),
for x ∈ Q jl and T − K − n > nt . We obtain for the norm with δ ≡ K − s > 0,
∥∥{k jl( f j)} j∈N0, l∈Zn∥∥Mf s,βp(·),q(·) =
∥∥∥∥∥
( ∞∑
j=0
∑
l∈Zn
∣∣2 jsk jl( f j)χ jl∣∣β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
j=0
∑
l∈Zn
[ j∑
ν=0
2−( j−ν)δMt
( ∑
m∈Zn
2νs|λνm|χνm
)]β
χ jl
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
.
Now apply Lemma 2.4 and use the vector-valued maximal inequality to estimate further

∥∥∥∥∥
( ∞∑
ν=0
[
Mt
( ∑
m∈Zn
2νs|λνm|χνm
)]β)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
ν=0
∑
m∈Zn
2νsβ |λνm|βχνm
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
∼ ‖λ‖
Mf s,βp(·),q(·)(Rn)
.
For ν > j, we use Lemma 4.2 again and obtain
2 js
∣∣k jl( f j)∣∣ ∞∑
ν= j+1
∑
m∈Zn
2 js
∣∣λνm〈k jl,aνm〉∣∣

∞∑
ν= j+1
2−(ν− j)(A+n)
∑
m∈Zn
2 js|λνm|
(
1+ 2 j∣∣2−νm − 2− jl∣∣)−T
∼
∞∑
ν= j+1
2−(ν− j)(A+n+s)
∑
m∈Zn
2νs|λνm|
(
1+ 2 j∣∣2−νm − 2− jl∣∣)−T
which can be continued via Lemma 4.3 with suitably chosen t < min(1,q−, β) and x ∈ Q jl by

∞∑
ν= j+1
2−(ν− j)(A+n+s−
n
t )Mt
( ∑
m∈Zn
2νs|λνm|χνm
)
(x).
We set δ ≡ A − σq,β + s > 0 and get in applying the norm and Lemma 2.4
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=
∥∥∥∥∥
( ∞∑
j=0
∑
l∈Zn
∣∣2 jsk jl( f j)χ jl∣∣β
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
j=0
∑
l∈Zn
[ ∞∑
ν= j+1
2−(ν− j)δMt
( ∑
m∈Zn
2νs|λνm|χνm
)]β
χ jl
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
ν= j+1
[
Mt
( ∑
m∈Zn
2νs|λνm|χνm
)]β)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)

∥∥∥∥∥
( ∞∑
ν=0
∑
m∈Zn
2νsβ |λνm|βχνm
)1/β∥∥∥∥∥
Mp(·)q(·) (Rn)
∼ ‖λ‖
Mf s,βp(·),q(·)(Rn)
.
Finally, we obtain (4.4) and Corollary 3.1 ensures that∥∥k( f )∥∥
Mf s,βp(·),q(·)(Rn)
 ‖ f ‖
MFs,βp(·),q(·)(Rn)
,
which completes the proof of Theorem 4.1. 
We come to the wavelet decomposition. Let us assume, that
ψM ∈ Ck
(
R
n) and ψF ∈ Ck(Rn) (4.5)
are the real compactly supported Daubechies wavelets from Lemma 4.1, with∫
Rn
xβψM(x)dx = 0 for |β| < k. (4.6)
By the tensor product procedure (4.1), we have that {Ψ νGm: ν ∈ N0, G ∈ Gν and m ∈ Zn} is an orthonormal basis in L2(Rn).
Along the method to the standard Besov and Triebel–Lizorkin spaces (see [21–23,44,45]), we have the following wavelet
decomposition for MBs,βp(·),q(·)(Rn) and MF
s,β
p(·),q(·)(Rn). We leave its proof for the reader.
Theorem 4.2. Let s ∈ R, 0 < β ∞ and q ∈ P log(Rn), p(·) ∈ P0(Rn) with 0< q−  q(x) p(x) p− < ∞, x ∈ Rn.
(i) Let f ∈ S ′(Rn) and k > max(σq − s, s) in (4.5) and (4.6). Then f ∈ MBs,βp(·),q(·)(Rn) if and only if it can be represented as
f =
∞∑
ν=0
∑
G∈Gν
∑
m∈Zn
λνGm2
−ν n2 Ψ νGm with λ ∈ Mb˜
s,β
p(·),q(·)
(
R
n), (4.7)
with unconditional convergence in S ′(Rn) and in any space MBσ ,βp(·),q(·)(Rn) with σ < s. The representation (4.7) is unique, we have
λνGm = λνGm( f ) = 2ν
n
2
〈
f ,Ψ νGm
〉
(4.8)
and
I : f → {2ν n2 〈 f ,Ψ νGm〉} (4.9)
is an isomorphic map from MBs,βp(·),q(·)(Rn) onto Mb˜
s,β
p(·),q(·)(Rn). Moreover, if β < ∞, {Ψ νGm: ν ∈ N0, G ∈ Gν, m ∈ Zn} is an uncondi-
tional basis in MBs,βp(·),q(·)(Rn).
(ii) Let f ∈ S ′(Rn) and k > max(σq,β − s, s) in (4.5) and (4.6). Then f ∈ MFs,βp(·),q(·)(Rn) if and only if it can be represented as (4.7)
with λ ∈ Mf˜ s,βp(·),q(·)(Rn) with unconditional convergence in S ′(Rn) and in any space MFσ ,βp(·),q(·)(Rn) with σ < s. The representation
(4.7) is unique, we have (4.8) and that (4.9) is an isomorphic map from MFs,βp(·),q(·)(Rn) onto Mf˜
s,β
p(·),q(·)(Rn). Moreover, if β < ∞,
{Ψ νGm: ν ∈ N0, G ∈ Gν, m ∈ Zn} is an unconditional basis in MFs,βp(·),q(·)(Rn).
Finally, there is a wavelet decomposition theorem in term of Meyer wavelets, described in Lemma 4.1. We omit the detail
here.
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