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Zhang Yingbo, Beijing Normal University
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Introduction
Throughout the paper we always assume that k is an algebraically closed field, all the rings
or algebras contain identities. We write our maps on either the left or the right, but always
compose them as if they were written on the right.
In 1977 Drozd showed in [D1] that a finite-dimensional algebra over an algebraically closed
field is either of tame representation type or of wild representation type, which has been one of
foundations of representation theory of finite dimensional algebras.
Definition 1 [D1, CB1, DS] A finite-dimensional k-algebra Λ is of tame representation type,
if for any positive integer d, there are a finite number of localizations Ri = k[x, φi(x)
−1] of k[x]
and Λ-Ri-bimodules Ti which are free as right Ri-modules, such that almost all (except finitely
many) indecomposable Λ-modules of dimension at most d are isomorphic to
Ti ⊗Ri Ri/(x− λ)
m,
for some λ ∈ k, φi(λ) 6= 0, and some positive integer m.
Definition 2 [D1, CB1] A finite-dimensional k-algebra Λ is of wild representation type if
there is a finitely generated Λ-k〈x, y〉-bi-module T , which is free as a right k〈x, y〉-module, such
that the functor
T ⊗k〈x,y〉 − : k〈x, y〉-mod→ Λ-mod
preserves indecomposability and isomorphism classes.
The proof of the Drozd’s Tame-Wild Theorem is highly indirect. The argument relies on
the notion of a bocs (the brief for “bi-module of co-algebra structure”), introduced first by
Rojter in [Ro]. In 1988, Crawley-Boevey formalized the theory of bocses and showed that
for a tame algebra Λ, and for each dimension d, all but finitely many isomorphism classes of
indecomposable Λ-modules of dimension d are isomorphic to their Auslander-Reiten translations
and hence belong to homogeneous tubes.
Since then, many authors have tried to prove the converse of Crawley-Boevey’s Theorem.
They expected to find infinitely many non-isomorphic indecomposable representations {Mi |
i ∈ I} of the same dimension in the representation category of a layered bocs such that Mi ≇
DTr(Mi). However, four authors constructed a strongly homogeneous wild layered locs B in
[BCLZ] in 2000 such that each representation of B is homogeneous (i.e., DTr(M) ∼= M). It
shows that the converse of the Crawley-Boevey Theorem does not hold true for layered bocses
in general. But it is still open for finite dimensional k-algebras.
Let Λ be a finite-dimensional algebra over an algebraically closed field. We say that an
indecomposable Λ-module M is homogeneous if DTr(M) ∼= M . The category modΛ is said to
be homogeneous provided that for each dimension d all but finitely many isomorphism classes
of indecomposable Λ-modules of dimension d are homogeneous. Our purpose in this paper is to
prove the following theorem
Main Theorem 3 Let Λ be a finite-dimensional algebra over an algebraically closed field.
Then Λ is of tame representation type if and only if modΛ is homogeneous.
2The necessity of the theorem is proved by Crawley-Boevey. Our proof for the sufficiency
relies on the notions of matrix bi-module problem and its associated bocs, as well as their
reduction techniques. The key of the argument is to find a full subcategory of representation
category of a bipartite matrix bi-module problem which admits infinitely many non-homogeneous
representations of dimension d, and the fact that matrix bi-module problems associated to finite-
dimensional algebras are bipartite.
1 Matrix Bi-module Problems
Matrix problems, which include special cases the representation theory of finite-dimensional
algebras, subspace problems and projective modules, get their importance in studying questions
about representation type. In this section we will introduce the notions of matrix bi-module
problems over some minimal algebras and their associated bi-co-module problems, which seems
to be more convenient for calculational purposes. We will unify some established notions for
matrix problems, such as linear matrix problem [S], bocs [Ro, D1, CB1], differential graded
category [Ro] and so on, to formalize the matrix methods and approach to representation theory.
§1.1 Matrix bi-module problems
In the present subsection, we will construct a k-algebra ∆ of a minimal algebra R, then
define matrix bi-module problems over ∆. The concepts and the results are proposed by S. Liu.
Let T be a vertex set whose elements are divided into two disjoint families: the subset T0
of trivial vertices and the subset T1 of non-trivial vertices. To each X ∈ T1, we associate an
indeterminate x and a fixed non-zero polynomial φ
X
(x) in k[x]. Given any X ∈ T , we define a
k-algebra RX with identity 1X by RX = k if X is trivial; and otherwise, RX = k[x, φX (x)
−1]
the localization of k[x] at φ
X
(x), and x is said to be the parameter associated to X ∈ T1. Now
we call the k-algebra R = ΠX∈T RX a minimal algebra over T with a set of orthogonal primitive
idempotents {1
X
| X ∈ T }.
Define a tensor product of p > 1 copies of R over k:
R⊗p = R⊗k · · · ⊗k R =
∑
(X1,··· ,Xp)∈ΠpT
RX1 ⊗k · · · ⊗k RXp . (1.1-1)
There exists a natural left and right R-module structure on R⊗p: for any α = r1⊗k r2⊗k · · · ⊗k
rp−1⊗k rp ∈ R
⊗p, s ∈ R, the left module action is given by: s⊗
R
α = (s⊗
R
r1)⊗k r2⊗k · · ·⊗k rp;
and the right one by: α⊗
R
s = r1⊗k · · ·⊗k rp−1⊗k (rp⊗R s). If ri ∈ RXi , s ∈ RY , then s⊗Rα = 0
for Y 6= X1 and α ⊗R s = 0 for Y 6= Xp. Thus R
⊗p can be viewed as an R-R-bi-module, or
simply an R⊗2-module, with the module action:
(r ⊗k s)⊗R⊗2 α = r ⊗R α⊗R s = α⊗R⊗2 (r ⊗k s), ∀ r, s ∈ R. (1.1-2)
Consider the direct sum of R⊗p, which is still an R⊗2-module:
∆ = ⊕∞p=1R
⊗p, let ∆¯ = ⊕∞p=2R
⊗p, ∆ = R⊕ ∆¯. (1.1-3)
We define a multiplication on R⊗2-module ∆, given by ∆×∆→ ∆⊗
R
∆ ⊆ ∆:
∆⊗p ⊗
R
∆⊗q ⊆ ∆⊗(p+q−1), α⊗
R
β = r1 ⊗k · · · ⊗k (rps1)⊗k s2 · · · ⊗k sq, (1.1-4)
where β = s1 ⊗k · · · ⊗k sq, and if ri ∈ RXi , sj ∈ RYj , α ⊗R β = 0 for Xp 6= Y1. Thus we
obtain an associative non-commutative k-algebra (∆,⊗
R
, 1R) with the set of orthogonal primitive
idempotents {1X | X ∈ T }.
3Moreover ∆⊗
R
∆ can be viewed as an R⊗3-module: for any α, β ∈ ∆, r, s, w ∈ R,
(r ⊗k s⊗k w)⊗
R⊗3
(α⊗
R
β) = (α⊗k β)⊗
R⊗3
(r ⊗k s⊗k w)
= r ⊗
R
α⊗
R
s⊗
R
β ⊗
R
w.
(1.1-5)
Denote by IMm×n(∆) the set ofmatrices over ∆ of sizem×n; and by Tn(∆),Nn(∆), D(∆) the
set of n × n-upper triangular, strictly upper triangular, and diagonal ∆-matrices respectively.
The product of two ∆-matrices is the usual matrix product. If H = (hij) ∈IMm×n(R), U =
(uij) ∈IMm×n(R⊗k R), α ∈ ∆, define
H ⊗
R
α = (hij ⊗R α) ∈ IMm×n(∆),
α⊗
R
H = (α⊗
R
hij) ∈ IMm×n(∆);
U ⊗
R⊗2
α =
(
α⊗
R⊗2
uij
)
= α⊗
R⊗2
U ∈ IMm×n(∆).
(1.1-6)
Since for any u, v ∈ R⊗2, δ ∈ R⊗3,
(
(α⊗R⊗2 u)⊗R (β ⊗R⊗2 v)
)
⊗R⊗3 δ = (α⊗R β)⊗R⊗3
(
(u⊗R
v)⊗R⊗3 δ
)
, if V = (vjl) ∈IMn×r(R⊗k R), β ∈ ∆, we have
(α⊗
R⊗2
U)(β ⊗
R⊗2
V ) = (α⊗
R
β)⊗
R⊗3
(UV ). (1.1-7)
An R-R-bi-module S1 is said to be a quasi-free bi-module finitely generated by U1, · · · , Um,
if the morphism
(RX1 ⊗k RY1)⊕ · · · ⊕ (RXm ⊗k RYm)→ S1, 1Xi ⊗k 1Yi 7→ Ui
is an isomorphism. In this case, {U1, . . . , Um} is called an R-R-quasi-free basis of S1.
Let R-R-bi-module Sp = R
⊗(p+1)⊗R⊗2 S1 be given by (r⊗k s)⊗R⊗2 (α⊗R⊗2 U) = (rαs)⊗R⊗2
U = α ⊗R⊗2 ((r ⊗k s) ⊗R⊗2 U), for r, s ∈ R,α ∈ R
p+1, U ∈ S, since it is valid on the basis.
Moreover, S =
∑∞
p=1 Sp = ∆¯⊗R⊗2 S1 is an R-R-bi-module, and Sp is said to be index p.
Definition 1.1.1 Let T = {1, 2, · · · , t} be a set of integers, and let ∼ be an equivalent
relation on T , such that there is a one-to-one correspondence between the set T/ ∼ of equivalence
classes and the set T of vertices of a minimal algebra R. We may write T = T/ ∼.
Definition 1.1.2 (i) Define an R-R-bi-module K0 = {diag(s11, · · · , stt) | sii ∈ RX ,∀ i ∈ X;
and sii = sjj,∀ i ∼ j}, which is isomorphic to R as algebras. Set EX ∈ Dt(RX) with the element
sii = 1X if i ∈ X and sii = 0 if i /∈ X, then {EX | X ∈ T } is called a quasi-free R-basis of K0.
(ii) Define a quasi-free R-R-bi-module K1 ⊆ N(R⊗k R) with an R-R-quasi-basis:
V = ∪(X,Y )∈T ×T VXY = {V1, V2, · · · , Vm}, VXY ⊂ Nt(RX ⊗k RY ).
Write 1XV 1Y = V for V ∈ VXY .
(iii) Suppose K = K0 ⊕ (∆¯ ⊗
R⊗2
K1) possesses an algebra structure, where multiplication
m : K×K → K is the usual matrix product over ∆; unit e : R ∼= K0 →֒ K.
The k algebra K is said to be finitely generated in index (0, 1) over ∆, because ViVj ∈
R⊗3⊗R⊗2 K1. EXVj = Vj if 1XVj = Vj , or 0 otherwise, and similarly for VjEX , thus {EX | X ∈
T } is a set of orthogonal primitive idempotents of K, E = e(1R) =
∑
X∈T EX is the identity
matrix. mpq : Kp ×Kq → Kp+q, since R
⊗(p+1) ⊗R R
⊗(q+1) ≃ R⊗(p+q+1).
Let T = {1, 2, . . . , t} and T ′ = {1, 2, . . . , t′} be two sets of integers. An order on T × T ′ is
defined as follows: (i, j) 4 (i′, j′) provided that i > i′, or i = i′ but j 6 j′. Thus we obtain an
order on the index set of entries of a matrix in IMt×t′(∆). Let M = (λij) ∈ IMt×t′(∆), λpq is
said to be the leading entry of M if λpq 6= 0, and any λij 6= 0 implies that (p, q) 4 (i, j). Let
M¯ = (Cij) be a partitioned matrix over ∆, one defines similarly the leading block of M¯ . In both
cases, the pair (p, q) is called the leading position of M resp. M¯ .
4Let S be a subspace of IMt(k). An ordered basis U = {U1, U2, . . . , Ur} with the leading
positions (p1, q1), . . . , (pr, qr) respectively is called a normalized basis of S provided that
(i) the leading entry of Ui is 1;
(ii) the (pi, qi)-entry of Uj is 0 for j 6= i;
(iii) Ui 4 Uj if and only if (pi, qi) 4 (pj , qj).
(1.1-8)
The basis U is a linear ordered set. It is easy to see that S has a normalized basis by Linear
algebra. In fact, taken t2 variables xij under the order of matrix indices defined as above. Then
S will be the solution space of some system of linear equations∑
(i,j)∈T ×T a
l
ijxij = 0, a
l
ij ∈ k, 1 6 l 6 s
for some positive integer s. Reducing the coefficient matrix to the simplest echelon form, we
assume that xp1q1 , xp2q2 , . . . , xprqr are all the free variables. Evaluated xpiqi the column vector
whose (pi, qi)-entry is 1 and (p, q) ≺ (pi, qi)-entry is 0 for i = 1, 2, . . . , r, we obtain a normalized
basis of S.
Definition 1.1.3 (i) Define a quasi-free R-R-bi-module M1 ⊆ IMt(R ⊗k R), such that
EXM1EY has a normalized basis AXY ⊆ IMt(k1X ⊗k 1Y k) ≃ IMt(k), write 1XA1Y = A for
A ∈ AXY . Thus there is a normalized basis:
A = ∪(X,Y )∈T ×TAXY = {A1, A2, · · · , An}.
(ii) Let M = ∆¯ ⊗
R⊗2
M1, and the algebra K be given by definition 1.1.2. Define an K-
K-bi-module structure on M, with a left module action l : K × M → M and a right one
r :M×K →M given by the usual matrix product.
lpq : Kp ×Mq → Mp+q and rpq : Mp × Kq → Mp+q. The K-K-bi-module M is said to be
finitely generated in index (0, 1) with M0 = {0}.
Definition 1.1.4 Let H =
∑
X∈T HX ∈ IMt(R) be a matrix, HX = (hij)t×t ∈ EX IM(R)EX
with hij ∈ RX for i, j ∈ X, and hij = 0 otherwise. Suppose H yields a derivation d : K →
M, U 7→ UH −HU , such that d(K0) = {0}; d(K1) ⊆M1. Clearly dp : Kp →Mp.
Definition 1.1.5 A quadruple A = (R,K,M,H) is called a matrix bi-module problem
provided
(i) R is a minimal algebra with a vertex set T ;
(ii) K is an algebra given by Definition 1.1.2;
(iii) M is a K-K-bi-module given by Definition 1.1.3;
(iv) There is a derivation d : K →M given by Definition 1.1.4.
In particular, if M = 0, A is said to be a minimal matrix bi-module problem.
§1.2 Bi-co-module problems and Bocses
We will define a notion of bi-co-module problems associated to matrix bi-module problems,
which is the transition into bocses. The concepts and the proofs are proposed by Y. Han.
Since K1 andM1 are both quasi-free R-R-bi-modules, we have their R-R-dual structures C1
and N1 with quasi-free R-R-quasi-basis V
∗ and A∗ respectively:
C1 = Hom
R⊗2
(K1, R
⊗2), V∗ = {v1, v2, · · · , vm};
N1 = Hom
R⊗2
(M1, R
⊗2), A∗ = {a1, a2, · · · , an}.
(1.2-1)
Write v : X 7→ Y (resp. a : X 7→ Y ) provided 1XV 1Y = V (resp. 1XA1Y = A).
5Definition 1.2.1 Let K be a k-algebra as in Definition 1.1.2. We define a quasi-free R-
module C0 =
∑
X∈T RXeX ≃ R with an R-quasi-basis {eX}X∈T ; and a quasi-free R-R-bi-module
C1 with an R-R-quasi-basis V
∗ defined by the first formula of (1.2-1). Write C = C0 ⊕ C1,
define a co-algebra structure ε : C → R, e
X
7→ 1
X
, vj 7→ 0 and µ : C 7→ C ⊗R C dual to
(m00,m01,m10,m11):
µ =
(
µ00
µ10 + µ01 + µ11
)
:
(
C0
C1
)
→
(
C0 ⊗R C0,
C1 ⊗R C0 ⊕ C0 ⊗R C1 ⊕ C1 ⊗R C1
)
µ00(eX ) = eX ⊗R eX ; µ10(vl) = vl ⊗R et(vl); µ01(vl) = es(vl) ⊗R vl;
µ11(vl) =
∑
i,j γijl ⊗R⊗3 (vi ⊗R vj), if ViVj =
∑
l γijl ⊗R⊗2 Vl.
Definition 1.2.2 Let M be a K-K-bi-module of Definition 1.1.2, we define a quasi free
R-R-bi-module N1 with a quasi-basis A
∗ given by the second formula of (1.2-1). Write N = N1,
suppose ViAj =
∑
l ηijl⊗R⊗2 Vl; AiVj =
∑
l σijl⊗R⊗2 Vl, then N has a C-C-bi-co-module structure
with the left and right co-module actions dual to (l01, l11) and (r10, r01) respectively:
ι = (ι0 + ι1) : N → C ⊗R N = C0 ⊗R N ⊕ C1 ⊗R N ,
ι0(al) = es(al) ⊗R al, ι1(al) =
∑
i,j ηijl ⊗R⊗3 (vi ⊗R aj);
τ = (τ0 + τ1) : N → N ⊗R C = N ⊗R C0 ⊕N ⊗R C1,
τ0(al) = al ⊗R et(al), τ1(al) =
∑
i,j σijl ⊗R⊗3 (ai ⊗R vj).
Definition 1.2.3 Let H be a matrix over R in Definition 1.1.4, and C,N be given in 1.2.1-
1.2.2. The map ∂ = (∂0, ∂1) : N → C = C0 ⊕ C1 with ∂0 = 0, and ∂1(al) =
∑
i ζil ⊗R⊗2 vi if
d(vi) =
∑
l ζil ⊗R⊗2 Al is a co-derivation dual to (d0,d1), such that µ∂ = (1l⊗ ∂)ι+ (∂ ⊗ 1l)τ .
Definition 1.2.4 Let A = (R,K,M,H) be a matrix bi-module problem. A quadruple
C = (R, C,N , ∂) is said to be a bi-co-module problem associated to A provided
(i) R is a minimal algebra with a vertex set T ;
(ii) C is a co-algebra given in Definition 1.2.1;
(iii) N is a C-C-bi-co-module given by Definition 1.2.2;
(iv) ∂ : N → C is a co-derivation given by Definition 1.2.3.
Now we construct the bocs associated to a matrix bi-module problem A based on the bi-co-
module problem C associated to A presented by Roiter in [Ro].
Write N⊗p = N ⊗
R
· · · ⊗
R
N with p copies of N and N⊗0 = R. Define a tensor algebra Γ
of N over R, whose multiplication is given by the natural isomorphisms:
Γ = ⊕∞p=0N
⊗p; N⊗p ⊗
R
N⊗q ≃ N⊗(p+q)
Let Ξ = Γ⊗RC⊗RΓ be a Γ-Γ-bi-module of co-algebra structure induced by R →֒ Γ, and denoted
by (Ξ, µΞ, εΞ). Define three R-R-bi-module maps:
κ1 : N
ι
→ C ⊗
R
N
∼=
→ R⊗
R
C ⊗
R
N →֒ Γ⊗
R
C ⊗
R
Γ,
κ2 : N
τ
→ N ⊗
R
C
∼=
→ N ⊗
R
C ⊗
R
R →֒ Γ⊗
R
C ⊗
R
Γ,
κ3 : N
∂
→ C
∼=
→ R⊗
R
C ⊗
R
R →֒ Γ⊗
R
C ⊗R Γ.
Lemma 1.2.5 [CB1] Im(κ1 − κ2 + κ3) is a Γ-co-ideal in Ξ. Thus Ω := Ξ/Im(κ1 − κ2 + κ3)
is a Γ-Γ-bi-module of co-algebra structure.
Proof Recall the law of bi-co-module: (µ ⊗ 1l)ι = (1l ⊗ ι)ι, (1l ⊗ µ)τ = (τ ⊗ 1l)τ, (1l ⊗ τ)ι =
(ι⊗ 1l)τ, (1l ⊗ ∂)ι− µ∂ + (∂ ⊗ 1l)τ = 0. Thus, for any b ∈ N , we have
µΞ(κ1 − κ2 + κ3)(b)
6= µΞ(1Γ ⊗ ι(b)) − µΞ(τ(b)⊗ 1Γ) + µΞ(1l⊗ ∂(b)⊗ 1Γ)
= (µ⊗ 1l)ι(b)− (1l⊗ µ)τ(b) + µ(∂(b))
= (1l⊗ ι)ι(b) − (τ ⊗ 1l)τ(b) + (1l⊗ ∂)ι(b) + (∂ ⊗ 1l)τ(b)
= (1l⊗ ι− 1l⊗ τ + 1l⊗ ∂)ι(b) + (ι⊗ 1l− τ ⊗ 1l + ∂ ⊗ 1l)τ(b)
= u(1) ⊗ (ι− τ + ∂)(b(1)) + (ι− τ + ∂)(b(2))⊗ u(2)
= u(1) ⊗ (κ1 − κ2 + κ3)(b(1)) + (κ1 − κ2 + κ3)(b(2))⊗ u(2)
∈ Ξ⊗ Im(κ1 − κ2 + κ3) + Im(κ1 − κ2 + κ3)⊗ Ξ
where ι(b) := u(1) ⊗ b(1), τ(b) := b(2) ⊗ u(2), and each term in each step is viewed as an element
in Ξ⊗Γ Ξ naturally. The proof is completed.
Recall from [CB1, 3.4 Definition], that B = (Γ,Ω) defined as above is a bocs with a layer
L = (R;ω; a1, a2, . . . , an; v1, v2, . . . , vm).
Denote by ε
Ω
and µ
Ω
the induced co-unit and co-multiplication, then Ω¯ =kerε
Ω
is a Γ-Γ-bi-
module freely generated by v1, v2, . . . , vm, and Ω = Γ⊕ Ω¯ as bi-modules.
From this, we use the imbedding: C0⊕C1⊕N⊗C1⊕C1⊗N →֒ Γ⊗R (C0⊕C1⊕N⊗RC1⊕C1⊗R
N )⊗R Γ ⊂ Ω; and the isomorphism: Ω¯⊗R Ω¯ ≃ Ω¯⊗Γ Ω¯. The group-like ω : R→ Ω, 1X 7→ eX is
an R-R-bi-module map. Since δ1(ai) = τ0(ai)− ι0(ai), and (ι0(ai) + ι1(ai))− (τ0(ai) + τ1(ai)) +
∂1(ai) = (ι − τ + ∂)(ai) = (κ1 − κ2 + κ3)(ai) = 0 in Ω, the pair of the differentials determined
by ω is given by
δ1 : Γ→ Ω¯, 1X 7→ 0, ai 7→ ι1(ai)− τ1(ai) + ∂1(ai), ∀ ai ∈ A
∗(X,Y );
δ2 : Ω¯ 7→ Ω¯⊗Γ Ω¯, vj 7→ µ11(vj), ∀ vj ∈ V
∗(X,Y ).
(1.2-2)
Recall from [CB1] that a representation of a layered bocs B is a left Γ-module P of finite
dimension d, which means that P consists of a set of vector spaces and a set of linear maps:
{PX = k
dX , P (x) : PX 7→ PX | X ∈ T };
{P (ai) : k
m
Xi → k
m
Yi | ai : Xi 7→ Yi, 1 6 i 6 n}.
(1.2-3)
A morphism from P to Q is given by a Γ-map f : Ω ⊗Γ P 7→ Q, which is equivalent to write
f = (fX ; f(vj))X∈T ;j=1,··· ,m, such that
P (al)fYl − fXlQ(al) =
∑
i,j ηijl ⊗R⊗3 (f(vi)⊗R Q(aj))
−
∑
i,j σijl ⊗R⊗3 (P (ai)⊗R f(vj)) +
∑
i ζil ⊗R⊗2 f(vi)
(1.2-4)
for all al ∈ A
∗, 1 6 l 6 n, by substituting P (x) for x, see [BK]. It is clear that
HomΓ(Ω¯⊗Γ P,Q) ≃ ⊕
m
j=1HomΓ(Γ1s(vj) ⊗k 1t(vj )P,Q) ≃ ⊕
m
j=1Homk(1t(vj )P, 1s(vj )Q). (1.2-5)
Denote by R(B) the representation category of B.
§1.3 The representation category of a matrix bi-module problem
This sub-section is devoted to defining the representation category of a matrix bi-module
problem. Which is relatively complicated, but extremely useful for the proof of the main theorem.
Definition 1.3.1 Let J(λ) = Jd(λ)
ed ⊕ Jd−1(λ)
ed−1 ⊕ · · · ⊕ J1(λ)
e1 , with ei non-negative
integers, be a Jordan matrix. Set
mj = ed + ed−1 + · · ·+ ej .
7The following partitioned matrix W (λ) similar to J(λ) is called a Weyr matrix of eigenvalue λ:
W (λ) =

λIm1 W12 0 · · · 0 0
λIm2 W23 · · · 0 0
λIm3 · · · 0 0
. . .
...
...
λImd−1 Wd−1,d
λImd

d×d
, Wj,j+1 =
(
Imj+1
0
)
mj×mj+1
.
A direct sum W = W (λ1) ⊕W (λ2) ⊕ · · · ⊕W (λs) with distinct eigenvalues λi is said to be a
Weyr matrix. We may define an order < on the base field k, so that each Weyr matrix has a
unique form. Similarly, let Zij be a set of vertices, S = k1Zij⊕k[z, φ(z)
−1] be a minimal algebra,
W¯ ≃ ⊕Jij(λi)
eij1Zij ⊕ (z)
δ with δ = 0 or 1 is said to be aWeyr matrix over S. If S = ⊕jk1Zj
trivial, then W¯ = ⊕jInj1Zj is still called a Weyr matrix over S.
Form now on, we assume that A = (R,K,M,H) is a matrix bi-module problem with T =
{1, 2, · · · , t} and its partition T . Let X ∈ T1. A Weyr matrix W over k is called RX -regular if
its eigenvalues are RX-regular, i.e. φX(λ) 6= 0, for all the eigenvalues λ. If X ∈ T0, an identity
matrix I is called RX-regular.
A vector of non-negative integers is called a size vector over T , if m = (m1,m2, . . . ,mt) with
mi = mj,∀ i ∼ j. m =
∑t
i=1mi is said to be the size of m. Given a size vector m, the vector
d = (m
X
)
X∈T
with m
X
= mi,∀ i ∈ X is called a dimension vector over T determined by m.
Definition 1.3.2 Let A = (R,K,M,H) be a matrix bi-module problem, let S be a minimal
algebra, Σ = ⊕∞p=1S
⊗p, see Formula (1.1-3).
(i) Write HX = (hij(x)1X)t×t with hij(x) ∈ k[x] for X ∈ T1, and x = 1 for X ∈ T0. Let W¯X
be a Weyr matrix of size m
X
over S. We define an m×m-partitioned matrix:
HX(W¯X) = (Bij)t×t, Bij =
{
hij(W¯X)mi×mj , i, j ∈ X,
(0)mi×mj , i /∈ X or j /∈ X,
(ii) Let m = (m1, · · · ,mt) and n = (n1, · · · , nt) be two size vectors over T , and let F ∈
IMm
X
×n
X
(S⊗p), p = 1, 2, with an RX-RX -module structure. The star product ∗ of FX and EX
is defined to be a diagonal m× n-partitioned matrix:
F
X
∗ EX = (Bij)t×t, Bii =
{
F
X
, i ∈ X,
0 i /∈ X,
(iii) Let U = Vj or Ai for some j = 1, · · · ,m, i = 1, · · · , n, and U = (αij) ∈ EXIMt(R ⊗k
R)EY ; let C ∈ IMm
X
×n
Y
(S⊗p) with p = 2, and possibly p = 1 for U = A1; {W¯X ∈ IMm
X
(S) |
X ∈ T }, {W ′Y ∈ IMnY (S) | Y ∈ T } be two sets of regular Weyr matrices. Suppose there is an
RX-RY -bi-module structure on IMm
X
×n
Y
(S⊗p):
(x⊗k y)⊗R⊗2 C =WXCW
′
Y . (1.3-1)
The star product ∗ of C and U is defined to be a (m× n)-partitioned matrix:
C ∗ U = (Bij)t×t, Bij =
{
C ⊗
R⊗2
αij, i ∈ X, j ∈ Y ;
0mi×nj , i /∈ X, or j /∈ Y.
Lemma 1.3.3 Let A = (R,K,M,H) be a matrix bi-module problem.
(i) If C ∈ IMm
X
×n
Y
(S⊗2), ζil ∈ RX ⊗k RY are given in Definition 1.2.3, then by the usual
product of Σ-matrices:
(C ∗ Vi)HY (W¯Y )−HX(W¯X)(C ∗ Vi) =
∑
l(C ⊗R⊗2 ζil) ∗Al.
8(ii) If FX ∈ IMm
X
×n
X
(S⊗p), p = 1, 2; C ∈ IMm
X
×n
Y
(S⊗q), where q = 2, and possibly q = 1
for U = A1, then by the usual multiplication of matrices over Σ:
(F
X
∗ EX)(C ∗ U) =
{
(F
X
C) ∗ U, 1XU = U ;
0, 1XU = 0.
Similarly, (C ∗ U)(F
X
∗ EX) = (CFX ) ∗ U if U1X = U , or 0 if U1X = 0.
(iii) Let U ∈ EX IMt(R ⊗k R)EY , V ∈ EY IMt(R ⊗k R)EZ and UV =
∑n
l=1 ǫl ⊗R⊗2 Gl
with ǫl ∈ RX ⊗k RY ⊗k RZ and Gl ∈ EXIMt(R ⊗k R)EZ . Let m,n, l be size vectors over
T , the R ⊗k R-module structures given by Formula (1.3-1) yield an R
⊗3-module structure on
⊕(X,Y,Z)∈T ×T IMmXnY (S
⊗p) ⊗R IMn
Y
×l
Z
(S⊗q) for p, q = 2, and possibly p = 1 for U = A1, or
q = 1 for V = A1. Then by the usual Σ-matrix product:
(C ∗ U)(D ∗ V ) =
∑n
l=1
(
(C ⊗R D)⊗
R⊗3
ǫl
)
∗Gl.
Proof (i) Write HX = (γpq), γ ∈ RX ;HY = (δpq), δ ∈ RY ;Vi = (αpq), α ∈ RX ⊗k RY , The
left side= (
∑
l(C⊗R⊗2 αpl)⊗R δlq)− (
∑
l γpl⊗R (C ⊗R⊗2 αlq)) = (C⊗R⊗2
∑
l(αplδlq − γplαlq)) =
C ∗ (ViHY −HXVi) = C ∗ d(Vi) = C ∗ (
∑
l ζilAl) =the right side.
(ii) Write U = (αpq), α ∈ R ⊗k R, the left side= (FX1X(C ⊗R⊗2 αpq)) = ((FXC) ⊗R⊗2
αpq) =the right side.
(iii) Write U = (αpq), α ∈ RX ⊗k RY , V = (βpq), β ∈ RY ⊗k RZ . The left side= (
∑
l(C ⊗R⊗2
αpl)(D ⊗R⊗2 βlq)) = ((CD)⊗R⊗3 (
∑
l αpl ⊗R βlq)) =the right side. The proof is finished.
Definition 1.3.4 Let A = (R,K,M,H) be a matrix bi-module problem, andm a size vector
over T . Then a representation P¯ of A can be written as an m×m-partitioned matrix over k:
P¯ =
∑
X∈T HX(WX) +
∑n
i=1 P¯ (ai) ∗ Ai,
where WX ∈ IMm
X
(k) is regular for any X ∈ T , P¯ (ai) ∈ IMm
Xi
×m
Yi
(k) see Formula (1.2-3).
Taken S = k = Σ, the first summand is defined in 1.3.2 (i), and the second one in (iii) .
Definition 1.3.5 Letm, P¯ be given above, n be a size vector over T , and Q¯ a representation
over A. A morphism f¯ : P¯ → Q¯ can be written as an m × n-partitioned matrix by Definition
1.3.2 (ii) and (iii) for S = k = Σ:
f¯ =
∑
X∈T f¯X ∗EX +
∑m
j=1 f¯(vj) ∗ Vj ,
where f¯
X
∈ IMm
X
×n
X
(k), f¯ (vj) ∈ IMms(vj )×nt(vj)(k), such that P¯ f¯ = f¯ Q¯, where the multiplica-
tion is given according to Lemma 1.3.3 (i)-(iii).
If f¯ ′ : Q¯→ U¯ is also a morphisms over A. Then f¯ f¯ ′ : P¯ → U¯ calculated according to Lemma
1.3.3 (ii)-(iii) is a morphism. In fact, (f¯ f¯ ′)P¯ = f¯(Q¯f¯ ′) = (U¯ f¯)f¯ ′ = U¯(f¯ f¯ ′). We denote by R(A)
the category of representations of the matrix bi-module problem A.
Theorem 1.3.6 Let A be a matrix bi-module problem, and B the associated bocs. Then
the categories R(A) and R(B) are equivalent.
Proof Without loss of generality, we may assume that {P (x) = WX | X ∈ T } is a set
of regular Weyr matrices. Then P¯ in Definition 1.3.4 and P in Formula (1.2-3) are one-to-
on correspondent; f¯ of Definition 1.3.5 and f in Formula (1.2-5) are one-to-on correspondent.
Moreover, P¯ f¯ = f¯ Q¯ if and only if f satisfying Formula (1.2-4), for the proof of this assertion,
we refer to Formula (1.4-2) and Theorem 1.4.2 below.
Thanks to Theorem 1.3.6, we will denote by P, f in both R(A) and R(B) in a unified manner.
91.4. Formal Products and Formal Equations
Now we introduce a notion of “formal equation”, which will build a nice connection between
matrix bi-module problems and associated bocses.
Let A = (R,K,M,H) be a matrix bi-module problem, with an associated bi-co-module
problem C = (R, C,N , ∂). Recall that {E
X
} and {e
X
} are dual bases of (K0, C0); {V1, · · · , Vm}
and {v1, · · · , vm} are those of (K1, C1); and {A1, . . . , An} and {a1, · · · , an} of (M1,N1). Then,
taken S = R,Σ = ∆,m = (1, · · · , 1) = n, in Definition 1.3.2 (ii)-(iii):
Υ =
∑
X∈T eX ∗ EX
Π =
∑m
j=1 vj ∗ Vj
Θ =
∑n
i=1 ai ∗ Ai
(1.4-1)
are called the formal products of (K0, C0), (K1, C1) and (M1,N1) respectively.
Lemma 1.4.1 With the notations above, and δ the differential in the associated bocs B.
Then the matrix multiplication yields:(∑m
i=1 vi ∗ Vi
)(∑m
j=1 vj ∗ Vj
)
=
∑m
l=1 µ11(vl) ∗ Vl;(∑n
i=1 ai ∗ Ai
)(∑m
j=1 vj ∗ Vj
)
=
∑n
l=1 τ1(al) ∗ Al;(∑m
j=1 vj ∗ Vj
)(∑n
i=1 ai ∗ Ai
)
=
∑n
l=1 ι1(al) ∗ Al;(∑m
j=1 vj ∗ Vj
)
H −H
(∑m
j=1 vj ∗ Vj
)
=
∑n
l=1 ∂1(al) ∗Al;(∑n
l=1 al ∗ Al
)(∑
X∈T
e
X
∗ E
X
)
−
(∑
X∈T
e
X
∗ E
X
)(∑n
l=1 ai ∗ Al
)
=
∑n
l=1 δ(al) ∗Al.
Proof ①We first prove the second equality, the proofs of the first and the third are similar.
By Lemma 1.3.3 (iii) for S = R, p = q = 2, the left side =
∑n
l=1
(∑
i,j σijl⊗R⊗3 (ai⊗R vi)
)
∗Al =
the right side. ② For the fourth equality, by Lemma 1.3.3 (i) the left side =
∑n
l=1
(∑m
j=1 ζlj⊗R⊗2
vj
)
∗ Al = the right side. ③ For the last one, by Lemma 1.3.3 (ii), p = 1, q = 2, the left side
=
∑n
l=1(al ⊗R eYl − eXl ⊗R al) ∗Al = the right side. The proof of the lemma is completed.
Denote by (A,B) the pair of a matrix bi-module problem and its associated bocs. Then the
matrix equation (Θ +H)(Υ + Π) = (Υ +Π)(Θ +H), more precisely,(∑n
i=1 ai ∗Ai +H
)(∑
X∈T eX ∗EX +
∑m
j=1 vj ∗ Vj
)
=
(∑
X∈T eX ∗ EX +
∑m
j=1 vj ∗ Vj
)(∑n
i=1 ai ∗Ai +H
) (1.4-2)
is called the formal equation of (A,B) due to the following theorem.
Theorem 1.4.2 The entry at the leading position of Al in the formal equation is
δ(al) = ι1(al)− τ1(al) + ∂1(al).
Proof. According to Formula (1.4-2) and Lemma 1.4.1:∑n
l=1 δ(al) ∗ Al =
∑n
l=1
(
alet(Al) − es(Al)al
)
∗ Al
=
∑
j,i(vj ∗ Vj)(ai ∗Ai)−
∑
i,j(ai ∗ Ai)(vj ∗ Vj) +
∑
j
(
(vj ∗ Vj)H −H(vj ∗ Vj)
)
=
∑n
l=1 ι1(al) ∗Al −
∑n
l=1 τ1(al) ∗ Al +
∑n
l=1 ∂1(al) ∗ Al
=
∑n
l=1
(
ι1(al)− τ1(al) + ∂1(al)
)
∗Al.
We obtain the expression at the leading position of Al for 1 6 l 6 n. The proof is finished.
Moreover, the first formula of Lemma 1.4.1 gives:(∑
X∈T
e
X
∗ E
X
+
∑m
i=1 vi ∗ Vi
)(∑
X∈T
e
X
∗ E
X
+
∑m
j=1 vj ∗ Vj
)
=
∑
X∈T
(e
X
⊗
R
e
X
) ∗ E
X
+
∑m
l=1 µ(vl) ∗ Vl.
(1.4-3)
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Now we define a special class of matrix bi-module problems to end the sub-section.
Definition 1.4.3 Let A = (R,K,M,H = 0) be a matrix bi-module problem with R trivial.
A is said to be bipartite if T = T ′∪˙T ′′, R = R′×R′′, K = K′×K′′ as direct products of algebras,
and M is a K′-K′′-bi-module.
Let Λ be a finite-dimensional basic k-algebra, J = rad(Λ) be the Jacobson radical of Λ
with the nilpotent index m, and S = Λ/J . Suppose {e1, · · · , eh} is a complete set of orthogonal
primitive idempotents of Λ. Taken the pre-images of k-bases of ei(J
i/J i+1)ej under the canonical
projections J i → J i/J i+1 in turn for i = m, · · · , 1, we obtain an ordered basis of J under the
length order, see [CB1, 6.1] for details. Then we construct the left regular representation Λ¯ of
Λ under the k-basis (an, · · · , a2, a1, e1, · · · , eh) of Λ, which yields a bipartite matrix bi-module
problem A = (R,K,M,H = 0) with
R = S × S; K0 ⊕K1 = Λ¯× Λ¯; M1 = rad(Λ¯); H = 0.
Remark 1.4.4 A simple calculation shows that the row indices of the leading positions of
the base matrices in A are pairwise different, and the column index of the leading position of
A ∈ AXZ equals jZ =max{j ∈ Z} for any X ∈ T , they are concentrated , the jZ -th column
is said to be a main column over Z. Such a fact is denoted by RDCC for short, which is not
essential in the proof of the main theorem, but makes it easier and more intuitive.
Example 1.4.5 [D1, R1] Let Q = q❥ ❥✻✻a b be a quiver, I = 〈a2, ba − ab, ab2, b3〉 be an
ideal of kQ, and Λ = kQ/I. Denote the residue classes of e, a, b in Λ still by e, a, b respectively.
Moreover set c = b2, d = ab. Then an ordered k-basis {d, c, b, a, e} of Λ yields a regular repre-
sentation Λ¯. A matrix bi-module problem A follows by Theorem 1.4.4, with its associated bocs
B. The formal equation of the pair (A,B) can be written as:
e 0 u1 u2 u4
e u2 0 u3
e 0 u2
e u1
e


0 0 a b d
0 b 0 c
0 0 b
0 a
0
 =

0 0 a b d
0 b 0 c
0 0 b
0 a
0


f 0 v1 v2 v4
f v2 0 v3
f 0 v2
f v1
f

where e = e
X
, f = e
Y
for simplicity. Denote by A,B,C,D the R-R-quasi-basis of M1, and by
a, b, c, d the R-R-dual basis of N1. From this we can obtain the associated bocs B with the layer
L = (R;ω; a, b, c, d;u1 , u2, u3, u4, v1, v2, v3, v4).
r
r
❘ ✠
X
Y❄❄
a b c d

δ(a) = 0,
δ(b) = 0,
δ(c) = u2b− bv2,
δ(d) = u1b+ u2a− bv1 − av2.
2 Reductions for Matrix Bi-module Problems
In the present section, we will define six reductions in terms of matrix bi-module problems
associated to those of bocses, and will give two additional ones. Then we discuss defining systems
of pairs, in order to construct the induced pairs in series of reductions.
§2.1 Triangular properties and admissible bi-modules
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Let A = (R,K,M,d) be a matrix bi-module problem. Then for any Ai ∈M1 ⊆ IMt(R⊗kR),
the leading position of VjAi (resp. AiVj) is strictly larger than that of Ai, since K1 ⊆ N(R⊗kR).
But A = {A1, · · · , An} is an ordered set of normalized basis, the left and right module action
satisfies Formula (2.1-1) below, so called triangular property:
l(K1 ×Ai), r(Ai ×K1),⊆ ⊕
n
l=i+1R
⊗3 ⊗
R⊗2
Al. (2.1-1)
Since (K1, C1) and (M1,N1) are dual R-R-bi-modules in the associated bi-co-module problem
C = (R, C,N , ∂) of A, the left and right co-module action also possesses the triangular property:
ι1(al) ∈ ⊕
l−1
i=1C1 ⊗R ai, τ1(al) ∈ ⊕
l−1
i=1ai ⊗R C1. (2.1-2)
Define a K-K sub-bi-module and the corresponding K-K-quotient-bi-module:
M(h) = ⊕ni=h+1∆¯⊗R⊗2 Ai ⊆M, M
[h] =M/M(h).
A
[h] = (R,K,M[h], d¯), with d¯ induced from d, is said to be a quotient of A, which itself might be
no longer a matrix bi-module problem. If Γ(h) is freely generated by a1, · · · , ah, the associated
bocs B = (Γ,Ω) has a sub-bocs:
B
(h) = (Γ(h),Γ(h) ⊗R Ω⊗R Γ
(h)).
Note a simple fact: let (A,C,B) be a triple defined above, then
l(K1 ×M1), r(M1 ×K1),d(K1) ⊆M
(h)
1 in A
⇐⇒ C1 ⊗R N
(h)
1 = 0,N
(h)
1 ⊗R C1 = 0, ∂(N
(h)
1 ) = 0 in C
⇐⇒ δ(Γ(h)) = 0 in B.
In fact, the condition in A is equivalent to ηjil = 0, σijl = 0, ζjl = 0 for l = 1, · · · , h and any i, j,
which is equivalent to the condition on C and B.
Let RX = k[x, φ(x)
−1], r a fixed positive integer, and λ1, . . . , λs ∈ k with φ(λi) 6= 0, write
g(x) = (x− λ1) · · · (x− λs). Define a minimal algebra S and a RX -module K over S:
S =
(∏s
i=1
∏r
j=1 k1Zij
)
× k[z, φ(z)−1g(z)−1],
K =
(
⊕si=1 ⊕
r
j=1 ⊕
j
q=1 k1Zijq
)
⊕ k[z, φ(z)−1g(z)−1],
K(x) = W¯ : K → K, W¯ ≃ ⊕si=1 ⊕
r
j=1 Jj(λj)1Zij ⊕ (z),
(2.1-3)
a Weyr matrix over S. Set n
X
= 12sr(r + 1) + 1, denote by {(i, j, l) | 1 6 l 6 j, 1 6 j 6 r, 1 6
i 6 s} ∪ {n
X
}, the index set of the direct summands of K. The order on the set is defined by
(i, j, l) ≺ (i′, j′, l′)⇐⇒ i < i′; or i = i′, l < l′; or i = i′, l = l′, j > j′.
there is a partition on the index set, such that Zij = {(i, j, l) | l = 1, · · · , j}, Z = {nX}. Suppose
e
(i,j,l)
and f
(i,j,l)
are 1×n
X
and n
X
×1 matrices respectively, with 1
Zij
at the (i, j, l)-th component
and 0 at others. Let m
X
square matrix f ⊗
S
e (resp. f ⊗k e) stand for the usual matrix tensor
product over S (resp. k). Let EndRX (K) be the endomorphism ring of K over Σ =
∑∞
p=1 S
⊗p.
Then the S-quasi basis of index 0, and S-S-quasi-basis of index 1 are given respectively by
{Fij =
∑j
l=1 f(i,j,l) ⊗S e(i,j,l) ;FmXmX = fmX ⊗S emX | 1 6 j 6 r, 1 6 i 6 s}.
Fijj′l =
∑j′−l+1
h=1 f(i,j,h) ⊗k e(i,j′,l+h−1) ,

l = 1, · · · , j′, if j > j′;
l = 2, · · · , j′, if j = j′;
l = j, · · · , j′, if j < j′.
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Define a path algebra RXY , a minimal algebra S and a RXY -module K over S:
RXY : X
a1→ Y, S =
∏3
i=1 SZi , SZi = k1Zi , i = 1, 2, 3;
KX = k1Z2 ⊕ k1Z1 , KY = k1Z3 ⊕ k1Z2 , K(a1) =
(
0 1Z2
0 0
)
: KX → KY .
(2.1-4)
Let EndRXY (K) be over Σ, the S-quasi basis and S-S-quasi-basis are given respectively by
FZ1 = fZ1(X,2) ⊗S eZ1(X,2) , FZ3 = fZ3(Y,1) ⊗S eZ3(Y,1) ,
FZ2 = (fZ2(X,1) ⊗S eZ2(X,1) , fZ2(Y,2) ⊗S eZ2(Y,2) );
FZ2Z1 = fZ2(X,1) ⊗k eZ1(X,2) , FZ3Z2 = fZ3(Y,1) ⊗k eZ2(Y,2) .
Define RXY , S,K below, then EndRXY (K) over Σ has S-quasi basis {FZ} of index 0, and
the part of index 1 in EndRXY (K) is 0. Let RX = k[x, φX (x)
−1], RY = k1Y or k[y, φY (y)]:
RXY : Xx 88
a1 // Y , or Xx 88
a1 // Y yff ; S = Xz 88 ;
KX = S, KY = S, K(a1) = (1Z), K(x) = (z), or addK(y) = (z) if Y ∈ T1;
FZ = (fZX ⊗S eZX , fZY ⊗S eZY ).
(2.1-5)
Definition 2.1.1 Let (A,B) be a pair, let R′ be a minimal algebra with algebra ∆′ =∑∞
p=1R
′⊗p in Formula (1.1-3), and d = (n
X
| X ∈ T ) a dimension vector over T . An R′-R¯-bi-
module L (or an R¯-module over R′) is said to be admissible, if L satisfies (a1)-(13) below.
(a1) There are three cases:
① dX = 1, or 0 for any X ∈ T . R¯ = R or R[a1] with δ(a1) = 0;
② RX = k[x, φ(x)−1], R¯ = R, and R′ = S ×
∏
Y 6=X RY , L = K ⊕ (⊕Y ∈T ,Y 6=XRY ) with S,K
defined in Formula (2.1-3);
③ R¯ = RXY ×
∏
U∈T ,U 6=X,Y RU with X,Y ∈ T0, δ(a1) = 0, and R
′ = S ×
∏
U 6=X,Y RY ,
L = K ⊕ (⊕U∈T ,U 6=X,YRU ) with S,K defined in Formula (2.1-4).
(a2) Denote unified by L = ⊕X∈T LX , LX = ⊕
n
X
p=1R
′
Z(X,p)
,X ∈ T . Let e
Z(X,p)
be a (1×n
X
)-
matrix row with the p-th entry 1Z(X,p) and others zero. Let L
∗ = HomR′(L,R
′) be an R¯-R′-bi-
module, f
Z(X,p)
= e∗
Z(X,p)
= eT
Z(X,p)
be an (n
X
× 1)-matrix column. And e(f) = ef.
(a3) E¯ =EndR(L) ⊆ ΠX∈T Tn
X
(∆′), where E¯0 ≃ R
′; E¯1 is a quasi-free R
′-R′-bi-module;
and E¯ is finitely generated in index (0, 1). Forgotten the R¯-R¯-structure on L∗ ⊗ L, we assume
E¯0 ⊆ ΠX∈T Dn
X
(R′) ⊆ ΠX∈T (L
∗ ⊗R′ L);
E¯1 ⊆ ΠX∈T Nn
X
(R′ ⊗k R
′) ⊆ ΠX∈T (L
∗ ⊗k L).
Lemma 2.1.2 Let D be a commutative algebra, and Λ,Σ be commutative D-algebras. Let
ΛG and ,SΣ be finitely generated projective left Λ-module and right Σ-module respectively, then
there exists a Λ⊗D Σ-module isomorphism
HomΛ(G,Λ) ⊗D HomΣ(S,Σ) ∼= HomΛ⊗DΣ(G ⊗D S,Λ⊗D Σ).
Proof We first claim, that G⊗DS is a projective Λ⊗DΣ-module. In fact, suppose G⊕G
′ = F1,
and S ⊕ S ′ = F2 are free modules over Λ, Σ respectively. Then G ⊗D S is a direct summand of
the free Λ⊗D⊗Σ-module F1⊗F2. Consequently, HomΛ⊗DΣ(G⊗DS,Λ⊗DΣ) is also a projective
Λ⊗D Σ-module. Consider the following commutative diagram
HomΛ(G,Λ) ×HomΣ(S,Σ) //
ψ

HomΛ(G,Λ) ⊗D HomΣ(S,Σ)
ψ˜ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
HomΛ⊗DΣ(G ⊗D S,Λ⊗D Σ)
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Let f ∈ HomΛ(G,Λ) and g ∈ HomΣ(S,Σ). Since f and g are D-linear, there exists a Λ ⊗D Σ-
linear map ψ : G ⊗D S → Λ⊗D Σ, such that (ψ(f, g))(x ⊗ y) = f(x)⊗ g(y), for (x, y) ∈ G × S.
Now ψ(fr, g) = ψ(f, rg) for r ∈ D. Thus there exists a unique (Λ ⊗D Σ)-linear map ψ˜ given
by f ⊗ g 7→ ψ(f, g), which is clearly natural in both G and S. ψ˜ is an isomorphism if ΛG,SΣ
are free, consequently so is for ΛG,SΣ being projective by [J] p134, Proposition 3.4-3.5. This
completes the proof.
Proposition 2.1.3 If R¯,R′ are viewed as categories A′, B′ respectively, and L as a functor
θ′, then θ′ is an admissible functor given by Defined 4.3 of [CB1].
(We stress in particular, that the opposite construction is usually impossible. Throughout
the paper, we use the right module structure and upper triangular matrix, which is opposite to
the left module and lower triangular matrix used in [CB1].)
Proof (i) Let θ′(X) = ⊕
n
X
p=1Z(X,p), (a1) implies (A1)-(A2) of Definition 4.3 in [CB1].
(ii) Let E¯∗0 =HomR′(E¯0, R
′), then E¯∗0 ≃HomR′(R
′, R′) ≃ R′. And by Lemma 1.2.2,
HomR′(L
∗ ⊗R′ L,R
′) ≃ HomR′⊗R′R′(L
∗ ⊗R′ L,R
′ ⊗R′ R
′)
≃ HomR′(L
∗, R′)⊗R′ HomR′(L,R
′) ≃ L⊗R′ L
∗.
We may establish an equivalent relation ∼ on the elements of L ⊗R′ L
∗: two elements are
equivalent, if and only if both of them acting on every R′-base matrix of E¯0 have the same
value in R′. In the case of Definition 2.1.1 (a1) ①, if R¯ = R[a1] with RXY , S,K given in
Formula (2.1-5), e
ZX
⊗R′ fZX and eZY ⊗R′ fZY acting on FZ equal 1Z , and 0 on others; while
e
ZX
⊗R¯ fZX = eZY ⊗R¯ fZY by carrying a1 across the tensor product. In (a1) ②, e(ijl) ⊗R′ f(ijl)
acting on Fij equal 1Zij , and 0 on others; while e(ij1) ⊗R¯ f(ij1) = · · · = e(ijj) ⊗R¯ f(ijj) . In (a1) ③,
e
Z2(X,1)
⊗
R′
f
Z2(X,1)
and e
Z2(Y,2)
⊗
R′
f
Z2(Y,2)
acting on (FX,Z2 , FY,Z2) equal 1Z2 , and 0 on others;
while e
Z2(X,1)
⊗
R¯
f
Z2(X,1)
= e
Z2(Y,2)
⊗
R¯
f
Z2(Y,2)
. And in all the cases, we have a unique e
ZZ
⊗
R′
f
ZZ
acting on e
ZZ
⊗
R′
f
ZZ
equals 1Z , and 0 on others. Moreover any element besides action on E¯0
is 0. Therefore (L ⊗R′ L
∗/ ∼) ≃ L ⊗R¯ L
∗, and we obtain the R′-quasi-basis of E¯∗0 formed as
{e
ZX,p
⊗
R¯
f
ZX,p
} dual to that of E¯0.
(iii) Let E¯∗1 =HomR′⊗2(E¯1, R
′⊗2), by Lemma 2.1.2:
HomR′⊗kR′(L
∗ ⊗k L,R
′ ⊗k R
′) ≃ HomR′(L
∗, R′)⊗k HomR′(L,R
′) ≃ L⊗k L
∗. (2.1-6)
We establish an equivalent relation ∼ on the elements of L⊗kL
∗: two elements are equivalent, if
and only if both of them acting on every base matrix of E¯1 have the same value in R
′⊗k R
′. In
the case of Definition 2.1.1 (a1) ①, E¯1 = 0, so that E¯∗1 = 0. In (a1) ②, ei,j,h⊗k fi,j′,l+h−1 acting on
Fijj′l equal 1Zij ⊗k 1Zij′ , and 0 on others; while e(ij1) ⊗R¯ f(ij′l) = · · · = e(ij,j′−l+1)⊗R¯ f(ij′j′) ,∀ j > j
′
and e
(ij1)
⊗
R¯
f
(ij′l)
= · · · = e
(ij,j−l+1)
⊗
R¯
f
(ij′j)
∀ j < j′ by carrying x across the tensor product.
In (a1) ③, we have the unique element e
Z2(X,1)
⊗
R′
f
Z1(X,2)
acting on FZ2Z1 equals 1Z2 ⊗k 1Z1 ,
and 0 on FZ3Z2 ; similar for eZ3(Y,1) ⊗R′ fZ3(Y,2) . Moreover any element besides action on E¯ is
0. Therefore (L ⊗k L
∗/ ∼) ≃ L ⊗R¯ L
∗, and we obtain the R′-R′-quasi-basis of E¯∗1 formed as
{e
ZX,p
⊗
R¯
f
ZX,q
} dual to that of E¯1. The picture below shows e(ij1) ⊗R¯ f(ij′l) in E¯
∗
1 of (a2) as
dotted arrows in the case of s = 1, r = 3:
Z1
&&++ Z2kk
''++ Z3kk ggff

XX
Summary up (ii)-(iii), B′ ⊗A′ B
′ is determined by E¯∗0 ⊕ E¯
∗
1 , J
′ by E¯∗1 is projective. There
is a natural map (E¯∗0 ⊕ E¯
∗
1) → R
′, e
Z(X,p)
⊗
R¯
f
ZY,q
7→ e
Z(X,p)
f
Z(Y,q)
, which equals 1Z(X,p) for
Z(X,p) = Z(Y,q), or 0 otherwise. Thus J
′ is the kernel of the map B′ ⊗A′ B
′ → B′. (A3) follows.
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(iv) (A4)-(A6) are easy. There is a natural ordering on the basis of E¯∗1 transferred from that
of E¯1, (A7) follows. The lemma is proved.
More generally, E¯0 has a R
′-quasi-basis {FZ = (FZ,X | X ∈ T ) | Z ∈ T
′}, such that
FZ,X = diag(sZ(X,1) , · · · , sZ(X,n
X
)
),
{
s
Z(X,p)
= 1Z , for Z(X,p) = Z;
s
Z(X,p)
= 0, for Z(X,p) 6= Z.
And E¯1 has a R
′-R′-quasi basis F1, · · · , Fl, where for i = 1, · · · , l:
Fi = (Fi,X | X ∈ T ), Fi,X ∈ Nn
X
(
R′ ⊗k R
′
)
.
The multiplication of two base matrices is given by usual ∆′-matrix product component wise.
IMn
X
×n
Y
(R′⊗kR
′),∀X,Y ∈ T , possesses an R¯-R¯-bi-module structure as follows: taken any
f
Z(X,p)
⊗k eZ(Y,q) , b, c ∈ {x | X ∈ T } ∪ {a1} with e(b) = X, s(c) = Y ,
b⊗R¯ (fZ(X,p) ⊗k eZ(Y,q) )⊗R¯ c = L(b)(fZ(X,p) ⊗k eZ(Y,q) )L(c).
Construction 2.1.4 Let A = (R,K,M,d) be a matrix bi-module problem, and B the
associated bocs. Suppose R¯,R′, L, d are given in Definition 2.1.1. Then there is an induced
matrix bi-module problem A′ = (R′,K′,M′,H ′) in the following sense.
(i) The size vector of the matrices in K′,M′ and H ′ over T is n determined by d: ni = nX
for i ∈ X. Then t′ =
∑
i∈T ni, the set of integers T
′ = {1, · · · , t′}.
(ii) K′0 ≃ R
′, an isomorphism E¯0
ν0→ K′0 gives the R
′-quasi-basis {E′Z =
∑
X∈T FZ,X ∗
EX ∈ Dt′(R
′) | Z ′ ∈ T ′} of K′0, where ∗ is given by Definition 1.3.2 (ii) for S = R
′, p = 1.
K′1 = K
′
10⊕K
′
11. An isomorphism E¯
ν1
≃ K10 gives the R
′-R′-quasi basis F ′ = {
∑
X∈T Fi,X ∗EX |
i = 1, · · · , l} of K10 given by 1.3.2 (ii) for S = R
′, p = 2; K11 = (L
∗ ⊗k L)⊗R⊗2 K1 with a basis
U ′ = {(f
Z
(X′
j
,p)
⊗k eZ
(Y ′
j
,q)
) ∗ Vj | 1X′jVj1Y ′j = Vj , ∀ p, q; j = 1, · · · ,m} ⊆ Nt′(R
′ ⊗k R
′) by 1.3.2
(iii) for S = R′, p = 2. The basis of K′1 is V
′ = F ′ ∪ U ′.
(iii) M′1 ≃ (L
∗ ⊗k L) ⊗R⊗2 M1, with the normalized R
′-R′-quasi-basis A′ = {(f
Z(Xi,p)
⊗k
e
Z(Yi,q)
) ∗ Ai | 1XiAi1Yi = Ai, ∀ p, q} given by Definition 1.3.2 (iii) for S = R
′, p = 2, where
1 6 i 6 n if R¯ = R, and 1 < i 6 n if R¯ = R[a1].
(iv) H ′ =
∑
X∈T HX(LX(x))+L(a1) ∗A1, where LX(x) = W¯X , HX(W¯X) is defined in 1.3.2
(i); and ∗ is given by 1.3.2 (iii) for S = R′, p = 1.
The multiplication is given by usual ∆′-matrix product according to Lemma 1.3.3, as an
example, we calculate r′11 :M
′
1 ⊗K
′
1 → K
′
2 by substituting W¯X for x:
((fXl,p ⊗k eZYl,q ) ∗ Al)(Fh,Yl ∗ EYl) = ((fZXl,p ⊗k eZYl,q′
)Fh,Yl) ∗ (AlEYl);
((fZXi,p1 ⊗k eZYi,q1 ) ∗ Ai)((fZX′j,p2
⊗k eZY ′
j
,q2
) ∗ Vj)
=
∑
l((fZXi,p1 ⊗k eZYi,q1 )(fZX′j,p2
⊗k eZY ′
j
,q2
)⊗R⊗3 σijl) ∗ Al,
by 1.3.3 (ii) and (iii) for p = 2 = q. m′11, l
′
11,d
′
1 are similar. The proof is finished.
Proposition 2.1.5 Let (A,B) be a pair, and A′ be given by Construction 2.1.4. Then
the associated bocs B′ of A′ is the induced bocs of B given by Proposition 4.5 in [CB1]. And
R(A′) ≃ R(B′).
Proof Denote by C′ = (R′, C′,N ′, ∂′) the associated bi-co-module problem of A′.
(i) C′0 = HomR′(K
′
0, R
′). The isomorphism E¯∗0 = HomR′(E¯0, R
′)
ν∗0→ HomR′(K
′
0, R
′) = C′0
gives the R′-quasi-basis {e′
Z
| Z ∈ T ′} of C′0, the image of the basis of E¯
∗
0 given in the proof (ii)
of Proposition 2.1.3 under ν∗0 , which is R
′-dual to that of K′0.
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(ii) C′1 = HomR′⊗2(K
′, R′⊗2) ≃ C′10 ⊕ C
′
11. E¯
∗
1 = HomR⊗2(E¯1, R
⊗2)
ν∗1→ HomR′⊗2(K
′
10, R
′⊗2) =
C′10 is an isomorphism, the R
′-R′-quasi-basis of C′10 is the image of that in E¯
∗
1 given by the proof
(iii) of 2.1.3 under ν∗1 . According to Lemma 2.1.2 and Formula (2.1-6):
C′11 = HomR′⊗2(K
′
11, R
′⊗2) = HomR′⊗2((L
∗ ⊗k L)⊗R⊗2 K1, R
′⊗2)
≃ HomR′⊗2⊗
R⊗2R
⊗2((L∗ ⊗k L)⊗R⊗2 K1, R
′⊗2 ⊗R⊗2 R
⊗2)
≃ HomR′⊗2(L
∗ ⊗k L,R
′⊗2)⊗R⊗2 (K1, R
⊗2) ≃ (L⊗k L
∗)⊗R⊗2 C1.
Write U ′∗ = {(e
Z
(X′
j
,p)
⊗k fZ
(Y ′
j
,q)
) ⊗
R⊗2
vj | ∀ p, q; 1 6 j 6 m}, which is R
′-R′-dual to U ′ given
in Construction 2.1.4 (ii). The R′-R′-quasi basis V ′∗ of C′1 is given respectively by: V
′∗ = U ′∗
in the case of Definition 2.1.1 (a1) ①; V ′∗ = U ′∗ ∪ {e(ij1) ⊗R¯ f(ij′l) | i, j, l} in (a1) ②; V
′∗ =
U ′∗ ∪ {e
Z1(X,2)
⊗
R¯
f
Z1(X,2)
, e
Z3(Y,1)
⊗
R¯
f
Z3(Y,1)
} in (a1) ③, which is dual to the basis V ′ of K′1.
(iii) N ′1 = HomR′⊗2(M
′
1, R
′⊗2) ≃ (L⊗kL
∗)⊗R⊗2M1, withR
′-R′-quasi basisA′∗ = {(e
Z(Xi,p)
⊗k
f
Z(Yi,q)
)⊗
R⊗2
ai | ∀ p, q} dual to A
′, where 1 6 i 6 n for R¯ = R, and 1 < i 6 n for R¯ = R[a1].
(iv) The co-multiplication µ′, the left, (resp.right) co-module action ι′, (resp.τ ′), and the
co-derivation ∂ are dual to m′, l′, r′,d′ respectively. For example, τ ′11 : N
′
2 → N
′
1 ⊗R′ C
′
1,
τ ′11((eZXl,p1
⊗k fZYl,q2
)⊗
R⊗2
al) =
∑
q>q2
(
(e
ZXl,p1
⊗
R
al ⊗R fZYl,q
)⊗
R′
(e
ZYl,q
⊗
R¯
f
ZYl,q2
)
)
+
∑
i,j
(
e
ZXl,p1
⊗
R
ai ⊗R (
∑
X=e(ai)=s(vj);p,q
f
ZX,p
⊗
R
e
ZX,q
)⊗
R
vj ⊗R fZYl,q2
)
⊗R⊗3 σijl.
Finally, we obtain the bocs B′ of C′, with a layered L′ and the differential δ′ given in [CB1] 4.5,
the proof is finished.
2.2 Reductions for matrix bi-module problems
The present subsection is devoted to introducing seven reductions of matrix bi-module prob-
lems based on Construction 2.1.4, where the last two do not occur in the previous papers on
bocses. And finally we give a regularization as the eighth reduction.
Proposition 2.2.1 (Localization) Let (A,B) be a pair with RX = k[x, φ(x)
−1], and R′X =
k[x, φ(x)−1c(x)−1] a finitely generated localization of RX . Define R¯ = R, the minimal algebra
R′ = R′X ×
∏
Y ∈T \{X} RY , L = R
′. Then L is an admissible R′-R¯-bi-module.
(i) There exists an induced matrix bi-module problem A′ = (R′,K′,M′,H ′) of A and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by localization [CB1, 4.8] is the associated bocs of A′.
Proposition 2.2.2 (Loop mutation) Let (A,B) be a pair, X ∈ T0, a1 : X 7→ X, δ(a1) = 0.
Define R¯ = R[a1], a minimal algebra R
′ = R′X ×
∏
Y ∈T \{X}RY , with R
′
X = k[x], and L = R
′.
Then L is an admissible R′-R¯-bi-module.
(i) There exists an induced matrix bi-module problem A′ = (R′,K′,M′,d′) of A, and a
equivalent functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by θ′ : A′ → B′, with θ′(Y ) = Y,∀Y ∈ T , θ′(a1) = x,
is the associated bocs of A′ by Proposition 2.1.3.
Proposition 2.2.3 (Deletion) Let (A,B) be a pair, T ′ ⊂ T . Define R¯ = R, R′ =
∏
X∈T ′ RX ,
and L = R′. Then L is an admissible R′-R¯-bi-module.
(i) There exists an induced matrix bi-module problem A′ = (R′,K′,M′,H ′) of A, and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ obtained by deletion of T \ T ′ given by [CB1, 4.6] is the associated
bocs of A′.
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Proposition 2.2.4 (Unraveling) Let (A,B) be a pair with RX = k[x, φ(x)
−1]. Define
R¯ = R, R′ = S ×
∏
Z∈T \{X}RZ , L = K ⊕ (⊕Z∈T \{X}RZ) with S and K given by Formula
(2.1-3). Then L is an admissible R′-R¯-bi-module according to Definition 2.1.1 (a1) ②.
(i) There exists an induced matrix bi-module problem A′ = (R′,K′,M′,H ′) and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ given by unraveling in [CB1, 4.7] is the associated bocs of A′.
Proposition 2.2.5 (Edge reduction) Let (A,B) be a pair, X,Y ∈ T0, a1 : X 7→ Y, δ(a1) = 0.
Define R¯ = R[a1], R
′ = S ×
∏
Z∈T \{X,Y }RZ , L = K ⊕ (⊕Z∈T \{X,Y }RZ) with S and K defined
in Formula (2.1-4). Then L is an admissible R′-R¯-bi-module by Definition 2.1.1 (a1) ③.
(i) There exists an induced matrix bi-module problem A′ = (R′,K′,M′,H ′), and an equiv-
alence ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ given by edge reduction in [CB1, 4.9] is the associated bocs of A′.
Proposition 2.2.6 Let (A,B) be a pair, X,Y ∈ T0, a1 : X 7→ Y, δ(a1) = 0. Set R¯ = R[a1],
R′ = R, L = K⊕(⊕U∈T \{X,Y }RU ) withK : RX
(0)
→ RY . Then L is an admissibleR
′-R¯-bi-module.
(i) There is an induced problem A′ = (R′,K′,M′,d′), with K′ = K; M′ = M(1); H ′ = H.
And an induced fully faithful functors ϑ : R(A′) → R(A). The subcategory of R(A) consisting
of representations P with P (a1) = 0 is equivalent to R(A
′).
(ii) The induced bocs B′ given by the admissible functor θ′ : A′ → B′ with θ′(U) = U,∀U ∈
T and θ′(a1) = 0 is the associated bocs of A
′.
Proposition 2.2.7 Let (A,B) be a pair, X,Y ∈ T0, a1 : X 7→ Y, δ(a1) = 0. Set R¯ = R[a1]
R′ = S ×
∏
U∈T \{X,Y }RU , L = K ⊕ (⊕U∈T \{X,Y }RU ) with S and K defined in Formula (2.1-5).
Then L is an admissible R′-R¯-bi-module.
(i) There is an induced local problem A′, and an induced fully faithful functors ϑ : R(A′)→
R(A). The subcategory of R(A) consisting of P of size vectorm withm
X
= m
Y
, and rank(P (a1))
= m
X
for Y ∈ T0, or P (a1)
−1P (x)P (a1) = P (y) for Y ∈ T1, is equivalent to R(A
′).
(ii) The induced bocs B′ given by the admissible functor θ′ : A′ → B′ with θ′(X) = Z =
θ′(Y ); θ′(x) = z, θ′(a1) = (1), or in addition θ
′(y) = z if Y ∈ T1, is the associated bocs of A
′.
Let A = (R,K,M,d) be a matrix bi-module problem, C = (R, C,N , ∂) be the associated
bi-co-module problem, and B the bocs of C. Then
d(V1) = A1 +
∑
l>1 ζ1lAl, d(Vj) ∈ M
(1)
1 , j > 2 in A
⇐⇒ ∂(a1) = v1 in C⇐⇒ δ(a1) = v1 in B.
(2.2-1)
In fact, since ∂(a1) =
∑m
j=1 ζj1vj , we have ∂(a1) = v1, if and only if ζ11 = 1s(a1) ⊗k 1t(a1), and
ζj1 = 0 for all j > 2, if and only if d(V1) = A1 +
∑
l>1 ζ1lAl and d(Vj) ∈ M
(2) for all j > 2,
since d(Vj) = ζj1A1 +
∑
i>1 ζjiAi. Finally, since ι1(a1) = 0, τ1(a1) = 0 by triangularity of C,
δ(a1) = v1 in B, if and only if ∂(a1) = v1 in C by Theorem 1.4.2.
Remark Let A,C be given above, with ∂(a1) = v1, then
(i) K(1) = K0 ⊕ (⊕
m
j=2∆¯ ⊗R⊗2 Vj) is a sub-algebra of K, and M
(1) = ⊕ni=2∆¯ ⊗R⊗2 ai is a
K(1)-K(1)-sub-bi-module;
(ii) C(1) = ∆¯ ⊗
R⊗2
v1 is a co-ideal of C, C
[1] = C/C(1) is a quotient co-algebra, and N (1) =
∆¯⊗
R⊗2
a1 is a C-C-sub-bi-co-module, thus N
[1] = N/N (1) is a C[1]-C[1]-quotient bi-co-module.
Proof (i) For any Vi, Vj ∈ K1,
d(ViVj) = d(
∑m
l=1 γijl ⊗R⊗2 Vl) =
∑m
l=1 γijl ⊗R⊗2 d(Vl) =
∑
l,p(γijl ⊗R⊗2 ζlp)⊗R⊗2 Ap.
By triangularity (2.1-1), d(ViVj) = d(Vi)Vj + Vid(Vj) ∈ M
(1). Consequently, the coefficient of
A1 in the formula above
∑
l(γijl⊗R⊗2 ζl1) = 0, where ζ11 = 1, ζl1 = 0 for l > 1 by the hypothesis,
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so that γij1 = 0 for all 1 6 i, j 6 m. Therefore ViVj =
∑
l>1 γijl ⊗R⊗2 Vl ∈ K
(1) and hence K(1)
is a subalgebra of K. Finally, M(1) is a K(1)-K(1)-bi-module still by triangularity.
(ii) Since µ(v1) = µ(∂(a1)) = (∂ ⊗ 1l)(ι(a1)) + (1l ⊗ ∂)(τ(a1))
(2.1-2)
= (∂ ⊗ 1l)(es(a1) ⊗R a1) +
(1l⊗ ∂)(a1 ⊗R et(a1)) = 0, C
(1) is a co-ideal of C, which finishes the proof.
Proposition 2.2.8 (Regularization) Let (A,B) be a pair with δ(a1) = v1.
(i) There is an induced matrix bi-module problem A′ = (R,K(1),M(1),H) of A, and an
equivalent functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ given by regularization [CB1, 4.2] is the associated bocs of A′.
Proof (i) A′ is a matrix bi-module problem by Formula (2.2-1) and Remark (i) above. Note
that R′ = R,T ′ = T , for any P ∈ R(A) of size vector m, let f =
∑
X∈T ImX ∗EX + P (a1) ∗ V1,
then P ′ = f−1Pf ∈ R(A′). Therefore, ϑ is an equivalent functor.
(ii) C′ = (R, C[1],M[1], ∂¯) with ∂¯ induced from ∂ is the associated bi-co-module problem of
A
′ by Remark (ii) above. Thus the associated bocs B′ is given by regularization from B.
Let (A,B) be a pair, with a layer L = (R;ω; a1, · · · , an; v1, · · · , vm) in B. Suppose a1 : X 7→
Y , δ(a1) =
∑m
j=1 fj(x, y)vj 6= 0. In order to obtain δ(a1) = h(x, y)v
′
1, we make the following
base change:
(v′1, · · · , v
′
m) = (v1, · · · , vm)F (x, y) (2.2-2)
with F (x, y) ∈ IM(R ⊗k R) invertible. When X ∈ T0 or Y ∈ T0, R is preserved; but when
X,Y ∈ T1, some localization R
′
X = RX [c(x)
−1] (resp. R′Y = RY [c(y)
−1]) is needed, see [CB1,
§5]. Consequently, we have a base change of K1 dually given by
(V ′1 , · · · , V
′
m) = (V1, · · · , Vm)F (x, y)
−T . (2.2-3)
Finally we mention a simple fact according to all the reductions defined above. Suppose we
start from a matrix bi-module problem A0 = (R0,K0,M0,H = 0) with T 0 trivial, if there is a
sequence of reductions A0,A1, · · · ,Ar with Ar = (Rr,Kr,Mr,Hr), and X ∈ T r1 , H
r
X = (hij(x))
of size tr, then hij(x) = aij + bijx ∈ k[x] is of degree 1.
2.3 Canonical Forms
We will give a canonical form (cf.[S]) for each representation of a matrix bi-module problem,
and a sequence of reductions in the subsection.
Convention 2.3.1 Suppose A is a matrix bi-module problem, A′ an induced problem and
ϑ : R(A′)→ R(A) an induced functor. Let m′ be a size vector over T ′ of A′, define a size vector
m = (m1,m2, . . . ,mt) over T of A based on m
′:
(i) for regularization, loop mutation, localization, and Proposition 2.2.6, set m = m′;
(ii) for deletion, set mi = m
′
i if i ∈ X,X ∈ T
′, and 0 if i ∈ X,X ∈ T \ T ′;
(iii) for edge reduction, set mi = m
′
i if i ∈ Z,Z 6= X,Y , mi = m
′
Z1
+ m′Z2 if i ∈ X, and
mi = m
′
Z2
+m′Z3 if i ∈ Y ; for proposition 2.2.7, set mX = m
′
Z
= m
Y
;
(iv) for unraveling, set mi = m
′
i if i 6∈ X, and mi =
∑s
i=1
∑r
j=1 im
′
Zij
+m′Z0 if i ∈ X.
Then m is said to be the size vector determined by m′, and is denoted by ϑ(m′).
Let A = (R,K,M,H) be a matrix bi-module problem with trivial T , and m be a size vector.
For the sake of simplicity, write
Hm(k) =
∑
X∈T HX(ImX ), H(k) =
∑
X∈T HX(1). (∗)
Note that if a size vector m over T is not sincere, let T ′ = {i | mi 6= 0}, set the induced
bi-module problem A′ given by a deletion of T \ T ′, then the size vector m′ = (mi | mi 6= 0) is
sincere over T ′.
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Lemma 2.3.2 (cf.[S]) Let A = (R,K,M,H) be a matrix bi-module problem with T being
trivial. Let P be a representation of A with a sincere size vector m, by Definition 1.3.4,
P = Hm(k) +
∑n
i=1 P (ai) ∗ Ai.
Then there exists a matrix bi-module problem A′ = (R′,K′,M′,H ′) induced by one of the
following three compositions:
(i) Regularization;
(ii) Edge reduction: edge reduction + deletion;
(iii) Loop reduction: loop mutation + unraveling + deletion,
with a fully faithful functor ϑ : R(A′) → R(A), such that there is a representation P ′ ∈ R(A′)
having a sincere size vector m′ over T ′ with P ≃ ϑ(P ′) and ϑ(m′) = m, where
P ′ = Hm(k) +B ∗ A1 +
∑n′
i=1 P (a
′
i) ∗ A
′
i
as a k-matrix, B is given by one of Formulae (2.3-1)-(2.3-3) below.
Proof Let a1 : X 7→ Y in the associated bocs B of A.
(i) If δ(a1) = v1, denote by ∅ a distinguished zero matrix-block. Set
B = ∅m
X
×m
Y
; G = ∅1×1. (2.3-1)
We proceed with a regularization for A, obtain an induced problem A′, and an equivalence
ϑ : R(A′)→ R(A). Then P ≃ ϑ(P ′), P ′ is given in the proof (i) of Proposition 2.2.8.
(ii) If δ(a1) = 0 and X 6= Y , we proceed with an edge reduction for A and obtain an induced
problem A1. Let the invertible matrices fX ∈ IMm
X
(k), fY ∈ IMm
Y
(k), such that
B = f−1X P (a1)fY =
( 0 Ir
0 0
)
m
X
×m
Y
with r = rank(P (a1));
G = (0), (1Z2), (0 1Z2),
(1Z2
0
)
,
( 0 1Z2
0 0
)
,
(2.3-2)
where the first four cases of G are obtained by a deletion for A1: ① r = 0, delete Z2; now suppose
r > 0, ② m
X
= r = m
Y
, delete Z1 and Z3; ③ mX = r,mY > r, delete Z1; ④ mX > r,mY = r,
delete Z3. We obtain an induced problem A
′ of A1, and a fully faithful functor ϑ : R(A
′)→ R(A).
Let m′ = (m′i)i∈T ′ be a size vector over T
′, with m′
Z
= m
Z
for Z ∈ T \ {X,Y }, m′
Z1
= m
X
− r,
m′
Z2
= r and m′
Z3
= m
Y
−r. Then there is some P ′ = f−1Pf ∈ R(A′) of size m′ with P ≃ ϑ(P ′)
in R(A), where f = fX ∗EX + fY ∗ EY +
∑
Z∈T \{X,Y } ImZ ∗EZ .
(iii) If δ(a1) = 0 and X = Y , suppose P (a1) ≃ J = ⊕
s
i=1(⊕jJj(λi)
eij ), a Jordan form over k
with the maximal size r of the Jordan blocks. We first proceed with a loop mutation a1 7→ (x),
then with an unraveling for the polynomial g(x) = (x− λ1) · · · (x− λs) and the positive integer
r, thus obtain an induced problem A1 of A. Let the invertible matrix fX ∈ IMm
X
(k), such that
B = f−1X P (a1)fX =W ; G = W¯ , (2.3-3)
where W is a Weyr matrix, and G = W¯ being a Weyr matrix similar to ⊕eij 6=0Jj(λi)1Zij over
S. Finally, delete a set of vertices {Z0;Zij | eij = 0} from A1. We obtain an induced problem A
′
of A1, and a fully faithful functor ϑ : R(A
′)→ R(A). Let m′ = (m′i)i∈T ′ be a size vector over T
′
with m′
Z
= m
Z
for Z ∈ T \ {X}, and m′
Zij
= eij 6= 0; let f = fX ∗ EX +
∑
Z∈T \{X} ImZ ∗ EZ ,
then P ′ = f−1Pf ∈ R(A′) with a sincere size vector m′, such that P ≃ ϑ(P ′) in R(A).
In all the cases, P ′ = Hm(k) +B ∗ A1 +
∑n′
i=1 P (a
′
i) ∗ A
′
i. The proof is completed.
Repeating the procedure of Lemma 2.3.2, we obtain the following theorem by induction.
Theorem 2.3.3 (cf.[S]) Let A = (R,K,M,H = 0) be a matrix bi-module problem with
T trivial. Let m be a sincere size vector over T and P ∈ R(A) be a representation of size m.
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Then there exist a unique sequence of matrix bi-module problems, and a unique sequence of
representations:
A = A0, A1, . . . , Ai, Ai+1, . . . , Ar
G0 = 0, G1, . . . , Gi, Gi+1, . . . , Gr
B0 = 0, B1, . . . , Bi, Bi+1, . . . , Br,
P 0 = P, P 1, . . . , P i, P i+1, . . . , P r
where Ai+1 is obtained from Ai according to one of the three reductions given in Lemma 2.3.2
for i = 0, · · · , r − 1, such that
(i) Bi+1 and Gi+1 is defined by one formula of (2.3-1)-(2.3-3).
(ii) Let ϑi,i+1 : R(Ai+1)→ R(Ai) be the induced functor, there is a sincere size vector mi+1
over T i+1 with ϑi,i+1(mi+1) = mi and some P i+1 ∈ R(Ai) of size mi+1 with ϑi,i+1(P i+1) ≃ P i.
Denote by Aj1 the first quasi-base matrix ofM
j
1, then P
i+1 = Hmi+1(k)+
∑ni+1
j=1 M
i+1(aj)∗A
i+1
j .
(iii) Denote for i < j the composition of induced functors ϑij = ϑi,i+1 · · ·ϑj−1,j : R(Aj) →
R(Ai). Then ϑ0,i+1(Hmi+1(k)) =
∑i
j=0B
j+1 ∗ Aj1 ∈ R(A).
With the notation of Theorem 2.3.3, if Ar is minimal:
ϑ0r(P r) = ϑ0r(Hmr(k)) =
∑r−1
i=0 B
i+1 ∗ Ai1 ≃ P ∈ R(A). (2.3-4)
The matrix ϑ0r(P r) is called the canonical form of P , and denoted by P∞.
In the second and the third sequence of Theorem 2.3.3, if Gi+1 is obtained by an edge or
loop reduction, then “1” appearing in Bi+1, which is not an eigenvalue in the case of Bi+1 being
a Weyr matrix, is called a link of P∞. And denote by l(P∞) the number of links in P∞.
Corollary 2.3.4 [S, XZ] The canonical form of any representation P over a matrix bi-module
problem A = (R,K,M,H = 0) with R trivial is uniquely determined. Moreover,
(i) for any P,Q ∈ R(A), P ≃ Q if and only if P and Q have the same canonical form;
(ii) P is indecomposable if and only if l(P∞) = dim(P )− 1.
Corollary 2.3.5 Let A = (R,K,M,H = 0) be a matrix bi-module problem with T trivial,
let A′ = (R′,K′,M′,H ′) be an induced problem obtained by a sequence of reductions, and
ϑ : R(A′) → R(A) be the induced functor. If T ′ is trivial, then there is a unique reduction
sequence A = A0,A1, · · · ,Ai,Ai+1, · · · ,Ar = A′ in the sense of Theorem 2.3.2 performed for
P = ϑ(H ′(k)) ∈ R(A) according to Theorem 2.3.3.
Under the hypothesis of Corollary 2.3.5, let mr = (1, · · · , 1) and mi = ϑi,r(mr), we give a
Rr-structure on Bi+1 in Theorem 2.3.3 and denoted by Gi+1r ∈ IMmi
s(ai
1
)
×m
t(ai
1
)
(Rr): a non-zero
element gpq of G
i+1
r ∗A
r
1 belongs to R
r
Xr , whenever the entrance of the identity matrix E
r ∈ Kr
at the p-th row, as well as the q-th column by the definition of Hr, is 1Xr ∈ R
r
Xr . Then
Hr =
∑r−1
i=0 G
i+1
r ∗ A
i
1. (2.3-5)
It is easy to see, that Ar is local if and only if l
(
ϑ0r(Hr(k))
)
=dim
(
ϑ0r(Hr(k))
)
− 1. The
non-eigenvalue 1Xr appearing in G
i
r is called a link of H
r.
2.4 Defining systems
We introduce a concept of defining system in the subsection.
Let B = (bij)t×t and C = (cij)t×t be two t × t matrices over k. Given 1 6 p, q 6 t, the
notation B ≡≺(p,q) C (resp. B ≡(p,q) C, B ≡4(p,q) C) means that bij = cij for any (i, j) ≺ (p, q)
(resp. (i, j) = (p, q), (i, j) 4 (p, q)). One can define the similar notions for partitioned matrices.
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Let A = (R,K,M,H = 0) be a matrix bi-module problem with the associated bocsB, where
T and V = {V1, · · · , Vm} are both trivial. Suppose there exists a sequence with each reduction
being in the sense of Lemma 2.3.2:
(A,B) = (A0,B0), (A1,B1) · · · , (Ai,Bi)(Ai+1,Bi+1) · · · , (Ar,Br), · · · , (As,Bs). (2.4-1)
Sometimes, it is difficult to determine the dotted arrows in the induced bocs after some
reductions. Instead, we may consider a system of equations on dotted elements as variables (not
dotted arrows), and give explicitly the linear relations on those elements (used in section 4.5).
Theorem 2.4.1 With the assumption above, for i = 0, · · · , s, there exists a matrix equation
IEi over Ri ⊗k R
i, such that
(i) there is a basic solution of the system IEi, which forms a Ri ⊗k R
i-quasi-basis of Ki1;
(ii) the free variables in the basic solution form a Ri ⊗k R
i-quasi-basis of Ci1.
Proof Let Φm0 =
∑
j vj ∗ Vj , with m
0 = (1, · · · , 1), be the formal product Π of the pair
(A,B), and let IE0 : Φm0H
0 ≡≺(p,q) H
0Φm0 be a matrix equation, where the leading position of
A1 is (p, q), H
0 = 0. Then the basic solution of IE0 is {Vj}j , the R ⊗k R-basis of K1; and the
set of free variables is {vj}j , the R⊗k R-basis of C1. The assertion follows for i = 0.
Suppose a equation system IEi for the pair (Ai,Bi) satisfying (i) and (ii) has been obtained:
IEi : ΦmiH
i ≡≺(pi,qi) H
iΦmi , Φmi =
∑
X∈T w¯
i
X
∗EX +
∑
j v¯
i
j ∗ Vj, (2.4-2)
where (pi, qi) is the leading position of Ai1, v¯
i
j = (v
i
jpq) is the split of vj of size m
i
s(vj)
×mi
t(vj )
,
w¯i
X
= (wi
Xpq
) is a square matrix of the sizemi
X
, and vijpq, w
i
Xpq
are said to be dotted elements (not
dotted arrows). Both of them are over Ri ⊗k R
i, in fact, vijpq (resp. non-zero w
i
Xpq
) : Xi 7→ Y i,
provided the entry of the identity matrix Ei ∈ Ki with the same row (resp. column) index of
vijpq (resp. w
i
Xpq
) is 1
Xi
∈ Ri
Xi
(resp. 1
Y i
∈ Ri
Y i
). We now construct the system IEi+1.
(i) In the case of Regularization, we have mi+1 = mi, then equation ΦmiH
i ≡(pi,qi) H
iΦmi ,
combining with IEi form the equation system IEi+1 : Φmi+1H
i+1 ≡≺(pi+1,qi+1) H
i+1Φmi+1 .
(ii) In the cases of Loop or Edge reductions of Lemma 2.3.2, set the first arrow ai1 : X
i 7→
Y i in Bi, denote by n = ϑi,i+1(1, 1 · · · , 1) the size vector of H i+1(k) over T i, thus the size
vector ϑ0i(n) = mi+1 over T according to Convention 2.3.1. Suppose v¯ij = (v
i
jpq), define a
ns(vjpq) × nt(vjpq)-matrix block according to Theorem 2.1.3 (ii):
v¯i+1j =
∑
α,β(f(s(vjpq),α) ⊗k e(t(vjpq ),β)) ∗ vjpq.
If w¯i
X
= (wi
Xpq
), let w¯i+1
X
be given below for loop and edge reduction respectively:
w¯i+1
X
=
∑
α,β(f(s(wXpq ),α) ⊗k e(t(wXpq ),β)) ∗ w
i
Xpq
+
{ (∑
h,j,l(e(hj1) ⊗R f(hj′l)) ∗ Fhjj′l
)
∗Ei
Xi
|p∈X ;(
(e
Z2(Xi,1)
⊗
R
f
Z1(Xi,2)
) ∗ FZ2Z1
)
∗ Ei
Xi
+
(
(e
Z3(Y i,1)
⊗
R
f
Z2(Y i,2)
) ∗ FZ3Z2
)
∗ Ei
Y i
) |p∈X ,
where “ |p∈X ” means that the matrix blocks are restricted inside the (p, p)-th block for any
p ∈ X partitioned by T . Since the admissible bi-module depends only on the vertex set T ,
∗|p∈X are all equal when p runs over X. Thus IE
i+1 : Φmi+1H
i+1 ≡≺(pi+1,qi+1) H
i+1Φmi+1 with
Φmi+1 =
∑
X∈T w¯
i+1
X
∗EX +
∑
j v¯
i+1
j ∗ Vj in both cases, the theorem follows by induction.
Φmi and IE
i in Formula (2.4-2) are called the variable matrix of size vector mi, and the
defining system of the pair (Ai,Bi) respectively. It is clear that the system IEi consisting of the
equations at the (pi, qi)-th block for some 1 6 i 6 n, where (pi, qi) is the index of the leading
block determined by Ai partitioned under T .
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Next, we give a deformed system based on the defining system. Fix some 0 < r < s, write:
H i = H i1 +H
i
2, H
i
1 =
∑r−1
j=1G
j+1
i ∗ A
j
1, H
i
2 =
∑i−1
j=rG
j+1
i ∗A
j
1.
Suppose Ar = (Rr,Kr,Mr,Hr), the size vector mri = (mri1 , · · · ,m
ri
tr ) = ϑ
ri(1, · · · , 1) over T r.
Take a trivially normalized quasi-basis {V r1 , . . . , V
r
mr} of K
r
1, define a variable matrix of size
vector mri over T r and a matrix equation:
Ψmri =
∑
Xr∈T r w¯
ri
Xr
∗ EXr +
∑
j v¯
ri
j ∗ V
r
j ,
Ψmri(H
i
1 +H
i
2) ≡≺(pi,qi) (H
i
1 +H
i
2)Ψmri ,
where v¯rij = (v
ri
jpq) is the split of v
r
j of size m
ri
s(vrj )
×mri
t(vrj )
, w¯ri
Xr
= (wri
Xrpq
) is a square matrix of
the size mri
Xr
. Furthermore, the equation system is equivalent to:
IFri : ΨmriH
i
2 ≡≺(pi,qi) Ψ
0
mri
+H i2Ψmri ,
Ψ0
mri
= H i1Ψmri −ΨmriH
i
1.
(2.4-3)
Corollary 2.4.2 The matrix equations of formulae (2.4-2) and (2.4-3) are equivalent.
Now we give an altered Theorem used in section 5.2-5.4, which is very easy to be proved.
Theorem 2.4.3 (i) For each 0 6 i 6 s in the sequence (2.4-1), there is a defining system:
IEi : ΦmiH
i(k) ≡≺(pi,qi) H
i(k)Φmi ; Φmi =
∑
X∈T ZX ∗ EX +
∑
j Zj ∗ Vj , (2.4-4)
where ZX = (z
X
pq)mX×mX , ∀X ∈ T , and Zj = (z
j
rs)ms(vj )×mt(vj) for all quasi-basis matrix Vj of
K1 in A, where z
X
pq, z
j
pq are algebraically independent variables over k. Φmi is called a variable
matrix. Then the solution space of IEi is Ki0 ⊕K
i
1 forgotten the (R
i ⊕ (Ri ⊗k R
i))-structure.
(ii) Fix some 1 < r < s, define algebraically independent variable matrices ZriY of size
mriY ,∀Y
r ∈ T r, and Zrij of size m
ri
s(vrj )
× mri
t(vrj )
, 1 6 j 6 mr. Then the equation IFri below is
equivalent to IEi:
IFri : ΨmriH
i
2(k) ≡≺(pi,qi) Ψ
0
mri
+H i2(k)Ψmri ,
Ψ0
mri
= H i1(k)Ψmri −ΨmriH
i
1(k), Ψmri =
∑
Y ∈T r Z
ri
Y r ∗E
r
Y r +
∑mr
j=1 Z
ri
j ∗ V
r
j .
(2.4-5)
Corollary 2.4.4 δ(ai1) = 0 in B
i if and only if the equation IEi(pi,qi) is a linear combination
of the equations of IEi≺(pi,qi).
Finally, we perform reduction procedure for the matrix bi-module problem given in Example
1.4.5 in order to show some concrete calculation to end the sub-section.
Example 2.4.5 (i) Making an edge reduction for the first arrow a : X → Y by a 7→ G1 =
(1Z), we obtain an induced local bi-module problem A
1 (resp. induced bocsB1), with R1 = k1Z ;
H1 = (1Z) ∗A.
(ii) Making a loop reduction for b : Z → Z by b 7→ G2 = J2(0)1X , we obtain an induced local
pair (A2,B2) with R2 = k1X ,H
2 =
(1X 0
0 1X
)
∗A+
( 0 1X
0 0
)
∗B. Whose formal equation consists of
two matrix equations:
(
e v
0 e
)(
c11 c12
c21 c22
)
+
(
u211 u
2
12
u221 v
2
22
)(
0 1X
0 0
)
=
(
0 1X
0 0
)(
v211 v
2
12
v221 v
2
22
)
+
(
c11 c12
c21 c22
)(
e v
0 e
)
,
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(
e v
0 e
)(
d11 d12
d21 d22
)
+
(
u111 u
1
12
u121 u
1
22
)(
0 1X
0 0
)
+
(
u211 u
2
12
u221 u
2
22
)(
1X 0
0 1X
)
=
(
1X 0
0 1X
)(
v211 v
2
12
v221 v
2
22
)
+
(
0 1X
0 0
)(
v111 v
1
12
v121 v
1
22
)
+
(
d11 d12
d21 d22
)(
e v
0 e
)
.
Where (cpq)2×2, (dpq)2×2 are splits from c, d respectively, e = eX ; v ∈ C
2
1 dual to V =
(0 1X⊗k1X
0 0
)
∗
EX ∈ K
2
1, EX = (1XI10, 1XI10).
(iii) Making a loop mutation c21 7→ (x), then 3 steps of regularization, such that c22 7→
∅, u221 = xv; c11 7→ ∅, v
2
21 = vx; c12 7→ ∅, u
2
11 = v
2
22, we obtain an induced pair (A
3,B3) with the
differentials in B3: 
δ(d21) = xv − vx
δ(d22) = u
1
21 + u
2
22 − v
2
22 − d21v
δ(d11) = u
2
11 − v
2
11 − v
1
21 + vd21
δ(d12) = u
1
11 + u
2
12 − v
2
12 − v
1
22 − d11v + vd22.
(iv) Note that the blocks splitting from d22, d11, d12 will be going to ∅ by regularization for
any possible reductions for x and d21.
3 Classification of Minimally Wild Bocses
The present section is devoted to classifying so called minimally wild bocses, which are
divided into five classes. Then we prove the non-homogeneity for the bocses in four classes. But
the last class has been proved to be strongly homogeneous.
3.1 Exact structures on representation categories of bocses
In this sub-section we will recall the exact structure on representation categories of bocses.
We refer to [GR] and [DRSS] for the general concept of exact structure on additive categories
with Krull-Schmidt property.
Let B = (Γ,Ω) be a bocs with a layer L = (Γ′;ω; a1, · · · , an; v1, · · · , vm). From now on we
always assume that B is triangular on the dotted arrows, i.e. δ(vj) involves only v1, · · · , vj−1.
The bocs B0 = (Γ,Γ) is called a principal bocs of B. The representation category R(B0) is
just the module category Γ-mod.
Lemma 3.1.1 [O] Let B = (Γ,Ω) be a layered bocs, which is triangular on the dotted
arrows, and has a principle bocs B0.
(i) If ι :M → E is a morphism of R(B) with ι0 injective, then there exists an isomorphism
η and a commutative diagram in R(B), such that the bottom row is exact in R(B0). Dually, if
π : E → N is a morphism of R(B) with π0 surjective, then there exists an isomorphism η and
a commutative diagram in R(B), such that the bottom row is exact in R(B0).
M
ι
−−−−→ E
id
y yη
0 −−−−→ M −−−−→
ι′
E′
E
pi
−−−−→ N
η
y yid
E′ −−−−→
pi′
N −−−−→ 0
(ii) If (e) : M
ι
−→ E
π
−→ N with ιπ = 0 is a pair of composable morphisms in R(B) and
(e0) : 0 −→M
ι0−→ E
π0−→ L −→ 0 is exact in the category of vector spaces, then there exists an
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isomorphism η and a commutative diagram in R(B):
(e) M
ι
−−−−→ E
pi
−−−−→ N
id
y yη yid
(e′) 0 −−−−→ M −−−−→
ι′
E′ −−−−→
pi′
N −−−−→ 0
such that (e′) is an exact sequence in R(B0). Moreover, by choosing a suitable basis ofM,E
′, N ,
we are able to obtain ι′X = (0, I) and π
′
X = (I, 0)
T for all X ∈ T .
Lemma 3.1.2 Let B = (Γ,Ω) be a layered bocs, which is triangular on the dotted arrows.
(i) ι : M → E is monic in R(B) if ι0 : M → E is injective. Dually, π : E → N is epic in
R(B) if π0 : E → N is surjective.
(ii) A pair of composable morphisms (e) : M
ι
−→ E
π
−→ N with ιπ = 0 is exact in R(B), if
(e0) : 0 −→M
ι0−→ E
π0−→ N −→ 0 is exact as a sequence of vector spaces.
Proof. (i) If ι0 is injective, Lemma 3.1.1 (i) gives a commutative diagram with ι
′ :M → E′
in R(B0). Given any morphism ϕ : L → M with ϕι = 0, we have ϕιη = ϕι
′ = 0. Then
ϕ0ι
′
0 = 0 yields ϕ0 = 0. And for any vl : X → Y , δ(vl) =
∑
i,j ui ⊗Γ uj with ui, uj ∈ ⊕l′<lΓvl′Γ,
using induction: 0 = (ϕι′)(vl) = ϕ(vl)ι
′
Y + ϕXι
′(vl) +
∑
i,j ϕ(ui)ι
′(uj) = ϕ(vl)ι
′
Y , which yields
ϕ(vl) = 0 by the injectivity of ι
′
Y . Thus ϕ = 0 and ι is monic. The second one is proved dually.
(ii) We first prove that ι is the kernel of π. ① If (e0) is exact, then (i) tells that ι is monic.
② ιπ = 0. ③ Lemma 3.1.1 (ii) gives a commutative diagram. If ϕ : L → E with ϕπ = 0, then
ϕ(ηπ′) = 0. Let ξ = ϕη, then ξπ′ = 0 implies that ξXπ
′
X = 0 and ξ(v)π
′
Y = 0 for any vertex X
and any dotted arrow v : X → Y . Let ϕ′ : L → M be given by ϕ′Xι
′
X = ξX , ϕ
′(v)ι′Y = ξ(v),
then we obtain ϕ′ι′ = ξ. Thus ϕ′ι′η−1 = ϕ, i.e. ϕ′ι = ϕ. Therefore ι is a kernel of π. It can be
proved dually that π is a cokernel of ι. The proof is finished.
Let a layered bocs B = (Γ,Ω) be triangular on the dotted arrows. We define a class E of
composable morphisms in R(B), such that M
ι
−→ E
π
−→ L in E , provided that ιπ = 0 and
0 −→M
ι0−→ E
π0−→ L −→ 0 (3.1-1)
is exact as a sequence of vector spaces. It is clear that E is closed under isomorphisms.
Proposition 3.1.3 (Theorem 4.4.1 of [O] or [BBP]) Suppose a layered bocs B is triangular
on the dotted arrows, then E defined by Formula (3.1-1) is an exact structure on R(B), and
(R(B), E) is an exact category.
In particular, the bocs B associated to a matrix bi-module problem A = (R,K,M,H) is
triangular. In fact, the basis V = {V1, · · · , Vm} of K1 possesses a natural partial ordering:
Vi ≺ Vj provided their leading position (pi, qi) ≺ (pj, qj). Since K1 ⊂ Nt(R ⊗k R), Vi ⊗R Vj ∈∑
Vl≺Vi,Vj
R⊗3 ⊗R⊗2 Vl. Thus δ(vl) contains only vi ⊗R vj with vi, vj ≺ vl.
Corollary 3.1.4 ([B1] and Lemma 7.1.1 of [O]) Let B = (Γ,Ω) be a layered bocs.
(i) For any M ∈ R(B) with dimM = m. If mX 6= 0 for some vertex X ∈ T1, then M is
neither projective nor injective.
(ii) For any positive integer n, there are only finitely many iso-classes of indecomposable
projectives and injectives in R(B) of dimension at most n.
Remark 3.1.5 ([BCLZ], Def. 4.4.1 of [O]) Let B = (Γ,Ω) be a layered bocs, such that
(R(B), E) is an exact category. The almost split conflations has been defined in a general exact
category, consequently in R(B).
(i) An indecomposable representation M ∈ R(B) is said to be homogeneous if there is an
almost split conflation M
ι
−→ E
π
−→M .
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(ii) The category R(B) (or bocs B) is said to be homogeneous if for each positive integer
n, almost all (except finitely many) iso-classes of indecomposable representations in R(B) with
size at most n are homogeneous.
If B is of representation tame type, then R(B) is homogeneous [CB1].
(iii) The category R(B) (or bocsB) is said to be strongly homogeneous if there exists neither
projectives nor injectives, and all indecomposable representations in R(B) are homogeneous.
If B is a local bocs with a layer (R;ω; a; v), R = k[x, φ(x)−1], and the differential δ(a) =
xv − vx. Then R(B) is strongly homogeneous and representation wild type. In particular the
induced bocs given in Example 2.4.5 (iv) is strongly homogeneous [BCLZ].
Note that (R(B), E) may not have any almost split conflation. For example, set quiver
Q = ·a ;; bcc and Γ = kQ. Then R(B) for the principal bocs B = (Γ,Γ) has no almost split
conflations, see [V, ZL] for detail.
Recall from [CB1], let B = (Γ,Ω) be a minimal bocs. Then for any X ∈ T1 with RX =
k[x, φ
X
(x)−1], and for any λ ∈ k, φ
X
(λ) 6= 0, there is an almost split conflation:
S(X, 1, λ)
(0 1)
→ S(X, 2, λ)
(10)
→ S(X, 1, λ) in R(B), (3.1-2)
where S(X, 1, λ) (resp. S(X, 2, λ)) is given by k J1(λ)ee (resp. = k J2(λ)ee ) at X, and {0}
at other vertices.
3.2 Almost split conflations in reductions
In this subsection we always assume that B = (Γ,Ω) is a layered bocs with triangular
property on the dotted arrows, and B′ = (Γ′,Ω′) is an induced bocs given by one of 8 reductions
of sections 2.1-2.2. We will study the almost split conflations during the reductions.
Lemma 3.2.1 [B1] Let N ′ be an indecomposable representation in R(B′). If N ′ is non-
projective (resp. non-injective) in R(B′), then so is ϑ(N ′) in R(B).
Lemma 3.2.2 [B1] (i) If ι′ : M ′ → E′ is a morphism in R(B′) with ϑ(ι′) : ϑ(M ′) → ϑ(E′)
being a left minimal almost split inflation in R(B), then so is ι′. Dually if π′ : E′ → N ′ is a
morphism in R(B′) with ϑ(π′) : ϑ(E′) → ϑ(N ′) being a right minimal almost split deflation in
R(B), then so is π′.
(ii) If (e′) :M ′
ι′
→ E′
π′
→M ′ is a conflation in R(B′) with ϑ(e′) : ϑ(M ′)
ϑ(ι′)
→ ϑ(E′)
ϑ(π′)
→ ϑ(M ′)
being an almost split conflation in R(B), then so is (e′).
Let A = (R,K,M,H = 0) be a matrix bi-module problem with R being trivial and B the
corresponding bocs. Suppose that
(A,B) = (A0,B0), · · · , (Ai,Bi), (Ai+1,Bi+1), · · · , (As,Bs) (3.2-1)
is a sequence of reductions, such that Ai+1 is obtained from Ai in the sense of Lemma 2.3.2 for
i = 0, · · · , s− 1; the first arrow as1 ∈ B
s is a loop at Xs1 and δ(a
s
1) = 0.
Theorem 3.2.3 With the assumption above, taken any indecomposableM s ∈ R(As) of size
vector ms with ms
Xs1
= 1, M s(as1) = (λ). Suppose ϑ
0s(M s) =M is homogeneous with an almost
split conflation (e) :M → E → M in R(A). Then for i = 0, 1, · · · , s there exits an almost split
conflation (ei) :M i → Ei →M i in R(Ai), such that ϑ0i(ei) ≃ (e).
Proof We stress that M sX = k, and according to Theorem 2.3.3 (iii), as k-matrices:
M s = Hsms(k) +
∑
j M
s(asj) ∗ A
s
j , H
s
ms(k) =
∑s−1
j=1B
j+1 ∗ Aj1.
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The theorem is obviously true for i = 0. Suppose the assertion is valid for some 0 6 i < s, we
will reach the (i+ 1)-th stage. Set mi = ϑis(ms), Formula (3.2-2) gives as k-matrices:
M i =M s = H i
mi
(k) +Bi+1 ∗ Ai1 +
∑ni
j=2M
i(aij) ∗ A
i
j. (3.2-2)
If there exits an object Ei = H i2mi(k)+
∑mi
j=1E
i(aij)∗A
i
j ∈ R(A
i), and an almost split conflation
(ei) :M i
ιi
→ Ei
πi
→M i in R(Ai), such that ϑ0i(ei) ≃ (e), we will prove in (i) and (ii) below, that
there exists some isomorphism η : Ei 7→ Eˆi in R(Ai) with Eˆi(ai1) = B
i+1 ⊕Bi+1.
If this is the case, let ai1 : X → Y , SX and SY are invertible matrices determined by changing
certain rows and columns of Bi+1 ⊕Bi+1, such that S−1X (B
i+1 ⊕Bi+1)SY = I2 ⊗k B
i+1, define
a matrix S =
∑
Z∈T i PZ ∗ EZ with SZ = ImZ for Z ∈ T
i \ {X,Y }. Then as k-matrices:
R(Bi) ∋ S−1EˆS = H i2mi(k) + (I2 ⊗k B
i+1) ∗ Ai1 +
∑ni
j=2 S
−1
s(aij)
Eˆ(aij)St(aij )
∗ Aij
define
= H i+1
2mi+1
(k) +
∑ni+1
j=1 E
i+1(ai+1j ) ∗ A
i+1
j = E
i+1 ∈ R(Ai+1).
Thus we obtain a conflation (eˆi) : M i → SEˆiS−1 → M i equivalent to (ei) in R(Ai), and an
almost split conflation (ei+1) in R(Ai+1) with ϑi,i+1(ei+1) ≃ (eˆi) ≃ (ei) by Lemma 3.2.2 (ii).
Consequently ϑ0,i+1(ei+1) ≃ ϑ0i(ei) ≃ (e).
(i) If δ(ai1) = v
i
1 6= 0, after a regularization, Set Eˆ
i = {EˆiZ | dim(E
i
Z) = 2m
i
Z
, Z ∈ T i}
be a set of vector spaces. Let η : Ei → Eˆi, such that η
Z
= I2mi
Z
for any Z ∈ T i, and
η(vi1) = E
i(ai1), η(vj) = 0 for any j = 2, · · · ,m
i. Let Eˆi = η−1Eiη ∈ R(Ai), then Eˆi(ai1) =
Ei(ai1)− η(v
i
1) = (0)2mX×2mY = B
i+1 ⊕Bi+1 as desired.
(ii) If δ(ai1) = 0 in the case of edge or loop reduction, the proof is divided into three parts.
① We define an object Ls = Hs2ms(k) +
∑ns
i=1 L
s(asi ) ∈ R(A
s) with Ls(as1) =
(
λ 1
0λ
)
. Let
ϕs : Ls → M s be a morphism in R(As), such that ϕsXs =
(
IXs
0
)
,∀Xs ∈ T s, and ϕs(vsj ) = 0 for
any dotted arrow vsj in B
s. Clearly, ϕs is not a split epimorphism. Thus ϑis(ϕs) : ϑis(Ls) 7→
ϑis(M s) =M i is not a split epimorphism, since the functor ϑis is fully faithful.
② Because ϑis(Ls) = H i2mi(k)+(I2⊗kB
i+1)∗Ai1+
∑ni
j=2 ϑ
is(Ls)(ai)∗A
i
j by Formula (3.2-2),
we are able to construct an object Li with Li(ai1) = B
i+1 ⊕Bi+1 by changing certain rows and
columns in I2 ⊗k B
i+1, then there is an isomorphism Li
η
→ ϑis(Ls). We obtain a lifting ϕ˜i of
ϕi = ϑis(ϕs)η in R(Ai), such that ϕi = ϕ˜iπi, since πi : Ei → M i is right almost split in R(Ai).
The triangle and the square below are both commutative:
Li
ϕ˜i
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ ϕi
  ❇
❇❇
❇❇
❇❇
❇
Ei
πi
//M i
LiX
Li(ai1) //
ϕ˜i
X

LiY
ϕ˜i
Y

EiX
Ei(ai1)
// EiY
③ We may assume according to Lemma 3.1.1 that in the sequence (ei), ιi
Z
= (0 IZ), π
i
Z
=(
IZ
0
)
,∀Z ∈ T i, then Ei(aij) =
( M i(aij ) Kij
0 M i(aij)
)
. The commutative triangle forces ϕ˜Z =
(
IZ CZ
0Z DZ
)
for
each Z ∈ T i. The commutative square yields an equality(
IX CX
DX
)(
Bi+1 Ki1
Bi+1
)
=
(
Bi+1
Bi+1
)(
IY CY
DY
)
.
Let Eˆi = {EˆiZ | dim(E
i
Z) = 2m
i
Z
, Z ∈ T i} be a set of vector spaces. Define a set of isomorphisms
η : Ei → Eˆi, such that η
X
=
(
IX CX
0 IX
)
, η
Y
=
(
IY CY
0 IY
)
, and η
Z
= I2mi
Z
for Z ∈ T i \ {X,Y };
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η(vj) = 0 for any j = 1, · · · ,m
i. Let Eˆi(aij) = ηs(ai
j
)
Ei(aij)η
−1
t(ai
j
)
for j = 1, · · · , ni, we obtain an
object Eˆi = ηEη−1 ∈ R(Ai) with Eˆi(ai1) = B
i+1 ⊕Bi+1 as desired. The proof is completed.
Suppose B is a bocs, and bocs B′ is induced from B by deletion of a vertex set T ′ ⊂ T .
If M ′ ∈ R(B′),M = ϑ(M ′) ∈ R(B) is homogeneous with an almost split conflation (e) : M →
E → M , then there exists an almost split conflation (e′) ∈ R(B′) with ϑ(e′) ≃ (e). In fact,
dim(EX) = 2dim(MX) for any X ∈ T from the definition of the exact structure (3.1-1). So that
EX 6= {0} if and only if MX 6= {0}, and thus X /∈ T
′, E ∈ R(B′).
Suppose we have the following sequence with the first part up to the s-th pair is given by
Formula (3.2-1):
(A,B) = (A0,B0) · · · , (As,Bs), (As+1,Bs+1) · · · , (Ai,Bi), (Ai+1,Bi+1), · · · , (At,Bt). (3.2-3)
Assume that in the sequence (3.2-3), Bs is local with T s = {X}; Bs+1 is induced from
B
s by a loop mutation; and the reduction from Bi to Bi+1 is given by a localization then a
regularization, such that Ri+1 = k[x, φi+1(x)−1] for s < i < t, and Bt is minimal.
Corollary 3.2.4 Suppose M t ∈ R(Bt) with M tX = k,M
t(x) = (λ) being regular, such that
ϑ0t(M t) =M ∈ R(B) is homogeneous with an almost split conflation (e). Then there exists an
almost split conflation (et) of Formula (3.1-2) in R(Bt), such that ϑ0t(etλ) ≃ (e).
Proof Set M s = ϑst(M t), then M s(as1) = (λ). Lemma 3.2.3 gives an almost split conflation
(es) in R(Bs) with ϑ0s(es) ≃ (e). Moreover, R(As+1) ≃ R(As), and for i > s, R(Ai+1) is
equivalent to a subcategory of R(Ai) consisting of the objects M i with the eigenvalues of M i(x)
are not the roots of φi+1(x). The proof is finished.
Assume that in the sequence (3.2-3), Bs has two vertices X,Y , the first arrow as1 : X 7→ X
with δ(as1) = 0, B
s+1 is induced from Bs by a loop mutation as1 7→ (x); there exists a certain
index s < l < t, such that as+11 , · · · , a
s+1
l−s are either loops at X, or edges from Y to X, especially
as+1l−s : Y 7→ X. The reduction from B
i to Bi+1 is given by
① a localization then a regularization for the first loop at X, or a regularization for the first
edge; or a reduction given by proposition 2.2.6 for the first edge, when s < i < l;
② a reduction given by proposition 2.2.7, when i = l, then Bl+1 is local;
③ a localization then a regularization for the first loop, when l < i < t.
Corollary 3.2.5 Suppose M t ∈ R(Bt) with M tZ = k,M
t(z) = λ being regular, such that
ϑ0t(M t) = M ∈ R(B) is homogeneous with an almost split conflation (e), then there exists an
almost split conflation (etλ) ∈ R(B
t) given by Formula (3.1-2), such that ϑ0t(etλ) ≃ (e).
Proof SetM s = ϑst(M t), then M sX = k,M
s
Y = k, andM
s(as1) = (λ). Lemma 3.2.3 gives an
almost split conflation (es) :M s → Es →M s in Bs. Since R(Bs+1) ≃ R(Bs), we use induction
starting from Bs+1. Suppose for some i > s, there exists an almost split conflation
(ei) :M i
ιi
→ Ei
πi
→M i ∈ R(Bi) with M i = ϑit(M t), ϑsi(ei) ≃ (es),
we now construct an almost split conflation (ei+1) with ϑi,i+1(ei+1) ≃ (ei).
①, A regularization for an edge yields an equivalence; the proof of a regularization for a loop
is similar to that of Corollary 3.2.4.
Denote by ai1 : Y → X the first edge of B
i with δ(ai1) = 0. By Lemma 3.1.1 (ii), we may
assume ιi = (0 1), πi =
(1
0
)
. Proposition 2.2.6 tells M i(ai1) = (0), therefore E
i(ai1) =
(0 b
0 0
)
.
If 0 6= b ∈ k, define L ∈ R(Ai) with LX = k
2 = LY , L(x) = J2(λ), L(a
i
j) = 0,∀j, and a
morphism g : L → M i with gX =
(1
0
)
= gY , g(v) = 0 for all dotted arrows. Then g is not
a split epimorphism, there exists a lifting g˜ : L → Ei with g˜X =
(1 c
0 d
)
, g˜Y =
(1 c′
0 d′
)
. Since
27
g˜ is a morphism, Li(ai1)g˜X = g˜Y E
i(ai1), which yields 0 =
(0 b
0 0
)
a contradiction. Therefore
b = 0, Ei(ai1) =
(0 0
0 0
)
. Set Ei+1 ∈ R(Bi+1) with Ei+1(x) = J2(λ), E
i+1(ai+1j−1) = E
i(aij) for
j = 2, · · · , ni, then ϑi,i+1(Ei+1) = Ei.
② Proposition 2.2.7 tells M i(ai1) = (1), similar to proof ①, we may assume Ei(ai1) =
(1 b
0 1
)
≃(
1 0
0 1
)
. Therefore there is a Ei+1 ∈ R(Bi+1) with Ei+1(ai+1j−1) = E
i(aij) for j = 2, · · · , n
i, such
that ϑi,i+1(Ei+1) ≃ Ei.
③ Similar to the proof of Corollary 3.2.4, the proof is completed.
Lemma 3.2.6 (i) Suppose that f(x, y) ∈ k[x, y] with f(λ, µ) 6= 0. Let Wλ,Wµ be Weyr
matrices of size m,n and eigenvalues λ, µ respectively, and V = (vij)m×n with vij being k-
linearly independent. Let f(Wλ,Wµ)V = (uij)m×n. Then uij are also k-linearly independent
for 1 6 i 6 m, 1 6 j 6 n.
(ii) Let B be a bocs with R = RX × RY , where RX = k[x, φX(x)
−1], RY = k[y, φY (y)
−1],
and ai : X 7→ Y . Define δ
0(ai) to be a part of δ(ai) without the terms involving aj ,∀j < i. It is
possible that X = Y , in this case x stands for the multiplication from left and y from right.
δ0(a1) = f11(x, y)v1
δ0(a2) = f21(x, y)v1 + f22(x, y)v2,
· · · · · ·
δ0(an) = fn1(x, y)v1 + fn2(x, y)v2 + · · · fnn(x, y)vn,
where fii(x, y) ∈ RX × RY are invertible for i = 1, 2, · · · , n. Set x 7→ WX of size m with
eigenvalues λ satisfying φ
X
(λ) 6= 0, y 7→ WY of size n with eigenvalues µ satisfying φY (µ) 6= 0.
Then the solid arrows splitting from a1, · · · , an are all going to ∅ by regularization in further
reductions.
Proof (i) Set f(x, y) =
∑
i,j>0 αijx
iyj, then f(Wλ,Wµ)V =
∑
i,j>0 αijW
i
λV W
j
µ, we have
uij = f(λ, µ)vij +
∑
(i′,j′)≻(i,j) fi′j′(λ, µ)vi′j′ with fi′j′(x, y) ∈ k[x, y]. The conclusion follows by
induction on the ordered index set {(i, j) | 1 6 i 6 m, 1 6 j 6 n}. (ii) follows by (i) inductively.
3.3 Minimal wild bocses
In this sub-section we will define five classes of minimal wild bocses in order to prove the
main theorem. Our classification releases on the well-known Drozd’s wild configurations, which
is a refinement at some last reduction steps of those.
Proposition 3.3.1 ([CB1],Prop.3.10) Let B = (Γ,Ω) be a bocs of representation wild type
with a layer L = (R;ω; a1, . . . , an; v1, . . . , vm). We are bound to meet one of the following
configurations at some stage of reductions:
Case 1 X ∈ T1, Y ∈ T0 (or dual), δ(a1) = 0.
Case 2 X,Y ∈ T1 (possiblyX = Y ), δ(a1) = f(x, y)v1 with f(x, y) ∈ k[x, y, (φX (x)φY (y))
−1]
non-invertible.
We first fix some notations. Let B be a bocs with dotted arrows v1, · · · , vm. Consider
a vector space S over k(x, y; z), the fractional field of the polynomial ring k[x, y; z] of three
indeterminates. Suppose there is a linear combination:
G = f1(x, y; z)v1 + · · ·+ fm(x, y; z)vm, fi(x, y; z) ∈ k[x, y; z]. (3.3-1)
Let h(x, y; z) be the greatest common factor of f1, · · · , fm, then f1/h, · · · , fm/h are co-prime.
There exists some si(x, y; z) ∈ k[x, y; z] for i = 1, · · · ,m, such that
∑m
i=1 si(gi/h) = c(x, y) ∈
k[x, y]. Then G = h
∑m
i=1(gi/h)vj . Since S = k[x, y; z, c(x, y)
−1] is a Hermite ring, there exists
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some invertible F (x, y; z) ∈ IMm(S) with the first column (f1/h, · · · , fm/h). Then we make a
base change of the form (w1, · · · , wm) = (v1, · · · , vm)F , G = h(x, y; z)w1.
Let f(x, x¯) ∈ k[x, x¯], in the form f(x, x¯)v, x stands for the left multiple and x¯ for the right.
Classification 3.3.2 Let a wild bocs B0 be given by Proposition 3.3.1. Then we are bound
to meet a bocs B with a layer L = (R;ω; a1, . . . , an; v1, . . . , vm) in one of the five classes at some
stage of reductions, which are called minimally wild bocses.
Suppose the bocs B has two vertices T = {X,Y }, such that the induced local bocs BX is
tame infinite with RX = k[x, φX (x)
−1].
MW1 BY is finite with RY = k1Y , δ(a1) = 0:
X
a1 //x 88 Y .
MW2 BY is tame infinite with RY = k[y, φY (y)
−1], δ(a1) = f(x, y)v1, such that f(x, y) ∈
k[x, y, φ
X
(x)−1φ
Y
(y)−1] is non-invertible:
Xx 88
a1 // Y yff .
Suppose now we have a local bocs B with R = k[x, φ(x)−1]:
✓✏
✒✶
✓✏
✑✐•
❑
X
v
x a
MW3 The differential δ0 of the solid arrows of B are:
δ0(a1) = f11(x, x¯)w1,
· · · · · ·
δ0(an) = fn1(x, x¯)w1 + · · ·+ fnn(x, x¯)wn,
(3.3-2)
where w1, · · · , wn are given by base changes, fii(x, x) ∈ k[x, φ(x)
−1] are all invertible; f11(x, x¯) ∈
k[x, x¯, φ(x)−1φ(x¯)−1] is non-invertible.
Now suppose there exists some 1 6 n1 6 n, such that:
δ0(a1) = f11(x, x¯)w1,
· · · · · ·
δ0(an1−1) = fn1−1,1(x, x¯)w1 + · · · +fn1−1,1(x, x¯)wn1−1,
δ0(an1) = fn1,1(x, x¯)w1 + · · · +fn1,n1−1(x, x¯)wn1−1 + fn1,n1(x, x¯)w¯,
(3.3-3)
where fii(x, x) ∈ k[x, φ(x)
−1], 1 6 i < n1, are invertible; w¯ = 0, or w¯ 6= 0 but fn1,n1(x, x) = 0.
Denote by x1 the solid arrow an1 , there exist a polynomial ψ(x, x1) being divided by φ(x). Write
δ1 the part of differential δ by deleting all the terms involving some solid arrow except x, x1,
and the further unraveling on x is restricted to x 7→ (λ) for ψ(λ, x1) 6= 0, such that
δ1(an1+1) = Kn1+1 +fn1+1,n1+1(x, x1, x¯1)wn1+1,
· · · · · · · · ·
δ1(an) = Kn +fn,n1+1(x, x1, x¯1)wn1+1 + · · ·+ fnn(x, x1, x¯1)wn,
(3.3-4)
with Ki =
∑n1−1
j=1 fij(x, x1, x¯1)wj , where wn1+1, · · · , wn are given by the base changes (3.3-1)
step by step, fii(x, x1, x¯1) ∈ k[x, x1, x¯1, φ(x, x1)
−1φ(x, x¯1)
−1] are all invertible for n1 < i 6 n.
MW4 w¯ = 0, or w¯ 6= 0 and (x− x¯)2 | fn1n1(x, x¯) in Formula (3.3-2).
MW5 w¯ 6= 0 and (x− x¯)2 ∤ fn1n1(x, x¯) in Formula (3.3-2).
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The proof of the classification depends on the classification of local bocses, whose proof is
based on Formulae (3.3-2)-(3.3-9) and two Lemmas below.
Let B be a local bocs having a layer L = (R;ω; a1, · · · , an; v1, · · · , vm). If R = k1X is trivial,
then the differentials of the solid arrows have two possibilities. First:
δ0(a1) = f11w1,
· · · · · ·
δ0(an) = fn1w1 + · · ·+ fnnwn,
(3.3-5)
with fij ∈ k, hii 6= 0 for 1 6 i 6 n, and w1, · · · , wn given by base changes. Second, there exists
some 1 6 n0 6 n such that:
δ0(a1) = f11w1,
· · · · · ·
δ0(an0−1) = fn0−1,1w1 + · · · + fn0−1,n0−1wn0−1,
δ0(an0) = fn01w1 + · · ·+ fn0,n0−1wn0−1,
(3.3-6)
with fij ∈ k, fii 6= 0 for 1 6 i < n0. Set ai 7→ ∅, i = 1, · · · , n0 − 1 by a series of regularization,
then an0 7→ (x) by a loop mutation, we obtain an induced local bocs B
′.
Without loss of generality, we may still denote B′ by B with the layer L, but R = k[x].
The differentials δ0 have again two possibilities. First one is given by Formula (3.3-2), such that
fii(x, x) 6= 0 for i = 1, · · · , n. Define a polynomial:
φ(x) =
∏n
i=1 ci(x)fii(x, x) (3.3-7)
with ci(x) appearing at the localization in order to do a base change before the i-th step of
regularization, thus fii(x, x) are invertible in k[x, φ(x)
−1].
Lemma 3.3.3 Let B be a bocs given by Formula (3.3-2) with a polynomial φ(x) (3.3-7).
There exist two cases:
(i) fii(x, x¯) ∈ k[x, x¯, φ(x)
−1φ(x¯)−1] are all invertible for 1 6 i 6 n;
(ii) There exists some minimal 1 6 s 6 n, such that fss(x, x¯) ∈ k[x, x¯, φ(x)
−1φ(x¯)−1] is
non-invertible.
The second possibility of the differential δ0 in the case R = k[x] is given by Formula (3.3-
3) for some fixed 1 6 n1 6 n, where fii(x, x) 6= 0 for 1 6 i < n1; w¯ = 0, or w¯ 6= 0 but
fn1,n1(x, x) = 0. Define
φ(x) =
{ ∏n1−1
i=1 ci(x)fii(x, x), w¯ = 0;
cn1(x)
∏n1−1
i=1 ci(x)fii(x, x), w¯ 6= 0,
(3.3-8)
then fii(x, x), 1 6 i < n1, are invertible in k[x, φ(x)
−1].
There are two possibilities in the further reductions for the third time. First possibility is
given by Formula (3.3-4), such that fii(x, x1, x1) 6= 0 for n1 < i 6 n. There is a sequence of lo-
calizations given by polynomials ci(x, x1) in order to do base changes before each regularizations
for i = n1 + 1, · · · , n. Define a polynomial
ψ(x, x1) = φ(x)
∏n
i=n1+1
ci(x, x1)fii(x, x1, x1). (3.3-9)
Lemma 3.3.4 Let the bocs B be given by Formulae (3.3-3)-(3.3-4) with polynomials φ(x)
in (3.3-8), and ψ(x, x1) in (3.3-9). We obtain two cases.
(i) There exists some λ ∈ k with ψ(λ, x1) 6= 0, and a minimal n1 + 1 6 s 6 n, such
that fss(λ, x1, x¯1) ∈ k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] being non-invertible, i.e., after making a
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unraveling x 7→ (λ), and then a series of regularization ai 7→ ∅, wi = 0 for i = 1, · · · , n1 − 1, the
induced local bocs B(λ) with R(λ) = k[x1, ψ(λ, x1)
−1] satisfies Lemma 3.3.3 (ii).
(ii) For any λ ∈ k with ψ(λ, x1) 6= 0, fii(λ, x1, x¯1) ∈ k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] are
invertible for n1 < i 6 n, i.e., the induced bocs B(λ) with R(λ) = k[x1, ψ(λ, x1)
−1] has 3.3.3 (i).
(iii) The case (ii) is equivalent to fii(x, x1, x¯1) ∈ k[x, x1, x¯1, φ(x, x1)
−1φ(x, x¯1)
−1] being in-
vertible for all n1 < i 6 n.
Proof (ii)=⇒(iii) If there exists some n1 < s 6 n with fss(x, x1, x¯1) non-invertible, then
fss contains a non-trivial factor g(x, x1, x¯1) co-prime to ψ(x, x1)ψ(x, x¯1). Consider the variety
V = {(α, β, γ) ∈ k3 | g(α, β, γ) = 0, ψ(α, β)φ(α, γ) = 0}. Since dim(V ) 6 1, there exists a
co-finite subset L ⊂ k, such that ∀λ ∈ L , the plane x = λ of k3 intersects V at only finitely
many points. Thus g(λ, x, x¯1) and ψ(λ, x1)ψ(λ, x¯1) are co-primes, consequently g(λ, x, x¯1), thus
fss(λ, x1, x¯1) ∈ k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] is not invertible.
(iii)=⇒(ii) If fii(x, x1, x¯1) ∈ k[x, x1, x¯1, ψ(x, x1)
−1ψ(x, x¯1)
−1] is invertible, then for any λ ∈
k, ψ(λ, x1) 6= 0, fii(λ, x1, x¯1) ∈ k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] is invertible. The proof is finished.
The second possibility of δ1 is that there is some n2 with n1 < n2 6 n, such that
δ1(an1+1) = Kn1+1 + fn1+1,n1+1(x, x1, x¯1)wn1+1,
· · · · · ·
δ1(an2−1) = Kn2−1 + fn2−1,n1+1(x, x1, x¯1)wn1+1 + · · ·+ fn2−1,n2−1(x, x1, x¯1)wn2−1,
δ1(an2) = Kn2 + fn2,n1+1(x, x1, x¯1)wn1+1 + · · ·+ fn2,n2−1(x, x1, x¯1)wn2−1 + fn2,n2(x, x1, x¯1)w¯
′
(3.3-10)
with Ki =
∑n1−1
j=1 fij(x, x1, x¯1)wj for i = n1+1, · · · , n2, where fii(x, x1, x1) 6= 0, for n1 < i < n2;
w¯′ = 0, or w¯′ 6= 0 but fn2,n2(x, x1, x1) = 0. Define a polynomial
ψ1(x, x1) =
{
φ(x)
∏n2−1
i=n1+1
ci(x, x1)fii(x, x1, x1), if w¯
′ = 0;
cn2(x, x1)φ(x)
∏n2−1
i=n1+1
ci(x, x1)fii(x, x1, x1), if w¯
′ 6= 0.
(3.3-11)
fii(x, x1, x1) are invertible in k[x, x1, ψ1(x, x1)
−1].
Suppose we meet a bocs B, whose differential is given by Formula (3.3-3) and (3.3-10), with
a polynomial ψ1(x, x1) below (3.3-11). Fix any λ0 ∈ k with ψ1(λ0, x1) 6= 0, there is an induced
bocs B(λ0) with R(λ0) = k[x1, ψ1(λ0, x1)
−1] given by an unraveling x 7→ (λ0), and then a series
of regularization ai 7→ ∅, wi = 0 for i = 1, · · · , n1 − 1. We obtain three cases:
① B(λ0) is in the case of Lemma 3.3.4 (i), then there exists some λ1, after sending x1 7→ (λ1)
and a series of regularization, the induced bocs B(λ0,λ1) satisfies Lemma 3.3.3 (ii);
② B(λ0) is in the case of Lemma 3.3.4 (iii);
③ B(λ0) is in the case of Formulae (3.3-3) and (3.3-10).
In the case ③, we repeat the above procedure once again for B(λ0). By induction on the indices
of the finitely many solid arrows, we finally reach case ① or ②.
Classification 3.3.5 Let B be a local bocs with R trivial, there exists four cases:
(i) B satisfies formula (3.3-5).
(ii) B has an induced bocs B′ satisfying Lemma 3.3.3 (i).
(iii) B has an induced local bocs B(λ0,λ1,··· ,λl) for some l < n satisfying Lemma 3.3.3 (ii).
(iv) B has an induced local bocs B(λ0,λ1,··· ,λl−1) for some l < n, satisfying Lemma 3.3.4 (ii).
Proof of 3.3.2 (i) Suppose we meet a two-point wild bocs, if BX or BY is in the case of
Classification 3.3.5 (iii) or (iv), we may consider the wild induced local bocs given by deletion.
Therefore we assume that one of them satisfies Formula (3.3-5) and another satisfies Lemma
3.3.1 (i), or both are in the case of Lemma 3.3.3 (i). MW1 or MW2 follows by Proposition 3.3.1.
(ii) If we meet a local wild bocs in the case of Classification 3.3.5 (iii), then there is an
induced bocs satisfying Lemma 3.3.3 (ii), we reach MW3.
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(iii) If we meet a local wild bocs in the case of 3.3.5 (iv), then there is an induced bocs
satisfying Lemma 3.3.4 (ii), we reach MW4 or MW5. The classification is completed.
3.4 Non-homogeneity of MW1-4
Through out the sub-section, let A0 = (R0,K0,M0,H0 = 0) be a matrix bi-module problem
with trivial R0, and associated bocs B0.
Proposition 3.4.1 [B1] If B0 has an induced bocs B in the case of MW1, then B0 is
non-homogeneous.
Proof (i) Let BX be the induced local bocs, ϑ1 : R(BX) → R(B), ϑ2 : R(B) → R(B
0)
be two induced functors, ϑ = ϑ2ϑ1. Set LX = k \ { the roots of φX (x)}, for any λ ∈ LX
define a representation S′λ ∈ R(BX) given by (S
′
λ)X = k, S
′
λ(x) = (λ). If B
0 is homogeneous,
then there is a co-finite subset L ⊆ LX such that {ϑ(S
′
λ) ∈ R(B
0) | λ ∈ L } is a family of
pairwise non-isomorphic homogeneous objects of R(B). By Corollary 3.2.4, there is an almost
split conflation (e′λ) : S
′
λ
ι′
−→ E′λ
π′
−→ S′λ in R(B
′
X) with E
′(x) = J2(λ) and ϑ(e
′
λ) is an almost
split conflation in R(B0). Fix any λ ∈ L 0, and the conflation (eλ) = ϑ1(e
′
λ) in R(B):
Sλ
ι
−→ Eλ
π
−→ Sλ, with
{
(Sλ)X = k, (Sλ)Y = 0, Sλ(x) = (λ), others zero;
(Eλ)X = k
2, (Eλ)Y = 0, Eλ(x) = J2(λ), others zero.
Since ϑ2(eλ) = ϑ(e
′
λ), (eλ) is almost split by Lemma 3.2.2 (ii).
(ii) Define a representation L ∈ R(B) given by LX = LY = k, L(x) = (λ) and L(a1) = (1).
Let g : L → Sλ be a morphism with gX = (1), gY = (0) and g(v) = 0 for all dotted arrow v’s.
We assert that g is not a retraction. Otherwise, if there is a morphism h : Sλ → L such that
hg = idSλ , then hX = (1) and hY = (0). But h is a morphism implies that (1)(1) = hXL(a) =
Sλ(a)hY = (0)(0), a contradiction.
(iii) There exists a lifting g˜ : L → Eλ with g˜π = g. If g˜X = (a, b), then g˜XπX = gX yields
(a, b)
(1
0
)
= (1), a = 1. g˜ being a morphism from L to Eλ implies that g˜XEλ(x) = L(x)g˜X , i.e.,
(1, b)
(
λ 1
0 λ
)
= (λ)(1, b), (λ, 1 + bλ) = (λ, λb), a contradiction. Thus B0 is not homogeneous, the
proof is finished .
Proposition 3.4.2 [B1] If B0 has an induced bocs B in the case of MW2, then B0 is
non-homogeneous.
Proof Since f(x, y) ∈ k[x, y, φ
X
(x)−1φ
Y
(y)−1] is non-invertible, after dividing the dotted
arrows vj by some powers of φX (x) and φY (y), we may assume that f(x, y) = l(x, y)α(x)β(y),
where l(x, y) ∈ k[x, y] and α(x) (resp. β(y)) is a product of some factors of φ
X
(x) (resp. φ
Y
(y)),
such that (l(x, y), φ
X
(x)φ
Y
(y)) = 1. By Bezout’s theorem there is an infinite set
L
′ = {(λ, µ) ∈ k × k | l(λ, µ) = 0, φ
X
(λ)φ
Y
(µ) 6= 0}.
Without loss of generality we may assume that LX = {λ ∈ k | (λ, µ) ∈ L
′} is an infinite set.
(i) as the same as the proof (i) of Theorem 3.4.1.
(ii) Define a representation L ∈ R(B) given by LX = k = LY , L(x) = (λ), λ ∈ LX ;L(y) =
(µ), (λ, µ) ∈ L ′, and L(a1) = (1). Let g : L → Sλ be a morphism in R(B) with gX = (1),
g
Y
= (0) and g(v) = 0 for all dotted arrow v’s, then g is not a retraction. Otherwise, if there is
a morphism h : Sλ → L such that hg = idSλ , then hX = (1) and hY = (0). But h is a morphism
implies that 0− 1 = Sλ(a)hY − hXL(a) = h(δ(a)) = f(λ, µ)h(v) = 0, a contradiction.
(iii) There exists a lifting g˜ : L→ Eλ with g˜π = g. A contradiction appears as the same as
3.4.1 (iii), which finishes the proof.
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Proposition 3.4.3 [B1] If B0 has an induced bocs B in the case of MW3, then B0 is
non-homogeneous.
Proof Let f11(x, x¯) = l(x, x¯)α(x)β(x¯), where l(x, x¯), α(x), β(x¯) and L
′ are given in the
beginning of the proof of Proposition 3.4.2. Suppose L ′ = {λ ∈ k | (λ, µ) ∈ L ′ ⊆ k} is an
infinite set, and ϑ : R(B)→ R(B0) the induced functor.
Taken Sλ ∈ R(B) given by (Sλ)X = k, Sλ(x) = (λ),∀λ ∈ L
′, then Sλ(ai) = (0) for
1 6 i 6 n, since fii(λ, λ) 6= 0. If B
0 is homogeneous, then there is a co-finite subset L ⊆ L ′
such that {ϑ(Sλ) ∈ R(B
0) | λ ∈ L } is a family of pairwise non-isomorphic homogeneous objects
of B0. By Corollary 3.2.4, there is an almost split conflation (eλ) : Sλ
ι
−→ Eλ
π
−→ Sλ in R(B)
with ϑ(eλ) is an almost split conflation in R(B
0), where (Eλ)X = k
2, Eλ(x) = J2(λ), Eλ(ai) = 0
for 1 6 i 6 n by Lemma 3.2.6 (ii).
Fix any λ ∈ L with (λ, µ) ∈ L ′, then f11(λ, µ) = 0, φ(λ)φ(µ) 6= 0. Define L ∈ R(B) with
L(X) = k2; L(x) =
(
λ 0
0µ
)
, L(a1) = J2(0); and L(ai) = 0 for 2 6 i 6 n. Let g : L → Sλ be a
morphism with g
X
=
(1
0
)
and g(vj) =
(0
0
)
for all j, then g is not a retraction. Otherwise, there
is a morphism h : Sλ → L with hg = idSλ , thus hX = (1, b). Set h(v1) = (c, d),
Sλ(a1)hX − hXL(a1) = f11(Sλ(x), L(x))h(v1) =⇒
0(1, b) − (1, b)
(0 1
0 0
)
= f11
(
λ,
(
λ 0
0µ
))
(c, d) = (f11(λ, λ)c, f11(λ, µ)d),
which leads −(0, 1) = (∗, 0), a contradiction.
L
(λ 00µ)

(0 10 0) 88
g
++ Sλ
(λ)

(0)ii
h
jj
Therefore there exists a lifting g˜ : L → Eλ such that g˜π = g. Set g˜X =
(
a b
c d
)
, g˜
X
π
X
= g
X
,
yields g˜
X
=
(1 b
0 d
)
. On the other hand, g˜ : L 7→ Eλ is a morphism, g˜XEλ(x) = L(x)g˜X , i.e.,(1 b
0 d
)(
λ 1
0 λ
)
=
(
λ 0
0 µ
)(1 b
0 d
)
, which leads
(
λ 1+λb
0 λd
)
=
(
λ λb
0 µd
)
, a contradiction. Therefore B0 is not
homogeneous. The proof is finished.
Proposition 3.4.4 If B0 has an induced bocs B in the case of MW4, then B0 is non-
homogeneous.
Proof Fix some λ ∈ k with ψ(λ, x1) 6= 0, then L
′ = {µ | ψ(λ, µ) 6= 0} ⊆ k is a co-finite
subset. Let x 7→ (λ), since fii(λ, λ) | φ(λ) | ψ(λ, x1), fii(λ, λ) 6= 0 for 1 6 i 6 n1 − 1. After a
series of regularizations ai 7→ ∅, wi = 0, we obtain an induced bocs of B. Furthermore, since
fii(λ, x1, x¯1) ∈ k[x1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] are invertible for n1+1 6 i 6 n, after regularizations
ai 7→ ∅, wi = 0 for n1 < i 6 n, we obtain an induced minimal local bocs Bλ and an induced
functor ϑ1:
Bλ : Xx1 88 , Rλ = k[x1, φ(λ, x1)
−1], ϑ1 : R(Bλ)→ R(B).
Set ϑ2 : R(B)→ R(B
0) and ϑ = ϑ2ϑ1. Let S
′
µ ∈ R(Bλ) be given by (S
′
µ)X = k and S
′
µ(x1) = (µ)
for any µ ∈ L ′.
If B0 is homogeneous, there exists a co-finite subset L ⊆ L ′, such that {ϑ(S′µ) ∈ R(B
0) |
µ ∈ L } is a family of pairwise non-isomorphic homogeneous objects of B0. By Corollary 3.2.4,
there is an almost split conflation (e′µ) in R(Bλ), such that ϑ(e
′
µ) is so in R(B
0). Fix any µ ∈ L ,
consider the conflation (eµ) = ϑ1(e
′
µ) in R(B), which is almost split by Lemma 3.2.2 (ii), denote
n1 by s for simple:
(eµ) : Sµ
ι
−→ Eµ
π
−→ Sµ, (Eµ)X = k
2, Eµ(x) = λI2, Eµ(as) = J2(µ).
Define a representation L of B given by LX = k
2, L(x) = J2(λ), L(as) = µI2 and others
zero. L is well defined, in fact if we make an unraveling for x 7→ J2(λ), then by Lemma 3.2.6
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(ii), after a sequence of regularizations
(
ai11 ai12
ai21 ai22
)
(splitting from ai) 7→ ∅; and
(
wi11 wi12
wi21 wi22
)
(splitting
from wi) = 0 for i = 1, · · · , s − 1, we obtain an induced bocs with δ
0
((
as11 as12
as21 as22
))
= 0.
Let g : L→ Sµ be a morphism with gX =
(1
0
)
and g(vj) =
(0
0
)
for all possible j. It is obvious
that g is not a retraction.
L
J2(λ)

µI2 88
g˜ // Eλ
λI2

J2(µ)jj
Thus there exists a lifting g˜ : L → Eλ with g˜π = g. g˜XπX = gX leads to g˜X =
(1 b
0 d
)
. On the
other hand, since (x− y)2 | f11(x, y) if w¯ 6= 0, (J2(λ)− λI2)
2 = 0 and hence f11(J2(λ), λI2) = 0.
g˜ : L→ Eλ being a morphism implies that
L(a1)g˜X − g˜XEλ(a1) =
{
f11(L(x), Eλ(x))g˜(w¯) = 0, w¯ 6= 0;
0, w¯ = 0,
=⇒ µ
(1 b
0 d
)
−
(1 b
0 d
)
J2(µ) = 0, i.e. −
(0 1
0 0
)
= 0.
The contradiction tells that B0 is non-homogeneous. The proof is completed.
Proposition 3.4.5 Let B0 be a bocs and B be an induced bocs with T = {X,Y };RX =
k[x, φ(x)−1], RY = k1Y ; and a layer L = (R;ω; a1, · · · , an; v1, · · · , vm), δ(a1) = 0:
B : X
a1 //x 88 Y
Making a reduction given by proposition 2.2.7, we obtain an induced local bocs. Suppose all
the loops a2, · · · , an in the induced bocs are going to ∅ by a sequence of regularizations, and some
localizations before each base changes, the induced bocs B′ is minimal with R′ = k[x, φ′(x)−1].
Then B0 is non-homogeneous.
Proof (i) The infinite subset L ′ = {λ | φ′(λ) 6= 0} ⊆ k gives a set of pairwise non-
isomorphic objects S′λ ∈ R(B
′) with S′λ(X) = k, S
′
λ(x) = (λ),∀λ ∈ L
′. Write the induced
functor ϑ1 : R(B
′)→ R(B), then
Sλ = ϑ1(S
′
λ) : k
Sλ(a1)=(1) //Sλ(x)=(λ) 99 k ∈ R(B),
Let ϑ2 : R(B) → R(B
0) be the induced functor, ϑ = ϑ2ϑ1. If B
0 is homogeneous, then there
is a co-finite subset L ⊆ L ′ such that {ϑ(S′λ) ∈ R(B
0) | λ ∈ L } is a family of homogeneous
objects. Using Corollary 3.2.5, there is an almost split conflation (e′λ) : S
′
λ
ι
−→ E′λ
π
−→ S′λ in
R(B′) with E′λ(x) = J2(λ), such that ϑ(e
′
λ) is an almost split conflation in R(B
0).
(ii) Fix any λ, there is an almost split conflation: (eλ) = ϑ1(e
′
λ) : Sλ → Eλ → Sλ by
lemma 3.2.2 (ii). Define an object L′ ∈ R(BX) with L
′
X = k
2, L′(x) = λI2, L
′(ai) = (0)2×2
for all ai : X 7→ X. Set the induced functor ϑ3 : R(BX) → R(B) and L = ϑ3(L
′), then
L(ai) = 0, 1 6 i 6 n. Define a morphism g : Sλ → L with gX = (0 1), gY = 0, and g(v) = 0
for any dotted arrows. We claim that g is not a retraction. Otherwise, if there is a morphism
h : L → Sλ with gh = idSλ , then hX =
(1
c
)
. Since hXS(a1) = L(a1)hY , i.e.
(1
c
)
(1) = 0, a
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contradiction
k(0) 99
(λ)
 ι
X
=(0 1)
//
gX=(0 1)
❋❋
❋❋
❋❋
❋❋
❋❋
""❋
❋❋
❋❋
❋❋
❋❋
❋
(1)

k2
J2(λ)
		
(0)ff
g˜X=(1 c0 d)
①①
①①
①①
①①
①①
{{①①
①①
①①
①①
①
I2

k
ι
Y
=(0 1)
//
gY =0
❋❋
❋❋
❋❋
❋❋
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
k2
g˜Y=0
①①
①①
①①
①①
{{①①
①①
①①
①①
①①
①①
①k2
λI2
		
(0)2ff
(0)

0
Therefore, there exists a lifting g˜ : L → Eλ with ιg˜ = g, g˜X =
(
a b
0 1
)
. Since g˜ is a morphism, we
have E(x)g˜
X
= g˜
X
L(x), i.e.
(0 1
0 0
)
=
(0 1
0 0
)(
a b
0 1
)
=
(
a b
0 1
)(0 0
0 0
)
, a contradiction. Therefore B0 is not
homogeneous. The proof is completed.
4. One-sided pairs
Through out the present section, we always assume that A = (R,K,M,H = 0) is a bipartite
matrix bi-module problem with RDCC condition given by Remark 1.4.4. We will define some
special quotient problem of some induced bi-module problem of A.
4.1 Definition of one-sided pairs
Let A0 = (R0,K0,M0,H0 = 0) be a bipartite matrix bi-module problem with RDCC con-
dition and the corresponding bi-co-module problem C0 and bocs B0. Let a sequence of pairs
(A0,B0), (A1,B1), · · · , (Ar,Br)
be given by reductions in the sense of Lemma 2.3.2 at each step. Suppose that the leading
position of the first base matrix Ar1 of M
r
1 is (p
r, qr +1) over T r, which is sitting at the leading
block (p, q) of a certain base matrix ofM01 partitioned by T
0. We further assume that d1, · · · , dm
are the first m solid arrows of Br, which locate at the p-th row in the formal product Θr, such
that dm is sitting at the last column of the (p, q)-block, see the picture below:
· · ·d1 dm (4.1-1)
Recall the notation below Formulae (2.1-2): we have the quotient problem of the matrix bi-
module problem (Ar)[m] = (Rr,Kr, (Mr)[m],Hr) of Ar ; the sub-co-bi-module problem (Cr)(m) =
(Rr, Cr, (N r)(m), ∂ |(N r)(m)) of C
r with the quasi-basis d1, · · · , dm of (N
r)(m); and the sub-bocs
(Br)(m) of Br. We obtain a quotient-sub-pair ((Ar)[m], (Br)(m)). Denote by A¯r1, . . . , A¯
r
m the
quasi-basis of (Mr)[m] over Rr ⊗k R
r, we have the formal equation of the pair:
(
∑
Y ∈T r eY ∗ EY +
∑tr
j=1 v
r
j ∗ V
r
j )(
∑m
i=1 di ∗ A¯
r
i +H
r)
= (
∑m
i=1 di ∗ A¯
r
i +H
r)(
∑
Y ∈T r eY ∗ EY +
∑tr
j=1 v
r
j ∗ V
r
j ).
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Let dj : X → Yj (possibly Yj = X), which can be rewritten as a reduced formal equation:
e
X
(d1, d2, · · · , dm) = (w1, w2, · · · , wm) + (d1, d2, · · · , dm)

e
Y1
w12 · · · w1m
e
Y2
· · · w2m
. . .
...
e
Ym
 (4.1-2)
Remark 4.1.1 (i) In the formula (4.1-2), e
X
is the (p, p)-th entry of the formal product∑
Y ∈T r eY ∗EY ; and eYξ the (q + ξ, q + ξ)-th entry of that for ξ = 1, · · · ,m.
(ii) (w1, · · · , wm) is the (p, q + 1)-th, · · · , (p, q + m)-th entries of (
∑tr
j=1 v
r
j ∗ V
r
j )H
r −
Hr(
∑tr
j=1 v
r
j ∗ V
r
j ). wξ =
∑
j α
j
ξv
r
j , where j runs over s(v
r
j ) ∋ p, e(v
r
j ) ∋ q + ξ, α
j
ξ ∈ k, 1 6 ξ 6 m.
(iii) For 1 6 η < ξ 6 m, wηξ is the (q+η, q+ξ)-th entry of
∑tr
j=1 v
r
j ∗V
r
j . And wηξ =
∑
j β
j
ηξv
r
j
where j runs over s(vrj ) ∋ q + η, e(v
r
j ) ∋ q + ξ, β
j
ηξ ∈ k.
(iv) The differential of any solid arrows can be read off from the reduced formal product, we
notice that the solid arrows appear in each monomial only once from the left to a dotted arrow:
−δ(di) = wi +
∑
j<i djwij, 1 6 i 6 m. (4.1-3)
Definition 4.1.2 A bocs B with a layer L = (R;ω; a1, . . . , am, b1, · · · , bn;uj, vj , u¯j , v¯j), see
the picture below, is called one-sided, providedR is trivial; δ(ai) =
∑
j αijvj+
∑
bi′≺ai,j
βii′jbi′vj+∑
i′<i,j γii′ai′uj, δ(bi) =
∑
j λij u¯j+
∑
i′<i,j µii′bi′ u¯j+
∑
ai′≺bi,j
νii′jai′ v¯j with constant coefficients.
❥
✻
r
✂
✂
✂
✂
✂
✂✌
 
 
 
 
 ✠
❅
❅
❅
❅
❅❘rr r
Y1 YhY2
X
♣♣♣♣♣♣♣♣♣♣♣♣♣♣
✠
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
■
u¯
v v¯
u
b
a
· · ·
(4.1-4)
The associated bocs (Br)(m) of (Ar)[m] is one sided by Formula (4.1-3). We call this quotient-
sub-pair a one-sided pair, and denoted by (A¯, B¯) for simple.
Write A¯ = (R,K,M¯, F ), where R = k1X ×
∏h
j=1 k1Yj is a trivial sub-algebra of R
r;
{X;Y1, · · · , Yh} ⊆ T
r; M¯1 has an R-R-quasi-basis (1XYt(d1)
, 0, · · · , 0), · · · , (0, 0, · · · , 1
XYt(dm)
);
F = (0); let EX = (1X ) ∈ IM1×1(R), and EYj =
∑
p∈Yj
1
Yj
Epp with Epq the matrix units of
IMm×m(R), then {EX ;EYj}j forms a part of the R-quasi-basis of K0. However, there exist some
linear relations between wi and wij in the formula (4.1-2).
Now we start the reduction procedure in the sense of Lemma 2.3.2. Let (A,B) be any pair,
(A[p],B(p)) be a quotient-sub-pair. Since the reduction for any pair is made with respect to an
admissible R¯-R′-bi-module L by Proposition 2.2.1-2.2.7, or a regularization in Proposition 2.2.8,
which is completely as the same as to make a reduction for the quotient-sub-pair. Therefore
there are two sequences of reductions:
(A¯, B¯), (A¯1, B¯1), · · · , (A¯i, B¯i) · · · , (A¯s, B¯s);
(Ar,Br), (Ar+1,Br+1), · · · , (Ar+i,Br+i), · · · , (Ar+s,Br+s).
(4.1-5)
From now on, we perform reductions according to Formula (2.4-3). More precisely, the system
IFri in (2.4-3) for the pair (Ar+i,Br+i) can be written as a reduced form I¯F
i
for the pair (A¯i, B¯i):
I¯F
i
: Ψ¯l
ni
F i ≡≺(p¯i,q¯i) Ψ¯
m
ni
+ F iΨ¯r
ni
, (4.1-6)
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where the upper indices l,m, r on Ψ¯ indicate left, middle and right parts of the matrices of
dotted elements. Since it is difficult to determine the dotted arrows after a reduction, instead
we describe the linear relation of the dotted elements in Ψ¯ appearing at the reduction. In order
to do so, we define a pseudo reduced formal equation of the pair (A¯i, B¯i):
ei
X
(F i + Θ¯i) = (W1, · · · ,Wm) + (F
i + Θ¯i)

ei
Y1
W12 · · · W1m
ei
Y2
· · · W2m
. . .
...
ei
Ym
 , (4.1-7)
where Wh and Whl split from wh, whl; e
i
Z
is given by the proof (ii) of Theorem 2.4.1. Θ¯i is the
reduced formal product of (M¯i1, N¯
i
1). F
i + Θ¯i is an (1 ×m)-partitioned matrix under T¯ with
size vector ni = (ni0;n
i
1, · · · , n
i
m) as shown below, where F
i is sitting in the blank part:
F i + Θ¯i =
diq · · ·
dip d
i
p+1 · · ·
· · · · · ·
di1 d
i
2 · · ·
· · ·
· · ·
· · ·
· · · · · ·
· · · · · ·
· · · dip−1
Remark 4.1.3 Let (A¯′, B¯′) be any induced pair of (A¯, B¯) after several reductions in the
sense of Lemma 2.3.2. And (A¯′′, B¯′′) is an induced pair of (A¯′, B¯′) by one reduction of 2.3.2.
(i) If we have a linear relation of dotted elements
∑
j uj = 0 in I¯F
′
, then
∑
j u¯j = 0 in I¯F
′′
with u¯j being the split of uj.
(ii) Suppose the first arrow δ(a′1) = v +
∑
j αjuj in B
′, where v, uj are dotted elements of
Ψ¯n′ . If v is a dotted arrow, and v /∈ {uj}, then δ(a
′
1) 6= 0.
(iii) Set a′1 7→ ∅ given above, we sometimes say that v is replaced by −
∑
j uj in Ψ¯n′′ .
(iv) If we are able to determine, that a dotted element v of Ψ¯n′′ is linearly independent of
all the others, then v is said to be a dotted arrow preserved in B¯′′.
We are able to read off the differential δ of the solid arrows from the pseudo reduced formal
equation by Theorem 1.6.4. Denote the (p, q)-th entry of F i splitting from dl : X 7→ Y by f
i
lpq:
δ(dilp¯q¯) = −w
i
lpq −
∑
j>l,q<q¯ f
i
lp¯qw
i
lj,qq¯ −
∑
q<q¯ f
i
lp¯qw
i
Y qq¯ +
∑
q,j<lw
i
Xp¯qf
i
lqq¯. (4.1-8)
4.2 The differentials in one sided pairs
Let (A¯, B¯) be a one-sided pair given in formulae (4.1-2) and (4.1-4). This subsection is
devoted to calculating the differentials of the solid arrows of B¯.
Suppose first that B¯ is a one sided local bocs having a layer L = (R;ω; b1, . . . , bn; v1, · · · , vm)
with R = k1X . Recall Classification 3.3.2, which is simpler in one sided case.
Classification 4.2.1 Let B¯ be a one sided local bocs given above.
(i) B¯ satisfies the triangular formula (3.3-5) (letter a is changed to letter b). After making
an easy base change, (3.3-5) can be written as: δ0(b1) = u¯1, · · · , δ
0(bn) = u¯n.
Formulae (3.3-6) can be written as following given by a base change,{
δ0(b1) = u¯1, · · · · · · δ
0(bn0−1) = u¯n0−1,
δ0(bn0) = αn0,1u¯1 + · · ·+ αn0,n0−1u¯n0−1,
(4.2-1)
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with αn0,j ∈ k. After a series of regularization, Formula (3.3-2) with x = bn0 can be written as:
δ0(bn0+1) = hn0+1,1(x)u¯n0+1,
δ0(bn0+2) = hn0+2,1(x)u¯n0+1 + hn0+2,2(x)u¯n0+2,
· · · · · ·
δ0(bn) = hn,n0+1(x)u¯n0+1 + hn,n0+2(x)u¯n0+2 + · · ·+ hn,n(x)u¯n,
(4.2-2)
with the polynomial φ = 1, and hn0+i,j(x) = α
0
n0+i,j
+ α1n0+i,jx of degree 1.
(ii) B¯ satisfies Lemma 3.3.3 (i), if hii(x) ∈ k \ {0} for n0 < i 6 n.
(iii) B¯ has an induced bocs B¯(λ0,··· ,λl) satisfies Lemma 3.3.3 (ii), if hss(x) ∈ k[x] \ k non-
invertible for some n0 < s 6 n, which is in the case of MW3.
(iv) B¯ has an induced bocs B¯(λ0,··· ,λl−1) for some l < n, which satisfies Lemma 3.3.4 (ii)
with a triangular formula similar to Formula (4.2-2) for b1, · · · , bn1 with a polynomial φ(x) =∏n1−1
i=1 hii(x) 6= 0, and hn1,n1(x) = 0, i.e. w¯ = 0. Moreover the differential δ
1 with respect to
x, x1 = bn1 , and a polynomial ψ(x) = φ(x)
∏n
i=n1+1
ci(x) 6= 0 given by Formula (3.3-4):
δ1(bn1+1) = Kn1+1 + hn1+1,n1+1(x)un1+1,
· · ·
δ1(bn) = Kn + hn,n1+1(x, x1)un1+1 + · · ·+ hnn(x)un,
(4.2-3)
where hii(x) | ψ(x) for i = n1 + 1, · · · , n. Then B¯(λ0,··· ,λl−1) is in the case of MW4 with w¯ = 0.
In particular the case of MW5 can not occur.
Now we concern the general one sided pairs (A¯, B¯). Suppose B¯X , the induced local bocs of
B¯, is in the case of Classification 4.2.1 (iii) or (iv), then B¯X is wild and non-homogeneous, so is
B¯. Since B¯X satisfies 4.2.1 (i) is relatively simple, we now concentrate on the case of 4.2.1 (ii).
Denote the solid edges of B¯ before bn0 by a1, · · · ah, the differential δ
0 on a’s can be written as:
δ0(a1) = v1, · · · · · · , δ
0(ah) = vh; (4.2-4)
or δ0(a1) = v1, · · · , δ
0(ah1−1) = vh1−1, δ
0(ah1) =
∑h1−1
j=1 βh1jvj; then δ
0(ah1+1) = vh1+1, · · · ,
δ0(ah2−1) = vh2−1, δ
0(ah2) =
∑h2−1
j 6=n1,j=1
βh1jvj ; continuously we obtain say s formulae with
β ∈ k and s edges ah1 , ah2 , · · · , ahs . Set Λ = {1, · · · , h} \ {h1, · · · , hs}, then{
δ0(ai) = vi, i ∈ Λ;
δ0(ahl) =
∑
j∈Λ,j<hl
βhl,jvj, l = 1, · · · , s.
(4.2-5)
Convention 4.2.2 Suppose B¯ is a one-sided bocs with B¯X satisfying 4.2.1 (ii). ① All the
loops b1, · · · , bn at X are called b-class arrows, where the loop b¯ = bn0 is said to be effective or
b¯-class; the others are non-effective. ② The edges a1, · · · , ah before b¯ are called a-class arrows,
where {a¯i = ahi | 1 6 i 6 s} are said to be effective or a¯-class; the others are non-effective. ③
Let c1, c2, . . . , ct be the solid edges after b¯, which are called c-class arrows and effective.
An solid arrow splitting from one of the classes a, a¯; c; b, b¯, and a dotted element from u, v, u¯, v¯
is said to be the same class.
Next we give a special case of the differentials δ1 with respect to b¯ on c-class arrows, where
{vj}j∈Λ ∪ {vh+j}16j6t are dotted arrows; γij(b¯) = γ
0
ij + γ
1
ij b¯, γ
0
ij , γ
1
ij ∈ k; γi,h+i(b¯) 6= 0, 1 6 i 6 t:
δ1(c1) =
∑
j∈Λ γ1j(b¯)vj + γ1,h+1(b¯)vh+1,
· · · · · · · · ·
δ1(ct) =
∑
j∈Λ γtj(b¯)vj + γt,h+1(b¯)vh+1 + · · ·+ γt,h+t(b¯)vh+t,
(4.2-6)
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Lemma 4.2.3 Let B¯ be a one-sided bocs with B¯X satisfying 4.2.1 (ii). If Formula (4.2-6)
fails, i.e. there exists some 1 6 t1 6 t with γt1,h+t1 = 0, then B¯ is not homogeneous.
Proof We make a sequence of regularization aj 7→ ∅, vj = 0 for j ∈ Λ, bj 7→ ∅, u¯j = 0 for
1 6 j < n0, and edge reduction a¯i 7→ (0) for i = 1, · · · , s, then obtain an induced pair (A
′,B′).
Without loss of generality, suppose T ′ = {X,Y }. Make a loop mutation b¯ 7→ (x), a localization
φ(x) =
∏t1−1
i=1 gi,h+i(x), and regularizations ci 7→ ∅, v
′
h+i = 0 for 1 6 i < t1, we obtain an
induced bocs ·x ;;
ct1 // · of two vertices with δ(ct1) = 0, which is in the case of MW1. Thus
B¯
′, consequently B¯, is wild and non-homogeneous, this finishes the proof.
Let δ¯ be obtained from the differential δ by removing all the monomial involving some non-
effective a, b-class solid arrows. Now we write δ¯ acting on all a, b, c-class arrows in the following
three formulae (where the third one is given under the assumption that the differential δ1 of
c-class arrows satisfies Formula (4.2-6)):
δ¯(ai) = vi +
∑
hl<i
a¯l(
∑
j ǫiljuj), ǫilj ∈ k, i ∈ Λ;
δ¯(a¯τ ) =
∑
j<hτ
β¯τjvj +
∑
l<τ a¯l(
∑
j ǫ¯τljuj), β¯τj , ǫ¯τlj ∈ k, 1 6 τ 6 s.
(4.2-7)
δ¯(bi) = u¯i +
∑
a¯l≺bi
a¯l(
∑
j εilj v¯j), εilj ∈ k, i < n0;
δ¯(b¯) =
∑n0−1
j=1 α¯ju¯j +
∑s
l=1 a¯l(
∑
j ε¯lj v¯j), α¯j , ε¯lj ∈ k, i = n0;
δ¯(bi) = u¯i +
∑i−1
j=1,j 6=n0
αij(b¯)u¯j +
∑s
l=1 a¯l(
∑
j εilj v¯j) +
∑
cl≺bi
cl(
∑
j ε
′
ilj v¯j),
αij(b¯) ∈ k[b¯], εilj, ε
′
ilj ∈ k, i > n0.
(4.2-8)
δ¯(cτ ) =
∑s
l=1 a¯l(
∑
j ζτljuj) +
∑
j6h+τ γτj(b¯)vj +
∑i−1
l=1 cl(
∑
j ξτljuj), ζτlj, ξτlj ∈ k. (4.2-9)
4.3. Reduction sequences of one-sided pairs
In the present subsection, we will construct a reduction sequence starting from a one-sided
pair (A¯, B¯) with at least two vertices, where B¯X satisfies Classification 4.2.1 (ii).
Condition 4.3.1 (BRC) Let (A,B) with trivial T be any pair of a matrix bi-module
problem and the associated bocs.
(i) Suppose the solid arrows D = {d1, · · · , dq} and E = {e1, · · · , ep} locate at the bottom
row of Θ form the first p+ q arrows of B (not necessarily full of the row), such that e1, · · · , ep−1
are edges starting from X, e = ep is a loop at X, and di ≺ ep, 1 6 i 6 q. There exists a set of
dotted arrows U = {u1, · · · , uq}, write W = V
∗ \ U = {w1, · · ·wt}.
(ii) Denote by δ¯ the part of the differential of any solid arrow by removing all the monomials
containing any solid arrow besides of {e1, · · · , ep}, such that
δ¯(di) = ui +
∑t
j=1(
∑
el≺di
λijlel)wj , λijl ∈ k, i = 1, · · · , q;
δ¯(ei) =
∑
dj≺ei
αijuj +
∑t
j=1(
∑i−1
l=1 µijlel)wj , αij, µijl ∈ k, i = 1, · · · , p.
Then (A,B) is said to have the bottom row condition (BRC) with respect to (D,U) and (E ,W).
Suppose the pair (A,B) satisfies (BRC) with p > 1 or q > 1 and the first arrow a1 : X 7→ Y ,
where X 6= Y if a1 = e1. Now we discuss the condition (BRC) on the induced pair (A
′,B′).
(i) If a1 = d1, then d1 7→ ∅, let D
′ = {d2, · · · , dq},U
′ = {u2, · · · , uq} and E
′ = E ,W ′ =W.
(ii) If a1 = e1, and e1 7→ (0), let D
′ = D,U ′ = U ; E ′ = {e2, · · · , ep},W
′ =W.
(iii) If a1 = e1, e1 7→
(1
0
)
, let D′ = {di21, di22 | t(di) = X} ∪ {dj2 | t(dj) 6= X}, correspond-
ingly U ′ = {ui21, ui22, uj2}; E
′ = {e22, · · · , ep−1,2, ep21, ep22}, where •i2, resp. •i2l, stands for the
arrow of B′ locating at the second row of the 2× 1, resp. 2× 2, matrix splitting from •i of B.
(iv) If a1 = e1, e1 7→
(0 1
0 0
)
, set D′ = {di21, di22 | t(di) = X or Y } ∪ {dj2 | t(dj) 6= X,Y },
U = {ui21, ui22, uj2}; E
′ = {ei21, ei22 | t(ei) = Y } ∪ {ej2 | t(ej) 6= Y } ∪ {ep21, ep22}.
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Lemma 4.3.2 Suppose the pair (A,B) satisfies (BRC) with p > 1 or q > 1 and the first
arrow a1 : X 7→ Y . Then after making a reduction a1 7→ G as above (i)-(iv), the induced pair
(A′,B′) satisfies (BRC) with respect to (D′,U ′) and (E ′,W ′) defined as above (i)-(iv).
Proof The case (i) and (ii) are trivial. Suppose G =
(
1
0
)
in (iii) resp.
(
0 1
0 0
)
in (iv), then X,Y
split into two vertices X ′, Y ′ resp. three vertices X ′, Y ′, Y ′′:
e
X
7→ e′
X
=
(
e
Y ′
w
e
X′
)
, e
Y
7→ e′
Y
= e
Y ′
resp. e
Y
7→ e′
Y
=
(
e
Y ′′
w′
e
Y ′
)
.
In the two cases, ei2 or ei21, ei22 for 1 < i < p starting at X
′ do not end at X ′, since t(ei) 6= X
by (RBC) (i) on (A,B); the edge ep21 : X
′ 7→ Y ′, and the loop ep22 : X
′ 7→ X ′. By (BRC)(ii),
δ¯(Di) = Ui +
∑t
j=1 λij1GWj +
∑t
j=1(
∑
el≺di
λijlEl)wj ,
δ¯(Ei) =
∑
dj≺ei
αijUj +
∑t
j=1 µij1GWj +
∑t
j=1(
∑i−1
l=2 µijlEl)Wj + e
′
X
Ei − Eie
′
Y
,
where δ¯(M) = (δ¯(aij)) for M = (aij). Since the bottom row of G is (0) or (0 0) and e
′
X
, e′
Y
are
upper triangular, (BRC) on (A′,B′) follows, the proof is finished.
Lemma 4.3.3 Let (A¯, B¯) be a one-sided pair with T¯ trivial, |T¯ | > 2, and B¯X having 4.2.1
(ii). Then the pair satisfies (BRC) with respect to the sets (D,U) and (E ,W), where
D = {ai, i ∈ Λ} ∪ {bj , j < n0},U = {vi, i ∈ Λ} ∪ {u¯j , j < n0}; E = {a¯τ , 1 6 τ 6 s} ∪ {b¯}.
Theorem 4.3.4 Let (A¯, B¯) be a one-sided pair with T¯ trivial having at least two vertices,
such that B¯X satisfies Classification 4.2.1 (ii). Then there exists a reduction sequence:
(A¯, B¯) = (A¯0, B¯0), (A¯1, B¯1), · · · , (A¯γ , B¯γ), (A¯γ+1, B¯γ+1), · · · , (A¯κ−1, B¯κ−1), (A¯κ, B¯κ) (4.3-1)
in the sense of Lemma 2.3.2. Where the κ-th pair possesses the minimal property that: if a row
of Θκ contains some b¯-class arrows of B¯κ, then the same row of F κ contains one and only one
nonzero entry which is a link in some Giκ given by an edge reduction.
(i) For i = 0, 1, · · · , (κ − 2), the reduction from A¯i to A¯i+1 is a composition of a series of
reductions A¯i = A¯i,0, A¯i,1, · · · , A¯i,ri , A¯i,ri+1 = A¯i+1, where.
① The reduction from A¯i,j to A¯i,j+1 is a sequence of regularization for non-effective
a, b-class arrows and finally an edge reduction of the form (0) for an effective a or
b-class arrow, 0 6 j < ri − 1. The reduction form A¯
i,ri−1 to A¯i,ri is a sequence of
regularization for non-effective a, b-class arrows.
② The first arrow ai1 : Xi 7→ Y i of B¯i,ri is an effective a or b-class edge with δ(ai1) = 0.
Making an edge reduction ai1 7→
(1
0
)
or
(0 1
0 0
)
, we obtain A¯i,ri+1 = A¯i+1.
(ii) It is possible that there exist a minimal integer γ, and an index 1 6 j 6 rγ + 1, such that
the first arrow of B¯γ,j locates outside the matrix block coming from b¯, but the first arrow
of B¯γ,j+1 locates at the first column of the block.
(iii) The reduction from A¯κ−1,0 to A¯κ−1,rκ−1 is a composition of a series of reductions given by
(i) ①. B¯κ−1,rκ−1 is non-local. There are two possibilities:
① The first arrow aκ−11 of B¯κ−1,rκ−1 is an effective a or b-class solid edge with δ(aκ−11 ) =
0. Making an edge reduction aκ−11 7→ (1) or (0 1), we obtain A¯
κ−1,rκ−1+1 = A¯κ;
② The first arrow aκ−11 is an effective b-class loop at the down-right corner of the matrix
block splitting from b¯ with δ(aκ−11 ) = 0. Making a loop reduction a
κ−1
1 7→W , a trivial
Weyr matrix over Rκ, we obtain A¯κ−1,rκ−1+1 = A¯κ.
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Proof If the number of a¯-class edges s = 0, after a series of regularization, we reach the
unique effective loop with δ(b¯) = 0. Let b¯ 7→ W , the final pair (A¯1, B¯1) satisfies (iii) ② with
κ = 1. Suppose s > 0, we make regularization for ai, bj before a¯1, the corresponding vi, u¯j = 0.
Thus δ(a¯1) = 0 by Formula (4.2-7), if a¯1 7→ (0), A¯
0,1 of (i) ① follows. If r0 > 1, repeating the
procedure in (i) ①, we finally reach A¯0,r0 with the first arrow a01 and δ(a01) = 0. If a01 is a¯-class
and a01 7→ (1), (0 1), we obtain (iii) ①; If a01 is b¯-class and a01 7→ W , we obtain (iii) ② with κ = 1.
Otherwise, if a01 7→ G
1, G1 =
(1
0
)
or
(0 1
0 0
)
in the case of (i) ②, we obtain the induced pair (A¯1, B¯1).
Suppose we have reached (A¯i, B¯i) for some i < κ−1 given in (i), now continue the reductions
up to the induced pair (A¯i+1, B¯i+1). (A¯i, B¯i) satisfies (BRC) by Lemma 4.3.2-4.3.3. Suppose
the first arrow of B¯i,0, ai,01 = aτnil or bτ ′nil′ , splits from a non-effective aτ or bτ ′ with n
i the
lowest row index, and l or l′ the column index of the splitting block, then δ(ai,01 ) = vτnil, or
u¯τ ′nil′ by Formulae (4.2-7)-(4.2-8) and (4.1-8). Thus a
i,0
1 7→ ∅, vτnil = 0 or u¯τ ′nil′ = 0 by Remark
4.1.3 (ii). We continue regularization for the non-effective arrows inductively, and finally send
an effective one to (0) by Lemme 4.1.3 (i), then obtain A¯i,1 at (i) ①. With the similar argument
as above we reach A¯i,ri with the first arrow δ(ai1) = 0 still by 4.1.3 (i). Let a
i
1 7→
(1
0
)
or
(0 1
0 0
)
, we
obtain the (i+ 1)-the pair.
A¯
κ−1,rκ−1 is not local, since A¯κ−1,0 is not by Condition (BRC). If aκ−11 is an edge, then
aκ−11 7→ (1) or (0 1) gives the case (iii) ①; If aκ−11 is a loop, then aκ−11 7→W gives the case (iii) ②.
In both cases, the induced pair (A¯κ, B¯κ) possesses the minimal property, the proof is finished.
Suppose s(ai−11 ) = X
i−1 in the case of Theorem 4.3.4 (i) ②, the reduction on ai−11 gives
e
Xi−1
7→
(e
Y i
w¯i
0 e
Xi
)
for 1 6 i < κ. Denote by W¯ iκ the split of w¯
i in eκ
X
for 1 6 i < κ, which can be
divided into (κ − i) blocks: denote by nκi the size of e
κ
Y i
, and by nκκ that of e
κ
Xκ
, which is 1 in
the case of Theorem 4.3.4 (iii) ①; or as the same as that of W in the case of (iii) ②. Thus W¯ iκj
has the size nκi × n
κ
j+1. Write n
κ =
∑κ
i=1 n
κ
i , the number of rows of e
κ
X
.
eκ
X
=

eκ
Y 1
W¯ 1κ1 · · · · · · W¯
1
κ,κ−1
eκ
Y 2
· · · · · · W¯ 2κ,κ−1
· · · · · ·
eκ
Y κ−1
W¯ κ−1κ,κ−1
eκ
Xκ
 (4.3-2)
When we make a reduction, the dotted arrows appearing in J ′, see Lemma 2.1.2, are said to be
w-class. Where the dotted elements in W¯ iκ of Formula (4.3-2) for 1 6 i < κ, and their splits
are said to be w¯-class; those in eκ
Y i
, 1 6 i < κ, and eκ
Xκ
are still said to be w-class. Moreover
the dotted arrows first appearing at the ς-th step of reduction for ς > κ and their splits are also
called w-class.
The following facts are already implied in the proof of Theorem 4.3.4.
Corollary 4.3.5 The elements in W¯ iκ of (4.3-2) for 1 6 i < κ are dotted arrows of B
κ.
4.4 Major pairs
We will show in this sub-section, that under some further assumption the one sided pairs
given in Theorem 4.3.4 are not homogeneous.
Let (A¯, B¯) be a one-sided pair with B¯X satisfying Classification 4.2.1 (ii), whose number of
the a¯-class arrows s > 1. According to the coefficients of the first two Formulae of (4.2-8), we
define s linear combinations of the v¯-class arrows in B¯:
vˆτ =
∑
j(ε¯τj −
∑
a¯τ≺bi≺b¯
α¯iεiτj)v¯j , τ = 1, · · · , s. (4.4-1)
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Fix any 1 6 τ 6 s, making reductions according to Theorem 4.3.4 (iii) ① for κ = 1, such
that a01 = a¯τ 7→ (1), we reach the induced pair (A¯
1, B¯1). Then we continue to do further
reductions based on formulae (4.2-7)-(4.2-8) inductively for a¯η ≺ ai, bi ≺ a¯η+1, η = τ, · · · , s, and
a¯s ≺ ai, bi ≺ b¯ by Remark 4.1.3 (ii):
a′i 7→ ∅, v
′
i + (1)
∑
j ǫiτju
′
j = 0, b
′
i 7→ ∅, u¯
′
i + (1)
∑
j εiτj v¯
′
j = 0; (4.4-2)
on the other hand, a¯η 7→ ∅ or (0) for τ < η 6 s according to δ(a¯
′
τ+η) 6= 0 or = 0. Replacing u¯i
by v¯-class arrows inductively by Remark 4.1.3 (iii), the second formula of (4.2-8) gives at the
induced pair (A¯′, B¯′):
δ(b¯′) =
∑
a¯τ≺bi≺b¯
α¯iu¯
′
i + (1)(
∑
j ε¯τj v¯
′
j) =
∑
j(ε¯τj −
∑
a¯τ≺bi≺b¯
α¯iεiτj)v¯
′
j = vˆ
′
τ . (4.4-3)
Lemma 4.4.1 Let (A¯, B¯) be a one-sided pair with T¯ trivial and s > 1, such that B¯X
satisfies Classification 4.2.1 (ii) and the c-class arrows have Formula (4.2-6). If there exists some
1 6 τ 6 s, with vˆτ = 0 in Formula (4.4-1), then B¯ is wild and non-homogeneous.
Proof (i) Since B¯X is minimal local with RX = k[x, φ(x)
−1], set L ′ = k \ {roots of φ(x)},
there is an almost split conflation (e′λ) for any λ ∈ L
′ in R(BX). Let ϑ : R(BX)→ R(B¯) be the
induced functor, if B¯ is homogeneous, then there is a co-finite subsetL ⊆ L ′, and a set of almost
split conflations {(eλ) = ϑ(e
′
λ) : S
′
λ → E
′
λ → S
′
λ | λ ∈ L } with Sλ(b¯) = (λ), Eλ(b¯) = J2(λ).
(ii) According to Formula (4.4-1)-(4.4-3), set a¯τ 7→ (1), we have δ(b¯
′) = 0 at the induced
pair (A¯′, B¯′). Thus we are able to construct an object L ∈ R(B¯) with LX = k, LY = k, L(a¯τ ) =
(1), L(b¯) = (λ) and others zero. Similar to the proof of Lemma 3.4.1, we obtain a contradiction,
which shows that B¯ is not homogeneous, the proof is finished.
Theorem 4.4.2 Let (A¯, B¯) be a one-sided pair with R trivial and s > 1, such that B¯X satis-
fies Lemma 4.2.1 (ii) and the c-class arrows have Formula (4.2-6). If the elements {vˆ1, vˆ2, · · · , vˆs}
defined in Formula (4.4-1) are linearly dependent, then B¯ is wild and non-homogeneous.
Proof Without loos of generality, we may assume T¯ = {X,Y }. Suppose there is a minimally
linearly dependent subset of {vˆ1, vˆ2, · · · , vˆs} with l vectors. Since the case of l = 1 has been
proved by Lemma 4.4.1, we assume here that l > 1:
{vˆτ1 , vˆτ2 , · · · , vˆτl}, τ1 < τ2 < · · · < τl,
vˆτ1 = β2vˆτ2 + · · ·+ βrvˆτl , β2, · · · , βl ∈ k \ {0}.
(4.4-5)
(i) Making reductions according to Theorem 4.3.4 (i) and (iii) ① for κ = l, such that ap1 =
a¯τp,p 7→
(1
0
)
for p = 1, · · · , l − 1, al1 = a¯τl,l 7→ (1), we obtain an induced pair (A¯
l, B¯l). The
reduced formal product F l + Θ¯l looks like (with only a¯, b¯, c-class arrows):
1 · · · a¯τ2,1 · · · a¯τ3,1 · · · a¯τl,1 a¯τl+1,1 · · · a¯s1 b¯11 b¯12 · · · b¯1l c11 · · · ct1
1 · · · a¯τ3,2 · · · a¯τl,2 a¯τl+1,2 · · · a¯s2 b¯21 b¯22 · · · b¯2l c12 · · · ct2
0 0 0 1 · · · a¯τl,3 a¯τl+1,3 · · · a¯s3 b¯31 b¯32 · · · b¯3l c13 · · · ct3
· · · · · ·
0 1 a¯τl+1,l · · · a¯sl b¯l1 b¯l2 · · · b¯ll c1l · · · ctl
(4.4-6)
We claim that the pair (A¯l, B¯l) is local: A¯ has two vertices, the dimension of ϑ0l(F l) in R(A¯)
equals l + 1, and the number of links in F l equals l, the assertion follows Corollary 2.3.4 (ii).
(ii) We make further reductions from B¯l inductively for the p¯-th row ordered by p¯ = l, · · · , 2
in the reduced formal product Θl. For p¯ = l, similar to Formulae (4.4-2)-(4.4-3): ail 7→ ∅, i ∈
Λ, bilq 7→ ∅, u¯ilq + (1)
∑
j εiτlj v¯jlq = 0, i < n0; a¯ηl 7→ (0) or ∅, τl < η 6 s, b¯lq 7→ ∅, vˆlq = 0, q =
1, · · · , l. Next, bilq 7→ ∅ for i > n0, 1 6 q 6 l by Remark 4.1.3 (ii); and cil 7→ (0) or ∅
inductively. The dotted arrows vip and u¯ipq for all i and p < l are preserved by 4.1.3 (iv); note
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that v¯i : Y 7→ X, the size of the split of v¯i in Ψ¯
l is l × 1, the v¯ipq for all i, q and p < l are also
preserved. The induced bocs B¯l+1 follows.
(iii) Suppose we have reached an induced bocs B¯2l−p¯+1 for some p¯ 6 l, which satisfies the
following two conditions. ① Denote the entrances of F 2l−p¯ which do not belong to ∪lj=1G
j
2l−p¯
by •0 coming from •, one of the a, b, c-class solid arrows. Then a0ip = ∅, i ∈ Λ, a¯
0
ip = ∅ or (0),
b0ip = ∅, i 6= n0, b¯pq = ∅, cip = ∅ or (0) for any p > p¯; ② The dotted arrows vip, uipq; v¯ipq are
preserved for all i, q and p 6 p¯. Now we continue to make reductions for the solid arrows at the
p¯-th row of Θ2l−p¯+1. We have a0ip¯ = ∅, i ∈ Λ and bip¯q = ∅, u¯ipq + a¯
0
τpp
∑
j εiτpj v¯jpq = 0, i < n0
inductively according to the assumptions ①-② and Remark 4.1.3 (ii); while a¯η,p¯ 7→ (0) or ∅ for
τp¯ < η 6 s; δ(b¯p¯q) = vˆp¯q, b¯p¯q 7→ ∅, vˆp¯q = 0, q = 1, · · · , l. Moreover bip¯q 7→ ∅, cip¯ 7→ (0) or ∅
similarly to the discussion in (ii). We finally reach the (2l − p¯)-th pair with the assumptions
①-②. By induction, we obtain a pair (A¯2l−1, B¯2l−1).
(iv) The non-effective ai1, bj1q 7→ ∅ for i ∈ Λ, j < n0, q = 1, · · · , l, and a¯i1 7→ ∅ or (0) for
τ1 < i 6 s at the first row of (4.4-6), we obtain an induced bocs B¯
2l. Formula (4.4-5) gives
vˆτ11q = β2vˆτ22q + · · · + βrvˆτllq = 0 thus δ
0(b¯1q) = 0 for q = 1, · · · , l. Since l > 2, the bocs B¯
2l is
wild and non-homogeneous by Classification 4.2.1 (iii) or (iv). And hence so is B¯.
Definition 4.4.3 A one-sided pair (A¯, B¯) with B¯X satisfying Classification 4.2.1 (ii) is said
to be a major pair, provided {vˆ1, vˆ2, · · · , vˆs} in Formula (4.4-1) are linearly independent.
4.5 Further reductions
Throughout the subsection let (A¯, B¯) be a one-sided major pair having at least two vertices,
such that B¯X satisfies Classification 4.2.1 (ii) and the c-class arrows satisfy Formula (4.2-6).
Suppose (A¯κ, B¯κ) is an induced pair given by Theorem 4.3.4 (iii). Let (A¯ς , B¯ς) be an induced
pair for some ς > κ by a series of reductions in the sense of Lemma 2.3.2. This subsection is
devoted to discussing the reduction for B¯ς via calculating the differential of the first arrow.
Let (A¯ς , B¯ς) be given above. Put a solid or dotted arrow in a square box; and a matrix block
in a rectangle with four boundaries. The block Gjς for 1 6 j 6 κ is defined in Formula (2.3-5),
whose upper boundary is that of Ijς and denoted by m
j−1
ς , the lower one is that of F ς , the left
and right boundaries are given by the dotted lines ljς and r
j
ς . Denote by A
j
ς , B
j
ς , C
j
ς ⊂ F ς +Θς ,
the sets of a, b, c-class entrances and solid arrows in the j-th block row, on the right hand side
of Ijς , with the upper (resp. lower) boundary m
j−1
ς (resp. m
j
ς).
I1ς A
1
ς ∪B
1
ς B
1
ς ∪ C
1
ς
G1ς
I2ς A
2
ς ∪B
2
ς B
2
ς ∪ C
2
ς
G2ς
Iγ+1ς B
γ+1
ς B
γ+1
ς ∪ C
γ+1
ς
Gγ+1ς
Iκ−1ς Bκ−1ς B
κ−1
ς ∪ C
κ−1
ς
Gκ−1ς
W κς B
κ
ς ∪ C
κ
ς
Gκς
· · · · · · · · · · · · · · ·
· · · · · ·
(4.5-1)
In Ajς , B
j
ς , C
j
ς , a solid arrow is denoted by a
j
ςi,pq, b
j
ςi,pq, c
j
ςi,pq splits from ai, bi, ci respectively,
an entry of F ς by •j,0ςi,pq, where (p, q) is the index in the n
ς × nς
t(ai)
, nς × nς , nς × nς
t(ci)
-block
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matrix respectively. If there is no confusion, we write •jipq and •
j,0
ipq for simple. For the sake of
convenience, Φmmς is partitioned also by the lines m, l, r as the same as in F
ς +Θς .
Remark From now on, we consider the pseudo reduced formal equation (4.1-7) at the ς-th
step, in order to determine the linear relation on the dotted elements. Keep Remark 4.1.3 in
mind. Since loop or edge reduction may add some w-class dotted arrows, but does not cause
any new linear relations among the splits of dotter elements, we will describe the relationship of
u¯, v¯, u, v, w¯, w-class elements during the regularization from B¯ς to B¯ς+1. In the following three
Lemmas, suppose the first arrow aς1 = •
ι
τ p¯q¯ of B¯
ς belongs to Aις ∪ B
ι
ς ∪ C
ι
ς in Picture (4.5-1),
Write an element •j,0ipq of F
ς with j > ι, p > p¯, or p = p¯ but q < q¯; while write the solid arrow
•j
′
i′p′q′ with j
′ 6 ι and p′ < p¯, or p′ = p¯ but q′ > q¯.
Lemma 4.5.1 Let (Aς ,Bς) be an induced pair of (Aκ,Bκ), the latter is given by Theorem
4.3.4 (iii) ②, and ι = κ with the first arrow aς1 = •κτp¯q¯ ∈ Bκς ∪ Cκς , (see below the second thick
line of Picture (4.5-1) for example). Assume that
(i) Any bκ,0ipq = ∅, i > n0, the corr. element u¯
κ
ipq is replaced by a combination of some v¯-class
arrows in B¯ς . While the dotted arrows u¯j
′
i′p′q′ are preserved.
(ii) If cκ,0ipq = ∅, there is a linear relation among some elements v
κ
i1p1q1
, h < i1 6 h+ i, p1 > p
or p1 = p, q1 < q and some u,w-class. While all the dotted arrows v
j′
i′p′q′ are preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(ii). In particular
all the dotted arrows vj
′
i′p′q′ , u¯
j′
i′p′q′ except v
κ
τp¯q¯, u¯
κ
τp¯q¯; and all the w¯, v¯-class arrows are preserved.
Proof The assumption is valid for ς = κ by Theorem 4.3.4 and Corollary 4.3.5.
(i) If aς1 = b
κ
τp¯q¯, τ > n0, then according to Formula (4.2-8), (4.1-8) and Remark 4.1.3 (i):
δ(bκτp¯q¯) = u¯
κ
τp¯q¯ +
∑
n0<i<τ
(α0τiu¯
κ
ip¯q¯ +
∑
q α
1
τib¯
κ,0
p¯q u¯
κ
iqq¯) +
∑
ci≺bτ ,q
cκ,0ip¯q(
∑
l ε
′
τilv¯lqq¯).
Since W is upper triangular, p¯ 6 q in b¯κ,0p¯q . By the assumption (i), u¯
κ
τp¯q¯ is a dotted arrow, thus
bκτp¯q¯ 7→ ∅, u¯
κ
τp¯q¯ is replaced by a combination of some v¯-class arrows, since u¯
κ
ip¯q¯, u¯
κ
iqq¯ are already
so by the assumption (i).
(ii) If aς1 = c
κ
τp¯q¯, then according to Formula (4.2-9), (4.1-8) and Remark 4.1.3 (i):
δ(cκτp¯q¯) =
∑
h<i6h+τ (γ
0
τiv
κ
ip¯q¯ +
∑
q γ
1
τib¯
κ,0
p¯q v
κ
iqq¯) +
∑
i,q c
κ,0
ip¯q(
∑
l ξτilulqq¯)−
∑
q<q¯ c
κ,0
τ p¯qwqq¯ +
∑
p>p¯ wp¯pc
0
τ p¯q.
In the case of δ(cτ p¯q¯) 6= 0, cτ p¯q¯ 7→ ∅, which yields an additional linear relation among elements
vip¯q¯, viqq¯, h < i 6 h+ τ, q > p¯, and some u,w-class elements.
The required v, u¯-class and all the v¯, w¯-class dotted arrows are preserved, the pair (Aς+1,Bς+1)
still satisfies assumption (i)-(ii), which finishes the proof.
Suppose in Formula (4.5-1), Ijς , j > γ, intersects the p-th row of F ς at the q
j
p-th column with
b¯j,0
pq
j
p
= (1). Denote by w¯j
q
j
pq
for any possible q the dotted element with row index qjp at eςX . If
j > ι, or j = ι but p > p¯, then qjp > qιp¯, w¯
j
q
j
pq
is sitting below w¯ιqιp¯q¯, we refer to Picture (4.5-2).
Lemma 4.5.2 Let (A¯ς , B¯ς) be an induced pair of (A¯κ, B¯κ) with γ existing in Theorem 4.3.4
(ii). Suppose the first arrow aς1 = •
ι
τ p¯q¯ ∈ B
ι
ς ∪ C
ι
ς with γ < ι 6 κ in 4.3.4 (iii) ①, or γ < ι < κ,
in ②, (see between the two thick lines of Picture (4.5-1) for example). Assume that
(i) Any b¯j,0pq = ∅, the corr. w¯
j
q
j
pq
is replaced by a combination of some w¯lq, l > q
j
p and w-class
elements at B¯ς . While the dotted arrows w¯p′q′ with p
′ 6 qιp¯ are preserved.
(ii) Any bj,0ipq = ∅, i > n0, the corr. u¯
j
ipq is replaced by a combination of some u¯
j1
i1p1q1
≻
u¯jipq, n0 < i1 < i, and v¯-class elements in B¯
ς . While the dotted arrows u¯j
′
i′p′q′ are preserved.
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(iii) If cj,0ipq = ∅, there is a relation among elements v
j1
i1p1q1
, h < i1 6 h + i, and u,w-class.
While the dotted arrow vj
′
i′p′q′ , i
′ ∈ Λ, are preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(iii). In particular
all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ; u¯j
′
i′p′q′ except u¯
j
τ p¯q¯; w¯
j′
p′q′ , p
′ < qjp¯; and v¯-class are preserved.
Proof The assumption (i)-(iii) are valid, if the block of aς1 has the bottom and right bound-
aries (mκς , r
κ
ς ) in the case of Theorem 4.3.4 (iii) ①; or (mκ−1ς , rκ−1ς ) in (iii) ② by Lemma 4.5.1.
(i) If aς1 = b¯
ι
p¯q¯, by the notation b¯
ι,0
p¯qιp¯
= (1), and by the assumption (i) b¯ι,0p¯q = ∅, q < q¯,
δ(b¯ιp¯q¯) = (1)w¯
ι
qιp¯ q¯
+
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯ , wp¯p belongs to w¯ or w class.
Since w¯ιqιp¯q¯ is a dotted arrow, b¯
ι
p¯q¯ 7→ ∅ at the induced pair (A
ς+1,Bς+1). As an example, we refer
to W¯ 3ς and W¯
4
ς in the picture (4.5-2) below.
(ii) If aς1 = b
ι
τ p¯q¯, τ > n1, then b¯
ι,0
p¯qιp¯
= (1), b¯ι,0p¯q = ∅,∀ q > q
ι
p¯ by (i) above; and for some ι1 6 ι:
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
n0<i<τ
(α0τiu¯
ι
ip¯q¯ + α
1
τib¯
ι,0
p¯qιp¯
u¯ι1iqιp¯q¯) +
∑
ci≺bτ ,q
c0ip¯q(
∑
l ε
′
τilv¯lqq¯), b
ι
τ p¯q¯ 7→ ∅,
since u¯ιτ p¯q¯ is a dotted arrow by the assumption (ii), which is replaced by some u¯, v¯-class elements.
(iii) If aς1 = c
ι
τ p¯q¯, in case of c
ι
τ p¯q¯ 7→ ∅, a relation among u, v, i > h,w-class elements is added:
δ(cιτ p¯q¯) =
∑
h<i6h+τ (γ
0
τiv
ι
ip¯q¯ + γ
1
τib¯
ι,0
p¯qιp¯
vι1iqιp¯q¯) +
∑
i,q c
ι,0
ip¯q(
∑
l ξτilulqq¯)−
∑
q<q¯ c
ι,0
τ p¯qwqq¯ +
∑
p>p¯ wp¯pc
j,0
τ p¯q.
The required v, u¯, w¯-class and all the v¯-class dotted arrows are preserved, the pair (Aς+1,Bς+1)
still satisfies assumption (i)-(iii), which finishes the proof.
Suppose in the picture (4.5-1), Ijς comes from an effective a¯ij for j 6 γ if γ exists, otherwise
j 6 κ in Theorem 4.3.4 (iii) ①, or j < κ in (iii) ②, which intersects the p-th row at the qjp-th
column in the nς
X
× nς
t(a
ij
)-block coming from a¯ij partitioned by T¯ with a¯
j,0
ij ,pq
j
p
= (1). Denote
by vˆj
ij ,q
j
pq
splitting from vˆij for any possible q, whose row index is q
j
p in the n
ς
t(a
ij
) × n
ς
X
-block.
We write Vˆ jς at the (n0, hi)-th block partitioned by T¯ in Ψ¯
r
nς , and refer to Picture (4.5-2).
Lemma 4.5.3 Let (A¯ς , B¯ς) be an induced bocs of (A¯κ, B¯κ). Suppose the first arrow aς1 =
•ιτ p¯q¯ ∈ A
ι
ς ∪B
ι
ς ∪C
ι
ς with ι 6 γ if γ exists; otherwise j 6 κ in Theorem 4.3.4 (iii) ①, or j < κ in
(iii) ②, (see above the first thick line of Picture (4.5-1) for example). Assume that
(i) Any aj,0ipq = ∅, i ∈ Λ, the corr. v
j
ipq is replaced by a combination of some u-class elements
at B¯ς . While all the dotted arrows vj
′
i′p′q′ are preserved.
(ii) If an effective a¯j,0ipq = ∅, there is a linear relation among u, w¯, w-class elements at B¯
ς .
While all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, are preserved.
(iii) Any bj,0ipq = ∅, i < n0, the corresponding u¯
j
ipq is replaced by a combination of some v¯-class
elements at B¯ς . While all the dotted arrows u¯j
′
i′p′q′ are preserved.
(iv) Any b¯j,0pq = ∅, v¯ijqjpq corr. to a¯
j,0
ijpq
j
p
is replaced by a combination of some v¯-class elements
below and some w¯, w-class at B¯ς . While the dotted arrows v¯j
′
i′p′q′ with p
′ 6 qιp¯ are preserved.
(v) Any bj,0ipq = ∅, i > n0, the corr. element u¯
j
ipq is replaced by a combination of some u¯
j
i1pq
,
n0 < i1 < i, and v¯-elements at B¯
ς . While all the dotted arrows u¯j
′
i′p′q′ are preserved.
(vi) If cj,0ipq = ∅, there is a linear relation among some elements v
j
i1pq
, h < i1 < h + τ , and
u,w, w¯-class at B¯ς . While all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, are preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(vi). In particular,
all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, except vjτ p¯q¯; u¯
j′
i′p′q′ except u¯
j
τ p¯q¯; and vˆ
j′
p′q′ , p
′ < qιp¯ are preserved.
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Proof The assumption (i)-(vi) are valid, if aς1 has the bottom and right boundaries (m
γ
ς , r
γ
ς )
when γ exists by Lemma 4.5.2, otherwise (mκς , r
κ
ς ) in Theorem 4.3.4 (iii) ①, or (mκ−1ς , rκ−1ς ) in
(iii) ② by Lemma 4.5.1.
(i) If aς1 = a
ι
τ p¯q¯ with τ ∈ Λ, since vτ p¯q¯ is a dotted arrow by the assumption (i):
δ(aιτ p¯q¯) = v
ι
τ p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫτilulqq¯) =⇒ a
ι
τ p¯q¯ 7→ ∅, v
ι
τ p¯q¯ = −
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫτilulqq¯),
(ii) If aς1 = a¯
ι
τpq effective, by substituting v
ι
i′p¯q¯ given in (i):
δ(a¯ιτ p¯q¯) =
∑
a¯τι≺ai′≺a¯τ
β¯τi′v
ι
i′p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫ¯τilulqq¯)−
∑
q<q¯ a¯
ι,0
τ p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pa¯
j,0
τ p¯q
=
∑
i a¯
ι,0
ip¯q
(∑
l,q(ǫ¯τil −
∑
a¯τι≺ai′≺a¯i4a¯τ
β¯τi′ǫi′il)ulqq¯
)
−
∑
q<q¯ a¯
ι,0
τ p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pa¯
j,0
τ p¯q.
If δ(a¯ιτ p¯q¯) 6= 0, a¯
ι
τ p¯q¯ 7→ ∅ yields a linear relation among some u, w and w¯-class elements.
(iii) If aς1 = b
ι
τ p¯q¯, τ < n0, since u¯
ι
τ p¯q¯ is a dotted arrow by the assumption (iii):
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯) =⇒ b
ι
τ p¯q¯ 7→ ∅, u¯
ι
τ p¯q¯ = −
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯).
(iv) If aς1 = b¯
ι
p¯q¯ effective, by substituting u¯
ι
i′p¯q¯ given in (iii), and Formula (4.4-1):
δ¯(b¯ιp¯q¯) =
∑
i′<n0
α¯i′ u¯
ι
i′p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ε¯ilv¯lqq¯)−
∑
q<q¯ b¯
ι,0
p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯
=
∑
i,q a¯
ι,0
ip¯q
(∑
l(ε¯il −
∑
a¯τι4a¯i′≺bi≺b¯
α¯i′εi′il)v¯lqq¯
)
−
∑
q<q¯ b¯
ι,0
p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯
= vˆτ ι,qιp¯q¯ +
∑
a¯
ι,0
ip¯q≻a¯
ι,0
τι,p¯qιp¯
;q a¯
ι,0
ip¯qvˆiqq¯ −
∑
q<q¯ b¯
ι,0
p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯ ,
since a¯ι,0τ ι,p¯qιp¯
= 1, vˆτ ιqιp¯q¯ is a dotted arrow by the assumption (iv), b¯
ι
p¯q¯ 7→ ∅, vˆτ ιqιp¯q¯ is replaced by
some w¯, w-class; and some vˆ-class elements below qιp¯. See Vˆ
1
ς , Vˆ
2
ς in Picture (4.5-2).
(v) If aς1 = b
ι
τ p¯q¯, τ > n0, since b¯
0
p¯q = ∅ for all possible q by (iv) above:
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
i 6=n0,i<τ
α0τiu¯
ι
ip¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯) +
∑
ci≺bτ ;q
c¯ι,0ip¯q(
∑
l ε
′
τilv¯lqq¯).
Since u¯ιτ p¯q¯ is a dotted arrow by the assumption (v), bτ p¯q¯ 7→ ∅, u¯
ι
τ p¯q¯ is replaced by some u¯ip¯q¯, n0 <
i < τ , and v¯-elements by a replacement in (iii).
(vi) If aς1 = c
ι
τ p¯q¯, since b¯
0
p¯q = ∅ for all possible q, by (iv):
δ(cιτ p¯q¯) =
∑
i6h+τ γ
0
τiv
ι
ip¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ζτilulqq¯)
+
∑
i<τ ;q c¯
ι,0
ip¯q(
∑
l ξτilulqq¯)−
∑
q<q¯ c
ι,0
τ p¯qwqq¯ +
∑
j>ι,p>p¯wp¯pc
j,0
τpq¯.
Suppose δ(cιτ p¯q¯) 6= 0, c
ι
τ p¯q¯ 7→ ∅ causes a linear relation among v
ι
ip¯q¯, h < i 6 h+τ , and u,w, w¯-class
elements by a replacement in (i).
The required v, u¯, w¯, v¯-class dotted arrows are preserved, the pair (A¯ς+1, B¯ς+1) still satisfies
assumption (i)-(vi), which finishes the proof.
The following picture shows a pseudo formal equation Θ¯ς of (A¯ς , B¯ς) for κ = 5, γ = 2 in
the case of Theorem 4.3.4 (iii) ② with only effective arrows. From this we are able to see the
correspondence of (B¯1ς , Vˆ
1
ς ), (B¯
2
ς , Vˆ
2
ς ) and (B¯
3
ς , W¯
3
ς ), (B¯
4
ς , W¯
4
ς ):
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B¯4
C11
C21
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C12
C22
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C42
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eς
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U
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eς
X
Aς B
ς
Cς
T ς
Picture (4.5-2)
4.6 Regularization for non-effective a class and all the b class arrows
Let a one-sided pair (A¯, B¯) and an induced pair (A¯ς , B¯ς) be given in the beginning of section
4.5. It is clear by Lemma 4.5.1-4.5.3, that all the b-class and non-effective a-class solid arrows
go to ∅ by regularization. Now assume that we meet a local pair (A¯′, B¯′) induced after the ς-th
step still in the sense of Lemma 2.3.2, which has an induced pair in Classification 3.3.5 (iv):
(A¯′(λ0,λ1,··· ,λl−1), B¯
′
(λ0,λ1,··· ,λl−1)
) (4.6-1)
Denote by (A¯s, B¯s) an induced pair of the pair (4.6-1) after a series of regularization with the
first loop as1 and δ(a
s
1) = 0. Make a loop mutation, we obtain an induced pair (A¯
s+1, B¯s+1) with
Rs+1 = k[x]. We claim in particular that W appearing in Theorem 4.3.4 (iii) ② must be trivial,
since B¯κ−1,rκ−1 is not local, but x appears only in a local bocs in the case of MW5.
Suppose Bs+1 satisfies Formulae (3.3-3)-(3.3-4), an induced pair (A¯t, A¯t) is in the case of
MW5, then the non-effective a-class and all the b-class solid arrows are regularized during the
reductions. In particular, the parameter x and the first arrow at1 of B¯
t belongs to a¯ or c-class.
In fact, the discussion of 4.5.1-4.5.3 is still valid if we describe the linear relationship over the
fractional field k(x) of the polynomial ring k[x], or over the field k(x, x1) of two indeterminants
instead of the base field k.
Theorem 4.6.1 Let (A¯, B¯) be a one sided pair having at least two vertices, such that the
induced local bocs B¯X satisfies Classification 4.3.1 (ii), where the pair is major and the c-class
arrows satisfy Formula (4.2-6). If (A¯, B¯) has an induced pair (A¯t, B¯t) in the case of MW5, then
the parameter x and the first arrow at1 must split from some a¯ or c-class arrows.
Finally, let (A¯, B¯) be a one-sided pair having at least two vertices, such that B¯X satisfies
Classification 4.2.1 (i). Then B¯ has only a, b-class solid arrows, where b1, · · · , bn are all non-
effective; and ai, i ∈ Λ satisfying the first formula of (4.2-5) are non-effective, while a¯i = ahi , i =
1, · · · , s, satisfying the second one are effective. If there is an induced pair (A¯t, B¯t) in the case
of MW5, we have the following observation.
(i) Let (A¯′, B¯′) be an induced pair of (A¯, B¯), with T¯ ′ being trivial and the reduced formal
product Θ¯′ given by Formula (4.1-6). Similarly to condition 4.3.1, let D = {d1, · · · , dr} be a set
of solid arrows, E = {e1, · · · , es} that of edges, such that D ∪ E form the lowest row of Θ¯
′. Let
U = {u1, · · · , ur} be a set of dotted arrows, with W = V
′ \ U , such that δ¯(di) and δ¯(ei) satisfy
the formulae in 4.3.1 (ii), we obtain (BRC)′. Then after a reduction given by Lemma 4.3.2,
the induced pair still satisfies (BRC)′; and the original pair (A¯, B¯) satisfies (BRC)′ similar to
Lemma 4.3.3, but the proofs are much easier than those.
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(ii) For constructing a reduction sequence of (A¯, B¯) up to (A¯κ, B¯κ), we need only the part
(i) and (iii) ① of Theorem 4.3.4.
(iii) For the further reductions, we need only Theorem 4.5.3 (i)-(iii), then reach an induced
pair (A¯s, B¯s), where all the b-class, non-effective a-class arrows are regularized step by step.
Corollary 4.6.2 Let (A¯, B¯) be a one sided pair having at least two vertices, such that the
induced local bocs B¯X satisfies Classification 4.3.1 (i). If (A¯, B¯) has an induced pair (A¯
t, B¯t)
satisfying MW5, then the parameter x and the first arrow at1 must split from some a¯-class arrows.
5. Non-homogeneity of wild bipartite problems
This section is devoted to proving the main Theorem 0.3. The way to do so is based on
proving the non-homogeneous property for a wild bipartite matrix bi-module problem having
BDCC condition in the case of MW5.
5.1 An inspiring example
Let A = (R,K,M,H = 0) with R trivial be a bipartite matrix bi-module problem having
BDCC condition of representation wild type. Suppose A′ = (R′,K′,M′, H ′) is an induced bi-
module problem satisfying MW5. We classify the position of the first arrow a′1 in the formal
product Θ′ of (A′,B′):
H ′ +Θ′ = H ′ +
∑n′
i=1 a
′
i ∗ A
′
i. (5.1-1)
Denote by (p, q′) the leading position of A′1 over T
′, which locates in the (p, q)-th leading block
of some base matrix of M1 partitioned by T , with q = qZ a main block column over Z.
Classification 5.1.1 Let the pairs (A,B), (A′,B′) be given above with B′ satisfying MW5.
Then there are two possible position relations between p and the row indices of the links of H ′
in Formula (5.1-1):
case (I) p < the row indices of all the links in the (p, q)-block of H ′;
case (II) p > some row index of at least one link in the (p, q)-block of H ′.
It is clear that there is no link above the (p, q)-th block, since A′ is already local.
Lemma 5.1.2 Let px be the row index of x in H
′, then px > p in Classification 5.1.1.
Proof. Since x appears before the first arrow a′1 of B
′, px > p by the ordering of the
reductions. If px = p, then the parameter x locates at the left side of a
′
1 in H
′ + Θ′, δ(a′1)
contains only the terms of the form αxv, α ∈ k, which contradicts to the assumption that B′ is
in the case of MW5. Thus px > p, the proof is finished.
Example 5.1.3 Let (A,B) be a pair of matrix bi-module problem associated to the algebra
defined in Example 1.4.5. There is a reduction sequence A = A0,A1,A2,A3 given in Examples
2.4.5, such that the corresponding bocs B3 of A3 is strongly homogeneous in the case of MW5
described in 3.1.5 (iii). In order to prove that (A,B) is not homogeneous, we must find another
way different from the proof of MW1-MW4. More precisely, we will reconstruct a new reduction
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sequence based on the matrix M˜ over k[x] with the size vector m˜ = (2, 2, 2, 2, 2, 3, 3, 3, 3, 3):
M˜ =

0 0
0 1 0
0 0 1
0 0 1
0 0 0
0
0
0 0 1
0 0 0
0
0 0 0
0 x 0
0 0
0 0 1
0 0 0
0
0 1 0
0 0 1
0

.
Corresponding to steps (i)-(iii) of 2.4.5, there is a reduction sequence A = A˜0, A˜1, A˜2, A˜3, where
the reductions from A˜0 to A˜1 is given by a 7→ (0 1) in the sense of Lemma 2.3.2. Thus b splits
into b1, b2 in B˜
1, and set b1 7→ (0), b2 7→
(0 1
0 0
)
from A˜1 to A˜2. A˜3 is obtained from A˜2 by an edge
reduction going to (0), a loop mutation, then a series of regularization:
H˜3 =
(
0 1X 0
0 0 1X
)
∗A+
(
0 0 1X
0 0 0
)
∗B +
(
∅ ∅ ∅
0 x1X ∅
)
∗ C.
The (1, 5)-th block partitioned under T in the formal equation of (A˜3, B˜3) is of the form:
(
e v
0 e
)(
d10 d11 d12
d20 d21 d22
)
+
(
u111 u
1
12
u121 u
1
22
)(
0 0 1
0 0 0
)
+
(
u211 u
2
12
xv u222
)(
0 1 0
0 0 1
)
=
(
0 1 0
0 0 1
) v
2
00
v2
01
v2
02
v2
10
v2
11
v2
12
0 vx v2
11
+( 0 0 1
0 0 0
) v
1
00
v1
01
v1
02
v1
10
v1
11
v1
12
v1
20
v1
21
v1
22
+( d10 d11 d12
d
20
d
21
d
22
) s00 s01 s020 e v
0 0 e

with e = e
X
, s00 = eY . Then the differentials of the solid arrows of B˜
3 can be read off:
d20 : X 7→ Y, δ(d20) = 0; d21 : X 7→ X, δ(d21) = xv − vx− d20s01.
And δ¯(d22) = u
1
21 − v
2
11 − d20s02 − d21v, δ¯(d10) = −v
2
10 − v
1
20 + vd20, δ¯(d11) = u
2
11 − v
2
11 − v
1
21 −
d10s01, δ¯(d12) = u
1
11 + u
2
11 − v
1
12 − v
1
22, where δ¯ is respect to d20, d21. It is clear that the bocs
B˜
3 is in the case of Proposition 3.4.5, since for d20 7→ (1), the solid loops d21, d22, d10, d11, d12
will be regularized, because s01, u
1
21, v
2
10, u
2
11, u
1
11 are pairwise different dotted arrows. Therefore
(A,B) is not homogeneous.
Motivated by Example 5.1.3, we consider the general cases. Since the example satisfies Case
(I) of Classification 5.1.1, we start from Case (I) in the subsection 5.1-5.3.
Let A = (R,K,M,H = 0) be a bipartite matrix bi-module problem having RDCC condition.
Let A′ be an induced matrix bi-module problem with R′ trivial. Let ϑ : R(A′) → R(A) be the
induced functor, M = ϑ0i(H ′(k)) =
∑
j Mj ∗ Aj ∈ R(A). Suppose that the size vector of M is
l× n over T . Let q = qZ ∈ T2 for some Z ∈ T . Define a size vector l× n˜ over T , and construct
a representation M˜ =
∑
j M˜j ∗ Aj ∈ R(A) with 0 a zero column as follows:
n˜j =
{
nj , if j 6∈ Z,
nj + 1, if j ∈ Z.
M˜j =
{
Mj , ifAj1Z = 0,
(0Mj), ifAj1Z = Aj.
(5.1-2)
Denote by (p, q + 1) the leading position of M , and suppose that q + 1 is the index of the
first column of the q-th block-column, denote by q˜ the index of the added column in the qZ-th
block-column of M˜ . Consider the defining system IE of K′0 ⊕ K
′
1 given by Formula (2.4-4), and
a matrix equation I˜E:
IE : Φ1lM ≡≺(p,q+1) MΦ
2
ni , I˜E : Φ
1
l M˜ ≡≺(p,q˜) M˜Φ
2
n˜. (5.1-3)
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Using the right hand side of IE and I˜E, one defines two new matrix equations respectively:
IEτ : 0 ≡≺(p,q+1) MΦ
2
n, I˜Eτ : 0 ≡≺(p,q˜) M˜Φ
2
n˜. (5.1-4)
Since A has BDCC condition, the main block-column in Φ2
ni
determined by Z ∈ T can be written
as Φ2
ni,Z
= (Φ21, · · · ,Φ
2
ni
)T , such that either Φ2l = 0 or Φ
2
l = (z
l
pq) 6= 0, where z
l
pq are algebraically
independent variables over k, Denote the pairwise different non-zero blocks by Φ2l1 , · · · ,Φ
2
lu
.
s s s s s =
Taken any integer p′ > p and 1 6 j 6 n
Z
, the (p′, q + j)-th entry of the right side of IEτ is:∑
Φl 6=0
∑
q′ α
l
p′q′z
l
q′,q+j. (5.1-5)
It is easy to see that zlq′,q+j1 and z
l
q′,q+j2
have the same coefficient αlp′,q′ , the (p
′, q′)-th entry of
H(k), in Formula (5.1-5). In the picture above, n
Z
= 5, p′ = p, the five equations locating at
five circles have the same coefficients of each variables.
Remark 5.1.4 (i) The (p, q + j1)-the equation is a linear combination of the previous
equations in IEτ , if and only if so is the (p, q+ j2)-th equation by Formula (5.1-5). Similarly, we
have the same result in I˜Eτ .
(ii) The equations in the system I˜E (resp. I˜Eτ ) and those in IE (resp. IEτ ) are the same
everywhere except at the q˜-column, since the entries of M˜ in the q˜′-th, the first column of the
q′-th block column with q′ ∼ q under the partition T , are all zero.
(iii) If there exists some 1 6 j 6 n
Z
, such that the (p, q + j)-th equation is a linear combi-
nation of the previous equations in IEτ , then so is the (p, q˜)-th equation in I˜E, by (i)-(ii).
(iv) If the (p, q+ j)-th equation is a linear combination of the previous equations in IE, then
so is it in IEτ , since the variables in Φl and Φn are algebraically independent.
5.2 Bordered trivial matrices in the bipartite case
This sub-section is devoted to constructing a reduction sequence based on a given sequence
and a bordered matrix, which generalizes Example 5.1.3.
Let A = (R,K,M,H = 0) be a bipartite matrix bi-module problem having RDCC condition.
Let As = (Rs,Ks,Ms,Hs) be an induced problem with Rs trivial and local. Then Corollary
2.3.5 gives a unique reduction sequence with each reduction being in the sense of Lemma 2.3.2:
A = A0,A1, · · · ,Ai,Ai+1, · · · ,As, (∗)
Let ϑ0s : R(As) → R(A) be the induced functor, M = ϑ0s(Hs(k)) =
∑
j Mj ∗ Ai ∈ R(A) with
the size vector l × n, and Mj = G
j
s(k) given by Formula (2.3-5). Define a size vector l × n˜ and
a representation M˜ =
∑
j M˜j ∗ Aj ∈ R(A) given by Formula (5.1-2).
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Theorem 5.2.1 There exists a unique reduction sequence based on the sequence (∗):
A = A˜0, A˜1, · · · , A˜i, A˜i+1, · · · , A˜s (∗˜)
where A˜i = (R˜i, K˜i,M˜i, H˜ i), the reduction from A˜i to A˜i+1 is a reduction or a composition of
two reductions in the sense of Lemma 2.3.2. Moreover, T˜ s has two vertices, and
ϑ˜0s(H˜s(k)) = M˜.
Proof We may assume that l× n is sincere over T . Otherwise, after a suitable deletion, we
are able to obtain an induced problem A′, which is still bipartite having BDCC condition, such
that M is a representation of A′ of size vector l′ × n′, which is sincere over T ′.
We will construct a sequence (∗˜) inductively. The original term in the sequence is A˜0 = A0.
Suppose that we have constructed a sequence A˜0, A˜1, · · · , A˜i for some 0 6 i < s, and ϑ˜0i :
R(A˜i) 7→ R(A˜0) is the induced functor, such that there exists a representation
M˜ i = H˜ i
m˜i
(k) +
∑ni
j=1 M˜
i
j ∗ A˜
i
j ∈ R(A˜
i), with ϑ0i(M˜ i) ≃ M˜ ∈ R(A˜0). (5.2-1)
WriteM i = ϑis(Hs(k)) = H i
mi
(k)+
∑ni
j=1M
i
j∗A
i
j ∈ R(A
i), whereM i1 = G
i+1
s (k) by Corollary
2.4.5, denoted Gi+1s (k) by B for simplicity. Denote the first column of the q-th block-column in
the formal product Θi, which B belongs to, by β. Now we are constructing A˜i+1.
Case 1 T˜ i = T i and A˜i = Ai.
1.1 B ∩ β is empty. Then G˜i+1 = Gi+1, H˜ i+1 = H i+1 and A˜i+1 = A˜i+1.
Before giving the following cases, we claim that if B ∩ β is non-empty, B thus Gi+1 can not
be Weyr matrices. Otherwise, the first arrow ai1 of B
i will be a loop. Since T˜ i = T i, a˜i1 will also
be a loop and hence the numbers of rows and columns of B˜ are the same. When the matrix B
is enlarged by one column, then also enlarged by one row, a contradiction to the construction
of M˜ . So B is either a regularization block ∅ or an edge reduction block
(0 Ir
0 0
)
.
1.2 B ∩ β is non-empty, and B = ∅ is a zero block. Then B˜ = (∅B) with ∅ a zero column,
H˜ i+1 = H i+1 and A˜i+1 = Ai+1 by a regularization.
1.3 B ∩ β is non-empty, B =
(0 Ir
0 0
)
and r < the number of columns of B. Then B˜ = (0B)
with 0 a zero column, H˜ i+1 = H i+1 and A˜i+1 = Ai+1 by an edge reduction.
1.4 B∩β is non-empty, B =
(
Ir
0
)
. Then B˜ = (0B) with 0 a zero column. Recall the formula
(2.3-5) and Corollary 2.3.5, we define
G˜i+1 =

(
0 1Z2
)
, if Gi+1 = (1Z2);(
0 1Z2
0 0
)
, if Gi+1 =
(
1Z2
0
)
,
H˜ i+1 =
∑
X∈T i
IX ∗H
i
X + G˜
i+1 ∗ Ai1.
Then A˜i+1 is induced from A˜i by an edge reduction in the sense of Lemma 2.3.2.
We stress, that after the edge reduction 1.4, T˜ i+1 = T i+1 ∪ {Y } with Y an equivalent
class consisting of the indices of the added columns in the formal product Θ˜i+1 of the pair
(A˜i+1, B˜i+1), and (A˜i+1, B˜i+1) 6= (Ai+1,Bi+1) from this stage.
We show the above B as a small block in the corr. leading block partitioned by T :
Case 1.1 Cases 1.2 and 1.3 Case 1.4
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Case 2. T˜ i = T i ∪ {Y }.
2.1 B ∩ β is empty. Then B˜ = B, G˜i+1 = Gi+1, and H˜ i+1 =
∑
X˜∈T˜ i I˜X˜ ∗ H˜
i
X˜
+ G˜i+1 ∗ A˜1.
If B ∩ β is non-empty. Denote by a˜i0 and a˜
i
1 the first and the second solid arrows of B˜
i,
which locate at (pi, q˜i0) and (p
i, q˜i0 + 1) in the formal product Θ˜
i respectively.
2.2 B ∩ β is non-empty, and there exists some 1 6 j 6 niZ , such that the (p
i, qi + j)-th
equation is a linear combination of previous equations in IEiτ . Then δ(a˜
i
0) = 0 by Remark 5.1.4
(iii) and Corollary 2.4.4. We make two reductions: the first is an edge reduction given by
a˜i0 7→ (0); the second one for a˜
i
1 is as the same as that for a
i
1 by 5.1.4 (ii), then we obtain an
induced problem A˜i+1 with B˜ = (0B), where 0 is a zero column.
2.3 B ∩ β is non-empty, and for all 1 6 j 6 miZ , the (p
i, qi + j)-th equation is not a linear
combination of previous equations in IEiτ . Thus δ(a˜
i
0) 6= 0 still by 5.1.4 (iii) and 2.4.4. And
(pi, qi + j)-th equation neither is in IEi by 5.1.4 (iv), δ(ai1) 6= 0 again by 2.4.4. Then we make
two regularization a˜i0 7→ ∅, a˜
i
1 7→ ∅, and B˜ = (∅B) with ∅ being a zero column.
In the cases 2.2-2.3, we define G˜i+1,0 = (0) or ∅, G˜i+1,1 = Gi+1, and set H˜ i+1 =
∑
X˜∈T˜ i I˜X˜ ∗
H˜ i
X˜
+ G˜i+1,0 ∗ A˜i0 + G˜
i+1,1 ∗ A˜i1.
By summary up all the cases, we obtain an induced pair (A˜i+1, B˜i+1) and a representation
M˜ i+1 satisfying Formula (5.2-1). The theorem follows by induction.
Corollary 5.2.2 With the notations as in Theorem 5.2.1. The main diagonal block e˜iZ , Z ∈
T , of K˜i0 ⊕ K˜
i
1 has the form with m = n
i
Z :
s00 s01 s02 · · · s0m
s11 s12 · · · s1m
s22 · · · s2m
. . .
...
smm
 .
Where s01, s02, . . . , s0m are dotted arrows of B˜
i.
Proof By the construction of H˜ i, the added “0-column” can be only 0 or ∅. Therefore
except s00, the elements at the 0-th row: s01, s02, . . . , s0m do not appear in the defining equation
system of A˜i, and thus they are free. The proof is finished.
5.3 Bordered matrices with a parameter x in the bipartite case
This sub-section is devoted to proving that the bipartite pair with an induced minimal wild
pair of MW5 and satisfying Classification 5.1.1 (I) is not homogeneous.
Suppose we have a reduction sequence:
A = A0,A1, · · · ,As,As+1, · · · ,Aε, · · · ,Aǫ, · · · ,At = A′ (∗′)
where the reduction from Ai to Ai+1 is given by Lemma 2.3.2 for 1 6 i = 1 < s, and As is
local; the reduction from As to As+1 is a loop mutation, then we obtain a parameter x at the
(px, qx)-position and R
s+1 = k[x]; the reduction from Ai to Ai+1 is a regularization for s < i < t.
The pair (At,Bt) is in the case of MW5 and Classification 5.1.1 (I).
Note that the set T i of integers and its partition T i of Ai are all the same for i = s, · · · , t, we
may write ni uniformly by n; ti by t¯. Suppose the first arrow at1 of B
t locates at (p, q′)-position
in the formal product Θt with q′ = q + j for some 1 6 j 6 ntZ ; the first arrow a
ǫ
1 of B
ǫ locates
at (p, q + 1) in Θǫ, where q + 1 is the index of the first column in the q-th block-column. The
picture below shows the position of the first solid arrows in the formal products Θi of (Ai,Bi)
for i = s, ǫ, t (when we ignore the added q˜0-th column):
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px
p
•
• •
x
•
cp= a˜
ǫ
0
at1a
ǫ
1
x: first appears in (As+1,Bs+1)
at1: the first arrow of (A
t,Bt)
aǫ1: the first arrow of (A
ǫ,Bǫ)
  ✒
q˜0
✟✙ (p, q)-leading block
︸ ︷︷ ︸
qZ
For any s < i 6 t, assume that Ri = k[x, φi(x)−1] in Ai, H i ∈ IMti(k[x, φ
i(x)−1]). Then H i are
all in the same form but with different φi(x). Since k(x) is a k[x, φi(x)−1]-bi-module,
H i ⊗Ri 1k(x) ∈ IMti(k[x, φ
i(x)−1])⊗Ri k(x) ≃ IMti(k(x)).
Remark 5.1.4 (i) is still valid when we consider the equations over k(x) instead of k in IEτ and
I˜Eτ . Define a variable matrix Φ
(•)
n˜ of size n˜ with the q˜-th column as the same as that of Φ
2
n˜ and
others zero. In the systems below, see Formula (5.1-4), we only need to consider the second one:
I˜Eτ : 0 ≡ M˜Φ
2
n˜; I˜E
(•)
τ : 0 ≡ M˜Φ
(•)
n˜ , (5.3-1)
Suppose x locates at the px-th row of the (px, qZ′)-th main block partitioned under T , see
the picture above for the case of Z ′ 6= Z; and the example 5.1.3 for Z ′ = Z. Thus the equation
system I˜E
(>px)
τ consisting of the equations below the px-th row is over the base field k. Denote
by K
(>px)
τ ⊂ IMt¯×t¯(k) the solution space of I˜E
(>px)
τ . Since K˜
s
1⊕K˜
s
1 is local and upper triangular,
one base matrix E of K
(>px−1)
τ with entries all zero, except 1Y at the position (q˜, q˜), {E} forms
the basis of K
(>px−1)
τ,0 ; and other base matrix Vj , j > 1, with non-zero entries above the q˜-row at
the q˜-th column, form a basis of K
(>px−1)
τ,1 .
Suppose we have solved the equations I˜E
(>h)
τ for some p < h 6 px, and obtained R
(>h)
τ =
k[x,
∏h−1
η=px
dη(x)−1]× k1Y ; and a quasi-free module K
(>h)
τ,1 with a quasi-basis {U1, · · · , Uκ} over
R
(>h)
τ ⊗k R
(>h)
τ . Consider the formal product and the equation system, see Theorem 2.4.1:
Π
(>h)
τ =
∑κ
ζ=1 uζ ∗ Uζ , I˜E
(>h)
τ : 0 ≡ H(k(x))Π
(>h)
τ . (5.3-2)
Where the h-th equation of I˜E
(>h)
τ is
∑κ
ζ=1 fζ(x)uζ , fζ(x) ∈ R
(>h)
τ . There are two possibilities:
(i) fζ(x) = 0 for ζ = 1, · · · , κ, then K
(>h−1)
τ,1 = K
(>h)
τ,1 , set d
h(x) = 1 and the quasi-basis of
K
(>h)
τ,1 are preserved in K
(>h−1)
τ,1 .
(ii) There exists some fζ(x) 6= 0, without loss of generality we may assume that fκ(x) 6= 0.
Choose a new basis of Homk(x)(K
(>h)
τ,1 ⊗R(>h) k(x), k(x)) at the first line of Formula (5.3-3) below,
we have the corresponding base change of K
(>h)
τ,1 over R
(>h)
τ at the second line:{
u′ζ = uζ ,
U ′ζ = Uζ − fζ(x)/fκ(x)Uζ ;
for 1 6 ζ < κ;
{
u′κ =
∑κ
ζ=1 fζ(x)uζ ,
U ′κ = 1/fκ(x)Uκ.
(5.3-3)
Where uκ = 0 is the solution of the (h, q˜)-th equation in the system (5.3-2), thus K
(>h−1)
τ,1
possesses the quasi-free-basis {Uζ | ζ = 1, · · · , κ − 1}. Let d
h(x) ∈ k[x] be the numerator of
fκ(x), and R
(>h−1)
τ = k[x,
∏h
η=1 d
η(x)]× k1Y .
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By induction, we finally reach the equation system I˜E
(>p−1)
with the solution space K
(>p−1)
τ,1
and a polynomial dp(x). Consider the pair (Ai,Bi) for some s + 1 6 i 6 ǫ, suppose Ri =
k[x, φi(x)−1], and the row index of the first arrow is pi, px 6 p
i 6 p, in the formal product Θi.
Define
φ˜i(x) = φi(x)Πp
i
η=pxd
η(x) ∈ k[x], in particular φ˜t(x) = φt(x)Πpη=pxd
η(x). (5.3-4)
Denote M i = H i(k[x, φ˜i(x)−1]) =
∑
j M
i
j ∗Aj having the size vector l× n over T . Then we are
able to construct a size vector l× n˜ over T ; and a matrix M˜ i =
∑
j M˜
i
j ∗Aj by Formula (5.1-2).
Write the matrix equations for i > s:
IEi : ΦlM
i ≡≺(pi,qi) M
iΦn, I˜E
i
: ΦlM˜
i ≡≺(pi,qi) M˜
iΦn˜;
IEiτ : 0 ≡≺(pi,qi) M
iΦn, I˜E
i
τ : 0 ≡≺(pi,qi) M˜
iΦn˜.
(5.3-5)
Remark 5.3.1 Remark 5.1.4 (i)-(iv) are still valid if we consider the matrices M i and M˜ i
over k[x, φ˜i(x)−1] instead of over k.
Theorem 5.3.2 There exists a unique reduction sequence based on the sequence (∗′):
A = A˜0, A˜1, · · · , A˜s, A˜s+1, · · · , A˜ε, · · · , A˜ǫ, · · · , A˜t = A˜′ (∗˜′)
where the first part of the sequence till to A˜s is given by Theorem 5.2.1; the reduction from
A˜
s to A˜s+1 is given by a loop mutation as+11 7→ (x), or first an edge reduction (0), then a loop
mutation (x); the reduction from A˜i to A˜i+1 for s + 1 6 i < t is given by a regularization, or
two regularization, or an edge reduction (0) then a regularization.
Proof We make reduction from A˜s to A˜s+1 by a loop mutation when x does not locate at
the qZ -the block column of the formal product Θ
s+1, or by an edge reduction (0) then a loop
mutation when x locates at the q
Z
-column by Corollary 2.4.4.
Now suppose we have an induced bi-module problem A˜i for some i > s. If the first arrow ai1
of Ai does not locate at the (q + 1)-th column of Θi, make a regularization a˜i1 7→ ∅. Otherwise,
there are two possibilities: ① there exists some 1 6 j 6 nZ , the (pi, q+ j)-th equation is a linear
combination of the previous equations in IEiτ , then δ(a˜
i
0) = 0 by Remark 5.3.1 and Corollary
2.4.4, set a˜i0 7→ (0), a˜
i
1 7→ ∅; ② otherwise δ(a˜i0) 6= 0, set a˜i0 7→ ∅ and a˜i1 7→ ∅. The sequence (∗˜′) is
completed by induction as desired.
Corollary 5.3.3 Bt at (∗′) satisfying MW5 implies δ(a˜ǫ0) = 0 in B˜
ǫ at (∗˜′).
Proof The first arrow at1 of B
t locates at the (p, q + j)-th position, therefore δ0(aǫj) = 0 in
Θǫ. By Remark 5.3.1, the (p, l)-th equation is a linear combination of previous equations in I˜E
ǫ
τ
for 0 6 l 6 n
Z
. Thus δ(a˜ǫ0) = 0 in B˜
ǫ by Corollary 2.4.4, the proof is finished.
Proposition 5.3.4 Let A = (R,K,M,H = 0) with R trivial be a bipartite matrix bi-
module problem having RDCC condition. If there exists an induced pair (A′,B′) of (A,B) in
the case of MW5, and H ′ +Θ′ satisfies Classification 5.1.1 (I), then A is not homogeneous.
Proof Suppose we have a sequence (∗′) with B′ = Bt, then there is a sequence (∗˜′) based
on (∗′) by Theorem 5.3.2. Corollary 5.3.3 tells that the first arrow a˜ǫ0 of B˜
ǫ is an edge with
δ(a˜ǫ0) = 0, and hence we may set a˜
ǫ
0 7→ (1) according to Proposition 2.2.7. Denote by (Aˆ, Bˆ) the
induced pair, which is obviously local. Thus we are able to use the triangular formulae given in
the section 3.3, and obtain an induced pair in one case of Classification 3.3.3 (ii)-(iv).
Case 1. If we meet 3.3.3 (ii), then B˜ǫ is in the case of Proposition 3.4.5. We are done.
Case 2. If we meet 3.3.3 (iii), then there exists an induced bocs of Bˆ satisfying MW3, we
are done by Proposition 3.4.3.
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Case 3. If we meet 3.3.3 (iv), then there exists an induced bocs satisfying MW4, we are
done by Proposition 3.4.4.
Case 4. If we meet of 3.3.3 (iv), and any induced minimal wild bocs satisfying MW5, then
we choose one of them, say (Aˆ1, Bˆ1), where the first arrow aˆ1 in the sense of MW5 locates at
the p1-th row in the formal product Θˆ1. We claim that p1 < p. In fact, the arrows a˜j for
j = 1, · · · , n
Z
at the p-th row in Θˆ of the pair (Aˆ, Bˆ) has the differentials δ0(a˜j) = s0j + · · · ,
and hence will be regularized according to Corollary 5.2.2.
Repeating the above process for (Aˆ1, Bˆ1), if we meet one of the cases 1-3, the procedure
stops. Otherwise if we meet the case 4 repeatedly, there is a sequence of local pairs and a
decreasing sequence of the row indices:
(Aˆ, Bˆ), (Aˆ1, Bˆ1), (Aˆ2, Bˆ2), · · · , (Aˆβ , Bˆβ),
p > p1 > p2 > · · · > pβ.
Since the number of the rows of Hˆ i for i = 1, · · · , v is fixed, the procedure must stop at some
stage β, such that one of the Cases 1-3 appears. The proposition is proved by induction.
5.4 Bordered matrices in one-sided case
This subsection is devoted to constructing a reduction sequence starting from a one sided
pair based on some bordered matrices.
Let (A,B) be a bipartite pair having RDCC condition, let (Ar,Br) be an induced ma-
trix bi-module problem with Rr trivial given by Formula (4.1-1). Which gives a quotient-sub
pair ((Ar)[m], (Br)(m)) denoted by (A¯, B¯). B¯ has a layer L = (R;ω; d1, · · · , dm; v1, · · · , vt) by
Definition 4.1.2. Denote by T¯R = {0} and T¯C = {1, , 2 · · · ,m}, the row and column indices
of (d1, d2, · · · , dm) in the reduced formal product Θ¯ in Formula (4.1-2), then the vertex set
T¯ = T¯R × T¯C .
Let (A¯′, B¯′) be an induced pair of (A¯, B¯), with the induced functor ϑ¯ : R(A¯′)→ R(A¯). Write
M¯ = ϑ¯(F (k)) =
∑m
j=1 M¯j ∗Ej ∈ R(A¯) with the size vector n = (n0;n1, · · · , nm) over T¯ .
Remark 5.4.1 Based on Formula (2.4-5) and using the reduced form parallel to Formula
(4.1-7), we will construct the defining system I¯F of the quotient-sub-pair (A¯′, B¯′).
(i) According to Remark 4.1.1 (i), denote by Z¯0 the (p
r, pr)-the square block of Ψmr′ of size
n0 with p
r ∈ Xr; by Z¯ξξ the (q
r + ξ, qr + ξ)-th square block of size nξ with q
r + ξ ∈ Y ri , then
Z¯0 = ZXr = (z
Xr
pq )n0×n0 , Z¯ξξ = ZY ri = (z
Y ri
pq )nξ×nξ .
(ii) Denote by Z¯ξ the (p
r, qr+ξ)-block of Ψmr′ of size n0×nξ, and by Z¯ηξ the (q
r+η, qr+ξ)-
block of size nη × nξ, η < ξ. Write the variable matrix Zj = (z
j
pq) for j = 1, · · · , tr, then
Z¯ξ =
∑
j α
j
ξZj, where j runs over s(V
r
j ) ∋ p
r, e(V rj ) ∋ q
r + ξ, αjξ ∈ k;
Z¯ηξ =
∑
j β
j
ηξZj, where j runs over s(V
r
j ) ∋ q
r + η, e(V rj ) ∋ q
r + ξ, βjηξ ∈ k.
Fix an integer l ∈ {1, · · · ,m} with l ∈ Y 6= X in Definition 4.1.2, thus dl : X → Y is a solid
edge. Let ρ ∈ Y , such that (pρ, qρ + 1) is the leading position of H¯
′(k) in A¯′, and suppose that
(qρ + 1) is the index of the first column of the ρ-th block-column over T¯ . Write
IF : (Z¯0 ∗ E0)M¯ ≡≺(piρ,qiρ+1)
∑m
ξ=1 Z¯ξ ∗Eξ + M¯(
∑
16η6ξ6m Z¯ηξ ∗Eηξ). (5.4-1)
Similar as in Equation (5.1-3), we have the right hand side of I¯F:
IFτ : 0 ≡≺(pρ,qρ+1)
∑m
ξ=1 Z¯ξ ∗Eξ + M¯ (
∑
16η6ξ6m Z¯ηξ ∗ Eηξ). (5.4-2)
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Define a size vector n˜ = (n˜0; n˜1, · · · , n˜m) over T¯ as follows: n˜ξ = nξ if ξ /∈ Y ; n˜ξ = nξ + 1 if
ξ ∈ Y . Construct a representation based on M¯ :
M˜ =
m∑
j=1
M˜j ∗ Ej ∈ R(A¯), M˜j =
{
M¯j , if Ej1Y = 0;
(0 M¯j), if Ej1Y = Ej,
(5.4-3)
with 0 a column vector. Write Z˜0, Z˜ξξ the variable matrices of size n˜0 × n˜0, n˜ξ × n˜ξ; and
Z˜ξ =
∑
j α
j
ξZ˜j of size n˜0 × n˜ξ, Z˜ηξ =
∑j
ηξ β
j
ηξZ˜j of size n˜η × n˜ξ according to Remark 5.4.1
respectively. Thus we obtain the following matrix equation with q˜ρ being the index of the first
column of the ρ-th block-column of M˜ :
I˜F : (Z˜0 ∗ E0)M˜ ≡≺(pρ,q˜ρ)
∑m
ξ=1 Z˜ξ ∗Eξ + M˜(
∑
16η6ξ6m Z˜ηξ ∗ Eηξ),
I˜Fτ : 0 ≡≺(pρ,q˜ρ)
∑m
ξ=1 Z˜ξ ∗Eξ + M˜(
∑
16η6ξ6m Z˜ηξ ∗ Eηξ).
(5.4-4)
Taken any integer p′ > pρ and 1 6 h 6 nρ, the (p
′, qρ + h)-th entry of IFτ equals∑
p′ γp,p′z
Y r
p′,qiρ+h
+
∑
p′ νp,p′z
j
p′,qiρ+h
, γp,p′, νp,p′ ∈ k. (5.4-5)
It is clear that zYp′,qρ+h1 and z
Y
p′,qρ+h2
, zjp′,qρ+h1 and z
j
p′,qρ+h2
in Formula (5.4-5) have the same
coefficients respectively for all 1 6 h1, h2 6 nρ, h1 6= h2. The assertion is also valid for I˜Fτ .
The picture below shows four equations (abridged by four circles) of IFτ in Formula (5.4-2).
There are three solid edges ending at Y , where |Y | = 3, nρ = 4, the equations locate at the
(p2, q2+ h)-th positions for h = 1, 2, 3, 4 have the same coefficients as shown in Formula (5.4-5).
ssss = +
Remark 5.4.2 Parallel to Remark 5.1.4, we have the following facts.
(i) For any 1 6 h1, h2 6 nρ, the (pρ, qρ + h1)-th equation is a linear combination of the
previous equations in IFτ , if and only if so is the (pρ, qρ + h2)-th equation by Formula (5.4-5).
Similarly, we have the same result in I˜Fτ .
(ii) The equations in the system I˜F (resp. I˜Fτ ) and those in IF (resp. IFτ ) are the same
everywhere except at the q˜ρ-column, since the entries of M˜ at the q˜ρ-th column is zero for
ρ = 1, · · · , |Y | respectively.
(iii) If there exists some 1 6 h 6 nρ, such that the (pρ, qρ + h)-th equation is a linear
combination of the previous equations in IFτ , then so is the (pρ, q˜ρ)-th equation in I˜F, by (ii)
and (i) above.
(iv) If the (pρ, qρ + h)-th equation is a linear combination of the previous equations in IF,
then so is in IFτ , since the variables in {Z¯0, Z¯ρρ, Zj}j are algebraically independent.
Suppose there is a reduction sequence given by Formula (4.1-5) with A¯0 = A¯ and each
reduction being in the sense of Lemma 2.3.2:
A,A1, · · · ,Ar−1, Ar, Ar+1, · · · , Ar+i, Ar+i+1, · · · , Ar+s;
A¯
0, A¯1, · · · , A¯i, A¯i+1, · · · , A¯s,
(∗¯)
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Proposition 5.4.3 Parallel to Theorem 5.2.1, there exists a unique reduction sequence
based on the sequence (∗¯):
A˜, A˜1, · · · , A˜r−1, A˜r, A˜r+1, · · · , A˜r+i, A˜r+i+1, · · · , A˜r+s;
˜¯
A, ˜¯A1, · · · , ˜¯Ai, ˜¯Ai+1, · · · , ˜¯As.
(˜¯∗)
(i) A˜i = Ai for i = 0, 1, · · · , r.
(ii) The reduction from ˜¯Ai to ˜¯Ai+1 is a reduction or a composition of two reductions in the
sense of Lemma 2.3.2 for i = 0, · · · , s − 1, such that ˜¯T s has two vertices, and ϑ˜0s(F˜ s) = M˜ s.
(iii) The reduction from A˜r+i to A˜r+i+1 is as the same as that from ˜¯Ai to ˜¯Ai+1.
(iv) The diagonal block e˜X in
˜¯Ks0 of
˜¯
A
s over T¯ is of the form given in Corollary 5.2.2.
Proof (i) is clear. The proof of (ii) is parallel to that of Theorem 5.2.1, the only difference is
that for each ρ ∈ Y , we need to add a column into the ρ-th block column for each ρ = 1, · · · , |Y¯ |
step by step. (iii) follows from Formula (4.1-5). The proof of (iv) is parallel to Corollary 5.2.2.
The proof of the theorem is completed.
Parallel to (∗′) of the subsection 5.3, suppose we have the following sequences:
A,A1, · · · ,Ar−1, Ar, Ar+1, · · · , Ar+s, Ar+s+1, · · · , Ar+ǫ, · · · , Ar+t;
A¯, A¯1, · · · , A¯s, A¯s+1, · · · , A¯ǫ, · · · , A¯t,
(∗¯′)
the reduction from A¯ (resp. Ar) to A¯s (resp. Ar+s) is given by (∗¯); from A¯s (resp. Ar+s) to A¯s+1
(resp. Ar+s+1) is a loop mutation and we obtain a parameter x; the reduction from A¯i (resp.
A
r+i) to A¯i+1 (resp. Ar+i+1) is a regularization for i = s + 1, · · · , t− 1. The pair (Ar+t,Br+t)
is minimally wild in the case of MW5 and Classification 5.1.1 (II).
Remark 5.4.4 (i) If the first arrow at1 of B¯
t splits from dl of the one sided sub-bocs B¯,
then dl : X 7→ Y is an edge by Theorem 4.6.1 and Corollary 4.6.2. Consequently we are able to
add some columns according to Theorem 5.4.3.
(ii) We will discuss how to determine Ar in (∗¯′) in the next subsection.
(iii) Suppose at1 locates at the (p, q
′)-th position in the reduced formal product Θ¯t with
q′ = q + j for some 1 6 j 6 nl, and the first arrow a
ǫ
1 of B¯
ǫ locates at the (p, q + 1)-th position
in Θ¯ǫ. Let integers ρ ∈ Y , parallel to Formula (5.3-1) we write an equation system I˜F
(•,ρ)
τ . Thus
we obtain a polynomial dηρ(x) inductively for ρ = 1, · · · , |Y |, η = px, · · · , p, according to the
discussion given in the first part of the subsection 5.3. If R¯t = k[x, φt(x)−1], define
φ˜t(x) = φt(x)
∏p
η=px
∏|Y |
ρ=1 d
ηρ(x),
Proposition 5.4.5 Parallel to Theorem 5.3.4, there exists a unique reduction sequence
based on the sequence (∗¯′) satisfying the proposition (i)-(iv) below:
A˜, A˜1, · · · , A˜r−1 A˜r, A˜r+1, · · · , A˜r+s, A˜r+s+1, · · · , A˜r+ǫ, · · · , A˜r+t;
˜¯
A, ˜¯A1, · · · , ˜¯As, ˜¯As+1, · · · , ˜¯Aǫ, · · · , ˜¯At.
(˜¯∗′)
(i) The first parts of the two sequences up to r + s and s respectively are given by (˜¯∗).
(ii) ˜¯As+1 is induced from ˜¯As by a loop mutation as+11 7→ (x), or an edge reduction (0),
then a loop mutation (x); the reduction from ˜¯As+i to ˜¯As+i+1 is given by a regularization,
or a composition of two regularizations, or an edge reduction (0) then a regularization for
i = 1, · · · , t− 1.
(iii) The reduction from A˜r+s+i to A˜r+s+i+1 is as the same as that from ˜¯As+i to ˜¯As+i+1 for
i = 1, · · · , (t− s− 1).
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(iv) Denote by at1 ∈ B¯
t the first solid arrow, if δ(at1) = vx− xv, then the first solid edge a˜
ǫ
0
of ˜¯Bǫ with the differential δ(a˜ǫ0) = 0.
Proof (i) is obvious. The proof of (ii) is parallel to that of Theorem 5.3.2. (iii) follows from
Formula (4.1-5). (iv) is parallel to Corollary 5.3.3. The proof is finished.
5.5 Non-homogeneity in the case of MW5 and classification (II)
Suppose a bipartite pair (A,B) has an induced pair (A′,B′) in the case of MW5 and Clas-
sification 5.1.1 (II). This subsection is devoted to determining the one sided quotient-sub pair
according to the position of the first arrow a′1 in the formal product H
′ +Θ′, and then proving
that (A,B) is not homogeneous.
Let A be a bipartite matrix bi-module problem having RDCC condition. The sequence
(A,B), (A1,B1), · · · , (Aς ,Aς), (Aς+1,Bς+1), · · · , (Aτ ,Bτ ) = (A′,B′) (5.5-1)
satisfies the following condition: Ri is trivial for i 6 ς, the reduction from Ai to Ai+1 is in the
sense of Lemma 2.3.2 for i < ς; Aς is local with δ(aς1) = 0, after a loop mutation, we have
Rς+1 = k[x] in Bς+1; finally we make regularization for i > ς, and Bτ = B′ is in the case of
MW5 and Classification 5.1.1 (II). Suppose the first arrow aτ1 of B
τ locates at the (pτ , qτ )-th
position of the (p, q)-th block in the formal product Θτ . Since the size of Hς coincides with that
of Hτ , and since we make regularization from Bς+1 to Bτ , according to Formula (2.3-5):
Hτ (k[x, φτ (x)−1]) =
∑ς
i=1G
i
τ ∗ A
i−1
1 + (x) ∗ A
ς
1. (5.5-2)
From now on, we call Giτ , the leading block of G
i
τ ∗A
i−1
1 , a G-type matrix of H
τ (k[x, φτ (x)−1]),
and sometimes do not distinguish Gi over Ri or Gi(k) over k.
Let i < ς, ϑiτ : R(Aτ )→ R(Ai) be the induced functor, and niτ = ϑiτ (1, 1, · · · , 1). There is
a simple fact, that any row (column) index ρ of H i + Θi in the pair (Ai,Bi) determines a row
(column) index niτ1 + · · ·+n
iτ
ρ of H
τ +Θτ in the pair (Aτ ,Bτ ). Consequently, if the upper (resp.
lower, left or right) boundaries of two G-type matrices Gi(1), Gi(2) of H i(k) are colinear, then
the same boundaries of two splitting blocks Giτ (1), G
i
τ (2) of H
τ (k[x, φ(x)−1]) are still colinear.
Remark 5.5.1 Consider the G-type matrices inside the (p, q)-th block. If Giτ and G
i+1
τ are
both in the (p, q)-th block, the relative position of their upper boundaries has three possibilities
according to Formulae (2.3-1)-(2.3-3).
(i) The upper boundaries of Giτ and G
i+1
τ are co-linear, if and only if the reduction from
A
i−1 to Ai is given by one of the following: Gi = (0), (1), (0 1); Gi = (λ); Gi = ∅; and the right
boundary of Giτ is not that of the (p, q)-th block. In this case their lower boundaries are also
colinear.
(ii) The upper boundary of Gi+1τ is strictly lower than that of G
i
τ , if and only if G
i =
(1
0
)
or(
0 1
0 0
)
; or Gi = W of size being strictly bigger than 1, and the right boundary of Giτ is not that
of the (p, q)-th block. In this case, the lower boundaries of Giτ and G
i+1
τ are also colinear.
(iii) The lower boundary of Gi+1τ is the upper boundary of G
i
τ , if and only if the right
boundary of Giτ coincides with that of the (p, q)-th block.
Collect all the G-type matrices of Hτ inside the (p, q)-th block, such that their upper bound-
aries are above or at that of aτ1 :
Gq1τ , G
q2
τ , . . . , G
qu
τ , with q1 < q2 < · · · < qu < ς. (5.5-3)
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The G-type matrices Gqiτ (1 6 i 6 u) in (5.5-3) are grouped into h groups according to their
upper boundaries are colinear or not, and denoted by ρj the common upper boundary of the
j-th group for j = 1, · · · , h, where ρj+1 is strictly lower than ρj:
{Gq11τ , . . . , G
q1,u1
τ }, · · · · · · , {G
qh,1
τ , · · · , G
qh,uh
τ }, u1 + · · · + uh = u. (5.5-4)
The matrices G
qj,l
τ and G
qj,l+1
τ in the j-th group have two possibilities: ① If Gqj,lτ is in the case
of Remark 5.5.1 (i), then G
qj,l+1
τ comes from the next reduction with qj,l+1 = qj,l + 1. ② If G
qj,l
τ
is in the case of Remark 5.5.1 (ii), then G
qj,l+1
τ follows by a sequence of reductions with the
upper boundary of the G-type matrices lower than that of the pτ -row, and including at least
one reduction in the case of Remark 5.5.1 (iii). At last the sequence reaches G
qj,l+1
τ with the
upper boundary ρj as a neighbor of G
qj,l
τ , thus qj,l+1 > qj,l + 1.
Lemma 5.5.2 G
qj,uj
τ must be in the case of Remark 5.5.1 (ii) for j = 1, · · · , h.
Proof If G
qj,uj
τ is in the case of 5.5.1 (iii), then ρj is lower than ρj+1, a contradiction to the
grouping of Formula (5.5-4); and aτ1 is sitting upper ρh for j = h, a contradiction to the choice
of the sequence (5.5-3).
Suppose G
qj,uj
τ satisfies 5.5.1 (i). Then for j < h, the upper boundaries of G
qj,uj
τ and G
qj,uj+1
τ
coincide, a contradiction to the grouping in (5.5-4). For j = h, G
qh,uh
τ = 0, I, (0 I), or λI, or ∅
with hight d > 1. Suppose the next reduction gives G
qh,uh+1
τ and denoted by G′τ for simplicity. If
G′τ satisfies 5.5.1 (i) and (ii), then G
′
τ and G
qh,uh
τ have the same upper boundary, a contradiction
to the grouping of (5.5-4); if G′τ satisfies 5.5.1 (iii), then a
τ
1 locates above ρh, a contradiction
to the choice of (5.5-3). Therefore there is no any further reduction in the sense of Lemma
2.3.2. If the hight d > 1, Bτ is not local, so d = 1. Since aτ1 locates between the lower and
the upper boundary of G
qh,uh
τ , which forces G
qh,uh
τ sitting at the pτ -th row. But the parameter
x appears after G
qh,uh
τ and before aτ1 , thus locates at the p
τ -th row, a contradiction to Lemma
5.1.2. Therefore G
qj,uj
τ is in the case of 5.5.1 (ii), the proof is completed.
Definition 5.5.3 We define h rectangles in Θτ : for j < h, the j-th rectangle has the upper
boundary ρj, lower boundary ρj+1, and the left boundary is the right boundary of G
qj,uj , the
right boundary is that of the (p, q)-th block. While the h-th rectangle has the upper boundary
ρh, lower boundary is that of G
qh,uh . The rectangle with the upper boundary ρj is said to be
the j-th lader, there are altogether h laders.
The picture below shows an example, in which h = 3, the three groups given by sawtooth
patterns with some dots, and the last G-type matrix in each group is given by a rectangle
without dots. The upper boundaries of the three laders are shown by dotted lines.
•
aτ1 ·x
pτ -th row
ρ3-th line
ρ2-th line
ρ1-th line
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Lemma 5.5.4 Let r = qh,uh − 1 in the formula (5.5-1). We define a one sided quotient-sub
pair (A¯, B¯) = ((Ar)[m], (Br)(m)) of the pair (Ar,Br) consisting of the solid arrows d1, · · · , dm
sitting at the pr-row with the right boundary of dm is that of the (p, q)-th block as shown in
Formula (4.1-1). Then
(i) m > 1;
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(ii) all the G-type matrices in Hτ coming from d2, · · · , dm locate below the p
τ -th row;
(iii) aτ1 is split from dl with l > 1. If (A¯, B¯) satisfies Theorem 4.6.1 or Corollary 4.6.2, then
dl is a solid edge.
(iv) ς = r+ s and τ = r+ t in the formula (5.5-1), which coincides with sequence (∗¯′) given
above Remark 5.4.4.
Proof (i) follows from Lemma 5.5.2. (ii) comes from the choice of the sequence (5.5-3).
(iii) and (iv) are obvious. The proof is finished.
Lemma 5.5.5 (i) Let (ArX ,B
r
X) be the induced local pair at X of (A
r,Br) defined above,
denote by h
X
the number of the inheriting ladders in HrX +Θ
r
X , then hX 6 h.
(ii) Hr + Θr of the pair (Ar,Br) has also h ladders in the (p, q)-th block. The boundaries
of the j-th ladder of Hτ + Θτ comes from that of the j-th ladder of Hr + Θr for j = 1, · · · , h,
according to the simple fact above Remark 5.5.1.
(iii) Return to the formulae (∗¯′) and (˜¯∗′) of Proposition 5.4.5, then H˜r+t + Θ˜r+t has also h
ladders. Furthermore, the number of rows in the h-th (resp. in the j-th, for j = 1, · · · , h − 1)
ladder in H˜r+t+Θ˜r+t is as the same as (resp. as the same as or more than) that in Hr+t+Θr+t.
Proposition 5.5.6 Let A = (R,K,M,H = 0) be a bipartite matrix bi-module problem
having RDCC condition. If there exists an induced pair (A′,B′) of (A,B), which satisfies MW5
and H ′ +Θ′ of (A′,B′) is in the case of Classification 5.1.1 (II), then A is not homogeneous.
Proof Suppose the induced pair (A′,B′) is the last term (Ar+t,Br+t) of the sequence (∗¯′)
above Remark 5.4.4. We assume in addition that the number of the laders in Hr+t + Θr+t is
minimal with the property of MW5 and Classification 5.1.1 (II).
(I) Let X be given by Definition 4.1.2. If (ArX ,B
r
X) is wild, denote by ((A
r
X )
′, (BrX )
′) the
induced minimally wild local pair obtained by using the triangular Formulae of subsection 3.3
with the parameter x′ and the first arrow a′1.
(I-1) If (BrX )
′ is of MW3, MW4, or MW5 with H ′X +Θ
′
X being in the case of Classification
5.1.1 (I), then it is not homogeneous by Proposition 3.5.3-3.5.5, we are done.
(I-2) If (BrX)
′ is in the case of MW5 and Classification 5.1.1 (II), then, the number of the
inheriting ladders h
X
in HrX + Θ
r
X with hX 6 h by Lemma 5.5.5 (i). Suppose a
′
1 locates at the
h′-lader. If h′ = h
X
= h, since this ladder contains only one row by Lemma 5.5.4, x′ must locate
at the same row, a contradiction to Lemma 5.1.2,; if h′ < hX = h, or h
′ = hX < h, then it
contradicts to the minimality assumption on the number of ladders.
(II) Suppose (ArX ,B
r
X) is tame infinite, the quotient-sub-pair (A¯X , B¯X ) is in the case of
Classification 4.2.1 (ii).
(II-1) If the one sided pair (A¯, B¯) satisfies the hypothesis of Lemma 4.2.3 or 4.4.1, since the
unique effective loop b¯ of B¯X is as the same as that of B
r
X , B
r is not homogeneous.
(II-2) If (A¯, B¯) satisfies Theorem 4.4.2, then we use triangular formulae of the subsection
3.3 for the local wild pair (Ar+2l,Br+2l). If we reach the cases of MW3, MW4, or MW5 and
Classification 5.1.1 (I), we are done. If we meet again MW5 and Classification 5.1.1 (II), the
first arrow must be outside of the h-th ladder, a contradiction to the minimality assumption.
(III) Now we consider the following two cases: (i) BrX is tame infinite, B¯X satisfies Classifi-
cation 4.2.1 (ii), the pair (A¯, B¯) is major and satisfies Formula (4.2-6); (ii) BrX is tame infinite
or finite, and B¯X is finite. Then in both cases dl of B¯, from which a
t
1 split, is a solid edge by
Lemma 5.5.4 (iii). Consequently, Formula (˜¯∗) of Proposition 5.4.3 can be used with respect to
dl. Furthermore by Formula (˜¯∗
′) of Proposition 5.4.5, δ(a˜ǫ0) = 0 in
˜¯
A
ǫ by 5.4.5 (iv). Set the edge
a˜ǫ0 7→ (1) then all the other arrows split from dl at the same row are mapped to ∅ by Proposition
5.4.3 (iv). The induced pair is obviously local of tame infinite or wild type, then we are able to
use the triangular formulae once again, and obtain an induced pair (Aˆ1, Bˆ1) in the cases (ii)-(iv)
of Classification 3.3.3.
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(III-1) If the induced local pair (Aˆ1, Bˆ1) is tame infinite, then Proposition 3.5.5 ensures that
the two-point pair (A˜r+ǫ, B˜r+ǫ) is wild and non-homogeneous, we are done.
(III-2) If (Aˆ1, Bˆ1) is in the case of MW3, or MW4, or MW5 and Classification 5.1.1 (I), then
it is non-homogeneous, we are done.
(III-3) If (Aˆ1, Bˆ1) is in the case of MW5 and classification 5.1.1 (II), and suppose in addition,
whose first arrow locates at the h1-th ladder with h1 < h, which contradicts to the minimality
number assumption of the ladders.
(III-4) If (Aˆ1, Bˆ1) is in the case of MW5 and classification 5.1.1 (II), and suppose in addition,
whose first arrow locates still at the h-th ladder. We need to do induction on some pairs of
integers. Denote by σ the number of the rows in the h-th ladder of Hr+t + Θr+t, which is a
constant after making some bordered matrices by Lemma 5.5.5 (iii); and m, the number of the
solid arrows in the pair (A¯, B¯), is also a constant. Define a finite set with σm pairs:
S = {(̺, ζ) | 1 6 ̺ 6 σ, ζ = 1, · · · ,m},
ordered by (̺1, ζ1) ≺ (̺2, ζ2)⇐⇒ ̺1 > ̺2, or ̺1 = ̺2, ζ1 < ζ2.
Denote the induced minimally wild local pair (Ar+t,Br+t) in (∗¯′) by (Aˆ0, Bˆ0) for unifying the
notations. Let (̺0, ζ0) ∈ S, such that ̺0 = p is the row-index of the first arrow aˆ01 = a
′
1 in the
h-th lader by Remark 5.4.4 (iii); ζ0 = l, since a′1 splits from the edge dl by Lemma 5.5.4 (iii).
Similarly denote by (̺1, ζ1) ∈ S determined by the first arrow aˆ11 ∈ Bˆ
1. Proposition 5.4.3 (iv)
ensures (̺0, ζ0) ≺ (̺1, ζ1).
Now we start the procedure (III) from the pair (Aˆ1, Bˆ1) instead of (Aˆ0, Bˆ0). If (III-4)
appears repeatedly, then after finitely many steps, we reach an induced pair of (III-1)-(III-3) by
induction on S. The proof is completed.
5.6 The proof of the main Theorem
We are ready to prove the main theorem 3.
Theorem 5.6.1 Let A = (R,K,M,H = 0) be a bipartite matrix bi-module problem having
RDCC condition. If A is of wild type, then R(A) is not homogeneous.
Proof For any wild bocs, there exists an induced B′ satisfying one of MW1-MW5 according
to Classification 3.3.2. Then Proposition 3.4.1-3.4.4 proved that B′ in the case of MW1-MW4
is not homogeneous. When B is the associated bocs of a bipartite matrix bi-module problem
having RDCC condition, Proposition 5.3.4 and 5.5.6 proved that the induced pair (A′,B′) in the
case of MW5 is not homogeneous. Therefore (A,B) is not homogeneous, the proof is completed.
Proof of Main Theorem 3 Let Λ be a finite-dimensional basic algebra over an algebraically
closed field k. If Λ is of wild representation type, then mod-Λ is not homogeneous.
In fact, let A be the matrix bi-module problem associated to Λ. Then A is bipartite, having
RDCC condition by Remark 1.4.4, and is representation wild type. So the pair (A,B) is not
homogeneous by Theorem 5.6.1. Note that there is an almost one-to-one correspondence between
almost split sequences in modΛ and almost split conflations in R(B), see [B2] and [ZZ], therefore
modΛ is not homogeneous. The proof is finished.
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