The purpose of this paper is twofold: First aim is to seek for a proper formulation for recovering both sharp edges and smooth surfaces from a given, noisy, image. The formulations proposed here can be di erentiable, but as our numerical experiments show, so close to a nonsmooth problem that ordinary optimization methods for smooth problems, like the conjugate gradient method, have di culties in convergence. Hence, another aim of this paper is to compare di erent numerical methods for solving the image restoration problems. Two methods of nonsmooth optimization are applied: a ( rst order) proximal bundle method and a (second order) bundle-Newton method. Moreover, a generalization of the active-set methods that have earlier shown high e ciency for nonsmooth image restoration problems is proposed and analysed. Comparison of the methods as well as comparison of formulations are made through numerical experiments.
Introduction
When purpose is to reconstruct a smoothed image u from the (noisy) data z in such a way that also sharp edges of the true image are recovered, this can be done by solving the following nonsmooth optimization problem 5, 27] 
Here, R n ; g > 0 is a regularization parameter, and the term in u; thus allowing one to recover sharp edges of the original image. However, as the theoretical analysis in 26] shows (this is also indicated by the optimality condition for problem (1) ), the result due to the BV-formulation consists of a staircase-like structure, which is not optimal for (sub)images with smooth surfaces. On the other hand, the purely quadratic, smooth formulation, 
and seek for a value of s that would combine the desired restoration properties of formulations (1) and (2) . Problem (3) is smooth (di erentiable) for s > 1: However, as s tends to 1, problem (3) gets closer to the nonsmooth problem (1) . Our numerical experiments in Section 6 show that then ordinary optimization methods for smooth problems, like the conjugate gradient (CG) method, and especially the steepest descent (SD) method, have major di culties in convergence, i.e. in nding a descent direction. Hence, to seek for an e cient numerical method for solving problem (3) becomes our next goal. For this purpose, we apply two general methods of nonsmooth, nonconvex optimization. Namely, the proximal bundle method 24], which is based on rst-order polyhedral approximation of the objective function, and the bundle-Newton method 22] , where a second-order approximation of the objective function is used. Moreover, we propose and analyse a generalization of the active-set methods that have earlier shown high e ciency in the nonsmooth case s = 1 10, 15, 16] . The characteristic feature of active-set algorithms is that the original optimization problem is transformed into a sequence of constrained problems, for which Newton-like steps can be taken 1, 12] . Another way to try to combine the restoration properties of formulations (1) and (2) 
for > 0: This approach can be considered as a multiobjective optimization problem with objective functions (1) and (2) , which are treated using a weighting method. Problem (4) is nonsmooth, because the transition between di erent phases of the image depends on in a nondi erentiable way. We compare restoration properties of the formulations (3) and (4) through numerical experiments. The rest of this paper is organized in the following way. In Section 2, we introduce some notations and de nitions used in this paper. In Section 3, the continuous and discretized formulations of the considered problems are given. In Section 4, the basic optimization methods used are introduced. In Section 5, an active-set method is described and its convergence is analyzed. In Section 6, a comparison of di erent optimization methods for solving problem (3) as well as a comparison of the formulations (3) and (4) are made through numerical experiments. Finally, in Section 7, we state some conclusions.
Notations and De nitions
In this section, we introduce some notations and de nitions used in this paper. In the end, we state two theorems. (6) Next, we give two optimality conditions. The rst one is necessary optimality condition: Theorem 2.1. Every local minimizer of problem (5) where = (a; b) R and g; are given constants such that is small compared to g.
We have slightly modi ed problem (3) by adding the term 2 ju 0 j 2 dx; > 0: This ensures coercivity of the cost functional in H 1 0 ( ); and yields the unique solvability of problem (7) in this space. In the discrete case also = 0 is admissible. Notice that problem (7) is strictly convex. Consider the discretization of problem (7) via the nite-di erence method. Then, H 1 0 ( ) = R n supplied with the Euclidean norm, and u; ; z denote vectors in R n ; whose components correspond to the values of the unknown functions in the equidistant discretization points in : Let us de ne the set of indices as N = f1; 2; : : : ng: The discrete approximation of problem (7) 
is due to the convexity the necessary and su cient optimality condition for (8) . Let us derive this next. We denote 
Now = 0 in (12)- (13) is the necessary and su cient optimality condition for (8) for s = 1 (cf. Theorem 2.2). In the implemented algorithms, i = 0 is used as a representative of the subdi erential (with minimal norm) for indices where (Du) i = 0.
In Figure 1 , function p( where > 0: The nite di erence approximation of problem (14) is de ned as
; (15) where the index sets are J = fj 2 N : j(Du) j j > g; I = fi 2 N : j(Du) i j g: Cost function J 2 is nonconvex and nonsmooth as well, because the transition between different phases of the image depends on in a nondi erentiable way. This can easily be seen in Figure 2, Because problem (15) is nonconvex, the situation is more complex and, in general, the necessary and su cient optimality conditions can not be given. However, since the cost function J 2 is unimodal, it can be shown that the only substationary point is the global minimum. Hence, the necessary and su cient optimality condition for problem (15) 
In what follows, we refer to problem (8) as s-de ned formulation and to problem (15) as -de ned formulation.
Basic methods
In this section, the basic optimization methods used for solving the image restoration problems are introduced. Let us consider general unconstrained nonlinear optimization problem minimize J (u);
8 where J : R n ! R: In what follows, we describe methods for nding a local minimum of problem (18) . The ideas of the proximal bundle method and the bundle-Newton method are discussed in Section 4.1. In Section 4.2, the basic conjugate gradient algorithm is given. Finally, in Section 4.3, the active-set approach for solving problem (18) with additional inequality constraints is described shortly. In each subsection, the assumptions for J that guarantee convergence are given.
Bundle methods
Bundle methods are at the moment the most promising methods for solving general nonsmooth optimization problems. The basic idea in bundle methods is to approximate the whole subdi erential by collecting subgradients calculated in a neighbourhood of the considered point u: At each iterate, this approximation of the subdi erential is used to build up a local model of the original problem. Search direction: The aim is to produce a sequence fu k g 1 k=0 R n converging to some local minimum of problem (18) . Suppose that at the k-th iteration of the algorithm we have the current iterate u k ; some trial points v j 2 R n (from past iterations), and subgradients g j 2 @J (v j ) for j 2 G k ; where the index set G k is a nonempty subset of f0; : : : ; kg:
The idea behind the proximal bundle method is to approximate the objective function from below by a piecewise linear function. For this purpose, J is replaced with the so-called
with the linearization error
Notice that (19) can be equivalently written aŝ (27) The long serious step yields a signi cant decrease in the value of the objective function.
Thus, there is no need for detecting discontinuities in the gradient of J ; so that we set g k+1 2 @J (u k+1 ): In the short serious step and null step, there exists discontinuity in the gradient of J : Then, the requirement (27) ensures that u k and v k+1 lie on the opposite sides of this discontinuity, and the new subgradient g k+1 2 @J (v k+1 ) will force a remarkable modi cation of the next problem of nding the search direction. In what follows, we are using the line search algorithm presented in 24]. In practice, the iteration is terminated if
where " > 0 is the nal accuracy tolerance supplied by the user. However, there are also some other, more complicated, stopping criterias involved 23].
Weight update: One of the most important questions concerning proximal bundle method is the choice of the weight k : The simplest strategy is to use a constant weight k fix but this can lead to several di culties 24]. Therefore, we keep the weight as a variable and update it when necessary. For updating k we use the safeguarded quadratic interpolation algorithm due to 20].
Bundle-Newton method
Next, we describe the main ideas of the second-order bundle-Newton method. 
where H j = H(v j ); % j 2 0; 1] is a damping parameter, and the linearization error takes the
for all j 2 G k : The model (28) can again be equivalently written as
Note that now even in the convex case k j might be negative. Therefore, the linearization error (29) is again replaced with the subgradient locality measure (22) 
Note that since the model already includes some second order information, no regularizing quadratic terms are needed like in (24) . Problem (31) is transformed into a nonlinear programming problem, which is then solved by a recursive quadratic programming method (see 22] ). If we denote g k
then this procedure leads to a quadratic programming subproblem of nding the solution
where
and k?1 j for j 2 G k?1 are the Lagrange multipliers of (32) from the previous iteration k ?1:
In the actual calculations, W k is replaced by its positive de nite modi cation, if necessary.
Line search: The line search operation of the bundle-Newton method is following the same principles as that of the proximal bundle method. The only remarkable di erence occurs in the termination condition for short and null steps, in other words, (27) 
where C > 0 is a parameter supplied by the user. The bundle-Newton method is using the line search algorithm presented in 22] . The stopping criterion is in principle the same as in the proximal bundle method.
Conjugate gradient method
The conjugate gradient method is well-known and widely used method for solving nonlinear, unconstrained optimization problems like (18) . The idea is to improve the convergence properties of the steepest descent method by using the search directions from the previous iterations in determining the current search direction. Step 2. Update u k+1 = u k + ! k d k ; where ! k is obtained by using the line search
If stopping criterion is satis ed, then STOP.
Step 3. If mod(k; p) 6 = 0; then set k = jjrJ(u k+1 )jj 2 jjrJ(u k )jj 2 : Else, set k = 0:
Step 4. Set k = k + 1 and go to 2. As a stopping criterion, one can use, for example, the following:
For xed " > 0; if ju k+1 ? u k j 1 < "; then STOP:
4.3 Active-set approach
An active-set method is an implicit method for solving optimization problems with inequality constraints (for more details, see 1]). The underlying idea is to separate the constraints into two disjoint groups. In the rst group are those that are predicted to be active at a solution and these are essentially treated as equality constraints. In the second group are those that are predicted to be inactive at a solution and they are essentially ignored. Consider optimization problem (18) Step 4. Set k = k + 1 and go to Step 2.
5 Active-set method: Description and convergence analysis
In this section, we describe an active-set method for solving the s-de ned problem (8) and give a proof of converge. In what follows, we denote D S = P S D:
The use of active-set methods for solving the BV-regularized image restoration problem (8) for s = 1 was originally proposed in 10]. In our previous work 14, 15, 16] , we have developed e cient active-set algorithms for solving the BV-regularized problem in one-and two-dimensional cases. The main idea in these algorithms is to transform the original, nonsmooth, unconstrained optimization problem using Lagrange smoothing 1, 9] and activeset approach described in Section 4.3, into a sequence of smoother, constrained problems of the form min u2R n 1 2
where I k and J k are disjoint index sets such that N = I k J k : Problem (40) is smoother than the original BV-regularized problem because a part of the nonsmoothness of the original problem appears in the constraint D J u = 0; which actually contains all nonsmooth components for the true set J = J = fj 2 N : (Du ) j = 0g: Next we describe a generalization of these methods for 1 < s 2: It should be noted that since for s > 1 problem (8) is di erentiable, the constraint D J u = 0 is now used to compensate the nearly nonsmooth components.
Description of the algorithm
Let N = I J be a disjoint composition. Consider the following constrained optimization problem
where f h is a convex, continuously di erentiable, and coercive functional satisfying
for all u; u 0 2 X and > 0. In the noise reduction problem, we have f h (u) = f 1 (u) according to (11) , which clearly satis es (42). Now, the following result holds. Step 1. Initialize (u 0 ; 0 ) 2 R n R n ; choose c > 0; and set k = 0.
Step 2. Determine the index sets
If k > 1 and J k = J k?1 , then STOP; the solution is u k .
Step 3. Let ( u; ) be the solution for (41) as de ned in Theorem 5.1.
Step 4. Set u k+1 = u; k+1 = , and k = k + 1. Go to Step 2. For now, we do not go into details of how to solve problem (41). Convergence analysis in Section 5.2 is based on the assumption that problem (41) is solved exactly in each iteration step of an active-set algorithm. In Section 5.3, we describe in more detail how Algorithm 5.1 is realized in practice.
Convergence analysis
Let us next consider the convergence of the basic active-set algorithm. The rst step towards a convergence analysis of any active-set method is to study the behaviour of the index sets J k and I k between two iteration steps k and k + 1 in the algorithm 12, 14, 15] . To do this, we split the set J k as follows: Similarly, the set I k can be split as 
Further Now, we are ready to give the convergence proof. We remind that, in general, the convergence of an active-set method is a nontrivial result, which prohibits in nite scattering between active and inactive sets. Therefore, the pair (u k+1 ; k+1 ) satis es the optimality condition (9)-(10). Thus, u k+1 = u ; where u is the unique solution for (8) .
Assume that J k 6 = J k+1 . Then, we have due to 
This shows that J 3;h (u k ) is decreasing as long as J k 6 = J k+1 . Because there exists only a nite number of possible active sets J k ; it follows from (50) that we must arrive at J k = J k+1 after a nite number of steps.
Implementation of the algorithm
The convergence analysis in Section 5.2 was based on the assumption that problem (41) is solved exactly in each iteration step of an active-set algorithm. Problem (41) itself represents a constrained, nonlinear optimization problem. However, earlier numerical tests in 14, 16] have shown that it is enough to replace the exact solving by one projected Newton-like step and a line search. Notice that we do not use the stopping criterion of Algorithm 5.1. This is due to the fact that we do not solve the inner iteration problem exactly and, hence, the index sets do not necessarily change as suggested in (47). The implemented algorithm reads as follows:
Step 1. Choose c > 0; tol > 0; " > 0 and (u 0 ; 0 ) 2 R n R n : Set k = 0.
Step 2. Determine the index sets as in Algorithm 5.1.
Step 3. (8) is done. Moreover, the two image restoration formulations (8) and (15) are compared through numerical experiments. In Section 6.1, the more detailed purposes of the experiments are given. In Sections 6.2 and 6.3, the implemented algorithms and the considered examples are described, respectively. Finally, in Section 6.4, the computational results are introduced and conclusions are drawn from them. In what follows, e(u ) is referred as the reconstruction error. We compare also the e ciency of the algorithms by means of the elapsed CPU time.
(ii) Comparison of di erent formulations for image restoration problem.
We compare the s-de ned formulation (8) and the -de ned formulation (15) for image restoration problem. We try to nd out the 'optimal' values of s in (8) and in (15) and their relation to the regularization parameter g. The main matter of interest is which of the formulations is able to recover the true image better.
Implemented algorithms
The algorithms were implemented using Fortran 77 with double-precision arithmetic. The stopping criterions for di erent algorithms were chosen such that the accuracy of the solutions is approximately the same.
Proximal bundle method (PB). The tested proximal bundle algorithm is from the software packet NSOLIB (author M. M. M kel ). The code utilizes the subgradient aggregation strategy of 18] to keep the storage requirements bounded. For solving the dual of problem (25) , the code is employing the quadratic solver QPDF4, which is based on the dual active set method derived in 19]. In our experiments, we used the following values of the parameters:
Since the cost function J 1 is convex, the distance measure parameter was chosen = 0 when solving problem (8) . In problem (15) , the cost function J 2 is nonconvex and we chose = 0:9: Line search parameters were chosen as follows: m L = 0:05; m R = 0:5; and t = 0:1: As a stopping criterion, we used " = 10 ?5 for smaller problems and " = 10 ?4 for larger problems. The above mentioned subgradient aggregation strategy makes it possible to limit the number of stored subgradients. We used the bound M=50.
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Bundle-Newton method (BN). The tested bundle-Newton algorithm is from the software packet UFO (authors L. Luk an and J. Vl ek). This code utilizes as well the subgradient aggregation strategy of 18] and employs the solver ULQDF1 implementing the dual projected gradient proposed in 21], for solving problem (32). In our experiments, we used the following values of the parameters:
In the bundle-Newton method, the distance measure parameter must be positive. We used the value = 0:1: Moreover, value ! = 2 was used for the exponent of the distance measure. Default values were used for the line search parameters.
The same values of stopping criterions as in PB.
The same bound for the number of stored subgradients as in PB.
Hessian matrix was calculated numerically using di erence approximations.
Conjugate gradient method (CG). Implementation of the conjugate gradient algorithm is straightforward, so that the algorithm is not repeated here. The same algorithm was applied to problem (8) in the nonsmooth case also. The search direction was then formed using a representative ( i = 0 for (Du) i = 0) of the subdi erential. The smaller s is, the more exact line search CG requires to converge. We used golden section minimization such that in the beginning the length of the nal search interval is acc = 10 ?3 : Then, as long as acc > 10 ?10 we set in each iteration acc = 0:98acc. As a stopping criterion, we used " = 10 ?8 in (35). We chose p = n:
Steepest descent method (SD). We implemented also the basic steepest descent method.
Implementation is similar to CG: Line search was made using the same golden section minimization and the algorithm was applied to the nonsmooth problem using the same representative of the subdi erential. The same stopping criterion as in CG.
Active-set method (AS). The implemented active-set algorithm was given in Section 5.3. We used the two-step process of 16]: First, we execute Algorithm 5.2 using the initial value of c to get the solution u 1 : Then, we increase the value of c by taking c = 10c and execute the algorithm again using u 1 as the initial guess. In our experiments, we used the initial value c = 1:
The parameters of the Armijo rule where chosen as follows: s = 1:0; = 0:4; = 0:25.
As a stopping criterion, we used " = 10 ?7 : 21 
Examples
We consider two examples, both for n = 100 and n = 300. Noisy signal z was generated by adding uniformly distributed random noise from the interval ?0:2; 0:2] to the true signal. Example 6.1. True and noisy signals are given in Figure 3 (left). Example 6.2. True and noisy signals are given in Figure 3 (right). Tables  1 -4 of Appendix A. Both examples were solved using PB, BN, and CG, whereas SD and AS were only applied in Example 6.2. Plots of these results are given in Figures 4-33 of Appendix B. The -de ned formulation (15) was applied in Example 6.2, where PB was used for solving the problem (cf. Table 5 and Figures 34-39) . Conclusions from the numerical experiments are given in the next two sections, where the two purposes, i.e. comparison of the methods and the di erent formulations are discussed separately.
Comparison of di erent optimization methods for solving the s-de ned
problem.
Let us rst describe the behaviour of each algorithm separately. After this, the comparison is made.
Bundle methods (PB and BN). (cf. Tables 1,2)
The bundle methods solved all the problems properly regardless of the value of s or discretization (the size of the problem). The bundle methods were slow in the (near) nonsmooth cases. As was mentioned above, constraint D J k u = 0 has not so signi cant role for s > 1; because the formulation yields a weaker staircase-like structure. Table 4 shows that the larger s is, the smaller is the size of the nal active set J : As opposite to all other methods, AS took more iterations as s got larger. This re ects the initial purpose in 10, 14, 15, 16] to develop an e cient method especially for nonsmooth problems. In Table 4 , the results of AS are given for n = 1000 (cf. Figures 28 -33 ) to show that it solves also larger problems in a reasonable time.
Comparison of the methods. The bundle methods PB and BN solved all the considered optimization problems properly. BN was slower than PB in most of the cases but on the other hand, it also usually obtained smaller cost function value. For s = 1; BN was considerably slower than PB. Hence, PB seemed to be more appropriate in solving problem (8) . SD was not able to solve near nonsmooth problems and was ine cient for smoother problems also. CG was able to solve the problems for s > 1; but was ine cient for s = 1:1:
The results of AS were visually and with respect to the reconstruction error satisfactory. AS was considerably faster than the other methods.
Comparison of di erent formulations for image restoration problem.
What is the 'optimal' value of s in (8) . The best s with respect to the reconstruction error e(u ) di ers between examples and discretizations (cf. Figures 4-27) . The larger the problem is the smaller s gives the smallest error e(u ): In Example 6.1, for n = 100 s = 1:9 gives the smallest error e(u ) = 5:50 10 ?2 whereas for n = 300; s = 1:3 gives the smallest error e(u ) = 3:34 10 ?2 : On the other hand, in Example 6.2, for n = 100 s = 1:2 gives the smallest error e(u ) = 6:46 10 ?2 ; whereas for n = 300; s = 1 gives the smallest error e(u ) = 5:02 10 ?2 : However, the case is not so simple. As s gets larger, one should decrease the value of g so that the weight of the tting term grows and the result can follow the observation z more precisely, especially near peaks and gaps of the true image. In Figures 40 -45 , the results of PB are presented in Example 6.2 for n = 300 and for optimal g with respect to the reconstruction error. Optimal values of g for di erent values of s are given in Table 6 . It can be seen that 'optimal' value of g gets smaller as s gets larger. Optimal value of s in this example using optimal g seems to be s = 1:1 or s = 1:2: From the solution gures with n = 300 or n = 1000 one can draw the conclusion that s 1:5 is de nitely enough for a good reconstruction of smooth parts of the given image.
What is the 'optimal' value of in (15) . By intuition, we thought that the value = 1 would be a good choice in formulation (15): where the slope of the signal is less than 45 we use smooth regularization and elsewhere nonsmooth regularization is used. However, as can be seen in Figures 34 and 37 , this gives exactly the same reconstructed image as formulation (8) for s = 1: As gets larger, the coe cient 1 in front of the smooth regularization term in formulation (15) becomes smaller. As can be seen in Figures 34-39 , visually the e ect is very similar to decreasing the value of g above. The result follows the noisy signal more precisely and the reconstruction error becomes smaller. However, by looking at the subgradient (17) it is obvious that increasing does not increase only the weight of the tting term but also the weight of the nonsmooth regularization. This makes the relation between g and more complicated. With respect to the reconstruction error, the value = 25 is the optimal choice in case n = 300: However, visually choices = 5 and = 10 seem better, because smooth surfaces are less noisy and sharp edges are recovered better.
Comparison of formulations.
-formulation (15) gives results with smaller reconstruction errors. -formulation (15) gives results with smaller reconstruction errors than s-formulation (8) . However, it seems like the reconstruction error e(u ) is not an appropriate measure for a good reconstruction: optimal result with respect to the reconstruction error contains usually visually too much variation complicating, e.g., the boundary detection.
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-formulation (15) is faster to solve using PB. -formulation (15) is nonsmooth whereas s-formulation (8) is smooth for s > 1: However, PB solves problem (15) faster (cf . Tables 2 and 5 ).
s-formulation (8) is more stable. The s-formulation (8) has a direct balance with respect to regularization and tting in the optimality condition, whereas for theformulation (15) this is not true. This is the biggest drawback of the -formulation, because it makes the relation between the regularization parameters g and even more complicated.
Conclusion. When we have a look at Example 6.2 for n = 300 and the results for the 'optimal' choices s = 1:1; s = 1:2; = 5; = 10 and = 25 (which gave the smallest error e(u )), they are not considerably better than the result for the case s = 1 which we have studied earlier. Actually, visually the results are not at all better in the sense that they were supposed to recover smooth surfaces better. Hence, it is obvious that something more must be done. Especially, we need some form of adaptivity with respect to all quantities for an improved image restoration formulation.
Other conclusions
When comparing the results of the bundle methods, CG and AS (cf. Tables 1,2 , and 4), always the one that has larger cost function value has smaller reconstruction error e(u ): Hence, in image restoration point of view, the optimization problem should not be solved exactly. However, it is di cult to say how inexactly the optimization problem should be solved to obtain optimal result for the image restoration problem. This makes it more complicated to develop optimization-based formulations and methods for image restoration.
Conclusion
A comparison of the optimization methods for solving the s-de ned image restoration problems was made. Smooth optimization methods, conjugate gradient and steepest descent, had di culties in convergence for near nonsmooth problems. Proximal bundle and bundleNewton methods solved the problems properly. However, if aim is to apply these algorithms for real 2D images with hundreds of thousands of pixels, bundle methods do not come into question due to their ine ciency. Hence, a generalization of the active-set methods that have earlier shown to be e cient in the case s = 1 was proposed. It managed to solve the problems properly and was considerably faster than the bundle methods. Convergence analysis for the active-set method was performed. Another aim of this paper was to seek for a simple formulation for image restoration problem that could recover both sharp edges and smooth surfaces from an image. Unfortunately, this aim was not achieved. After numerical study of problems (8) and (15), it became clear that some form of adaptivity is needed for an improved image restoration capability. Attempts to this direction have been made in 3, 6, 11]. In 3], the idea was to use a BV-like regularization R(u) = R jruj dx near edges, smooth regularization R(u) = R jruj 2 dx in at regions, and a regularization of the form R(u) = R jruj s dx; 1 < s < 2; in between. Thus, exponent s was chosen to be gradient-driven; s = s(jruj): From our experiments in Section 6, we make a conclusion that s 1:5 is enough for a good reconstruction of smooth parts of an image. Hence, when using the approach in 3], it may not be necessary to use larger values than s = 1:5: In 6], the authors proposed addition of a nonlinear second order di erential term to the BV-regularized cost functional that substantially reduced the staircase e ect while preserving sharp discontinuities. Many questions were left open in these papers, like the existence and uniqueness of solution. The formulations considered were also nonconvex, having several local minima. In 11], the proposed regularization was of the form R(u) = R ' (jruj 2 ) dx; where function ' was chosen such that a BV-like regularization is used near edges as well as in at regions and smooth regularization is used in between. As above, the proposed regularization functional is initially nonconvex, but an additional relaxation to overcome this di culty is also suggested and analysed in 11]. During our experiments, we found many reasons why nding a good formulation for image restoration problem is a di cult task: -Formulating image restoration problem as an optimization problem is ambiguous: In image restoration point of view, the optimization problem needs not be solved exactly. However, it is di cult to say how inexactly the optimization problem should be solved to obtain optimal result for the image restoration problem. -Another problem is determining the value of the regularization parameter g: Would the optimal value of g be the one that gives the smallest reconstruction error e(u )? The answer is probably no, because usually the optimal g with respect to e(u ) gives a solution with (visually) too much variation complicating, e.g., the boundary detection.
-We may consider e(u ) as a quantitative measure; how a result looks like is considered as a qualitative measure. Then, the main question is: How to de ne an optimal reconstruction, i.e. what is an appropriate measure for combining quantitative and qualitative analysis? -Yet another problem was mentioned above: image restoration formulations become often nonconvex and may have several local minima. Then, one should use methods of global optimization for solving the problem but such methods, in general, tend to be computationally ine cient. 
B Computational Results in Figures
In the gures the true signal is plotted with a dashed line. In Figures 4 9, 
