We apply the MODE principle (MODE=method of direction estimation) to the forward-backward (FB) covariance of the output vector of a sensor array to obtain what we call the FB-MODE procedure. The derivation of FB-MODE is an interesting exercise in matrix analysis, the outcome of which was somewhat unexpected: FB-MODE simply consists of applying the standard MODE approach to the eigenelements of the FB sample covariance matrix. By using an asymptotic expansion technique we also establish the surprising result that FB-MODE is outperformed, from a statistical standpoint, by the standard MODE applied to the forward-only sample covariance (F-MODE). We believe this to be an important result that shows that the FB approach, which proved quite useful for improving the performance of many suboptimal array processing methods, should not be used with a statistically optimal method such as F-MODE.
Introduction
MODE is a method of direction estimation by means of a sensor array, which is known to be statistically e cient in cases when either the number of data samples (N) or the signal-to-noise ratio (SNR) is su ciently large 1{3]. For uniform and linear arrays (ULA's) the implementation of MODE requires only standard matrix operations (such as an eigendecomposition) and is thus very straightforward. In fact in the ULA case MODE is a clear candidate for the best possible (i.e., computationally simple and statistically e cient) array processing method 4].
We stress that the aforementioned statistical e ciency of MODE holds asymptotically (in N or SNR).
In short-sample or low-SNR cases other methods may provide better performance. The forward-backward (FB) approach is a well-known methodology that has been successfully used to enhance the performance of a number of array signal processing algorithms 5{7]. Recently this approach has been used in conjunction with MODE probably in an attempt to obtain enhanced ( nite sample or SNR) performance 8, 9] . More exactly in the cited publications the standard MODE approach was applied to the eigenelements of the FB sample covariance matrix.
The rst problem we deal with in this paper concerns the formal application of the MODE principle to the FB sample covariance (see also 10]). After an exercise in matrix analysis we prove the somewhat unexpected result that FB-MODE should indeed consist of applying the standard MODE to the eigenelements of the FB sample covariance matrix.
Then we go on to establish the asymptotic statistical performance of FB-MODE. Because the standard F-MODE is asymptotically statistically e cient (in the sense that it achieves the Cram er-Rao bound (CRB)) 1{3], we cannot expect FB-MODE to perform better in asymptotic regimes. What one might expect is that FB-MODE outperforms F-MODE in non-asymptotic regimes and that the two methods have the same asymptotic performance. We show that the conjecture on identical asymptotic performances, even though quite natural, is false: FB-MODE's asymptotic performance is usually inferior to that of F-MODE. Regarding the comparison of the two methods in non-asymptotic regimes, because the nite-sample/SNR analysis is intractable, we resort to Monte-Carlo simulations to show that F-MODE typically outperforms FB-MODE also in such cases.
In conclusion, the FB approach { which has been successfully employed to enhance the performance of several array signal processing algorithms { cannot be recommended for use with MODE. This result also shows that the related subspace tting or asymptotic maximum likelihood approaches of 1] and 2], which produced the statistically e cient MODE in the forward-only case, may fail to yield statistically optimal estimators in other cases.
Data Model
Let y(t) 2 C m 1 denote the output vector of a ULA that comprises m elements. The variable t denotes the sampling point; hence, t = 1; 2; : : : ; N; where N is the number of available samples. Under the assumption that the signals impinging on the array are narrowband with the same center frequency, the array output can be described by the following equation (see, e.g., 11]): y(t) = Ax(t) + e(t): (1) Here, x(t) 2 C n 1 is the vector of the n signals (translated to baseband) that impinge on the array, e(t) 2 C m 1 is a noise term, and A is the Vandermonde matrix A = ; where f! k g n k=1 are the so-called spatial frequencies. We assume that ! k 6 = ! j for k 6 = j and that m > n, which implies that rank(A) = n:
The following assumption, frequently used in the array processing literature, is also made in this paper: the signal vector and the noise are temporally white, zero-mean, circular Gaussian random variables that are independent of one another; additionally, the noise is spatially white and has the same power in all sensors. Mathematically, this assumption implies that:
Efx(t)x (s)g = P 0 t;s ;
Efe(t)e (s)g = 2 I t;s ; (4) Efe(t)e T (s)g = 0;
where E is the statistical expectation operator, P 0 denotes the signal covariance matrix, 2 is the noise power in each element of the array, t;s is the Kronecker delta, and the superscripts and T denote the conjugate transpose and the transpose, respectively. We also assume that rank(P 0 ) = n; which is only done to simplify the notation (indeed, most of the results presented in what follows carry over to the case of rank(P 0 ) < n).
A principal goal of array processing consists of estimating f! k g n k=1 from fy(t)g N t=1 , without assuming knowledge of the incoming signals fx(t)g or (of course) the noise fe(t)g. This is precisely the problem we will consider in this paper. Once f! k g are estimated, the directions (also called angles-of-arrival) of the n signals can be easily obtained 1{3, 5{7, 11].
Preliminary Results
In this section, we present most of the mathematical results that are used in the next sections to derive and analyze FB-MODE. Some of these results are known, yet we provide simple proofs for all results, for completeness.
It follows from (1), (2)-(5) that the array output y(t) is a temporally white, zero-mean, circular Gaussian random variable with the following covariance properties: Efy(t)y (t)g = AP 0 A + 2 I , R 0 ; JA + = A ;
where the superscript + stands for the complex conjugate, and what follows to observe that R 0 and R have the same structure: the only di erence between the expressions in (6) and (9) for these two matrices is that P 0 in R 0 is replaced by P in R. z ? e i! k : (11) Because the polynomial in (11) has all the zeros on the unit circle, it can be written such that its coe cients satisfy the so-called \conjugate symmetry constraint" (see, e.g., 12]): b k = b + n?k (for k = 0; 1; : : : ; n): (12) It follows easily from (10) and (11) 
Hereafter, R( ) and N( ) denote the range, respectively, the null space associated with the matrix in question.
To Here, f k g are the n largest eigenvalues of R arranged in a decreasing order: 1 > 2 > > n . We assume that k 6 = p (for k 6 = p; k; p = 1; 2; : : : ; n), which is generically true. Note from (15) that the smallest (m ? n) eigenvalues of R are identical and equal to 2 , a fact that follows easily from (9) . The EVD of R 0 is similarly de ned, but with S; G and replaced by S 0 ; G 0 and 0 .
The sample covariance matrices corresponding to R 0 and R are de ned as follows:
It is well known that, under the assumptions made,R 0 andR converge (with probability one and in mean square) to R 0 and, respectively, R, as N tends to in nity. HenceR 0 andR are consistent estimates of the corresponding theoretical covariance matrices 11, 13, 14] . In factR 0 can be shown to be the (unstructured) maximum likelihood estimate (MLE) of R 0 13, 14] . By the invariance principle of ML estimation, it then follows thatR is the MLE of R. We letR = BJ which proves (16). Equation (17) is a simple corollary of (16). is never greater than that of P 0 . Here, max (P ) and min (P ) denote the largest and smallest eigenvalues of P, respectively. A similar result holds for R and R 0 .
Proof. For a Hermitian matrix it holds that:
Hence, making use of the fact that P 0 and P + 0 have the same eigenvalues, we obtain max (P 0 + P + 0 ) = max x x P 0 x + x P + 0 x x x max x x P 0 x x x + max y y P + 0 y y y = 2 max (P 0 ); min (P 0 + P + 0 ) = min x x P 0 x + x P + 0 x x x min x x P 0 x x x + min y y P + 0 y y y = 2 min (P 0 ); from which the asserted result follows.
Based on the result above we can say that the signals are less correlated in R than in R 0 . In particular, P may be nonsingular even though P 0 is singular. This observation, along with the fact that the performance of many array processing algorithms deteriorates as the signal correlation increases, lies at the basis of the belief that the FB approach should outperform the F-only approach. This would really be true if one had two sets of independent data vectors with covariance matrices R 0 and, respectively, R. However, only R 0 and R 0 correspond to such a data set, whereas R andR do not. In fact, the statistical properties ofR are quite di erent from those ofR 0 , and this may very well counterbalance the desirable property that P in R is better conditioned than P 0 in R 0 . Consequently, the FB approach may not lead to any performance enhancement.
This discussion provides an intuitive motivation for the superiority of F-MODE over FB-MODE, which will be shown later in the paper.
Results on R 0 and R
The following results are valid for both R 0 and R. However, for the sake of simplicity, we state them only for R.
R5. The columns of S, fs k g n k=1 , belong to the range of A: R6. Under the assumption made that rank(P ) = n,
Proof. This result follows at once from R5 and the fact that G S = 0. (14)), implies (24).
Results on ABC Estimation
Let z be a complex-valued random vector that depends on an unknown real-valued parameter vector !, and whose mean and covariance matrix tend to zero (typically as 1=N), as N increases. and where C = Ef T g is assumed to be invertible. The ABC estimate above is the extension of the Markov linear estimator to a class of nonlinear regression equations. The minimization of (25) can also be given an approximate (asymptotically valid) ML interpretation (see, e.g, 2]). The estimating criterion (25) also results in certain estimation problems the solutions of which are derived by weighted subspace tting techniques 1].
In most applications we derive Efzz g and Efzz T g, but not C directly. It is hence more convenient to work with the vector = z z +
rather than with . The next result obtains the function of whose minimization is equivalent to that of (25).
R9. Let C = Ef g. Then:
T C ?1 = C ?1 : 
where Tr denotes the trace operator. The F-MODE estimate of ! , ! 1 : : : ! n ] T is obtained as an asymptotically valid approximation to the minimizer of (29), in the following steps 2]:
Step Possibly repeat this operation once more, using the latest estimate of fb k g to obtain ?B B . Finally, derive estimates of f! k g by rooting the polynomial P n k=0b k z k (see (11) ).
The minimization in steps 1 and 2 above should be conducted under an appropriate constraint on fb k g (to prevent the trivial solution fb k = 0g). Typically, one uses 
The middle matrix in (36) can be rewritten as I I ? I I I ? I and it is evidently singular. Consequently C is singular and hence the ABC estimating criterion in (27) cannot be used as it stands. There are several possibilities for overcoming this di culty; see, e.g., 14, 15].
Here we adopt the approach of 15] where it was shown that if C (") denotes a nonsingular matrix obtained by a slight perturbation of C , then we can use (27) with C (") in lieu of C . The minimizer of the so-obtained criterion,
is then an ABC estimate, as the perturbation parameter " goes to zero. If the limit of (37), as " ! 0, cannot be evaluated analytically then we can obtain an (almost) ABC estimate by minimizing (37) with a \very small" " value. Interestingly enough, in the case under discussion, we can obtain a closed-form expression for the limit criterion. To this end, let 
Combining (40), (41) and (43) 
Comparing (44) with (29) we see that the FB-MODE criterion has exactly the same structure as the F-MODE criterion, with the only di erence that the former criterion depends on the eigenelements of the FB sample covariance matrix. Owing to this neat result, the FB-MODE estimate of ! can be obtained by applying toR the two (or three)-step algorithm outlined in Section 4.
Analysis of FB-MODE
The FB-MODE criterion in (44) Later we will also use the notation W =~ 2 ?1 . The reason whyŴ appears in (45), rather than W as in (44), is that the estimator should be based on the sample data. It will however be shown that it is only the limit matrix W that a ects the asymptotic performance. 
Next note that { for conformable matrices X and Y , with Y Hermitian { we have:
Using (48) and (49) Making use of R7 yields the following expression for the asymptotic Hessian matrix:
where U is as de ned in (31), and Q is de ned similarly to Q 0 in (32), Q = PA R ?1 AP:
To derive an expression for the middle matrix in (46) we need the following additional notation, 
Next, we make use of R3 and (7) to write 
Comparing (57) and (30) we see that the only di erence between C FB and C F is that Q 0 in C F is replaced by Q in C FB . If P 0 is diagonal then Q = Q 0 and hence C FB = C F . However, if P 0 is non-diagonal (i.e., the signals are correlated) then, in general, Q 6 = Q 0 . To see this, consider { for example { a case where P 0 is singular, which implies that Q 0 is singular as well; however, P, and hence Q, may well be nonsingular.
This example also shows that the di erence matrix Q 0 ? Q is not necessarily positive semi-de nite, in spite of the fact that, by the CRB inequality, we must have (A B below means that the matrix A ? B is positive semi-de nite):
(Of course, this is no contradiction because Q 0 Q is su cient for (59) to hold, but it is not necessary.)
As already indicated above, the inequality in (58) is usually \strict" in the sense that C FB 6 = C F . Every time this happens, the FB-MODE is asymptotically statistically less e cient than the F-MODE. To study the di erence (C FB ? C F ) quantitatively, as well as the extent to which the asymptotic results derived in this paper hold in samples of practical lengths, we resort to numerical simulations (see the next section). 
Numerical Examples
In this section we will study the di erence in performance between F-MODE and FB-MODE by means of a two signal scenario. It is a simple exercise to verify that the covariance matrices P and P 0 are identical for a certain correlation phase between the two signals. Indeed, let the signal covariance matrix be given by where k is any integer, then P = P 0 . This implies that R = R 0 and hence that C F = C FB . Thus, in this special case, the large sample performance is the same for F-MODE and FB-MODE. However, as previously mentioned, in general C FB > C F . In the following, we choose so as to emphasize the di erence between where SNR is expressed in decibels (dB). The correlation phase of =4 = 45 is (close to) the \worst case"; that is, the case where the di erence between C FB and C F is most signi cant (given the other parameters).
The noise variance is xed to 2 = 1.
In the rst example, the signal-to-noise ratio is SNR=0 dB. The mean-square-errors (MSEs) for F-MODE and FB-MODE are compared for di erent sample lengths in Figure 1 . (Only the MSE values for 1 are shown; the MSE plot corresponding to 2 is similar.) The sample MSEs are based on 1000 independent trials. In the simulations, two steps of the algorithm given in Section 4 were used both for F-MODE and FB-MODE. The MSE predicted by the large sample analysis is also depicted in Figure 1 . It can be seen that the theoretical and simulation results are similar even for quite small sample lengths. It is clearly not useful to use FB-MODE in this case, not even for small samples.
In the second example, the number of samples is xed to N = 100 and the SNR is varied. All other parameters are as before. The MSEs (computed from 1000 trials) are shown in Figure 2 . We see that F-MODE outperforms FB-MODE for all SNR values.
Conclusions
MODE is an angle-of-arrival estimator which is asymptotically statistically e cient. The standard MODE algorithm is used with the forward-only sample covariance matrix of the output of a sensor array. In this paper, we have applied the MODE principle to the forward-backward sample covariance matrix to obtain the FB-MODE estimator. We have shown that FB-MODE simply consists of applying the standard MODE algorithm to the eigenelements of the forward-backward covariance matrix. We have also shown that the standard MODE algorithm outperforms FB-MODE, from a statistical standpoint, in large samples. Numerical examples were presented to show that these results most often holds for small samples or low signal-to-noise ratios as well. Thus, the forward-backward averaging should in general not be used in conjunction with MODE.
Appendix: Proofs of (33) and (34) By R8, ( k ? 2 )B ŝ k ' B R s k ; (60) where (see (8) and (13) 
Using (61) and the standard formula for the fourth-order moment of circular Gaussian random variables, 
where to derive the fourth equality use was made of the fact that B s i = 0 (see (13) and (21)) and that B Js + i = 0 (see R3). The expression for E zz ] in (33) follows from (60) and (62).
Next, consider (34). A straightforward calculation gives: 
where the last but one equality follows from R1 and R3. The expression in (34) for E zz T ] follows from (60) and (63).
