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The non-equilibrium quantum ﬁeld dynamics is usually described in the closed-time-path for-
malism. The initial state correlations are introduced into the generating functional by non-local
source terms. We propose a functional approach to the Dyson-Schwinger equation, which treats
the non-local and local source terms in the same way. In this approach, the generating functional
is formulated for the connected Green functions and one-particle-irreducible vertices. The great
advantages of our approach over the widely used two-particle-irreducible method are that it is much
simpler and that it is easy to implement the procedure in a computer program to automatically gen-
erate the Feynman diagrams for a given process. The method is then applied to a pure gluon plasma
to derive the gauge-covariant transport equation from the Dyson-Schwinger equation in the back-
ground covariant gauge. We discuss the structure of the kinetic equation and show its relationship
with the classical one. We derive the gauge-covariant collision part and present an approximation
in the vicinity of equilibrium. The role of the non-local source kernel in the non-equilibrium system
is discussed in the context of a free scalar ﬁeld.
PACS numbers: 12.38.Mh, 25.75.-q, 24.85.+p, 11.15.Kc
I. INTRODUCTION
The ultimate goal of ultra-relativistic nucleus-nucleus collisions is to study the properties of strongly interacting
matter under extreme conditions of high energy density [1]. Quantum Chromodynamics (QCD) predicts that strongly
interacting matter undergoes a phase transition from a state of hadronic constituents to a plasma of unbounded quarks
and gluons (QGP) [2]. The QGP is considered as a partonic system being at (or close to) local thermal equilibrium.
Thus, to study the conditions for the possible formation of a QGP in heavy-ion collisions one needs to address the
question of thermalization of the initially produced partonic medium [3, 4]. There are various theoretical predictions
suggesting that the appearance of the QGP could modify the properties of physical quantities that are measured in
heavy-ion collisions. The suppression of charmonium production [5] was argued to be a possible consequence of the
collective eﬀects in the thermalized and deconﬁned medium. The jet quenching [6, 7] was predicted to be due to
the radiative energy loss of partons penetrating the QGP. Strangeness [8] and dilepton [9] production yields could be
modiﬁed in the thermal QCD medium. A variety of models for the initial conditions in ultra-relativistic heavy-ion
collisions suggest that at the early stage the medium is dominated by the gluon degree of freedom [10]. The transport
equation for a pure gluon plasma is thus of special interest.
The usual treatment of the gluon transport equation is based on the decomposition of the gluon ﬁeld into a mean
ﬁeld and a quantum ﬂuctuation. Under this approximation the gluon transport equation then describes the kinetics
of the quanta in the classical mean ﬁeld [11, 12, 13]. This picture is somewhat similar to what was used while
studying the energy loss of the fast parton moving in the soft mean ﬁeld [6, 7]. To include the classical chromoﬁeld
into QCD in a proper way, one uses the background ﬁeld method of QCD (BG-QCD) introduced by DeWitt and ’t
Hooft [14, 15, 16, 17, 18]. The advantage of BG-QCD is that it is formulated in an explicit gauge-invariant manner.
The BG-QCD is a very suitable method to describe the properties of a QCD medium created in the initial state of
heavy-ion collisions. The time evolution of a quantum system being oﬀ equilibrium can be, in principle, obtained by
solving the Dyson-Schwinger equation (DSE) deﬁned on a closed-time-path (or the Kadanoﬀ-Baym equations). If the
kinetic scale, describing long-range correlations, is much larger than the scale of quantum ﬂuctuations, the DSE may
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be reduced into a much simpler form of the transport equation by a gradient expansion [19, 20, 21, 22]. To derive the
transport equation in the presence of a classical chromoﬁeld in an explicit gauge-invariant or covariant way, one thus
combines the BG-QCD method and the closed-time-path (CTP) formalism.
To our knowledge, the ﬁrst study of the kinetics of a classical particle with non-Abelian gauge degrees of freedom
propagating in a non-Abelian classical gauge ﬁeld is due to Wong [23]. There were many eﬀorts in the literature to
derive the transport equation for the QCD medium [24, 25, 26], particularly by using the BG-QCD method [27, 28, 29].
To our knowledge, the ﬁrst application of this method was done by Elze [27] to derive the transport equation for gluons.
His approach was based on the Yang-Mills ﬁeld equation and the second quantization in the operator representation
of the quantum ﬁeld theory. However the equation obtained is in a complicated form. In [13], the transport equation
for the gluon was derived in the conventional QCD by using the light-cone gauge and CTP formalism. The gluon ﬁeld
was decomposed into a hard and a soft part treated as the classical ﬁeld. This decomposition, however, was not done
in a gauge-covariant way. Most recently Blaizot and Iancu have derived the Boltzmann equation for the QCD plasma
[28], applying the CTP formalism and the BG-QCD method which guarantees the gauge-covariant decomposition of
the gauge ﬁeld.
To derive the Boltzmann equation one needs, in general, to make a set of approximations. This usually involves
a gradient expansion of the DSE and the perturbative derivation of the collision term. In Ref. [28] an additional
assumption has been made that the system is close to equilibrium. Consequently, the transport equation for the QCD
plasma obtained in Ref. [28] was linearized with respect to the oﬀ-equilibrium ﬂuctuations.
In this paper we propose a diﬀerent approach to derive the Boltzmann equation for the gluon plasma in the BG-QCD.
First we apply the functional approach to the DSE that treats the non-local and local source terms in the same way.
We strictly stick to the functional deﬁnition of the one-particle-irreducible (1-PI) vertices and the connected Green
functions (CGF). Furthermore, we use the DeWitt notation, which, in our opinion, results in a simple structure for
the generating functionals. The current approach has a great advantage over the widely used two-particle-irreducible
method that it is much simpler and can automatically generate all necessary Feynman diagrams.
In a heuristic discussion on the role of the non-local kernel for a free scalar ﬁeld, we show that if the initial time
is in the remote past the kernel provides only a correction to the homogeneous solution of the DSE and preserves
its structure. We also see in this simple model that if the initial time is not in the remote past, the non-local kernel
brings the time dependence to the DSE and breaks the assumed structure of the homogeneous solution.
From the DSE, we derive the transport equation in a gauge-covariant way. Our derivation is quite general as it
does not require any additional assumptions, such as a special form for the gauge-covariant Green function (GF) or
that the system is near equilibrium. Consequently our equation is not linearized with respect to the oﬀ-equilibrium
ﬂuctuations. We use the background covariant instead of the background Coulomb gauge as was used in Ref. [28].
Therefore our results preserve an explicit Lorentz covariance and have a compact structure. However, we have to
include the ghost ﬁelds to cancel the non-physical degrees of freedom of the gauge ﬁeld. We note that the resulting
kinetic equation has a structure similar to the one previously derived in [36], based on [12] in QCD and assuming the
2-point gauge-covariant GF (or the Wigner function) to be proportional to the quadratic product of the generators
for the fundamental color representation.
We discuss the structure of the kinetic part of the transport equation derived here and compare it with the classical
kinetic equation. In the quantum case the kinetic equation describes the time evolution of the gauge-covariant Wigner
function, which is a matrix in the adjoint color space. Therefore, it contains many non-Abelian features, which are
absent from the well known classical equation. However, a notable result is that, as in the classical case, it contains
a term that corresponds to the color precession [30]. This is the non-Abelian analogue to the Larmor precession for
particles with magnetic moments in an external magnetic ﬁeld. We argue that this term is necessary to preserve the
gauge covariance of the resulting transport equation. We also discuss the structure of the kinetic part if the system
exhibits only a small deviation from equilibrium.
We derive the gauge-covariant collision part of the Boltzmann equation and present its linearized form with respect
to the oﬀ-equilibrium ﬂuctuations. Finally applying the transversality condition for the gauge-covariant GF, together
with some other approximations, the collision part is further simpliﬁed and shows the explicit collision and damping
terms.
The paper is organized as follows. In Section II we introduce the basic concept of BG-QCD. In Section III we
present two equivalent, in a path-integral sense, methods to derive the classical equation of motion for the gluon. In
Section IV, we describe the functional approach to the DSE in the vacuum. We derive the DSE for the 2- and 3-point
GF in the background covariant gauge. In Section V we present a derivation of the DSE for the non-equilibrium
gluon plasma within the CTP formalism. Section VI contains a heuristic discussion on the role of the non-local source
kernel. In Section VII we derive the transport equation from the DSE, applying the gradient expansion. In Section
VIII the gauge-covariant collision part is derived and its structure under some approximations is discussed.
In the paper we use g ν = diag(1,−1,−1,−1) as the metric tensor. The Lorentz indices are written as subscripts
and color indices as superscripts to the relevant quantities. For a pure gluon plasma the color ﬁeld transforms only3
under the SU(3)c adjoint representation, thus all color indices are adjoint ones. We use the following notation for the
gauge ﬁeld and its ﬁeld strength tensor: A  ≡ Aa
 T a and F ν[A] ≡ Fa
 ν[A]T a, where (T a)ij = ifiaj are the generators
of the SU(3)c adjoint representation and fabc are the SU(3)c structure constants. The two-point GF or self-energy
(SE) are treated as matrices, thus the color and/or Lorentz indices are sometimes omitted.
For convenience, we list all abbreviations that we use in this paper: background gauge QCD (BG-QCD), Dyson-
Schwinger equation (DSE), closed-time-path (CTP), Green function (GF), connected Green function (CGF), one-
particle-irreducible (1-PI) and self-energy (SE).
II. BACKGROUND FIELD METHOD
Any physical quantity calculated in QCD is gauge invariant and independent of the particular gauge chosen. The
classical Lagrangian for the gauge ﬁeld exhibits an explicit gauge invariance. However, when quantizing the theory
in a particular gauge, one introduces the gauge ﬁxing and ghost terms that break the explicit gauge invariance of the
Lagrangian. The background ﬁeld method is such a technique that allows a gauge (background gauge) to be ﬁxed
without losing the classical gauge invariance.
In BG-QCD the conventional gluon ﬁeld is expressed as a sum of a classical background ﬁeld A and a quantum
ﬂuctuation Q. The action is given by [16, 17, 18]
S = S0 + Sfix + Sghost + Ssrc,
S0 = −
1
4
Z
d
4x(F
i
 ν[A] + D
ij
  [A]Q
j
ν − D
ij
ν [A]Q
j
  + gf
ijkQ
j
 Q
k
ν)
2,
Sfix = −
1
2α
Z
d4x(Dij
  [A]Q ,j)2,
Sghost =
Z
d4xC
i
Dij
  [A]D ,jk[A + Q]Ck,
Ssrc =
Z
d
4x(J
i
 Q
 ,i + ξ
i
C
i + C
i
ξ
i) . (1)
The generating functional for the GF reads
Z[A,J,ξ,ξ] =
Z
[dQ][dC][dC]exp(iS), (2)
where the quantum ﬂuctuations Qi
  of the gluon ﬁeld are the integration variables in the functional integral; Ci,C
i
are the ghost and antighost ﬁelds; ξ
i
,ξi are the external sources coupling to the ghost and antighost ﬁelds respectively.
The covariant derivative Dij
  [A] is deﬁned by Dij
  [A] ≡ ∂ δij − ig(T a)ijAa
 . The ﬁeld strength tensor Fi
 ν[A] for the
background ﬁeld is given by Fi
 ν[A] = ∂ Ai
ν − ∂νAi
  + gfijkAj
 Ak
ν.
There are two types of gauge transformations that leave Z invariant [18]. The type I transformations are given by
A
′
  = UA U
−1 +
i
g
U∂ U
−1,
Q
′
  = UQ U
−1, J
′
  = UJ U
−1,
C
′
  = UCU
−1, ξ
′
= UξU
−1,
C
′
= UCU−1, ξ′ = UξU−1 , (3)
where U(x) = exp(igωa(x)T a). For an inﬁnitesimal gauge transformation the ﬁelds transform as
δAi
  = Dij
  [A]ωj ,
δQ
i
  = gf
ijkQ
j
 ω
k, δJ
i
  = gf
ijkJ
j
 ω
k ,
δC
i = gf
ijkC
jω
k, δξ
i
= gf
ijkξ
j
ω
k ,
δC
i
= gfijkC
j
ωk, δξi = gfijkξjωk . (4)
In the type II transformations, the background ﬁeld does not change, but the gluon ﬁeld transforms as Q′
  = U(A  +
Q )U−1 +ig−1U∂ U−1. In this paper, as in Ref. [27], type I transformations are relevant where the background ﬁeld
transforms in a conventional way and the gluon transforms like a matter ﬁeld.4
In BG-QCD, we deﬁne the generating functional W[A,J,ξ,ξ] for the CGF and Γ[A, Q , C , C ] for the 1-PI
vertex. Both W and Γ are gauge-invariant functionals, thus should be invariant under the gauge transformations (3)
and (4). Consequently, one can formulate for Γ/W a Ward identity that corresponds to this invariance [18].
III. EQUATION OF MOTION FOR GLUON AND CLASSICAL FIELD
The equation of motion for the gluon ﬁeld Q is obtained by using the conventional variation approach. Shifting the
gluon ﬁeld Qi
 (x) by a small amount vi
 (x): Qi′
 (x) = Qi
 (x) + vi
 (x), the variation of the functional W is
δW = −iδlnZ = Z−1
Z
[dQ][dC][dC]
Z
d4x
δS
δQi
 
vi
 (x)exp(iS) . (5)
Because we only shift a variable of integration in the functional integral, there should be no change for W. This
requirement leads to the equation of motion for Qi
 :
￿
δS
δQi
 (x)
￿
≡ Z−1
Z
[dQ][dC][dC]
δS
δQi
 
exp(iS) = 0 , (6)
where the expectation value       is taken in the path integral sense. In the absence of the external sources J, ξ and
ξ the equation of motion becomes
D
ij
ν [A]F
ν ,j[A] =  j
 ,i  , (7)
with the induced current j is given by:
j = j0 + jgf ,
j
 ,i
0 = −gfabcDia
ν [A](Qν,bQ ,c) − gfidaQd
ν(Dν,ab[A]Q ,b − D ,ab[A]Qν,b)
−g2fidafabcQd
νQν,bQ ,c − Dij
ν [A](Dν,jk[A]Q ,k − D ,jk[A]Qν,k)
−gfijkQj
νFν ,k[A] ,
j
 ,i
gf = gfkilC
j ←
D
 ,kj[A]Cl −
1
α
D ,ij[A]Dν,jk[A]Qk
ν , (8)
where j0 comes from S0 and jgf from the ghost and gauge-ﬁxing terms. One can verify that j transforms like a matter
ﬁeld.
In fact, we have  δS/δQ  =  δS/δA  = 0. The proof can be found in Refs. [18] and [31]. From the condition that
 δS/δA  = 0, and after setting all external sources to zero, we obtain
D
ij
ν [A]F
ν ,j[A] =  j
′ ,i  , (9)
where j′ is deﬁned by
j
′ = j0 + j
′
gf ,
j
′ ,i
gf = −gfkilC
j ←
D
 ,kj[A]Cl − gfijkC
j
D ,kl[A + Q]Cl
+
1
α
gfijkQ ,kDjl
ν [A]Qν,l . (10)
Note that j′ is diﬀerent from j because jgf  = j′
gf. However, the expectation values of these two currents are equal.
Following from the identity Dij
  [A]Djk
ν [A]Fν ,k[A] = 0, we also have Dij
  [A] j ,j  = Dij
  [A] j′ ,j  = 0.
IV. A FUNCTIONAL APPROACH TO THE DYSON-SCHWINGER EQUATION IN BG-QCD
In the previous section, we have discussed the classical equation of motion for the background and quantum ﬁelds.
In the following we will show how to obtain the DSE. We will use a convenient functional approach, which has the
advantage that the non-local and the local terms are treated in the same way. In our derivation we always use the5
notation introduced by DeWitt [32], which gives each formula a simple face and a clear structure. In DeWitt notation
the classical action (1) can be written in the following form:
S = S0 + Ssrc ,
S0 =
1
2
Γ(0)
mn(A2)AmAn +
1
6
Γ(0)
mnp(A3)AmAnAp +
1
24
Γ(0)
mnpq(A4)AmAnApAq
+
1
2
Γ(0)
mn(Q2)QmQn +
1
6
Γ(0)
mnp(Q3)QmQnQp +
1
24
Γ(0)
mnpq(Q4)QmQnQpQq
+Γ(0)
mn(AQ)AmQn +
1
2
Γ(0)
mnp(AQ2)AmQnQp +
1
2
Γ(0)
mnp(A2Q)AmAnQp
+
1
6
Γ
(0)
mnpq(A
3Q)AmAnApQq +
1
6
Γ
(0)
mnpq(AQ
3)AmQnQpQq
+
1
4
Γ(0)
mnpq(A2Q2)AmAnQpQq
+Γ(0)
mn(CC)CmCn + Γ(0)
mnp(CCA)CmCnAp + Γ(0)
mnp(CCQ)CmCnQp
+Γ(0)
mnpq(CCAQ)CmCnApQq +
1
2
Γ(0)
mnpq(CCQ2)CmCnQpQq ,
Ssrc = JmQm + ξmCm + Cmξm , (11)
where subscripts m,n,p,q represent all necessary indices, including colour, Lorentz and space-time coordinates. The
fractions in front of some terms are symmetry factors; Γ
(0)
mnp(AQ2), for example, is the bare vertex attaching one A
and two Q’s. The explicit forms of these bare vertices are given in Appendix A. We use the convention that the
repetition of two indices stands for a sum or an integral. Note that the deﬁnition of S0 has changed from Eq. (1).
From Section III, one knows that the expectation value of the ﬁrst derivative of S with respect to Q leads to the
classical equation of motion. In DeWitt notation this derivative is written as:
δS
δQm
= Γ
(0)
mn′(Q2)Qn′ + Γ
(0)
n′m(AQ)An′ + Γ
(0)
m′n′m(AQ2)Am′Qn′
+
1
2
Γ
(0)
m′n′m(A2Q)Am′An′ +
1
6
Γ
(0)
m′n′p′m(A3Q)Am′An′Ap′ +
1
2
Γ
(0)
m′n′p′m(A2Q2)Am′An′Qp′
+
1
2
Γ
(0)
mn′p′(Q
3)Qn′Qp′ +
1
6
Γ
(0)
mn′p′q′(Q
4)Qn′Qp′Qq′ +
1
2
Γ
(0)
m′n′p′m(AQ
3)Am′Qn′Qp′
+Γ
(0)
m′n′m(CCQ)Cm′Cn′ + Γ
(0)
m′n′p′m(CCAQ)Cm′Cn′Ap′
+Γ
(0)
m′n′p′m(CCQ2)Cm′Cn′Qp′ + Jm . (12)
The classical equation of motion then reads
￿
δS
δQm
￿
= 0 or
￿
δS0
δQm
￿
= −Jm . (13)
The explicit form of the equation of motion in the absence of Jm is given by Eq. (7). From the 1-PI generating
functional, we also have δΓ/δ Qm  = −Jm, consequently we have
￿
δS0
δQm
￿
=
δΓ
δ Qm 
. (14)
From now on we will always refer to S0 instead of S, we therefore drop the subscript and simply denote it as S.
Taking the derivative of Eq. (14) with respect to  Qp , we have
δ2Γ
δ Qp δ Qm 
=
δJn
δ Qp 
δ
δJn
￿
δS
δQm
￿
= −
δ2Γ
δ Qp δ Qn 
δ
δJn
￿
δS
δQm
￿
= −iΓpn(Q
2)
h
 I
1
mQn  −  Qn  I
1
m 
i
, (15)
where I1
m is given by Eq. (12), except for the constant terms A, AA, AAA and J, which do not contribute to the
DSE. The explicit expression for  I1
mQn  reads:
 I1
mQn  = Γ
(0)
mn′(Q2) Qn′Qn  + Γ
(0)
m′n′m(AQ2)Am′ Qn′Qn 6
+
1
2
Γ
(0)
m′n′p′m(A
2Q
2)Am′An′ Qp′Qn 
+
1
2
Γ
(0)
mn′p′(Q3) Qn′Qp′Qn  +
1
6
Γ
(0)
mn′p′q′(Q4) Qn′Qp′Qq′Qn 
+
1
2
Γ
(0)
m′n′p′m(AQ3)Am′ Qn′Qp′Qn 
+Γ
(0)
m′n′m(CCQ) Cm′Cn′Qn  + Γ
(0)
m′n′p′m(CCAQ)Ap′ Cm′Cn′Qn 
+Γ
(0)
m′n′p′m(CCQ
2) Cm′Cn′Qp′Qn  . (16)
We see that all terms in Eq. (15) are n-point correlation functions, or GFs, and can be expressed in terms of CGFs.
The relations between the GF and the CGF are given by Eqs. (B1) and (B2) in Appendix B. A higher-rank CGF can
be related to lower-rank CGFs and 1-PI vertices by various identities. These identities are summarized in Eqs. (B3)
and (B4) in Appendix B. For our further discussion we also introduce the following notions and conventions for the
GF and CGF. We denote the 2-, 3- and 4-point CGF for Q Gmn(Q2), Gmnp(Q3) and Gmnpq(Q4), respectively. For
convenience, sometimes, we also use a short-hand notation (mn) ≡ Gmn(Q2), (mnp) ≡ Gmnp(Q3), etc. The 2-, 3-
and 4-point CGFs for Q and C/C are denoted by Gmn(CC), Gmnp(CCQ) and Gmnpq(CCQ2), respectively. We also
use the following simpliﬁed notations: ([mn]) ≡ Gmn(CC), ([mn]p) ≡ Gmnp(CCQ), ([mn]pq) ≡ Gmnpq(CCQ2) etc.
We treat A and Q as two independent variables. In the last step of the calculations, we always set  Q  and all
sources to zero. As it is only in the last step that  Q  is set to zero, the external sources and background ﬁeld A are
independent of each other in the intermediate steps. This is the diﬀerence between our approach and that used in
Ref. [17]. Thus, in deriving the DSE for the 2-point GF, we can drop all terms in Eq. (15) that are proportional to
 Q  as we need not take further derivative with respect to  Q . Note that the correlation function  QmQn  becomes
simply Gmn(Q2) after dropping the  Q  term.
Following the identities
δ2W
δJpδJq
 
δ2Γ
δ Qp δ Qm 
= −δqm ,
δ2W
iδJpδJq
= Gpq , (17)
we obtain the DSE for 2-point GF from Eq. (15):
iG−1
mp(Q2) = iG
−1
(0)mp[Q2] + Πmp(Q2) , (18)
where
iG−1
mp(Q2) =
δ2Γ
δ Qp δ Qm 
,
iG
−1
(0)mp[Q2] = Γ(0)
mp(Q2) + Γ
(0)
m′mp(AQ2)Am′ +
1
2
Γ
(0)
m′n′mp(A2Q2)Am′An′ ,
Πmp(Q2) = Π(1)
mp + Π(2)
mp ,
Π
(1)
mp(Q
2)Gpq =
1
2
Γ
(0)
mn′p′(Q
3) Qn′Qp′Qq  +
1
6
Γ
(0)
mn′p′q′(Q
4) Qn′Qp′Qq′Qq 
+
1
2
Γ
(0)
m′n′p′m(AQ
3)Am′ Qn′Qp′Qq  ,
Π(2)
mp(Q2)Gpq = Γ
(0)
m′n′m(CCQ) Cm′Cn′Qq  + Γ
(0)
m′n′p′m(CCAQ)Ap′ Cm′Cn′Qq 
+Γ
(0)
m′n′p′m(CCQ2) Cm′Cn′Qp′Qq  . (19)
Note that iΠpm(Q2) is the normal SE for Q; iΠ(1) is the SE from the gluon loop and iΠ(2) that from the gluon and
ghost loops. Various bare vertices Γ(0) can be derived from the classical action (1) by taking the functional derivatives
with respect to the ﬁeld expectation value. The results are summarized in Appendix A.
The DSE (18) can be written in an alternative form:
iG
−1
(0)mpGpq + ΠmpGpq = iδmq , (20)
GnmiG
−1
(0)mp + GnmΠmp = iδnp . (21)7
where we omit the arguments Q2 in Gmp(Q2), G−1
mp(Q2) and iΠpm(Q2). We take Eq. (20) as an example to expand
and analyse ΠmpGpq. We know that ΠmpGpq = Π
(1)
mpGpq + Π
(2)
mpGpq where Π
(1,2)
mp Gpq are given by Eq. (19). Using
Eqs. (B1) and (B3) from Appendix B, we can expand Π
(1)
mpGpq as follows:
Π(1)
mpGpq =
1
2
Γ
(0)
mn′p′(Q3)(n′p′q) +
1
2
Γ
(0)
m′n′p′m(AQ3)Am′(n′p′q)
+
1
6
Γ
(0)
mn′p′q′(Q4)
h
iΓr′s′t′u′(Q4)(r′n′)(s′p′)(t′q′)(u′q)
+3iΓr′s′t′(Q3)(r′n′q)(s′p′)(t′q′) + 3(n′p′)(q′q)
i
. (22)
Note that the fraction in front of each term is a symmetry factor, which is automatically reproduced. In Fig. 1 we
show the Feynman diagrams corresponding to the above equation. The solid line there, with two dots at its ends,
represents a 2-point full GF. The 3-point full GF is drawn as a shaded circle with three solid-line legs, which have
dots at their outer ends. The 1-PI vertex is a shaded circle with all legs amputated; it has dots on the circle that
stands for points to which amputated legs are attached. In the same way, we expand Π
(2)
mpGpq, which is associated
with the ghost loop as
Π(2)
mpGpq = Γ
(0)
m′n′m(CCQ)([m′n′]q) + Γ
(0)
m′n′p′m(CCAQ)Ap′([m′n′]q)
+Γ
(0)
m′n′p′m(CCQ2)
n
([m′n′]p′q) + ([m′n′])(p′q)
o
= Γ
(0)
m′n′m(CCQ)([m′n′]q) + Γ
(0)
m′n′p′m(CCAQ)Ap′([m′n′]q)
+Γ
(0)
m′n′p′m(CCQ
2)
n
iΓr′s′t′(CCQ
2)([m
′s
′]q)([r
′n
′])(t
′p
′)
+iΓr′s′t′(CCQ2)(m′s′)([r′n′]q)(t′p′)
+iΓr′s′t′(CCQ2)([m′s′])([r′n′])(t′p′q)
+iΓr′s′t′u′(CCQ2)([m′s′])([r′n′])(t′p′)(u′q)
+([m′n′])(p′q)
o
. (23)
In the expansion of Eqs. (22) and (23), we have set  Q ,  C  and  C  to zero. Feynman diagrams corresponding to
Eq. (23) are shown in Fig. 2.
Until now we have derived the DSE for the 2-point GF. In the following we extend our analysis to the DSE for the
3-point GF. Taking the derivative with respect to  Ql  in Eq. (15), we obtain
δ
δ Ql 
￿
δ2Γ
δ Qp δ Qm 
￿
= −iΓlpn(Q3) I1
mQn 
−Γpn(Q
2)Γll′(Q
2)
￿
 I
1
mQnQl′  −  Ql′  I
1
mQn 
￿
+iΓlpn(Q3) Qn  I1
m  + Γpn(Q2)Γll′(Q2)
 
h
 I1
m 
￿
 QnQl′  −  Qn  Ql′ 
￿
+  Qn 
￿
 I1
mQl′  −  I1
m  Ql′ 
￿i
. (24)
After setting  Q  = 0, we have
Γlpm(Q3) = −iΓlpn(Q3) I1
mQn  − Γpn(Q2)Γll′(Q2) I1
mQnQl′ 
+Γpn(Q2)Γll′(Q2) I1
′
m  QnQl′  , (25)
where I1
′
m is as I1
m without the  Q  terms. From Eq. (15), by dropping the term  Qn  I1
m , the DSE becomes
 I1
mQn  = iδmn. We apply it to the above equation and obtain
 I
1
mQnQp  =  QnQp  I
1
′
m  . (26)
Using Eq. (16), we explicitly write  I1
mQnQp  as follows:
 I1
mQnQp  = Γ
(0)
mn′(Q2) Qn′QnQp  + Γ
(0)
m′n′m(AQ2)Am′ Qn′QnQp 8
+
1
2
Γ
(0)
m′n′p′m(A
2Q
2)Am′An′ Qp′QnQp 
+
1
2
Γ
(0)
mn′p′(Q3) Qn′Qp′QnQp  +
1
6
Γ
(0)
mn′p′q′(Q4) Qn′Qp′Qq′QnQp 
+
1
2
Γ
(0)
m′n′p′m(AQ3)Am′ Qn′Qp′QnQp 
+Γ
(0)
m′n′m(CCQ) Cm′Cn′QnQp 
+Γ
(0)
m′n′p′m(CCAQ)Ap′ Cm′Cn′QnQp 
+Γ
(0)
m′n′p′m(CCQ2) Cm′Cn′Qp′QnQp  . (27)
We can prove that the disconnected part of  I1
mQnQp  cancels  QnQp  I1
′
m , hence we write Eq. (26) as
iG
−1
(0)mn′[Q2]Gn′np(Q3) = −Γmnp , (28)
where the 1-PI vertex Γmnp is deﬁned by
Γmnp =
1
2
Γ
(0)
mn′p′(Q3) Qn′Qp′QnQp c +
1
2
Γ
(0)
m′n′p′m(AQ3)Am′ Qn′Qp′QnQp c
+
1
6
Γ
(0)
mn′p′q′(Q4) Qn′Qp′Qq′QnQp c
+Γ
(0)
m′n′m(CCQ) Cm′Cn′QnQp c
+Γ
(0)
m′n′p′m(CCAQ)Ap′ Cm′Cn′QnQp c
+Γ
(0)
m′n′p′m(CCQ2) Cm′Cn′Qp′QnQp c , (29)
and the subscript c stands for the connected part.
We can expand Γmnp term by term. The ﬁrst term 1
2Γ
(0)
mn′p′(Q3) Qn′Qp′QnQp c in Eq. (29) can be obtained by
expressing  Qn′Qp′QnQp  by the CGFs of the lower rank. This relation is given by Eq. (B5) in Appendix B. We can
identify in this relation disconnected GFs (n′p′)(np). After dropping it, we get the connected part  Qn′Qp′QnQp c.
The corresponding Feynman diagrams are shown in Fig. 3. The second term in Eq. (29) is the same as the ﬁrst
one, except that there is an additional A ﬁeld attached to the bare vertex. The third, fourth and ﬁfth terms can
be expressed in terms of the lower rank CGFs. The resulting relations are given respectively by Eqs. (B6-B10) in
Appendix B. Their corresponding Feynman diagrams are shown in Figs. 4-6.
In this section, we have derived the DSE for the 2- and 3-point GFs. We strictly stick to the functional deﬁnition
of the 1-PI vertex and the CGF and use the DeWitt notation. Finally, the relations between CGFs and 1-PI vertices
were recursively applied to express a higher rank CGF in terms of the lower rank ones and 1-PI vertices. The current
approach has the advantage that the non-local terms can be treated in the same way as the local ones. The diﬀerence
between the local vertex and the non-local one is that the former has a suﬃcient number of δ-functions to ensure that
vertex is at the same space-time point. Another advantage of the current approach is that it can produce all needed
Feynman diagrams automatically. Hence it is easy to implement our approach in a computer algorithm, which can
automatically generate Feynman diagrams for a given process.
V. DYSON-SCHWINGER EQUATION IN CLOSED-TIME-PATH FORMALISM
The non-equilibrium dynamics is usually described in the CTP formalism [33, 34]. In this section, we will formulate
the DSE in this formalism. The generating functional Z[J,ξ,ξ] in the CTP formalism reads:
Z[A±,J±,ξ±,ξ±] =
Z
[dQ+][dQ−][dC+][dC−][dC+][dC−]
 exp{iS+ − iS− + iK(A±,Q±)}
S+ ≡ S(A+,Q+,C+,C+,J+,ξ+,ξ+)
S− ≡ S(A−,Q−,C−,C−,J−,ξ−,ξ−) , (30)
where the classical action S of BG-QCD is given by Eq. (1). We denote the total action as SCTP = S+ − S−. We
have omitted the kernel K(A±,Q±). This is because, as we will see in the next section, the kernel K can be put into9
the boundary condition. We can treat the + and − quantities as if they were independent. Then, we can derive the
Feynman rules according to SCTP. The main diﬀerence between the tree-level vertices obtained from SCTP and from
S lies in that there are negative-type vertices (all time arguments are on the − branch) besides the ordinary positive
ones. The vertices of the negative and positive types are the same, except that they have opposite sign. At the tree
level, there is also no vertex of mixed type with both positive and negative time arguments.
The 2-point GF for Q is deﬁned by G =  TPQ(x1)Q(x2) , where TP indicates a path-ordered product along the
CTP. For simplicity we suppress the Lorentz and colour indices of Q and restore them when necessary. There are
four types of 2-point GFs characterized by the time-branch (+ or −). This can be explicitly written as a matrix:
G =
￿
 TQ(x1)Q(x2)   Q(x2)Q(x1) 
 Q(x1)Q(x2)   T∗Q(x1)Q(x2) 
￿
=
￿
G++ G+−
G−+ G−−
￿
=
￿
GF G<
G> GF
￿
,
where T ∗ denotes the counter-time-ordered product; G++ (GF) is the ordinary GF and its time arguments t1 and t2
are on the positive time branch; G−− (GF) is the counter-time-ordered or anticausal GF, with both time arguments
on the negative time branch; G+− (G<) and G−+ (G>) are correlation functions with time arguments on diﬀerent
branches. The SE has a similar form:
Π =
￿
ΠF Π<
Π> ΠF
￿
. (31)
The GF and the SE can be expressed in the so-called physical representation by using the following unitary transfor-
mation:
U
￿
ΠF Π<
Π> ΠF
￿
U−1 =
￿
ΠC ΠR
ΠA 0
￿
,
U
￿
GF G<
G> GF
￿
U−1 =
￿
0 GA
GR GC
￿
, (32)
where
U =
1
√
2
￿
1 −1
1 1
￿
, U
−1 =
1
√
2
￿
1 1
−1 1
￿
. (33)
Writing the transformation (32) explicitly, we obtain the following relations:
GA = GF − G> = G< − GF, ΠA = ΠF + Π> = −Π< − ΠF ,
GR = GF − G< = G> − GF, ΠR = ΠF + Π< = −Π> − ΠF ,
G
C = G
F + G
F = G
< + G
>, Π
C = Π
F + Π
F = −Π
< − Π
> . (34)
with A, R and C denoting the advanced, retarded and homogeneous GF or SF. Note that there is an additional
negative sign for Π>,< with respect to G>,<. The reason is as follows: the SE tensor Π is a 1-PI 2-point GF with
external legs amputated, and the two time arguments of Π>,< are on diﬀerent CTP branches. We also know that
negative and positive type vertices diﬀer in sign. Therefore, Π>,< has an additional negative sign relative to G>,<.
Such a case, however, does not occur for ΠF, because both of its time arguments are on the negative branch; they
thus contribute with the same negative signs, which cancel.
Keeping these Feynman rules in mind, we can write the DSE (20) and (21) in the ordinary representation as
￿
D + Π+ 0
0 −D − Π+
￿
 ν;ab
(x1)
￿
GF G<
G> GF
￿
νλ;bc
(x1,x2)
= ig λδacδ(x1 − x2)
￿
1 0
0 1
￿
−
Z
d4x′
￿
ΠF Π<
Π> ΠF
￿
 ν;ab
(x1,x′)
￿
GF G<
G> GF
￿
νλ;bc
(x′,x2) , (35)10
￿
GF G<
G> GF
￿
 ν;ab
(x1,x2)
￿
D† + Π+ 0
0 −D† − Π+
￿
νλ;bc
(x2)
= ig λδacδ(x1 − x2)
￿
1 0
0 1
￿
−
Z
d4x′
￿
GF G<
G> GF
￿
 ν;ab
(x1,x′)
￿
ΠF Π<
Π> ΠF
￿
νλ;bc
(x′,x2) , (36)
or, in the physical representation, as
￿
D + Π+ 0
0 −D − Π+
￿
 ν;ab
(x1)
￿
GR GC
0 GA
￿
νλ;bc
(x1,x2)
= ig λδacδ(x1 − x2)
￿
1 0
0 1
￿
−
Z
d4x′
￿
ΠC ΠR
ΠA 0
￿
 ν;ab
(x1,x′)
￿
0 GA
GR GC
￿
νλ;bc
(x′,x2) , (37)
￿
GA 0
GC GR
￿
 ν;ab
(x1,x2)
￿
D† + Π+ 0
0 −D† − Π+
￿
νλ;bc
(x2)
= ig λδacδ(x1 − x2)
￿
1 0
0 1
￿
−
Z
d4x′
￿
0 GA
GR GC
￿
 ν;ab
(x1,x′)
￿
ΠC ΠR
ΠA 0
￿
νλ;bc
(x′,x2) . (38)
In Eqs. (35-38), (x1) and (x1,x2) stand for space-time arguments for the functions in front of them. The Lorentz and
colour indices are written as subscripts. As an alternative way of presenting the above equations, the local term ±Π+
can be absorbed into the deﬁnition of ΠF/F. In the Feynman gauge (α = 1) the diﬀerential operators D and D† are
deﬁned as:
D
hi
ρσ = gρσD
ha
  [A]D
ai
  [A] − D
ha
σ [A]D
ai
ρ [A]
+
1
α
Dha
ρ [A]Dai
σ [A] + gfhaiFa
ρσ[A]
= gρσDha
  [A]Dai
  [A] + 2gfhaiFa
ρσ[A] , (39)
and
D†;hi
ρσ = gρσD†;ha
  [A]D†;ai
  [A] + 2gfhaiFa
ρσ[A] , (40)
where Dha
  [A] = ∂ δha + gfhbaAb
  is the covariant derivative in the adjoint representation and D†;ha
  =
←
∂   δha −
gfhbaAb
  is the conjugate covariant derivative, where the diﬀerential operator acts to the left. We note that Eqs.
(35-38) are independent of the gauge parameter α, owing to the gauge conditions: Dij
  [A(x1)]Gjk
 ν(x1,x2) = 0 and
Gij
 ν(x1,x2)D†;jk
ν [A(x2)] = 0.
Some comments about Eqs. (35-40) are in order. First, we recall that Eqs. (39-40) come from the second line of
Eq. (19). We write it down explicitly:
iG
−1;hi
(0);ρσ(x,y) = Γ(0)
mp(Q2) + Γ
(0)
m′mp(AQ2)Am′ +
1
2
Γ
(0)
m′n′mp(A2Q2)Am′An′
=
n
gρσDha
  [A(x)]Dai
  [A(x)] + 2gfhaiFa
ρσ[A(x)]
o
δ4(x − y) , (41)
where labels m and p stand for a group of indices: m = (x,ρ,h) and p = (y,σ,i). Multiplying Eq. (41) by G
ij
σξ(y,z)
and integrating over y, Eq. (41) gives
Z
d
4yiG
−1;hi
(0);ρσ(x,y)G
ij
σξ(y,z)11
=
n
gρσDha
  [A(x)]Dai
  [A(x)] + 2gfhaiFa
ρσ[A(x)]
oZ
d4yδ4(x − y)G
ij
σξ(y,z)
=
n
gρσDha
  [A(x)]Dai
  [A(x)] + 2gfhaiFa
ρσ[A(x)]
o
G
ij
σξ(x,z)
= Dhi
ρσ(x)G
ij
σξ(x,z) . (42)
Multiplying Eq. (41) by G
jh
ξρ(z,x) and integrating over x, it becomes:
Z
d
4xG
jh
ξρ(z,x)iG
−1;hi
(0);ρσ(x,y)
=
Z
d4xG
jh
ξρ(z,x)
n
gρσDha
  [A(x)]Dai
  [A(x)] + 2gfhaiFa
ρσ[A(x)]
o
δ4(x − y)
=
Z
d4xG
jh
ξρ(z,x)
n
gρσD†;ha
  [A(x)]D†;ai
  [A(x)] + 2gfhaiFa
ρσ[A(x)]
o
δ4(x − y)
= G
jh
ξρ(z,y)
n
gρσD†;ha
  [A(y)]D†;ai
  [A(y)] + 2gfhaiFa
ρσ[A(y)]
o
= G
jh
ξρ(z,y)D
†;hi
ρσ (y) , (43)
where the diﬀerential operator ∂ acting on the δ-function in the second line is changed to −
←
∂ in the third line. We
notice that G
−1;hi
(0);ρσ(x,y) in Eq. (41) should be understood as G
−1;hi
(0);ρσ(x+,y+), where x+ and y+ are on the positive
time branch. In addition, since G
−1;hi
(0);ρσ(x,y) is associated with vertices Γ
(0)
mp(Q2), Γ
(0)
m′mp(AQ2) and Γ
(0)
m′n′mp(A2Q2),
G
−1;hi
(0);ρσ(x−,y−) should have an additional negative sign. This is the reason why there is a negative sign before D and
D† in Eqs. (35-38).
Of particular relevance to our further discussion are the speciﬁc matrix elements originating from Eqs. (37) and
(38). The equations corresponding to the upper-right element of (37) and to the lower-left element of (38) are:
h
D(x1) + Π+(x1)
i
GC(x1,x2)
= −
Z
d4x′
h
ΠC(x1,x′)GA(x′,x2) + ΠR(x1,x′)GC(x′,x2)
i
, (44)
G
C(x1,x2)
h
D
†(x2) + Π
+(x2)
i
= −
Z
d4x′
h
GR(x1,x′)ΠC(x′,x2) + GC(x1,x′)ΠA(x′,x2)
i
, (45)
where, for simplicity, we suppress colour and Lorentz indices in G and Π, and in particular we regard them as matrices
in colour space. We note that the local SE tensor Π+ can be absorbed into ΠR and ΠA to make Eqs. (44) and (45)
more compact.
VI. DISCUSSIONS OF THE NON-LOCAL SOURCE
So far we have not discussed the role of the non-local source term K(A±,Q±) in the DSE. The reason is that
K(A±,Q±) is non-zero only at the initial time and hence can be put to the boundary condition. To illustrate the
role of K, we consider a simple example of a non-interacting massive scalar ﬁeld. The classical Lagrangian density is
L = 1
2∂ φ∂ φ − 1
2m2φ2. In the CTP approach the role of the initial density matrix is taken by the non-local source
kernel K(φ±). K(φ±) can be expanded into a functional Taylor series in φ. The linear term Kaφa of this series can be
absorbed into the source term Jaφa. The lowest order term, which does have an eﬀect on the dynamics, is the square
term Kabφaφb. In this heuristic argument, we neglect higher order terms in this expansion. Using this approximation
the DSE has a very simple form:
h
δ4(x − y)(−∂2
y − m2) + K(x,y)
i
η∆(y,z) = δ4(x − z) , (46)
where η = diag(1,−1); i∆(y,z) is a 2-point CTP-form GF which is a 2×2 matrix and K(x,y) is a CTP-form matrix.
The solution of the above equation can be written as
∆(x,y) = ∆(0)(x,y) − ∆(0)(x,u1)ηK(u1,u2)η∆(0)(u2,y)12
+∆(0)(x,u1)ηK(u1,u2)η∆(0)(u2,u3)ηK(u3,u4)η∆(0)(u4,y)
−    , (47)
where ∆(0)(x,y) is a solution of the inhomogeneous equation
(−∂2
y − m2)η∆(0)(x,y) = δ4(x − y) , (48)
which we call a full propagator. The propagator ∆(0)(x,y) can be written as the sum of the homogeneous solution
and an inhomogeneous one: ∆(0) = ∆
(0)
in +∆
(0)
hom, where i∆
(0)
in (x − y) is the Feynman propagator and ∆
(0)
hom(x −y) is
the solution of the homogeneous equation
(−∂2
y − m2)η∆hom(x,y) = 0 . (49)
In momentum space, these propagators become
∆(0)(p,q) = ∆(0)(p)δ4(p − q) ,
∆(0)(p) = ∆
(0)
in (p) + ∆
(0)
hom(p) , (50)
where ∆
(0)
in (p) and ∆
(0)
hom(p) are given by
∆
(0)
in (p) =
￿ 1
p2−m2+iǫ 0
0 −1
p2−m2−iǫ
￿
,
∆
(0)
hom(p) = −2πiδ(p2 − m2)
￿
g(0)(p) θ(−p0) + g(0)(p)
θ(p0) + g(0)(p) g(0)(p)
￿
= −2πiδ(p2 − m2)
h
λ1 + g(0)(p)λ2
i
, (51)
with
λ1 =
￿
0 θ(−p0)
θ(p0) 0
￿
, λ2 =
￿
1 1
1 1
￿
. (52)
In our further discussion we assume that the kernel K(x1,x2) is given in the following form:
Kij(x1,x2) =
1
(2π)3Kij(x1 − x2)δ(x0
1 − ti
0)δ(x0
2 − t
j
0) , (53)
where i,j = ± and t
+
0 and t
−
0 are, respectively, the starting and ending points of the CTP. The kernel Kij(x1,x2) is
translationally invariant in space, and its Fourier transform reads
K
ij(k1,k2) =
Z
d
4x1d
4x2e
ik1x1e
−ik2x2K
ij(x1,x2)
= Kij(k1)δ3(k1 − k2) ,
Kij(k1) ≡
Z
d3yKij(y)e−ik1 y , (54)
where we use the same symbol K to denote the kernel in the coordinate and in the momentum space.
Let us now consider the full propagators ∆(0)(x,u1) and ∆(0)(un,x) appearing in Eq. (47) at the leading and at
the end of each term. The values of u0
1 and u0
n are t
+
0 or t
−
0 . If one assumes that t
+
0 → −∞+ and t
−
0 = −∞− then
∆(0);++(x,u1) = ∆(0);>(x,u1) since x0 > t
+
0 (x0 is deﬁnite). Similarly, we have: ∆(0);+−(x,u1) = ∆(0);<(x,u1),
∆(0);−+(x,u1) = ∆(0);>(x,u1) and ∆(0);−−(x,u1) = ∆(0);<(x,u1). The ++, +−, −+ and −− components of
∆(0)(un,x) are of type <, <, > and >, respectively. In momentum space we have
∆
(0)
h (p) = −2πiδ(p
2 − m
2)
h
λ3 + g
(0)(p)λ2
i
,
∆(0)
e (q) = −2πiδ(q2 − m2)
h
λ4 + g(0)(q)λ2
i
, (55)13
where the subscripts h and e denote the leading and the end propagator, respectively, and λ3 and λ4 are deﬁned as
λ3 =
￿
θ(p0) θ(−p0)
θ(p0) θ(−p0)
￿
, λ4 =
￿
θ(−q0) θ(−q0)
θ(q0) θ(q0)
￿
. (56)
The propagators ∆0(ui,ui+1) appearing in Eq. (47) have both of their time variables pinched at t0. Thus, they are not
bound by the above arguments and their four components are equal. Finally, in momentum space, the full propagator
(47) becomes
∆(p,q) = ∆(0)(p)δ4(p − q) − ∆
(0)
h (p)K(p)∆(0)
e (q)δ3(p − q) , (57)
where K(p) is given by
K(p) = ηK(p)η − ηK(p)η ˜ ∆(0)(p)λ2ηK(p)η
+ηK(p)η ˜ ∆(0)(p)λ2ηK(p)η ˜ ∆(0)(p)λ2ηK(p)η −     , (58)
and ˜ ∆(0)(p) =
R
dp0∆(0)(p). Collecting the sum in the above equation, we obtain:
K++(p) = C
h
(1 + AB2)K++(p) + AB1K+−(p)
i
,
K
+−(p) = C
h
− (1 + AB1)K
+−(p) − AB2K
++(p)
i
,
K−+(p) = C
h
− (1 + AB2)K−+(p) − AB1K−−(p)
i
,
K−−(p) = C
h
(1 + AB1)K−−(p) + AB2K−+(p)
i
, (59)
where A = ˜ ∆(0)(p), B1 = K++(p) − K−+(p), B2 = K−−(p) − K+−(p) and C = 1/[1 + A(B1 + B2)].
There are three types of contributions to the second term of Eq. (57): λ3Kλ4, λ3Kλ2 + λ2Kλ4, and λ2Kλ2. We
denote them as I1, I2 and I3 respectively:
I1 = I0[K
++δ(p
0 + q
0) + K
+−δ(p
0 − q
0)]λ2 ,
I2 = I0g(0)(p)(K++ + K+−)[δ(p0 − q0) + δ(p0 + q0)]λ2 ,
I3 = I0[g(0)(p)]2(K++ + K+−)[δ(p0 − q0) + δ(p0 + q0)]λ2 , (60)
where I0 is deﬁned by
I0 = 8π2δ(p2 − m2)δ3(p − q)
1
2Ep
(61)
with Ep =
p
p2 + m2. In Eq. (60) we have used: K++ = K−− and K+− = K−+, which implies that K++ = K−−
and K+− = K−+. We have also used the following formula
δ(p2 − m2)δ(q2 − m2)δ3(p − q) = δ(p2 − m2)
1
2Ep
[δ(p0 − q0) + δ(p0 + q0)] . (62)
With Eq. (60), Eq. (57) becomes
∆(p,q) = ∆
(0)(p)δ
4(p − q) + I1 + I2 + I3
=
￿
∆
(0)
in (p) − 2πiδ(p2 − m2)
h
λ1 + f(p)λ2
i ￿
δ4(p − q)
−2πiδ(p2 − m2)f′(p)λ2δ(p0 + q0)δ3(p − q) , (63)
where f(p) and f′(p) are given by
f(p) = g(0)(p) + i
2π
Ep
￿
K+−(p) +
h
g(0)(p) + (g(0)(p))2
ih
K++(p) + K+−(p)
i ￿
,
f
′(p) = i
2π
Ep
￿
K
++(p) +
h
g
(0)(p) + (g
(0)(p))
2
ih
K
++(p) + K
+−(p)
i ￿
. (64)14
The appearance of δ(p0 + q0) in Eq. (63) could, in general, result in the time dependence of the full propagator.
However, if we assume that the initial time t0 is in the remote past (t0 = −∞), while x0 and y0 of the full propagator
are ﬁnite, we can consequently drop δ(p0 + q0). This is because, when going to coordinate space, this term would
generate a factor e−ip
0(x
0+y
0−2t
0) that vanishes according to the Riemann theorem. Under this assumption the full
propagator in Eq. (63) can be ﬁnally written as
∆(p,q) =
￿
∆
(0)
in (p) − 2πiδ(p2 − m2)
h
λ1 + f(p)λ2
i ￿
δ4(p − q) , (65)
which has the standard form generally assumed in the literature.
In this section we have discussed the eﬀect of the non-local source kernel K on the solution of the DSE in a
simple free scalar ﬁeld model. In terms of this model we have derived the full propagator and shown that K entering
the homogeneous part of the solution brings its time dependence and breaks the time translational symmetry. If one
assumes, however, that the initial time is in the remote past, one then ﬁnds that the time dependence can be neglected
and thus the time translational symmetry is restored. In this case the eﬀect of K can be collected to the homogeneous
solution in such a way that K only corrects the distribution function. In equilibrium, this distribution function is just
the Bose-Einstein distribution. In the above free scalar ﬁeld model that neglects interaction the equilibrium cannot
be, however, reached. For a more complicated cases such as QCD, the eﬀect of K on the solution is more involved.
Generally K can be treated as a special kind of boundary conditions [21]. Therefore, the kernel K is absent in the
derivation of the transport equation that is presented in the following sections.
The non-local source K is deﬁned as the matrix element of the density matrix ρ on the initial states φ1,2
 φ1,0|ρ|φ2,0  = exp[iK(φ±)] . (66)
The kernel K can be expanded functionally as follows:
K(φ±) = K +
Z
d4xKa(x)φa(x) +
1
2
Z
d4xd4x′Kabφa(x)φb(x′) +     (67)
with a,b = +,−. In general K is a complex functional of the ﬁelds. From Eq. (63) and (65) the coeﬃcient K of the
quadratic term in the functional expansion of the source K should be purely imaginary to ensure that the spectral
function is real. For a general form of the density matrix ρ ∼ exp(−
R
d3kβka
†
kak), one can indeed check that when
expanding the kernel K up to the quadratic term the coeﬃcients are all imaginary [see Eq. (2.31) [21]].
It is interesting to note that the situation here is similar to the pinch singularity, which arises when the time
variation of the distribution function [35] is neglected. The possible connection between the non-local source kernel
and the pinch singularity will be discussed elsewhere.
VII. KINETIC PART OF THE TRANSPORT EQUATION
In Section V we derived the DSE for a gluon plasma in the CTP formalism. The resulting DSE summarized in Eqs.
(44) and (45) is a non-linear integro-diﬀerential equation, which cannot be solved without further approximations.
The essential approximation usually made in the literature [28] is based on the two-scale nature of high energy QCD.
There are two typical scales for a multiparton system: the quantum scale, which characterizes quantum ﬂuctuations
or parton self-interactions, and the statistical-kinetic scale, which measures the range of interactions between quasi-
particles. These interactions may be described in a semiclassical way if these two scales are well separated, i.e. if the
local density of quasi-particles is smaller than a critical density where particles begin to overlap. The above situation
is well suited to the case of ultra-relativistic heavy-ion collisions. Shortly after two highly Lorentz-contracted nuclei
pass through each other, a very strong background ﬁeld is formed, followed by the production of very high energy
partons. Since this occurs very early and at a very short space-time scale, it is purely a quantum process, thus
the quasi-particle-based semiclassical or the kinetic description generally fail. As time goes on, the dense system of
partons undergoes an expansion and the local density may fall down to a level where the quantum and classical scales
can be well separated. Through multiple collisions, the parton system can thermalize and then its bulk properties
can be described in terms of hydrodynamics.
With the above physical scenario in mind, let us assume that the space-time is discretized into cells of a size chosen
such that the separation between the quantum and kinetic scales [13, 21] is optimized. Then, the correlation between
diﬀerent cells will be negligible. The 2-point correlation will not vanish, only when two space-time points lie in the
same cell. Consequently, in the multiparton system and in a given cell, one can neglect spatial inhomogeneity of the
local gluon and quark densities. Within each cell, one may therefore describe the short-distance quantum dynamics15
analogously, as in vacuum or in a homogeneous medium. The inhomogeneity of the spatial parton distribution
associated with particle collisions appears only when moving from cell to cell.
Let us deﬁne a mass scale µ as the separating point of the quantum and the kinetic scale. This implies that one may
characterize the dynamical evolution of the parton system by a short-range quantum scale λqua ≤ 1
 , and a long-range
kinetic scale λkin ≥ 1
 . The low-momentum collective excitations that may develop at the particular momentum scale
gµ are thus well separated from the typical hard gluon momenta k ≥ µ, provided that g ≪ 1. The eﬀect of the
classical ﬁeld A on the hard quanta involves the coupling gA to the hard propagator; it is thus of the order of the soft
wavelength ∼ 1/(gµ). Hence, we have the following characteristic scales:
y = x1 − x2 ∼
1
µ
, ∂y =
1
2
(∂1 − ∂2) ∼ µ ,
X =
1
2
(x1 + x2) ∼
1
gµ
, ∂X = ∂1 + ∂2 ∼ gµ ,
gA(X) ∼ gµ , gF[A(X)] ∼ g2µ2 , (68)
where X is the central point and y the diﬀerence of two coordinates x1 and x2 in a 2-point GF. We see that X labels
the macroscopic kinetic motion whereas y characterizes the microscopic quantum distance.
In order to take advantage of the assumed separation of scales we ﬁrst express all 2-point GFs appearing in Eqs.
(35), (36) and (37), (38) in terms of the new variables X and y. Then, to derive the transport equation from the DSE,
we perform a gradient expansion of these GFs under the conditions (68). From Eqs. (44) and (45) it is clear that we
will deal with such an integral as I =
R
d4x′Π(x1,x′)G(x′,x2). In terms of X, y and y′ = x′ − x2 coordinates, the
integral and its Fourier transforms, with respect to the relative distance y, can be expressed in the gradient expansion
as:
I =
Z
d4y′
h
Π(X,y − y′)G(X,y′) +
1
2
∂XΠ(X,y − y′)y′G(X,y′)
−
1
2
(y − y
′)Π(X,y − y
′)∂XG(X,y
′)
i
,
F[I] =
Z
d4y eiqy I = Π(X,q)G(X,q) +
i
2
h
∂qΠ(X,q)   ∂XG(X,q)
−∂XΠ(X,q)   ∂qG(X,q)
i
. (69)
Similarly, the Fourier transforms for I1 = Π(x1)G(x1,x2) and I2 = G(x1,x2)Π(x2) are
F[I1] = Π(X)G(X,q) −
i
2
∂XΠ(X)   ∂qG(X,q) ,
F[I2] = G(X,q)Π(X) +
i
2
∂qG(X,q)   ∂XΠ(X) . (70)
The 2-point GFs in Eqs. (35), (36) and (37), (38) are not gauge covariant. In order to obtain a gauge-covariant
transport equation, we must use a gauge-covariant 2-point GF deﬁned by
˜ G(X,y) = V (X,x1)G(x1,x2)V (x2,X) , (71)
where V (z1,z2) is a Wilson link with respect to the classical background ﬁeld given by
V (z1,z2) = TP exp
￿
ig
Z z1
P;z2
dz A 
￿
, (72)
where the integral stands for a path integral from point z2 to z1 and TP denotes the ordered product along the path;
note that the path here is deﬁned in coordinate space. The Wilson link V (z1,z2) transforms as
V (z1,z2) → U(z1)V (z1,z2)U
−1(z2) , (73)
where U(z) = exp(igωa(z)ta
A) is the gauge transformation under which the GF G(x1,x2) transforms as
G(z1,z2) → U(z1)G(z1,z2)UT(z2) = U(z1)G(z1,z2)U−1(z2) , (74)
which involves transformations at two diﬀerent space-time points. However, the CGF ˜ G(X,y) transforms as
˜ G(X,y) → U(X) ˜ G(X,y)U−1(X) , (75)16
where only the transformation at a single point X is relevant. The gauge-covariant Wigner function is the Fourier
transform of ˜ G(X,y) with respect to y:
˜ G(X,q) =
Z
d4y ˜ G(X,y)eiqy . (76)
Obviously ˜ G(X,q) transforms in the same way as ˜ G(X,y) according to Eq. (75).
In general, the integration path in the Wilson link may be of arbitrary shape, provided that its two end points are
ﬁxed; the gauge-covariant Wigner function is thus not uniquely deﬁned. This ambiguity can be removed by requiring
that the Fourier spectrum variable q in the Wigner function ˜ G(X,q) corresponds to the kinetic momentum in the
classical limit. This constraint is fulﬁlled by the straight-line path [19]. Therefore, in all our future calculations we
imply the straight-line path. The link operator deﬁned on the straight-line path has the following properties:
V (z1,z2)V (z2,z3) = V (z1,z3) ,
V (z1,z2)V (z2,z1) = 1 ,
V
†(z1,z2) = V
−1(z1,z2) = V (z2,z1) . (77)
Obviously, the Wilson link is unitary since A = A† and forms a group. With the above properties, we can write the
inverse relation for Eq. (71) as
G(x1,x2) = V (x1,X) ˜ G(X,y)V (X,x2) . (78)
Consider a straight-line path from z2 to z1 described by the equation z(s) = z2 + (z1 − z2)s with s = [0,1]. The
variation of the path characterized by small changes of their end points dz1 and dz2 causes the following variation of
V [19]:
δV (z1,z2) = igA(z1)dz1V (z1,z2) − igV (z1,z2)A(z2)dz2
−ig
Z 1
0
dsV
￿
z1,z(s)
￿
F ν
￿
z(s)
￿
V
￿
z(s),z2
￿
 (z1 − z2) 
h
dz2 + (dz1 − dz2)s
i
ν
. (79)
Using the above equation, we obtain
∂x1 V (x1,X) = −
1
2
igV (x1,X)A (X) + igA (x1)V (x1,X)
−ig
3
8
yνFν 
￿3
4
x1 +
1
4
x2
￿
∂x1 V (X,x2) =
1
2
igA (X)V (X,x2) − ig
1
8
yνFν 
￿1
4
x1 +
3
4
x2
￿
. (80)
The ﬁrst equation can be written also as
Dx1 V (x1,X) = −
1
2
igV (x1,X)A (X) − ig
3
8
yνFν 
￿3
4
x1 +
1
4
x2
￿
, (81)
where the l.h.s. is O(gµ) and the two terms on the r.h.s. are O(gµ) and O(g2µ) respectively.
Taking the Hermitian conjugate of Eq. (80) and interchanging x1 and x2, we obtain:
∂x2 V (X,x2) =
1
2
igA (X)V (X,x2) − igV (X,x2)A (x2)
−ig
3
8
yνFν 
￿1
4
x1 +
3
4
x2
￿
,
∂x2 V (x1,X) = −
1
2
igV (x1,X)A (X) − ig
1
8
yνFν 
￿3
4
x1 +
1
4
x2
￿
. (82)
From the above results we can also ﬁnd that
Dx1ν(V1 ˜ GV2) =
1
2
V1(DXν ˜ G)V2 + V1(∂yν ˜ G)V2 − ig
3
8
yλFλν ˜ GV2
+
1
2
igV1 ˜ GAνV2 − ig
1
8
V1 ˜ GyλFλν , (83)17
with the following compact notations: V1 ≡ V (x1,X), V2 ≡ V (X,x2), ˜ G ≡ ˜ G(X,y) and Dx1ν ≡ Dν[A(x1)]. The
terms on the r.h.s. of Eq. (83) are of orders gµ, µ, g2µ, gµ and g2µ, respectively. We also make the approximation
Fλν(1
4x1 + 3
4x2) ≈ Fλν(X) in all terms involving Fλν in the above equation, because the corrections are of O(g3µ).
From Eq. (83) and its Hermitian conjugate (V1 ˜ GV2)D†
x2ν we can derive the gauge condition for the gauge-covariant
GF. The background gauge condition is given by Dab
  [A(x)]Qb
 (x) = 0, thus the gauge condition for the Green function
with respect to x1 reads
Dab
  [A(x1)]Gbc
 ν(x1,x2) = 0 , (84)
where G is one of G>, G< or GC. With respect to x2, the gauge condition is
D
ac
ν [A(x2)]G
bc
 ν(x1,x2) = 0 , (85)
whose complex conjugate is given by
h
δac∂2ν + ig[(td
A)ac]∗Ad
ν(x2)
i
Gbc
 ν(x1,x2) = 0 , (86)
where we have used the fact that A and G are real. The SU(3) generators in the adjoint representation are Hermitian
(td
A)† = td
A, therefore we have
h
δac∂2ν + ig(td
A)caAd
ν(x2)
i
Gbc
 ν(x1,x2)
= Gbc
 ν(x1,x2)D†;ca
ν [A(x2)] = 0 . (87)
From Eqs.(78), (83), (84), and (87) we ﬁnd that
Dx1 (V1 ˜ G νV2) = V1
￿
1
2
(DX  ˜ G ν) + (∂y  ˜ G ν) − ig
3
8
yλFλ  ˜ G ν
+
1
2
ig ˜ G νA  − ig
1
8
˜ G νyλFλ 
￿
V2 = 0 , (88)
and
(V1 ˜ Gν V2)D†
x2  = V1
￿
1
2
( ˜ Gν D
†
X ) − (∂y  ˜ Gν ) − ig
3
8
˜ Gν yλFλ 
−
1
2
igA  ˜ Gν  − ig
1
8
yλFλ  ˜ Gν 
￿
V2 = 0 , (89)
where we kept only terms up to O(g2µ). Taking the sum and the diﬀerence of the above two equations, we derive the
gauge condition for the gauge-covariant ˜ G:
1
2
∂X  ˜ G{ ν} + ∂y  ˜ G[ ν] +
1
2
ig
h
˜ G{ ν},A 
i
= 0 ,
1
2
∂X  ˜ G[ ν] + ∂y  ˜ G{ ν} +
1
2
ig
h
˜ G[ ν],A 
i
= 0 , (90)
where ˜ G{ ν} and ˜ G[ ν] are deﬁned by ˜ G ν + ˜ Gν  and ˜ G ν − ˜ Gν  respectively. For simplicity we also neglect the terms
of order higher than O(gµ).
If we assume that ˜ G is symmetric in its Lorentz indices, then up to O(gµ) we obtain
∂X  ˜ G ν + ig[ ˜ G ν,A ] = 0 , ∂y  ˜ G ν = 0 . (91)
The second equation tells us that ˜ G ν is transversal up to O(gµ).
Taking the second covariant derivative of Eq. (83), we obtain the covariant d’Alembertian operator:
D2
x1(V1 ˜ GV2) =
1
4
V1(D2
X ˜ G)V2 + V1(∂y   DX ˜ G)V2 + V1(∂2
y ˜ G)V2
−ig
3
8
yλFλν(DXν ˜ G)V2 − ig
3
4
yλFλν(∂yν ˜ G)V2
+ig
1
2
V1(DXν ˜ G)AνV2 + ig
1
4
V1 ˜ G(∂XνAν)V2
−ig
1
8
V1(DXν ˜ G)yλFλν − ig
1
4
V1(∂yν ˜ G)yλFλν
+igV1(∂yν ˜ G)AνV2 −
1
4
g2V1 ˜ GA2V2 , (92)18
where we kept only terms up to O(g3µ2), neglecting all higher order ones. The resulting equation for (V1 ˜ GV2)D†2
x2
can be derived by taking the Hermitian conjugate of D2
x1(V1 ˜ GV2) and then interchanging x1 with x2:
(V1 ˜ GV2)D†2
x2 =
1
4
V1( ˜ GD
†2
X)V2 − V1( ˜ G
←
∂ y  D
†
X)V2 + V1(∂2
y ˜ G)V2
−ig
3
8
V1( ˜ GD
†
Xν)yλFλν + ig
3
4
V1(∂yν ˜ G)yλFλν
−ig
1
2
V1Aν( ˜ GD
†
Xν)V2 − ig
1
4
V1(∂XνAν) ˜ GV2
−ig
1
8
yλFλν( ˜ GD
†
Xν)V2 + ig
1
4
yλFλν(∂yν ˜ G)V2
+igV1Aν(∂yν ˜ G)V2 −
1
4
g
2V1A
2 ˜ GV2 . (93)
We take the diﬀerence between Eq. (92) and Eq. (93):
V1∆V2 ≡ D
2
x1(V1 ˜ GV2) − (V1 ˜ GV2)D
†2
x2 , (94)
where ∆ is deﬁned by
∆ = ∂y   DX ˜ G + ˜ G
←
∂ y  D
†
X − ig
3
8
yλFλν(DXν ˜ G) + ig
3
8
( ˜ GD
†
Xν)yλFλν
−igyλFλν(∂yν ˜ G) − ig(∂yν ˜ G)yλFλν
−ig
1
8
(DXν ˜ G)yλFλν + ig
1
8
yλFλν( ˜ GD
†
Xν)
+ig(∂yν ˜ G)Aν − igAν(∂yν ˜ G) . (95)
Keeping terms up to O(g2µ2), we obtain
∆ = ∂y   DX ˜ G + ˜ G
←
∂ y  D
†
X − igyλFλν(∂yν ˜ G)
−ig(∂yν ˜ G)yλFλν + ig(∂yν ˜ G)Aν − igAν(∂yν ˜ G) . (96)
Taking the diﬀerence of the l.h.s. of Eqs. (44) and (45), and using Eqs. (92) and (93) we get
∆′ = ∂y   DX ˜ GC
αγ + ˜ GC
αγ
←
∂ y  D
†
X + igyλFνλ(∂yν ˜ GC
αγ) + ig(∂yν ˜ GC
αγ)yλFνλ
+ig(∂yν ˜ GC
αγ)Aν − igAν(∂yν ˜ GC
αγ) − 2ig(Fαβ ˜ GC
βγ − ˜ GC
αβFβγ) , (97)
where we restored the Lorentz index for ˜ GC(X,y) and suppressed two Wilson links in front of and behind the above
expression. With respect to the relative coordinate y, the Fourier transform reads
F[∆′] = −i
n
q   DX ˜ GC
αγ + ˜ GC
αγq   D
†
X + gqνFνλ(∂qλ ˜ GC
αγ) + g(∂qλ ˜ GC
αγ)qνFνλ
+ig( ˜ GC
αγq   A − q   A ˜ GC
αγ) + 2g(Fαβ ˜ GC
βγ − ˜ GC
αβFβγ)
o
, (98)
where ˜ GC ≡ ˜ GC(X,q), A ≡ A(X) and F ≡ F(X).
Equations (97) and (98) just describe the kinetic part of the transport equation. The collision part will be derived
in the next section. Neglecting the collision terms, which are of order at least g4µ2, we have the kinetic equation in
the following compact form:
q   ∂X ˜ G
C
αγ + ig( ˜ G
C
αγq   A − q   A ˜ G
C
αγ)
+
1
2
gqνFνλ(∂qλ ˜ GC
αγ) +
1
2
g(∂qλ ˜ GC
αγ)qνFνλ
+g(Fαβ ˜ GC
βγ − ˜ GC
αβFβγ) = 0 . (99)
The above equation is located at the collective coordinate X and is gauge covariant under the local gauge transfor-
mation U(X), i.e. it transforms as U(   )U−1. Indeed, noting that both F ν and ˜ GC
αγ are gauge covariant and ∂q 19
does not aﬀect U, it is obvious that the last three terms are gauge covariant. To verify that the ﬁrst two terms are
also preserving gauge covariance, we explicitly write down their transformations:
q   ∂X ˜ GC
αγ → U(q   ∂X ˜ GC
αγ)U−1 + (q   ∂XU) ˜ GC
αγU−1
+U ˜ GC
αγq   ∂XU−1 ,
ig ˜ GC
αγq   A → igU ˜ GC
αγq   A U−1 − U ˜ GC
αγq   ∂XU−1 ,
−igq   A ˜ G
C
αγ → −igUq   A ˜ G
C
αγU
−1
−(q   ∂XU) ˜ GC
αγU−1 ,
from which it is clearly seen that the sum of the ﬁrst two terms in Eq. (99) indeed transforms as U(   )U−1 and
therefore preserves the gauge covariance.
The quantum kinetic equation (99) was derived in a quite general and transparent manner in the context of BG-
QCD and CTP formalism. No further approximations or requirements going beyond gradient expansion were used
to obtain Eq. (99). We note that a result similar to Eq. (99) was previously obtained in Ref. [36]. There, however,
based on Ref. [12], the transport equation was derived by making the gradient expansion of the equation of motion
for the Wigner function (not in CTP formalism). Additionally the author of Ref. [36] made the derivation in the
fundamental color space (not the adjoint space) in QCD (not in BG-QCD). Finally, in Ref. [36], Eq. (99) was obtained
by assuming that the Wigner function is proportional to the quadratic product of the generators of the fundamental
representation. Our approach is quite general and does not require any speciﬁc assumptions on the structure of the
Wigner function.
In the following we show that Eq. (99) is a natural quantum generalization of the classical Boltzmann equation.
In particular the colour charge precession will be explicitly identiﬁed in the quantum description of the colour charge
kinetics given by Eq. (99).
The classical kinetic equation for the colour singlet distribution function f(x,p,Q) is [11, 19, 23, 24, 25, 26]:
p [∂  − gQaFa
 ν∂pν
−gf
abcA
b
 (x)Q
c∂Qa]f(x,p,Q) = 0 , (100)
where Qa is the classical colour charge and a = 1,...,N2
c − 1.
Comparing Eq. (100) with the quantum expression (99), it is clear that the colour singlet distribution function f is
replaced by the gauge covariant Wigner function ˜ GC, which is a colour matrix in the adjoint representation. One can
also recognize that the ﬁrst, third and fourth terms of Eq. (99) are the quantum generalization of the ﬁrst two terms
in Eq. (100). The last term in Eq. (99) appears from the covariant operators and hence it does not appear in the
classical equation. This term can be written in diﬀerent form by using generators of Lorentz transformation in vector
representation. A similar term can be found for the quark, but expressed through generators in spinor representation.
Particularly interesting is the appearance of the second term in Eq. (99). We have seen that its presence is crucial to
assure the gauge covariance of the Vlasov equation. This term has an interesting physical meaning. It is the quantum
analogue to the color charge precession in the classical kinetic equation. To see this more clearly, one can expand
˜ GC
αβ(X,q) with respect to the expansion parameter gT aAa
 (X) from the Wilson link in Eq. (71). This expansion can
be also understood as the result of the AQQ, AQQQ and AAQQ vertices. Then we have
˜ GC
αβ(X,q) = N0αβ(X,q) + gT aAa
 (X)N1αβ; (X,q)
+g
2T
aT
bA
a
 (X)A
b
ν(X)N2αβ; ν(X,q)
+    , (101)
where T a are quantum analogues to the classical color charges Qa; Niαβ(X,q) with i = 0,1,2,    are color singlet
functions. Each term of the expansion corresponds to an order of the color inhomogeneity in the gluonic medium due
to its interaction with the background ﬁeld. If the background ﬁeld is refered to the soft mean ﬁeld, its magnitude
should vanish when the system approaches equilibrium. Then only the ﬁrst singlet term survives in Eq. (101),
which means the color homogeneity of the gluonic medium. This is somewhat similar to the multipole expansion
for an electromagnetic source where the moments of dipole, quadrupole etc. describe increasing orders of spatial
inhomogeneity for the electromagnetic charges. In weak coupling, as the lowest order approximation, we keep only
the ﬁrst two terms in Eq. (101). Then the second term of Eq. (99) becomes
ig( ˜ GC
αγq   A − q   A ˜ GC
αγ) ≃ −gfabcq Ab
 T c∂T a ˜ GC
αγ (102)
which reproduces the classical color precession term in Eq. (100).20
The covariant derivative DX ∼ gA(X) ∼ gµ and therefore ﬁrst two terms of Eq. (99) are at leading order, O(gµ2),
while other terms are at subleading order, O(g2µ2). In the vicinity of equilibrium the natural scale in the system is the
temperature T. The mean distance between particles is of the order of ∼ 1/T, while 1/(gT) characterizes the scale of
collective excitations [28, 29]. For small coupling constant g these two scales are well separated. The covariant Wigner
functions can be expanded around their equilibrium values: ˜ G = ˜ G(0) + δ ˜ G, where the equilibrium function ˜ G(0) is
a colour singlet and the ﬂuctuation δ ˜ G ∼ g2 ˜ G. Typical scales are q ∼ T, DX ∼ g2T, gF ∼ (DX)2 ∼ g4T 2. Thus at
leading order, only the ﬁrst term of Eq. (99) survives and the precession term vanishes because of the color-singlet
nature of ˜ G(0). The linearized version of Eq. (99) with respect to δ ˜ G corresponds to the equation formulated in the
background Coulomb gauge in Ref. [28].
The quantum ﬂuctuations near equilibrium were also considered in Ref. [37] in the context of the classical collisionless
transport equation. It is quite natural to carry out the same study from our quantum approach. First, BG-QCD deals
with the classical ﬁeld and the quantum ﬂuctuation in a systematic way. The quantum ﬁeld plays the similar role to
the ﬁeld ﬂuctuation in Ref. [37]. Second, in the quantum approach, corresponding to the phase-space distribution,
we deal with the GFs which can be expanded around their equilibrium values following Eq. (101). One also needs to
complete the equations by including the ﬁeld equation (7) where the averaged induced current is related to the 2- and
3-point GFs which ﬁnally depend on ˜ G. Thus it can be expanded according to Eq. (101) as well.
The analogy and diﬀerences of the quantum and classical Boltzmann equations can also be clearly exhibited when
formulating the equations for the colour moments. Corresponding to Eq. (99) one gets
q   ∂Xhαγ + gqνFa
νλ∂qλha
αγ
+g(Fa
αβha
βγ − ha
αβFa
βγ) = 0 , (103)
q   ∂Xha
αγ + gfabcq   Abhc
αγ
+gqνF
b
νλ∂qλ
1
2
[h
ab
αγ + h
ba
αγ]
+g(Fb
αβhab
βγ − hba
αβFb
βγ) = 0 , (104)
where we deﬁne: hαγ = Tr( ˜ GC
αγ), ha
αγ = Tr(T a ˜ GC
αγ) and hab
αγ = Tr(T aT b ˜ GC
αγ).
The classical equations for colour moments of f(x,p,Q) are given by
p   ∂xf(x,p) − gp F
a
 ν∂pνf
a(x,p) = 0 , (105)
p   ∂xfa(x,p) + gfabcp   Ab(x)fc(x,p)
−gp F
b
 ν∂pνf
ab(x,p) = 0 , (106)
where fab(x,p) =
R
dQQaQbf(x,p,Q), f(x,p) =
R
dQf(x,p,Q) and fa(x,p) =
R
dQQaf(x,p,Q).
Comparing Eq. (103) with (105) and Eq. (104) with (106) one sees that, apart from terms like (Fαβhβγ −hαβFβγ),
which come from the covariant operators, the quantum and classical equations have a similar structure. The identiﬁ-
cation of the colour precession term in Eq. (99) is straightforward.
VIII. COLLISION PART
In this section we will derive the gauge covariant collision part of the transport equation in a pure gluon plasma.
The collision part is of the higher order in g as it is suppressed at least by g2 relative to the kinetic part.
The collision part is derived by taking the diﬀerence of the SE terms in the r.h.s. of Eqs. (44) and (45) and then
performing a gradient expansion. First, these equations should be expressed in terms of the gauge covariant Wigner
functions ˜ G and ˜ Π.
The integral of Eq. (69) can be written as
I =
Z
d4y′V
￿
x1,X +
y′
2
￿
˜ Π
￿
X +
y′
2
,y − y′
￿
V
￿
X +
y′
2
,X −
y − y′
2
￿
× ˜ G
￿
X −
y − y′
2
,y′
￿
V
￿
X −
y − y′
2
,x2
￿
≈ V (x1,X)
￿Z
d
4y
′
h
˜ Π
￿
X +
y′
2
,y − y
′
￿
˜ G
￿
X −
y − y′
2
,y
′
￿
−ig
y′
2
  A(X)˜ Π(X,y − y′) ˜ G(X,y′)21
−˜ Π(X,y − y
′) ˜ G(X,y
′)ig
y − y′
2
  A(X)
+˜ Π(X,y − y′)ig
y
2
  A(X) ˜ G(X,y′)
i￿
V (X,x2)
+higher order in y or y
′ , (107)
where we have made a gradient expansion of the Wilson link operators and kept only leading terms in y or y′, applying
Eq. (79):
V
￿
x1,X +
y′
2
￿
≈ V (x1,X)
h
1 − ig
y′
2
  A(X) +    
i
V
￿
X −
y − y′
2
,x2
￿
≈
h
1 − ig
y − y′
2
  A(X) +    
i
V (X,x2) ,
V
￿
X +
y′
2
,X −
y − y′
2
￿
≈ 1 + ig
y
2
  A(X) . (108)
The Fourier transform of the term inside the curly bracket {   } in Eq. (107) reads
F[I] = ˜ Π(X,q) ˜ G(X,q) +
i
2
n
[∂q˜ Π(X,q)]   [ ˜ G(X,q)D
†
X]
+[∂q˜ Π(X,q)]   [DX ˜ G(X,q)] − [DX ˜ Π(X,q)]   [∂q ˜ G(X,q)]
−[˜ Π(X,q)D
†
X]   [∂q ˜ G(X,q)]
o
+
1
2
g∂q[˜ Π(X,q)A(X) ˜ G(X,q)]
≡ ˜ Π ˜ G +
i
2
h
∂q˜ Π   ˜ GD
†
X + ∂q˜ Π   DX ˜ G − DX ˜ Π   ∂q ˜ G − ˜ ΠD
†
X   ∂q ˜ G
i
+
1
2
g∂q(˜ ΠA ˜ G) , (109)
where in the second equality we suppressed the arguments of ˜ G(X,q), ˜ Π(X,q) and A(X). In the transformation from
the coordinate to the momentum space we use the following replacement: ∂y → −iq and y → −i∂q.
In the above equations all terms containing the derivatives ∂q and ∂X are suppressed by g relative to the leading
term ˜ Π ˜ G. Keeping only the lowest order contribution to Eq. (109), the collision term reads
Icoll = ˜ GR˜ ΠC + ˜ GC ˜ ΠA − ˜ ΠC ˜ GA − ˜ ΠR ˜ GC , (110)
where we drop the Wilson links V (x1,X) and V (X,x2) as they can be cancelled with those in the kinetic part. To
further simplify the collisions term, we use the following relations:
￿ ˜ GR = 1
2( ˜ GA + ˜ GR) + 1
2( ˜ G> − ˜ G<)
˜ GA = 1
2( ˜ GA + ˜ GR) − 1
2( ˜ G> − ˜ G<)
,
￿ ˜ ΠR = 1
2(˜ ΠA + ˜ ΠR) + 1
2(˜ Π< − ˜ Π>)
ΠA = 1
2(˜ ΠA + ˜ ΠR) − 1
2(˜ Π< − ˜ Π>)
(111)
to obtain
Icoll = ˜ GR˜ ΠC + ˜ GC ˜ ΠA − ˜ ΠC ˜ GA − ˜ ΠR ˜ GC
= { ˜ G
<, ˜ Π
>} − { ˜ G
>, ˜ Π
<} +
1
2
h
˜ G
> + ˜ G
<, ˜ Π
A + ˜ Π
R
i
+
1
2
h
˜ Π
> + ˜ Π
<, ˜ G
A + ˜ G
R
i
, (112)
where ˜ G and ˜ Π are the matrices in the colour and Lorentz indices.
While the transport equation is derived by taking the diﬀerence of Eqs. (44) and (45), the sum of the two equations
gives the mass-shell equation:
￿
q2 −
1
4
∂2
X
￿
˜ G +
1
4
ig
h
(∂X   A), ˜ G
i
+
1
4
g2
n
A   A, ˜ G
o
−
1
4
g2Aν ˜ GAν −
1
2
ig
h
(∂Xν ˜ G),Aν
i
+
1
4
igqν
h
Fλ,ν,(∂qλ ˜ G)
i
+ ig
n
F, ˜ G
o
=
1
2
￿
˜ GR˜ ΠC + ˜ GC ˜ ΠA + ˜ ΠC ˜ GA + ˜ ΠR ˜ GC
￿
. (113)
This equation provides the constraint on the gauge covariant GF.22
The collision term (110), (112) combined with the kinetic part (99) gives a complete result for the transport equation
for a pure gluon plasma. A possible way of obtaining some physical insight and interpretation of this equation is to
consider the simple case that the system is near equilibrium. In this case, we decompose the GF ˜ G and the SE tensor
˜ Π as: ˜ G = ˜ G(0) +δ ˜ G and ˜ Π = ˜ Π(0) +δ˜ Π, where their equilibrium values ˜ G(0) and ˜ Π(0) are colour singlets and δ ˜ G and
δ˜ Π denote deviations from equilibrium. Obviously, both the collision and kinetic parts vanish for ˜ G(0) and ˜ Π(0).
In the vicinity of equilibrium the natural scale is the temperature T. The mean distance between particles is of the
order of 1/T, whereas 1/(gT) characterizes the scale of the collective excitations [28, 29]. In the weak coupling limit
for g ≪ 1 these two scales are well separated. Therefore we have: q ∼ T, DX ∼ g2T and gF ∼ (DX)2 ∼ g4T 2 and
the ﬂuctuations δ ˜ G ∼ g2 ˜ G(0) and δ˜ Π ∼ g2˜ Π(0). In the leading order the Boltzmann equation reads
q   ∂Xδ ˜ G
C
αγ − gFλνqν∂qλ ˜ G
(0)C
αγ + g(Fαβ ˜ G
(0)C
βγ − ˜ G
(0)C
αβ Fβγ)
= i
1
2
h
˜ G
(0)<
αβ δ˜ Π
>
βγ + δ˜ Π
>
αβ ˜ G
(0)<
βγ − ˜ G
(0)>
αβ δ˜ Π
<
βγ − δ˜ Π
<
αβ ˜ G
(0)>
βγ
+δ ˜ G<
αβ ˜ Π
(0)>
βγ + ˜ Π
(0)>
αβ δ ˜ G<
βγ − δ ˜ G>
αβ ˜ Π
(0)<
βγ − ˜ Π
(0)<
αβ δ ˜ G>
βγ
i
, (114)
where the color commutator [ ˜ G(0)C,q   A] has been neglected, since ˜ G(0) is a colour singlet. In deriving the above
equation we have also used the following approximations:
( ˜ G
(0)>
αβ + ˜ G
(0)<
αβ )(δ˜ ΠA
βγ + δ˜ ΠR
βγ) = (δ˜ ΠA
αβ + δ˜ ΠR
αβ)( ˜ G
(0)>
βγ + ˜ G
(0)<
βγ ) ,
(δ ˜ G>
αβ + δ ˜ G<
αβ)(˜ Π
(0)A
βγ + ˜ Π
(0)R
βγ ) = (˜ Π
(0)A
αβ + ˜ Π
(0)R
αβ )(δ ˜ G>
βγ + δ ˜ G<
βγ) . (115)
We recall that up to O(g2T) (here we have µ ∼ gT), the gauge condition (91) requires that ˜ G>, ˜ G< and ˜ GC be
transversal. If we further apply the transversality conditions in the DSE one can verify that Eq. (115) indeed holds.
Incorporating the transversality condition, we can parametrize the GF, ˜ G
>/</C
αβ and δ ˜ G
>/</C
αβ , in the following
form:
fαβ(X,q) = Tαβf(X,q) , (116)
where f stands for ˜ G>/</C, ˜ G(0)>/</C or δ ˜ G>/</C. We have also assumed that δ ˜ GC has the same structure as ˜ G(0)C,
except that ˜ G(0)C is a colour singlet. Note that we have separated all Lorentz indices into the transversal projector
Tαβ = gαβ − qαqβ/q2 in Eq. (116). Then we can use Lorentz scalars f to express the Boltzmann equation (note that
these f’s are diﬀerent from the one used earlier).
Under the assumption that
δ ˜ G<
αβ(X,q) = δ ˜ G>
αβ(X,q) =
1
2
δ ˜ GC
αβ(X,q) , (117)
and inserting Eqs. (116) and (117) into (114), we ﬁnd
Tαγ
h
q   ∂Xδ ˜ G
C − gFλνqν∂qλN
(0)
i
+g(FαβTβγ − TαβFβγ) ˜ G
(0)C
= iTαγ
n
˜ G(0)<δ˜ Π>
T − ˜ G(0)>δ˜ Π<
T
o
−
1
2
Tαγ
h
i˜ Π
(0)<
T − i˜ Π
(0)>
T
i
δ ˜ G(0)C , (118)
where we used the following notation:
2Tαγδ˜ Π
>/<
T ≡ Tαβ δ˜ Π
>/<
βγ + δ˜ Π
>/<
αβ Tβγ ,
2Tαγ ˜ Π
(0)>/<
T ≡ Tαβ δ˜ Π
(0)>/<
βγ + δ˜ Π
(0)>/<
αβ Tβγ . (119)
One can recognize in Eq. (118) that the ﬁrst term on the r.h.s. is the collision and the second the damping term, the
damping rate being given by [i˜ Π
(0)<
T − i˜ Π
(0)>
T ]. The physical interpretation and analysis of these terms can be found
in the recent papers by Blaizot and Iancu [28, 29].
Equation (118) is a linearized version of the Boltzmann equation in a pure gluon plasma with respect to the oﬀ-
equilibrium ﬂuctuations. The linearized equation was previously derived in Ref. [28]. In our approach, however, this23
equation was obtained in the covariant background gauge, whereas in Ref. [28] it was done in the Coulomb background
gauge. In the Coulomb gauge, the physical polarizations are entirely contained in the spatial gluon propagator and are
independent of the Coulomb ghost. In the covariant gauge the physical transverse degrees of freedom are mixed in all
components of the gluon propagator. Hence, the ghost diagrams are necessary to cancel the unphysical polarization
and to guarantee the unitarity. Much as for the gluon, one also needs to introduce covariant GFs for ghost ﬁelds and
formulate their evolution and transport equations. Note that only the collision part contains contributions from the
ghost because they appear in the SE diagrams.
IX. SUMMARY AND CONCLUSIONS
In this paper we have presented a systematic derivation of the quantum Boltzmann equation for a pure gluon
plasma. First we have developed a functional method to derive the DSE in the BG-QCD. The 1-PI vertex and the
CGF were deﬁned by the functional derivatives of their generating functionals with respect to the ﬁeld average and
the external source, respectively. The bare vertex was derived by taking the functional derivative of the classical
action with respect to the corresponding ﬁeld.
We have started our derivation by expressing the classical action in the DeWitt notation, which, in our opinion,
results in a simple structure of the formalism. Then, taking a functional derivative of the action with respect to the
gluon ﬁeld, we derived the equation of motion. We recursively used the relations between the generating functional
for the CGF and that for the 1-PI vertex to express a higher-rank GF in terms of the lower-rank CGFs and 1-PI
vertices. Using this method, we easily derived the DSE for the 2- and 3-point GFs. The current approach has the
great advantage that it can treat a non-local and a local source term in the same way and that it can produce all
needed Feynman diagrams automatically. Hence our method is easy to implement by a computer algorithm that can
generate all Feynman diagrams for a given process.
We gave a heuristic discussion of the eﬀects of the non-local source kernel K on the solution of the DSE for a free
scalar ﬁeld. The role of K is equivalent to that of the initial density matrix. In the absence of a kernel, the general
solution of the DSE is the sum of the Feynman propagator, which is the solution of the inhomogeneous DSE, and the
solution of the homogeneous DSE. The homogeneous solution involves a particle momentum distribution function,
which is just, in equilibrium, the Bose-Einstein distribution. We showed that, if the initial time is in the remote past,
the eﬀect of K can be collected into the momentum distribution function. Thus, the structure of the homogeneous
solution is preserved.
The transport equation was derived from the DSE by performing the gradient expansion. This expansion is justiﬁed
only when the quantum and kinetic scales are well separated. We have introduced a mass parameter µ as a separating
point of these two scales. In ultra-relativistic heavy-ion collisions, the weak coupling condition, g ≪ 1, is most likely
to be fulﬁlled. In this case, low-momentum collective excitations that develop at the momentum scale gµ are well
separated from typical hard gluon momenta k ≥ µ. We took the diﬀerence of the two DSEs, which are in conjugate
form, and then performed the gradient expansion for the resulting equation under the above conditions. Finally we
used the gauge covariant GFs, which are obtained by modifying the phase of the conventional GF through Wilson
links, to derive our ﬁnal result of the Boltzmann equation (99). The sum of the two DSEs and its subsequent gradient
expansion gives the mass-shell constraint equation for the gauge covariant GF.
The quantum kinetic equation was shown to be a natural generalization of the classical one, even though that it
shows a more complicated non-Abelian structure. A notable feature of our quantum result is that, as in the classical
case, it contains a term that corresponds to the colour precession, the non-Abelian analogue to the Larmor precession
for particles with magnetic moments in a magnetic ﬁeld. This term is necessary to guarantee the gauge covariance of
the quantum kinetic equation.
The diﬀerence between the two conjugate DSEs (44) and (45) gives the collision part. We have obtained this
in a gauge covariant form and derived its linearized form in the vicinity of equilibrium. Applying the transversality
requirement for the gauge covariant Wigner functions, which arises from the background gauge condition in the leading
order, O(g2T), we have explicitly identiﬁed the collision and the damping terms. A similar equation was previously
derived in Ref. [28] in the background Coulomb gauge. However, in the background covariant gauge the results are
more compact and have an explicit Lorentz covariance. The contribution of the precession term in the kinetic part of
the Boltzmann equation was shown to be subleading, with respect to the oﬀ-equilibrium ﬂuctuations, thus it is not
there in the vicinity of equilibrium.
The current approach can be applied to study the propagation of high energy partons (jets) through a hot and cold
QCD medium. This is because the coherent partons can be treated as the classical background ﬁeld. Over the past
few years, substantial progress has been made in understanding the induced gluon radiation in a QCD medium [6, 7].
However, owing to the complexity of the problem, some idealized and simpliﬁed conditions were assumed in order
to obtain analytical or numerical results. In particular the QCD medium is usually assumed to be in local chemical24
and thermal equilibrium. We note that following the approach presented in this work, one can study the energy loss
of the fast parton and the jet quenching via kinetic transport model suitable for computer simulations. In this way
one could study the inﬂuence of the oﬀ-equilibrium eﬀects on parton propagation and radiation. We will address this
problem in the future.
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APPENDIX A: BARE VERTICES
In this appendix, we obtain bare vertices by taking derivatives of the classical action with respect to corresponding
ﬁelds:
Γ(0)
mn(Q2) =
δ2S
δQρh(x1)δQτi(x2)
= δhi
Z
d4uδ4(x1 − u)
h
gρτ∂2
u − ∂uτ∂uρ +
1
α
∂uτ∂uρ
i
δ4(x2 − u) , (A1)
where m = (ρ,h,x1) and n = (τ,i,x2);
Γ(0)
mnp(AQ2) =
δ3S
δQρh(x1)δAτi(x2)δQηj(x3)
= gfhij
h
gρη(∂3 − ∂1)τ + gρτ
￿
∂1 − ∂2 +
1
α
∂3
￿
η
+gητ
￿
∂2 − ∂3 −
1
α
∂1
￿
ρ
iZ
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u) , (A2)
Γ(0)
mnp(Q3) =
δ3S
δQρh(x1)δQτi(x2)δQηj(x3)
= gfhij
h
gρη(∂3 − ∂1)τ + gρτ(∂1 − ∂2)η
+gητ(∂2 − ∂3)ρ
iZ
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u) , (A3)
where m = (ρ,h,x1), n = (τ,i,x2), p = (η,j,x3) and ∂1ρ ≡ ∂δ(x1 − u)/∂uρ;
Γ(0)
mnpq(A2Q2) =
δ4S
δQ a(x1)δQνb(x2)δAλc(x3)δAσd(x4)
=
h
− g
2f
ldaf
lcb
￿
gσλg ν − gνσg λ +
1
α
gλνg σ
￿
−g2flcafldb
￿
gσλg ν − g σgνλ +
1
α
gσνg λ
￿
−g2flcdflab(g λgσν − g σgνλ)
i
Z
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u)δ4(x4 − u) , (A4)
Γ(0)
mnpq(AQ3) =
δ4S
δQ a(x1)δQνb(x2)δQλc(x3)δAσd(x4)
=
h
− g
2f
ldaf
lcb(gσλg ν − gνσg λ)
−g2flcafldb(gσλg ν − g σgνλ)
−g2flcdflab(g λgσν − g σgνλ)
i
Z
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u)δ4(x4 − u) , (A5)
where m = (µ,a,x1), n = (ν,b,x2), p = (λ,c,x3) and q = (σ,d,x4). We can prove that Γ
(0)
mnpq(Q4) = Γ
(0)
mnpq(AQ3);
Γ(0)
mn(CC) =
δ2S
δCi(x2)δC
h
(x1)
= δhi
Z
d4uδ4(x1 − u)∂2
uδ4(x2 − u) , (A6)26
where m = (h,x1) and n = (i,x2);
Γ
(0)
mnp(CCQ) =
δ3S
δCi(x2)δC
h
(x1)δQρj(x3)
= gf
hji
Z
d
4uδ
4(x1 − u)∂uρδ
4(x2 − u)δ
4(x3 − u) , (A7)
Γ
(0)
mnp(CCA) =
δ3S
δCi(x2)δC
h
(x1)δAρj(x3)
= gf
hji
Z
d
4u
n
δ
4(x1 − u)∂uρ
h
δ
4(x2 − u)δ
4(x3 − u)
i
+δ4(x1 − u)δ4(x3 − u)∂uρδ4(x2 − u)
o
, (A8)
where m = (h,x1), n = (i,x2) and p = (j,ρ,x3);
Γ(0)
mnpq(CCAQ) =
δ4S
δCi(x2)δC
h
(x1)δAρj(x3)δQηk(x4)
= g2fhjafakigρη
Z
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u)δ4(x4 − u) , (A9)
where m = (h,x1), n = (i,x2), p = (j,ρ,x3) and q = (k,η,x4).
Γ
(0)
mnpq(CCA
2) =
δ4S
δCi(x2)δC
h
(x1)δAρj(x3)δAηk(x4)
= g2(fhjafaki + fhkafaji)gρη
 
Z
d4uδ4(x1 − u)δ4(x2 − u)δ4(x3 − u)δ4(x4 − u) , (A10)
with m = (h,x1), n = (i,x2), p = (j,ρ,x3) and q = (k,η,x4).
APPENDIX B: RELATIONS AND IDENTITIES FOR GREEN FUNCTIONS
Relations between the GF and the CGF for the gluon ﬁeld Q are given by
 QpQq  =
δ2W
iδJpδJq
+
δW
δJp
δW
δJq
= Gpq(Q2) +  Qp  Qq  ,
 QmQnQp  =
δ3W
i2δJmδJnδJp
+
δ2W
iδJmδJn
δW
δJp
+
δ2W
iδJnδJp
δW
δJm
+
δ2W
iδJmδJp
δW
δJn
= Gmnp(Q
3) + Gmn(Q
2) Qp  + Gnp(Q
2) Qm  + Gmp(Q
2) Qn  ,
 QmQnQpQq  =
δ4W
i3δJmδJnδJpδJq
+
δ3W
i2δJmδJnδJp
δW
δJq
+
δ3W
i2δJmδJnδJq
δW
δJp
+
δ3W
i2δJmδJpδJp
δW
δJn
+
δ3W
i2δJnδJpδJq
δW
δJm
+
δ2W
iδJmδJn
δ2W
iδJpδJq27
+
δ2W
iδJmδJp
δ2W
iδJnδJq
+
δ2W
iδJmδJq
δ2W
iδJnδJp
= Gmnpq(Q4) + Gmnp(Q3) Qq 
+Gmnq(Q3) Qp  + Gnpq(Q3) Qm 
+Gmpq(Q
3) Qn  + Gmn(Q
2)Gpq(Q
2)
+Gmp(Q2)Gnq(Q2) + Gmq(Q2)Gnp(Q2) , (B1)
where Gmn(Q2), Gmnp(Q3) and Gmnpq(Q4) are the 2-, 3- and 4-point CGFs for Q. The above equations are easy to
prove if we recall, for example, that  QpQq  = Z−1δ2Z/(i2δJpδJq) and W = −ilnZ. For convenience, we sometimes
use a short hand notation (mn) ≡ Gmn(Q2), (mnp) ≡ Gmnp(Q3), etc.
The relations between the GF and the CGF for Q and C/C are:
 CmCn  =
δ2W
iδξnδξm
= Gmn(CC) ,
 CmCnQp  =
δ3W
i2δξnδξmδJp
+
δ2W
iδξnδξm
δW
δJp
= Gmnp(CCQ) + Gmn(CC) Qp  ,
 CmCnQpQq  =
δ4W
i3δξnδξmδJpδJq
+
δ3W
i2δξnδξmδJp
δW
δJq
+
δ3W
i2δξnδξmδJq
δW
δJp
+
δ2W
iδξnδξm
δ2W
iδJpδJq
= Gmnpq(CCQ2) + Gmnp(CCQ) Qq 
+Gmnq(CCQ) Qp  + Gmn(CC)Gpq(Q2) , (B2)
where Gmn(CC), Gmnp(CCQ) and Gmnpq(CCQ2) are the 2-, 3- and 4-point CGFs for Q and C/C. We also use the
following simpliﬁed notation: ([mn]) ≡ Gmn(CC), ([mn]p) ≡ Gmnp(CCQ) and ([mn]pq) ≡ Gmnpq(CCQ2) etc.
A higher-rank CGF is related to lower-rank ones and 1-PI vertices through the following identities
(mnp) = iΓm′n′p′(Q3)(m′m)(n′n)(p′p) ,
(mnpq) = iΓm′n′p′q′(Q
4)(m
′m)(n
′n)(p
′p)(q
′q)
+iΓm′n′p′(Q3)(m′mq)(n′n)(p′p)
+iΓm′n′p′(Q3)(m′m)(n′nq)(p′p)
+iΓm′n′p′(Q
3)(m
′m)(n
′n)(p
′pq) , (B3)
([mn]p) = iΓn′m′p′(CCQ)([mm′])([n′n])(p′p) ,
([mn]pq) = iΓn′m′p′q′(CCQ2)([mm′])([n′n])(p′p)(q′q)
+iΓn′m′p′(CCQ)([mm
′]q)(n
′n)(p
′p)
+iΓn′m′p′(CCQ)([mm′])([n′n]q)(p′p)
+iΓn′m′p′(CCQ)([mm′])([n′n])(p′pq) , (B4)
which can easily be derived by repeatedly taking the derivative with respect to  Q  for δΓ/δ Q  = −J.
The 4-point GF can be expressed in terms of the lower-rank CGFs as follows:
 Qn′Qp′QnQp  = (n′p′)(np) + (n′n)(p′p) + (n′p)(p′n) + (n′p′np)
= (n′p′)(np) + (n′n)(p′p) + (n′p)(p′n)
+iΓr′s′t′u′(Q
4)(r
′n
′)(s
′p
′)(t
′n)(u
′p)
+iΓr′s′t′(Q3)(r′n′p)(s′p′)(t′n)
+iΓr′s′t′(Q3)(r′n′)(s′p′p)(t′n)
+iΓr′s′t′(Q
3)(r
′n
′)(s
′p
′)(t
′np) . (B5)28
Note that in the second equality the ﬁfth and sixth terms are equal. We can easily identify in  Qn′Qp′QnQp  the
disconnected Green function (n′p′)(np). After dropping it, we get the connected part  Qn′Qp′QnQp c.
The 5-point GF can be expressed in terms of the lower-rank CGFs as follows:
1
6
Γ
(0)
mn′p′q′(Q4) Qn′Qp′Qq′QnQp  =
1
6
Γ
(0)
mn′p′q′(Q4)
h
(n′p′q′np) + (n′p′)(q′np)
+(n
′q
′)(p
′np) + (p
′q
′)(n
′np) + (n
′n)(p
′q
′p)
+(p′n)(n′q′p) + (q′n)(n′p′p) + (n′p)(p′q′n)
+(p′p)(n′q′n) + (q′p)(n′p′n) + (np)(n′p′q′)
i
, (B6)
where the last term is a disconnected one. There are three groups of terms that are equal, respectively: (2nd, 3rd,
4th), (5th, 6th, 7th) and (8th, 9th, 10th). After collecting these terms, we get
1
6
Γ
(0)
mn′p′q′(Q4) Qn′Qp′Qq′QnQp c =
1
6
Γ
(0)
mn′p′q′(Q4)
h
3(n′p′)(q′np) + 3(n′n)(p′q′p)
+3(n
′p)(p
′q
′n) + (n
′p
′q
′np)
i
, (B7)
where the 5-point CGF can be expanded as
(n′p′q′np) = iΓr′s′t′u′v′(Q5)(r′n′)(s′p′)(t′q′)(u′n)(v′p)
+3iΓr′s′t′u′(Q4)(r′n′p)(s′p′)(t′q′)(u′n)
+3iΓr′s′t′u′(Q
4)(r
′n
′n)(s
′p
′)(t
′q
′)(u
′p)
+iΓr′s′t′u′(Q4)(r′n′)(s′p′)(t′q′)(u′np)
+6iΓr′s′t′(Q3)(r′n′n)(s′p′p)(t′q′)
+3iΓr′s′t′(Q
4)(r
′n
′np)(s
′p
′)(t
′q
′) . (B8)
The 4-point GF  Cm′Cn′QnQp  can be expressed in terms of a lower-rank CGFs as follows:
Γ
(0)
m′n′m(CCQ) Cm′Cn′QnQp 
= Γ
(0)
m′n′m(CCQ)
n
([m′n′]np) + ([m′n′])(np)
o
= Γ
(0)
m′n′m(CCQ)
n
iΓs′r′t′u′(CCQ2)([m′r′])([s′n′])(t′n)(n′p)
+iΓs′r′t′(CCQ)([m′r′]p)([s′n′])(t′n) + iΓs′r′t′(CCQ)([m′r′])([s′n′]p)(t′n)
+iΓs′r′t′(CCQ)([m′r′])([s′n′])(t′np) + ([m′n′])(np)
o
, (B9)
where the last term is the disconnected one.
The 5-point GF  Cm′Cn′Qp′QnQp  can be written as
Γ
(0)
m′n′p′m(CCQ2) Cm′Cn′Qp′QnQp 
= Γ
(0)
m′n′p′m(CCQ
2)
n
([m
′n
′]n)(p
′p)
+([m′n′]p)(p′n) + ([m′n′]p′)(np) + ([m′n′]p′np) + ([m′n′])(p′np)
o
, (B10)
where the fourth term is the disconnected one, and the 5-point CGF Gm′n′p′np(CCQ3) is given by:
([m′n′]p′np) = iΓ[s′r′]t′u′v′([m′r′])([s′n′])(t′p′)(u′n)(v′p)
+iΓ[s′r′]t′u′([m
′r
′]p)([s
′n
′])(t
′p
′)(u
′n) + iΓ[s′r′]t′u′([m
′r
′])([s
′n
′]p)(t
′p
′)(u
′n)
+iΓ[s′r′]t′u′([m′r′])([s′n′])(t′p′p)(u′n) + iΓ[s′r′]t′u′([m′r′])([s′n′])(t′p′)(u′np)
+iΓ[s′r′]t′u′([m′r′]n)([s′n′])(t′p′)(u′p) + iΓ[s′r′]t′u′([m′r′])([s′n′]n)(t′p′)(u′p)
+iΓ[s′r′]t′u′([m′r′])([s′n′])(t′p′n)(u′p)
+iΓ[s′r′]t′([m
′r
′]np)([s
′n
′])(t
′p
′) + iΓ[s′r′]t′([m
′r
′]n)([s
′n
′]p)(t
′p
′)
+iΓ[s′r′]t′([m′r′]n)([s′n′])(t′p′p) + iΓ[s′r′]t′([m′r′]p)([s′n′]n)(t′p′)29
+iΓ[s′r′]t′([m′r′])([s′n′]np)(t′p′) + iΓ[s′r′]t′([m′r′])([s′n′]n)(t′p′p)
+iΓ[s′r′]t′([m′r′]p)([s′n′])(t′p′n) + iΓ[s′r′]t′([m′r′])([s′n′]p)(t′p′n)
+iΓ[s′r′]t′([m
′r
′])([s
′n
′])(t
′p
′np) , (B11)
where we use the following short-hand notations:
Γ[s′r′]t′u′v′ ≡ Γs′r′t′u′v′(CCQ
3) ,
Γ[s′r′]t′u′ ≡ Γs′r′t′u′(CCQ
2) ,
Γ[s′r′]t′ ≡ Γs′r′t′(CCQ) . (B12)30
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FIG. 2: Ghost loop contributions to ΠmnGnp, corresponding to Eq. (23).33
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FIG. 3: Connected part of 4-point GF hQ1Q2Q3Q4i, corresponding to Eq. (B5).34
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿ ￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
FIG. 4: Connected part of 5-point GF hQ1Q2Q3Q4Q5i, corresponding to Eq. (B7).
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FIG. 5: Connected part of 4-point GF hCCQ1Q2i, corresponding to Eq. (B9).35
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FIG. 6: Connected part of 5-point GF hCCQ1Q2Q3i, corresponding to Eq. (B10).