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Abstract. In this article we investigate the possibilities of accelerating the double
smoothing technique when solving unconstrained nondifferentiable convex optimization
problems. This approach relies on the regularization in two steps of the Fenchel dual
problem associated to the problem to be solved into an optimization problem having
a differentiable strongly convex objective function with Lipschitz continuous gradient.
The doubly regularized dual problem is then solved via a fast gradient method. The
aim of this paper is to show how do the properties of the functions in the objective of
the primal problem influence the implementation of the double smoothing approach and
its rate of convergence. The theoretical results are applied to linear inverse problems
by making use of different regularization functionals.
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1 Introduction
In this paper we are developing an efficient algorithm based on the double smoothing
approach for solving unconstrained nondifferentiable optimization problems of the type
(P ) inf
x∈H
{f(x) + g(Ax)}, (1)
where H is a Hilbert space, f : H → R and g : Rm → R are proper, convex and lower
semicontinuous functions and A : H → Rm is a linear continuous operator fulfilling
the feasibility condition A(dom f) ∩ dom g 6= ∅. The double smoothing technique for
solving this class of optimization problems (see [8] for a fully finite-dimensional spaces
version of it) assumes to efficiently solve the corresponding Fenchel dual problems and
then to recover via an approximately optimal solution of the latter an approximately
optimal solution of the primal. This technique, which represents a generalization of
the approach developed in [10,11] for a special class of convex constrained optimization
problems, makes use of the structure of the Fenchel dual and relies on the regularization
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of the latter in two steps into an optimization problem having a differentiable strongly
convex objective function with Lipschitz continuous gradient. The regularized dual is
then solved by a fast gradient method which gives rise to a sequence of dual variables that
solve the non-regularized dual problem after O
(
1
 ln
(
1

))
iterations, whenever f and g
have bounded effective domains. In addition, the norm of the gradient of the regularized
dual objective decreases by the same rate of convergence, a fact which is crucial in view
of reconstructing an approximately optimal solution to (P ) after O
(
1
 ln
(
1

))
iterations
(see [8]). The first aim of this paper is to show that, whenever g is a strongly convex
function, one can obtain the same convergence rate, even without imposing boundedness
for its effective domain. Further we show that if, additionally, f is strongly convex or g
is everywhere differentiable with a Lipschitz continuous gradient, then the convergence
rate becomesO
(
1√

ln
(
1

))
, while, if these supplementary assumptions are simultaneous
fulfilled, then a convergence rate of O
(
ln
(
1

))
can be guaranteed.
The structure of the paper is the following. The forthcoming section is dedicated to
some preliminaries on convex analysis and Fenchel duality. In Section 3 we employ the
smoothing technique introduced in [13–15] in order to make the objective of the Fenchel
dual problem of (P ) to be strongly convex and differentiable with Lipschitz continuous
gradient. In Section 4 we first solve the regularized dual problem via an efficient fast
gradient method. Then we show how do the properties of the functions in the objective
of (P ) influence the implementation of the double smoothing approach and improve its
rate of convergence. We also prove how an approximately optimal primal solution can
be recovered from a dual iterate. Finally, in Section 5, we consider an application of
the presented approach in image deblurring and solve to this end by a linear inverse
problem by using two different regularization functionals.
2 Preliminaries on convex analysis and Fenchel duality
Throughout this paper 〈·, ·〉 and ‖·‖ = √〈·, ·〉 denote the inner product and, respectively,
the norm of the Hilbert space H, which is allowed to be infinite dimensional. The
closure of a set C ⊆ H is denoted by cl(C), while its indicator function is the function
δC : H → R := R ∪ {±∞} defined by δC(x) = 0 for x ∈ C and δC(x) = +∞, otherwise.
For a function f : H → R we denote by dom f := {x ∈ H : f(x) < +∞} its effective
domain. We call f proper if dom f 6= ∅ and f(x) > −∞ for all x ∈ H. The conjugate
function of f is f∗ : H → R, f∗(p) = sup {〈p, x〉 − f(x) : x ∈ H} for all p ∈ H. The
biconjugate function of f is f∗∗ : H → R, f∗∗(x) = sup {〈x, p〉 − f∗(p) : p ∈ H} and,
when f is proper, convex and lower semicontinuous, then, according to the Fenchel-
Moreau Theorem, one has f = f∗∗. The (convex) subdifferential of the function f at
x ∈ H is the set ∂f(x) = {p ∈ H : f(y) − f(x) ≥ 〈p, y − x〉 ∀y ∈ H}, if f(x) ∈ R, and
is taken to be the empty set, otherwise.
Further, we consider the space Rm endowed with the Euclidean inner product and
norm, for which we use the same notations as for the Hilbert space H, since no confusion
can arise. By 1m we denote the vector in Rm with all entries equal to 1. For a subset C
of Rm we denote by ri(C) its relative interior, i.e. the interior of the set C relative to its
affine hull. For a linear continuous operator A : H → Rm the operator A∗ : Rm → H,
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defined by 〈A∗y, x〉 = 〈y,Ax〉 for all x ∈ H and all y ∈ Rm, is its so-called adjoint
operator. By id : Rm → Rm, id(x) = x, for all x ∈ Rm we denote the identity mapping
on Rm.
For a nonempty, convex and closed set C ⊆ H we consider the projection op-
erator PC : H → C defined as x 7→ arg minz∈C ‖x− z‖. Having two functions
f, g : H → R, their infimal convolution is defined by fg : H → R, (fg)(x) =
infy∈H {f(y) + g(x− y)} for all x ∈ H. The Moreau envelope γf : H → R of the
function f : H → R of parameter γ > 0 is defined as the infimal convolution
γf(x) := f
( 1
2γ ‖·‖
2
)
(x) = inf
y∈H
{
f(y) + 12γ ‖x− y‖
2
}
∀x ∈ H.
For ρ > 0 we say that the function f : H → R is ρ-strongly convex, if for all x, y ∈ H
and all λ ∈ (0, 1) it holds
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)− ρ2λ(1− λ)‖x− y‖
2.
Notice that this is equivalent to saying that x 7→ f(x)− ρ2‖x‖2 is convex.
For the optimization problem (P ) we consider the following standing assumptions:
f : H → R is a proper, convex and lower semicontinuous function with a bounded effec-
tive domain, g : Rm → R is proper, µ-strongly convex (µ > 0) and lower semicontinuous
function and A : H → Rm is a linear operator fulfilling A(dom f) ∩ dom g 6= ∅.
Remark 1. Different to the investigations made in [8] in a fully finite-dimensional
setting, we strengthen here the convexity assumptions on g (there g was asked to be
only proper, convex and lower semicontinuous), but allow in counterpart dom g to be
unbounded.
The Fenchel dual problem to (P ) (see, for instance, [5, 6]) reads
(D) sup
p∈Rm
{−f∗(A∗p)− g∗(−p)}. (2)
We denote the optimal objective values of the optimization problems (P ) and (D) by
v(P ) and v(D), respectively.
The conjugate functions of f and g can be written as
f∗(q) = sup
x∈dom f
{〈q, x〉 − f(x)} = − inf
x∈dom f
{〈−q, x〉+ f(x)} ∀q ∈ H
and
g∗(p) = sup
x∈dom g
{〈p, x〉 − g(x)} = − inf
x∈dom g
{〈−p, x〉+ g(x)} ∀p ∈ Rm,
respectively. According to [1, Theorem 11.9] and [4, Lemma 2.33], the optimization
problems arising in the formulation of both f∗(q) for all q ∈ H and g∗(p) for all p ∈ Rm
are solvable, fact which implies that dom f∗ = H and dom g∗ = Rm, respectively.
By writing the dual problem (D) equivalently as the infimum optimization problem
inf
p∈Rm
{f∗(A∗p) + g∗(−p)},
3
one can easily see that the Fenchel dual problem of the latter is
sup
x∈H
{−f∗∗(x)− g∗∗(Ax)},
which, by the Fenchel-Moreau Theorem, is nothing else than
sup
x∈H
{−f(x)− g(Ax)}.
In order to guarantee strong duality for this primal-dual pair it is sufficient to ensure that
(see, for instance, [5, Theorem 2.1]) 0 ∈ ri(A∗(dom g∗)+dom f∗). As f∗ has full domain,
this regularity condition is automatically fulfilled, which means that v(D) = v(P ) and
the primal optimization problem (P ) has an optimal solution. Due to the fact that f
and g are proper and A(dom f) ∩ dom g 6= ∅, this further implies v(D) = v(P ) ∈ R.
Later we will assume that the dual problem (D) has an optimal solution, too, and that
an upper bound of its norm is known.
Denote by θ : Rm → R, θ(p) = f∗(A∗p) + g∗(−p), the objective function of (D).
Hence, the dual can be equivalently written as
(D) − inf
p∈Rm
θ(p). (3)
The assumptions made on g yields that p 7→ g∗(−p) is differentiable and has a Lipschitz
continuous gradient (see Subsection 3.1 for details). However, since in general one can
not guarantee the smoothness of p 7→ f∗(A∗p), the dual problem (D) is a nondifferen-
tiable convex optimization problem. Our goal is to solve this problem efficiently and
to obtain from here an optimal solution to (P ). As in [8], we are overcoming the non-
satisfactory complexity of subgradient-schemes, i. e. O
(
1
2
)
, by making use of smooth-
ing techniques introduced in [13–15]. More precisely, we regularize first the objective
function of f∗(A∗p) by a quadratic term in order to obtain a smooth approximation
of p 7→ f∗(A∗p). Then we apply a second regularization to the new dual objective
and minimize the regularized problem via an appropriate fast gradient scheme (see [8]).
This will allow us to solve both optimization problems (D) and (P ) approximately in
O
(
1
 ln
(
1

))
iterations. More than that, we will show that this rate of convergence can
be improved when strengthening the assumptions imposed on f and g.
3 The double smoothing approach
3.1 First smoothing
For a real number ρ > 0 the function p 7→ f∗(A∗p) = supx∈H {〈A∗p, x〉 − f(x)} can be
approximated by
f∗ρ (A∗p) = sup
x∈H
{
〈A∗p, x〉 − f(x)− ρ2 ‖x‖
2
}
. (4)
For each p ∈ Rm the maximization problem which occurs in the formulation of f∗ρ (A∗p)
has a unique solution (see, for instance, [1, Proposition 11.14]), fact which implies that
f∗ρ (A∗p) ∈ R.
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For all p ∈ Rm one can express the above regularization of the conjugate by means
the Moreau envelope of f as follows
−f∗ρ (A∗p) = − sup
x∈H
{
〈A∗p, x〉 − f(x)− ρ2 ‖x‖
2
}
= inf
x∈H
{
−〈A∗p, x〉+ f(x) + ρ2 ‖x‖
2
}
= inf
x∈H
{
f(x) + ρ2
∥∥∥∥A∗pρ − x
∥∥∥∥2
}
− ‖A
∗p‖2
2ρ =
1
ρ f
(
A∗p
ρ
)
− ‖A
∗p‖2
2ρ .
Consequently, one can transfer the differentiability properties of the Moreau envelope
(see [1, Proposition 12.29]) to p 7→ −(f∗ρ ◦A∗)(p). For all p ∈ Rm we have
−∇(f∗ρ ◦A∗)(p) =
A
ρ
∇ 1ρ f
(
A∗p
ρ
)
− AA
∗p
ρ
= A
ρ
(
ρ
(
A∗p
ρ
− xf,p
))
− AA
∗p
ρ
= −Axf,p,
thus
∇(f∗ρ ◦A∗)(p) = Axf,p,
where xf,p ∈ H is the proximal point of parameter 1ρ of f at A
∗p
ρ , namely the unique
element in H fulfilling (see [1, Proposition 12.29])
1
ρ f
(
A∗p
ρ
)
= f(xf,p) +
ρ
2
∥∥∥∥A∗pρ − xf,p
∥∥∥∥2 .
By taking into account the nonexpansiveness of the proximal point mapping (see [1,
Proposition 12.27]), for p, q ∈ Rm it holds∥∥∥∇(f∗ρ ◦A∗)(p)−∇(f∗ρ ◦A∗)(q)∥∥∥ = ‖Axf,p −Axf,q‖ ≤ ‖A‖ ‖xf,p − xf,q‖
≤ ‖A‖
∥∥∥∥A∗pρ − A
∗q
ρ
∥∥∥∥ ≤ ‖A‖2ρ ‖p− q‖ ,
thus ‖A‖
2
ρ is the Lipschitz constant of p 7→ ∇(f∗ρ ◦A∗)(p).
Coming now to the function p 7→ g∗(−p) = (g∗ ◦ − id)(p), let us notice first that,
since g is proper, µ-strongly convex and lower semicontinous, g∗ is differentiable and
∇g∗ is Lipschitz continuous with Lipschitz constant 1µ . Thus (g∗ ◦ − id) is Fréchet
differentiable, too, and its gradient is Lipschitz continuous with Lipschitz constant 1µ .
By denoting
xg,p := ∇g∗(−p) = −∇(g∗ ◦ − id)(p),
one has that −p ∈ ∂g(xg,p) or, equivalently, 0 ∈ ∂(〈p, ·〉 + g)(xg,p), which means that
xg,p is the unique optimal solution (see [4, Lemma 2.33]) of the optimization problem
inf
x∈Rm
{〈p, x〉+ g(x)}.
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Remark 2. If f is ρ-strongly convex, for ρ > 0, then there is no need to apply the first
regularization for p 7→ f∗(A∗p), as this function is already Fréchet differentiable with a
Lipschitz continuous gradient having a Lipschitz constant given by ‖A‖
2
ρ . Indeed, the ρ-
strong convexity of f implies that f∗ is Fréchet differentiable with Lipschitz continuous
gradient having a Lipschitz constant given by 1ρ (see [1, Theorem 18.15]). Hence, for all
p, q ∈ Rm, we have
‖∇(f∗ ◦A∗)(p)−∇(f∗ ◦A∗)(q)‖ = ‖A∇f∗(A∗p)−A∇f∗(A∗q)‖
≤ ‖A‖
ρ
‖A∗p−A∗q‖ ≤ ‖A‖
2
ρ
‖p− q‖ .
By denoting
xf,p := ∇f∗(A∗p),
one has that 0 ∈ ∂(f − 〈A∗p, ·〉)(xf,p), which means that xf,p is the unique optimal
solution (see [4, Lemma 2.33]) of the optimization problem
inf
x∈H
{f(x)− 〈A∗p, x〉}.
By denoting Df := sup
{‖x‖2
2 : x ∈ dom f
}
∈ R we can relate f∗ ◦A∗ and its smooth
approximation f∗ρ ◦A∗ as follows.
Proposition 3. For all p ∈ Rm it holds
f∗ρ (A∗p) ≤ f∗(A∗p) ≤ f∗ρ (A∗p) + ρDf .
Proof. For p ∈ Rm one has
f∗ρ (A∗p) = 〈A∗p, xf,p〉 − f(xf,p)−
ρ
2 ‖xf,p‖
2 ≤ 〈A∗p, xf,p〉 − f(xf,p) ≤ f∗(A∗p)
≤ sup
x∈dom f
{
〈A∗p, x〉 − f(x)− ρ2 ‖x‖
2
}
+ sup
x∈dom f
{
ρ
2 ‖x‖
2
}
= f∗ρ (A∗p) + ρDf .
For ρ > 0 let θρ : Rm → R be defined by θρ(p) = f∗ρ (A∗p) + g∗(−p). The function
θρ is differentiable with a Lipschitz continuous gradient
∇θρ(p) = ∇(f∗ρ ◦A∗)(p) +∇(g∗ ◦ − id)(p) = Axf,p − xg,p ∀p ∈ Rm,
having as Lipschitz constant L(ρ) := ‖A‖
2
ρ +
1
µ .
In consideration of Proposition 3 we get
θρ(p) ≤ θ(p) ≤ θρ(p) + ρDf ∀p ∈ Rm. (5)
In order to reconstruct an approximately optimal solution to the primal optimization
problem (P ) it is not sufficient to ensure the convergence of θ(·) to −v(D), but we also
need good convergence properties for the decrease of ‖∇θρ(·)‖ (cf. [8, 10]).
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3.2 Second smoothing
In the following, a second regularization is applied to θρ, as done in [8, 10, 11], in order
to make it strongly convex, fact which will allow us to use a fast gradient scheme with
a good convergence rate for the decrease of ‖∇θρ(·)‖. Therefore, adding the strongly
convex function κ2 ‖·‖2 to θρ, for some positive real number κ, gives rise to the following
regularization of the objective function
θρ,κ : Rm → R, θρ,κ(p) := θρ(p) + κ2 ‖p‖
2 = f∗ρ (A∗p) + g∗(−p) +
κ
2 ‖p‖
2 ,
which is obviously κ-strongly convex. We further deal with the optimization problem
inf
p∈Rm
θρ,κ(p). (6)
By taking into account [4, Lemma 2.33], the optimization problem (6) has a unique
optimal solution, while the function θρ,κ is differentiable and for all p ∈ Rm it holds
∇θρ,κ(p) = ∇
(
θρ(·) + κ2 ‖·‖
2
)
(p) = Axf,p − xg,p + κp.
This gradient is Lipschitz continuous with constant L(ρ, κ) := ‖A‖
2
ρ +
1
µ + κ.
Remark 4. If θρ is κ-strongly convex, then there is no need to apply the second
regularization, as this function is already endowed with the properties of θρ,κ.
4 Solving the doubly regularized dual problem
4.1 A fast gradient method
In the forthcoming sections we denote by p∗DS the unique optimal solution of the opti-
mization problem (6) and by θ∗ρ,κ := θρ,κ(p∗DS) its optimal objective value. Further, we
denote by p∗ ∈ Rm an optimal solution to the dual optimization problem (D) and we
assume that the upper bound
‖p∗‖ ≤ R (7)
is available for some nonzero R ∈ R+.
Furthermore, we make use of the following fast gradient method (see [12, Algorithm
2.2.11])
Init.: Set w0 = p0 := 0 ∈ Rm
For k ≥ 0 : Set pk+1 := wk − 1
L(ρ, κ)∇θρ,κ(wk). (8)
Set wk+1 := pk+1 +
√
L(ρ, κ)−√κ√
L(ρ, κ) +
√
κ
(pk+1 − pk)
for minimizing the optimization problem (6), which has a strongly convex and differ-
entiable optimization function with a Lipschitz continuous gradient. By taking into
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account [12, Theorem 2.2.3] we obtain a sequence (pk)k≥0 ⊆ Rm satisfying
θρ,κ(pk)− θ∗ρ,κ ≤
(
θρ,κ(p0)− θ∗ρ,κ +
κ
2 ‖p0 − p
∗
DS‖2
)(
1−
√
κ
L(ρ, κ)
)k
≤ (θρ,κ(p0)− θ∗ρ,κ +
κ
2 ‖p0 − p
∗
DS‖2) e−k
√
κ
L(ρ,κ) (9)
≤ 2(θρ,κ(p0)− θ∗ρ,κ) e−k
√
κ
L(ρ,κ) ∀k ≥ 0, (10)
while the last inequality is a consequence of [12, Theorem 2.1.8]. Since p∗DS solves (6),
we have ∇θρ,κ(p∗DS) = 0 and therefore [12, Theorem 2.1.5] yields
1
2L(ρ, κ) ‖∇θρ,κ(pk)‖
2 ≤ θρ,κ(pk)− θ∗ρ,κ
(10)
≤ 2(θρ,κ(p0)− θ∗ρ,κ)e−k
√
κ
L(ρ,κ) ,
which implies
‖∇θρ,κ(pk)‖2 ≤ 4L(ρ, κ)(θρ,κ(p0)− θ∗ρ,κ)e−k
√
κ
L(ρ,κ) ∀k ≥ 0. (11)
Due to the κ-strong convexity of θρ,κ, [12, Theorem 2.1.8] states
κ
2 ‖pk − p
∗
DS‖2 ≤ θρ,κ(pk)− θ∗ρ,κ
(10)
≤ 2(θρ,κ(p0)− θ∗ρ,κ)e−k
√
κ
L(ρ,κ) ∀k ≥ 0. (12)
Using this inequality it follows that (see also [10,11])
‖pk − p∗DS‖2 ≤ min
{
‖p0 − p∗DS‖2 ,
4
κ
(θρ,κ(p0)− θ∗ρ,κ)e−k
√
κ
L(ρ,κ)
}
∀k ≥ 0. (13)
We first prove that the rates of convergence for the decrease of θ(pk) − θ(p∗) and
‖∇θρ(pk)‖ coincide, being equal to O
(
1
 ln
(
1

))
, and that they can be improved when
f and/or g fulfill additional assumptions. We also show how -optimal solutions to the
primal problem (P ) can be recovered from the sequence of dual variables (pk)k≥0.
4.2 Convergence of θ(pk) to θ(p∗)
Since the algorithm starts with p0 = 0, we have θρ,κ(0) = f∗ρ (0)+g∗(0)+ κ2 ‖0‖2 = θρ(0),
while
θρ,κ(p∗DS) = θρ(p∗DS) +
κ
2 ‖p
∗
DS‖2 . (14)
Making use of these two relations we obtain
κ
2 ‖p
∗
DS‖2
(12)
≤ θρ,κ(0)− θρ,κ(p∗DS) = θρ(0)− θρ(p∗DS)−
κ
2 ‖p
∗
DS‖2 ,
which further implies that
‖p∗DS‖2 ≤
1
κ
(θρ(0)− θρ(p∗DS)) . (15)
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Additionally, in all iterations k ≥ 0, we have
‖pk − p∗DS‖2
(12)
≤ 2
κ
(θρ,κ(pk)− θρ,κ(p∗DS))
(9)
≤ 2
κ
(
θρ,κ(0)− θρ,κ(p∗DS) +
κ
2 ‖0− p
∗
DS‖2
)
e−k
√
κ
L(ρ,κ)
(14)= 2
κ
(θρ(0)− θρ(p∗DS)) e−k
√
κ
L(ρ,κ) (16)
and
θρ(pk)− θρ(p∗DS)
(9)
≤
(
θρ,κ(0)− θρ,κ(p∗DS) +
κ
2 ‖0− p
∗
DS‖2
)
e−k
√
κ
L(ρ,κ)
+ κ2
(
‖p∗DS‖2 − ‖pk‖2
)
(14)= (θρ(0)− θρ(p∗DS)) e−k
√
κ
L(ρ,κ) + κ2
(
‖p∗DS‖2 − ‖pk‖2
)
. (17)
The estimation
‖p∗DS‖2 − ‖pk‖2 = (‖p∗DS‖ − ‖pk‖) (‖p∗DS‖+ ‖pk‖)
≤ ‖p∗DS − pk‖ (‖p∗DS‖+ ‖pk‖)
≤ ‖p∗DS − pk‖ (2 ‖p∗DS‖+ ‖pk − p∗DS‖)
(13)
≤ 3 ‖p∗DS − pk‖ ‖p∗DS‖
(16)
≤ 3 ‖p∗DS‖
√
2
κ
(θρ(0)− θρ(p∗DS)) e−
k
2
√
κ
L(ρ,κ)
(15)
≤ 3
√
2
κ
(θρ(0)− θρ(p∗DS)) e−
k
2
√
κ
L(ρ,κ)
can now be inserted into (17) and this leads to
θρ(pk)− θρ(p∗DS) ≤ (θρ(0)− θρ(p∗DS))
(
e−k
√
κ
L(ρ,κ) + 3√
2
e−
k
2
√
κ
L(ρ,κ)
)
≤ 258 (θρ(0)− θρ(p
∗
DS)) e
− k2
√
κ
L(ρ,κ) ∀k ≥ 0. (18)
Further, we have θρ(0)
(5)
≤ θ(0), θρ(p∗DS)
(5)
≥ θ(p∗DS)−ρDf ≥ θ(p∗)−ρDf and, from here,
θρ(0)− θρ(p∗DS) ≤ θ(0)− θ(p∗) + ρDf . (19)
Since θρ(p∗DS) ≤ θρ(p∗DS) + κ2 ‖p∗DS‖2 ≤ θρ(p∗) + κ2 ‖p∗‖2, we obtain that
θρ(p∗DS) ≤ θρ(p∗) +
κ
2 ‖p
∗‖2
(5)
≤ θ(p∗) + κ2 ‖p
∗‖2
and, therefore,
θρ(pk)− θρ(p∗DS)
(5)
≥ θ(pk)− ρDf − θ(p∗)− κ2 ‖p
∗‖2 ∀k ≥ 0. (20)
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In conclusion we obtain for all k ≥ 0
θ(pk)− θ(p∗)
(20)
≤ ρDf + κ2 ‖p
∗‖2 + θρ(pk)− θρ(p∗DS)
(7),(18)
≤ ρDf + κ2R
2 + 258 (θρ(0)− θρ(p
∗
DS)) e
− k2
√
κ
L(ρ,κ)
(19)
≤ ρDf + κ2R
2 + 258 (θ(0)− θ(p
∗) + ρDf ) e
− k2
√
κ
L(ρ,κ) . (21)
Next we fix  > 0. In order to get θ(pk)− θ(p∗) ≤  after a certain amount of iterations
k, we force all three terms in (21) to be less than or equal to 3 . To this end we choose
first
ρ := ρ() = 3Df
and κ := κ() = 23R2 . (22)
With these new parameters we can simplify (21) to
θ(pk)− θ(p∗) ≤ 23 +
25
8
(
θ(0)− θ(p∗) + 3
)
e−
k
2
√
κ
L(ρ,κ) ∀k ≥ 0,
thus, the second term in the expression on the right-hand side of the above estimate
determines the number of iterations needed to obtain -accuracy for the dual objective
function θ. Indeed, we have

3 ≥
25
8
(
θ(0)− θ(p∗) + 3
)
e−
k
2
√
κ
L(ρ,κ)
⇔ e k2
√
κ
L(ρ,κ) ≥ 3

· 258
(
θ(0)− θ(p∗) + 3
)
⇔ k2
√
κ
L(ρ, κ) ≥ ln
(
75
(
θ(0)− θ(p∗) + 3
)
8
)
⇔ k ≥ 2
√
L(ρ, κ)
κ
ln
(
75
(
θ(0)− θ(p∗) + 3
)
8
)
. (23)
Noticing that
L(ρ, κ)
κ
= ‖A‖
2
ρκ
+ 1
µκ
+ 1 (22)= 9 ‖A‖
2DfR
2
22 +
3R2
2µ + 1
= 1
2
(
9 ‖A‖2DfR2
2 +
3R2
2µ + 
2
)
,
in order to obtain an approximately optimal solution to (D), we need k = O
(
1
 ln
(
1

))
iterations.
4.3 Convergence of ‖∇θρ(pk)‖ to 0
Guaranteeing -optimality for the objective value of the dual is not sufficient for solving
the primal optimization problem with a good convergence rate, as we need at least the
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same convergence rate for the decrease of ‖∇θρ(pk)‖ = ‖Axf,pk − xg,pk‖ to 0. Within
this section we show that this desiderate is attained (see also [10,11]). Since
‖pk‖ = ‖pk − p∗DS + p∗DS‖ ≤ ‖pk − p∗DS‖+ ‖p∗DS‖
(13)
≤ 2 ‖p∗DS‖ ,
we conclude that
‖∇θρ(pk)‖ ≤ ‖∇θρ,κ(pk)‖+ ‖κpk‖
≤ ‖∇θρ,κ(pk)‖+ 2κ ‖p∗DS‖ ∀k ≥ 0. (24)
We further have
‖∇θρ,κ(pk)‖2
(11)
≤ 4L(ρ, κ)(θρ,κ(0)− θρ,κ(p∗DS)) e−k
√
κ
L(ρ,κ)
(14)
≤ 4L(ρ, κ)(θρ(0)− θρ(p∗DS)) e−k
√
κ
L(ρ,κ)
(19)
≤ 4L(ρ, κ)
(
θ(0)− θ(p∗) + 3
)
e−k
√
κ
L(ρ,κ) ,
which yields
‖∇θρ,κ(pk)‖ ≤ 2
√
L(ρ, κ)
(
θ(0)− θ(p∗) + 3
)
e−
k
2
√
κ
L(ρ,κ) ∀k ≥ 0. (25)
In order to give an upper bound for the second term in (24), we notice that
θ(p∗) + κ2 ‖p
∗‖2
(5)
≥ θρ(p∗) + κ2 ‖p
∗‖2 ≥ θρ(p∗DS) +
κ
2 ‖p
∗
DS‖2
(5)
≥ θ(p∗DS)− ρDf +
κ
2 ‖p
∗
DS‖2
≥ θ(p∗)− ρDf + κ2 ‖p
∗
DS‖2 ,
which is equivalent to κ2 ‖p∗DS‖2 ≤ κ2 ‖p∗‖2 + ρDf , i. e. ‖p∗DS‖2 ≤ ‖p∗‖2 + 2ρκ Df . Hence,
‖p∗DS‖ ≤
√
‖p∗‖2 + 2ρ
κ
Df
(22)=
√
‖p∗‖2 + 23κ
(22)=
√
‖p∗‖2 +R2
(7)
≤ √2R, (26)
which, combined with (24) and (25), provides
‖∇θρ(pk)‖ ≤ 2
√
L(ρ, κ)
(
θ(0)− θ(p∗) + 3
)
e−
k
2
√
κ
L(ρ,κ) + 2
√
2κR
= 2
√
L(ρ, κ)
(
θ(0)− θ(p∗) + 3
)
e−
k
2
√
κ
L(ρ,κ) + 4
√
2
3R ∀k ≥ 0. (27)
For  > 0 fixed, the first term in (27) decreases by the iteration counter k, and, by
taking into account (22), we can ensure
θ(pk)− θ(p∗) ≤  and ‖∇θρ(pk)‖ ≤ 2
R
(28)
in k = O
(
1
 ln
(
1

))
iterations.
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4.4 Improved convergence rates
In this subsection we investigate how additionally assumptions on the functions f and/or
g influence the implementation of the double smoothing approach and its rate of con-
vergence.
4.4.1 The case f is strongly convex
Assuming additionally to the standing assumptions that the function f : H → R is ρ-
strongly convex, for ρ > 0, the first smoothing, as done in Subsection 3.1, can be omitted
and the fast gradient method (8) can be applied to the function θκ : Rm → R, θκ :=
f∗(A∗p) + g∗(−p) + κ2 ‖p‖2, with κ > 0, which is κ-strongly convex and differentiable
with Lipschitz continuous gradient. In the light of Remark 2 the Lipschitz constant of
∇θκ is L(κ) := ‖A‖
2
ρ +
1
µ + κ.
Similar to the calculations made in Section 4.2 we obtain for all k ≥ 0
θ(pk)− θ(p∗) ≤ κ2R
2 + 258 (θ(0)− θ(p
∗)) e−
k
2
√
κ
L(κ) .
Hence, when ε > 0, in order to guarantee -accuracy for the dual objective function
we can force both terms in the above estimate to be less than or equal to 2 . Thus, by
taking
κ := κ() = 
R2
,
this time we will need to this end, in contrast to (23),
k ≥ 2
√
L(κ)
κ
ln
(25 (θ(0)− θ(p∗))
4
)
,
i. e. k = O
(
1√

ln
(
1

))
iterations.
In analogy to the considerations made in Section 4.3 we obtain for all k ≥ 0
‖∇θ(pk)‖ ≤ 2
√
L(κ)(θ(0)− θ(p∗)) e− k2
√
κ
L(κ) + 2κR
= 2
√
L(κ)(θ(0)− θ(p∗)) e− k2
√
κ
L(κ) + 2
R
.
Therefore, in order to guarantee ‖∇θ(pk)‖ ≤ 3R , we need k = O
(
1√

ln
(
1

))
iterations,
which coincide with the convergence rate for the dual objective values.
4.4.2 The case g is everywhere differentiable with Lipschitz continuous gra-
dient
Assuming additionally to the standing assumptions that the function g : Rm → R has
full domain and it is differentiable with 1κ -Lipschitz continuous gradient, for κ > 0, the
second smoothing, as done in Subsection 3.2 can be omitted. The fast gradient method
(8) can be applied to the function θρ : Rm → R, θρ := f∗ρ (A∗p) + g∗(−p), which is κ-
strongly convex due to [1, Theorem 18.15] and differentiable with Lipschitz continuous
gradient. The Lipschitz constant of ∇θρ is L(ρ) := ‖A‖
2
ρ +
1
µ .
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The algorithm (8) applied to θρ states
θρ(pk)− θρ(p∗DS) ≤
(
θρ(0)− θρ(p∗DS) +
κ
2 ‖0− p
∗
DS‖2
)
e−k
√
κ
L(ρ)
≤ 2 (θρ(0)− θρ(p∗DS)) e−k
√
κ
L(ρ) ∀k ≥ 0.
Since θρ(0)
(5)
≤ θ(0) and θρ(p∗DS)
(5)
≥ θ(p∗DS)− ρDf ≥ θ(p∗)− ρDf , we obtain
θρ(0)− θρ(p∗DS) ≤ θ(0)− θ(p∗) + ρDf . (29)
On the other hand, since θρ(pk)− θρ(p∗DS)
(5)
≥ θ(pk)− ρDf − θ(p∗), it follows
θ(pk)− θ(p∗) ≤ ρDf + θρ(pk)− θρ(p∗DS)
≤ ρDf + 2 (θ(0)− θ(p∗) + ρDf ) e−k
√
κ
L(ρ) ∀k ≥ 0.
Hence, when ε > 0, in order to guarantee -optimality for the dual objective, we force
both terms in the above estimate less than or equal to 2 . By taking
ρ := ρ() = 2Df
, (30)
in contrast to (23), we need
k ≥
√
L(ρ)
κ
ln
(
4
(
θ(0)− θ(p∗) + 2
)

)
,
i. e. k = O
(
1√

ln
(
1

))
iterations.
We obtain as well
‖∇θρ(pk)‖
(11)
≤ 2
√
L(ρ)(θρ(0)− θρ(p∗DS)) e−
k
2
√
κ
L(ρ)
(29)
≤ 2
√
L(ρ)(θ(0)− θ(p∗) + ρDf ) e−
k
2
√
κ
L(ρ)
(30)= 2
√
L(ρ)(θ(0)− θ(p∗) + 2) e
− k2
√
κ
L(ρ) ∀k ≥ 0.
Therefore, in order to guarantee ‖∇θ(pk)‖ ≤ 3R , we need k = O
(
1√

ln
(
1

))
iterations,
which is the same convergence rate as for the dual objective values.
4.4.3 The case f is strongly convex and g is everywhere differentiable with
Lipschitz continuous gradient
Assuming additionally to the standing assumptions that the function f : H → R is
ρ-strongly convex, for ρ > 0, and the function g : Rm → R has full domain and it is
differentiable with 1κ -Lipschitz continuous gradient, for κ > 0, both the first and second
smoothing can be omitted. The fast gradient method (8) can be applied to the function
13
θ : Rm → R, θ := f∗(A∗p) + g∗(−p), which is κ-strongly convex and differentiable with
Lipschitz continuous gradient. The Lipschitz constant of ∇θ is L := ‖A‖2ρ + 1µ .
The fast gradient scheme (8) applied to θ yields for all k ≥ 0
θ(pk)− θ(p∗)
(9)
≤ (θ(0)− θ(p∗) + κ2 ‖0− p
∗‖2) e−k
√
κ
L
(10)
≤ 2(θ(0)− θ(p∗)) e−k
√
κ
L
and, from here, when ε > 0,
2(θ(0)− θ(p∗)) e−k
√
κ
L ≤ ⇔ k ≥
√
L
κ
ln
(2(θ(0)− θ(p∗))

)
On the other hand, formula (11) states ‖∇θ(pk)‖ ≤ 2
√
L(θ(0)− θ(p∗)) e− k2
√
κ
L for all
k ≥ 0, thus
2
√
L(θ(0)− θ(p∗)) e− k2
√
κ
L ≤ ⇔ k ≥ 2
√
L
κ
ln
(
2
√
L(θ(0)− θ(p∗))

)
.
In conclusion, in order to guarantee ε-accuracy for the dual objective values and for the
decrease of ‖∇θ(·)‖ to 0, we need O
(
ln
(
1

))
iterations.
4.5 Constructing an approximate primal solution
In the remaining of this section we work in the setting of our initial standing assumptions
and show, first of all, how to recover approximately optimal solutions for the primal
(P ) from the sequence of approximately dual solutions (pk)k≥0. This will be followed
by a convergence analysis for the approximate primal optimal solutions. One can easily
notice that the investigations made here remain valuable when working in the special
settings of the previous section, too.
Since our main focus is to solve the primal optimization problem (P ), we prove as
follows that the sequences (xf,pk)k≥0 ⊆ dom f and (xg,pk)k≥0 ⊆ dom g constructed in
Subsection 3.1 contain all the information one needs to recover approximately optimal
solutions to (P ).
Since θρ(pk)− θ(p∗)
(5)
≤ θ(pk)− θ(p∗) ≤  and
θρ(pk)− θ(p∗)
(5)
≥ θ(pk)− ρDf − θ(p∗) (22)= θ(pk)− θ(p∗)︸ ︷︷ ︸
≥0
− 3 ≥ −

3 ,
it holds |θρ(pk)− θ(p∗)| ≤  for all k ≥ 0. Further, for pk ∈ Rm we have
θρ(pk) = f∗ρ (A∗pk) + g∗(−pk)
= 〈pk, Axf,pk〉 − f(xf,pk)−
ρ
2 ‖xf,pk‖
2 − 〈pk, xg,pk〉 − g(xg,pk)
and from here (notice that −v(D) = θ(p∗))
f(xf,pk) + g(xg,pk)− v(D) = 〈pk,∇θρ(pk)〉+ (θ(p∗)− θρ(pk))−
ρ
2 ‖xf,pk‖
2 ∀k ≥ 0.
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It follows
|f(xf,pk) + g(xg,pk)− v(D)| ≤ ‖pk‖ ‖∇θρ(pk)‖+ |θ(p∗)− θρ(pk)|+
ρ
2 ‖xf,pk‖
2
≤ ‖pk‖ ‖∇θρ(pk)‖+ + ρDf
(22)
≤ ‖pk‖ ‖∇θρ(pk)‖+ 2
(28)
≤ 2
R
‖pk‖+ 2 ∀k ≥ 0.
Further, ‖pk‖ can be estimated above using
‖pk‖ = ‖pk + p∗DS − p∗DS‖ ≤ ‖pk − p∗DS‖+ ‖p∗DS‖
(13)
≤ 2 ‖p∗DS‖
(26)
≤ 2√2R,
therefore, we obtain
|f(xf,pk) + g(xg,pk)− v(D)| ≤ 4
√
2+ 2 = 2(2
√
2 + 1) ∀k ≥ 0. (31)
By taking into account weak duality, i. e. v(D) ≤ v(P ), we conclude that xf,pk ∈ dom f
and xg,pk ∈ dom g can be seen as approximately optimal solutions to (P ) when k is high
enough to satisfy (28).
4.6 Existence of an optimal solution
This section is devoted to the convergence analysis of our primal sequences when ε
converges to zero. To this end let (n)n≥0 ⊆ R+ be a decreasing sequence of positive
scalars with limn→∞ n = 0. For each n ≥ 0, the double smoothing algorithm (8) with
smoothing parameters ρn and κn given by (22) requires at least k = k(n) iterations
to fulfill (28). For n ≥ 0 we denote
xn := xf,pk(n) ∈ dom f and yn := xg,pk(n) ∈ dom g.
Due to the boundedness of dom f , its closure cl(dom f) is weakly compact (see [1,
Theorem 3.3]) and there exists a subsequence (xnl)l≥0 and x ∈ H such that xnl weakly
converges to x ∈ cl(dom f) when l→ +∞. Since A : H → Rm is linear and continuous,
the sequence Axnl will converge to Ax when l→ +∞. In view of relation (28) we get
0 ≤
∥∥∥Axnl − ynl∥∥∥ ≤ 2nlR ∀l ≥ 0. (32)
This means that the sequence (ynl)l≥0 ⊆ dom g is obviously bounded, hence there exists
a subsequence of it (still denoted by (ynl)l≥0) and an element y¯ ∈ cl(dom g) such that
ynl → y when l → +∞. Taking l → +∞ in (32) it follows Ax = y. Furthermore, due
to (31), we have
f(xnl) + g(ynl) ≤ v(D) + 2(3
√
2 + 1)nl ∀l ≥ 0
and, by using the lower semicontinuity of f and g and [1, Theorem 9.1], we obtain
f(x) + g(Ax) ≤ lim inf
l→∞
{
f(xnl) + g(ynl)
}
≤ lim
l→∞
{
v(D) + 2(3
√
2 + 1)nl
}
= v(D) ≤ v(P ).
Since v(P ) ∈ R, we have x ∈ dom f and Ax ∈ dom g, which yields that x is an optimal
solution to (P ).
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5 Two examples in image processing
In this section we are solving a linear inverse problem which arises in the field of signal
and image processing via the double smoothing algorithm developed in this paper. For a
given matrix A ∈ Rn×n describing a blur operator and a given vector b ∈ Rn representing
the blurred and noisy image the task is to estimate the unknown original image x∗ ∈ Rn
fulfilling
Ax = b.
To this end we make use of two regularization functionals with different properties.
5.1 An l1 regularization problem
We start by solving the l1 regularized convex optimization problem
(P ) inf
x∈S
{
‖Ax− b‖2 + λ ‖x‖1
}
,
where S ⊆ Rn is an n-dimensional cube representing the range of the pixels and λ > 0
the regularization parameter. The problem to be solved can be equivalently written as
(P ) inf
x∈Rn
{f(x) + g(Ax)},
for f : Rn → R, f(x) = λ ‖x‖1 + δS(x) and g : Rn → R, g(y) = ‖y − b‖2. Thus
f is proper, convex and lower semicontinuous with bounded domain and g is a 2-
strongly convex function with full domain, differentiable everywhere and with Lipschitz
continuous gradient having as Lipschitz constant 2. This means that we are in the
setting of Subsection 4.4.2.
By making use of gradient methods, both the iterative shrinkage-tresholding algo-
rithm (ISTA) (see [9]) and its accelerated variant FISTA (see [2,3]) solve the optimiza-
tion problem (P ) in O
(
1

)
and O
(
1√

)
iterations, respectively, whereas the convergence
rate of our method is O
(
1√

ln
(
1

))
.
Since each pixel furnishes a greyscale value which is between 0 and 255, a natural
choice for the convex set S would be the n-dimensional cube [0, 255]n ⊆ Rn. In order
to reduce the Lipschitz constant which appears in the developed approach, we scale the
pictures to which refer within this subsection such that each of their pixels ranges in
the interval
[
0, 110
]
. We concretely look at the 256× 256 cameraman test image, which
is part of the image processing toolbox in Matlab. The dimension of the vectorized
and scaled cameraman test image is n = 2562 = 65536. By making use of the Matlab
functions imfilter and fspecial, this image is blurred as follows:
1 H=f s p e c i a l ( ’ gauss ian ’ , 9 , 4 ) ; % gauss ian b lur o f s i z e 9 t imes 9
2 % and standard dev i a t i on 4
3 B=im f i l t e r (X,H, ’ conv ’ , ’ symmetric ’ ) ; % B=observed b lur red image
4 % X=o r i g i n a l image
In row 1 the function fspecial returns a rotationally symmetric Gaussian lowpass filter
of size 9×9 with standard deviation 4. The entries of H are nonnegative and their sum
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adds up to 1. In row 3 the function imfilter convolves the filter H with the image
X ∈ R256×256 and outputs the blurred image B ∈ R256×256 . The boundary option
"symmetric" corresponds to reflexive boundary conditions.
Thanks to the rotationally symmetric filter H, the linear operator A ∈ Rn×n given
by the Matlab function imfilter is symmetric, too. By making use of the real spectral
decomposition of A, it shows that ‖A‖2 = 1. After adding a zero-mean white Gaussian
noise with standard deviation 10−4, we obtain the blurred and noisy image b ∈ Rn
which is shown in Figure 5.1.
original blurred and noisy
Figure 5.1: The 256× 256 cameraman test image
The dual optimization problem in minimization form is
(D) − inf
p∈Rn
{f∗(A∗p) + g∗(−p)}
and, due to the fact that g has full domain, strong duality for (P ) and (D) holds, i. e.
v(P ) = v(D) and (D) has an optimal solution (see, for instance, [5, 6]). By taking into
consideration (30), the smoothing parameter is taken as
ρ := 2Df
(33)
for Df = sup
{‖x‖2
2 : x ∈
[
0, 110
]n}
= 327.68, while the accuracy is chosen to be  = 0.3
and the regularization parameter is set to λ = 2e-6.
We show next that the sequences of approximate primal solutions (xf,pk)k≥0 and
(xg,pk)k≥0 can be easily calculated. Indeed, for k ≥ 0 we have
xf,pk = arg min
x∈[0, 110 ]
n
{
λ ‖x‖1 +
ρ
2
∥∥∥∥A∗pkρ − x
∥∥∥∥2
}
= arg min
x∈[0, 110 ]
n
{
n∑
i=1
[
λ |xi|+ ρ2
((A∗pk)i
ρ
− xi
)2]}
and, in order to determine it, we need to solve the one-dimensional convex optimization
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problem
inf
xi∈[0, 110 ]
{
λxi +
ρ
2
((A∗pk)i
ρ
− xi
)2}
,
for i = 1, . . . , n, which has as unique optimal solution P[0, 110 ]
(
1
ρ ((A∗pk)i − λ)
)
. Thus,
xf,pk = P[0, 110 ]n
(1
ρ
(A∗pk − λ1n)
)
.
On the other hand, for all k ≥ 0 we have
xg,pk = arg min
x∈Rn
{〈pk, x〉+ g(x)} = arg min
x∈Rn
{
〈pk, x〉+ ‖x− b‖2
}
= b− 12pk.
ISTA50 = 1.314269e−02 FISTA50 = 7.096089e−03 DS50 = 8.050151e−03
ISTA100 = 9.689755e−03 FISTA100 = 6.633611e−03 DS100 = 6.755323e−03
Figure 5.2: Iterations of ISTA, FISTA and double smoothing (DS) for solving (P )
Figure 5.2 shows the iterations 50 and 100 of ISTA, FISTA and the double smoothing
(DS) approach. The objective function values at iteration k are denoted by ISTAk,
FISTAk and, respectively, DSk (e. g. DSk := f(xf,pk) + g(Axf,pk)). All in all, the visual
quality of the restored cameraman image after 100 iterations, when using FISTA or DS,
is quite comparable, whereas the recovered image by ISTA is still blurry. However, a
valuable tool for measuring the quality of these images is the so-called improvement in
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signal-to-noise ratio (ISNR), which is defined as
ISNR(k) = 10 log10
(
‖x− b‖2
‖x− xk‖2
)
where x, b and xk denote the original, observed and estimated image at iteration k,
respectively. Figure 5.3 shows the evolution of the ISNR values when using DS, FISTA
and ISTA to solve (P ).
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Figure 5.3: Improvement in signal-to-noise ratio (ISNR)
5.2 An l2 − l1 regularization problem
The second convex optimization problem we solve is
(P ) inf
x∈S
{
‖Ax− b‖2 + λ(‖x‖2 + ‖x‖1)
}
,
where S ⊆ Rn is the n-dimensional cube [0, 1]n representing the pixel range, λ > 0
the regularization parameter and ‖·‖2 + ‖·‖1 the regularization functional, already used
in [7]. The problem to be solved can be equivalently written as
(P ) inf
x∈Rn
{f(x) + g(Ax)},
for f : Rn → R, f(x) = λ(‖x‖2 + ‖x‖1) + δS(x) and g : Rn → R, g(y) = ‖y − b‖2. Thus
f is proper, 2λ-strongly convex and lower semicontinuous with bounded domain and
g is a 2-strongly convex function with full domain, differentiable everywhere and with
Lipschitz continuous gradient having as Lipschitz constant 2. This time we are in the
setting of the Subsection 4.4.3, the Lipschitz constant of the gradient of θ : Rn → R,
θ(p) = f∗(A∗p)+g∗(−p), being L = 12λ+ 12 . By applying the double smoothing approach
one obtains a rate of convergence of O
(
ln
(
1

))
for solving (P ).
In this example we take a look at the blobs test image shown in Figure 5.4 which
is also part of the image processing toolbox in Matlab. The picture undergoes the
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original blurred and noisy
Figure 5.4: The 272× 329 blobs test image
same blur as described in the previous section. Since our pixel range has changed, we
now use additive zero-mean white Gaussian noise with standard deviation 10−3 and the
regularization parameter is changed to λ = 2e-5.
We calculate next the sequences of approximate primal solutions (xf,pk)k≥0 and
(xg,pk)k≥0. Indeed, for k ≥ 0 we have
xf,pk = arg min
x∈[0,1]n
{
λ ‖x‖2 + λ ‖x‖1 − 〈A∗pk, x〉
}
= arg min
i=1,...,n
xi∈[0,1]
{
n∑
i=1
[
−(A∗pk)ixi + λx2i + λxi
]}
= P[0,1]n
( 1
2λ(A
∗pk − λ1n)
)
.
and
xg,pk = arg min
x∈Rn
{〈pk, x〉+ g(x)} = arg min
x∈Rn
{
〈pk, x〉+ ‖x− b‖2
}
= b− 12pk.
Figure 5.5 shows the iterations 50 and 100 of ISTA, FISTA and the double smoothing
(DS) technique together with the corresponding function values denoted by ISTAk,
FISTAk or DSk. As before, the function values of FISTA are slightly lower than those
of DS, while ISTA is far behind these methods, not only from theoretical point of view,
but also as it can be detected visually. Figure 5.6 displays the improvement in signal-
to-noise ration for ISTA, FISTA and DS and it shows that DS outperforms the other
two methods from the point of view of the quality of the reconstruction.
6 Conclusions
In this article we investigate the possibilities of accelerating the double smoothing tech-
nique when solving unconstrained nondifferentiable convex optimization problems. This
method, which assumes the minimization of the doubly regularized Fenchel dual objec-
tive, allows in the most general case to reconstruct an approximately optimal primal
solution in O
(
1
 ln
(
1

))
iterations. We show that under some appropriate assumptions
for the functions involved in the formulation of the problem to be solved this convergence
rate can be improved to O
(
1√

ln
(
1

))
, or even to O
(
ln
(
1

))
.
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ISTA50 = 7.162997e+00 FISTA50 = 7.474242e−01 DS50 = 8.008283e−01
ISTA100 = 3.642951e+00 FISTA100 = 6.204112e−01 DS100 = 6.339250e−01
Figure 5.5: Iterations of ISTA, FISTA and double smoothing (DS) for solving (P )
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