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Les algorithmes distribués de consensus de moyenne permettent de calculer la valeur moyenne de quantités réparties
(mesures, ...), et peuvent servir de brique de base pour des algorithmes applicatifs (estimation, synchronisation, ...).
L’état de l’art propose des solutions basées sur des mécanismes de communications extrêmement contraignants et
sécurisés qui s’avèrent coûteux en énergie. Ce travail propose une nouvelle méthode pour le consensus de moyenne
basée sur le principe de régularisation bien connu en traitement d’images. Celle-ci exploite pleinement la nature diffu-
sante du canal radio et ne nécessite aucun acquittement pour vérifier le bon déroulement des échanges d’informations.
En contre partie, le résultat obtenu est une approximation ajustable du consensus de moyenne. Des bornes de per-
formances et des simulations démontrent l’intérêt de cette nouvelle approche par rapport aux solutions existantes et
indiquent qu’il existe un compromis entre vitesse de convergence et qualité d’approximation.
1 Intoduction
Les réseaux de capteurs sont constitués d’un grand nombre d’entités équipées d’une électronique souvent
contrainte par son coût, dont une interface de communication radio. Ils sont utilisés pour des applications
de surveillance et de prévention (feu de forêt, glissement de terrain, sécurité maritime, ...). Les contraintes
appliquées sur ce type de matériel sont nombreuses : énergie (durée de vie), faible capacité de calcul et de
stockage, faible puissance/portée de transmission. Comme dans bien des cas, lorsque le calcul centralisé
de quantités distribuées devient impossible ou inapproprié, alors des algorithmes distribués robustes sont
nécessaires : le challenge est d’optimiser les performances tout en limitant la consommation énergétique.
Parmi les algorithmes distribués, la classe des algorithmes de consensus de moyenne joue un rôle important
car elle peut servir de primitive à de nombreux algorithmes/protocoles appliqués plus évolués [MPG08]
pour la construction d’information utile. Dans cette contribution, nous proposons une nouvelle méthode de
consensus de moyenne basée sur une minimisation de potentiel. Nous commençons par introduire dans la
section 2 le principe de la régularisation distribuée. Dans la section 3, nous étudions le cas des couplages
quadratiques et donnons des bornes d’erreurs par rapport au consensus de moyenne recherché. Puis nous
présentons une application de ces algorithmes pour la cartographie distribuée dans la section 4. Et enfin,
nous donnerons quelques perspectives et commentaires dans la conclusion.
2 Fonction de potentiel et minimisation asynchrone par la méthode
de Jacobi
Du point de vue de la théorie du contrôle automatique†, les algorithmes de consensus visent à ho-
mogénéiser un ensemble de valeurs par le biais d’échanges entre voisins. Lorsque le point de convergence
recherché est la moyenne empirique des observations, on parle alors de consensus de moyenne. La méthode
que nous proposons consiste à minimiser une fonction de potentiel U exprimant des couplages entre des
† par opposition à la définition de la communauté informatique, qui porte en général sur la vérification de la validité d’une décision
qui se propage dans un réseau (problème Byzantin)
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variables d’états x• et des variables d’attachement z•.
U(X) = ∑
i∈G
αilψe(xi − zl)+ ∑
i, j∈G
βi jψn(xi − x j) (1)
où G dénote le graphe de connectivité du réseau, et par abus de notation, ses sommets/noeuds. Ce type
de formalisation est utilisé pour le débruitage dans le domaine du traitement d’images [CBFAB97] et des
méthodes d’estimation [Now03], mais l’objectif est ici de répondre à une problématique de consensus de
moyenne totalement distribué en l’absence d’a priori probabiliste sur les mesure. Dans l’équation (1), les
variables d’attachement doivent être considérées comme des constantes locales, et les variables d’états
comme des paramètres à régulariser. Pour des raisons de stricte convexité du potentiel U , les fonctions
de couplage ψe et ψn doivent être paires, à dérivées secondes continues et positives, et coercives (de telles
fonctions peuvent alors être obtenues en intégrant deux fois une fonction g continue, positive et symétrique).
De plus, les constantes de couplage βi j doivent refléter la topologie du réseau : on ne peut coupler que les
variables d’états entre nœuds voisins ( i ∼ j ⇔ i voisin de j). Sous ces hypothèses, la minimisation de
U peut se faire de manière asynchrone via l’algorithme de Jacobi qui optimise la fonction U séparément
suivant chaque composante et qui se traduit au niveau du nœud i par un opérateur Ji :
xi(t +1) = Ji(x1, . . . ,xn) = argmin
yi∈R
U(x1, . . . ,xi−1,yi,xi+1, . . . ,xn) (2)
En utilisant la théorie des itérations asynchrones [BT97], on peut prouver la convergence de ce schéma
sous de très larges hypothèses en termes de mise à jour des variables d’états entre nœuds voisins. Ici le
qualificatif asynchrone s’applique aux échanges d’informations et aux applications des opérateurs, et qui
est un contexte idéal pour des systèmes autonomes. En particulier, les pertes de paquets peuvent être cachées
dans l’asynchronie et l’unidirectionnalité des échanges : perdre un paquet revient à retarder la mise à jour
d’une information. En revanche, la vitesse de convergence de l’algorithme asynchrone reste encore un sujet
de recherche ouvert. Toutefois les simulations montrent une convergence géométrique comme dans le cas
synchrone.
3 Approximation du consensus de moyenne
Notons zavg la moyenne empirique des quantités zi à moyenner (mesures par exemple). Lorsque ces
valeurs sont sujettes à un a priori d’ordre probabiliste, des techniques d’estimation telles que celles présentées
dans [Now03] ou [DZ06] peuvent être adoptées pour calculer zavg. Mais lorsque ce n’est pas le cas, la so-
lution de l’état de l’art la plus simple et la moins couteuse en coordination est donnée dans [BGPS04] :
cette méthode consiste à calculer des barycentres des états entre paires de voisins de manière aléatoire en
prenant comme conditions initiales les données à moyenner. Cependant, cette solution nécessite un acquit-
tement systématique des échanges d’informations. Sans cette précaution, l’algorithme converge effective-
ment mais vers un consensus imprévisible. De plus, les mécanismes d’acquittement deviennent pénalisants
en milieu interférent comme c’est le cas sur un canal de communication radio. En fixant, par exemple,
ψe(x) = ψn(x) = x
2, αil = 1 si i = l, 0 sinon, et βi j = 1/2 si i ∼ j, 0 sinon, notre solution devient donc un
extension asynchrone et robuste aux pertes de paquets de la méthode purement synchrone proposée dans
[PBS08]. L’opérateur Ji correspondant prend alors la forme suivante :
Ji(x1, . . . ,xn) = (1+βNi)
−1(zi +β ∑
j∼i
x j) (3)
où Ni représente le nombre de voisins du nœud i. Dans ces conditions, le vecteur Xopt minimisant U peut
approcher de manière arbitraire le vecteur Z̄ = zavg1 car
‖Xopt − Z̄‖2 ≤ (1+α(G)β)
−1 ‖Z − Z̄‖2 −−−−→
β→+∞
0 (4)
où α(G) est un paramètre purement topologique, rencontré dans la littérature sous le nom de connectivité
algébrique‡ du graphe G . En contrepartie, augmenter β ralentit la vitesse de convergence. Fixer β = +∞
‡ Seconde plus petite valeur propre du Laplacien standard
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revient à briser les attachements : on obtient alors un simple consensus, mais dont la valeur est inconnue à
l’avance.
4 Apport à la cartographie
En appliquant les mêmes principes il devient possible d’ajuster un modèle paramétrique linéaire aux
données mesurées par les capteurs. Il s’agit alors de minimiser une fonctionnelle d’erreur de représentation :
p̂ = argmin
p∈Rm
n
∑
i=1
(
ỹi −
m
∑
j=1
p jϕ j(si)
)2
= argmin
p∈Rm
‖ỹ−Φp‖2 (5)
où ỹi dénote la mesure effectuée au nœud i (ỹ sous forme vectorielle), les ϕ j sont des fonctions de base,
évaluées aux coordonnées des capteurs, si, et Φ est une matrice n par m dont les entrées sont données par
Φi j = ϕ j(si). L’intérêt de cette approche est de fournir une représentation compacte des observations : cette
information de base est utile pour limiter les communications longue distance entre capteurs, ou encore
pour planifier l’utilisation d’une technique de communication dans un système de radio cognitive. Ce type
de problème peut se formaliser comme un problème de consensus de moyenne comme le démontrent les
travaux de [XBL05] :
p̂ = (ΦTΦ)−1Φỹ =
(
1
n
n
∑
i=1
ΦTi Φi
)−1(
1
n
n
∑
i=1
Φiỹi
)
, avec Φi = [ϕ1(si), . . . ,ϕm(si)]
T
(6)
Le consensus est alors obtenu séparément sur les m(m + 1) coordonnées d’un objet virtuel de dimen-
sion m(m + 1) (sans tenir compte des redondances). D’autres méthodes rencontrées dans la littérature
([GBT+04],[BCA05]) souffrent d’inconvénients majeurs pour leur déploiement sur un réseau de capteurs :
complexité algorithmique, manque de généricité, hypothèse de synchronie totale, liens robustes ou grande
complexité d’organisation. Le procédé de régularisation autorise un calcul distribué et approximatif des
quantités moyennées, et échange ces inconvénients contre de l’occupation en mémoire : stockage d’un
objet m× (m + 1) dimensionnel par nœud voisin. Chaque nœud obtient un jeu de paramètres p̂i, valide
localement et dépendant du facteur de couplage β, et l’on montre que l’erreur de paramétrisation et de
représentation peut être rendue arbitrairement faible : lim
β→∞
‖p̂i − p̂‖2 = 0 et lim
β→∞
maxi ‖Φp̂i −Φp̂‖∞ = 0.
5 Simulations
Ces algorithmes ont été simulés sur un réseau de 400 noeuds déployés aléatoirement dans un carré d’une
largeur 200 mètres, en utilisant le modèle d’erreur de transmission de paquets de [KNS05] avec un rayon
de connectivité de 20 mètres. Les courbes de la figure 1 montrent que les méthodes à base de régularisation
convergent beaucoup plus vite (voir aussi [MPG09a] et [MPG09b]) que les solutions axées sur les algo-
rithmes de consensus de moyenne standards (gossip averaging) de la littérature [BGPS04]. Ce phénomène
semble intuitif car les méthodes de régularisation exploite pleinement la nature diffusante du médium radio
alors que le gossip averaging repose sur des échanges pair-à-pair (bavardages). Par ailleurs, ces mêmes
courbes illustrent l’impact du facteur β sur la qualité de l’approximation du consensus de moyenne et la
vitesse de convergence : les fortes de valeurs de β donne un algorithme lent mais extrêmement précis alors
qu’une faible valeur de β entraı̂ne une convergence rapide vers un point de consensus grossier.
6 Conclusion
Dans cette contribution, nous présentons une nouvelle famille d’algorithmes distribués permettant le
calcul collaboratif d’une valeur moyenne sur un réseau de capteurs. Cet algorithme est plus efficace que
la plupart des solutions de l’état de l’art lorsque les communications ont lieu de manière asynchrone dans
un milieu diffusant tel que le canal radio, et supporte de manière intrinsèque les pertes de paquets. Cet
algorithme sert alors de brique de base au calcul de quantités statistiques, mais peut être aussi utilisé pour
l’ajustement d’un modèle paramétrique.
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FIG. 1: Norme d’erreur en fonction du temps pour l’algorithme de régularisation et un consensus de moyenne bavard
classique (gauche) et erreur de représentation maximale en cartographie par rapport aux moindres carrés (à droite)
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