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Imagination, defined as the ability to interpret reality
in ways that diverge from past experience, is funda-
mental to adaptive behavior. This can be seen at
a simple level in our capacity to predict novel out-
comes in new situations. The ability to anticipate
outcomes never before received can also influence
learning if those imagined outcomes are not
received. The orbitofrontal cortex is a key candidate
for where the process of imagining likely outcomes
occurs; however, its precise role in generating these
estimates and applying them to learning remain open
questions. Here we address these questions by
showing that single-unit activity in the orbitofrontal
cortex reflects novel outcome estimates. The
strength of these neural correlates predicted both
behavior and learning, learning that was abolished
by temporally specific inhibition of orbitofrontal neu-
rons. These results are consistent with the proposal
that the orbitofrontal cortex is critical for integrating
information to imagine future outcomes.
INTRODUCTION
Imagination, defined as the ability to interpret reality in ways that
diverge from past experience, is fundamental to normal, adap-
tive behavior. This can be seen at a very simple level in our ca-
pacity to predict novel outcomes in new situations, unbound
from our past experience with any particular static element or
feature. This ability to imagine new outcomes—to expect or
anticipate outcomes that have never before been received—
can also facilitate learning if those imagined or estimated out-
comes turn out to be incorrect. Indeed this is an implicit and
distinguishing feature of modern learning theories, in which ex-
pectations for reward take into account all predictors that arepresent even if they have never been encountered together pre-
viously (Hall and Pearce, 1982; Le Pelley, 2004; Rescorla and
Wagner, 1972; Sutton, 1988). The orbitofrontal cortex (OFC) is
a key candidate for where the process of imagining likely
outcomes occurs (Schoenbaum and Esber, 2010); however, its
precise role in generating these novel estimates and also its
involvement in the application of this information to learning
remain unresolved.
To address these questions, we recorded single-unit activity
from the OFC during performance of a Pavlovian overexpecta-
tion task (Rescorla, 1970). This task consists of three phases:
simple conditioning, compound training, and extinction testing.
In simple conditioning, rats are trained that several cues predict
reward. Subsequently, in compound training, two of the cues are
presented together, still followed by the same reward. Typically,
this results in increased responding to the compound cue. This
increased responding—termed summation—is thought to reflect
a heightened expectation for reward. Importantly, this height-
ened expectation represents a novel prediction. The rats have
never before experienced the cues compounded and have never
received a double reward, and yet even on the very first exposure
to the compound cue, the rats respond more. This behavior is
particularly counterintuitive since the compounded cues each
predict the same food pellets, in the same number, delivered in
the same location. Thus, it is not immediately apparent, based
on past experience, that the food pellets should be larger or
more plentiful when both cues are presented. Indeed, to the
extent the compound cue is perceived as a new thing, one would
predict less rather than more responding. And while it might
seem reasonable for the rats to infer that the food pellets are
more likely to appear when both cues are present, the pellets
have always come in the past, even when only one cue was pre-
sented, so increased certainty would not seem to explain the in-
crease in responding. Yet summation does occur, suggesting
that the rats jump to the conclusion that the compound cue will
be followed by a larger reward. Furthermore, not only is this novel
estimate evident in their behavior, it also supports error-based
learningwhen it goes unmet. This learning is evident in the extinc-
tion test, when the previously compounded cues are presentedNeuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc. 507
Figure 1. Task Design and Recording Sites
(A) Shown is the task design and experimental timeline. A1, A2, and A3 are auditory cues (tone, white noise, and clicker, counterbalanced). V is a visual cue (a cue
light). Two differently flavored sucrose pellets were used as reward (banana- or grape-flavored sucrose pellets, represented by solid or empty circles, coun-
terbalanced). Training began with 12 conditioning sessions (CD1–CD12), in which each cue was presented eight times. A1 and V cues were paired with the same
reward (three pellets), and A2was paired with the other reward (three pellets). A3 was paired with no reward. After completion of the last conditioning session, rats
underwent a single compound probe session (CP1) followed by three compound training sessions (CP2–CP4). During the first half of the compound probe session
(CP 1/2), rats continued to receive simple conditioning. During the second half (CP 2/2), rats began compound training in which A1 and Vwere presented together
as a compound (A1/V), followed by delivery of the same reward (three pellets). A2, A3, and V continued to be presented as in simple conditioning. During the
compound training sessions (CP2–CP4), rats received presentations of A1/V, A2, A3, and V. After completion of the last compound training session, rats un-
derwent a single extinction probe session (PB). The first half of the session (PB 1/2) consisted of further compound training. During the second half of the session
(PB 2/2), rats received eight nonreinforced presentations of A1, A2, and A3 with the order mixed and counterbalanced.
(B) Location of recording sites in OFC. Boxes indicate approximate location of recording sites in each rat, taking into account any vertical distance traveled during
training and the approximate lateral spread of the electrode bundle.
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during compound training suddenly respond less to the cues
when they are separated.
Previouswork has shown that inactivation of theOFCprevents
both summation and the resultant extinction learning (Takahashi
et al., 2009). These data are consistent with an involvement of the
OFC in generating the novel estimates upon which summation
and learning depend; however, they do not require this. Instead
they could reflect the OFC’s contribution to signaling the asso-
ciative strength or learned value of the individual cues based
on past experience, with neural summation occurring down-
stream. Additionally, there are reports that the OFC directly
signals reward prediction errors (Sul et al., 2010; Tobler et al.,
2006), which could provide an independent explanation for
why OFC inactivation during compound training affects learning.
To resolve these accounts, we recorded single-unit activity in
the OFC during training in a version of the above task. We
reasoned that if the OFC were only representing the associative
history or value of the prior cues, then firing to the cues should
develop with learning and change during extinction in the probe
test; however, it should not change substantially at the transition
points where novel estimates must be generated, specifically at
the point of compounding and perhaps again when the cues are
separated. On the other hand, if OFC is involved in generating
these novel estimates, then some population of neurons in the
OFC should increase firing spontaneously in concert with the
sudden changes in behavior at these two transition points.
Indeed the firing of these neurons might even predict the resul-
tant summation and learning.
RESULTS
We recorded single-unit activity from the OFC in 15 rats during
training on a modified version of the Pavlovian overexpectation508 Neuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc.task (Figure 1A). The results to be presented below came from
37 rounds of training in which we observed evidence of over-
expectation; data from a handful of sessions in which we did
not observe evidence of overexpectation (i.e., in which rats pre-
sumably adopted a different strategy) are analyzed separately
(see Supplemental Experimental Procedures). The Pavlovian
overexpectation task was identical to that used in prior inactiva-
tion studies (Haney et al., 2010; Takahashi et al., 2009), except
that the transition points between simple conditioning and com-
pound training and between compound training and extinction
testing were compressed into two ‘‘probe’’ sessions. This was
done to allow us to examine firing in single-units across these
critical transition points, without any question as to whether we
were recording from the same neurons. All other data come
from sessions separated by at least a day; we will not make
any claims about whether we are recording the same neurons
across days (see Table 1 for a full accounting of the numbers
of neurons recorded in different phases).
Electrodes were implanted prior to any training (Figure 1B).
After recovery from surgery, rats were food-deprived and under-
went simple conditioning, during which cues were paired with
flavored sucrose pellets (banana and grape, designated as O1
and O2, counterbalanced). We have shown elsewhere that these
flavored pellets are equally preferred but discriminable (Burke
et al., 2008). Three unique auditory cues (tone, white noise, and
clicker, designated A1, A2, and A3, counterbalanced) were the
primary cues of interest. A1 served as the ‘‘overexpected cue’’
and was associated with three pellets of O1. A2 served as a con-
trol cue and was associated with three pellets of O2. A3 was
associated with no reward and thus served as a CS. Rats
were also trained to associate a visual cue (cue light, V) with three
pellets of O1. V was to be paired with A1 in the compound phase
to induce overexpectation; therefore, a nonauditory cue was
used to discourage the formation of compound representations.
Table 1. Number of Cells Recorded in Each Training Phase
Session
Learned
All Increase Decrease
Conditioning
CD1-2 97 27 18
CD3-4 100 34 9
CD5-6 125 54 19
CD7-8 103 45 20
CD9-10 114 53 17
CD11-12 263 145 38
Compound Probe
CP 130 70 20
Compound Training
CP2 116 55 13
CP3 121 57 19
CP4 122 63 21
Extinction Probe
PB 140 61 20
See also Table S1.
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phasic neural responses to the cues predictive of reward across
sessions (Figure 2A). A two-factor ANOVA (session X cue) of
conditioned responding during cue presentation demonstrated
significant main effects of both factors as well as a significant
interaction (p values < 0.01). Post-hoc testing showed that there
were no differences in responding to A1 and A2 at any point in
training (p values > 0.68).
This increase in conditioned responding to the cues paired
with reward was paralleled by an increase in the proportion of
single-units responding to the cues (Figures 2B and 2C). Cue-
evoked activity was present in 46% of OFC neurons recorded
in the first two sessions of conditioning. This included 28%
that increased firing to at least one of four cues and 18% that
suppressed firing. The proportion of neurons that showed a
phasic increase in firing grew steadily across conditioning,
reaching 55% by the last two conditioning sessions. Interest-
ingly, the proportion of neurons that suppressed firing did not
change substantially (Figure 2B). Thus, all subsequent analyses
of associative encoding were conducted on the population of
neurons that showed excitatory phasic responses to the cues.
Firing of Cue-Responsive OFC Neurons Increases
Spontaneously when Two Cues Are Presented in
Compound and then Declines with Further Training
After simple conditioning, the rats were trained in a compound
probe session (CP in Figure 1A). This single session consisted
of additional conditioning (CP 1/2) followed by compound
training (CP 2/2), in which A1 and V were presented concurrently
(A1/V) followed by the same reward as initial conditioning. A2,
A3, and Vwere presented throughout. As expected, rats showed
a significant increase in responding to A1 when it was presented
in compound with V (Figure 3A, inset; ANOVA, F(1,27) = 4.26; p <
0.05). Responding to A2 control cue did not change between two
phases (Figure 3A, inset; ANOVA, F(1,27) = 1.10; p = 0.30).We recorded 130 neurons during these compound probe ses-
sions, 70 of which exhibited an excitatory response to at least
one of the cues. Consistent with the hypothesis that the OFC
signals the novel estimates regarding expected outcomes in a
setting like overexpectation, summation at the start of com-
pound training was accompanied by a sudden increase in neural
activity to the compound cue. This was evident in the population
response, which was similar for A1, A2, and V during the condi-
tioning phase, but increased selectively to A1/V at the start of
compound training (Figure 3B). This increase was evident over
the entire session and also when only the first trial of compound
training was considered (Figure 3B, insets and Figure 3C). A two-
factor ANOVA (cue X phase) comparing firing on the first trial of
A1/V versus A2 revealed significant main effects of both cue
(F(2,138) = 16.5; p < 0.01) and phase (F(1,69) = 4.82; p = 0.03)
and a significant interaction between them (F(2,138) = 13.3; p <
0.01; Figure 3C). Direct comparisons showed that firing to A1/
V in compound phase was significantly greater than that to A1
in conditioning phase (F(1,69) = 48.1; p < 0.01), whereas firing
to A2 and V did not change (A2: F(1,69) = 1.21; p = 0.27;
V: F(1,69) = 3.01; p = 0.09; Figure 3C).
The effect of compounding the two cues was also evident in
the summation index scores, comparing neural activity in each
cue-responsive neuron to A1/V, A2; and V during conditioning
and compound training (Figures 3D–3G). The distribution of
these summation index scores shifted significantly above zero
for A1/V (Figures 3D and 3E; Wilcoxon signed-rank tests, p
values < 0.01), but not for A2 (Figure 3G; p > 0.05) or V (Figure 3F;
p > 0.05). In addition, the distribution of the summation index
scores was significantly different between A1/V and either A2
or V (Mann-Whitney U tests, p values < 0.01). Indeed, the in-
crease in firing to the compound cue was evident in both A1
and V preferring neurons (Figure 3I; p < 0.01). In fact, activity to
the very first presentation of the compound cue at the start of
compound training was larger than the sum of the activity to
the two individual cues at the end of conditioning (Figure 3H;
p < 0.01). In addition, the shift in firing to the A1/V compound
cue was directly correlated with the shift in conditioned respond-
ing shown by the rat in that session (Figure 3J). Thus, neural sum-
mation in OFC predicted behavioral summation.
Importantly, the spontaneous increase in firing to the A1/V
compound cue was not simply a reflection of the increased sen-
sory input associated with the sudden combination of the two
cues, but rather seemed to reflect the elevated expectations of
reward. This was evident in a trial-by-trial analysis of activity in
response to A1 and A2 within the first compound session; while
activity to A2 was stable across trials (Figure 3K, inset; t test, p =
0.53), activity to A1was highest on the first trial and then declined
(Figure 3K, inset; t test, p = 0.025). A similar pattern was evident
in a comparison of the activity to A1 and A2 in OFC neurons
recorded in the compound probe test versus that in neurons
recorded in the same locations in later compound sessions
(CP2–CP4; see Figure 3K for n values). The ratio of activity to
A1 versus A2 during conditioning (CP 1/2) was approximately
1, indicating that OFC neurons fired equally to these cues. This
ratio increased significantly in the compound phase of the probe
(CP 2/2) when A1 and V were presented together (Figure 3K;
ANOVA, p < 0.01). However, rather than being maintained inNeuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc. 509
Figure 2. Conditioned Responding and Cue-Evoked Activity
Increased during Simple Conditioning
(A) Plot illustrating increase in conditioned responding as a percentage of time
in the food cup during each of the four cues across sessions. Red diamond,
A1; blue square, A2; green circle, A3; and yellow triangle, V.
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510 Neuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc.subsequent compound sessions, as would be expected if it were
a sensory phenomenon, the ratio gradually decreased (Figure 3K;
ANOVA, p < 0.01), returning to near unity by the last compound
session.
Firing of Cue-Responsive OFC Neurons Decreases
Spontaneously when a Previously Compounded Cue Is
Presented Alone
After compound training, the rats were trained in an extinction
probe session (PB in Figure 1A). This single session consisted
of additional compound training (PB 1/2) followed by extinction
training, in which A1 and the other auditory cues were presented
alone and unreinforced. During the compound training, the rats
continued to exhibit elevated responding to the cues predictive
of reward (PB 1/2 in Figure 4A); at this point, responding to A1/
V and A2 did not differ statistically (ANOVA, F(1,27) = 0.33; p =
0.57). However, when A1 was separated from V at the start of
extinction, rats showed a sudden and selective decline in
responding to A1, which persisted throughout extinction (Fig-
ure 4A). A two-factor ANOVA (cue X trial) comparing conditioned
responding to the cues during extinction revealed significant
main effects of cue (F(2,54) = 114.7; p < 0.01) and trial
(F(7,189) = 37.8; p < 0.01), and a significant interaction
(F(14,378) = 12.3; p < 0.01). Post-hoc comparisons revealed
significantly less responding to A1 than A2 (F(1,27) = 93.6; p <
0.01).
We recorded 140 neurons in these extinction probe sessions,
61 of which exhibited an excitatory phasic response to at least
one of the cues. Firing in response to A1/V and A2 in these
neurons was similar during the compound phase (PB 1/2, Fig-
ures 4B and 4C), but then spontaneously declined to A1, but
not A2, at the start of extinction training (PB 1T; Figures 4B
and 4C). A two-factor ANOVA comparing average firing to A1
and A2 (cue X phase) revealed significant main effects of both
cue (F(1,60) = 9.95; p < 0.01) and phase (F(1,60) = 20.5; p <
0.01), and a significant interaction between them (F(1,60) =
27.1; p < 0.01; Figure 4C). Direct comparisons revealed a signif-
icant reduction of firing on the first trial of the probe phase
compared to firing in the compound phase for A1 (F(1,60) =
51.9; p < 0.01), but not for A2 (F(1,60) = 0.26; p = 0.61).
Similar effects were evident in the distribution of index scores
comparing firing of each neuron to A1 and A2 at the end of com-
pound training versus the first trial in extinction. The distribution
of these scores was shifted significantly below zero for A1 (Fig-
ure 4D; Wilcoxon signed-rank test, p < 0.01), but not for A2 (Fig-
ure 4E; p = 0.97), and the distribution of these scores differed(B) Proportions of neurons that were significantly responsive to any of the
four cues, shown for each pair of sessions and separated by those that
increased (white) or decreased (black) firing rate compared to baseline. The
proportion of neurons that increased firing grew significantly across condi-
tioning (chi-square test compared to proportion in the first pair of sessions),
whereas the proportion of neurons that decreased firing did not change. **p <
0.01, *p < 0.05.
(C) Examples of single-units showing cue-evoked responses. Top and bottom
units were recorded from rat 11 in conditioning day 5 and from rat 5 in con-
ditioning day 11, respectively. Activity shown is synchronized to the onset of
the 30 s cues. Red, blue, green, and yellow lines indicate A1, A2, A3, and V,
respectively. Gray bars indicate a period of cue presentation. Bin size: 1 s.
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Interestingly, firing to A1/V at the end of compound training re-
mained larger than the sum of the activity to the two individual
cues presented at that same time (Figure 4F; p < 0.01).
Consistent with the hypothesis that this activity is important to
behavior, the shift in firing in OFC to the A1 cue on the first trial of
extinction was directly correlated with reduced responding
shown by the rat in that session (Figure 4G, left). Furthermore,
reduced behavioral responding to A1 was inversely correlated
with neural summation measured earlier, in the first compound
training session (Figure 4G, right). In other words, the stronger
the signaling of novel summed expectancies for reward during
compound training in a given rat, the weaker responding to the
A1 cue was at the start of extinction training. Thus, neural esti-
mates of outcomes in OFC were predictive of both behavior
and learning.
Suppression of Neural Activity in OFC during
Presentation of the Compound Cue Prevents Learning
The neural data described above suggests that elevated activity
in OFC to the compound cue is critical for learning. This is
consistent with earlier data in which we showed that pharmaco-
logical inactivation of OFC during compound training prevented
learning, assessed later during the probe test. However as noted
earlier, this work is also consistent with other explanations, since
activity within OFC is suppressed throughout compound training
in a nonspecific manner. To provide a more specific causal test
of this hypothesis, we next used optogenetic methods to inhibit
activity of OFC neurons just at the time of presentation of the
compound cue.
Rats received bilateral infusions of either AAV-CaMKIIa-
eNpHR3.0-eYFP (halo, n = 11 including nine that underwent
behavioral testing and two additional rats used for ex vivo
recording) or AAV-CaMKIIa-eYFP (control, n = 9) into OFC at
the same location as our recording work; expression was verified
histologically postmortem (Figures 5A–5C). Light-dependent in-
hibition of OFC neurons was tested using ex vivo recording in
two rats (Figure 5D). The remaining rats (n values = 9) received
fiber optic assemblies immediately over the injection sites. Three
weeks after surgery, these rats began training in the same over-
expectation task described above, except that light was deliv-
ered into the OFC bilaterally during the presentation of the
compound cue (Figure 5E). While there were neither main effects
nor any interactions of group on conditioned responding across
either conditioning (F values < 0.91; p values > 0.61) or during the
compound sessions (F values < 2.41; p values > 0.08; Figure S5
available online), there were significant differences during the
subsequent probe test. Specifically, NpHR rats in whom light
was delivered during the compound cue failed to show any dif-
ference in conditioned responding to the A1 versus A2 cues in
the subsequent probe test (Figure 5F), whereas eYFP rats that
received the same treatment responded much less to A1 than
to A2 (Figure 5G), particularly on the very first trial of the extinc-
tion probe test. This impression was confirmed by a two-factor
ANOVA (cue X group) comparing responding to A1 versus A2
on the first trial, which revealed a significant main effect of group
(F(1,16) = 9.68; p < 0.01) and a significant interaction between
cue and group (F(1,16) = 19.33; p < 0.01). Post-hoc testingshowed that this interaction was due to a difference in respond-
ing between groups to the A1 but not the A2 cue (p values <
0.05). As a further control, the same rats were then retrained
and overexpectation was repeated (as was done in the recording
study), except this time light was delivered not during the com-
pound cue, but instead during the intertrial interval period after
each compound. This treatment had no effect on later learning;
both groups exhibited lower responding to A1 than to A2 in the
probe test (Figures 5H and 5I; F values > 6.57; p values < 0.03).
DISCUSSION
These results distinguish several explanations for the involve-
ment of the OFC in Pavlovian overexpectation and, by extension,
other behaviors such as reinforcer devaluation. With regard to
overexpectation, we have previously shown that inactivation of
the OFC during compound training, via the local infusion of
GABA agonists, selectively blocks both behavioral summation,
assessed during these sessions, and learning, assessed in
drug-free animals during subsequent probe tests (Takahashi
et al., 2009). Here we show that neural activity in the OFC at
the time of summation increases suddenly, on the very first
presentation of the compound cue, and then declines, as the
heightened expectations of the compound cue go unmet. Activ-
ity also suddenly declines again, at the start of extinction training,
when the cues are separated. And the neural summation evident
on the first trial of compound training predicts both behavior and
learning. This pattern of results cannot be easily explained by the
reinforcement history of the individual cues, which does not
change on the first trial of compound training, nor can it be
explained by sensory input, which remains constant during com-
pound training, or even salience or the perception of novelty,
which should increase both at the start of compound training
and extinction and, moreover, would be anticorrelated with
conditioned responding. Instead, neural activity to the cues in
OFC seems to be best described as reflecting the spontaneous
or real-time integration of outcome expectations derived from
the individual cues.
The fact that neural activity in the OFC reflected the sponta-
neous integration of outcome expectations in our modified
version of the Pavlovian overexpectation task strongly supports
a role of OFC in actually estimating the new outcome. While
these observations do not by themselves preclude a role in
also signaling the significance of the individual cues, this role
cannot be unique to the OFC, since inactivation or damage of
this area does not generally affect Pavlovian conditioned re-
sponding or even discrimination learning where performance
can be based on these individual histories (Gallagher et al.,
1999; Hornak et al., 2004; Izquierdo et al., 2004; Schoenbaum
et al., 2002). Indeed OFC-lesioned rats that were impaired at
extinction by overexpectation showed no deficits in extinction
by reward omission (see the Supplemental Experimental Proce-
dures for Takahashi et al., 2009). These two forms of learning are
distinguished only by their requirement for integration of expec-
tancies. This suggests that the OFC is not critical either to
signaling individual reinforcement histories or, in fact, the actual
prediction errors, an inference corroborated by our failure to
observe any evidence of error signaling in single-unit activityNeuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc. 511
Figure 3. Conditioned Responding and Cue-Evoked Activity Summates at the Start of Compound Training
(A) Conditioned responding as a percentage of time in the food cup during each of the four cues during the compound probe (CP) and 3 days of compound training
(CP2–CP4). Red diamonds indicate A1 in CP 1/2 phase, and A1/V in CP 2/2 and CP2–CP4 phases. Blue squares, green circles, and yellow triangles indicate A2,
A3, and V, respectively. Red and blue bars in the inset indicate the change in responding to A1 (red) and A2 (blue) from the first half to the second half of CP. *p <
0.05. Error bars = SEM.
(B) Population responses of all 70 cue-responsive neurons, with firing normalized by neuron, to A1 (left), V (middle), and A2 (right) during 28 compound probe
sessions. Dark and light red indicate population response to A1 in the first half of the session and population response to A1/V in the second half, respectively. Dark
and light yellow indicate population response to V in the first half and second half of the session, respectively. Dark and light blue indicate population responses to
A2 in the first half and second half of the session, respectively. Small insets in each panel indicate population response to each cue in the first half of the session
and population response on the first trial in the second half of the session. Gray shadings indicate SEM. Gray bars indicate a period of cue presentation.
(C) Average normalized firing to A1 (red), A2 (blue), and V (yellow) in the first and second halves of the compound probe session. Average normalized activity was
calculated by dividing average firing during the last 20 s by average firing during the last 20 s of pre CS period.
(D–G) Distributions of summation index scores for firing to A1 (D), V (E and F), and A2 (G) in the compound probe. Each summation index compares firing on the
first trial of the second half of the compound probe (CP 2/2) against firing in the first half of the compound probe (CP 1/2), using the following formula: (2nd FR 1st
FR)/(2nd FR + 1st FR), where FR represents average normalized firing for each condition.
(H) Distribution of compound index in the compound probe session. The compound index compares firing to the compound cue (A1/V) in the first trial of the
second half of the session against the sum of firing to A1 and V in the first half of the session, using the following formula: (2nd FR A1/V (1st FR A1 + 1st FR V)/ (2nd
FR A1/V + (1st FR A1 + 1st FR V), where FR represents average normalized firing for each condition. Black bars represent neurons in which the difference in firing
was statistically significant. The numbers in each panel indicate results of aWilcoxon signed-rank test (p) on the distribution and the average summation index (u).
(I) Scatter plot in left represents relationship between average normalized firing of each neuron to preferred cue in the first half and average normalized firing to
A1/V on the first trial in the second half of the session. Distribution plot in right represents summation index calculated by average normalized firing to preferred
cue in the first half and average normalized firing to A1/V on the first trial in the second half of the session.
(legend continued on next page)
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viously (Takahashi et al., 2009). The critical role for neural sum-
mation in the OFC is further supported by observations that, in
the current experiment, when rats failed to show evidence of
learning as a result of summation, OFC neurons fired normally
in most regards except they failed to show neural summation
(see Supplemental Experimental Procedures).
Our results here also favor a similar interpretation of the impor-
tance of OFC to changes in learned behaviors after reinforcer
devaluation (Critchley and Rolls, 1996; Gallagher et al., 1999;
Gottfried et al., 2003; Izquierdo and Murray, 2000; Machado
and Bachevalier, 2007). Changing performance of a learned
response spontaneously after devaluation of the predicted
outcome (i.e., without further contact with the reinforcer) requires
the subject to integrate across independently acquired associa-
tive structures to imagine what is essentially a novel outcome
(Hollland and Rescorla, 1975). Work in both monkeys and rats
has shown that this change in behavior requires the OFC to be
online at the time of responding (Pickens et al., 2005; West
et al., 2011). The current data suggest that this reflects an
involvement of the OFC in generating this novel prediction during
the decision process, rather than a role in simply storing the
various associations or the new value of the outcome.
Of course, our data alone do not require that integration
happen within the OFC; it might occur upstream and simply be
transmitted through the OFC. However, major afferent areas to
the OFC (Groenewegen et al., 1990; Kahnt et al., 2012; Ongu¨r
and Price, 2000; Price, 2007), such as amygdala, medial tempo-
ral lobe, or even other prefrontal areas, typically do not have
OFC’s broad involvement in tasks that require integration and
novel expectancies. For example, rhinal and hippocampal areas
are not required for reinforcer devaluation effects (Chudasama
et al., 2008; Thornton et al., 1998), and while the basolateral
amygdala is important for reinforcer devaluation (Hatfield et al.,
1996; Ma´lkova´ et al., 1997), it appears to be preferentially
involved in the learning rather than the performance phase
(Pickens et al., 2003). This suggests a more fundamental role
for such afferent regions in acquiring the individual associations
and perhaps allowing them to be represented in a way that is
accessible later rather than in integrating them in novel ways at
the time a decision is made. Accordingly, the basolateral amyg-
dala is not necessary for either overexpectation (Haney et al.,
2010) or, typically, for closely related phenomena such as extinc-
tion and reversal learning (Izquierdo and Murray, 2005, 2007;
Schoenbaum et al., 2003). Indeed, in some recent work,
removing the amygdala can facilitate reversal learning (Rude-
beck and Murray, 2008).
Of course, we do not mean to dismiss the possibility that areas
upstream from OFC may contribute to or even accomplish in(J) Correlation between neural summation index scores and behavioral summatio
index compares conditioned responding to A1/V on the first trial of the second ha
following formula: (2nd CR A1/V1  1st CR A1)/(2nd CR A1/V1 + 1st CR A1), whe
condition.
(K) Line plot indicates the ratio between normalized firing to A1/V and A2 during eac
neurons in each session. A1/A2 ratio increased significantly in the compound pha
The line plot in inset indicates normalized firing to A1/V and A2 across six trials in
blue squares for A2. Error bars = SEM.
See also Figures S1, S2, and S4.parallel this sort of integration process. As noted above, there
are several reports that the basolateral amygdala is necessary
for the expression of devaluation effects, particularly when
they are reinforcer-specific (Johnson et al., 2009; Wellman
et al., 2005). In addition, the hippocampus appears to be neces-
sary for tasks involving mediated learning or inference that
appears to share this property of imaging and integrating out-
comes (Bunsey and Eichenbaum, 1996; Wimmer and Shohamy,
2012). Overall, the current evidence shows that the OFC plays a
critical role for integrating past reward histories, but other
areas—including less well-explored cortical regions—may also
contribute to this process.
More broadly, our results might also have implications for
proposals that the OFC represents value in a common neural
currency (Camille et al., 2011; Levy and Glimcher, 2011,
2012; Montague and Berns, 2002; Padoa-Schioppa, 2011;
Padoa-Schioppa and Assad, 2006, 2008; Plassmann et al.,
2007). If activity in the OFC were signaling value in a common
neural currency, then one might expect to see neural summa-
tion. Indeed, in a cartoon version of this idea, neural activity
on the first presentation of the compound cue should be equal
to the sum of activity on the last presentation of each individual
cue. In other words, 1 + 1 should equal 2. Yet this is not the
case; instead, at both the start (Figure 3H) and the end of com-
pound training (Figure 4F), the neural response to the com-
pound cue was actually greater than the sum of the response
to its constituent parts. This result is inconsistent with the
straightforward addition of the respective values of the two
cues. If anything, one might expect some nonlinearity in encod-
ing that would reduce or suppress firing to the combined value
of the compound cue, since OFC neurons have been shown to
adapt to the range of reward historically available in a given
situation (Padoa-Schioppa, 2009; Tremblay and Schultz,
1999). This would predict an initial ceiling effect in coding the
value of the compound cue, yet the neural summation shows
the opposite property. The increased activity is also at odds
with other explanations such as any novelty or encoding of
the conjunction between the two cues, since it is present
even after several sessions of training, when any novelty should
have worn off, and it is correlated with behavior and learning,
which would not be the case if higher activity reflected the
perception of a new sensory construct. Rather the most parsi-
monious interpretation of neural supra-summation is that it
represents a novel expectation of something never before
received. Notably this idea would be somewhat similar to
signaling of hypothetical outcomes previously reported in mon-
key OFC neurons (Abe and Lee, 2011); however, in this case
the OFC neurons are signaling an outcome that has never pre-
viously been received.n index scores during the compound probe session. The behavioral summation
lf of the session against that to A1 during the first half of the session, using the
re CR represents average percent of time spent in the food cup during each
h compound training session (CP–CP4). N indicates number of cue-responsive
se of the probe, and then gradually decreased (ANOVA, **p < 0.01, *p < 0.05).
the second half of the compound probe session, with red diamonds for A1 and
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Figure 4. Conditioned Responding and Cue-Evoked Activity Spontaneously Declines at the Start of Extinction Training
(A) Conditioned responding as a percentage of time in the food cup during each of the four cues during the extinction probe (PB). Bar graph shows average
responding during extinction trials only. Red indicates A1/V in PB 1/2, and A1 in the line plot and bar graph. Blue, green, and yellow indicate A2, A3, and V,
respectively. *p < 0.01. Error bars = SEM.
(B) Population responses of all 61 cue-responsive neurons, with firing normalized by neuron, to A1 (left) and A2 (right) during 28 extinction probe sessions. Light
and dark red indicate population response to A1/V in the first half of the session and population response to A1 on the first trial in the second half, respectively.
Light and dark blue indicate population responses to A2 in the first half and population response on the first trial in the second half of the session, respectively.
Gray shadings indicate SEM. Gray bars indicate a period of cue presentation.
(C) Average normalized firing rate to A1 (red) and A2 (blue) in the extinction probe session. Average normalized activity was calculated by dividing average firing
during the last 20 s by average firing during last 20 s of pre CS period.
(D and E) Distribution of overexpectation index scores for firing to A1 (D) and A2 (E) in the extinction probe. Each overexpectation index compares firing on the first
trial of the second half of the probe (PB 2/2) against firing in the first half of the probe (PB 1/2), using the following formula: (2nd FR 1st FR)/(2nd FR + 1st FR), where
FR represents average normalized firing for each condition.
(F) Distribution of compound index in the extinction probe session. The compound index compares firing to the compound cue (A1/V) in the first half of the session
against the sum of firing to V in the first half of the session and A1 on the first trial of the second half of the session, using the following formula: ((2nd FR A1 + 1st
FR V)  1st FR A1/V)/ ((2nd FR A1 + 1st FR V) + 1st FR A1/V), where FR represents average normalized firing for each condition. Black bars represent neurons in
which the difference in firing was statistically significant. The numbers in each panel indicate results of a Wilcoxon signed-rank test (p) on the distribution and the
average overexpectation index (u).
(G) Correlation between behavioral overexpectation and neural overexpectation, and between behavioral overexpectation and neural summation. The neural
summation index was A1 index, computed as in Figure 3 (i.e., from the compound probe session). The neural overexpectation index was computed as in
Figure 4D. The behavioral overexpectation index compares conditioned responding to A1 on the first trial of the second half of the session against that to A1/V1
during the first half of the session, using the following formula: (2nd CR A1  1st CR A1/V1)/(2nd CR A1 + 1st CR A1/V1), where CR represents average percent of
time spent in the food cup during each condition.
See also Figures S3 and S4.
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OFC Neurons Signal Imagined OutcomesIn fact, none of the evidence here or in any other study of which
we are aware requires that what is represented in the OFC be
value at all. Rather in each case, the OFC might be said to
contribute information about the path to the outcome and its
specific attributes. That signal might include a value attribute
or the value attribute might be added elsewhere. Indeed, one
perspective on the past 20 years of research on this area is
that the OFC’s function is orthogonal to a common sense defini-
tion of value, since the OFC can be shown to be required for be-
haviors when value is held constant and not for behaviors when
value is manipulated directly (Jones et al., 2012; McDannald514 Neuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc.et al., 2011). What determines the involvement of the OFC in
value-guided behavior is the need to infer the path to value.
Accordingly, much neural activity in the OFC seems to reflect
this path in different task variants as much as it does the final
good and its scalar value (Luk and Wallis, 2013). Here we show
that the fundamental involvement of OFC in inferring that path
is the ability to integrate across the individual reinforcement his-
tories of cues in the environment to imagine the outcomes. When
this occurs in previously experienced settings, this would appear
as simple representation of the experiential knowledge; how-
ever, in a novel setting, as we have employed here, the signal
Figure 5. Optogenetic Inhibition of OFC Neurons Prevents Spontaneous Decline in Conditioned Responding at the Start of Extinction
Training
(A) Representative coronal brain slice showing expression of NpHR-eYFP (green) after virus injection into OFC. Blue, fluorescent Nissl staining with NeuroTracer.
(B) Traces showing the expression of NpHR-eYFP (left) and eYFP (right) groups.
(C) Locations of fiber tips in NpHR-eYFP (left) and eYFP (right) groups.
(D) NpHR transgene reduced OFC neural excitability. The top panel represents an example trace of NpHR-eYFP-expressing OFC neuron firing pattern in the
presence and absence of light. Gray bars; current injection period (300 pA in this case), black bar, light on period. The line plot at the bottom represents neuron
excitability comparison of NpHR-eYFP-expressing OFC neurons (n = 8) in the presence (open square) or absence of light (solid square). NpHR-eYFP-expressing
OFC neurons generate fewer evoked spikes during light-on conditions compared to light-off conditions (F(1,14) = 8.94, p < 0.01).
(E) Optical stimulation was delivered during presentation of A1/V (NpHR-CS and eYFP-CS groups) or during the intertrial interval 30 s after A1/V presentation
(NpHR-ITI and eYFP-ITI groups).
(F–I) Conditioned responding as a percentage of time in the food cup during each of three cues during the extinction probe in NpHR-CS (F), eYFP-CS (G), NpHR-
ITI (H), and eYFP-ITI (I) groups. The line plots show responding across eight trials, and bar graphs show average responding of eight trials. Red, blue, and yellow
indicate A1, A2, and A3, respectively. *p < 0.05. **p < 0.01. Error bars = SEM.
See also Figure S5.
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OFC Neurons Signal Imagined Outcomesin the OFC clearly is able to represent a novel or imagined
outcome. Although we have studied this in a rudimentary way
here in rats, we would suggest that this ability to interpret rather
than be bound by reality and one’s experiences is likely to be
deeply important to what distinguishes the most interesting
and the most puzzling aspects of behavior.
EXPERIMENTAL PROCEDURES
Recording Experiment
Subjects
Fifteen male Long-Evans rats (Charles Rivers, 275–300 g on arrival) were
housed individually and placed on a 12 hr light/dark schedule. All rats were
given ad libitum access to food except during testing periods. During testing,
rats were food deprived to 85% of their baseline weight. All testing was con-
ducted at the University of Maryland School of Medicine in accordance with
the University of Maryland School of Medicine Animal Care and Use Commit-
tee and US National Institutes of Health guidelines.
Surgery and Histology
Drivable bundles of ten 25-um diameter FeNiCr recording electrodes (Sta-
blohm 675, California Fine Wire, Grover Beach, CA) were surgically implantedunder stereotaxic guidance in unilateral OFC (3.0 mm anterior and 3.2 mm
lateral to bregma, 4.2 mm ventral to the brain surface). At the end of the study,
the final electrode position was marked by the passage of a current through
each microwire to create a small iron deposit. The rats were then perfused
with 4% PFA and potassium ferrocyanide solution to depict the iron deposit.
The brains were removed from the skulls and processed for histology using
standard techniques.
Pavlovian Overexpectation Training
Training and recording were conducted in aluminum chambers approximately
18 inches on each side with sloping walls narrowing to an area of 12 3 12
inches at the bottom. A food cup was recessed in the center of one end
wall. Entries were monitored by photobeam. Two food dispensers containing
45 mg sucrose pellets (Banana or grape-flavored; Bio-serv., Frenchtown, NJ)
allowed delivery of pellets in the food cup (Coulbourn Instruments). White
noise or a tone, each measuring approximately 76 dB, was delivered via a
wall speaker. A clicker (2 Hz) and a 6W bulb were also mounted on that wall.
Rats were shaped to retrieve food pellets, and then underwent 12 condition-
ing sessions. In each session, the rats received eight 30 s presentations of
three different auditory stimuli (A1, A2, and A3) and one visual stimulus (V).
Each session consisted of eight blocks, and each block consisted of four pre-
sentations of a cue; intertrial intervals (periods between cues) ranged from 120
to 150 s. The order of cue-blocks was counterbalanced and randomized. ForNeuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc. 515
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OFC Neurons Signal Imagined Outcomesall conditioning, V consisted of a cue light, and A1, A2, and A3 consisted of a
tone, clicker, or white noise, respectively (counterbalanced). Two differently
flavored sucrose pellets (banana and grape, designated as O1 and O2, coun-
terbalanced) were used as reward. A1 and V terminated with delivery of three
pellets of O1, and A2 terminated with delivery of three pellets of O2. A3 was
paired with no food. After completion of the 12 days of conditioning, rats
received a single session of compound probe (CP). During the first half of
the session, the simple conditioning continued, with six trials each of four
cues, in a blocked design, with order counterbalanced. During the second
half of the session, compound training began with six trials of concurrent A1
and V presentation, followed by delivery of the same reward as during initial
conditioning. A2, A3 and V continued to be presented as in simple condition-
ing, with six trials each stimulus. These cues were also presented in a blocked
design with order counterbalanced. After the compound probe, rats received
3 days of compound training sessions (CP2–CP4) with 12 presentations of A1/
V, A2, A3, and V. One day after the last compound training, rats received a sin-
gle session of extinction probe (PB). During the first half of the session, the
compound training continued with six presentations of A1/V, A2, A3, and V.
During the second half of the session, rats received eight nonreinforced pre-
sentations of A1, A2, and A3, with the order mixed and counterbalanced. In
some rats (n = 11/15), the electrode was then moved to a new location, and
the rats repeated days 11 and 12 of conditioning and then underwent addi-
tional rounds of overexpectation training to acquire additional data. Neural
data from the initial compound and extinction days (n values = 25 and 21)
were not statistically different from data gathered in later rounds of training
(n values = 45 and 40) and thus these neurons are analyzed together in the
text. However, separate analyses of the main results are presented in the Sup-
plemental Experimental Procedures.
Response Measures
The primary measure of conditioning to cues was the percentage of time that
each rat spent with its head in the food cue during the last 20 s of conditioned
stimulus (CS) presentation, as indicated by disruption of the photobeam. We
also measured the percentage of time that each rat showed rearing behavior
during the last 20 s of the CS period. To correct for time spent rearing, the
percentage of responding during the last 20 s of the CS was calculate as
follows: % of responding = 100 3 ([% of time in food cup]/[100  (% of time
of rearing)]).
Single-Unit Recording
Neural activity was recorded using two identical Plexon Multichannel Acquisi-
tion Processor Systems (Dallas, TX), interfaced with training chambers
described above. After amplification and filtering, waveforms (>2.5:1 signal-
to-noise) were extracted from active channels and recorded to disk by an
associated workstation with event timestamps. Units were stored using Offline
Sorter software from Plexon Inc (Dallas, TX), using a template matching algo-
rithm. Sorted files were processed in Neuroexplorer to extract unit timestamps
and relevant event markers and analyzed in Matlab (Natick, MA).
Prior to each session, wires were screened for activity. Active wires were
selected for recording, and the session was begun. If fewer than four of eight
wires were active, then the electrode assembly was advanced 40 or 80 um at
the end of the session. Otherwise, the electrode was kept in the same position
between sessions within a single round of overexpectation training. After the
probe test, ending a round of training, the electrode assembly was advanced
80 um regardless of the number of active wires to acquire activity from a new
group of neurons in any subsequent training.
Neural Data Analysis
Firing activity in the last 20 s of each CS was compared to activity in the last
20 s of the pre-CS period by t test (p < 0.05). Neurons with significantly higher
activity during at least one of the four cues were defined as ‘‘cue-responsive’’
as described in the main text. Normalized firing rate was calculated by dividing
the average firing rate during the last 20 s of CS by the average firing rate in the
last 20 s of pre-CS period.
Optogenetic Experiment
Subjects
Twenty male Long-Evans rats (Charles Rivers, 275–300 g on arrival) were
housed individually and placed on a 12 hr light/dark schedule. All rats were
given ad libitum access to food except during testing periods. During testing,516 Neuron 80, 507–518, October 16, 2013 ª2013 Elsevier Inc.rats were food deprived to 85% of their baseline weight. All testing was con-
ducted at the NIDA-IRP in accordance with the NIDA-IRP Animal Care and
Use Committee and US National Institutes of Health guidelines.
Surgery, Histology
AAV-CaMKIIa-eNpHR3.0-eYFP or AAV-CaMKIIa-eYFP (from Gene Therapy
Center at University of North Carolina at Chapel Hill, courtesy of Dr. Karl
Deisseroth) was injected bilaterally in OFC under stereotaxic guidance at
AP 3.0 mm, ML ± 3.2 mm, and DV 4.4 and 4.5 mm from the brain surface.
A total 1–1.2 ml of virus (titer 1012) per hemisphere was delivered at the rate
of 0.1 ml/min by Picosptrizer microinjection system (Parker, Hollins, NH).
Two rats that received eNpHR3.0 transgene were saved for later slice work;
the remaining rats designated for behavioral testing had optic fibers (200 mm
in core diameter; Thorlab, Newton, NJ) implanted bilaterally at AP 3.0 mm,
ML± 3.2mm, and DV 4.2mm. At the end of the study, these rats were perfused
with phosphate buffer saline and then 4% PFA. The brains were then
immersed in 30% sucrose/PFA for at least 24 hr. The brains were sliced at
40 mmwith amicrotome. The brain slices were then stained with DAPI (through
Vectashield-DAPI, Vector Lab, Burlingame, CA) or NeuroTrace (Invitrogen,
Carsbad, CA) and mounted to slides with Vectashield (in the case of staining
with NeuroTrace) mounting media. The location of the fiber tip and NpHR-
eYFP or eYFP expression was verified using an Olympus confocal micro-
scope. The Z-stack images were merged and processed in Image J (National
Institutes of Health).
Ex Vivo Electrophysiology
Approximately 2 months after surgery, two rats that had received
AAV-CaMKIIa-eNpHR3.0-eYFP injection were anesthetized with isoflurane
and perfused transcardially with 40 ml ice-cold NMDG-based artificial CSF
(aCSF) solution containing (in millimoles) 92 NMDG, 20 HEPES, 2.5 KCl, 1.2
NaH2PO4, 10 MgSO4, 0.5 CaCl2, 30 NaHCO3, 25 glucose, 2 thiourea, 5 Na-
ascorbate, 3 Na-pyruvate, and 12 N-acetyl-L-cysteine (300–310 mOsm,
pH 7.37.4). After perfusion, the brain was immediately removed and
300 mm coronal brain slices containing the OFC were made using a Vibratome
(Leica, Nussloch, Germany). The brain slices were recovered for less than
15 min at 32C in NMDG-based aCSF and then transferred and stored for at
least 1 hr in HEPES-based aCSF containing (in mM) 92 NaCl, 20 HEPES, 2.5
KCl, 1.2 NaH2PO4, 1 MgSO4, 2 CaCl2, 30 NaHCO3, 25 glucose, 2 thiourea, 5
Na-ascorbate, 3 Na-pyruvate, and 12 N-acetyl-L-cysteine (300–310 mOsm,
pH 7.37.4, room temperature). During the recording, the brain slices were
superfused with standard aCSF constituted (in millimoles) of 125 NaCl, 2.5
KCl, 1.25 NaH2PO4, 1 MgCl2, 2.4 CaCl2, 26 NaHCO3, 11 glucose, 0.1 picro-
toxin, and 2 kynurenic acid, and was saturated with 95% O2, and 5% CO2 at
32C–34C. Glass pipette (pipette resistance 2.8–4.0 MU, King Precision
Glass, Claremont, CA) with K+-based internal solution (in millimoles: 140
KMeSO4, 5 KCl, 0.05 EGTA, 2 MgCl2, 2 Na2ATP, 0.4 NaGTP, 10 HEPES,
and 0.05 Alexa Fluor 594 [Invitrogen, Carlsbad, CA], pH 7.3, 290 mOsm) was
used throughout the experiment. Whole-cell configuration was made using
MultiClamp 700B amplifier (Molecular Devices, Sunnyvale, CA). To verify the
functional expression of NpHR in the patched neurons, an 800 ms pulse of
green light (532 nm) was delivered at the intensity of 4.6–5.8 mW via an optic
fiber that was positioned right above the slice. NpHR expression was
confirmed by a significant membrane hyperpolarization under current clamp,
or an outward current under voltage clamp upon light stimulation. To examine
the effect of light-induced hyperpolarization on neuron excitability, a series of
step current injections (100 pA increment up to 1,000 pA) was delivered for 1 s
in the presence or absence of light (1.5 s, starting 0.5 s prior to step current
injection). Throughout the recording, series resistance (10–30 MU) was contin-
ually monitored online with a 20 pA, 300ms current injection after every current
injection step. If the series resistance changed for more than 20%, the cell was
excluded. Signal was sampled at 20k Hz and filtered at 10k Hz. Data were
acquired in Clampex 10.3 (Molecular Devices, Foster City, CA), and was
analyzed off-line in Clampfit 10.3 (Molecular Devices) and IGOR Pro 6.0
(WaveMetrics, Lake Oswego, OR).
Pavlovian Overexpectation Training and Response Measures
Training began approximately 3 weeks after viral injection and fiber implanta-
tion. All procedures and response measures were as described for the
recording experiment, except that (1) training was conducted in behavioral
chambers and using Graphic State 3 software provided by Coulbourn
Neuron
OFC Neurons Signal Imagined OutcomesInstruments; (2) the initial conditioning was somewhat longer, consisting of 18–
22 sessions, due to scheduling issues that did not differ between groups; (3)
throughout training, rats were attached to fiberoptic patch cables coupled to
a solid state laser (532 nm; Laser Century, Shanghai, China) via an optic
commutator (Doric Lenses, Quebec, Canada), and (4) light (532 nm, 10–12
mW) was delivered into the OFC bilaterally during each compound session
during the compound cue or the intertrial interval after the compound cue. In
some rats (five NpHR and five eYFP), light was delivered only during the
30 s compound cue. In other rats (four NpHR rats and four eYFP), light was
delivered during the compound cue and also for 30 s prior, to maximize the
light-dependent inhibition of OFC. Whether light was delivered only during
the compound cue or also prior to it had no effect on behavioral responses dur-
ing compound training or the probe test, so the groups were pooled. After re-
training, all rats received light for 30 s during the intertrial interval after each
compound cue, starting 30 s after each compound cue.
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