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Das InnoProfile Forschungsvorhaben sachsMedia (in der Folge nur sachsMedia genannt) fokussierte 
auf die existentielle und facettenreiche Umbruchschwelle kleiner und mittelständischer 
Unternehmen aus dem Bereich der Medienverbreitung, wie z.B. Betreiber von Lokalfernsehen, 
Medienproduzenten, Fernsehanstalten, Sendeanlagen- und Mobilfunkbetreiber oder Anbieter von 
audiovisuellen Inhalten im Internet. 
Diese Umbruchschwelle umfasste zur Zeit der Antragsstellung mehrere Problemfelder: 
• Gewinneinbrüche und gewandelte Geschäftsmodelle führten zu 
Rationalisierungsmaßnahmen. Produktionen in stetig steigender Qualität mussten 
gleichzeitig in immer kostengünstigeren Rahmen erfolgen. Es wurden kooperative und 
effiziente Strukturen für Produktion, Archivierung und Recherche audiovisueller Inhalte 
notwendig, wie z.B. netzbasierte Produktionsstrukturen und Videoarchive mit intelligenten 
Suchmechanismen. 
• Der Übergang von analoger zu digitaler Fernsehausstrahlung war mit nicht tragbaren Kosten 
und einem hohen technologischen Anspruch verbunden. Neben kostengünstigen und 
vereinfachten Methoden zur zukunftstauglichen Fernsehverbreitung wurden ebenso 
Lösungswege für einen Umstieg im Verbund gesucht. 
• Konsumenten erwarteten die Verfügbarkeit und die Distribution audiovisueller Inhalte auf 
vielfältigen parallelen Wegen wie z.B. per Player im Web Browser, zum mobilen Endgerät 
oder dem klassischen Fernsehen. Identische Inhalte mussten entsprechend gleichermaßen 
für Streaming- und mobile Anwendung sowie für TV-Geräte aufbereitet und ausgespielt bzw. 
vorrätig gehalten werden. 
Die Zielstellung von sachsMedia basierte auf zwei thematischen Säulen. Zum einen dem Komplex 
Annotation & Retrieval, in welchem die kooperative Arbeit der Unternehmen auf Grundlage einer 
gemeinsamen Datenbasis forciert werden sollte. In dieser werden Datenbestände, also sowohl 
Rohmaterial als auch fertig produziertes Material, in einer Form vorgehalten, die möglichst 
umfassend inhaltlich beschrieben und leicht zu recherchieren ist. Die Beschreibung bzw. Annotation 
eingespielten Materials erfolgte zum einen intellektuell bzw. manuell und wurde durch Schnittstellen 
und Assistenzwerkzeuge systematisch unterstützt und beschleunigt, zum anderen automatisch nach 
innovativen und leistungsfähigen Verfahren des Audio- und Video-Retrieval. 
Die zweite Säule bildete der Komplex der Mediendistribution. Jenseits der klassischen analogen 
Fernsehübertragung wurden neue Wege untersucht. Im Fokus befanden sich hierbei zum einen die 
Bewerkstelligung von TV-Live- und Video-on-Demand-Streamingangeboten via Internet. Zum 
anderen wurden Sendematerial und zugehörige Metadaten für die Übertragung via Digital-TV und 
damit verbundener Mediendienste aufbereitet. Grundlage dafür war das Anpassen und Vorhalten 
audiovisueller Inhalte in einer Form, die für heterogene Vertriebswege geeignet ist (DVB, IP-TV, Web, 
mobile Plattformen und Player etc.). Zur Evaluierung erreichter Fortschritte wurde eine DVB-
Sendeanlage sowie ein Messpark  auf dem Gelände der TU Chemnitz verwendet. 
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Die Expertise der Forschergruppe sachsMedia war so ausgerichtet, dass die spezifischen – für sich 
genommenen sehr heterogenen – F&E-Probleme der kooperierenden Firmen modulartig behandelt 
werden konnten. Es wurden innovative und dringend benötigte Verfahren untersucht, die sowohl 
Medienunternehmen als auch kooperierenden Firmen einen Innovationsschub geben, der sie über 
die Schwelle der digitalen Mediendistribution bringen sollte. Die bild- bzw. spracherkennenden und 
bild- bzw. sprachinterpretierenden Verfahren waren in der Implementierung von besonderem 
Interesse, da sie auch jenseits des primären Anwendungskontextes eingesetzt werden können, so 
z.B. im Bereich automatischer videobasierter Überwachung. 
2. Voraussetzungen, unter denen das Vorhaben durchgeführt wurde 
In der medialen Landschaft Sachsens existierten zum Zeitpunkt der Formulierung des Antrags zum 
Vorhaben 58 lokale und regionale private Fernsehanbieter, die an 435 Kabelnetze angeschlossen und 
von der Sächsischen Landesanstalt für privaten Rundfunk und neue Medien (SLM) lizensiert wurden 
[SLM11]. Zu unterscheiden sind dabei die vier Kategorien Ballungsraumsender, mittelgroße Sender, 
kleinere Sender und Klein- bzw. Kleinstsender. Die Größe des Verbreitungsgebietes und damit auch 
die Größe und die finanziellen Möglichkeiten des Senders hatten direkten Einfluss auf das Programm. 
Größere Sender sind in der Lage, täglich mehrstündig eigenproduziertes Material zu senden. 
Daneben wurden Einspeisungen überregionaler Angebote, Werbung und Bildschirmzeitungen 
angeboten. Kleinstsender hatten dagegen oft nur die Möglichkeit, auf Bildschirmzeitungen 
zurückzugreifen. 
Neben diesen Fernsehanbietern etablierten sich zusätzlich zahlreiche Firmen, die sich auf 
Medientechnologie bzw. -systementwicklung spezialisierten. Die an sachsMedia beteiligten Firmen 
envia Tel, HMS oHG, KabelJournal GmbH und Mugler AG sowie die TU Chemnitz entwickeln für die 
lokalen aber auch (private wie öffentlich rechtliche) nationalen Fernsehanbieter moderne 
Technologien, um diese Branche auf die kommenden Entwicklungen in der Branche vorzubereiten. 
Dieser Verbund arbeitet eng mit den sächsischen Lokalfernsehanbietern zusammen, um moderne 
und praxiserprobte Lösungen zu entwickeln. 
Die TU Chemnitz selbst kooperierte bereits im Vorfeld mit den genannten Unternehmen. Die 
bestehenden Inhalte der Lehrveranstaltungen der Professur Medieninformatik berücksichtigten die 
Problemstellungen der digitalen Fernsehtechnik. Ferner existierten bereits Forschungsarbeiten im 
Bereich des Medienretrievals. Studentische Praktika sowie Forschungs- und Abschlussarbeiten 
wurden an die Unternehmen vermittelt und durchgeführt. Von der Arbeitsgemeinschaft der 
Regionalfernsehveranstalter in Sachsen (ARiS) wurde der Professur Videomaterial zu Testzwecken zur 
Verfügung gestellt, mit dem das eigene Medienretrievallabor bestückt wurde. Es konnten so 
beispielsweise Diplomarbeiten in den Bereichen Medienretrieval und Videostreaming anwendungs- 
und praxisnah anhand realen Testmaterials durchgeführt werden. 
3. Planung und Ablauf des Vorhabens 
Ausgangspunkt für die Antragstellung zum Vorhaben sachsMedia waren mehrere Treffen des 
Antragstellers mit den späteren Partnerunternehmen envia Tel, HMS oHG, KabelJournal GmbH und 
Mugler AG. Vor dem Hintergrund des bevorstehenden Umbruchs der Medienbranche führten diese 
Treffen zur Erkenntnis, dass sich die an der Professur Medieninformatik vorhandenen Kompetenzen 
in den Bereichen digitale Verbreitung von Medieninhalten und Medienretrieval ideal mit dem 
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vorhandenen Wissen der Partnerunternehmen in Bezug auf die Umstellung auf digitale Produktion 
und Verbreitung ergänzen würden. Diese gemeinsamen Überlegungen wurden dann vom 
Antragsteller zusammengeführt und in die nachfolgend beschriebenen Arbeitspakete und 
Meilensteine gefasst. 
Ein wichtiger Baustein für die Durchführung des Vorhabens sachsMedia bildeten die zusätzlichen 
Investitionen zum Aufbau eines Teststudios zur TV-Produktion und die Erweiterungen der 
Testplattform zur digitalen Verbreitung von Fernsehinhalten aus dem Aufstockungsantrag vom 26. 
März 2008. Das Test-Studio und die Erweiterung der digitalen Sendeplattform machten 
wissenschaftliche Untersuchungen wesentlicher Aspekte des kompletten Workflows der digitalen 
Produktion und Verbreitung sowie der inhaltlichen Analyse zur automatisierten Archivierung der 
Inhalte für deren spätere Wiederverwertung erst möglich. 
3.1. Arbeitspakete und Meilensteine 
Grundlage des Vorhabens sachsMedia waren die beiden oben genannten Säulen 
Annotation & Retrieval und Distribution, die sich in die folgenden konkreten Arbeitsbereiche mit 
spezifischen Einzelzielen untergliedern: 
• AB1: Sprachanalyse (SPR) 
• AB2: Videoanalyse (VID) 
• AB3: Metadatenhandling (MDH) 
• AB4: Graphical User Interfaces (GUI) 
• AB5: Next Generation Networks (NGN) 
• AB6: IP-Based Services (IPS) 
• AB7: Digital Broadcasting (BRO) 
Methodisch verfolgte die Arbeitsplanung das Ziel, die Partnerfirmen in die Lage zu versetzen, 
aufbauend auf den Ergebnissen der Forschergruppe die Ideen eigenständig zur Produktreife 
weiterzuentwickeln. Eine direkte kommerzielle Verwertung der Ergebnisse durch die Partner wurde 
nicht angestrebt. Dieses Ziel spiegelt sich in drei methodischen Punkten wider, denen die 
Arbeitsplanung zugrunde liegt: 
• Realisierung als API: Alle Implementierungen wurden als API – Application Programming 
Interface vorgenommen. So wurde kein fertiges Programm entwickelt, sondern nur die 
Kernfunktionalitäten. 
• Szenarienbasierte Implementierung: Von den Basisentwicklungen abgesehen, auf denen die 
weiteren aufbauen, werden für die einzelnen Problembereiche verschiedene Szenarien 
erstellt. Von diesen Szenarien werden nur einige exemplarisch umgesetzt. Auf den 
Erkenntnissen dieser Umsetzung basierend werden für die übrigen Empfehlungen gegeben. 
• Evaluationsphasen: Die Kerngebiete der hier vorgestellten Forschung werden in Evaluationen 
genauestens bewertet. Ziel diese Evaluationen ist stets ein Katalog, der festhält, inwiefern 
die untersuchten Verfahren für die Problemstellung tatsächlich geeignet und wo weiterer 
Forschungs- und Entwicklungsbedarf herrscht. 
  




Abbildung 1: Arbeitsplan zum Zeitpunkt der Antragstellung
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Der vollständige Arbeitsplan mit spezifischen Einzelzielen für die Arbeitsbereiche ist in Abbildung 1 
dargestellt. Die konkreten Beschreibungen der  Ziele für die jeweiligen Arbeitsbereiche sowie die 
erreichten Ergebnisse können den Teilbereichen des Abschnitts II.1 dieses Berichts entnommen 
werden. 
Die Meilensteinplanung kann ebenso dem Arbeitsplan (siehe Abbildung 1) entnommen werden. Ab 
dem Ende des zweiten Projektjahres wurde jährlich ein Meilenstein an die individuellen Ziele der 
Arbeitsbereiche geknüpft. Eine Ausnahme bildeten hier die Bereiche der Sprach-  und Videoanalyse, 
für die auch nach dem zweiten Projektjahr noch umfangreiche grundlegende Arbeiten vorgesehen 
waren, sodass die Ergebnisse der Projektjahre drei und vier in einem Meilenstein zusammengefasst 
wurden. 
3.2. Projektablauf 
Insgesamt hatte das Vorhaben eine Laufzeit von fünf Jahren. Mit Ausnahme des Arbeitsbereichs IPS 
(s.o.) hat jeweils ein Nachwuchswissenschaftler kontinuierlich an den individuellen Zielen eines 
Arbeitsbereiches gearbeitet. Trotz mehrerer Stellenausschreibungen in Fachzeitschriften oder in der 
„ZEIT“ konnte die Position IPS erst Anfang 2009 dauerhaft besetzt werden. Erschwerend für die 
Besetzung der konkreten Stelle war die Bedingung, dass die Position gemäß der Projektrichtlinie nur 
für Postdoktoranden zugänglich war. Dies hatte zur Folge, dass der Initiator des Vorhabens bis Ende 
2008 zusätzlich die Leitung und Koordination des Projektes übernehmen musste. Im Zuge der 
Besetzung der Position IPS zu Jahresbeginn 2009 wurden diese Aufgaben bis zum Projektende von 
Herrn Jens Kürsten mit Unterstützung des Antragstellers wahrgenommen. 
Die inhaltliche Bearbeitung der einzelnen Arbeitspakete erfolgte auf Basis des Arbeitsplans (siehe 
Abbildung 1). Geringfüge Anpassungen wurden für einzelne Teilbereiche aufgrund veränderter 
Rahmenbedingungen (bspw. die fluktuierende Besetzung der Position IPS bis Ende 2008 oder die 
Umsetzung des Aufstockungsantrags) und des erlangten Wissenstandes durch die Bearbeitung 
vorgelagerter Arbeitspakete notwendig. Für die erzielten Ergebnisse in den jeweiligen Teilgebieten 
zeichnen folgende Nachwuchswissenschaftler verantwortlich: 
• AB1: Sprachanalyse (SPR): Herr Dipl.-Inf. Stephan Heinich 
• AB2: Videoanalyse (VID): Herr Dipl.-Inf. Marc Ritter 
• AB3: Metadatenhandling (MDH): Herr Dipl.-Inf. Jens Kürsten 
• AB4: Graphical User Interfaces (GUI): Herr Dipl.-Des. Arne Berger 
• AB5: Next Generation Networks (NGN): Herr Dipl.-Inf. Albrecht Kurze 
• AB6: IP-Based Services (IPS): Herr Dipl.-Inf. Markus Rickert 
• AB7: Digital Broadcasting (BRO): Herr Dipl.-Inf. Robert Knauf 
Neben der inhaltlichen Bearbeitung der Ziele des Vorhabens sachsMedia wurden Strategien zur 
Umsetzung der fünf strukturpolitischen Programmkriterien unter der Federführung jeweils eines 
Nachwuchswissenschaftlers entwickelt und umgesetzt. Gezielte Unterstützung erhielt die NWG 
durch die begleitende Evaluation durch Dr. Thielbeer Consulting. In drei aufeinander aufbauenden 
Workshops zur Struktur-, Verhaltens- und Wirkungsanalyse der Initiative wurden Maßnahmen 
vorgestellt und besprochen sowie Verbesserungspotenzial erörtert. Zusätzlich flossen die 
Erkenntnisse aus den gemeinschaftlichen Veranstaltungen für alle InnoProfile Vorhaben in die 
Bearbeitung der Kriterien ein.  
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Ab 2009 wurde aktiv am vom ebenfalls in Chemnitz ansässigen Profil InnoZug initiierten InnoProfile-
Stammtisch teilgenommen. Dieser Zusammenschluss der fünf Chemnitzer InnoProfile-Vorhaben 
ermöglichte durch einen intensiven Austausch bezüglich organisatorischer und strategischer Fragen 
ein konzentriertes Vorgehen beim Technologietransfer in die regionale Wirtschaft, bei der 
systematischen Weiterbildung der Nachwuchswissenschaftler und zur Förderung der 
projektübergreifenden Zusammenarbeit. 
3.3. Ergebnisse 
Das strategische Ziel von sachsMedia war die Entwicklung von Programmierschnittstellen (APIs) zur 
Bereitstellung wesentlicher Kernfunktionalitäten in den jeweiligen Arbeitspaketen. Aufbauend darauf 
wurden zur Präsentation der erzielten Ergebnisse für ausgewählte Anwendungsszenarien 
prototypische Demonstratoren entwickelt. Diese wurden sowohl auf Statusseminaren mit den 
Projektpartnern als auch auf eigenen Workshops und Messeauftritten vorgestellt: 
• Kickoff-Seminar am 17. April 2007 
• Statusseminar sachsMedia am 04. Dezember 2008 
• Workshop „Audiovisuelle Medien“ am 04. und 05. Juni 2009 
• Statusseminar sachsMedia am 05. Juni 2009 
• Präsentation am mitteldeutschen Gemeinschaftsstand „Forschung für die Zukunft“ auf der 
CeBIT vom 02. bis 06. März 2010 
• Live-Übertragung und On-Demand Bereitstellung der Vorträge der Chemnitzer Linux Tage als 
Showcase am 13. Und 14. März 2010 
• Präsentation beim Bundessieg „Jugend forscht“ in Essen am 16. Mai 2010 
• Workshop „Audiovisuelle Medien“ am 01. und 02. Juni 2010 
• Statusseminar sachsMedia am 02. Juni 2010 
• Präsentation am Gemeinschaftsstand mit der Universität Passau auf dem IFA TechWatch 
vom 03. bis 08. September 2010 
• Präsentation auf der Fernsehmesse Leipzig am 22. Oktober 2010 
• Präsentation am mitteldeutschen Gemeinschaftsstand „Forschung für die Zukunft“ auf der 
CeBIT vom 01. bis 05. März 2011 
• Live-Übertragung und On-Demand Bereitstellung der Vorträge der Chemnitzer Linux Tage als 
Showcase am 19. Und 20. März 2011 
• Live-Übertragung und On-Demand Bereitstellung der Feierlichkeiten zum Jubiläum 
„175 Jahre  TU Chemnitz“ am 2. Mai 2011 
• Aktive Gestaltung, Ausrichtung und Live-Übertragung der Konferenz 
„Mensch und Computer“ in Chemnitz vom 11. bis 14. September 2011 
• Abschlussworkshop am 1. Februar 2012 
• Präsentation am mitteldeutschen Gemeinschaftsstand „Forschung für die Zukunft“ auf der 
CeBIT vom 06. bis 10. März 2012 
• Live-Übertragung der Vorträge der Chemnitzer Linux Tage am 17. und 18. März 2012 
Neben den hier aufgeführten öffentlichen Veranstaltungen wurden regelmäßig weitere bilaterale 
Treffen mit Vertretern der Partnerunternehmen durchgeführt. Diese dienten der Absprache von 
gemeinschaftlichen Forschungs- und Entwicklungsarbeiten sowie der Präsentation erzielter 
Zwischenergebnisse. 
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4. Wissenschaftlich-technische Ausgangssituation 
In Anlehnung an die beiden Säulen des InnoProfile Vorhabens sachsMedia (siehe I.1) wird die 
wissenschaftliche Ausgangssituation im Folgenden für die beiden Teilaspekte 
Medienretrieval & -analyse sowie Mediendistribution betrachtet. 
4.1. Medienretrieval und –analyse 
Im Bereich des klassischen textbasierten Information Retrieval konnte nicht nur auf eine 
jahrzehntelange Forschung zurückgegriffen werden, sondern es existierte hier auch eine ganze Reihe 
von Open Source Retrieval-Engines. Die gängigste Bibliothek dieser Art war die Open Source 
Software Lucene. Sie basiert auf Java und lässt sich gut den jeweiligen Bedürfnissen anpassen.  
Anders sieht es im Medienretrieval aus. Zwar gab es auch hier einige Entwicklungen und 
experimentelle Systeme wie zum Beispiel für das Bildretrieval Cires (University of Texas), SIMPLYcity 
(Pennsylvania State University), Blobworld (Berkeley), MARS (University of California), MetaSeek 
(University of Columbia) und  SQUID (University of Surrey) oder das Videoretrieval ASSAVID 
(viplab.dsi.unifi.it/ ASSAVID/), JACOB (Universität Palermo), Viper (Universität Genf) und VideoQ 
(Universität Columbia). Solche Systeme sind allerdings stets auf Einzelaspekte (Bild oder Video, Farbe 
oder Form) optimierte Gesamtsysteme. Für den in sachsMedia angestrebten Einsatz fehlte in den 
vorhandenen Systemen die entsprechende technische Anschlussfähigkeit.  
Für die in sachsMedia benötigten Informationen waren vor allem die Erkenntnisse des Image 
Retrieval und der Bilderkennung interessant. Das Content Based Image Retrieval (CBIR) beschäftigt 
sich mit bildlichen Informationen, ohne dass textliche Umschreibungen zu Hilfe genommen werden 
[FEN03]. Es gibt hier vier verschiedene Ansätze, die in der Forschung gut dokumentiert sind: Color-
Based Modeling untersucht Farbverteilungen in Bildern und versucht auf diese Art einfache 
Ähnlichkeiten zu ermitteln. Dieses Verfahren war trotz seines vergleichsweise simplen Ansatzes in 
der Praxis erstaunlich erfolgreich. Zumindest ist es den anderen folgenden Ansätzen für sich 
genommen überlegen. Diese kommen daher kaum ohne diese Methode aus. Das Texture-Based 
Modeling fokussiert auf Texturen, also Schwankungen in der Farbverteilung, so können 
beispielsweise das Bild eines blauen Sees aufgrund seiner etwas raueren Struktur von einer glatten 
blauen Wand unterschieden werden [TAM78]. Das Shape-Based Modeling wiederum versucht durch 
Kantendetektion grundlegende Formen zu ermitteln (z.B. der klassische Canny Edge-Detector 
[CAN86]). Diese können dann wiederum für eine momentan noch sehr rudimentär ausgeprägte 
Objekterkennung herangezogen werden. Das Spatial-Based Modeling schließlich legt von der 
Konzeption her quer zu den drei vorangegangenen Methoden: es unterscheidet Bilder zusätzlich 
nach der Position von Farben, Texturen oder Formen innerhalb des Bildes. 
Höhere Ansätze zur Bilderkennung waren zum Zeitpunkt der Antragstellung noch sehr rudimentär 
ausgeprägt. Im Image Retrieval beispielsweise gab es zwar eine ganze Reihe von Verfahren die sich 
mit der Entdeckung von Gesichtern in Bildmaterial beschäftigen [YAN02], jedoch ist dies ein sehr 
spezieller Fall. Ein System, das in der Lage wäre aus beliebigem Bildmaterial beliebige Objekte zu 
identifizieren ist nach heutigem Stand der Wissenschaft Utopie. Wohl aber gibt es Initiativen, welche 
die Forschung zumindest ansatzweise in diese Richtung treiben. So testet beispielsweise der High 
Level Feature Extraction Task der Information Retrieval Initiative die Fähigkeit der teilnehmenden 
Retrievalsysteme aus Keyframes von Videosequenzen Konzepte zu extrahieren. Diese Konzepte 
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waren zum Teil sehr allgemeiner Natur (z.B. Indoor / Outdoor), zum Teil aber bereits auf eine 
allgemeine Objekterkennung (z.B. Car / Truck / Bus / Boat) angelegt. Wie aufwändig die Erkennung 
solcher Konzepte, und wie weit der noch zu beschreitende Weg hier ist, zeigte sich allein schon darin, 
dass für die letzte TRECVID-Kampagne 2005 vor Antragstellung gerade 10 solcher Konzepte zur 
Evaluation herangezogen wurden. 
Die Generierung von Objekten und Konzepten aus Bildmaterial ist also extrem schwierig, weshalb die 
Forschung einen zweiten Weg beschreitet, um semantische Inhalte in Bildern festzuhalten: 
Annotationen. Hierbei handelt es sich um textliche Kommentierungen oder Beschreibungen von 
Bildern, die es ermöglichen die Problematik des Retrievals von der reinen Bildinformation auf die 
Textebene zu heben. Dabei greifen die traditionellen Mittel des Dokument-Retrievals, also der Suche 
in textlicher Information. Hier war die Forschung vor Beginn des Vorhabens sachsMedia bereits 
deutlich weiter. [EIB03]  
Von besonderen Interesse für sachsMedia war eine Initiative der Motion Pictures Experts Group 
MPEG: Diese schlug in ihrem Standard MPEG-71 eine XML-basierte Methode [WES03] zur 
Beschreibung medial codierter Informationen vor. Dabei stellen sie Schemata für die 
unterschiedlichsten Medientypen vor (Image, Video, Audio, Audiovisuell, Multimedia, etc.). Diese 
Schemata können zum einen ganz einfache Informationen wie die oben beschriebenen 
Modellierungen von Farbe, Textur, Form und Position aufnehmen, zum anderen können sie auch 
höhere semantische Bezüge integrieren, die nur durch eine intellektuelle textliche Beschreibung 
geschaffen werden können (wie z.B.: „Das Bild X zeigt ein Gruppenfoto der Staats- und 
Regierungschefs beim G8-Treffen in Davos.“). Die konzeptuell einfachste Methode, geeignete 
Annotationen zu schaffen, ist die intellektuelle Kommentierung [RYU02] (z.B.: VideoAnnEx von IBM). 
Diese ist allerdings gleichzeitig auch die ressourcenintensivste. Eine möglichst weitgehende 
automatische Generierung der Beschreibungen war demnach wünschenswert. 
Andere Studien untersuchten verschiedene Videotypen wie Werbung, Seifenopern, Nachrichten, 
Kochsendungen, Fernsehmagazine, Quiz-Shows, Comedy-Shows und Dokumentationen und zeigten, 
dass die verschiedenen Typen völlig unterschiedlich auf gegebene Schwellwerte reagieren. Die 
wissenschaftliche Herausforderung lag demnach in der dynamischen Schwellwertbildung in 
Abhängigkeit vom vorhandenen Videomaterial.  
An der Professur Medieninformatik wurde seit 2004 eine Medienretrieval–Gruppe aufgebaut, aus 
der heraus bereits vor sachsMedia mehrere Studien- und Diplomarbeiten entstanden sind. Bereits im  
Jahr 2006 nahm die Gruppe am Cross Language Evaluation Forum, einem EU Wettbewerb zu 
Vergleich von Retrievalverfahren, teil. Im Bereich des monolingual domain specific retrieval erzielte 
die Gruppe die besten Ergebnisse der Teilnehmer [KÜR06] und konnte sich gegen eine starke 
Konkurrenz wie beispielsweise der University of Berkeley durchsetzen. Auch im Bereich des 
Bildretrieval befand sich die Chemnitzer Gruppe unter den besten 10 von 50 Teilnehmern. [WIL06]  
                                                            
1 Martinez, Jose (2001). ISO/IEC JTC1/SC29/WG11 Coding of Moving Pictures and Audio. Overview of the 
MPEG-7 Standard (version 5.0). http://mpeg.telecomitalialab.com/standards/mpeg-7/mpeg-7.htm 
(eingesehen: 18.9.2006) 
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4.2. Mediendistribution 
Der Start des deutschen digitalen terrestrischen Fernsehens (DVB-T) wurde Ende 2002 in der Region 
Berlin/Brandenburg vollzogen und seitdem kontinuierlich fortgesetzt. Es kamen im Allgemeinen 4 
Multiplexe pro Frequenz zum Einsatz2, die überwiegend von öffentlich-rechtlichen Sendeanstalten 
gespeist wurden. Private Programmanbieter nahmen zu Beginn des Vorhabens sachsMedia nur in 
wenigen deutschen Ballungsräumen an DVB-T teil. Grund dafür war das ungünstige 
Kosten-/Zuschauerverhältnis für eine flächendeckende Ausstrahlung im Vergleich zu Kabel und 
Satellit. Dennoch war laut Beschluss des Bundeskabinetts auf Basis der „Initiative Digitaler Rundfunk“ 
eine endgültige Abschaltung des analogen deutschen Fernsehens für 2010 sowie des Radios 2015 
vorgesehen.  
Der ebenfalls digitale terrestrische Übertragungsstandard DVB-H  für mobile Endgeräte mit kleinen 
Bildschirmgrößen [ETS04] stellte einen weiteren Verbreitungsweg dar. Dieser war hinsichtlich 
Bandbreitennutzung und Energieeinsparung speziell für Geräte wie Mobiltelefonen und PDA 
(Personal Digital Assistent) ausgelegt und wurde vom DVB-Konsortium zum Jahresende 2004 
verabschiedet. Technisch basiert DVB-H auf DVB-T, enthält aber zusätzlich spezielle Merkmale wie 
impulsartige Übertragung oder einen vereinfachten Übergang zwischen zwei Funkzellen. Die 
Übertragung der DVB-H-Nutzdaten erfolgt im Gegensatz zu DVB-T durch Einkapselung in IP-
Datagramme, wodurch sich eine internetähnliche Interaktivität unter Nutzung der Rückkanalfähigkeit 
von Handys erzielen lässt. Pro Frequenz bzw. Kanal können bedingt durch die kleineren 
Gerätedimensionen bzw. den moderneren Komprimierungsverfahren MPEG-4 / H.264 und HE-AAC 
v2 deutlich mehr TV- (bis ca. 20) oder Radioprogramme (bis ca. 120) kostengünstiger übertragen 
werden als bei herkömmlichem DVB-T3. Erweiterte Anwendungen im Rahmen von DVB-H waren 
daher personalisierte, lokalisierte und interaktive Informationsangebote4. Über DVB-H verbreitete 
Mediendienste befanden sich zum Start von sachsMedia in der Einführungsphase, in welcher sich 
Geschäftsmodelle, Formate und lokale bzw. regionale Kompetenzen entwickelten. Nach erfolgreich 
abgeschlossenen regionalen Testserien sollten fest etablierte überregionale Mediendienste im Jahr 
2007 gestartet werden5. 
Im Bereich des digitalen Fernseh- und Radioempfanges arbeitete die Medieninformatik seit 2004 am 
Digitalen Multimedia Entertainment System (DMES), mit dem eine große Palette von Anwendungen 
in Zusammenhang mit DVB möglich wurde. Dieses kann mit dem auf freier Software basierenden 
System empfangen, aufgezeichnet, zeitversetzt wiedergegeben, weiterverarbeitet, verteilt und 
archiviert werden. Weiterhin werden interaktive Programmangebote nutzbar gemacht (z.B. 
Programmübersicht, Informationsportale oder Teilnahme an Spielesendungen, etc.). Das System wird 
im Rahmen von Praktika, Studien- und Diplomarbeiten weiterentwickelt und wurde 2006 auf der 
CeBIT vorgestellt. 
                                                            
2 ZDF Zweites Deutsches Fernsehen: DVB-T: Das Überallfernsehen. Website (Stand: 29.05.2006). 
http://www.ueberallfernsehen.de (eingesehen: 18.9.2006) 
3 Dr. Bertold Heil, T-Systems: Entwicklungsperspektiven Mobile TV. Presseworkshop IFA 2005. http://www.t-
systems.de/coremedia/generator/w3.t-systems.de/de/Startseite/PresseAnalysten/PresseCenter/ 
property=blobContent/id=135696/23__Folien__Mobile__TV__Workshop__IFA-ps.pdf (eingesehen: 18.9.2006) 
4 Walter Berner, Landesanstalt für Kommunikation: Was bringen DMB und DVB-H?, Vortrag 27.07.2005. 
http://www.lfk.de/veranstaltungen/sonstige/download/Vortrag-Berner-270705.pdf (eingesehen: 18.9.2006) 
5 DVB Project Office: DVB-H: Global Mobile TV. Website (Stand: 02.07.2006) 
 http://www.dvb-h.org/services/services-germany.htm (eingesehen: 18.9.2006) 
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Eine weitere wichtige Facette der digitalen Mediendistribution waren konvergente Netzstrukturen. 
Hier gab es zu Beginn des Vorhabens sachsMedia bereits erste Ansätze, die jedoch noch weit vom 
Praxiseinsatz entfernt waren. Ein Next Generation Network (NGN) ist ein konvergentes Netz, welches 
die Funktionalitäten bislang nebeneinander existierender Telekommunikationsnetze wie Telefon-, 
Breitband-Kabelnetz, Internet, etc. miteinander vereint. Die Vereinfachung und Vereinheitlichung 
verschiedenster Technologien unter Beibehaltung der Dienstqualität gilt als eine der zentralen 
Herausforderungen der Entwicklung von NGNs. NGN basieren zum einen auf paketbasierter 
Kommunikation, d.h. die herkömmlichen leitungsbasierten Netze werden ersetzt. Hier entsteht das 
Problem, die Qualität der Dienste (quality-of-service, QoS) zu erhalten. Zentraler Punkt ist die 
Entkopplung der Service-Architektur von der darunter liegenden Transportarchitektur. So können auf 
einem einzigen Netz unterschiedlichste Dienste mit verschiedensten Bandbreiten und Quality-of-
Service-Technologien genutzt werden. Wirtschaftlich gesehen kann über ein solches Netz der 
Wettbewerb verschiedener Anbieter gefördert werden.  
Zum Zeitpunkt der Antragstellung befand sich der Telekommunikationsmarkt in einer 
technologischen Umbruchphase, die eine Homogenisierung der verwendeten Technologien 
notwendig machte, um die verschiedenen Kundenansprüche und technischen Möglichkeiten sinnvoll 
handhaben zu können. Treibende Kräfte dieser Entwicklung sind vor allem neue Entwicklungen der 
Telefonie (voice over IP) sowie in der Unterhaltung (Video und TV über Internet), bzw. einer 
Konvergenz der beiden (mobile TV). Die Hersteller von Telekommunikationsnetzen standen hier vor 
dem Problem, dass das herkömmliche Telefonnetz PSTN zwar seit Jahrzehnten zuverlässig und 
kostengünstig funktioniert, neue Dienste darauf jedoch kaum zu realisieren waren. Deshalb 
begannen Carrier vor einigen Jahren, Teile ihres Netzes durch neue Technologien zu ersetzen. So 
entstanden hybride Netze, in denen ein Großteil der Kommunikation paketbasiert abläuft, jedoch der 
Zugang zu Kunden herkömmlich realisiert bleibt.  
Bezeichnend für die angestrebte Konvergenz der Netze und der darauf transportierten Medien war 
der Begriff Triple Play, der das Angebot der drei Medien Telefonie, Fernsehen und Internet aus einer 
Hand bezeichnet. Hier konkurrierten zwei Methoden: Der Ausbau von DSL und der Ausbau des 
Kabelnetzes zu Triple Play. Beide haben mit prinzipiellen Problemen zu kämpfen, die auftauchen, 
wenn ein für ein bestimmtes Medium optimiertes Netz für andere Medien angepasst werden soll. 
Der einfache Ausbau der DSL- oder Kabelnetze hin zu Triple Play erfüllte aber noch nicht die Idee, die 
hinter NGN steht. Hier kommt noch der Aspekt der Mobilität und Flexibilität hinzu: Wo immer sich 
ein Anwender auf der Welt gerade befindet, er soll immer unter der gleichen Telefonnummer 
erreichbar sein. Er soll eine Fernsehsendung sehen können wann, wo und mit welchem Gerät er 
möchte. Dazu müssen die Netze für mobile Endgeräte ausgestattet werden und über offene 
Schnittstellen verfügen. 
An solchen offenen Schnittstellen arbeitet die Medieninformatik der TU Chemnitz eng zusammen mit 
der envia Tel. Hier werden Möglichkeiten zum Einsatz von Open Source-Software für NGN 
untersucht. Basis hier ist eTOM (enhanced telecom Operations Map), einem Referenzmodell des 
Telemanagementforums TMF, einem Zusammenschluss zahlreicher 
Telekommunikationsunternehmen mit dem Ziel, die für diese Unternehmen typischen Prozesse zu 
untersuchen. Anhand dieses Beispielmodells wurden verschiedene NGN-Komponenten 
implementiert und auf der Open Source Basis Asterisk eine Telefonanlage für Unternehmen 
konzipiert und prototypisch umgesetzt. 
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Im Bereich der Fernsehübertagung arbeitete das DVB-Projekt im Rahmen der NGN-Philosophie am 
offenen IP-Datacast-Standard (IPDC), der IP-basierte Vermittlungen über DVB-H insbesondere für 
mobile Endgeräte ermöglichen sollte. Zusammen mit Rückkanal-Signalisierung bspw. über 
Mobilfunknetze (GSM, GPRS, UMTS) oder IP-Verbindungen unter Vermittlungstätigkeit sogenannter 
Mediagateways sollten somit volle Interaktionsmöglichkeiten mit dem Dienstanbieter entstehen. Der 
Vorteil der Nutzung des IP-Datacasting liegt darin, dass es auf einer abstrakten Übertragungsschicht 
aufsetzt und somit für eine große Vielzahl von Übertragungswegen flexibel einsetzbar ist. 
Applikationen laufen nicht mehr in proprietären Hardwareumgebungen ab, sondern werden auf IP- 
und softwarebasierte Plattformen verlegt.  Der Verbraucher erhält damit eine breitere Auswahl von 
möglichen Endgeräten und Netzen, über die er einheitliche Mediendienste empfangen kann. 
4.3. Fachliteratur 
Für die Bearbeitung der wissenschaftlichen Fragestellungen des Vorhabens sachsMedia wurde im 
Wesentlichen auf Fachliteratur aus unterschiedlichen Quellen zugegriffen. So wurden neben der 
Universitätsbibliothek der TU Chemnitz und entsprechenden Online-Datenbanken (bspw. ACM 
Digital Library) auch Fachzeitschriften beschafft, anhand derer aktuelle Trends der 
Telekommunikationsbranche sowie politische Entscheidungen antizipiert bzw. verfolgt wurden. 
Zudem konnte der NWG und den beteiligten Unternehmen aktuelle Literatur für die einzelnen 
Forschungsgebiete durch Teilnahmen an entsprechenden Fachkonferenzen zugänglich gemacht 
werden. Die entsprechenden Belege können dem zahlenmäßigen Nachweis entnommen werden. 
5. Zusammenarbeit mit anderen Stellen 
Zum Start des Förderzeitraums kooperierte die NWG sachsMedia zur gemeinsamen Bearbeitung 
kritischer Forschungshürden mit den folgenden regionalen Unternehmen bzw. Verbänden: 
• Arbeitsgemeinschaft Regionalfernsehveranstalter in Sachsen (ARiS), Grünhain-Beierfeld 
• envia TEL GmbH, Markkleeberg 
• HMS oHG, Halle 
• Kabeljournal GmbH, Grünhain-Beierfeld 
• Mugler AG, Oberlungwitz 
Die überregionalen Unternehmen Siemens AG und o2 (Germany) bekräftigten zu Beginn des 
Vorhabens sachsMedia ihr Interesse an den Forschungsergebnissen der NWG. Eine aktive 
Kooperation mit kontinuierlichem, bilateralem Austausch konnte jedoch im Anschluss daran nicht 
etabliert werden. Im Verlauf des Vorhabens konnten durch die Auftritte der NWG auf verschiedenen 
öffentlichkeitswirksamen Veranstaltungen wie der Fernsehmesse, CeBIT oder IFA weitere aktive 
Kooperationen geschlossen werden: 
• SACHSEN FERNSEHEN GmbH & Co. Fernseh- Betriebs KG (ab 2008), Chemnitz 
• FusionSystems GmbH (bis 2009), Chemnitz 
• Intenta GmbH (ab 2010), Chemnitz 
• Fink&Partner GmbH (ab 2010), Dresden bzw. München 
Neben der Zusammenarbeit mit Partnern aus der Privatwirtschaft kooperierten die 
Nachwuchsforscher themenspezifisch mit verschiedenen Einrichtungen aus dem akademischen 
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Umfeld. Dies gilt für themenverwandte Professuren an der TU Chemnitz bzw. der Universität Passau 
sowie für Interessengemeinschaften: 
 
• Professur für Nachrichtentechnik, TU Chemnitz 
• Professur Prozessautomatisierung, TU Chemnitz 
• Professur Digital- und Schaltungstechnik, TU Chemnitz 
• Professur Technische Informatik, TU Chemnitz 
• Professur Mediennutzung, TU Chemnitz 
• Lehrstuhl für Verteilte Informationssysteme, Universität Passau 
• Multi Sensor Based Image Processing Group (MSIP), Chemnitz 
Besonders hervorzuheben ist die Zusammenarbeit mit dem Lehrstuhl für Verteilte 
Informationssysteme der Universität Passau, deren Ausgangspunkt der Workshop „Audiovisuelle 
Medien“ im Jahr 2009 war. Die Kooperation mündete in gemeinsame Messeauftritte und darüber 
hinaus konnte ein halbjährlich stattfindender Doktorandenworkshop etabliert werden. 
  




1. Verwendung der Zuwendung und der erzielten Ergebnisse im Einzelnen 
Nachfolgend werden die wesentlichen Ergebnisse des Initiative sachsMedia entsprechend der 
Arbeitsbereiche (siehe Abbildung 1) vorgestellt. 
1.1. AB 1: Sprachanalyse (SPR) 
Dieses Arbeitsgebiet beschäftigte sich mit der Analyse sprachlicher Informationen in Videos und war 
in vier wesentliche Teile untergliedert: Textanalyse, Sprechererkennung, Spracherkennung und 
semantische Analyse. 
Im ersten Teil wurde die Implementierung eines Texterkennungsverfahrens für Videos und dessen 
Evaluation behandelt. Mit Hilfe der Texterkennung sollten Texteinblendungen aus sogenannten 
Bauchbinden oder Texttafeln sowie Szenentext erkannt werden. Der zweite Teil beschäftigte sich mit 
der Sprechererkennung, die sowohl trainiert als auch ohne Vorwissen realisiert werden sollte. Im 
dritten Teil sollten Spracherkennungs-APIs evaluiert und eine geeignete Auswahl in das geschaffene 
Analyse-Framework integriert werden. Zum Schluss sollten anhand der Resultate der 
Spracherkennung mit entsprechenden Verfahren semantische Zusammenhänge ermittelt werden. 
1.1.1. Texterkennung 
Die Implementierung eines mehrstufigen Verfahrens ist in der Lage, verschiedene Arten von Overlay-Text zu extrahieren 
und zu erkennen (siehe  
Abbildung 2:). Da Text mehrere Sekunden zu sehen sein muss, um ihn lesen zu können, ist es möglich 
bei der Analyse mehrere Frames zu überspringen. Da die getesteten Verfahren rechenintensiv sind, 
wurde eine heuristische Analyse eingebaut, die anhand der Anzahl der Kantenpixel eine Vorauswahl 
trifft, ob das zu bearbeitende Bild einen oder mehrere Textkandidaten beinhaltet oder nicht. Diese 
Vorentscheidung zählt Kantenpixel, deren Gradient einen von der Gesamtanzahl sichtbarer Pixel 
abhängigen Schwellwert überschreiten muss. 
Mit Hilfe eines auf der Diskreten Cosinus-Transformation basierenden Verfahrens werden bestimmte 
Frequenzen im Frame hervorgehoben. Da der Abstand zwischen Textpixeln und Hintergrund relativ 
konstant ist, ist die Frequenz dieser Wechsel eingeschränkt und kann verstärkt werden. Im Anschluss 
daran wird mit das Bild mit Hilfe eines dynamischen Schwellwerts in ein Binärbild umgewandelt. Das 
Ergebnis bildet die Grundlage zur automatischen Bestimmung individuell abgeschlossener Textboxen, 
sogenannter Bounding-Boxes, welche später genutzt werden um den extrahierten Text in seiner 
Position im Bild zu verorten. Der folgende Schritt erkennt über bestimmte Merkmale im Histogramm 
Vorder- und Hintergrund. Damit ist es möglich Text schwarz zu färben und den Hintergrund weiß. Das 
Ergebnis wird der tesseract-API6 zur Texterkennung übergeben und mit den Daten der Textposition 
und der Frame-Nummer als Metadaten bereitgestellt. 
                                                            
6 http://code.google.com/p/tesseract-ocr/ (eingesehen: 7.8.2012) 
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Abbildung 2: Workflow der Texterkennung mit  (a) Original-Frame, (b) heuristischer Textkandidatenbestimmung, (c) 
diskreter Cosinus-Transformation, (d) binarisierter Maske, (e) maskiertem Text und (f) Textfarbenbestimmung und 
Binarisierung  für OCR-API. 
1.1.2. Sprechererkennung 
Für die Sprechererkennung wurde die Extraktion komprimierter Audiodaten in das bestehende 
Analyse-Framework eingebunden. Um zu vermeiden, dass Nicht-Sprache mit trainiert wird, werden 
stimmlose Laute zuvor aus dem Signal entfernt. Weiterhin wurde ein klassisches Verfahren zur 
Identifizierung von Sprechern integriert und an das existierende Analyse-Framework angepasst. 
Dieses Verfahren basiert auf der Vektorquantisierung. 
Unter Verwendung des LBG-Clusteralgorithmus werden Sprecher nahezu optimal trainiert. Zur 
Erkennung können verschiedene Kennzahlen und Merkmale für den Vergleich genutzt werden. Als 
allgemeinhin bestes Maß hat sich die Kreuzkorrelation erwiesen. Dieses Verfahren ist jedoch sehr 
rechenintensiv und kann durch den quadratisch euklidischen Abstand ersetzt werden. Da für den 
Einsatz des beschriebenen Verfahrens Vorwissen notwendig ist, wurden weitere Methoden 
implementiert. 
So wurde eine Sprecherwechselerkennung mit Sprecherseparierung untersucht und eingebunden. 
Bei diesem Verfahren werden zuerst Sprachpausen ermittelt und als potentielle Sprecherwechsel 
erkannt. Diese Sprachpausen werden zur Berechnung eines Profils für Hintergrundgeräusche 
verwendet. Mit Hilfe dieses Geräuschprofils wird eine Hintergrundgeräuschfilterung angewendet. 
Weiterhin werden klassische Merkmale, wie Cepstrum und Pitch, des Audiosignals mittels 
Kreuzkorrelation mit einander verglichen. Sollte sich der Unterschied zweier benachbarter 
Audiofenster zu stark voneinander unterscheiden, liegt ein potentieller Sprecherwechsel vor. Mit 
diesem und dem vorhergehenden Schritt erfolgt eine Vorsegmentierung des Audiosignals. Die 
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Segmente werden anschließend mittels Gaußscher Mischverteilungsmodelle (GMM) trainiert und auf 
Ähnlichkeit überprüft. Das Verfahren wurde für eindimensionale als auch für mehrdimensionale 
GMMs implementiert. Die Untersuchung der beiden Varianten zeigte, dass die mehrdimensionalen 
GMMs bessere Ergebnisse bei weniger Falschdetektionen liefern. Diese Verbesserung wird jedoch 
mit deutlich höherer Rechenzeit erkauft. 
Bei der Auswertung der Verfahren zur Separierung von Sprechern zeigte sich in speziellen Fällen eine 
besonders hohe Rate an Falschdetektionen. Dies lag vorwiegend an plötzlich auftretenden 
Hintergrundgeräuschen, die im von den Lokalsendern bereitgestellten Material insbesondere bei 
Außenaufnahmen vorkamen. In anderen Fällen wurden gar keine Wechsel erkannt. Dies trat dann 
auf, wenn sich besonders ähnliche Sprecher abwechselten, wie zum Beispiel zwei Frauen deren 
Sprecherprofil eine ähnliche Tonlage aufwies. Zur weiteren Verbesserung der Sprechererkennung 
wurden zusätzliche Verfahren untersucht. Dies waren zum einen die Analyse der 
Frequenzmodulation und der Cepstralmodulation und zum anderen die modulierte Cepstral-
Cepstral-Analyse. Diese Verfahren reduzieren einerseits den Rechenaufwand und verbessern zudem 
die Klassifikationsergebnisse. 
1.1.3. Spracherkennung 
Im Arbeitspaket der Spracherkennung wurden drei verschiedene Systeme (zwei kommerzielle und 
eines aus der Wissenschaft) getestet, verglichen und in das bestehende Analyse-Framework 
integriert. Bei der Auswertung zeigte sich, dass die kommerziellen Programme bereits untrainiert 
relativ robuste Ergebnisse mit Erkennungsraten zwischen 30 und 50 Prozent (in Abhängigkeit vom 
Testkorpus) liefern. Die im Vergleich dazu schlechteren Erkennungsraten gleicht das 
wissenschaftliche Framework CMU Sphinx7 mit Schnittstellen zur Anpassung an Sprecher und 
Wortschatz mehr als aus. Denn durch die Nutzung dieser Schnittstellen ist mit CMU Sphinx eine 
Verbesserung der Ergebnisse der Spracherkennung möglich. 
In der Praxis kann man nicht von optimalen Bedingungen ausgehen. So haben die 
Hintergrundgeräusche, die Domäne der Testkorpora, die Professionalität der Sprecher sowie der 
Dialekt einen sehr starken Einfluss auf die Güte der Ergebnisse. Obwohl die kommerziellen Lösungen 
durchweg akzeptable Ergebnisse liefern, scheitern sie beispielsweise an Dialektsprechern. Ist der 
Wortschatz zu fachspezifisch sind auch hier keine gute Resultate zu erwarten. 
Es wurde eine Methode entwickelt, die es ermöglicht ein Sprachmodell für CMU Sphinx einfach zu 
erweitern. Ein automatischer Prozess ermöglicht eine Sprachmodellerweiterung mittels 
Textdokumenten. So werden automatisch ein phonetisches Wörterbuch erzeugt, der Wortschatz 
erweitert und N-gram Statistiken erstellt. Mit CMU Sphinx wurden Adaptionen an den sächsischen 
Dialekt vorgenommen und damit die Erkennungsrate um das bis zu Fünffache gesteigert. Weitere 
Untersuchungen wurden mit einem domänenspezifischen Korpus für Sprachprotokolle aus der 
chirurgischen Medizin durchgeführt. Die Ergebnisse übertrafen teils die der vorher eingesetzten 
kommerziellen Lösung. 
                                                            
7 http://cmusphinx.sourceforge.net/ (eingesehen: 7.8.2012) 
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1.1.4. Semantische Analyse 
Die semantische Analyse besteht aus zwei separaten Unterproblemen. Das erste ist das semantische 
Tagging und das zweite die Generierung eines semantischen Netzes. Mittels einer Bibliothek zur 
Erkennung von sogenannten Named Entities wurden den Transkriptionen semantische Tags 
hinzugefügt. Hierbei stellte sich heraus, dass Transkriptionen ohne Satzzeichen die Ergebnisse der 
Tagging Verfahren deutlich negativ beeinflussen. Auf Grund dieser Tatsache wurde eine 
Satzzeichenerkennung implementiert, die anhand spezieller Merkmale Satzgrenzen erkennen kann. 
Da das Verfahren jedoch keine brauchbaren Ergebnisse lieferte, wurde es nicht eingesetzt. Die 
Auswertung der Erkennung von Eigennamen zeigte keine zufriedenstellenden Ergebnisse mit 
Erkennungsraten unterhalb von 20 Prozent. Dies ist zum einen auf die Fehlerquote der 
Spracherkennung und zum anderen auf fehlende Satzzeichen zurückzuführen. 
Aufbauend auf dem Arbeitspaket für semantisches Tagging wurde die Erkennung von Textkonzepten 
bearbeitet. Dazu wurde ein semantisches Netz erzeugt, das die Beziehungen von erkannten Entitäten 
repräsentiert. Damit ist es möglich, verschiedene Aspekte einer Beziehung zwischen Entitäten zu 
betrachten und zu konfigurieren. Mit Hilfe dieses Verfahrens werden Beziehungen zwischen 
Entitäten über mehrere Videos erstellt und ausgebaut. So wird ein semantisches Netz über einen 
sehr großen Videobestand aufgebaut. 
Zur Identifikation von Fakten und Meinungen wurde ein Ansatz aus der Psychologie gewählt. Mit 
Hilfe der Bestimmung von Sicherheit in gesprochenem Text kann abgeleitet werden, ob eine Person 
über Faktenwissen verfügt oder sich nicht sicher ist, mit dem, was sie sagt. Eine Veränderung der 
Wortfrequenz gibt zusätzlich Aufschluss darüber, wie sicher ein Mensch sich fühlt. Ist die 
Wortfrequenz hoch, so ist sich die Person wahrscheinlich sicher in ihren Äußerungen. Fällt sie 
hingegen ab, kann man davon ausgehen, dass die Person unsicher ist. Ausgehend von dieser 
Tatsache kann ein qualitativer Maßstab an Aussagen von Personen getroffen werden. 
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1.2. AB 2: Videoanalyse (VID) 
Mit Hilfe der Videoanalyse können wichtige Informationen darüber gefunden werden, was in 
bewegten Bildern gezeigt wird. Hier werden zuerst grundlegende Bildinformationen extrahiert, um 
eine strukturelle Analyse des Videomaterials zu ermöglichen, indem eine Segmentierung in Schnitte 
mit repräsentativen Einzelbildern vorgenommen wird. Auf dieser Basis können dann sowohl 
Dialogszenen identifiziert als auch Nachrichtensprecher von zugehörigen Beiträgen unterschieden 
werden. 
Darauf aufbauend wurde ein allgemeines Verfahren entwickelt, Objekte im Videostrom zu ermitteln. 
Ziel ist die Identifikation einzelner Objekte, deren Benennung dann als suchbarer Index zur Verfügung 
steht. Aufgrund der Vielzahl möglicher Objekte konnte hier nur exemplarisch vorgegangen und auf 
dieser Basis ein Weg gezeigt werden, weitere Objekte zu identifizieren. Den Ausgangspunkt bildete 
dabei die Personenentdeckung, die wissenschaftlich schon gut durchdrungen ist und deren 
Applikationsfähigkeit primär am Beispiel von Gesichtern nachvollzogen wurde. Die existierenden 
Ansätze wurden speziell auf das verwendete Material lokaler Fernsehsender mit der Maßgabe 
zugeschnitten, dass möglichst wenige fehlerhafte Detektionen auftauchen, um eine Entwertung des 
Indexes für spätere Suchanfragen präventiv zu vermeiden. Letztlich wurde überprüft, inwieweit diese 
Verwahren verallgemeinerbar sind und auch für andere Objekte als Gesichter verwendet werden 
können, was exemplarisch bei der Erkennung von Fußgängern und Autos verifiziert wurde. 
1.2.1. Konzeption eines generischen Frameworks zur Metadatenextraktion 
Um die einheitliche Bearbeitung aller Arbeitspakete innerhalb der Videoanalyse und 
Spracherkennung zu gewährleisten, wurde parallel zu den Arbeitspaketen der ersten beiden 
Projektjahre das einheitliche und komplett API- und Java-basierte Lehr- und Forschungsframework 
AMOPA (Automated MOving Picture Annotator – siehe Abbildung 3) entwickelt. Das Ziel dieses 
Frameworks besteht in der Umsetzung beliebiger prozessgesteuerter Workflow-Konzepte, wie diese 
im Bereich der Bildverarbeitung als Bildverarbeitungsketten traditionell anzutreffen sind, die dann 
zur Extraktion von Metadaten angewendet werden können. Ein positiver Nebeneffekt besteht darin, 
dass dadurch die Entwicklungs- und Evaluationszeit von Algorithmen verkürzt werden kann. [RIT09a, 
RIT09b] 
So werden Videodateien über die eingebundenen quelloffenen Projekte OpenCV8 oder FFMPEG9 
geöffnet und einzelbildweise geladen und in entsprechende Datencontainer aus der API von ImageJ10 
übertragen, die dann der nachfolgenden Verarbeitungskette zur Verfügung gestellt werden. Das in 
JMU11 enthaltene Prozesskonzept (siehe Abbildung 4) erlaubt in der hier vorliegenden stark 
überarbeiteten Variante die dynamische Erstellung von Prozessketten beliebiger Topologie und 
beliebigen Verzweigungsgrades zur Laufzeit. Dabei wird jeder Prozess als einzelner selbstlaufender 
Thread gestartet, der eigenständig ressourcenschonend auf eingehende Produkte seines Vorgängers 
wartet, diese verarbeitet und wiederum seine Ergebnisse an den nächsten Prozess übergibt. 
Entwickler müssen also lediglich ein wissenschaftliches Verfahren in einzelne Prozessschritte 
unterteilen und ausprogrammieren, die dann jeweils die tatsächliche Verarbeitung eines Produktes 
                                                            
8 http://sourceforge.net/projects/opencvlibrary/ (eingesehen: 7.8.2012) 
9 http://ffmpeg.org/ (eingesehen: 7.8.2012) 
10 http://rsbweb.nih.gov/ij/ (eingesehen: 7.8.2012) 
11 http://sourceforge.net/projects/jmu/ (eingesehen: 7.8.2012) 
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durchführen. Die Konfiguration einer Prozesskette erfolgt wahlweise per XML-Datei oder GUI-Editor. 
Die offene Prozessstruktur gestattet die Kreation eigener Prozesse zum Auslesen von beliebigen 
Eingangs- und Ausgangsdaten und gewährt somit die kontinuierliche Bearbeitung großer 
Verzeichnisse mit zahlreichen Mediendateien sowie der Verarbeitung andersartiger Daten (Bilder, 
Texte, usw.). 
 
Abbildung 3: Architektur des Frameworks AMOPA, welches die Funktionalität zahlreicher angekoppelter Projekte 
aggregiert, in Beziehung zum Annotationstool und zur Datenbasis. 
 
Abbildung 4: Beispielhaftes Schema zur Erzeugung einer linearen Prozesskette, deren Elemente per XML-Datei dynamisch 
zusammengeschaltet werden können. 
Zusätzlich wurde dieses Tool in den Analyseworkflow zur Metadatenextraktion eingebunden. Dies 
erfolgt über die Webschnittstelle der Arbeitsposition Metadatenhandling, wonach eingehende 
Dateien automatisch mit zuvor definierten Prozessketten verarbeitet werden können. 
1.2.2. Strukturelle Videoanalyse 
Ziel 
Die ersten fünf Arbeitspakete legten den Grundstein für die strukturelle Analyse von Videos und 
deren weitere Verarbeitung. Dazu wird zuerst eine Segmentierung in Schnitte mit repräsentativen 
Einzelbildern vorgenommen, auf deren Basis sich dann sowohl Dialogszenen identifizieren als auch 
Nachrichtensprecher von zugehörigen Beiträgen unterscheiden lassen. 
Ergebnisse 
Das erste Arbeitspaket befasste sich mit der Erstellung eines repräsentativen Testdatensatzes aus 
den Datenmaterialien der Partnerunternehmen aus dem Kontext lokaler Fernsehsender, um die 
nachfolgenden Algorithmen entsprechend evaluieren und verbessern zu können. Das Videomaterial 
der Partner konnte mit Hilfe der bestehenden Datenkopplung zwischen Sendern und der Professur 
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Medieninformatik zur Projektmitte grundlegend analysiert werden. Diese Analyse zeigte eine enorme 
inhaltliche Heterogenität des Materials auf. 
Einen besonderen Stellenwert für die Nutzung automatischer Verfahren hat die strukturelle Analyse 
des Videomaterials, da sie üblicherweise eingesetzt wird, um den Zugang zu den Inhalten zu 
erleichtern. Daher wurden die Arbeitspakete zur strukturellen Analyse von Videos zuerst 
grundlegend erarbeitet und danach im Hinblick auf das Problem der Heterogenität modifiziert. 
 
Abbildung 5: Visualisierung der Schnitterkennung an einem Beispielvideo. Obere Reihe: Aktuelles Einzelbild (links); 
Bewegungsvektoren (Mitte links); Bewegungsfehler (Mitte rechts); Schlüsselbild der letzten Szene (rechts). 2. Reihe: 
Akkumulierte Fehlerkurve (grün) und aktuelle Fehlerkurve (rot), ausgelöster Schnitt (blaue Linie). 3. Reihe: RGB- und 
Grauwerthistogramm des aktuellen Bildes. 4. Reihe: Zeitliche Funktion zur statistischen Auswertung der Histogramme - 
Mittelwerte, Varianz, Schiefe und Wölbung. Unten: Tabellarische Ergebnisanzeige der gefundenen Schnitte: Videoname, 
Szenennummer, Start- und Endposition, Position des repräsentativen Schlüsselbildes, Schnitttyp (v.l.n.r.). 
Zuerst wurden klassische Operatoren im Gebiet der Bild- und Videoverarbeitung umgesetzt. Hierbei 
wurden Methoden zur Farbraumtransformation und zur Kantenanalyse implementiert, wobei auch 
moderne Methoden wie nichtlineare Gaußsche Filterketten [WEU94]untersucht worden sind, die 
auch verrauschte Kanten wiederherstellen können und so unter Umständen Objekte und Umgebung 
sowie Flächen besser voneinander abgrenzen als das bei klassischen Operatoren der Fall ist. 
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Anschließend wurden Verfahren zur Erkennung von Schnittgrenzen für den Einsatz auf Multi-
Prozessor-Systemen parallelisiert, um überhaupt die Bearbeitung nachfolgender Arbeitspakete 
verbessern zu können, wobei in mehreren Studien verschiedene Hauptmerkmale wie die Auswertung 
von Farb- und Grauwerthistogrammen sowie bewegungskompensierte Fehlermaße (vgl. [LIU06]) 
gründlich evaluiert und für das spätere Verfahren selektiert, kombiniert und visualisiert worden 
(siehe Abbildung 5). [RIT09a, RIT09b] 
Mehr als doppelt so schnell wie Echtzeit und mit hoher Genauigkeit können harte Schnitte detektiert 
werden [RIT11a]. Weiche Szenenübergänge werden von der aktuellen API hingegen weniger präzise 
erkannt, was aber aufgrund des stark ungleichen Verteilungsverhältnisses zwischen überaus vielen 
harten und äußerst seltenen weichen Schnitten in den vorliegenden Videomaterialien nur marginal 
ins Gewicht fiel. 
Die Extraktion repräsentativer Schlüsselbilder erfolgte über die Analyse kleinster Bewegungsvektoren 
innerhalb eines Shots und wurde später mit der Gesichtsdetektion verbunden, wonach Bilder 
bevorzugt werden, auf denen Menschen frontal abgebildet sind. Die Einbindung zukünftiger 
Objektdetektionsverfahren kann auch hier einen weiteren Qualitätssprung evozieren. 
 
Abbildung 6: Shot Composition. Ausschnitt ähnlich gruppierter Schlüsselbilder (v.l.n.r. oben nach unten.) aus einem 
einzelnen Videobeitrag. 
Bei der Zusammenfassung von Szenen über ihre repräsentativen Schlüsselbilder erwies sich die 
gewichtete Linearkombination vier visueller MPEG-7-Deskriptoren (Edge Histogram, Dominant Color, 
Scalable Color und Color Layout) in Kombination mit weiteren Farb- und Grauwerthistogrammen als 
ausreichendes Merkmal, um die Inhalte in Nachrichtenszenarios und benachbarten Dialogszenen 
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voneinander abzugrenzen sowie ähnliche nicht benachbarte Szenen innerhalb eines einzelnen Videos 
wiederzufinden und zu gruppieren (siehe Abbildung 6). 
Die Ergebnisse der strukturellen Videoanalyse und des Frameworks AMOPA wurden auf dem 
Symposium Lernen, Wissen, Adaptivität (2009) einem internationalen Fachpublikum vorgestellt [vgl. 
RIT09b]. 
1.2.3. Inhaltliche Videoanalyse: Gesichtsdetektion 
Ziel 
Der Themenbereich zur Detektion von Gesichtern erlaubt die Beantwortung allgemeiner 
Suchanfragen wie "Finde Bildmaterial, auf dem eine, zwei oder mehrere Personen abgebildet sind". 
Obgleich dieser Themenkomplex in der wissenschaftlichen Community gut durchdrungen ist, existiert 
eine nicht mindere Quote von Falschdetektionen, die es zu verbessern galt, damit der daran 
angeschlossene Index möglichst frei von Falscheinträgen gehalten werden kann und die korrekte 
Beantwortung späterer Suchanfragen nicht beeinträchtigt. 
Ergebnisse 
Zur Lokalisation von Gesichtern in Bildmaterialien wurde in einem ersten Ansatz ein Verfahren zur 
schnellen Objektdetektion nach Viola und Jones [VIO01, VIO04] implementiert und evaluiert. Als 
Basis dazu werden auf einem Trainingsdatensatz, bestehend aus Gesicht- und Nichtgesichtsbildern 
der Größe 20x20, erweiterte Haar-Merkmalen extrahiert. Das Meta-Optimierungsverfahren 
AdaBoost vereint auf dieser Basis die besten dieser Merkmale, um einen starken Lerner zu kreieren. 
Zusätzlich werden über eine Kaskadenstruktur mehrere solcher Klassifikatoren zu einem starken 
Klassifikator verkettet, wobei bei jedem Kettenglied der Datensatz an negativen Trainingsbeispielen 
ausgetauscht oder verändert wird. Der Vorteil dieser Methode besteht darin, dass nur ein Gesicht die 
vollständige Kaskadenstruktur durchlaufen muss. Nicht-Gesichter werden im Idealfall zuvor durch die 
Kettenglieder eliminiert. [VIO01] 
Das vorgestellte Verfahren wurde mit der Sliding-Windows-Technik kombiniert, bei der ein Fenster in 
unterschiedlichen Größen über das Bild geschoben wird und der trainierte Klassifikator bei jedem 
Bild entscheidet, ob dort ein Gesicht vorhanden ist oder nicht. Ein PAL-Bild mit einer Auflösung von 
720x576 Pixeln wird so in ca. 720.000 Fenster zerlegt. Die in der Literatur angegebene Falsch-Positiv-
Rate des Verfahrens liegt zwischen 10-4 und 10-5, was bedeutet, dass bei der Lokalisation von 
Gesichtern in nur einem PAL-Bild mehrere Nicht-Gesichtsfelder als Gesichter identifiziert werden 
können, was wiederum den Datenindex durch Ansammlung irrelevanter Daten verschlechtern 
würde. Durch eigene Verbesserungen konnten die Falsch-Positiven pro Fenster auf ca. 10-9 bis 10-10 
drastisch gesenkt werden, womit Falsch-Detektionen jetzt nur noch alle paar Bilder auftauchen. 
Erfolgreich getestet wurde dieser Ansatz auf repräsentativen Szenenbildern verschiedener 
Kategorien von Videomaterialien (siehe Abbildung 7). 
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Abbildung 7: Visualisierung der Gesichtsdetektion im Annotationstool. Links: Eingabedaten: Repräsentative 
Schlüsselbilder (oben) Parameterauswahl: Objektklasse, Klassifikator (unten). Mitte: Detektionen auf Eingabedaten 
(links) Extrahierte Regions of Interest (rechts). Rechts: Trainingsdatenbank des Klassifikators (aus FERET-Datenbank 
[PHI00]). (aus: [BER11c]) 
Um die langwierige Trainingszeit des AdaBoost-Verfahren weiter zu optimieren, wurden andere 
Boosting-Varianten implementiert und evaluiert. Dabei konnte Gradient-Boosting sowohl die 
benötigte Rechenzeit reduzieren als auch die Klassifikationsgüte positiv beeinflussen. [vgl. WIL11a] 
Darüber hinaus wurde die frontale Detektion um die Möglichkeit zum Auffinden von Halb- und 
Seitenprofilen erweitert. Durch die zusätzliche Verwendung eines Multi-Part-Ansatzes nach 
Schneiderman [SCH03], der separat trainierte Detektoren für Augen, Nase und Mund mit der 
frontalen Gesichtsdetektion kombiniert, konnte deren Falsch-Positive-Rate weiter erfolgreich 
gesenkt werden, was besonders wichtig ist, um indizierte Datenbestände weitgehend frei von 
Fehleinträgen zu halten, damit die Qualität nachfolgender Suchanfragen nicht beeinträchtigt wird. 
Aufgrund des hohen Rechenaufwandes ist der Einsatz der beschriebenen Verfahren auf Einzelbilder 
beschränkt, weshalb alternativ eine Methode entwickelt wurde, ein einzelnes im Bild prominent 
dargestelltes Gesicht (bspw. in Interviews) mittels Schwarmintelligenz in Echtzeit aufzufinden (siehe 
Abbildung 8). Obgleich nur auf farbigen Videos und Bildern anwendbar, konnte der im Themengebiet 
betreute Schüler Andreas Lang mit diesem Verfahren den Bundessieg beim 45. Wettbewerb Jugend 
forscht im Fachbereich Mathematik/Informatik und einen Sonderpreis beim europäischen 
Wettbewerb für junge Wissenschaftler (EUCYS 2010) erringen [LAN10a, LAN10b, LAN12]. 
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Abbildung 8: Anwendung der Partikelschwarmoptimierung zur Gesichtsdetektion auf verschiedenen Bildern. “Kleine 
orangefarbene Kreise stehen für die Partikel. Ein großer grüner Kreis beschreibt jeweils Größe und Position eines 
Gesichtes. In den Bildern sind  Menschen  verschiedener  Herkunft  zu  sehen”. (aus [LAN12]) 
In einem zusätzlichen Schritt der Optimierung der Boosting-Verfahren wurde die 
Partikelschwarmoptimierung [MAN08] derart modifiziert, dass die Merkmalsselektion der schwachen 
Lerner, die zuvor mit der Brute-Force-Methodik bestimmt wurden, nunmehr durch einzelne Partikel 
bestimmt werden können. Dies führte zu einer verbesserten Generalisierbarkeit sowie zu einer 
erheblichen Beschleunigung des Trainingsvorgangs. 
1.2.4. Inhaltliche Videoanalyse: Gesichtserkennung 
Ziel 
Die Wiedererkennung von Gesichtern aus einem bestehenden Datensatz ist der Detektion im 
Arbeitsablauf nachgeschaltet und zugleich Voraussetzung, um Suchanfragen der Form "Finde 
Bildmaterial, auf dem die Person XY abgebildet ist" beantworten zu können. 
Ergebnisse 
Im Bereich der Gesichtserkennung wurde in einem ersten Schritt die Wirksamkeit des Verfahrens der 
Hauptkomponentenanalyse (Principal Component Analysis) [RIT08] auf wissenschaftlichen 
Datensätzen prinzipiell aufgezeigt. Mittlere Erkennungsraten auf selektierten Testmaterialien 
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forderten jedoch eine weitere Verbesserung dieser Methodik, um deren Anwendbarkeit zu 
gewährleisten, wozu auch die Unabhängigkeitskomponentenanalyse (Independent Component 
Analysis) [BAR96] angewendet wurde. 
In Kombination mit den aus der Gesichtsdetektion beschriebenen Multi-Part-Detektoren konnten 
letztlich weitere Merkmale wie Abstand zwischen Augenpaaren, Mund und Nase zur besseren 
Identifizierung verwendet werden. Im vorliegenden äußerst heterogenen Datenmaterial der lokalen 
Fernsehsender konnten die Erkennungsraten auf selektierten Testkollektionen von 65 Prozent auf 
etwa 78 Prozent gesteigert werden. Diese Werte gelten für frontale Profile bei angemessener 
Ausleuchtung, wobei die Auflösung der Gesichtsregion zwischen Stirn und Mund nicht weniger als 
etwa 24 Pixel betragen darf. Zur Bestimmung des Namens einer Person, können entweder Resultate 
aus der Spracherkennung oder aus der Overlay-/Texterkennung verwendet werden. 
1.2.5. Inhaltliche Videoanalyse: Verallgemeinerte Objekterkennung 
Ziel 
Im diesem Arbeitsgebiet sollen die Verfahren aus der Gesichtsdetektion und –erkennung auf deren 
Generalisierbarkeit zur Lokalisation und Erkennung anderer Objektklassen untersucht werden. 
Ergebnisse 
Die vorliegenden Videomaterialien wurden dazu zuerst auf potentielle Objekte untersucht, die für 
spätere Suchanfragen relevant sein könnten. Hier hat sich die Menge der Gesichter, Personen 
(Fußgänger) und Autos als besonders brauchbar erschlossen [vgl. SER07, DOL12]. Im Arbeitsgebiet 
wurden im ersten Schritt existierende Verfahren recherchiert, wobei die zuvor beschriebenen 
Verfahren in Taxonomien eingegliedert wurden. Exemplarisch konnte am Beispiel der Fußgänger- 
und Autoerkennung gezeigt werden, dass die verwendeten Merkmale der Haar-Wavelets der 
Gesichtsdetektion von Viola und Jones ungeeignet sind. Merkmale wie die Histogramme orientierter 
Gradienten erzielen für diese Objektklassen bessere Ergebnisse (siehe Abbildung 9).  
 
Abbildung 9: Extraktionsprozess der Merkmale zur allgemeinen Objekterkennung am Beispiel der Fußgängererkennung: 
Orientierungsgradienten (links), Histogramme für verschiedene Richtungen (Mitte), Merkmalsvektor (rechts). 
(aus [THO11]) 
In diesem Zusammenhang wurde eine gemeinsame Veröffentlichung in Zusammenarbeit mit der 
Professur für Nachrichtentechnik auf der internationalen Konferenz Digital Image Computing and 
Technical Application in Noosa, Australien einem Fachpublikum präsentiert (vgl. [THO11]). 
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Die Bearbeitung und Evaluation der Arbeitspakete zur inhaltlichen Videoanalyse bedingte die 
Entwicklung eines Tools zur Annotation von Videos mit dessen Hilfe Objekte im Video intellektuell 
markiert und verfolgt werden konnten. Derartige Annotationen werden von musterbasierten 
Verfahren unabhängig von der zugrundeliegenden Objektklasse zum Training vorausgesetzt. Darüber 
hinaus vereinfachte dieses Tool die Erstellung eines Kataloges von auffindbaren Objektklassen aus 
dem Videomaterial der Sender, was für die Bearbeitung der letzten beiden Arbeitspakete notwendig 
war. Das Tool besitzt zudem graphische Routinen, die den Prozess des Trainings, der Detektion und 
Erkennung sowie der Evaluation graphisch abbilden und auswerten können (siehe Abbildung 7). 
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1.3. AB 3: Metadatenhandling (MDH) 
Wesentliche  Ziele des Arbeitsgebiets Metadatenhandling waren die Aufbereitung, Aggregation und 
Organisation der Beschreibungsdaten für audiovisuelle Medien zur Recherche in Medienarchiven. 
Diese Beschreibungsdaten umfassen in erster Linie die extrahierten Metadaten aus den 
automatischen Analyseprozessen (siehe AP Videoanalyse und AP Sprachanalyse), aber auch 
technische Beschreibungsdaten sowie manuell erstellte Inhaltsbeschreibungen. Zur Handhabung der 
diversen Arten von Metadaten sollte ein flexibles Framework mit Programmierschnittstellen 
entwickelt werden, welches insbesondere zu Recherchezwecken eingesetzt werden kann. 
1.3.1. Zusammenführung von Beschreibungsdaten für audiovisuellen Medien 
Ziel 
Unter der Berücksichtigung der Situation der am Vorhaben beteiligten Lokalsender sollte ein 
generisches Framework zur Verarbeitung audiovisueller Medien entstehen, welches die automatisch 
erzeugten Metadaten aus den Arbeitspaketen der Sprach- und Videoanalyse integriert. Von zentraler 
Bedeutung waren die spätere Erweiterbarkeit des Frameworks in Bezug auf zukünftige 
Beschreibungsdaten und –formate sowie die Datenkopplung zwischen den Sendern und der 
Infrastruktur der NWG sachsMedia an der TU Chemnitz. 
Ergebnisse 
Neben dem gemeinschaftlichen Aufbau einer Testkollektion mit den Arbeitsbereichen Video- und 
Sprachanalyse stand als erster wesentlicher Arbeitsschritt die Konzeption eines flexiblen Metadaten-
Frameworks mit Schnittstellen zur Integration und zum Zugriff auf die zugrundeliegenden 
Beschreibungsdaten an. Hierzu wurde in Zusammenarbeit mit dem Arbeitsbereich Graphical User 
Interfaces eine repräsentative Menge der im Vorhaben involvierten Lokalsender eine Befragung 
durchgeführt, welche Arten von Metadaten bereits erfasst, und in welchen Formaten diese 
vorgehalten werden. Ein Vergleich der Ergebnisse mit den umfangreichen Dokumentationsrichtlinien 
der öffentlich-rechtlichen Fernsehanstalten und weiteren Metadatenformaten offenbarte die zu 
erwartenden eklatanten Unterschiede zu den Lokalsendern. Die durchgeführte Umfrage schärfte hier 
das Bewusstsein der Betreiber der Lokalsender, dass zumindest ein minimales gemeinsames 
Beschreibungsformat erforderlich ist, um die Recherche in bzw. den Austausch von Inhalten 
überhaupt zu ermöglichen. Die Erkenntnisse aus den durchgeführten Untersuchungen wurden in 
[KÜR09b] zusammengefasst, publiziert und den Lokalsendern in einem Workshop vermittelt. 
Grundlage für die Konzeption des Metadaten-Frameworks  war eine eingehende Analyse 
bestehender Softwarelösungen zur automatischen Analyse und der Recherche in audiovisuellen 
Medien. Die schematische Darstellung des Framework Konzepts (siehe Abbildung 10) deutet die 
Schnittstellen zu den beteiligten Unternehmen an. Die Lokalsender stellten hauptsächlich 
Medieninhalte und zugehörige manuelle Beschreibungen bereit (Abbildung 10, links) und konnten im 
Verlauf des Projekts die entwickelten Demonstratoren zur Recherche in den Metadaten nutzen 
(Abbildung 10, rechts). Der modulare Aufbau des Frameworks ermöglicht die fortlaufende 
Integration weiterer Verfahren. 
Die Datenkopplung zu den Lokalsendern wurde, wie im Antrag angedeutet, durch eine technische 
Kopplung der Infrastruktur der NWG an das Projekt Sendernetz realisiert. Somit war eine 
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kontinuierliche Erweiterung der Testkollektionen für die in den Frameworks für Analyse und Retrieval 
entwickelten Algorithmen mit audiovisuellem Material von den eingebundenen Lokalsendern 
möglich.
 
Abbildung 10: Schematische Darstellung des entwickelten Frameworks zur Verarbeitung von Metadaten 
Für den integrativen Ansatz der Medienanalyse existierten mit einer Ausnahme überhaupt keine 
Ansätze. Das Projekt Java Media Utilities setzte ein vielversprechendes Konzept zur 
prozessorientierten Medienanalyse um, welches im Verlauf des Vorhabens sachsMedia als 
Ausgangspunkt für das AMOPA Framework fungierte (siehe Abschnitt 1.2.1). Im Bereich des Retrieval 
stellte die Apache Lucene12 Bibliothek wesentliche Grundfunktionalität für die Suche zur Verfügung 
und bildete fortan die Grundlage für die Entwicklung des Xtrieval Frameworks [KÜR08c]. Sämtliche 
Forschungsarbeiten im Kontext der Evaluation von Suchverfahren aus der NWG sachsMedia basieren 
auf ebendieser Software.  
Während der Laufzeit des Vorhabens wurden außerdem Bibliotheken aus der wissenschaftlichen 
Community (namentlich: Terrier13 und Lemur14) zur Untersuchung der Einflüsse unterschiedlicher 
Retrievalalgorithmen in Xtrieval integriert. Diese Zusammenführung bestehender 
Softwareentwicklungen, die ihrerseits den Stand der Technik abdecken, erlaubte eine kontinuierliche 
Analyse der Ergebnisse der entwickelten Analyseverfahren. Diese mündete nicht nur in stringente 
Veröffentlichungen im Kontext der Evaluation von Suchalgorithmen, sondern resultierte ebenso in 
hervorragenden Ergebnissen für verschiedene Suchprobleme im internationalen Vergleich. [KÜR08a, 
KÜR08b, WIL08, KÜR09a, KÜR10a] 
                                                            
12 http://lucene.apache.org/ (eingesehen: 7.8.2012) 
13 http://terrier.org/ (eingesehen: 7.8.2012) 
14 http://www.lemurproject.org/lemur.php (eingesehen: 7.8.2012) 
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1.3.2. Entwicklung einer prototypischen Suchmaschine für audiovisuelle Inhalte 
Ziel 
Zur Realisierung einer prototypischen Suchmaschine sollten die Ergebnisse der Sprach- und 
Videoanalyse in strukturierten XML-Formaten, bspw. im ISO-Standard MPEG-715, beschrieben und 
aggregiert werden. Wesentliches Ziel dieser Arbeiten war es einerseits zu bestimmen, inwieweit sich 
rein inhaltsbasierte Beschreibungen zur Suche in Mediendaten eignen und andererseits zu 
untersuchen, wie die Kombination dieser Merkmale mit textuellen Beschreibungen die Suche 
beeinflusst. Die erzielten Ergebnisse wurden in einem Demonstrator zur webbasierten Recherche in 
den Videoinhalten der Lokalsender sowie weiterer Testkollektionen integriert. Im Projektverlauf 
entstanden weitere Analyseprozesse, die sukzessive in das Framework einbezogen wurden. Durch 
die Integration dieser zusätzlichen Beschreibungsdaten konnte die prototypische Suche in ihrer 
Funktionalität kontinuierlich erweitert werden. 
Ergebnisse 
Als Ausgangspunkt für die Entwicklung des Suchmaschinenprototyps diente eine umfangreiche 
Bewertung der bestehenden Ansätze im Bereich der rein inhaltsbasierten Suche in Mediendaten 
basierend auf XML-Datenbanken. Wesentliche Vorteile dieser gegenüber klassischen relationalen 
Datenbanken sind die Integration heterogener Daten und die Möglichkeit beliebig verschachtelte 
Anfragenmittels XPath bzw. XQuery abzusetzen. Am Beispiel ausgewählter visueller MPEG-7 
Deskriptoren wurde im Anschluss untersucht inwieweit sich die Vorteile nativer XML-Datenbanken 
für die avisierten Anwendungsfälle ausnutzen lassen. Dazu wurden verschiedene Implementierungen 
von XML-Datenbanken, namentlich Marc Logic Server16, IBM DB2 Express-C17, 
Oracle Berkeley DB 11g18 und eXist19, anhand von ausgewählten Testkollektionen verglichen. Für 
genauere Analysen wurde die quellenoffene Datenbank eXist ausgewählt. Exemplarisch wurden 
für relevante Standbilder einer Testkollektion visuelle MPEG-7 Deskriptoren generiert und in der 
Datenbank abgelegt. Für die Suche nach inhaltlich ähnlichen Bildern wurden Anfragen in XQuery 
implementiert und in Bezug auf Effizienz und Effektivität analysiert (siehe Abbildung 11). 
Problematisch war hier, dass die Antwortzeit für die XQuery-Abfragen linear mit der Größe der 
Testkollektion anstieg. Folglich ist der Einsatz einer nativen XML-Datenbank für eine 
kontinuierlich wachsende Datenbasis ohne Optimierung nicht praktikabel. 
Das grundlegende Problem der inhaltsbasierten Ähnlichkeitssuche ist die Anzahl der 
notwendigen Vergleichsoperationen um eine Rangfolge von relevanten Dokumenten zu 
erzeugen. Prinzipiell müssten die Deskriptoren jedes Dokuments mit jedem anderen in der 
Datenbank verglichen werden, woraus sich der oben angedeutete lineare Zusammenhang 
zwischen der Anzahl der Dokumente in der Datenbank und der Antwortzeit für die Suche ergibt. 
Zur Optimierung der Antwortzeit wurde ein Ansatz zur hierarchischen Indizierung mit einer 
klassischen relationalen Datenbank und SQL-Abfragen untersucht. Dieses Verfahren basiert auf 
                                                            
15 http://mpeg.chiariglione.org/standards/mpeg-7/mpeg-7.htm (eingesehen: 7.8.2012) 
16 http://www.marklogic.com/products-and-services/marklogic-5/ (eingesehen: 7.8.2012) 
17 http://www-01.ibm.com/software/data/db2/express/ (eingesehen: 7.8.2012) 
18 http://www.oracle.com/technetwork/products/berkeleydb/overview/index.html (eingesehen: 7.8.2012)  
19 http://www.exist-db.org/exist/index.xml (eingesehen: 7.8.2012) 
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der Bildung von inhaltlich zusammengehörenden Untermengen, die klein genug sind, dass eine 
Antwortzeit für die Suche in jeder dieser Teilmengen konstant bleibt. Zusätzlich muss die 
Selektion der für eine Suchanfrage relevanten Teilmenge(n) gut skalierbar sein. Zur Lösung 
dieses Problems wurden Clusterverfahren herangezogen. Jeder Cluster spannt dabei einen 
Teilbereich im gesamten Lösungsraum auf und ermöglicht so die Skalierung der 
Ähnlichkeitssuche. Dieses Verfahren wurde anhand des Deskriptors „DominantColor“ aus dem 
MPEG-7 Standard implementiert und ausgewertet. Die Analyse zeigte, dass die Optimierung mit 
einem hierarchischen Index zu einer konstanten Antwortzeit führte. Die Implementierung ist 
jedoch vom verwendeten Ähnlichkeitsmaß und damit vom entsprechenden Deskriptor abhängig, 
was zur Folge hat, dass für jeden vorhandenen oder zukünftig entwickelten Deskriptor eine 
entsprechende Umsetzung notwendig ist. 
 
Abbildung 11: Prototyp zur inhaltsbasierten Suche auf Basis visueller Deskriptoren aus dem ISO-Standard MPEG-7 
Die durchgeführten Analysen zeigten, dass die vorhandenen Deskriptoren zur inhaltlichen 
Beschreibung von Mediendaten bei geeigneten Gewichtungen der jeweiligen Deskriptoren zu 
sinnvollen Ergebnissen führen. Einschränkend muss bemerkt werden, dass die optimale Kombination 
(Gewichtung) der Deskriptoren von der jeweiligen Suchanfrage abhängig war (siehe Abbildung 11). 
Daraus folgt, dass eine Nutzung dieses Ansatzes in einer generischen Suchmaschine für audiovisuelle 
Medien zwar prinzipiell möglich, aber mit dem gewonnen Erkenntnisstand ohne weitere 
Untersuchungen noch nicht praktikabel ist. 
Der Aufbau einer Ontologie mit semantischen Beziehungen der Objekte, die in dem 
Rechercheprototyp auffindbar sein sollen, war der nächste wichtige Arbeitsschritt zur Verbesserung 
der Möglichkeiten für die spätere Recherche in den Beschreibungsdaten. Hier wurde eine 
Basisontologie für den Anwendungsbereich im Lokalfernsehen erstellt und dokumentiert. Es stellte 
sich jedoch heraus, dass die Pflege (also die kontinuierliche Erweiterung und Anpassung) einer 
Ontologie aufgrund von Personalmangel nicht möglich ist. Daher wurde in sachsMedia ein Ansatz 
verfolgt, der sich auf die automatische Identifikation und Extraktion von Entitäten zur Anreicherung 
der Funktionalität der Suche konzentriert. Basierend auf einer Trainingsphase konnten Entitäten mit 
einer Genauigkeit von gut 71% automatisch aus einem Testkorpus bestehend aus Beschreibungen 
der audiovisuellen Inhalte der Lokalsender extrahiert werden [PIL10, S. 113]. Auch diese Ergebnisse 
Schlussbericht zum InnoProfile Forschungsvorhaben sachsMedia (FKZ: 03IP608) Seite 34 
 
wurden in die prototypische Suchmaschine integriert. Die erzielten Erkennungsraten können durch 
zusätzliche Optimierung weiter verbessert, oder einer manuellen Nachkontrolle durch die 
Partnerunternehmen zugeführt werden. 
Der bereits für den Meilenstein 1 in Grundzügen entworfene Prototyp für die Suche wurde 
fortlaufend weiterentwickelt und in seinen jeweiligen Entwicklungsstadien sowohl auf sachsMedia 
Statusseminaren, nationalen und internationalen Messen wie der CeBIT und der IFA, sowie auf 
internationalen Forschungskongressen [KNA11] präsentiert. Das gesammelte Feedback wurde 
genutzt um einerseits weitere inhaltliche Verbesserungen vorzunehmen und andererseits das 
Potenzial für mögliche Verwertungsszenarien auszuloten.  
  
Abbildung 12: Prototyp des Webfrontends für die Suche in audiovisuellen Medien (Stand: November 2011) mit einer 
Ergebnisübersicht (links) für den Suchbegriff „Tornado“ und einem ausgewählten Preview (rechts) mit der Darstellung 
automatisch erkannter Szenen und deren semantischer Zuordnung. 
Abbildung 12 zeigt das Frontend des entwickelten Prototyps. Nach dem Absetzen einer Anfrage 
(Abbildung 12, links) werden die Beiträge entsprechend der Relevanz ihrer Fundstellen sortiert und 
angezeigt. Die Ergebnisse werden unter Ausnutzung der Szenenaufteilung auf die Einstiegs- und 
Endsequenz sowie die Szenen mit entsprechenden textuellen Fundstellen beschränkt. Während die 
Standbilder mit dem Startzeitpunkt der entsprechenden Szene verknüpft sind, können die textuellen 
Fundstellen genutzt werden, um zur jeweiligen Zeitmarke innerhalb einer Einstellung zu springen. Die 
farbliche Markierung der Fundstellen gibt an, ob der Treffer aus dem akustischen oder visuellen 
Signal stammt. In der detaillierten Vorschau eines Videobeitrags (Abbildung 12, rechts) werden alle 
erkannten Szenen dargestellt und visuell ähnliche Abschnitte anhand farblicher Markierungen 
gruppiert. Einzelne Szenen können über Standbilder angesprungen werden. Neben dem Player 
werden gefundene Textstellen in Auszügen präsentiert und können ebenfalls als Sprungmarken 
verwendet werden. Auch hier dient die Farbgebung der Unterscheidung zwischen den Signalquellen. 
1.3.3. Vergleich und Bewertung von Such- und Vergleichsalgorithmen 
Ziel 
Für den Abgleich zwischen Anfragen und Datenbestand kommen in modernen Suchmaschinen 
verschiedenste Komponenten und Verfahren zum Einsatz. Diese unterscheiden sich insbesondere 
darin, welche Eigenschaften der indizierten Objekte für den Vergleich verwendet, und wie diese 
Merkmale im Einzelnen bei der Suche gewichtet werden. Anhand eines formalen Testszenarios in 
Anlehnung an die Vorgehensweisen bei Evaluationskampagnen wie TREC und CLEF sollte hier ein 
Vergleich der verschiedenen Komponenten und deren Konfiguration durchgeführt werden. Sowohl 
positive als auch negative Auswirkungen der Suchalgorithmen und deren Konfiguration auf den 
Retrievalprozess sollen es ermöglichen, Rückschlüsse auf die zu bevorzugenden 
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Systemkonfigurationen zu ziehen. Eine systematische Auswertung sollte hier in Empfehlungen für 
mögliche Vorgehensweisen bei anderen als dem getesteten Anwendungsszenario münden. 
Ergebnisse 
Ein grundlegendes Problem bei der aktuellen Vorgehensweise der vergleichenden Evaluation von 
Suchmaschinen liegt in der Betrachtung der Systeme: obwohl Retrievalsysteme in den vergangenen 
Jahrzehnten kontinuierlich um zusätzliche Komponenten und neuartige Verfahren ergänzt wurden, 
erfolgt die Bewertung der Systeme im Regelfall als Blackbox [KÜR10b]. Dadurch sind kaum 
Rückschlüsse auf die Einflüsse einzelner Komponenten bzw. die Unterschiede möglicher 
Implementierungen möglich. 
Daher wurde für dieses Arbeitspaket ein generischer Ansatz zum systematischen Vergleich der 
Komponenten aktueller Suchmaschinenimplementierungen entworfen [KÜR11a, KÜR11b]. Die 
Analysen für die vergleichende Bewertung von Suchalgorithmen wurden mit dem bereits erwähnten 
Xtrieval Framework durchgeführt, welches im Verlauf des Vorhabens sachsMedia von Teilen der 
NWG entwickelt wurde. Exemplarisch wurden drei wesentliche Komponenten aktueller Systeme in 
verschiedenen Konfigurationen untersucht: 
• Stemming (mit fünf verschiedenen Verfahren), 
• Ranking (mit zwölf verschiedenen Ansätzen), sowie 
• Automatisches Feedback (mit 183 verschiedenen Konfigurationen). 
Insgesamt wurden daher gut 13.000 Konfigurationen verglichen, während diese Zahl bei 
Evaluationskampagnen wie TREC und CLEF zwischen einem halbem Dutzend und wenigen Hundert 
variiert. Die getesteten Systemkonfigurationen decken dabei den Stand der Technik für die 
untersuchten Komponenten eines Retrievalsystems ab. Besondere Bedeutung für die avisierten 
Anwendungsfälle des entwickelten Prototyps zur Suche in audiovisuellen Medien hatten die 
verschiedenen Algorithmen zur Erzeugung der Rangfolge von Ergebnissen. Daher wurden etablierte 
Methoden wie TF-IDF und BM25 sowie verschiedene Arten probabilistischer Verfahren untersucht 
und verglichen. 
Die enorme Zahl  getesteter Konfigurationen warf die Frage nach Methoden zum Vergleich und der 
Bewertung auf. Dazu wurde ein flexibles Werkzeug [WIL11] entworfen, welches auf der Darstellung 
paralleler Koordinaten basiert (siehe Abbildung 13). Dabei werden die getesteten Komponenten als 
vertikale Achsen repräsentiert, auf denen wiederum die verschiedenen Ausprägungen eingetragen 
sind. Dabei können verschiedene Ansätze oder Implementierungen aber auch 
Parameterkonfigurationen als Ausprägungen einer Komponente verwendet werden. 
Die Untersuchungen wurden auf verschiedenartigen Testkollektionen durchgeführt. Dabei wurde 
davon ausgegangen, dass jede individuelle Kollektion bestehend aus einer Menge von Dokumenten 
mit spezifischen Eigenschaften und Testanfragen mit Referenzbewertungen repräsentativ für das 
betrachtete Suchproblem ist. Das Vorgehen zur Konstruktion von Testkollektionen dieser Art ist nicht 
trivial, da insbesondere die Erzeugung der Testanfragen mit zugehörigen Relevanzbewertungen 
sowohl möglichst vollständig als auch objektiv sein muss. Daher werden für die Experimente mehrere 
bestehende Testkollektionen der Kampagnen TREC und CLEF verwendet. 
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Abbildung 13: Visualisierung der Einflüsse verschiedener Komponenten eines Retrievalsystems auf die Güte der 
Suchergebnisse basierend auf parallelen Koordinaten. Die vertikale Achse rechts zeigt die Ergebnismetrik. Alle links 
verbleibenden Achsen repräsentieren jeweils eine Komponente des Systems oder des Evaluationsprozesses sowie die 
getesteten Ausprägungen (bspw. Implementierungen unterschiedlicher Ansätze). 
Die durchgeführten Analysen führten zu der Erkenntnis, dass insbesondere die Komponenten 
Stemming und Ranking die Güte der Suchergebnisse stark beeinflussen. Gleichzeitig ließen sich aber 
keine generellen Trends für alle Arten von Testkollektionen ableiten. Eine weitere Erkenntnis war, 
dass die Unterschiede der Ergebnisse für diese Basiskonfigurationen durch optimales Tuning der 
Komponente für automatisches Feedback reduziert werden können. Die Konsequenz daraus ist, dass 
die Auswahl einer „richtigen“ Implementierung der Komponenten wichtig ist, aber der Einsatz einer 
optimal konfigurierten Komponente für automatisches Feedback eine schlechte Auswahl nahezu 
kompensieren kann. Eine Einschränkung ist jedoch, dass eine Konfiguration des automatischen 
Feedbacks nur für einzelne Anfragen bzw. kleine Mengen von Anfragen trivial ist, aber die Inhalte 
aller potentiell möglichen Anfragen unbekannt und damit abgesehen vom Einsatz von Heuristiken 
nur schwer optimierbar sind. 
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1.4. AB 4: Graphical User Interfaces (GUI) 
Die Arbeitspakete des Projektteils GUI waren trennscharf in Experteninterfaces zum Retrieval 
multimedialer Daten und Novizen-Interfaces für mobile und personalisierte TV-Services unterteilt. 
Daher werden nachfolgend beide Bereiche separat betrachtet. 
1.4.1. Experteninterfaces zur Recherche in multimedialen Daten 
Ziel 
Die ersten vier Arbeitspakete sahen vor, traditionelle und innovative Retrievalinterfaces für 
professionelle Anwender in audiovisuellen Archiven zu skizzieren und zu evaluieren. 
Ergebnisse 
Dafür wurden zunächst sowohl in lokalen Fernsehsendern als auch in projektfremden Sendern und 
Archiven, Nutzungsstudien durchgeführt um Probleme mit aktuellen und Wünsche für zukünftige 
Archive kennenzulernen. Diese Studien liegen in Form detaillierter qualitativer Interviews vor und 
wurden entsprechend ausgewertet. Außerdem wurde erhoben, wie umfangreiche, multimediale 
Beiträge beschreibende Metadaten, etwa die des Regelwerks Mediendokumenation, 
aufgabenkonform den Bedürfnissen und Kenntnissen einzelner Mitarbeitergruppen entsprechend, in 
einem adaptiven Interface zur Verfügung gestellt werden können. Auf Basis dieser 
Nutzungsanforderungen wurden zwei Konzepte für ein Annotations- und ein Retrievalwerkzeug 
konzipiert und mit Hilfe von High-Fidelity Interfaceprototypen20 evaluiert. Beide Konzepte und die 
Ergebnisse ihrer Nutzerevaluation wurden als „Visual String of Query Reformulation“ auf der HCI 
International 2009 veröffentlicht [BER09b]. Ein Bildschirmfoto der Anwendung findet sich in 
Abbildung 14. Das Annotationswerkzeug war laut Projektantrag nicht erforderlich, unter 
Berücksichtigung der Nutzerwünsche und auf Basis der Erfordernisse des AMOPA Frameworks jedoch 
notwendig. 
Das Konzept des „Visual String of Query Reformulation“ ist sowohl ein dynamisches Suchgitter, also 
traditionelle Rechercheoberfläche, als auch Grundlage für eine innovative Rechercheoberfläche. 
Damit enthält es alle Grundlagen für die Implementierung beliebiger Anfragemöglichkeiten. Dies ist 
optimal, da sowohl zu beliebigen Zeitpunkten im Projekt, als auch in der späteren Anwendung zur 
Verfügung gestellte Metadaten zügig und konsistent modular zur Recherche verfügbar gemacht 
werden können ohne eine vollständige Nutzerakzeptanzstudie zu begründen.  
Das dynamische Suchgitter wurde außerdem prototypisch umgesetzt und mit einem Testkorpus zum 
Zweck der Evaluierung hinterlegt. Im Zuge dessen wurde das dynamische Suchgitter gegen eine 
Standardformularsuche evaluiert. Beide Interfaces haben ihre entsprechenden Vorteile, das 
Erfordernis der schrittweisen Implementierung weiterer Metadaten kann aber nur im dynamischen 
Suchgitter sinnvoll und anwendergerecht umgesetzt werden. 
                                                            
20 Ein High-Fidelity Interfaceprototyp ist eine technische Realisierung einer Benutzeroberfläche mit der die 
vorgesehenen Interaktionen durchgeführt werden können, ohne dass die zugrundeliegende Funktionalität 
implementiert ist. Anstelle derer werden exemplarische Daten zurückgeliefert, die ein Benutzer erwarten 
würde. 
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Abbildung 14: Screenshot High-Fidelity Prototyp des Suchinterfaces (Ausschnitt) 
Schließlich wurden auf MPEG-7 Deskriptoren basierende innovative grafische Widgets entwickelt und 
teilweise prototypisch umgesetzt. Diese Widgets können adaptiv im Experteninterface eingesetzt 
werden um die Suchmöglichkeiten dem Bedarf der Nutzer entsprechend anzupassen. Siehe 
exemplarisch Abbildung 15. Diese Möglichkeiten der personalisierten Suche wurden in qualitativen 
Nutzerstudien evaluiert. Die Ergebnisse wurden in einem Demonstrator zusammengefasst und auf 
der IUI 2010 in Hongkong [BER10] und der CeBIT 2010 vorgestellt. 
 
Abbildung 15: Widgets, die MPEG-7 Deskriptoren integrieren 
Ein weiteres innovatives Retrieval-Interface wurde mit dem Erfordernis der innovativen 
Ergebnisanzeige kombiniert und prototypisch als Zoomable User Interface (ZUI) in der Multitouch-
Anwendung umgesetzt. Der Ansatz eines ZUI ist sowohl auf Endgeräten mit geringer 
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Bildschirmauflösung, wie es im mobilen Retrieval der Fall ist, wie auch in prospektiv zukünftigen 
Anwendungen wie Multitouch-Tischen, etwa zur Kooperation, erfolgversprechender als eine nicht 
zoombare GUI.  
 
Abbildung 16: Low-Fidelity Prototyp für mobile Suche 
Die Notwendigkeit mobiler Anwendungen hat sich in weiterführenden Studien, welche die 
ursprünglichen Nutzerstudien vertieften, als nicht prioritär erwiesen. Da die Herausforderung eines 
Retrieval-Interfaces für die mobile Anwendung mit den bisher beschriebenen Grundlagen und mit 
neuen mobilen Endgeräten, wie etwa Smartphones, ohne größeren Entwicklungsaufwand gemeistert 
werden kann, wurde kein dediziertes mobiles Suchinterface entworfen, sondern nur mit Low-Fidelity 
Prototypen21 evaluiert. Siehe dazu Abbildung 16: ein mobiles Annotationsinterface, das Text- und 
Spracheingabe ermöglicht, wurde entworfen, prototypisch umgesetzt und evaluiert. 
1.4.2. Novizeninterfaces für mobile und personalisierte TV-Services 
Ziel 
In den Arbeitspaketen zum mobilen Fernsehen, mobilen Spielen und flankierenden Services mit 
Rückkanälen sollten einerseits Richtlinien zur Gestaltung formuliert werden und andererseits 
Anwendungskonzepte entwickelt und untersucht werden.   
Ergebnisse 
Es wurden sowohl Interface-Guidelines (siehe Abbildung 17) gestaltet, wie auch Interface-Patterns 
für die noch ungenügend erforschten mobilen Videoapplikationen entworfen.  
Auf Anwendungsebene wurden zum einen Prototypen entwickelt, an denen die Nutzung mobiler 
Videos evaluiert werden konnte. Zum anderen wurden Konzepte und Low-Fidelity Prototypen 
entworfen, mit denen die Akzeptanz von Rückkanälen im mobilen Video und von gänzlich neuen 
Paradigmen für mobile Spiele untersucht wurde. In einem Thesenpapier [BER09a] und einem 
Workshopbeitrag auf der EuroITV 2010 [KNA10], beide unter dem Titel „mobile personal TV“, 
wurden in Zusammenarbeit mit den Arbeitspaketen BRO und NGN Möglichkeiten der 
nutzerzentrierten Interaktion im Rahmen der digitalen Mediendistribution erörtert. 
                                                            
21 Ein Low-Fidelity Interfaceprototyp ist ein erweiterter Entwurf auf Papier, der einzelne Interaktionsschritte 
oder –ketten abbildet. Dieser Entwürfe werden typischerweise in einem iterativen Prozess mit Benutzern 
verfeinert und können anschließend in einen High-Fidelity Prototypen einfließen. 
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Im Rahmen eines Forschungsaufenthalts bei Aaron Marcus and Associates in Berkeley, Kalifornien, 
USA, wurden außerdem innovative Designmethoden erlernt und für die Exploration weiterer 
potentieller Merkmale des Konzeptes angewandt. Entsprechend sind in Design-Thinking Workshops 
mit interdisziplinären Teams von Psychologen, Informatikern und Anwendern in schneller Folge 
Konzepte für das mobile Fernsehen auf der einen, und orts-/personenbezogenen Spiele auf der 
anderen Seite, entwickelt worden. 
 
Abbildung 17: Interface-Guidelines (Ausschnitt) 
Dabei entstanden zwei Gruppen an möglichen, von potentiellen Nutzern gewünschten, 
Anwendungen. Der Zeithorizont der einen Gruppe sollte eine prototypische Umsetzung im Rahmen 
von sachsMedia erlauben. Die andere hilft, um frei von technischen Restriktionen, Anwendungs- und 
Nutzungskonzepte zu fassen, und diese iterativ, auch über die Projektlaufzeit hinaus, auf 
praxistaugliche Prototypen hinzuführen. In der ersten Gruppe der prototypisch umgesetzten 
Anwendungen wurde sowohl ein „Lean-in-the-Middle“ Konzept für mobiles Fernsehen, als auch ein 
interaktives, orts- und personenbezogenes Spiel erstellt, evaluiert und schließlich Anregungen für 
eine zweite Version gesammelt. 
Mobiles Fernsehen 
Der erste Prototyp baut auf dem oben genannten Konzept des „mobile personal TV“ für eine mobile 
Fernsehanwendung auf. Mit Hilfe des BBC/ETSI Metadatenschemas22 zur Klassifikation von 
Stimmungen, wurde dieses zum „Moody Mobile TV“ prototypisch weiterentwickelt (siehe Abbildung 
18). Dafür wurde eine Testkollektion von etwa 1000 Videos unserer Partnerunternehmen nach 
Stimmungen und Genres klassifiziert, und mittels eines High-Fidelity Prototyps im Nutzertest 
evaluiert. Diese Ergebnisse wurden sowohl auf der Konferenz Mobile HCI [BER11b] als auch auf der 
Konferenz HCI International [BER11a], dort in einer eigenen Konferenz-Session, diskutiert.  
Auch für die Konzeption des Rückkanals durch BRO lieferten diese Studien wichtige Erkenntnisse 
(siehe Abschnitt 1.7.3). Die qualitativen Aussagen der Probanden zur Stimmungsklassifikation 
wurden in Kooperation mit der Professur Mediennutzung der TU Chemnitz auf ihre konkrete 
Tauglichkeit für eine breitere Anwendergruppe und allgemeinere Videokollektionen quantitativ 
evaluiert.  
                                                            
22 http://www.etsi.org/deliver/etsi_ts/102800_102899/1028220301/01.02.01_60/ 
ts_1028220301v010201p.pdf (eingesehen: 7.8.2012) 
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Abbildung 18: Prototype Moody Mobile TV 
Mobile Spiele 
Das zweite Konzept des interaktiven, orts- und personenbezogenen Spiels wurde im klassischen Co-
Design mit Studierenden unterschiedlicher Semester zu einem adaptiven Spiele-Framework für 
Universität, Fakultät oder Campus weiterentwickelt. Hier lassen sich nutzungsnah die notwendigen 
Parameter eines Rückkanals und die Nutzeranforderungen auch außerhalb eines universitären 
Kontexts an die entsprechenden Interfaces ermitteln. Das Framework (siehe Abbildung 19) wurde im 
Themenfeld “Location-Based Services” (siehe NGN) angewendet, um die Verknüpfung 
unterhaltender, mobiler Anwendungen mit audiovisueller, interaktiver Mediendistribution 
prototypisch zu untersuchen. 
 
Abbildung 19: Low-Fidelity Prototype Location-Based-Game 
Location Zapping 
Ein drittes Konzept basiert auf den technischen Gegebenheiten dieses Spiele-Frameworks, nutzt aber 
die ortsbezogenen Daten für eine „Lean-in-the-Middle“ Anwendung im Sinne des ersten Konzeptes. 
So wurde das Konzept einer Anwendung entwickelt, mittels welchem das „Location-Zapping“ auf 
stationären Fernsehgeräten ermöglicht wird. Dies entspricht den in den beiden letzten 
Arbeitspaketen ja nur grob skizzierten Anforderungen an Services im Sinne eines EPG mit Rückkanal.  
Die Skalier- und Adaptierbarkeit von Anwendung und Technik münden so in Services, die den 
Partnern in Form einer verlässlichen und skalierbaren Taxonomie zur Verfügung gestellt werden 
können.  
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1.5. AB 5: Next Generation Networks (NGN) 
Das Ziel der Arbeitsposition Next-Generation-Networks (NGN) war die Konvergenz verschiedener 
Netztechnologien sowie für die Medienproduktion und -distribution relevanter Domänen und die 
Betrachtung anwendungsbezogener Services. 
 Dabei spielt das Internet Protokoll (IP) eine vermittelnde Rolle für: 
• universelle Nutzung und Nutzbarkeit 
• IT und IP-basierte Produktion 
• IP-basierte Mediendistribution (IPTV, Web-TV) 
• mobile Anwendungen (Mobile-TV) 
• personalisierte Anwendungen 
• interaktive Anwendungen (Smart-TV) 
• Hybrid-TV (HbbTV) 
• Zusatzdienste (z.B. Location Based Services) 
Der NGN-Ansatz für diese Anwendungen versteht sich im Sinne eines Aktivators und liefert daher 
sowohl abstrakte Überlegungen als auch in Teilen konkrete technologische Umsetzungen. In den 
stark technologieorientierten Bereichen der Säule Distribution war während der Projektlaufzeit die 
Reaktion auf aktuelle Entwicklungen und Trends notwendig, die sich auch in der Ausrichtung der 
eigenen Ziele und Ergebnisse von sachsMedia zeigen. 
In der Welt der Telekommunikationsnetze (Telkowelt) wurde schon im Projektzeitraum weitgehend 
die Veränderung weg von Circuit-Switched hin zu Paket-orientierten All-IP-Ansätzen technologisch 
vorbereitet bzw. vollzogen. Das sogenannte Triple-Play, also der Bezug von Telefonie, Internet-
Zugang und Fernsehen von einem Anbieter/über einen Anschluss, ist mittlerweile Realität und 
Normalität mit Millionen von Kunden.  Sowohl die ehemaligen Nur-TV-Anbieter in Form der Betreiber 
von Koaxial-Breitbandnetzen als auch die klassischen Telefon-/Telekommunikationsanbieter im 
(V)DSL-Bereich haben ihr Service-Portfolio entsprechend aufgestockt und bieten aus Kundensicht 
vergleichbare Dienste, allerdings auf Basis ganz unterschiedlicher Technologien. Entsprechend dieser 
Situation erfolgte die Untersuchung des Paradigmas "All-IP" hauptsächlich unter dem Gesichtspunkt 
der Anwendbarkeit für das Zusammenbringen und Koppeln der einzelnen Technologien aus Telko-, 
Broadcasting und Multimedia/Internet-Welt. 
Die Bemühungen um einen Marktstart des Broadcast-basierten Mobile-TV auf Basis des DVB-H-
Standards in Deutschland und anderen europäischen Ländern schlugen ungefähr zur Hälfte der 
Laufzeit der Forschungsinitiative fehl. Mit diesem äußeren Impuls des Scheiterns von DVB-H verschob 
sich der Fokus innerhalb der Säule Distribution, weg von den Ansätzen für ein Datacasting, also die 
Übertragung von (IP-) Daten über eine Broadcast-Technologie. Dafür stieg die Relevanz für Hybrib-TV 
als Kombination von Broadcast (DVB) und Broadband (IP-Netz) in der stationären Nutzung. Dies zeigt 
sich auch in Fortschritten in diesem Bereich, vor allem auf Basis des ETSI-Standards HbbTV. Anders 
als die ähnlich gelagerten, schon vor Beginn der sachsMedia-Initiative gescheiterte Bemühungen um 
MHP (Multimedia Home Platform), konnte HbbTV durch die Nutzung etablierter (Web-) Standards 
von Anfang an auf eine breite Unterstützung bauen. So wachsen Broadcasting-Welt und 
Multimedia/Internet-Protokoll-Welt letztlich doch noch zusammen, wenn auch anders als zu Beginn 
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der Forschungsinitiative sachsMedia angenommen. Nähere Ausführungen zu HbbTV und den dazu 
realisierten Ergebnissen innerhalb von sachsMedia finden sich im Abschnitt BRO. 
All-IP als Mittler ist auch für die der Mediendistribution vorgelagerte Produktion und die enge 
Verzahnung dieser beiden Bereiche ein aktueller Trend. Entsprechend hat sich dies auch im 
Arbeitsschwerpunkt der Position widergespiegelt. Bedingt durch die Zentrierung auf konkrete Show 
Cases, entstanden die jeweiligen Demonstratoren der Säule Distribution. Diese wurden zudem mit 
dem Fokus entwickelt eine prototypischen Nutzbarkeit innerhalb der sachsMedia Testplattform zu 
liefern. 
1.5.1. All-IP Umgebungen: Konzeption IP-basiertes Framework inklusive API 
Ziel 
Zunehmend wird in dem vormals durch Spezialtechnik dominierten Bereich der Produktion- und 
Distribution von AV-Medieninhalten IT- und IP-basiert gearbeitet. Um diesem Trend zu entsprechen, 
sollte für eine All-IP-Umgebung ein Framework konzeptioniert und realisiert werden, um darin eine 
typische AV-Verarbeitungskette Ende-zu-Ende abbilden zu können. 
Ergebnisse 
 In dem entwickelten Framework werden sowohl die eigentlichen AV-Nutzdaten (Video und Ton) als 
auch die Kontroll- und Steuerdaten zwischen verschiedenen Komponenten ausschließlich auf Basis 
des Internet Protokolls (IP) ausgetauscht.  
 
Abbildung 20: Struktur des All-IP-Frameworks zur Medienverarbeitung 
Dies erlaubt die Nutzung für verschiedene Aufgaben wie Quellenakquise (Umsetzung auf IP), 
Transkodierung, Aufzeichnung und Playout. Diese werden auf mehreren Instanzen in IP-Netzwerken, 
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entsprechend der benötigten und verfügbaren Ressourcen wie Rechenleistung, Speicherplatz und 
Netzbandbreite verteilt. Der modulare Ansatz erlaubt einzelne Einheiten für Encoding und Streaming, 
z.B. für vordefinierte Zielplattformen wie Web-TV oder Mobile-TV dynamisch und unabhängig 
voneinander zu nutzen. Die entwickelten Konzepte der Wandlung IP-basierter Mediendatenströme 
und Medien-Profile fügen sich gut in den NGN-Anspruch einer All-IP-Umgebung ein. 
Abbildung 20 zeigt das Konzept des Frameworks mit einem Überblick zur generellen Struktur, auf die 
interne AV-Verarbeitungskette, mit Ankopplung verschiedener Quellen und die Ausgabe auf 
verschiedene Senken, wie sie innerhalb einer Instanz möglich sind. 
Über eine API (Application Programming Interface) können die Funktionsblöcke intern konfiguriert 
und untereinander gekoppelt werden. So lassen sich auch komplexe Szenarien realisieren. Die 
Verarbeitung der AV-Medienströme erfolgt in Backend-Komponenten ohne direkte Interaktion eines 
Nutzers. Zur Überwachung der Datenströme sowie zur Interaktion mit dem Framework (bspw. zur 
Steuerung der Komponenten) dienen verschiedene Frontends. Backend und Frontend sind somit 
voneinander unabhängig und kommunizieren nur über die API. 
Ein Frontend kann in Form eines Graphical User Interface (GUI) zur Nutzung durch einen 
menschlichen Bediener oder aber auch als z.B. Skript im Command Line Interface (CLI) zur 
automatisierten Nutzung ausgelegt sein. Ein GUI-Frontend kann in Form einer Stand-Alone-
Anwendung ausgeführt werden, oder, wie von uns bevorzugt und prototypisch realisiert, in Form 
eines Web-basierten Frontends. Die  Nutzung von Web-Technologien für die Realisierung des 
Frontends als Web-GUI erlaubt eine schnelle Anpassung und Weiterentwicklung. Dem kommt das 
Design des Zugriffs auf die Web-API per HTTP und die Nutzung von JSON (Javascript Object Notation) 
entgegen. Für die Realisierung der meisten Funktionen der Backend-Seite konnte auf das Open 
Source Multimedia-Software VLC23 zurückgegriffen werden. 
 
Abbildung 21: Exemplarische Darstellung der Komponenten des Frameworks zur Mehrwegedistribution 
Abbildung 21 zeigt die exemplarische Verarbeitungskette über mehrere Laufzeitinstanzen des 
Frameworks, verteilt auf verschiedenen PCs / Servern innerhalb eines IP-Netzwerks. Das Beispiel 
                                                            
23 http://www.videolan.org/vlc/ (eingesehen: 7.8.2012) 
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verdeutlicht die Verteilung der einzelnen funktionalen Blöcke innerhalb des Campusnetzes der 
TU Chemnitz, wie sie zur Live-Produktion und -Distribution z.B. der Chemnitzer Linux Tage 2012 
genutzt wurden. 
 
Abbildung 22: „Masterview“ des webbasierten Frontends zur Konfiguration 
Abbildung 22 zeigt einen Screenshot einer alternativen Web-GUI, wie sie zur parallelen Überwachung 
und Steuerung mehrerer (hier konkret 5) solcher zuvor beschriebenen verteilten AV-
Verarbeitungsketten zu einem Show-Case zu den Chemnitzer Linux Tagen 2012 eingesetzt wurde. So 
konnte von einem zentralen Punkt aus die gesamte IP-basierte Produktions- und Distributionskette 
Ende-zu-Ende kontrolliert werden, während die einzelnen Benutzer vor Ort zwar die gleichen 
Elemente über die selbe API nutzen, aber jeweils mit einem ihrer Aufgabe (Live-Bildmischung) 
angepassten Frontend. Ein konkreter Use Case inklusiver praktischer Anwendungsbeispiele zur 
Nutzung des All-IP-Frameworks in diesem Zusammenhang findet sich im Abschnitt BRO mit weiteren 
Erläuterung eines Prototyps zur mobilen Live-Produktion und -Distribution, inklusive Screenshot für 
ein weiteres mögliches Web-Frontend zur direkten Nutzerinteraktion. 
Das konzipierte Framework wurde in mehreren Publikationen beschrieben (u.a. [KUR11]) und als 
zentraler Beitrag der Säule Distribution innerhalb der Forschungsinitiative sachsMedia zu 
verschiedenen öffentlichkeitswirksamen Veranstaltungen (z.B. SIT 2010, IFA 2010, CeBIT 2011, 
CeBIT 2012) demonstriert. 
1.5.2. Streaming: Multi-Device, Multi-Profile, Multi-Bitrate, QoS und QoE 
Ziel 
Die Eigenschaften des Medientransports (Streaming) in IP-Netzen bzw. damit verbundene 
Besonderheiten waren zu betrachten. Dazu zählen die unterschiedlichen Formate, Codecs, 
Auflösungen etc. wie sie für eine Vielzahl von Senken (z.B. DVB, Mobile-TV, Web-Stream) erzeugt und 
übertragen werden müssen. Hinzu kommen Betrachtungen zu technischen Messgrößen 
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(Quality of Service - QoS) als auch die beim (End-) Nutzer wahrgenommene Service-Qualität 
(Quality of Experience - QoE). 
Ergebnisse 
Bei der Distribution audiovisueller Services, z.B. Live-Video-Streaming oder Video-on-Demand-
Angebote, wird zwischen Services in gemanagten Netzen und solchen im „offenen“ Internet 
unterschieden. (IP-) Netze einer strengen NGN-Philosophie folgend, müssen entsprechende QoS-
Mechanismen vorsehen, um QoE-Erwartungen der Nutzer befriedigen zu können, z.B. durch 
garantierte Mindestbandbreiten, maximale Verzögerungen oder zugesicherte Zuverlässigkeit, wie für 
die Obergrenze verlorener Pakete. Innerhalb geschlossener Netzwerke, bzw. innerhalb bestimmter 
Domänen (eines Netzbetreibers) existieren vielversprechende Ansätze und technische Umsetzungen, 
z.B. in Form des IP-Multimedia-Subsystems (IMS). Diese können innerhalb einer administrativen 
Domäne die für die Medienauslieferung notwendigen kritischen Transportparameter z.B. durch 
Priorisieren oder Reservierung garantieren. Solche integrierten Systeme sind z.B. in Triple-Play-
Szenarien interessant, bei denen der Anbieter des Netzes bzw. Netzzugangs auch gleichzeitig der 
Betreiber der jeweiligen Services für Internetzugang, Telefonie und IPTV ist. Im Gegensatz zu solchen 
"geschlossenen" Systemen, die typischerweise an den Netz- / Domänenübergängen zwischen 
verschiedenen Anbietern (Providern) enden, konnten sich im großen "offenen" Internet trotz 
zahlreicher Bemühungen in der Vergangenheit (z.B. DiffServ, IntServ) keine einheitlichen 
Mechanismen zum Garantieren bestimmter technischer Dienstgütemerkmale für entsprechend 
sensitive Services durchsetzen. 
Um trotz des Fehlens der technischen QoS-Mechanismen die für den Nutzer relevante Quality of 
Experience zu steigern, wurden in der Forschung neuartige Ansätze entwickelt und erprobt. Dazu 
zählen Scalable-Video-Coding (SVC) und Adaptive Bitrate (ABR). Diese sollen vor allem sogenannte 
Over-the-Top (OTT) Services unterstützen, also Services, die im Gegensatz zu den o.g. nicht direkt 
von Anbieter des Netzzugangs selbst stammen. Damit waren solche Ansätze für eine Untersuchung 
besonders interessant, da dies z.B. auch für die Web-Angebote der Projektpartner etc. zutrifft. Um 
die Möglichkeiten und Anwendungen des Adaptive Bitrate Streamings zu evaluieren, wurde eine 
entsprechende Umsetzung mit dem Distributions-Framework realisiert. 
Entsprechend der Auswahl und Anzahl verschiedener Netztechnologien und Endgeräte werden dazu 
mehrere AV-Datenströme synchronisiert enkodiert und als Streams so zur Verfügung gestellt, dass 
ein Endgerät sich ausgehend von seinen eigenen Fähigkeiten und den jeweiligen Netzbedingungen 
den jeweils am besten passenden Datenstrom auswählen kann. Gleichzeitig können mit den so 
erzeugten Varianten eine Vielzahl ganz unterschiedlicher Endgeräteklassen erreicht und so die 
technische Nutzungsreichweite gesteigert werden. Die typischen Geräteklasse unterscheiden sich 
dabei hauptsächlich in der Bildschirmgröße und damit verbunden der maximal sinnvollen 
Videoauflösung, der Art des Netzzugangs (drahtlos / drahtgebunden) und damit verbunden der 
Charakteristik der Netzbandbreite etc. (QoS), sowie der Unterstützung verschiedener Formate, 
Protokolle und Codecs: 
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• PC / Notebook (Web-TV) 
• TV / Set-Top-Box (Smart-TV/IPTV) 
Aufgrund der universellen Nutzbarkeit für alle diese Geräte, wenn auch mit verschieden Feature-Sets 
(Profile und Level) wird H.264 als präferierter Videocodec und AAC als präferierter Audiocodec 
eingesetzt. Eine mögliche Alternative könnte in Zukunft das Format „WebM“ auf Basis der Codec 
VP8-Video und OGG-Audio werden, gegenwärtig fehlt aber vor allem das technologische Ökosystem, 
z.B. in Form der Unterstützung in der Mehrzahl der Connected Devices (mobile Geräte, Consumer 
Electronics), die auf Hardware-Implementierungen der jeweiligen Codecs angewiesen sind. 
In engem Zusammenhang mit der Multi-Bitrate-Erzeugung ist das damit verbundene Streaming zu 
sehen. Damit ein Endgerät nicht nur einmalig zu Beginn der Wiedergabe eines AV-Mediums die 
Auswahl aus den verfügbaren Datenströmen auf Basis der eigenen Fähigkeiten treffen muss, sondern 
sich, auch dynamisch an wechselnde Verbindungsparameter (z.B. schwankende Bandbreiten in 
drahtlosen Netzen ohne QoS) anpassen kann, werden auch eine angepasste Signalisierung und 
Übertragung benötigt. Unter Nutzung entsprechender Schlagwörter wie „Adaptive“, „Dynamic“, 
„Live“ und „Smooth“ entwickelten sich in den vergangenen Jahren bei den verschiedenen Stake-
Holdern unterschiedliche Protokollvarianten dazu. Die Gemeinsamkeiten aller Varianten sind die 
Nutzung eines die Datenströme beschreibenden Metadatensatzes, z.B. in Form eines Manifests, 
HTTP als Applikationsprotokoll und die Zerlegung der eigentlich kontinuierlichen AV-Ströme in 
einzelne Segmente kurzer zeitlicher Dauer. Diese Segmentierung erlaubt den Endgeräten auf Basis 
ihrer eigenen QoS-Einschätzung selbstständig und dynamisch die Datenstromvariante zu wählen, die 
die beste Quality of Experience beim Nutzer erwarten lässt. 
Von den verschiedenen Varianten wird MPEG DASH (Dynamic Adaptive Streaming over HTTP) 
allgemein die beste Chance eingeräumt, sich als der Standard für Adaptive Bitrate Streaming 
durchzusetzen, nicht zuletzt vor allem auch aufgrund der Unterstützung im an Bedeutung steigenden 
Bereich der Connected Devices (Smart-TVs). Dies wird deutlich durch die Festlegung auf DASH als das 
Protokoll für Adaptives Streaming im Hybrid-TV-Standard HbbTV in Version 1.5 im Frühjahr 2012. Mit 
den Ansätzen für Multibitrate Encoding und Dynamic Adaptive Streaming existieren somit probate 
Mechanismen, um auch in Netzen ohne QoS-Mechanismen OTT-AV-Medienservices mit 
ansprechender QoE anzubieten. 
Mit der sachsMedia Distributions-Testplattform konnten auch unter Nutzung der Möglichkeiten des 
Distributions-Frameworks alle, mit Ausnahme der o.g. geschlossenen (proprietären) IPTV-Systeme, 
relevanten Distributionswege für AV-Inhalte in Bereichen Broadcast und Broadband abgebildet und 
untersucht werden. Dazu wurden die wichtigsten Medienprofile für die verschiedenen Anwendungen 
identifiziert und spezifiziert. Dabei zeigte sich weitgehend eine Übereinstimmung zu den Parametern 
der Profile, die das Institut für Rundfunktechnik (IRT) für sein Web-Technik-Handbuch formuliert, und 
wie sie z.B. auch für Telemediendienste der ARD (Mediathek) zum Einsatz kommen24. Der 
technischen Entwicklung folgend ist durch immer leistungsfähigere Codecs, Endgeräte und steigende 
verfügbare Datenraten mittlerweile im Broadband-Bereich eine vergleichbare Bildqualität wie im 
klassischen Broadcast-TV erreichbar.  
  
                                                            
24 http://www.irt.de/webarchiv/showdoc.php?z=NDQyMyMxMDA2MDEzMjAjcGRm (eingesehen: 7.8.2012) 
Schlussbericht zum InnoProfile Forschungsvorhaben sachsMedia (FKZ: 03IP608) Seite 48 
 




DVB-T  TV, STB MPEG-2 MPEG-1 
Layer 2 
PAL 4 Mbit/s MPEG-2 Mux (managed)
Mobil, Handheld DVB-H Smartphone H.264 AAC QVGA 384 kbit/s MPEG-2 Mux (managed)
Unicast / Broadband 
Mobil Featurephone H.264 AAC QCIF 192 kBit/s - 
Mobil Smartphone H.264 AAC QVGA – VGA 384-768 kbit/s ABR (HLS) 
Portabel – 
stationär 
Tablet, Web-TV H.264 AAC QPAL –
SD/PAL 
500 – 1500 
kbit/s 
ABR (HLS) 
Stationär Web-TV/Smart-TV /IPTV 
(offen) 
H.264 AAC SD/PAL – HD 1.5 - 8 Mbit/s ABR / - / (Multicast  
(managed)) 
Tabelle 1: Technische Parameter für verschiedene Distributionswege der Testplattform 
Tabelle 1 enthält typische Anwendungen und technische Parameter zu den Distributionswegen und 
Verfahren, die mit der entwickelten Testplattform abgebildet werden können. 
1.5.3. Testplattform: DVB-IP Konvergenz, DVB-H und Mobile-TV 
Ziel 
Das Zusammenwirken klassischer Broadcasting-Technologie wie DVB und moderner IP-basierter 
Distribution sollte evaluiert werden. Besonders der Übergang von einer zur anderen Technologie und 
der Einsatz dieser Kombination im Bereich Mobile-TV, z.B. auf Basis von DVB-H, waren zu 
untersuchen. 
 Ergebnisse 
Im Rahmen des Aufstockungsantrags für die Forschungsinitiative sachsMedia konnte die in der 
DVB-T-Testplattform vorhandene Technik um die für die Untersuchungen notwendigen 
Komponenten erweitert werden. 
Abbildung 23 zeigt schematisch die nachgerüsteten Komponenten des DVB-H Laborkits und die 
Verknüpfung mit der zuvor errichteten DVB-T-Testplattform über das im Broadcast-Bereich 
weitverbreitete Asynchronous Serial Interface (ASI). Hinzukommt die IP-basierte Kopplung mit dem 
weiter oben beschriebenen IP-basierten Distributions-Framework. In der Übersicht nicht abgebildet 
sind die zum Laborkit gehörende, für den DVB-H-Empfang geeignete Analyse-Hardware und die DVB-
H-fähigen Mobilgeräte (Sondermodelle). 
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Abbildung 23: Übersicht zu den verfügbaren Komponenten des DVB-H-Laborkits und Verknüpfung mit dem 
Distributions-Framework und DVB-Testplattform 
Der Transport von (DVB-) MPEG-2-Strömen in IP-Netzen, sowie die Übergänge von zwischen IP hin zu 
klassischer Broadcasting-Technik mit ASI und der Weg zurück lassen sich so realisieren. Die 
Verbindung auf IP-Ebene erlaubt die flexible Kopplung der DVB-Komponenten untereinander im 
Labornetz, als auch, wie innerhalb der DVB-T-Testplattform genutzt, räumlich verteilt über das 
Campusnetzwerk. Dies vereinfacht vor allem die Signalzuführung innerhalb eines Sendesystems, 
kann aber auch genutzt werden um DVB-konforme MPEG-2-Transportströme in IP-Netze per IP-
Mutlicast zur direkten Nutzung durch geeignete Empfänger, z.B. IPTV-Set-Top-Boxen oder PCs mit 
Empfangssoftware, einzuspeisen. 
 
Abbildung 24: Demonstration des mobilen Live-Produktions- und Distributionssystems in Kombination mit dem mobilen 
DVB-H-Transmitter auf der IFA 2010. 
Zusätzlich können im Testsystem IP-Paketströme für IP-Datacasting standardkonform per 
Multiprotocol Encapsulation (MPE) in einen MPEG-2-Transportstrom eingefügt werden. So lassen 
sich auch Szenarien der IP-basierten Distribution über einen Broadcast-Kanal wie DVB bis hin zum 
Endnutzer realisieren. Dies war die Voraussetzung für Tests mit Mobile-TV auf Basis des DVB-H-
Standards. 
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Das DVB-H-Testsystem als Gesamtheit ist im Prinzip nur zur lokalen Anwendung innerhalb der 
Laborumgebung ausgelegt. Die direkte Ankopplung des Distributions-Frameworks an die 
Komponenten des vorhandenen DVB-H-Laborsystems wurde aber so konzipiert, dass diese mit 
geringem Aufwand auch portabel für Präsentationen außerhalb der Laborumgebung zum Einsatz 
kommen können. 
 
Abbildung 25: Demonstration der IP-basierten Mehrwegedistribution für Web- und Mobile-TV auf der SIT 2010 
Diese Kombination aus mobilem Live-Produktions- und Distributionssystem auf Basis des o.g. IP-
basierten Distributions-Frameworks in Kombination mit dem mobilen DVB-H-System konnte 
erfolgreich auf der Sächsischen Industrie- und Technologiemesse (SIT) und der Internationalen 
Funkausstellung (IFA) in Berlin im Jahr 2010 präsentiert und demonstriert werden. So kann mit 
überschaubaren Hardwareaufwand Live vor Ort produziert, mit passende Profilen für verschiedene 
Ausgabegeräte encodiert und über die IP-basierte Mehrwegedistribution sowohl per Broadcast-Kanal 
(DVB-H) als auch im Unicast-Modus (WLAN + LAN) übertragen werden. 
1.5.4. Broadcast & Broadband: Dynamisierung und Hybridisierung 
Ziel 
Es sollten Wege einer modernen (IP-basierten) Nutzung von Broadcast-Kanälen jenseits der 
etablierten linearen Live-(TV-)-Nutzung untersucht werden. Aspekte wie eine Kombination aus 
Broadcast und Broadband zum effizienten Verteilen von Inhalten an große Nutzergruppen bei 
gleichzeitiger Befriedigung individueller Nutzerwünsche waren zu berücksichtigen. 
 Ergebnisse 
In der Publikation [KNA09] wird ein Konzept beschrieben, wie die Vorteile des Broadcastings mit 
denen der Personalisierung zu verbinden sind, siehe Schaubild. Nutzern mobiler Endgeräte sollen 
bevorzugt individuell interessante Inhalte zur Wiedergabe bei Bedarf bereitgestellt werden. Die 
Übertragung per Broadcast als (IP-basierte) lineare Echtzeitübertragung und/oder dateibasiertes (IP-) 
Datacasting eines dynamisch zusammen Playoutkarussells bilden senderseitig die Basis des Systems. 
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Endgeräteseitig wird anhand der Kombination eines kontextabhängigen/erlernten Nutzerprofils mit 
den in eingehenden Medienströmen enthaltenen Metadaten eine Auswahl der übertragenen Inhalte 
zwischengespeichert. Nach einer Zwischenspeicherung der Inhalte im Hintergrund können diese 
mittels automatischer/assistierter Auswahl zeitunabhängig von der eigentlichen Übertragung 
wiedergegeben werden. Dabei spielen auch Kontextaspekte eine Rolle, wie z.B. die Position eines 
mobilen Nutzers, wie sie für Location-Based Services noch einmal interessant werden. 
 
Abbildung 26: Personal Mobile-TV - Konzept für die Verknüpfung von Broadcast und Personalisierung für mobile 
(Hybrid-) Empfänger 
In unserer Publikation [KUR09] wurden diese Überlegungen verfeinert und auch für Near-Live-
Szenarien erweitert. Ein konkretes technisches Konzept inklusive Beschreibung der notwendigen 
Anpassungen und neuer Systemkomponenten wurde erarbeitet. So können auf hybride Empfänger 
mit Broadcast- und Broadband-Konnektivität populäre Inhalte des Fat-Tail im Bit-effizienten 
Broadcast-Modus an eine Vielzahl interessierter Nutzer gleichzeitig übertragen werden, während die 
weniger häufig abgerufenen Inhalte des Long-Tail im Unicast-Modus per Broadband-Verbindung (z.B. 
Mobilfunknetz) nur einzelnen Nutzern gezielt übertragen werden. 
Mit dem absehbaren Scheitern des DVB-H-Standards in der praktischen Nutzung in Deutschland und 
anderen europäischen Staaten haben wir zunächst die Bemühungen um ein Zusammenbringen von 
Broadcast und Broadband im mobilen Bereich beendet. Ohne entsprechende Grundlage in Form 
geeigneter (hybrider) Endgeräte mit DVB-H-Empfangsmöglichkeit sind auf die Kombination aus 
Broadcast und Broadband aufbauenden hybriden Mobile-TV-Lösungen nicht realisierbar gewesen. 
Ein mögliches erneutes Aufleben dieser Ideen ist aber nicht ausgeschlossen. Zwar wird es wohl, 
weniger aus technologischen denn aus wirtschaftlichen Gründen, auch zukünftig keine derartigen 
Mobilgeräte geben, aber auch für Broadcast-ähnliche Betriebsmodi wie MBMS (Multimedia 
Broadcast Multicast Service) in modernen Mobilfunknetzen (UMTS, LTE) sind diese Ansätze durchaus 
interessant. Im Bereich der stationären Broadcast-Endgeräte (TVs / Set-Top-Boxen) werden ähnliche 
Konzepte zu einem „Dynamic Broadcast“ an anderer Stelle weiterverfolgt, z.B. unter Führung von 
Prof. Reimers am Institut für Nachrichtentechnik der TU Braunschweig [QI11]. 
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1.5.5. Location Based Services 
Ziel 
Es sind Methoden zur Bestimmung einerseits des Aufenthaltsortes eines Klienten sowie andererseits 
des Aufnahmeortes von audiovisuellen Inhalten zu beleuchten. Prototypische Anwendungen davon 
wie die ortsabhängige Übermittlung von Mediendaten im Rahmen interaktiver Mediendienste oder 
die ortsbasierte Mediensuche sind zu entwickeln und auszuwerten. 
Ergebnisse 
Zur Bestimmung des Aufenthaltsortes eines mobilen Klienten (im konkreten Fall eines Smartphones) 
existieren verfügbare Technologien wie GPS und die Standortbestimmung mittels Ortsinformationen 
zu Mobilfunk- und W-LAN-Basisstationen. Die Nutzung von Positionsinformationen in einem mobilen 
Umfeld zum Zwecke audiovisueller und interaktiver Medienauslieferung betteten wir in das Konzept 
eines mobilen Spieles (siehe Abschnitt 1.4.2) ein. Hierfür wurde hier eine iterative Transition 
erarbeitet, die eine “klassische” Spielidee über die Stufe einer mobilen positionsgestützten 
Mehrspieleranwendung hin zu einem Spiel beinhaltet. Es basiert auf dem Austausch und der 
Bereitstellung audiovisueller und verorteter Inhalte, welche das Spielgeschehen beeinflussen. 
Bewusst erfolgte hier die Einbeziehung von Klienten außerhalb des tatsächlichen Spielgeschehens: 
Medien- und Distributionsformat sowie natürlich das Spielgeschehen ließen eine zusätzliche 
stationäre interaktive TV-Anwendung zu. 
 
Abbildung 27: Prototypische Anwendung zur ortsbasierten Suche 
Weiterhin wurde prototypisch eine Applikation für die Smartphone-Plattform Android zur 
synchronen Aufzeichnung von Video und Positionsdaten entwickelt. Eine weitere Komponente hatte 
die nachfolgende Verknüpfung und zeitliche Normierung der Positionsdaten und deren 
anschließende Speicherung im GPX-Format zur Aufgabe. Für ein auf diesem Wege generiertes Video- 
und Datenarchiv entstand ein angepasstes TV-Playout-Modul, das eine interaktive 
Fernsehanwendung für die HbbTV-Plattform (siehe Abschnitt 1.7.3) unterstützte, die auf Abruf 
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Karteninformationen zum laufenden Video darstellen zu können. Dazu werden zu einem senderseitig 
abzuspielenden Video selbständig synchrone Positionsdaten abgerufen und der clientseitigen 
Applikation intervallweise per Webservice übergeben. 
Gleichermaßen entstand ein Framework für den Anwendungsfall interaktiven Videokonsums: Video- 
und GPX-Daten wurden (ebenfalls zeitlich synchronisiert und normiert) in einen Lucene-basierten 
Index aufgenommen. Zum Testen der somit entstandenen ortsbasierten Suchmöglichkeit entstand 
ein Prototyp, welcher die graphische Eingabe von Kartenpositionen erlaubte und anschließend in der 
Umgebung verortete Videoinhalte als Ergebnis lieferte (siehe Abbildung 27). 
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1.6. AB 6: IP-Based Services (IPS) 
1.6.1. Framework zum Media-Management , -Streaming und -Transcoding 
Ziel 
Durch die Untersuchung von Mechanismen zur (semi-) automatisierbaren Enkodierung und 
Transkodierung, sowie von Lösungen zum IP-basierten Streaming von Medieninhalten, sollte ein 
Serversystem zur Umsetzung verschiedener Play-in- und Play-out-Szenarien geschaffen werden. 
Ergebnisse 
Produktions- und Arbeitsabläufe, wie sie im Bereich lokaler und regionaler Fernsehsender 
anzutreffen sind, weisen häufig eine auf Kosteneffizienz und langjährige Erfahrung ausgelegte 
Struktur auf. Knappe wirtschaftliche und personelle Ressourcen erlauben es Anbietern dieser 
Größenordnung in der Regel nicht, technologische Veränderungen zeitnah zu adaptieren. Durch die 
Untersuchung und Entwicklung eines Frameworks für das digitale Management, über die 
Enkodierung und Transkodierung bis hin zum Streaming und der Distribution digitaler Medien sollte 
das Projekt sachsMedia hierbei Hilfestellungen offerieren und Lösungsansätze erarbeiten. Sowohl für 
die Arbeitsumgebungen und Schnittstellen der Kooperationspartner als auch für die internen Abläufe 
des Projekts war hierbei eine serverbasierte, automatisierte und standardisierte Lösung zu erstellen, 
die digitale audiovisuelle Medien in geeigneten Formaten und Container erzeugen, enkodieren, 
transkodieren, verwalten und in IP-Netzen verteilen kann. 
Je nach Herkunft von Mediendateien können diese in verschiedensten Formaten vorliegen. Zwar sind 
im Umfeld professioneller Videoproduktion bereits seit einigen Jahren digitale Aufzeichnungsformate 
gebräuchlich, jedoch hat sich dadurch eine große Vielfalt zueinander inkompatibler und 
herstellerspezifischer Systeme etabliert. Die hierfür verwendeten Kompressionsformate und 
Container unterscheiden sich stark von jenen Kodierungen, die letztendlich für die Distribution zum 
Endverbraucher eingesetzt werden. Zwischen dem Einspielen des Kamera-Rohmaterials und dem 
fertigen Fernsehbeitrag liegen daher mehrere Stufen von Verarbeitungs-, Umwandlungs- und 
Veredlungsprozessen. 
Während bei Endnutzeranwendungen Codecs der MPEG-Familie mit niedrigen Bandbreiten üblich 
sind (Distributionsformate), kommen im Produktionsumfeld Anwendungen zum Einsatz, die auf 
dauerhafte Konservierung der Videos in hoher Qualität abzielen (Produktionsformate). 
Weder Produktions- noch Distributionsformate eignen sich hingegen für den dazwischen liegenden 
Prozess der Nachbearbeitung („Postproduktion“ oder „Finish“). Diese Studioformate erfordern eine 
enorme Speicherkapazität und Netzwerkbandbreite, liefern dafür aber ausreichend Qualität und 
Farbtiefe, um auch aufwendige Nachbearbeitungen wie Chroma-Keying (der sogenannte “Blue-
Screen-Effekt” aus Nachrichtensendungen), Computeranimationen oder Color-Grading (künstlerische 
Farbraum-basierte Veränderung) ohne nennenswerte Qualitätseinbußen umzusetzen. Um den 
Speicherplatz- und Prozessorbedarf bei der Postproduktion zu reduzieren werden Surrogate (häufig 
als “Proxy” oder “LoRes” bezeichnet) verwendet, die als Platzhalter für Vorschauversionen oder in 
der Medienverwaltung benutzt werden.  
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Abbildung 28: Verwendung des Transcodung-Clusters und der Proxyversionen 
Größte Herausforderung bei der Konzeption heutiger Systeme zur Medientranskodierung ist die 
Vielfalt der heute üblichen Codec- und Container-Kombinationen. Die Wahl des richtigen Formats 
ergibt sich aus den genauen Anforderungen sowie aus den aktuell verwendeten Videoquellen. So 
haben sich im Bereich der professionellen Videoproduktion verschiedene Hersteller etabliert, die 
jeweils eine eigene patentierte Formatfamilie entwickelt und gepflegt haben. Aus technischer Sicht 
sind die allermeisten Formate auf dieselben Algorithmen der MPEG-2 und MPEG-4 Familien 
zurückzuführen. Die Hersteller haben jedoch durch eigene Erweiterungen, Abweichungen vom 
Standard, hauseigene Container oder spezielle Speichersysteme dafür gesorgt, dass diese Formate 
zueinander inkompatibel bleiben. Im Bereich der Postproduktion werden zwar im Allgemeinen die 
meisten Herstellerformate unterstützt, aber wiederum in neue Formate gewandelt. Hersteller von 
Videoschnitt- und Nachbearbeitungsprogrammen setzen auf spezielle Codecs und Container, die im 
Rahmen der Nachbearbeitung Vorteile bringen (z.B. Apple ProRes422 und Avid DNxHD), jedoch 
weder mit den in der Produktion noch in der Distribution verwendeten Formaten übereinstimmen. In 
diesem Bereich hat sich in den vergangen Jahren der Wunsch nach einem einheitlichen Container 
durchgesetzt. Größte Chancen hat hierbei das Material eXchange Format (MXF) als nicht-
proprietäres Dateiformat. In ihm können als Teilmenge des Advanced Authoring Format (AAF) 
sowohl Metadaten als auch Bilder, Ton, Video und andere Daten gespeichert werden. 
Es ergeben sich somit Anforderungen an ein leistungsstarkes Enkodier- und Transkodier-Framework. 
Hierbei wurden den Bedürfnissen der Kooperationspartner Rechnung getragen. Dies wurde im 
Projekt sachsMedia durch einen verteilt agierenden Rechencluster umgesetzt. Zentral gesteuert vom 
Media Asset Management (MAM) Server können Videodateien und Mitschnitte aus dem 
Fernsehstudio automatisch integriert und verwaltet werden. Hierbei werden Videos in ihrem 
originalen Format gespeichert und bei Bedarf durch eine Encoding-Engine transkodiert. Um dies auch 
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bei parallelen Anforderungen in schneller Echtzeit zu ermöglichen, wird das Quellvideo in mehrere 
Teile segmentiert und an Rechenknoten auf mehreren Servern verteilt. 
Bei neu hinzugefügten Dateien werden sofort eine Reihe Proxies erzeugt, die in erster Linie für das 
Suchinterface von Bedeutung sind, wie einem großen und kleinen Vorschaubild sowie einem 
verkleinerten, Streaming-fähigen Video niedriger Qualität, welches als Vorschau im Browser dienen 
kann. Konvertierungen in spezielle Proxy-Versionen für die Bildanalyse, Web-Streaming oder für den 
Nicht-linearen Videoschnitt (NLE für “Non-Linear Editing”) werden bei Bedarf und Anforderung 
erzeugt, wobei ein regelbasierter Baukasten zur Automatisierung verwendet wird. 
So erfolgt die Bereitstellung einer Version zur Einbindung auf einer Webseite durch einen Klick. Das 
Video wird dann automatisiert in ein zuvor definiertes Format transkodiert und an einem ebenfalls 
voreinstellbaren Netzlaufwerk auf den Zielserver gelegt. Abschätzungen und praxisnahe Tests zu 
Parametern wie Bandbreite, Speichergröße, Metadaten und Intergenerationsstabilität halfen bei der 
Festlegung von standardisierten Abläufen. 
Die entwickelte IP-basierte Testplattform wurde im Rahmen verschiedener Szenarien für Play-in und 
Play-out sowie zur Entwicklung interaktiver und innovativer Produktionsmethoden genutzt. 
Exemplarisch sind hierbei das Setting zur Live-Produktion über leistungsfähige IP-Infrastrukturen zu 
nennen und eine interaktive Live-Produktion zur Verleihung des Preises “wissen.schafft.arbeit”, bei 
dem die Integration sozialer Dienste mittels einer an das soziale Netzwerk “Twitter” angebundenen 
Podiumsdiskussion untersucht wurde, sowie die Anbindung an das auf dem Campus der TU-Chemnitz 
eingesetzte Videokonferenzsystem. 
Das an der TU Chemnitz eingesetzte Videokonferenzsystem der Firma Cisco/Tandberg wird in der 
Regel für wissenschaftliche Konferenzen mit Partnern an anderen Hochschulen oder in anderen 
Ländern eingesetzt. Ebenso wird es genutzt, um die Einsatzmöglichkeiten dieser Technologie im 
Rahmen von Lehrveranstaltungen oder E-Learning zu untersuchen. Hierzu stehen mehrere mit 
Videokonferenz und Telepräsenz ausgestattete Konferenzräume, eine mobile Einheit, mehrere 
Einzelplatz-Terminals und ein voll eingerichteter Hörsaal mit mehreren Kameras und Projektoren zur 
Verfügung. In einem exemplarischen Aufbau wurde im Vorhaben sachsMedia und in Kooperation mit 
dem Hochschulrechenzentrum dieses Videokonferenzsystem in die Systeme des TV-Studios 
integriert. Dabei konnte gezeigt werden, dass trotz verschiedener herstellerspezifischer 
Inkompatibilitäten die Übertragung von Live-Produktionen, wie zum Beispiel Sendungen aus dem TV-
Studio über ein Videokonferenz-Netzwerk, möglich sind. Eine Live-Sendung mit mehreren Kameras 
und Perspektiven wurde über das Internet übertragen und bei einer öffentlichen Veranstaltung in 
Berlin präsentiert. Dabei haben Präsentatoren und Redner vor Ort in Berlin sowie aus einem 
weiteren Konferenzraum interaktiv mit dem Studio in einer Live-Schaltung kommuniziert und 
interagiert. Für diese Form der Live-Übertragung waren somit weder Standleitungen noch Satelliten-
Uplinks erforderlich. Die eingesetzte Videokonferenz-Technik entspricht der Art von Systemen, wie 
sie heute bereits in vielen Firmennetzwerken eingesetzt werden. Ein ähnliches Setup eignet sich auch 
für den Einsatz in der Hochschullehre, wenn zum Beispiel bei Vorlesungen mit sehr vielen Hörern live 
in ein Labor geschaltet werden kann, das nicht genug Platz für so viele Personen bieten würde. 
Aufgrund dieser Ergebnisse werden diesbezügliche Szenarien an der TU Chemnitz gegenwärtig 
weiterentwickelt und evaluiert. 
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1.6.2. IP-basierte Technologien für Mediendienste und -dienstleister 
Ziel 
Es sollten Möglichkeiten für den Einsatz IP-basierter Technologien im Bereich der Mediendistribution 
untersucht werden. Dabei sollten Lösungen entwickelt werden, die es Mediendienstleistern 
ermöglichen, sowohl IP-basierte Distributionsformen zu nutzen als auch aufzuzeigen, welche neuen 
Dienste sich aus diesem technologischen Wandel ergeben. 
Ergebnisse 
Mit dem Projekt sachsMedia war die Einrichtung eines TV-Teststudios an der TU Chemnitz 
verbunden, welches zur Erforschung interaktiver und innovativer Mediendienste sowie der 
Untersuchung neuer Workflows in IP-basierten Produktionsumgebungen dient. Im Zuge der 
Fertigstellung konnten bereits verschiedene Anpassungen des ursprünglichen Konzepts umgesetzt 
werden, die es ermöglicht haben, das gesamte Test-Studio als Komponente einer umfassenden 
Testplattform zu nutzen. Dies reicht von der Produktion über die Postproduktion bis hin zur 
Archivierung und Distribution über verschiedene Kanäle bis zur nutzerseitigen Darstellung und 
technischen Analyse. Zentrale Komponenten sind dabei: (a) ein bandloser (Tapeless-) Workflow, (b) 
server- und datenbankbasiertes Management und Datenaustausch, sowie (c) eine Integration des 
entwickelten Analyseframeworks.  
Dreh- und Angelpunkt eines modernen IP-basierten Workflows ist hierbei das so genannte Media 
Asset Management (MAM). Besonders in den gewachsenen Strukturen kleiner und kleinster 
Fernsehanbieter findet das Management und Verwalten von Medien vorrangig noch manuell und mit 
personalintensiven Methoden statt. Ein MAM-System wie es im Projektrahmen umgesetzt, getestet 
und untersucht wurde, kann hierbei als Schablone dienen, um Projektpartnern bei der Umstellung 
ihrer Abläufe in eine moderne adaptive Struktur zu helfen. 
Ein MAM-System umfasst dabei mehr als eine Dateiablage für digitale Medien. Es implementiert 
einen erweiterbaren Massenspeicher für die Aufnahme sämtlicher Daten um Medien, die im Rahmen 
einer Videoproduktion anfallen und benötigt werden. Es bietet ein auf erweiterbaren 
Metadatensätzen basierendes Ablage- und Suchsystem. Leistungsstarke Transkodierung für die 
Erstellung von Proxymedien, Vorschauen und Surrogaten wird entweder intern oder über die 
Anbindung eines externen Encoding-Clusters bereitgestellt. Außerdem lassen sich durch ein 
regelbasiertes Management alle Komponenten automatisieren und gleichzeitig die Umsetzungen von 
individuelle Arbeitsabläufen, Organisationsstrukturen, Nutzer- und Zugriffsrechten und 
Aufgabenverteilungen definieren. Die Zentrierung auf eine Metadaten-basierte Organisation erlaubt 
hierbei die Umsetzung eines Hierarchischen Speichermanagements (HSM). Dies ermöglicht die 
speicherplatzintensive Vorhaltung und Archivierung von Medien derart zu gestalten, dass 
vorhandener Speicherplatz optimal ausgenutzt und gleichzeitig die persistente Langzeitarchivierung 
ermöglicht wird, während gleichzeitig Zugriffe und Zugriffszeiten in praktikablen Dimensionen 
bleiben.  
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Abbildung 29: Integrierter Workflow 
Zum praxistauglichen Einsatz moderner Analyse im Umfeld professioneller Videoproduktion und 
Video-Postproduktion wurden die Abläufe und Workflows detailliert untersucht und nachgebildet. 
Anhand der daraus gezogenen empirischen Erkenntnisse konnten verschiedene Szenarien zur 
direkten Integration von Analyseergebnissen in den Prozess des Videoschnitts, des sogenannten 
Non-Linear Editing (NLE) entwickelt werden. So gehören zum Vorgang des Sichtens neuen 
Videomaterials für die spätere Verwendung auch das Kategorisieren und die Verschlagwortung von 
Videos und einzelnen Abschnitten. Dies erfolgt in einem NLE-Programm durch Metadatenfelder und 
Marker. 
Durch die automatisiere Analyse kann dieser Prozess beschleunigt und vereinfacht werden. Die 
Erkennung von Schnittgrenzen (“Shot Detection”) im Videomaterial kann in Form von Markern direkt 
in einem NLE-Programm repräsentiert werden. Shot Composition, also die Gruppierung ähnlicher 
oder zusammengehöriger Bildabschnitte kann durch Subclips in virtuellen Ordnern, den Bins, 
repräsentiert werden. Ebenfalls durch Marker oder durch geeignete Overlay-Ebenen lassen sich 
erkannte Textsequenzen oder durch Spracherkennung gewonnene Informationen einbinden. 
Anhand dieser Darstellungsformen innerhalb von Videoschnitt-Projektdateien lässt sich das 
Anwendungsfeld des im Projektrahmen entwickelten Analyseframeworks AMOPA (siehe 
Abschnitt 1.2.1) nicht nur für die Recherche und Suche von Videos einsetzten, sondern auch direkt 
für die Unterstützung von Videoeditoren bei der Postproduktion. Hierzu wurde ein Demonstrator 
entwickelt, der als Bindeglied zwischen AMOPA und exemplarisch einem Videoschnittprogramm 
dient. Er ist so angelegt, dass die Integration weiterer Analyseergebnisse ebenso ebenso möglich ist 
wie die Adaption für weitere NLE-Programme. 
Schlussbericht zum InnoProfile Forschungsvorhaben sachsMedia (FKZ: 03IP608) Seite 59 
 
 
Abbildung 30: Media Asset Management bei Nutzung eines Hierarchischen Speichermanagements 
Der “AMOPA-Connector” setzt zwischen dem Media Asset Management (MAM), dem AMOPA-
Framework und dem NLE-Videoschnittprogramm an. Im ersten Schritt wird das zu analysierende 
Video-Asset über einen Watch-Folder übergeben und auf seine technischen Parameter untersucht. 
Dabei werden Daten wie Kompression, Framerate, Auflösung, Tonspuren usw. in einem XML-
Dokument gespeichert, ebenso wie mögliche Metadaten, die dem Asset bereits vom MAM beigefügt 
wurden. Nach der Analyse durch das AMOPA-Framework nimmt der Connector die dabei 
gewonnenen Informationen in Form weiterer XML-Dateien oder eines gesamten MPEG-7 Files 
entgegen. Alle damit zur Verfügung stehenden Metadaten können so zu einem Datensatz aggregiert 
und mit geeigneten Transformationsprozessen adaptiert werden, dass für das jeweilige Drittanbieter-
Programm wie Videoschnittsoftware, MAM-Server und Ähnliches eine importierbare Projektdatei 
entsteht. Dies ist im Fall des Demonstrators das XML-Austauschformat für Apple FinalCut Pro 7 und 
Final Cut Server 1.5. Es könnte sich dabei aber ebenso um ein MXF-Format handeln oder das für Avid 
Media Composer übliche AAF-Dateiformat. Der AMOPA-Connector fungiert hierbei als Brücke 
zwischen der Drittanbietersoftware und dem AMOPA-Framework und ist somit für die Applikation 
transparent. 
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Abbildung 31: Metadatenumwandlung mittels AMOPA-Connector für NLE-Programme  
Schlussbericht zum InnoProfile Forschungsvorhaben sachsMedia (FKZ: 03IP608) Seite 61 
 
1.7. AB 7: Digital Broadcasting (BRO) 
Das Themenfeld „Digital Broadcasting“ hatte zur Aufgabe, methodische Unterstützung für den Schritt 
von der analogen Fernseh-Ausstrahlung hin zur Nutzung digitaler Rundfunktechnologie zu leisten. 
Darüber hinaus stand die Einbeziehung moderner Online- und mobiler Distributionsverfahren im 
Vordergrund, die zunächst grundlegend und in der Folge anhand spezifischer Dienstkonzepte 
Gegenstand der Betrachtung und Entwicklung waren. 
1.7.1. Digitale Rundfunktechnologien zur Verbreitung audiovisueller Inhalte 
Ziel 
Der Betrieb einer digitalen terrestrischen Rundfunkanlage bildete die erste wichtige Grundlage des 
Arbeitspaketes BRO, um verschiedene Playout-Szenarien durch Einspeisung unterschiedlicher 
Medienströme auf Zweckmäßigkeit hin zu erproben und mit Hilfe entsprechender Messtechnik zu 
überwachen. Ebenso konnten so zusätzliche Nutzdaten, wie z.B. Programminformationen und 
Datenpakete, qualitativ höherwertige Inhalte (HD) und interaktive Applikationen eingebunden 
werden. 
Ergebnisse 
Mit dem Schritt zur digitalen Übertragung konnten neue Mehrwerte (Verbreitung zusätzlicher 
Nutzdaten, z.B. Programminformationen, multimediale Daten oder interaktive Applikationen) an 
herkömmliche TV-Programme angekoppelt werden. Beispielsweise lässt die Komprimierung des Bild- 
und Audio-Materials nach dem MPEG-2-Verfahren gegenüber der herkömmlichen analogen PAL-
Kodierung die Ausstrahlung mehrerer Rundfunkkanäle auf einer Frequenz bzw. einem Kanal zu 
(Multiplex). Weiterhin kann das Signal durch bessere Modulations- und Korrekturverfahren weitaus 
stabiler, flexibler und bequemer empfangen werden. 
Die Module der Sendeanlage wurden durch den Kooperationspartner Mugler AG installiert. Sie 
bildeten für das Unternehmen ein Erprobungssystem im Vorfeld zum Betrieb des bundesweit ersten 
kommerziellen Low-Power-DVB-T-Sendernetzes im Raum Leipzig, welches insbesondere auf die 
Ausstrahlung lokaler und regionaler Programmangebote abzielt. Zum Einsatz kam Single Frequency 
Network (SFN) Technologie, um mehrere Antennen an verteilten Standorten synchron zu betreiben 
und dadurch einen größeren und stabileren Empfangsraum zu gewährleisten. Gemeinschaftlich 
erfolgten vor Ort in Chemnitz Analysen zu auftretenden Fehlern oder Schwachstellen, welche in 
einem kommerziellen Netz nicht durchführbar und tragbar gewesen wären und somit vorab behoben 
werden konnten. Ebenfalls konnte unser Partner Antennentests an den Sendestandorten 
durchführen. 
Zusätzlich zum eingesetzten Basis-Rundfunkstandard DVB-T, welcher Signalkodierung und -
modulation für digitale terrestrische multimediale Dienste beschreibt, wurden Methoden für die 
Einbindung von DVB-H-Diensten mittels zusätzlicher Verarbeitungsmodule implementiert und 
gemeinsam mit dem Partner Mugler AG getestet. Dieser Standard ist für mobile Endgeräte wie 
Smartphones und PDA (Personal Digital Assistent) hinsichtlich kleiner Bildschirmgrößen, 
Bandbreitennutzung und Energieeinsparung optimiert. Er basiert auf DVB-T, enthält aber spezielle 
ergänzende Merkmale wie die impulsartige Übertragung (ermöglicht den Empfängern das 
kontrollierte Ausschalten des Empfangssystems für kurze Zeit zu Energiesparzwecken) oder einen 
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vereinfachten Übergang zwischen zwei Funkzellen. Die Übertragung der DVB-H-Nutzdaten erfolgt im 
Gegensatz zu DVB-T durch Einkapselung in IP-Datagramme (IP-Datacasting), wodurch sich Interaktion 
unter Ankopplung von Internetdiensten unter Nutzung der Rückkanalfähigkeit mobiler Endgeräte 
erzielen lässt. 
 
Abbildung 32: Schema des DVB-T-Senderstandortes Reichenhainer Straße 70 
Eine parallele oder synchrone Ausstrahlung von Testprogrammen im DVB-T- sowie im DVB-H-
Standard ist nun im Labor- wie auch im Großraumbetrieb (Chemnitzer Innenstadt- und 
Universitätscampus) möglich. Auf der Basis mobiler Messungen wurden qualitative Benchmarks 
erstellt und die Empfangsprognose kartographiert. 
 
Abbildung 33: Schema der Testplattform für Produktion und Distribution 
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Für die Durchführung von Fernseh- und Videodistributions-Experimenten entstand somit eine 
moderne Testplattform an der Professur Medieninformatik, welches die gesamte Produktions- und 
Verbreitungskette abgedeckt: Produktion im eigenen TV-Studio (siehe Abschnitt 1.6.2), digitale 
Postproduktion, Mehrwege-Play-Out, Übertragung, Empfang und Analyse mit professionellen 
Messgeräten. Die Verbindung zur Infrastruktur des Campus-IP-Netzwerks bietet exzellente 
Möglichkeiten für die Erprobung der Rückkanal-Kommunikation. 
1.7.2. Untersuchung von Szenarien der Live-Produktion und -Distribution 
Ziel 
Ausgehend von den Faktoren, welche kleine und mittelständische bzw. lokale oder regionale 
(Web-)TV-Dienstleister in ihrem Schaffen einschränken, wurde eine flexible Lösung zur 
Live-Produktion und -Übertragung benötigt. Technisches Equipment und personelle Ressourcen 
waren dabei bewusst minimal zu halten und ausgewählte Showcases so definiert, dass Probleme in 
allen Bereichen der Arbeit der fokussierten Unternehmen identifiziert werden konnten. 
Ergebnisse 
Unser Ansatz bildet einen Mittelweg zwischen existierenden "Studio-in-a-box"-Systemen und 
dedizierten Streaming- bzw. Videokommunikationslösungen. Die erste Gruppe bietet typischerweise 
zahlreiche visuelle Effekte und leistungsfähige Möglichkeiten zur Videoverarbeitung. Jedoch mangelt 
es oft an integrierten Technologien zur Medienverteilung, wie z.B. die direkte Produktion 
sendefähiger Datenströme, die Anbindung an Streaming-Server-Systeme oder die gleichzeitige 
Erstellung heterogener Ausgabeformate. Zusätzlich sind solche Systeme oft monolithisch, unflexibel, 
hardwarespezifisch oder nicht skalierbar konzipiert. Auf der anderen Seite sind Geräte aus der Klasse 
der Videokonferenz- und -kommunikationssysteme lediglich dazu ausgelegt, verschiedene 
Funktionsblöcke in IP-Netzwerken zu verteilen. Vergleichend stellt man hier einen Mangel an 
Funktionalität zur Videoproduktion, -komposition und -verarbeitung fest. Sie sind zudem nicht zur 
direkten Kombination mit Broadcasting-Systemen ausgelegt. 
Unsere Entwicklung folgt dem Trend zur IP-basierten Produktion im IT-Umfeld. Die Umsetzung der 
einzelnen modularen Komponenten als Dienste lassen ein flexibles und skalierbares Framework 
entstehen. Die Dienste zur Integration verschiedener Quellen, für Videoverarbeitung und -mix, En- 
und Transkodierung, Aufzeichnung sowie Streaming in verschiedene Distributionskanäle 
kommunizieren alle per IP. 
Als Software-Kernkomponente wählten wir das quelloffene Framework Videolan Client (VLC), 
welches bereits eine Vielzahl benötigter Funktionen beinhaltet. Wir erstellten eine webbasierte 
Applikationsschnittstelle (API) zur Steuerung und Überwachung, womit sich Komponenten per Web-
Browser mit einer anpassbaren graphischen Nutzerschnittstelle (GUI) bedienen lassen. Egal ob lokal 
oder vernetzt angebunden können Komponenten von zentraler Stelle aus – auch in Szenarien 
mehrfacher paralleler Produktionen – angesteuert werden. Näheres dazu wurde ihm Rahmen des 
Arbeitsbereiches NGN erarbeitet. 
Lokal angeschlossene Geräte wie (H)DV-Kameras oder „Screen Grabber“ können als Live-Quellen 
genutzt werden. Zusätzlich lassen sich entfernte audiovisuelle IP-Streams z.B. von IP-Kameras oder 
professionellen Videokonferenzsystemen einbinden. Dateiquellen wie Videos oder Bilder dienen zur 
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Einblendung von Untertiteln, Textboxen, Informationsgrafiken oder Logos. Die Komposition der 
verschiedenen Live-Quellen wird flexibel durch Ebenen realisiert. Vorgaben mit fester 
Bildzusammensetzung, wie z.B. nebeneinander oder Bild in Bild, unterstützen die Bildregie während 
des Live-Szenarios. 
Hardwarebasis unseres Systems ist der Standard-PC. Ein minimaler Aufbau mit nur einem Laptop ist 
ausreichend für eine SDTV- sowie eine Web-Stream-Produktion inklusive Quellensteuerung, 
Enkodierung von zwei Formaten (MPEG-2/MP2, H.264/AAC), Aufzeichnung und Streaming. Die 
interne Kommunikation via IP bietet darüber hinaus den Vorteil, weitere Aufgaben auf entfernte, 
leistungsfähigere Rechner zu übertragen wie bspw. zur Erzeugung zusätzlicher Ausgabeformate. 
Ebenso werden simultane Produktionsprozesse wie zusätzliche Videomischung oder -enkodierung 
möglich (multiple Bitraten und Auflösungen für verschiedene Qualitätsstufen, alternative 
Ausgabeformate mit Nutzung anderer Codecs und Container, hochqualitative Zwischenformate zur 
Speicherung und Weiterverarbeitung, parallele Weiterverarbeitung der Datenströme auf 
unterschiedlichen Rechnersystemen, Erstellung von Videomix-Kaskaden zur Generierung 
verschiedener Bildschirmauflösungen und Bildkomposition zur Anzeige auf heterogenen Zielgeräten, 
Live-Voransicht einer Bildkomposition zur späteren Aktivierung). 
Medienunternehmen sind wirtschaftlich dazu angehalten, audiovisuelle Inhalte im Internet (Web-TV, 
mobiles Video) zusätzlich zur herkömmlichen TV-Verbreitung anzubieten. Aus diesem Grund 
ermöglicht unser Framework die Aufbereitung relevanter Inhalte und deren Live-Einspeisung in die 
Zielplattformen. Ebenso werden fertig produzierte Inhalte den Endnutzern zügig und „on demand“ 
abrufbar in einem Web-Portal zur Verfügung gestellt. Dies bedarf nur noch einiger weniger Schritte 
direkt nach Abschluss einer Live-Aufzeichnung. Weiterhin stehen die einzelnen unverarbeiteten 
Quellströme zur Speicherung und Weiterverarbeitung schnell zur Verfügung. Diese „clean feeds“ 
ohne Einblendungen sind in späteren Post-Produktionen nützlich. Sämtliche Aufzeichnungen werden 
in der Folge unserem Analyse- und Annotationsframework übergeben, um mit Metadaten versehen 
zu werden (siehe Abschnitt 1.2.1). 
 
Abbildung 34: Prototyp des zur Live-Produktion und -Distribution in der praktischen Erprobung 
Das Live-Produktionssystem (siehe auch Abschnitt 1.5.1) hat sich in mehreren Feldtests wie z.B. den 
Chemnitzer Linux-Tagen (CLT) bewährt. Live und parallel wurden dabei Vorträge aus 5 Räumen 
produziert und übertragen. Neben dem Netzzugang fiel unser Hardwarebedarf sehr gering aus: Pro 
Schlussbericht zum InnoProfile Forschungsvorhaben sachsMedia (FKZ: 03IP608) Seite 65 
 
Raum 2 Videoquellen (DV-Kamera, Screen Grabber) und ein Laptop. Im Einsatz war jeweils eine 
einzige Person, die Kameraarbeit und Bildregie (Bildkomposition, Einblendungen, Pauseninhalte) 
bewerkstelligte. Die Arbeit jedes Operators wurde beobachtet, bewertet und anschließend mit 
einem Fragebogen evaluiert. Sämtliche Aufgaben konnten zufriedenstellend durchgeführt werden. 
Erbeten wurden lediglich Anpassungen am GUI, um die Medienverteilungsfunktion besser 
überblicken zu können. Diese Verbesserungen wurden in der Folge gemeinschaftlich mit dem 
Arbeitsbereich GUI (siehe Abschnitt 1.4.2) durchgeführt. 
Während der CLT 2010 wurden zunächst Datenströme zur sofortigen Verteilung via DVB-T und Flash-
Webstream direkt auf den Laptops vor Ort erzeugt. Zu den CLT 2011 und 2012 realisierten wir 
erfolgreich eine Kombination aus Clean-Feed-Aufzeichnung und der lokalen Erzeugung eines 
hochqualitativen Zwischenformates zur weiteren Transkodierung auf leistungsfähigen Servern. Durch 
eine anschließende dokumentarische Auswertung der Live-Tests verbesserten wir das Framework 
iterativ: GUI, Steuerungs-API, Clean-Feed-Erzeugung und die Anbindung weiterer entfernter Quellen 
(Videokonferenzsystem sowie professionelle Produktionskomponenten) sind dabei wichtigste 
Beispiele. [KUR11] 
1.7.3. Untersuchung der Rücksignalisierung für interaktive TV-Programme 
Ziel 
Aufbauend auf der eingesetzten Rundfunktechnologie waren innovative Standards zur 
Rücksignalisierung für die Herstellung von Benutzerinteraktivität zu untersuchen. Für die Ankopplung 
von Mehrwertdiensten an die bestehenden Distributions-Systeme sollte ein Schnittstellenframework 
eingerichtet werden. 
Ergebnisse 
Lag der Fokus zu Beginn des Projektes in den Jahren 2007 und 2008 noch auf der IP-Datacasting-
Methodik des DVB-H-Standards, wendete sich dieser im Jahr 2009 nach Scheitern des 
Marktdurchbruchs von DVB-H hin zum neuen interaktiven TV-Standard HbbTV. Dieser setzt sich 
seitdem sukzessive im Geräte- und TV-Medienmarkt durch und gewinnt an Verbreitung. Er verbindet 
das linear ausgestrahlte Fernsehprogramm mit interaktiven Applikationen, die Zugang zu Mehrwert- 
oder Datendiensten des Programmanbieters bieten. Im Unterschied zu IP-Datacasting sind 
Datenpakete hierbei nicht zwangsweise in den TV-Datenstrom eingebettet sondern werden über die 
eigenständige Internetkonnektivität eines Empfangsgerätes nach Bedarf angefordert. Auf gleichem 
Wege erfolgt die Rücksignalisierung. 
Diese Technologie fand Eingang in ein eigenes Framework zur grundlegenden Entwicklung 
interaktiver Dienste bzw. Applikationen. Das System ermöglicht deren Verwaltung und Signalisierung 
im DVB-Datenstrom und deren anschließende Überprüfung und Überwachung. Die Funktionalität 
konnte auf Basis der DVB-Sendeanlage erfolgreich getestet werden. Bereitgestellt wurden HbbTV-
Applikations-Templates, welche zur prototypischen Umsetzung interaktiver Fernsehdienste dienen 
und somit die Grundlage zur Einbindung und Erprobung erweiterter Mediendienstkonzepte im 
Rahmen der Themenfelder NGN, IPS und GUI bilden (siehe Abbildung 35 und Abbildung 36). 
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Abbildung 35: Funktionale Architektur des HbbTV-Multiplexers 
 
Abbildung 36: Funktionale Architektur der HbbTV-Testumgebung 
Abschließend betrachtet wurden Möglichkeiten zur Synchronisation interaktiver Dienste auf 
unterschiedlichen Endgeräten. Konkret lag die Bedienung interaktiver Applikationen mittels eines 
“second screens” im Forschungsfokus. Bewusst verzichtet wurde dabei auf proprietäre Ansätze, 
wobei geschlossene Gerätekommunikationsstrukturen zum Einsatz kommen. Vielmehr wurden 
herstellerunabhängige Methoden betrachtet, die zwischen zusammenhängenden Anwendungen 
einerseits am TV- andererseits am bspw. Smartphone-Bildschirm vermitteln. Use Cases und mögliche 
Lösungen wurden hier seitens der Initiative definiert. 
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1.7.4. Vereinfachte Programmführung zum „Lean-in-the-Middle“ TV-Konsum 
Ziel 
Unter dem Konzept des “Lean-in-the-Middle”-TV-Konsums verstehen wir eine Zusammenführung der 
Zugänge von Zuschauern zu einerseits zeitlich-linear und nichtinteraktiv angebotenen 
Fernsehinhalten (klassisches Fernsehprogramm, zurückgelehnter „Lean-back“ Konsum, also mit 
keiner oder nur geringfügiger Eingriffsmöglichkeit in das TV-Programm) als auch zu solchen, die auf 
Anforderung und interaktiv selektierbar zur Verfügung stehen (Video on Demand, nach vorn 
gelehnter „Lean-forward“ Konsum, also mit starker interaktiver Einflussnahme auf konsumierte 
Inhalte). Zu diesem Zwecke sollte die Selektionsinteraktion stark minimiert werden, um als Nutzer 
mit wenigen Auswahloptionen ein individuell interessantes aber dennoch in der Folge linear 
abgespieltes Fernsehprogramm betrachten zu können. 
Ergebnisse 
Das “Lean-in-the-Middle”-Konzept, welches gemeinsam mit den Arbeitsbereichen GUI und NGN 
erarbeitet wurde, orientierte sich an bestehenden Nachteilen der heterogenen Konsumwelten, also 
dem klassischen TV-Programm einerseits und On-Demand-Videoportalen mit dem klassischen 
Vertreter Youtube andererseits. Parallel dazu wurden Projekte von Drittanbietern, welche die beiden 
genannten Paradigmen vereinen (wie z.B. tape.tv, Boxee TV, Google TV oder Apple TV), betrachtet. 
Dabei wurden verschiedene Klassen von Nachteilen identifiziert: 
• der Zuschnitt existierender, durchsuchbarer Inhaltsplattformen auf abgegrenzte, 
kontrollierbare inhaltliche Genres (Beispiel: tape.tv im Bereich Musik), 
• ein hohes Maß an notwendiger Kreativität zur Formulierung des eigenen 
Programmwunsches (Beispiel: Google TV), 
• eine hohe Frequenz zu ähnlicher Inhalte, welche bei Übergabe eines Suchbegriffes die 
Sequenz des Programmes bilden (Beispiel: Youtube), 
• eine oft geringe inhaltliche und konzeptuelle Qualität im Bereich von Videoportalen mit 
überwiegend nutzergenerierten Inhalten (Beispiel: Youtube) oder 
• eine hohe Vorbereitungszeit vom Beginn der Selektionsphase bis zum Start der tatsächlichen 
Wiedergabe einer Programmsequenz im Kontext geringer Zeitbudgets insbesondere mobiler 
Zuschauer. 
Wir definierten daher ein Selektions-Modell zur Definition eines individuell erstellten Fernsehkanals, 
welches neben inhaltlichen Fragen auch die Qualität bzw. Relevanz von Beiträgen als Eingabe 
einbezieht. Bewusst wurde dabei eine höhere Suchunschärfe definiert, um eine größere Streuung 
gebotener Inhalte zu erzeugen. Dies erfolgte durch die Beschränkung von Suchkategorien auf 
grundlegende Orts-, Zeit-, Personen- und Genre-Informationen, um das Problem des Einsatzes einer 
Ontologie zur Vordefinition von Suchbegriffen in der Größe zu beschränken [KNA10]. Darüber hinaus 
untersuchten wir anhand von Probanden den Einfluss der Frage “Wie?” zur Beschreibung 
gewünschter Programminhalte anhand von emotions- und wirkungsbeschreibenden Adjektiv-Klassen 
mit Hilfe einer Prototypenserie namens “Moody TV” (siehe Abschnitt 1.4.2) in [BER11a] und 
[BER11b]. 
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2. Wichtigste Positionen des zahlenmäßigen Nachweises 
Auf Grundlage der relativen Anteile an der bewilligten Fördersumme für das Vorhaben sachsMedia 
(siehe Abbildung 37) werden nachfolgend die wesentlichen Positionen aufgeführt. Die Illustration 
verdeutlicht, dass gut 92% der Gesamtsumme in den Positionen 0812 und 0850 verausgabt wurden. 
Mit knapp 57% hat die Position 0812 (wissenschaftliches Personal) den größten Anteil. In Abschnitt 1 
sind die erzielten Ergebnisse basierend auf der Arbeitsplanung (siehe Abbildung 1) zusammengefasst. 
 
Abbildung 37: Relative Verteilung der für das Vorhaben sachsMedia bewilligten Positionen 
 
Abbildung 38: Relation der tatsächlichen Ausgaben zur jeweils bewilligten Summe für die einzelnen Positionen 
Die Gegenüberstellung der tatsächlichen Ausgaben in den bewilligten Positionen (siehe Abbildung 
38) zeigt Abweichungen für drei Ausgabearten. Die relativ gesehen größte Abweichung ergab sich für 
den Posten 0843 (Allgemeine Verwaltungsausgaben), für den nur gut ein Drittel der bewilligten 
Mittel benötigt wurde. Im Posten 0846 (Dienstreisen) wurden ca. zwei Drittel der geplanten Kosten 
auch tatsächlich verausgabt. Der wesentliche Grund hierfür war, dass Auslandsaufenthalte aufgrund 
strikter Vorgaben und Regularien nicht wie geplant durchgeführt werden konnten. Der Überschuss 
aus den genannten Positionen wurde im Verlauf des Vorhabens mit entstandenen Mehrkosten in der 
Position 0812 (wissenschaftliches Personal) ausgeglichen. Gründe für diese erhöhten Ausgaben 
waren hier zum einen die langfristige Beschäftigung der Nachwuchswissenschaftler, die mit einem 
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kontinuierlichen Stufenaufstieg einherging, und zum anderen mehrere unerwartete Tarifrunden im 
öffentlichen Dienst, die bereits für die niedrigste Entgeltgruppe und Einstufung eine relative 
Steigerung von ca. 20%25 bedeuteten. 
Die Position 0850 (Investitionen für Gegenstände >410 EUR im Einzelfall) bildete mit einem Anteil 
von knapp 36% die zweitgrößte Ausgabeart. Nachfolgend wird kurz auf die wichtigsten Gegenstände 
eingegangen, die im Vorhaben sachsMedia genutzt und unter dieser Position bewilligt wurden: 
• Zwei DVB-T/H Sendeeinheiten und ein DVB-T Error-Free Repeater 
• Digital Video Measurement System für DVB-T und DVB-H 
• DVB-H Labor Kit 
• Analysecluster (bestehend aus insgesamt 24 Recheneinheiten) 
• High-Definition Test-Studio zur TV-Produktion 
Die ersten beiden Posten waren bereits im Antrag zum Vorhaben sachsMedia aufgeführt und wurden 
entsprechend innerhalb der ersten 12 Monate der Projektlaufzeit beschafft. Die letzten drei Posten 
entstammen dem Aufstockungsantrag vom 26. März 2008. Mit Ausnahme des Teststudios wurden 
die Geräte im Verlauf des Jahres 2008 in die bestehende Infrastruktur integriert. Für das Teststudio 
waren seitens der TU Chemnitz zusätzlich räumliche und organisatorische Fragen zu klären und 
weitere Investitionen zu tätigen, so dass sich dessen Inbetriebnahme bis Anfang 2010 verzögerte. 
DVB-T/H Sendeeinheiten mit DVB-T Error-Free Repeater 
Für die beiden Standorte Straße der Nationen 62 und Reichenhainer Straße 70 wurden DVB-T/H 
Sendeeinheiten beschafft, die in einem sogenannten Single Frequency Network (SFN) betrieben 
werden. Planung, Konstruktion und Aufbau der Anlagen erfolgte durch die Mugler AG. Seitens der 
Initiative sachsMedia wurden die Einheiten in die geschaffene Testplattform integriert und für 
verschiedene Forschungsaufgaben (siehe Abschnitte 1.5.3, 1.5.4, 1.7.2 und 1.7.3) verwendet. 
  
Abbildung 39: DVB-T Antenne (links) mit zugehöriger Sendeeinheit (rechts) am Standort Straße der Nationen 62 
 
                                                            
25 Berechnungsgrundlage: E13 Stufe 1, jeweils zum 31.12.2007 und 31.12.2011 
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Digital Video Measurement System für DVB-T und DVB-H 
Die Mess- und Analysegeräte für DVB-T und DVB-H Signale wurden von der Firma ROHDE&SCHWARZ 
Vertriebs GmbH geliefert und ebenfalls in die Testplattform eingebunden. Die Geräte wurden für die 
entsprechenden Arbeitspakete (siehe 1.5.3, 1.5.4, 1.7.2 und 1.7.3) für verschiedene Untersuchungen 
eingesetzt. Ferner wurden in Kooperation mit den Partnerunternehmen Mugler AG und HMS oHG 
verschiedene Szenarien für DVB-T SFN-Betrieb und zum Playout von DVB-T untersucht. 
  
Abbildung 40: Arbeitsplatz zum Messen und zur Analyse von DVB-T/H Signalen (links) und das DVB-H Kit (rechts) im 
Labor der Professur Medieninformatik 
DVB-H Labor Kit 
Das DVB-H Labor Kit (siehe Abbildung 40, rechts) zur Erforschung von IP-basierten Diensten im 
mobilen Kontext von der Firma ENENSYS Technologies S.A. war eine weitere wesentliche 
Komponente der Testplattform für DVB-Signale. Es wurde in das Labor der Professur 
Medieninformatik integriert und dort zur Untersuchung verschiedener mobiler Empfangsszenarien 
im Kontext der Initiative sachsMedia genutzt (siehe Abschnitte 1.5.3 und 1.7.1). 
Analysecluster 
Ein Clusterverbund, bestehend aus 24 Rechnern, ausgestattet mit moderner Quad-Core-Technologie 
und Grafikkarten der neuesten Generation schuf die Voraussetzung, hochkomplexe rechen- und 
speicherplatzintensive Verfahren zur Merkmalsextraktion und zur automatischen Segmentierung im 
Bereich der Video- und Audioanalyse zu implementieren, zu evaluieren und weiter zu entwickeln. 
Der Cluster bot den Nachwuchsforschern und Studierenden als Testplattform die Möglichkeit im 
Projektrahmen entworfene Algorithmen zu erforschen und auszuwerten, wobei vom Nutzer 
benötigte Knoten teilweise dynamisch allokiert werden konnten. Der Systemverband kombinierte die 
vorhandene Rechenleistung zu einer Rechenplattform und verarbeitet alle vorhandenen Archivdaten 
Ferner werden damit die erzeugten Ergebnisse verwaltet. Der Cluster fand auch als Streaming, Trans- 
und Encoding-Server in der Säule Distribution für verschiedene Test-Szenarien Anwendung.  
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Stabilitäts- und Geschwindigkeitsanalysen gaben Aufschluss über das mögliche 
Verbesserungspotenzial oder den Flaschenhals bei der Verteilung der Aufgaben über die konzipierten 
Frameworks. Geschwindigkeitssteigerungen im Bereich Video- und Audioanalyse, insbesondere unter 
Einbezug der Rechenleistung der Grafikkarten, sowie des gesamten Verbundsystems von mehreren 
Rechnern konnten bspw. bei der strukturellen und inhaltlichen Videoanalyse nachgewiesen werden. 
Die Rechenzeit beim Einsatz von Verfahren des überwachten und  nicht überwachten maschinellen 
Lernens konnte so von mehreren Monaten auf einige Tage gesenkt werden. 
  
Abbildung 41: Analysecluster (Ausschnitt) im Technik-Labor der Professur Medieninformatik 
High-Definition Test-Studio zur TV-Produktion 
Entsprechend dem Aufstockungsantrag zum Vorhaben sachsMedia bildete das Test-Studio den 
letzten Baustein zur vollständigen Abdeckung des TV-Produktionsworkflows. Das TV-Studio wurde in 
Zusammenarbeit mit der VST GmbH und der Bauleitung der TU Chemnitz entworfen und realisiert. 
 
Abbildung 42: Regiepult des eingerichteten Test-Studios zur Fernsehproduktion 
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Abbildung 43: Klassisches Produktionsszenario im TV-Studio (links) und mobiles Szenario zur Live-Produktion (rechts) 
Die Eingliederung des Test-Studios in die Infrastruktur der TU Chemnitz bzw. der Professur 
Medieninformatik gestaltete sich schwieriger als ursprünglich angenommen. Es musste nicht nur ein 
entsprechend großer Raum mit zusammenhängender Grundfläche gefunden werden, sondern 
zusätzlich sollte dieser diverse akustische sowie klimatechnische Anforderungen erfüllen, damit eine 
sinnvolle Nutzung des Studios gewährleistet werden konnte. Daher dauerte allein die Schaffung 
dieser Grundvoraussetzung für die Installation des Test-Studios mehrere Monate. Ferner tätigte die 
TU Chemnitz weitere Investitionen in der Größenordnung der bewilligten Fördersumme für die 
Studiotechnik um diese erforderliche Infrastruktur bereitzustellen. Das erzielte Ergebnis als solches, 
die wissenschaftlichen Untersuchungen im Rahmen von sachsMedia sowie der voraussichtliche 
Nutzen auch über die Förderlaufzeit hinaus rechtfertigen diesen hohen Aufwand. 
3. Notwendigkeit und Angemessenheit der geleisteten Arbeit 
Die erzielten Ergebnisse in den sieben inhaltlichen Arbeitsbereichen (siehe Abbildung 1) konnten nur 
durch die gezielte Förderung einer personell stark aufgestellten Nachwuchsforschergruppe erzielt 
werden. Die Bearbeitung der Forschungsfragen war durch die KMU insbesondere im Bereich der 
Lokalsender aber auch im Themenkomplex der Medienverteilung allein nicht zu stemmen. Zudem 
waren die anvisierten technologischen und wissenschaftlichen Fortschritte in allen Einzelbereichen 
enorm hoch gesteckt. Diese Kombination der Untersuchung komplexer und heterogener 
Forschungsfragen, die die gesamte Wertschöpfungskette der Medienproduktion berücksichtigen, 
wäre ohne die gezielte Förderung der Initiative sachsMedia so weder für die KMU noch für die TU 
Chemnitz möglich gewesen. 
Die im Projektverlauf entwickelten Frameworks Xtrieval (siehe Abschnitt 1.3.1) und AMOPA (siehe 
Abschnitt 1.2.1) erforderten intensive Betrachtungen grundlegender Fragen in den Bereichen 
Retrieval und Signalverarbeitung (in Bild und Ton), die ohne die Förderung von sachsMedia in diesem 
Maße nicht realisierbar gewesen wäre. Die entwickelten Prototypen zur Recherche in automatisch 
annotierten Beiträgen (siehe Abschnitt 1.3.2) und zur Live-Distribution in IP-basierte Netzwerke 
(siehe Abschnitte 1.5.1 und 1.7.2) ermöglichten es den Partnerunternehmen ihre bestehenden 
Geschäftsfelder an zukünftige Entwicklungen der digitalen Produktion und Verbreitung von 
audiovisuellen Inhalte heranzuführen. Besonders hervorzuheben ist hierbei die Verknüpfung der in 
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der klassischen Fernsehproduktion separaten Bereiche der Produktion, Verteilung und 
Dokumentation der Inhalte. Durch den ganzheitlichen Ansatz in sachsMedia konnten so 
Fragestellungen erörtert werden, die für die Beteiligten KMU von wesentlicher Bedeutung waren. 
Neben den inhaltlichen Arbeiten haben die Nachwuchswissenschaftler aktiv an der Entwicklung und 
Umsetzung von Maßnahmen zur Erreichung der förderpolitischen Ziele des Programms InnoProfile 
gearbeitet. Diese vielfältigen Aufgaben waren zwar implizit bereits im Antrag vorgesehen, 
resultierten in Summe aber letztlich in einem deutlichen Mehraufwand. Ferner wurden zur 
Durchführung dieser Maßnahmen keine Mittel bereitgestellt. 
Sowohl die vorgenommenen Investitionen als auch die erzielten Forschungsergebnisse wurden in die 
Infrastruktur am Standort in Chemnitz integriert. Die gewonnenen Erkenntnisse wurden in ihren 
wesentlichen Teilen in die Lehre der Professur Medieninformatik eingearbeitet. Damit wird die 
Professur Medieninformatik bzw. die TU Chemnitz als kompetenter Ansprechpartner für 
privatwirtschaftliche Unternehmen der Medienbranche etabliert und nachhaltig gestärkt. Die eigens 
durchgeführten nationalen Workshops, die Beiträge zu internationalen Konferenzen sowie die 
hervorragenden Ergebnisse bei internationalen Vergleichskampagnen im Bereich Retrieval haben zur 
Stärkung und Schärfung dieses Profils beigetragen. 
4. Nutzung und Verwertung erzielter Ergebnisse 
Ziel des Vorhabens sachsMedia war es Frameworks und APIs für konkrete Anwendungsszenarien zu 
entwickeln, die bspw. von den Partnerunternehmen zur Produktreife geführt werden können. 
Demnach sind drei wesentliche Frameworks entstanden, deren Anwendungspotenzial im Rahmen 
exemplarischer Prototypen für konkrete Einsatzszenarien aufgezeigt werden konnte. 
Zuerst ist hier das entwickelte Annotationsframework AMOPA (siehe Abschnitt 1.2.1) zu nennen. Es 
ist modular aufgebaut und ermöglicht die automatische Extraktion von Beschreibungsdaten u.a. zur 
Szenenerkennung, Gesichtserkennung oder Spracherkennung. Mit Hilfe der automatisch generierten 
Metadaten sind die Lokalsender nun in der Lage ohne zusätzlichen personellen Aufwand zur 
Inhaltserschließung in ihren Beiträgen zu recherchieren. Die Evaluation einzelner Module im Rahmen 
des Vorhabens hat gezeigt, dass insbesondere die Heterogenität der audiovisuellen Inhalte eine 
Herausforderung für die eingesetzten Verfahren darstellt. Perspektivisch verfolgt die Professur 
Medieninformatik ein zweigleisiges Modell zur Verwertung des AMOPA Frameworks. Zum einen wird 
das Framework insbesondere in Lehre und Forschung eingesetzt, um den Bereich der automatischen 
Bild- und Sprachverarbeitung an der Professur zu stärken. Bereits während der Laufzeit von 
sachsMedia sind hier eine Vielzahl wissenschaftlicher Publikationen und studentischer 
Abschlussarbeiten entstanden (siehe Anhang A – Veröffentlichungen aus der NWG sachsMedia 
und Anhang B – Studentische Arbeiten im Kontext des IP sachsMedia). Zudem verfassen die Herren 
Marc Ritter und Stephan Heinich ihre Dissertationsschriften im Kontext des AMOPA Frameworks und 
planen die Einreichung dieser Arbeiten im Jahr 2013. Zum anderen wird eine Weiterentwicklung der 
ganzheitlich automatisierten Metadatenextraktion verfolgt, um sowohl die Ergebnisse in ihrer 
Qualität weiter zu verbessern als auch neue Verfahren und deren Anwendung zur Archivierung und 
wirtschaftlichen Verwertung audiovisueller Inhalte zu untersuchen. 
Ebenso bedeutend für die Forschungsfragen der Säule Annotation & Retrieval sowie den konkreten 
Bedarf der Lokalsender in Sachsen waren die Entwicklung und die erzielten Forschungsergebnisse mit 
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dem Xtrieval Framework (siehe Abschnitt 1.3.2). Xtrieval ist nicht nur eine Sammlung der in 
Wissenschaft und Technik am weitesten verbreiteten Softwarebibliotheken (wie bspw. Apache 
Lucene, Terrier und Lemur) und Algorithmen zur Recherche in digitalen Medien. Vielmehr erlaubt das 
Softwareframework die gezielte Konfiguration und Kombination wichtiger Einzelkomponenten eines 
Retrievalsystems angepasst an ein zugrundeliegendes Suchproblem. Ferner stellt das Framework 
einfache und flexible Schnittstellen zur Durchführung von empirischen Untersuchungen anhand von 
Testkorpora zur Verfügung. Diese Eigenschaften heben das Xtrieval Framework deutlich von anderen 
existierenden Softwarelösungen ab. Während der Laufzeit des Vorhabens sachsMedia haben die 
involvierten Nachwuchsforscher an verschiedenen Evaluationskampagnen im Kontext der Suche in 
digitalen Medien teilgenommen und erreichten dabei mehrfach vorderste Platzierungen im 
internationalen Vergleich. Die Ergebnisse dieser Untersuchungen flossen in die kontinuierliche 
Weiterentwicklung des Xtrieval Frameworks ein. Parallel zur Forschungsarbeit wird die Software 
bereits in verschiedenen Lehrveranstaltungen der Professur Medieninformatik als Basistechnologie 
verwendet. Im Jahr 2011 nutzten mehrere studentische Teams das Xtrieval Framework als Grundlage 
zur Teilnahme an verschiedenen Retrieval Evaluationen im Kontext multimedialer Suchprobleme. 
Dabei wurden von einzelnen Gruppen hervorragende Resultate erzielt, die teilweise auch etablierte 
Forschergruppen aus dem In- und Ausland in Bezug auf die Qualität der Ergebnisse übertrafen. 
Aufbauend auf diesen Erfolgen sieht die derzeitige Planung eine Intensivierung der Einbindung von 
Xtrieval in die Vorlesungsreihe „Medienretrieval“ und das Seminar „Medieninformatik“ vor, damit 
die geschaffene Kompetenz nachhaltig an der Professur etabliert wird. Als weiteres wesentliches 
Ergebnis ist in diesem Kontext die erfolgreiche Promotion von Herrn Jens Kürsten im Jahr 2012 zu 
nennen. Seine Arbeit befasst sich mit dem Vergleich wesentlicher Systemkomponenten von 
Retrievalsystemen und deren Einfluss auf die Qualität der Ergebnisse unter Betrachtung 
unterschiedlicher Testkollektionen. 
Die Kombination der beiden Frameworks AMOPA und Xtrieval mündete in die Formulierung dreier 
Szenarien zur Ausgründung: a) Archivierung audiovisueller Medien, b) Media Asset Management und 
c) Interactive Rich Media. Auf der Basis einer Marktanalyse, die im Jahr 2010 durchgeführt wurde, 
konnten die genannten Szenarien weiterentwickelt werden und mündeten letztlich in eine 
Doppelstrategie der Verwertung. Einerseits ist eine Weiterentwicklung des Anwendungsspektrums 
zu Dienstleistungen der automatischen Inhaltserschließung und Medienverarbeitung vorgesehen. 
Andererseits wird im Rahmen eines Validierungsprojektes (ValidAX) eine Kopplung von technischen 
Machbarkeitsstudien mit Partnerunternehmen und begleitender Marktanalyse mit der Definition 
weiterer Einsatzszenarien verfolgt. Somit stehen sowohl eine Ausgründung zur direkten Verwertung 
der Ergebnisse als auch die technologische Weiterentwicklung in Verbundprojekten mit Partnern aus 
der Wirtschaft als Möglichkeiten offen. 
Das dritte und letzte wesentliche Ergebnis entstammt den Arbeitsgebieten der Säule Distribution. 
Hier wurde ein modulares und skalierbares Live-Distributionsframework entwickelt, welches 
durchgängig auf dem IP-Protokoll basiert. Die Komponenten des Frameworks sind als Dienste 
realisiert und erlauben damit die Integration und Verknüpfung beliebiger Quellen und Senken  der 
Medienproduktion (bspw. IP-Kameras, Screen Capture Devices, Videodateien, Encoder oder 
Streaming Server). Basis des entwickelten Frameworks ist der quellenoffene Videolan Client. Eine 
prototypische Nutzerschnittstelle ermöglicht eine flexible und anforderungsgerechte Konfiguration 
der Produktionsumgebung. Die Funktionsblöcke werden im Backend des Frameworks dynamisch 
nach den Nutzervorgaben gekoppelt und erlauben somit auch komplexe Szenarien wie simultane 
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Produktionsprozesse oder zusätzliche Videomischung bzw. –enkodierung. Die Skalierbarkeit dieses 
Konzepts wurde in verschiedenen Szenarien untersucht (u.a. mit der Live-Übertragung der 
Chemnitzer Linux Tage in den Jahren 2010 bis 2012). Mit einer Minimalkonfiguration bestehend aus 
einem handelsüblichen Consumer-Notebook kann simultan ein SD TV-Signal und ein Webstream 
erzeugt, sowie die Enkodierung in entsprechende Zielformate realisiert werden. Mit zusätzlicher 
Hardware, die über eine leistungsfähige IP-Infrastruktur angebunden ist, können bspw. multiple 
Bitraten, unterschiedliche Auflösungen für alternative Ausgabeformate oder die parallele 
Weiterverarbeitung der Datenströme realisiert werden. Im Verlauf des Vorhabens sachsMedia wurde 
das Live-Distributionsframework an das Analyseframework AMOPA gekoppelt, womit die auch 
automatische Inhaltserschließung von Livequellen möglich wird. Dieses Szenario wurde in einer 
studentischen Arbeit Anfang 2012 untersucht und prototypisch umgesetzt. 
Der Nutzen der getätigten Investitionen zeigt sich insbesondere in der Vielzahl wissenschaftlicher 
Publikationen (insgesamt 67) in den Forschungsgebieten der Initiative sachsMedia. Diese sichern 
einerseits das über die Laufzeit des Vorhabens aufgebaute Wissen und andererseits unterstreichen 
sie das ausgebaute Profil der technologischen Kompetenz in den Bereichen der 
Medienproduktion, -analyse und- verarbeitung. Die Integration der Forschungsergebnisse in 
verschiedene Lehrveranstaltungen der Professur Medieninformatik trägt zusätzlich zur Sicherung des 
erlangten Kenntnisstandes bei. Die gezielte Förderung von Nachwuchsforschern war ein wesentlicher 
Baustein zur nachhaltigen Verankerung des Forschungsprofils. Als besondere Erfolge sind hier der 
Bundessieg bei „Jugend forscht“ durch Andreas Lang in 2010 sowie die Verleihung des 
Universitätspreises der TU Chemnitz an Michael Storz für seine Masterarbeit im Jahr 2012 zu werten. 
Herr Storz setzt seine wissenschaftliche Karriere heute im DFG-Graduiertenkolleg Crossworlds an der 
TU Chemnitz fort. Beide Nachwuchsforscher wurden inhaltlich von Marc Ritter aus der Initiative 
sachsMedia betreut und kontinuierlich im Schwerpunkt der automatischen Medienanalyse 
ausgebildet. 
Die geschaffene Testplattform zur Verteilung und Analyse digitaler Fernsehsignale und neuartiger 
Dienste und das Teststudio können über die Projektlaufzeit hinaus für die Öffentlichkeitsarbeit der 
TU Chemnitz bzw. der Professur Medieninformatik genutzt werden. Das Teststudio soll kontinuierlich 
zu einem vollwertigen HD-Produktionsstudio ausgebaut werden. Parallel dazu kann die vorhandene 
Technik zu Ausbildungszwecken in die Lehre eingebunden werden um auch das kreative Arbeiten mit 
audiovisuellen Medien am Standort zu verankern. Das zugrundeliegende strategische Ziel ist der 
Aufbau eines kleinen TV-Senders der TU Chemnitz, der regelmäßig von Studenten produzierte Inhalte 
verbreitet. 
Bereits angedeutet wurde die Nutzung der geschaffenen Frameworks AMOPA (Medienanalyse) und 
Xtrieval (Medienrecherche) sowie des im Vorhaben sachsMedia finanzierten Analyseclusters im 
bereits laufenden Validierungsprojekt ValidAX. Das Ziel dieses Vorhabens ist die Bewertung 
möglicher Nutzungsszenarien in Unternehmen der Privatwirtschaft, die bei entsprechender 
Entwicklung dann in eine Ausgründung münden soll (Zeithorizont: Mitte 2014). Eine Verstetigung des 
aufgebauten Technologieprofils wurde zusätzlich durch die Einwerbung weiterer Drittmittelprojekte 
erreicht. Der Initiator und die Mitarbeiter der Nachwuchsforschergruppe sachsMedia haben im 
Verbund mit weiteren Professuren der TU Chemnitz erfolgreich Fördergelder in Höhe von ca. 7,7 
Millionen Euro eingeworben, die auf die nachfolgend gelisteten Vorhaben entfallen: 
• ValidAX (Laufzeit: 07/2011 bis 06/2014) 
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• Nachwuchsforschergruppe „The Smart Virtual Worker“ (Laufzeit: 01/2012 bis 12/2014) 
• DFG-Graduiertenkolleg „CrossWorlds“ (Laufzeit: 04/2012 bis 10/2016) 
• Nachwuchsforschergruppe „ChroomaPlus“ (Laufzeit: 08/2012 bis 12/2014) 
• Industrieprojekt Gefühlte Netzqualität (Laufzeit: 08/2012 bis 10/2012) 
5. Fortschritte bei anderen Stellen 
Die Ausrichtung des Vorhabens sachsMedia auf die zwei wesentlichen Säulen Annotation & Retrieval 
und Distribution resultierte in sehr heterogenen Forschungsfragen, die zudem sehr komplexe 
Probleme behandelten. Diese beiden Aspekte machen eine detaillierte Betrachtung aller relevanten 
Fortschritte bei anderen Einrichtungen in Wissenschaft und Technik unmöglich. Daher werden 
nachfolgend die wesentlichen Schwerpunkte unter Betrachtung der gesetzten Ziele in Bezug zu den 
Ergebnissen Dritter gesetzt. Der wesentliche Unterschied zwischen den Ergebnissen anderer 
Forschungseinrichtungen und den in diesem Bericht zusammengefassten liegt in der gezielten 
Verknüpfung mehrerer Forschungsthemen zur Lösung spezifischer Probleme in der sächsischen 
Lokalsenderlandschaft. 
Die generelle wirtschaftliche Bedeutung digitaler Medieninhalte und die damit verbundenen 
Forschungsinteressen lassen sich anhand der Zahl öffentlich bereitgestellter Beiträge auf der 
Videoplattform YouTube ablesen. Zu Beginn von sachsMedia im Jahr 2007 wurden weltweit ca. 6 
Stunden audiovisuellen Materials pro Minute auf YouTube hochgeladen. Diese Zahl stieg bis zur 
Mitte des Jahres 2012 auf ungefähr 72 Stunden26. Gleichzeitig werden aktuell ca. 4 Milliarden Videos 
pro Tag abgerufen27. Diese Zahlen veranschaulichen insbesondere den enormen Bedarf an 
automatisierten Verfahren der Medienanalyse und –annotation, wie sie im Teilbereich Annotation & 
Retrieval von sachsMedia entwickelt und untersucht wurden.  
Im Bereich der automatischen Inhaltserschließung audiovisueller Medien und deren Bereitstellung in 
Suchmaschinen wird am Fraunhofer –Institut für Intelligente Analyse- und Informationssysteme 
(IAIS) und dem Lehrstuhl Internet-Technologien und –Systeme am Hasso-Plattner-Institut der 
Universität Potsdam intensiv geforscht. Die beiden Erstgenannten haben zum Projekt Contentus28 
wesentliche Beiträge zur inhaltlichen Erschließung und zur semantischen Suche in Medien geleistet. 
Der Hauptunterschied zwischen den dort erzielten Ergebnissen und denen von sachsMedia liegt in 
der zugrundeliegenden Datenbasis und den sich daraus ableitenden Forschungsfragen. Während im 
Projekt Contentus das Kulturerbe in Bibliotheken und Museen erschlossen und zugänglich gemacht 
werden sollte [NAN12]. Der Anwendungsfokus von sachsMedia liegt weniger in diesen meist staatlich 
geförderten und daher finanziell abgesicherten Institutionen als in Wirtschaftsbetrieben im KMU-
Bereich. Aus dieser unterschiedlichen Zielklientel ergibt sich aber auch eine unterschiedliche 
Zielsetzung für die Generierung von Metadaten: Bibliotheken und Archive benötigen qualitativ 
extrem hochwertige Metadaten. Im Vergleich dazu benötigen die in sachsMedia avisierten 
Unternehmen diesen Aufwand nicht und können sich ihn finanziell wohl auch nicht leisten. Hier sind 
deshalb pragmatische und wirtschaftliche Lösungen gefragt. 
                                                            
26 http://gigaom.com/video/youtube-72-hours-video-per-minute/ (eingesehen: 12.09.2012) 
27 http://youtube-global.blogspot.de/2012/01/holy-nyans-60-hours-per-minute-and-4.html (eingesehen: 
12.09.2012) 
28 http://www.iais.fraunhofer.de/contentus.html (eingesehen: 12.09.2012) 
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Aus der Zielsetzung von Contentus Konzepte und Technologien für multimediale Bibliotheken 
entwickeln ergibt sich die Frage nach den behandelten Medien: Neben Video werden in Contentus 
auch Bilder, Schallplatten, Tonbänder, sogar Bücher und andere Medien berücksichtigt. In 
sachsMedia hingegen wurde ausschließlich Videomaterial betrachtet. Der Unterschied liegt hier in 
der Art der zu berücksichtigenden Metadaten: Liegt ein multimedialer Datenbestand vor, dann muss 
bei der Erstellung von Metadaten Rücksicht auf die zum Teil existierenden, zum Teil ebenfalls zu 
behandelnden Metadaten der anderen Medien Rücksicht genommen werden, um die 
Multimedialität zu erhalten. Werden die Metadaten in Ignoranz zu den übrigen Medien erstellt, 
liegen die Medien am Ende zwar erschlossen aber jeder Medientyp für sich vor - und eben nicht 
Multimedial. Die in sachsMedia entwickelten Technologien können aber bei der 
Metadatengenerierung spezifisch auf die das jeweils zu erschließende Medium eingehen - nicht 
zuletzt wegen eben dieser Spezialisierbarkeit sind die Frameworks AMOPA und Xtrieval in 
internationalen Wettbewerben wie dem Cross Language Evaluation Forum so erfolgreich - 
Teilnahmen von Contentus gibt es dort nicht. Ferner liegen bei den an sachsMedia beteiligten 
Lokalsendern nur wenige bis überhaupt keine manuellen Inhaltsbeschreibungen zu den Videos vor. 
Dies hatte zur Folge, dass sich die Forschungsfragen im Wesentlichen auf die Verknüpfung und 
Nutzung der unterschiedlichen Quellen automatischer erzeugter Metadaten konzentrierten. Zudem 
wurden die zugrundeliegenden Verfahren und Algorithmen zur Verbesserung der Suche auf diesen 
teilweise ungenauen Beschreibungsdaten untersucht. Im Vergleich dazu wurde in Contentus 
ausschließlich auf bestehende Suchmaschinentechnologien zurückgegriffen. 
Am Lehrstuhl Verteilte Systeme der Philipps-Universität Marburg wird insbesondere an Verfahren zur 
automatischen Erkennung von Objekten in Bildern aber auch generell im Bereich der 
Inhaltserschließung von Bewegtbildern geforscht [EWE12], [MÜH12]. Dabei wurden in den 
vergangenen Jahren auch bei internationalen Wettbewerben wie TRECVid29 sehr respektable 
Ergebnisse erzielt [MÜH10], [MÜH11]. Die dort gewonnenen Erkenntnisse waren zum Teil auch für 
Aspekte des Arbeitsbereichs Videoanalyse von Bedeutung. In sachsMedia wurden vergleichbare 
Verfahren entwickelt und angepasst um spezifische Problemstellungen der heterogenen 
Archivbestände sächsischer Lokalsender zu untersuchen und entsprechende Lösungsansätze zu 
entwickeln. Im Forschungsgebiet der automatischen Erkennung und Erschließung wird weltweit 
intensiv geforscht. Dabei stehen in den letzten Jahren jedoch meist sehr konkrete Fragestellungen im 
Vordergrund, die sich aus spezifischem Material und entsprechenden Anwendungsfällen ergeben. 
Die Erstellung eines vollständigen Überblicks aller dieser Probleme und Lösungsansätze kann hier 
nicht erfolgen. 
Das Fraunhofer IAIS und die Universität Marburg forschen im Projekt MediaGrid30 zusätzlich an einer 
zentralen webbasierten Softwarearchitektur, die es verschiedenen Medienunternehmen ermöglicht 
automatisch extrahierte Metadaten für über entsprechende Schnittstellen bereitgestellte Beiträge 
abzurufen. Zum heutigen Zeitpunkt existiert hierfür eine Testplattform auf der verschiedene Arten 
der automatischen Erschließung von Beschreibungsdaten als Dienste bereitgestellt sind. 
Informationen über die Resonanz für diese Schnittstelle stehen jedoch aktuell nicht zur Verfügung. In 
sachsMedia wurde für die Lokalsender und weitere Partner wie bspw. die Fink+Partner GmbH eine 
funktional vergleichbare Schnittstelle geschaffen, die in verschiedenen Tests eingesetzt wurde um 
                                                            
29 http://trecvid.nist.gov/ (eingesehen: 12.09.2012) 
30 http://www.mediagrid-community.de/ (eingesehen: 12.09.2012) 
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die Verfahren der automatischen Video- und Sprachanalyse auf realen Daten der Partner zu testen 
und entsprechend für bessere Erkennungsraten zu optimieren. Dieses Konzept erlaubt den 
Medienunternehmen die so gewonnenen Metadaten in ihren eigenen Distributionskanälen wie 
Webseiten oder HbbTV Anwendungen zu verwenden. 
In den Themenfeldern der Säule Distribution existieren ebenfalls einige weitere 
Forschungseinrichtungen die insbesondere in den Bereichen Mobile-TV, Hybrid-TV und Web-TV 
arbeiten. An erster Stelle steht hier im deutschsprachigen Raum das Institut für Rundfunktechnik 
(IRT), welches sich als Forschungs- und Technologiedienstleister für die öffentlich-rechtlichen 
Fernsehsender etabliert hat. Die inhaltliche Überschneidung zu sachsMedia ist bis auf die 
Untersuchung von Metadatenstandards im Fernsehumfeld und die Schaffung flexibler 
Distributionskanäle im Web eher gering. Dies ergibt sich aus den unterschiedlichen Zielgruppen 
(öffentlich-rechtlicher Rundfunk vs. Regional- und Lokalsender). Im Bereich der digitalen Broadcast 
Technologien ist als Vorreiter im deutschen Raum das Institut für Nachrichtentechnik an der TU 
Braunschweig zu nennen. Die Forschungsschwerpunkte des Instituts um Prof. Reimers decken 
insbesondere die Trägertechnologien und digitale Netzstrukturen ab und waren daher für Teile der 
Arbeitsbereiche Next-Generation Networks und IP-basierte Dienste relevant. Daher wurde in 
sachsMedia auf diese Basistechnologien aufgebaut. Die Abgrenzung zu den Arbeitsgebieten der TU 
Braunschweig ergibt sich daraus, dass für die Fragestellungen von sachsMedia insbesondere die 
Applikationsebene relevant war. Ähnlich anwendungsnah wird in den Fraunhofer-Instituten für 
Digitale Medientechnologie, für Integrierte Schaltungen und für Offene Kommunikationssysteme 
geforscht. Auch hier sind insbesondere die für sachsMedia relevanten Themen die digitale 
Mediendistribution, interaktive und multimediale Dienste sowie die Konvergenz von Netzstrukturen. 
In den genannten Einrichtungen sind während der Laufzeit von sachsMedia wesentliche Fortschritte 
erzielt worden. Diese waren zumeist auf sehr spezifische Anwendungsfälle zugeschnitten, die als 
Ergänzungen für die in sachsMedia erzielten Ergebnisse in Betracht kommen. 
6. Geplante oder erfolgte Veröffentlichung der Ergebnisse 
Im Verlauf des Vorhabens haben die Nachwuchsforscher erzielte Teilergebnisse auf verschiedenen 
nationalen und internationalen Fachkonferenzen und Workshops vorgestellt. Die vollständige 
Auflistung dieser Publikationen ist in Anhang A – Veröffentlichungen aus der NWG sachsMedia 
enthalten. 
Gesondert hervorzuheben sind die aus der Gruppe sachsMedia entstandenen Sammelbände zur 
Dokumentation der am Standort Chemnitz organisierten Veranstaltungen WAM 2009 und WAM 
2010 sowie der Konferenz Mensch & Computer 2011: 
• Maximilian Eibl, Jens Kürsten, Marc Ritter. 2009. 
Workshop Audiovisuelle Medien WAM 2009: Archivierung. Proceedings of 1st Workshop 
Audiovisual Media, WAM’09, Chemnitz, Germany, June 4-5, ISBN 978-3-000278-58-7. 
• Maximilian Eibl, Jens Kürsten, Robert Knauf, Marc Ritter. 2010. 
Workshop Audiovisuelle Medien WAM 2010: Digitale Mediendistribution. Proceedings of 2nd 
Workshop Audiovisual Media, WAM’10, Chemnitz, Germany, June 1-2, 
ISBN 978-3-000311-13-0. 
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• Maximilian Eibl. 2011. 
Mensch & Computer 2011 : 11. fachübergreifende Konferenz für interaktive und kooperative 
Medien. überMEDIEN|ÜBERmorgen, Chemnitz, Germany, September 11-14, Oldenbourg-
Verlag, 520 S., ISBN 978-3-486-71235-3. 
• Maximilian Eibl, Marc Ritter. 2011. 
Workshopband Mensch & Computer 2011. Chemnitz, Germany, September 11-14, 
Universitätsverlag TU Chemnitz, 401 S., ISBN 978-3-941003-38-5. 
Neben der eigenen Forschertätigkeit haben die Mitglieder der NWG sachsMedia über die 
Projektlaufzeit eine Vielzahl studentischer Arbeiten betreut. Diese hatten meist einen direkten Bezug 
zu den individuellen Fragestellungen einzelner Teilaspekte des Vorhabens oder behandelten 
Fragestellungen im Kontext der beiden zentralen Säulen Annotation & Retrieval und Distribution. Die 
entsprechenden Ergebnisse dieser Arbeiten sind in Anhang B – Studentische Arbeiten im Kontext des 
IP sachsMedia aufgelistet.  
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Anhang B – Studentische Arbeiten im Kontext des IP sachsMedia 
 
Name Titel Arbeitstyp 
Fichtner, 
Thomas 
Zuführung von nutzergeneriertem Inhalt in Webseiten und 








Die Standards XQuery und MPEG7: Nutzung von XQuery für 












Aufbereitung von Video-/Audiostreams für Retrieval Tests Teamorientierte 
Projektarbeit 
Arnhold, Jan Content-Netzwerke für den Austausch von internetgestützten 
Lernangeboten 
Diplomarbeit 
Reichel, Patrick Cross-Language Information-Retrieval Studienarbeit 
Daßler, Stefanie Evaluierung verschiedener Ansätze zur Indexierung im 









Übersicht über Algorithmen zur Erkennung von Text in Videos Studienarbeit 




Hauptseminar Multimedia-Retrieval Seminararbeit 
diverse 
Studenten 
Proseminar wissenschaftliches Arbeiten Seminararbeit 
Wilhelm, 
Thomas 
Entwurf und Implementierung eines Frameworks zur Analyse 




Methoden zur Erstellung mehrsprachiger Thesauri Studienarbeit 
diverse 
Studenten 
Digitales Fernsehen Seminararbeit 
Wehrmann, 
Sebastian 





Implementierung von Verfahren zur Farbraumquantisierung 
mit strukturerhaltenden Merkmalen 
Studienarbeit 
Daßler, Stefanie Konzepte für die Merkmalsextraktion und Klassifikation zur 
automatischen optischen Analyse des Laserschweißprozesses 
Diplomarbeit 
Funke, Andreas Youtube-Plugin für VDR Studienarbeit 
Zemlin, Toralf Entwurf eines konfigurierbaren Web-Crawler-Frameworks zur 
weiteren Verwendung für Single-Hosted Media Retrieval 
Diplomarbeit 




DVB-Broadcasting- / IP-Datacasting-Tool-Evaluation Studienarbeit 
Kundisch, 
Holger 
Implementierung eines Prototypen zum Question Answering 
auf Sprachtranskripten 
Studienarbeit 
Hilbert, Thomas Softwareergonomisches Design interaktiver 
Benutzeroberflächen mit Schwerpunkt Modellierungs- und 
Analysesoftware 
Diplomarbeit 
Fleischer, Kevin Richtlinien für die Oberflächengestaltung von 
Objektkonfiguratoren 
Diplomarbeit 
Reichel, Patrick IPTV/Content on Demand im IP-Netz einer 
Antennengemeinschaft 
Diplomarbeit 
Söns, Martin Benutzerfreundliche mobile Bildannotation Diplomarbeit 













Entwurf und Implementierung eines Verfahrens zur 





Grundlagen der Shot Detection Studienarbeit 
Schumann, 
Sören 
Evaluierung der Archivlandschaft im Freistaat Sachsen und 
erste Konzeption des Prototyps eines Archivportals 
Konzeption des Prototyps eines Archivportals 
Studienarbeit 
Rickert, Markus Untersuchung und Evaluation von Gateway Services für 





Systematisierung und Evaluation von Verfahren zur 




Mobile Media Experiences Seminararbeit 
Shou, Yujuan Spracherkennung auf der Basis von Hidden Markov Modellen Studienarbeit 











Sendeplan Radio UNiCC Teamorientierte 
Projektarbeit 






Promotion-Video WAM Workshop 2009 Seminararbeit 
Thalheim, Dirk Multiview Transportstromübertragung über DVB-T Diplomarbeit 
Yimei, Liao Zoominterfaces zum Query Refining Studienarbeit 




Entwurf und Implementierung eines Visualisierungstoolkits für 
den Workflow von Ketten von Bild- und 
Videoverarbeitungsprozessen 
Diplomarbeit 
Müller, Sven Entwurf und Implementierung eines erweiterbaren 






Sendegebiets-Vermessung und Untersuchung der 




Riedel, Maja Moderne Methoden der Gesichtserkennung Seminararbeit 
Linowsky, 
Thomas 













Entwurf und Implementierung eines Beitragsarchivs mit 
Anbindung an das Xtrieval-Framework 
Diplomarbeit 
Tröger, Andreas Konzeption und Implementierung einer Programmoberfläche 
für ein DVB-konformes Playout-Multiplexing-System 
Studienarbeit 









Fernsehen der Zukunft: Konzepte für Anwendungen, Technik 




Konzeption eines Portals für heterogen beschriebene 





Implementierung eines Web-Services zur Generierung von 
MPEG-7-Deskriptoren und Suche nach ähnlichen Bildern 
Systementwurfs-
praktikum 















Integrierendes Verwaltungssystem für Campusradios und 
andere kleine Programmveranstalter im Radioumfeld 
Diplomarbeit 
Storz, Michael Analyse und Implementierung eines 
Objektdetektionsverfahrens nach Henry Schneiderman am 




Video-Annotation mit iPhone oder HTC/Android im 




Analyse und Implementierung eines Verfahrens zur 
interaktiven semi-automatischen Objektmarkierung und -
verfolgung 
Bachelorarbeit 









A Manual for Summer Internship Project Concerning The 














Evaluierung von Verfahren der Named Entity Recognition zur 




Fernsehen der Zukunft: Konzepte für Anwendungen, Technik 
und Realisierung" II 
Seminararbeit 
Riedel, Maja Schnittstellen-Framework für Kopplungen zwischen TV-Studio, 




Untersuchungen zu semantischem Retrieval von Bildern mit 
Hilfe von MPEG-7 und Implementation einer 
performanceoptimierter Beispielapplikation 
Diplomarbeit 
Dittmann, Nico Erweiterungsarbeiten am Annotationstoolkit II Forschungs-
praktikum 























Sprachverstehen anhand von Phonemen Teamorientierte 
Projektarbeit 
Herms, Robert Framework für Signalisierung, Hosting & Analyse von HbbTV-
Applikationen 
Diplomarbeit 







Placing Media Items Using the Xtrieval Framework. Seminararbeit 
Schmidt, Ken 
Körner, Thomas 
A Two-step Approach to Video Retrieval based on ASR 
transcriptions 
Seminararbeit 
Wahren, Gero Systematisierung sematischer Methoden zur Verbesserung 
automatischer Sprachererkennung 
Studienarbeit 
Storz, Michael Konzeption und Umsetzung einer Annotationsoberfläche für 





Capture, Broadcast & Display von Video- und Positionsdaten 
im HbbTV-Environment 
Studienarbeit 
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Hertel, Robert Streaming-Server-Evaluation Forschungs-
praktikum 
Dittmann, Nico Analyse und Evaluation von visuellen MPEG7-Deskriptoren zur 
Verbesserung von Verfahren zur Szenenwechselerkennung 












INEX Data Centric Track 2011 Seminararbeit 
Wiechert, 
Sarina 
Evaluation von Spracherkennungssystemen Forschungs-
praktikum 
Friess, Maria Mobile TV 2.0 für das Apple iPhone Forschungs-
praktikum 
Wilhelm, Frank Analyse und Implementierung von 
Gradientenabstiegsverfahren auf Entscheidungsbäumen im 
Forschungsframework AMOPA zur Detektion von Gesichtern 
Diplomarbeit 
Riechert, Saskia Konzeption von eLearning Modulen zur Tontechnik Bachelorarbeit 
Pöschl, Gerit on air Styleguide Studienarbeit 





Evaluierung von Audiodateien in Verbindung mit CMU Sphinx 
und Dragon Naturally 
Teamorientierte 
Projektarbeit 






Vermittlung zwischen Signallisierung und Medientransport am 
Beispiel von RTSP und SIP basierten Anwendungen  
Bachelorarbeit 
Hertel, Robert Live-Stream Catch-Up mit Metadaten-Assistenz Bachelorarbeit 
Richter, 
Matthias 















mobiles, ortsbezogenes Campusspiel Teamorientierte 
Projektarbeit 
Mann, Samuel Blogshopping, ein integrierter Ansatz Bachelorarbeit 
Lohr, Christina Spachmodelladaption von CMU Sphinx fur den Einsatz in der 
Medizin und dessen Evaluierung 
Bachelorarbeit 
Wahren, Gero Implementierung und Evaluation einer Modulation Frequency 
Analysis 
Diplomarbeit 
Kunad, Astrid Implementierung von Repräsentation einer semantischen 
Graphen und deren Evaluierung 
Masterarbeit 
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Nietsch, Tolleiv Phoneme-Erkennung mit Hilfe von Hidden-Markow-Modellen 
als Grundlage für sprecherunabhängige Spracherkennung 
Studienarbeit 
Shou, Yujuan Implementierung und Evaluierung eines 
Spracherkennungssystems zur Metadatengenerierung 
Diplomarbeit 
Storz, Michael Annotation. Training. Evaluation. – Analyse, Implementierung 
und Visualisierung des Workflows maschineller Lernverfahren 
zur Objektdetektion am Beispiel von Gesichtern 
Masterarbeit 
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2006, Chemnitz
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er, Torsten Mehlan, Wolfgang Rehm (Eds.), Kommunikati-
on in Clusterrechnern und Clusterverbundsystemen, Tagungsband zum 2.
Workshop, Februar 2007, Chemnitz
CSR-07-03 Matthias Vodel, Mirko Caspar, Wolfram Hardt, Energy-Balanced Coopera-
tive Routing Approach for Radio Standard Spanning Mobile Ad Hoc Net-
works, Oktober 2007, Chemnitz
CSR-07-04 Matthias Vodel, Mirko Caspar, Wolfram Hardt, A Concept for Radio Stan-
dard Spanning Communication in Mobile Ad Hoc Networks, Oktober 2007,
Chemnitz
CSR-07-05 Raphael Kunis, Gudula Runger, RAfEG: Referenz-Systemarchitektur und
prototypische Umsetzung - Ausschnitt aus dem Abschlussbericht zum Pro-
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CSR-09-01 Amin Coja-Oghlan, Andreas Goerdt, Andre Lanka, Spectral Partitioning of
Random Graphs with Given Expected Degrees - Detailed Version, Januar
2009, Chemnitz
CSR-09-02 Enrico Kienel, Guido Brunnett, GPU-Accelerated Contour Extraction on
Large Images Using Snakes, Februar 2009, Chemnitz
CSR-09-03 Peter Kochel, Simulation Optimisation: Approaches, Examples, and Expe-
riences, Marz 2009, Chemnitz
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CSR-09-04 Maximilian Eibl, Jens Kursten, Marc Ritter (Hrsg.), Workshop Audiovisu-
elle Medien: WAM 2009, Juni 2009, Chemnitz
CSR-09-05 Christian Horr, Elisabeth Lindinger, Guido Brunnett, Considerations on
Technical Sketch Generation from 3D Scanned Cultural Heritage, September
2009, Chemnitz
CSR-09-06 Christian Horr, Elisabeth Lindinger, Guido Brunnett, New Paradigms for
Automated Classication of Pottery, September 2009, Chemnitz
CSR-10-01 Maximilian Eibl, Jens Kursten, Robert Knauf, Marc Ritter , Workshop Au-
diovisuelle Medien, Mai 2010, Chemnitz
CSR-10-02 Thomas Reichel, Gudula Runger, Daniel Steger, Haibin Xu, IT-
Unterstutzung zur energiesensitiven Produktentwicklung,
Juli 2010, Chemnitz
CSR-10-03 Bjorn Krellner, Thomas Reichel, Gudula Runger, Marvin Ferber, Sascha Hu-
nold, Thomas Rauber, Jurgen Berndt, Ingo Nobbers, Transformation mo-
nolithischer Business-Softwaresysteme in verteilte, workowbasierte Client-
Server-Architekturen, Juli 2010, Chemnitz
CSR-10-04 Bjorn Krellner, Gudula Runger, Daniel Steger, Anforderungen an ein Da-
tenmodell fur energiesensitive Prozessketten von Powertrain-Komponenten,
Juli 2010, Chemnitz
CSR-11-01 David Brunner, Guido Brunnett, Closing feature regions, Marz 2011, Chem-
nitz
CSR-11-02 Tom Kuhnert, David Brunner, Guido Brunnett, Betrachtungen zur Skelet-
textraktion umformtechnischer Bauteile, Marz 2011, Chemnitz
CSR-11-03 Uranchimeg Tudevdagva, Wolfram Hardt, A new evaluation model for
eLearning programs, Dezember 2011, Chemnitz
CSR-12-01 Studentensymposium Informatik Chemnitz 2012, Tagungsband zum 1. Stu-
dentensymposium Chemnitz vom 4. Juli 2012, Juni 2012, Chemnitz
CSR-12-02 Tom Kuhnert, Stephan Rusdorf, Guido Brunnett, Technischer Bericht zum
virtuellen 3D-Stiefeldesign, Juli 2012, Chemnitz
CSR-12-03 Rene Bergelt, Matthias Vodel, Wolfram Hardt, Generische Datenerfassung
und Aufbereitung im Kontext verteilter, heterogener Sensor-Aktor-Systeme,
August 2012, Chemnitz
CSR-12-04 Arne Berger, Maximilian Eibl, Stephan Heinich, Robert Knauf, Jens
Kursten, Albrecht Kurze, Markus Rickert, Marc Ritter , Schlussbericht zum
InnoPro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