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Multichannel, ice sounder data can be processed to three-dimensionally map ice sheet bed topography 
and basal reflectivity using tomographic imaging techniques. When ultra-wideband (UWB) signals are used 
to interrogate a glaciological target, fine resolution maps can be obtained. These data sets facilitate both 
process studies of ice sheet dynamics and also continental-scale ice sheet modeling needed to predict future 
sea level. The socioeconomic importance of these data as well as the cost and logistical challenge of 
procuring them justifies the need to image ice sheet basal morphology over a wider swath. Imaging wide 
swaths with UWB signals poses challenges for the array processing methods that have been used to localize 
scattering in the cross-track dimension.  Both MUltiple SIgnal Classification (MUSIC) and the Maximum 
Likelihood Estimator (MLE) have been applied to the ice sheet tomography problem. These techniques are 
formulated assuming a narrowband model of the array that breaks down in wideband signal environments 
when the direction of arrival (DOA) increases further off nadir.   
The Center for Remote Sensing of Ice Sheets (CReSIS) developed a UWB multichannel SAR with a 
large cross-track array for sounding and imaging polar ice from a Basler BT-67 aircraft. In 2013, this sensor 
collected data in a multibeam mode over the West Antarctic Ice Sheet to demonstrate wide swath imaging. 
To reliably estimate the arrival angles of echoes from the edges of the swath, a parametric space-time 
direction of arrival estimator was developed that obtains an estimate of the DOA by fitting the observed 
space-time covariance structure to a model. This thesis focuses on the development and optimization of the 
algorithm and describes its predicted performance based on simulation. Its measured performance is 
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Over the last decade, both ICESat and IceBridge altimetry and gravimetry data from GRACE have 
revealed increases in mass loss from the Greenland and West Antarctic ice sheets [1].  This thinning 
coincides with rapid changes being observed at the margins and raises practical socioeconomic concerns 
for the contributions of the large ice sheets to future sea level.  Sea level rose approximately 1.5 cm over 
the last century.  It is expected to continue rising over the next century but the projections in global mean 
sea level by the year 2,100 range from 25 cm to more than 95 cm [2].  Because policymakers rely on these 
predictions to pass legislation that will mitigate the risks associated with rising sea levels, reducing the 
uncertainty in these estimates is a key factor in protecting the large concentrations of communities and 
national assets residing in coastal regions. 
The largest source of uncertainty in ice sheet modeling is attributed to dynamics.  To accurately model 
ice flow, scientists need to know information about the underlying bed both in shape and composition.  
Pinning points, slopes, grounding lines, subglacial channels and the presence or absence of water all 
determine how ice will flow from the interior out to the margins.  Multichannel ice-penetrating synthetic 
aperture radars (SARs) are capable of three dimensionally mapping ice bed topography and basal 
reflectivity with very fine resolution. Managing the socioeconomic impacts of sea level rise over the next 
century hinges on the scientific community’s ability to reliably predict the responses of the large ice sheets 
to warming. The importance of the data required by scientists to improve ice-sheet models for more 
accurately forecasting future sea levels justifies the need to map these parameters over large extents [3]. 
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1.2!The Radar Depth Sounder/Imager 
The Center for Remote Sensing of Ice Sheets (CReSIS) relies on a Multichannel Coherent Radar Depth 
Sounder/Imager (MCoRDS/I) for profiling ice sheet thickness and mapping ice sheet basal characteristics. 
Developed by CReSIS researchers at the University of Kansas, this sensor is operable over the Very High 
Frequency (VHF) range as well as P-Band with varying resolution and has been integrated onto a number 
of airborne platforms each with a distinct cross-track array.  
Over time, improvements to this system have enabled operation over wider bandwidths and with larger 
cross-track apertures both of which provide more detailed information about the basal properties of an ice 
sheet. Increases in the bandwidth of the illuminating signal and increases in the cross-track aperture size 
both allow bottom topography and reflectivity to be mapped in finer detail.  Additionally if the bandwidth 
is made large enough, the dielectric properties of the bed may be estimated to determine characteristics of 
the materials at the ice bed interface that influence ice sheet dynamics. 
While wider bandwidths and wider arrays serve to increase the scientific utility of the radar, they pose 
new challenges in the array processing needed to estimate the geophysical properties of interest. Parametric 
signal processing techniques offer finer angular resolution than Fourier imaging methods for localizing 
scatterers across the track. The use of these algorithms is desirable for imaging a wide swath in a single 
pass. This is because without displacing the phase center on transmit, the resolution of the conventional 
matched filter is limited by the length of the cross-track array whose geometry must work within the 
confines of the airborne platform. Parametric signal processing is traditionally formulated based on a 
narrowband model which does not accurately describe the wideband signal used by the wider bandwidth 
versions of MCoRDS/I. 
1.3! Scope 
The challenges that arise in ultra-wideband, wide-swath imaging of ice sheet basal morphology are 
addressed as a part of this thesis. The research undertaking that is summarized here has focused on 
improving array processing methods needed to generate tomographic basal maps of several ice streams in 
West Antarctica using wide swath data from CReSIS’s ultra-wideband (UWB) depth sounder/imager. In 
particular a wideband direction of arrival (WDOA) method was developed to handle imaging at the larger 
incidence angles. This thesis gives an overview of the use of multibeam configurations for imaging a wide 
swath and offers a detailed description of wideband imaging geometries. The array theory needed to 
formulate the direction of arrival problem is provided and a discussion of existing wideband approaches is 
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also presented. The algorithm is presented in Chapter 3 as the major portion of the methodology. 
Simulations are used to predict the performance in simplified scattering scenarios in Chapter 4. In Chapter 
5, results are presented from the 2013 Antarctic mission during which the UWB radar depth sounder/imager 
collected wide swath data in a multibeam, high altitude configuration. This thesis closes with 







Background and Theory 
MCoRDS/I is used both for measuring ice thickness and for swath imaging of ice sheet basal 
morphology [4]. This work focuses on the former application and in particular presents a new array 
processing strategy for handling the challenges that emerge when the ultra-wideband (UWB) version of 
MCoRDS/I is used to map the subsurface of polar ice over a large area with finer resolution. This chapter 
sets up the geometry and array theory needed to derive the direction of arrival (DOA) estimator used herein.  
2.1!Multibeam, Wide-Swath Imaging 
To image a wider swath the footprint of the transmit antenna must increase so that a larger area is 
illuminated as the platform traverses the scene. The engineering challenge that is often associated with 
wide-swath imaging is a trade-off between Doppler resolution and swath width that arises when the 
maximum unambiguous range increases to capture returns from the edges of the swath thereby forcing the 
Doppler sampling to degrade [5]. This however is not the issue in mapping the ice bed over large extents. 
Rather the specific concern for our application is accurately measuring the arrival angle of weak bed echoes 
at the edges of swath, especially when they compete with surface clutter. The performance of the DOA 
estimators used to measure arrival angle is heavily dependent on the signal-to-noise ratio (SNR) of the 
received signal as documented in literature [6]. This is also shown through simulation in Chapter 4. For this 
reason any transmit beamforming strategy that degrades SNR is clearly undesirable (for both sounding and 
imaging).  
A larger footprint can be obtained by transmitting a single broad beam but this is not the preferred 
solution for several reasons. Creating the broader beam would require transmitting on fewer elements. 
Without increasing the transmit power per element this approach would compromise the coherent gain of 
the array, thereby reducing the SNR of the basal returns. To implement this would require changes to 
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existing hardware which may not be practical so an approach that uses the existing system configuration 
would be preferred. But even if we were not required to implement something within the current hardware 
framework, the use of a single broad transmit beam would still not be the most desirable way to cover a 
larger swath. This is because the combination of a wide transmit beam and a narrow receive beam has 
undesirable isolation properties that can degrade the signal-to-clutter ratio (SCR) of our cross-track 
measurements. For any radar, SNR is directly related to the power-aperture product. The use of a small 
aperture to detect weak targets must be compensated with a corresponding increase in transmit power. The 
generation of high peak powers, even with pulse compression, is extremely difficult to accomplish with the 
limited funds available for building radar systems at a university for civilian applications such as ice-sheet 
sounding and imaging. 
 Instead, wide-swath imaging is realized by operating MCoRDS/I from high altitude and using the full 
array to cover the swath with multiple narrow beams that are scanned over the effective pulse interval. 
During the 2013 field season in Antarctica, the UWB depth sounder was run in multibeam mode from 
approximately 1.8 km above ground level (the maximum allowable altitude for operating a BT-67 aircraft 
without oxygen masks), over several ice streams, including Kamb and Whillians that drain ice from the 
West Antarctic Ice Sheet. In the multibeam configuration, three beams were scanned over the swath during 
a pulse interval to increase the footprint at the ice-bed interface. The look angles for the sidelooking beams 
were ±20°. The beams of an effective pulse interval are illustrated in the cross-track plane in the figure 
below.  
 
Figure 2-1 Transmit beams and imaged swaths in multibeam mode  
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The corresponding subswaths of the total imaged swath are also presented with effective swath widths 
at the ice-bed interface assuming a height above surface of 1.8 km and an ice thickness of 600 m (chosen 
as a typical value for the surveyed areas that were studied for this project). The geometry in this example 
shows how the sidelooking beams facilitate imaging over a larger extent. The footprint of the sounding 
beam is 430 m at the ice-bed interface while the footprint of one of the sidelooking beams is 800 m. The 
total illuminated area that echoes back from within the half power beamwidth of the antenna (taken to be 
20°) is 2.03 km which is more than four times wider than the illumination footprint in sounding mode. 
2.2!3D Imaging Problem Formulation 
Tomographic processing enables a multichannel airborne SAR to image the spatial distribution of an 
extended target’s reflectivity in three dimensional space. The tomographic formulation for fine resolution 
terrain mapping dates back as early as 1983 [7]. Examples of the tomographic technique for imaging 
subsurface targets have also been demonstrated in the literature for evaluating the structural integrity of 
bridges [8] [9]. The tomographic technique involves 1) the formation of a 3D image of a body from a stack 
of its 2D slices and 2) extraction of a surface from that 3D image. Each slice is obtained by applying array 
processing to a set of cross-track pixels taken from the SAR images formed from each channel. 
2.2.1! Imaging Geometry 
The 3D imaging geometry used to formulate the SAR tomography problem is shown in Figure 2-1 for 
a point target, shown in red at a rangeNρKNand at an angleNθKNoff nadir, at along track positionNuK1. The 
platform coordinate system is specified using the SAR flight coordinate system whereN$%&'Npoints along 
the mean trajectory, *%&'Nis the elevation up vector projected orthogonal toN$%&' and )%&'Ncompletes the 
right handed coordinate system. After SAR processing, the scene is uniformly sampled in slant range and 
along-track. Targets are assumed to be focused to their zero-Doppler positions along range shells with 
thicknessNΔρ = α X
YZ[
,Nwhere c is the speed of light, BW is the bandwidth of the illuminating pulse, andNαNis 
a widening factor used to describe the broadening of the range resolution element relative to a rectangular 
window2.  
The tomography problem then reduces to the 2D geometry of the y-z or cross-track plane shown in 
Figure 2-2. Scattering from the red point target maps to the pixel associated with theN uK, ρK Npair associated 
                                                        
1 The scalar variable u is used instead of x to denote the position along the track and x is reserved as a data variable. 
Later the vector u is used to describe the directional cosines vector and shouldn’t be confused with along-track 
position. 
2 Typically, a Hanning window is applied in pulse compression. In this case, α = 1.62. 
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with the range shell highlighted in gray. The missing coordinate that is needed for 3D localization of the 
scatter is the angle of arrival, θK, obtained through array processing provided that the number of cross-track 
measurements is greater than the number of targets. In the absence of a DOA measurement, targets with 
the same (u, ρ) coordinates are not resolvable.  
 
Figure 2-2 Cross-track geometry used to formulate the 3D imaging problem of a point target 
2.2.2!Scattering Order of Pixels 
In the application of imaging terrain, we are interested in three-dimensionally locating echoes from 
scattering patches along an extended surface. Each channel or cross-track measurement provides a complex 
SAR image of the scene stored in a matrix of data whose columns correspond to a position along the track 
and rows correspond to the range dimension. The complex SAR image obtained from an extended area 
target contains contributions from multiple scattering cells at the intersection of a surface and the gray range 




Figure 2-3 Scattering patches in SAR image  
Close to nadir where the ground range resolution is coarser, the area of scattering patches is larger (as 
compared to a sidelooking case). When the scattering interface is rough, a single pixel in the SAR image 
may contain echoes from multiple layovered scattering cells that are closely spaced in the angular 
dimension. At the edges of the illuminated swath, corresponding to the larger incidence angles, the ground 
range resolution becomes finer and the echoing areas become small allowing these scattering patches to be 
modeled as point targets.  
These two cases are compared in the figure below. On the left, the range shell at range ρ1 intersects a 
rough surface causing multiple facets to reflect. The areas of the reflecting facets are highlighted in red and 
the pixel corresponding to this range contains the superposition of the scattering from each of these area 
targets. Near nadir, it is more likely that the number of scattering areas is on the order of, or larger than, the 
number of cross-track measurements. At a larger range, ρ2, the scattering patches are reasonably modeled 
as two well-separated left/right point targets as shown in the off to side case on the right. In the side looking 
scattering geometry, it is more likely that the number of targets is much less than the number of 




Figure 2-4 Comparison of scattering near nadir and off to the side 
In the ice-bed imaging problem, illustrated in Figure 2-5, we assume that clutter from the air-ice interface 
echoes back at the same time as basal scattering from the ice bottom. We then assume that anywhere from 
two to four scattering patches dominate the returns arriving after the nadir echo. Two scattering patches are 
assumed for the sidelooking beams on the same side of nadir to which the beam is steered in transmit: one 
from air-ice interface and one from the ice-bed interface (i.e. if the beam was steered left in transmit, surface 
clutter from the left and basal echoes from left are anticipated). The assumption here is that the array 
provides sufficient left/right isolation that basal echoes from the opposite side may be ignored for echoes 
arriving from the look direction within the half-power beamwidth of the antenna array. For the sounder 
beam, four scattering patches are assumed: one from the air-ice interface to left of nadir, one from air-ice 
interface to right of nadir, one from the ice-bed interface to the left of nadir and one from the ice-bed 
interface to the right of nadir. This means that our DOA estimation must be capable of resolving up to four 




Figure 2-5 Scattering patches in ice-bed imaging problem 
2.2.3!Field of View 
The wideband direction of arrival estimator that was developed and implemented for this thesis performs 
a multidimensional search to obtain an estimate of source locations. The algorithm’s performance may be 
improved by restricting the search if we can establish a set of conditions to constrain the solution. One way 
of doing this is to limit the search based on the range of possible DOAs of the surface and basal backscatter.  
For this reason, the field of view is considered.  
The field of view is taken to be the range of angles that includes all possible source DOAs. Assuming 
that basal scattering from outside of the half-power beamwidth, ϕ, is negligible, then in multibeam imaging 
mode the arrival angles of the bed echoes at the array are concentrated over the angular extent – (ϕ] +
ϕFG 2) ≤ θBCD ≤ ϕ] + ϕFG 2. Here ϕ] is the maximum look angle, taken to be positive. For the 2013 
Antarctic mission, the maximum steering angle was 20°. Assuming a 20° half-power beamwidth, then we 
expect basal scattering to be concentrated between ±30°. The variation of surface clutter angles with 
platform altitude above ground level are shown in Figure 2-6 for ice with thicknesses of 600 m, 700 m, 1.5 




Figure 2-6 Surface clutter arrival angles as a function of platform height 
For the 2013 Antarctic high altitude missions, typical values of ice thicknesses over the West Antarctic 
Ice Sheet were in the range of 600 to 700 meters. In multibeam imaging mode, the radar was operated at 
high altitude, typically between 1.5 and 2 km above the surface. A range of surface clutter angles that 
captures these geometries is 48° ≤ θ4def ≤ 62°.  
2.3!Array Model 
This section summarizes the array theory needed to formulate the direction of arrival problem. Both 
narrowband and wideband array models are presented. Consider an array of M sensors and assume that Ns 
sources impinge on the array from arrival anglesNθ>, … , θ;U.  TheNMNsensors spatially sample the field 
arising from the N4 sources at locationsNHK, H>, … , Hhi>. Let xI t  denote the measurement made at 
passband by the m2?Nsensor whose position is given by the vectorNHI. The incident signal due to the i2? 
source is denoted asNsM t Nas measured with respect to an arbitrary reference on the array. The signal 
received by the mth sensor is the time shifted version ofNNsM t Ngiven byNsM t − τI θM . Here τI(θM) is the 
propagation delay between the reference and the mth element due to the nth source given by 




Where c is the speed of light, p = sin θM , cos θM + is the two element directional cosine vector whose 
direction cosines with respect to each axis are defined asNur = sin θ NandNus = cos θ ,Nand the negative 
sign arises from the direction of the wave. The wavenumber, t,Nin terms ofNpNisNt = − Yu
v
p. The band pass 
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signal measured by the mth sensor is the following superposition of N signals from source directions 
θ>, … , θ;U 
 
xI t = N sM t − τI θM
;U
Mw>
+ wI t , forNm = 1,… ,M,  
Where wI t Nis white Gaussian noise. 
The complex envelope obtained from the mth sensor is then 
 
xI t = N sM t − τI θM
;U
Mw>
ei{Yuf|}~(Ä) + nI t , forNm = 1,… ,M. (2-1) 
WhereNnI t Nis a complex Gaussian random variable. 
2.3.1!The Narrowband Model 
The narrowband DOA estimation methods rely on the fact that a delay in time corresponds to a constant 
phase shift over a signal’s bandwidth in the frequency domain. LetNSM f Ndenote the Fourier representation 
of the signalNsM t . Suppose this signal is delayed by an arbitrary amountNτ. From the time shifting 
property,NsM(t − τ) and its Fourier representation are 
 sM t − τ
ℱ
SM f ei{Yuf}. (2-2) 
   
In the narrowband model, the bandwidth of the complex envelope is sufficiently small such that the right 
hand side of (2-1) may be approximated as 
SM f ei{Yuf} ≈ SM f ei{Yuf|}. 
Then under the narrowband model, sM t − τ Nis modeled as 
 sM t − τ = ℱi> SM f ei{Yuf|} = sM t ei{Yuf|}. (2-3) 
Substituting equation (2-2) into Error! Reference source not found., the complex envelope obtained from 
an arbitrary spatial sample is  
  
xI t = N sM t
;U
Mw>
ei{Yuf|}~(Ä) + nI t , forNm = 1,… ,M. (2-4) 




 Ñ θM = ei{Yuf|}Ö Ä , … , ei{Yuf|}Ü Ä
+
 (2-5) 
Is used to model propagation of a received signal over the array. The vectorN$ t Nan be thought of as a 
snapshot of the array at time, t, and may be written as the following linear combination of steering vectors 
 $ t = á R à + â, (2-6) 
where 














The matrixNá R Nis theNM×N4 matrix of steering vectors sometimes referred to as the array 
manifold,NàNis theN 4×1 vector of whose entries correspond to the values of theN 4 signals at time t, andNâNis 
theNM×1Nvector of complex white Gaussian noise (CWGN).  The noise on the array is taken to be 
independent and identically distributed with noise powerNσëYNand n is then taken to be wide-sense stationary 
(WSS), multichannel Gaussian random process. In the narrowband model summarized by equations (2-5) 
and (2-6), the data vectorN$ t Nmay be written as a linear combination of the steering vectors because it is 
assumed that a steering vector Ñ θM = ei{Yuf|}Ö Ä , … , ei{Yuf|}Ü Ä
+
 evaluated at the carrier frequency 
is sufficient for modeling the progressive phase shifts across the array over the entire bandwidth.  
If we assume the sources and noise to be zero mean and mutually uncorrelated then the covariance 
matrix is given by the expectation of the outer product of the array outputs 
 í$$ = E $ t N$F t = á R íààáF R + íââ (2-7) 
íàà = E àNàF Nis the source covariance matrix, and íââ = E âNâF Nis the noise covariance matrix.  
LetNαMNbe the average power associated with source i.  When the sources are uncorrelated, then the source 
covariance matrix is anN ×NNdiagonal matrix and we define with the average powers to 
beN γ>, γY, … , γ;U Nthe diagonal.  TheNM×M noise covariance matrix is given byNσë
ïNñ.N 
The source covariance matrixNíààNis considered a composite covariance matrix that can be decomposed 
into a sum of theN 4Nconstituent covariance matrices of each source, the i
th of which is written asNíó =
αMNÑ θM ÑF θM .NIn the narrowband model, the (k,l) element ofNíóNis  
 rO,P = E xOxP
∗ = γMNe{Yuf|}ô,ö(Ä), (2-8) 
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whereNτO,P θM = τP θM − τO θM . Equation (2-8) suggests that the signal contribution to the correlation 
between any two elements or cross-track measurements is only a function of target parameters, the source 
power and source arrival angle. 
2.3.2!The Wideband Model 
When a received signal is wideband, the steering vectors can no longer be modeled using onlyNfX. In this 
case, it is common to use 
 NÑ f, θM = ei{Yuf}Ö Ä , … , ei{Yuf}Ü Ä
+
 (2-9) 
to emphasize the frequency dependence of a steering vector for an arbitrary arrival angle. The array outputs 
are then modeled as 
 




thereNf]NandNfùNare the lower and upper frequencies of the bandlimited signal respectively and  
@ f = á f, R û f + ü f . 
The frequency dependence leads to a frequency dependent model of the covariance matrix 
í$$ f = Ná f, R íàà f áF f, R + σëY f ñ. 
The composite covariance matrix for the array output must then be obtained by integrating over the 
bandwidth 




2.4!Direction of Arrival Estimation in Ice Sheet Tomography 
Direction of arrival estimators can be broadly classified as either spectral-based or parametric. The 
spectral based techniques involve estimation of a spatial power spectrum as a function of the DOA to obtain 
a function whose peaks correspond to the source locations. The parametric based techniques perform a 
simultaneous search for the source locations based on some optimization criteria. Both MUltiple SIgnal 
Classification (MUSIC) and Maximum Likelihood Estimation (MLE) have been used to demonstrate 
tomographic imaging of the beds of polar ice sheets [10], [11]. An overview of the MUSIC and MLE 
estimators is presented below as a summary of the documented narrowband methods that have been used 
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to obtain the DOA in ice bed tomography. MUSIC and MLE assume the narrowband model in equations 
(2-5) and (2-6). While the two methods vary in formulation, they share a set of common assumptions listed 
below: 
A1: The number of cross-track elements, M, is greater than the number of impinging 
sources,N 4, 
A2: The steering vectors modeling the array response to the source directions are a linearly 
independent set, which ensures that a unique mapping exists between arrival angle and the 
associated steering vector (a consequence of the narrowband assumption), 
A3: The noiseNâNis a complex Gaussian random process that is stationary in the wide sense 
(WSS) and characterized as having zero mean, and covariance matrixNσëYI,Nwhere I is theNM×M 
identity. 
2.4.1!The MUltiple SIgnal Classification (MUSIC) Algorithm 
The MUSIC algorithm, first introduced by Schmidt [12], is a subspace method that falls within the 
spectral based class of DOA estimators. In addition to A1-A3, the MUSIC algorithm requires that 
A4music: The covariance matrix is non-singular. 
The MUSIC algorithm exploits the fact that theNM×MNcovariance matrix in (2-7) admits the following 
eigen decomposition  
 í$$ = á R íààáF R + íââ = °à¢à°àF + °â¢â°âF,N (2-11) 
where  
°à N∈ ℂh×;U  is the matrix whose columns are the eigenvectors that form an orthonormal basis 
for the signal subspace (i.e.Nspan °à = span á(R) N), 
¢à N∈ ℂ;U×;U   is the diagonal matrix of corresponding eigenvalues, and 
°â N∈ Ch×(hiN;U) is the matrix whose columns are the eigenvectors that form an orthonormal basis 
for the noise subspace, 
¢â N∈ ℂ(hiN;U)×(hiN;U)  is the diagonal matrix of corresponding eigenvalues associated with the noise 
subspace. 
LetNÑ θ Ndenote the steering vector used to scan over the field of view. Then under the assumption that 
the signal and noise subspaces are orthogonal,  
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 °âFÑ(θM) = 0N∀NθM, i = 1, … , N4. (2-12) 
 
The estimated MUSIC pseudo spectrum which produces peaks at the corresponding source locations is 
then given by 
 
PId4MX θ = N
ÑF θ Ñ θ
ÑF θ °ë°ëFÑ θ
. (2-13) 
Equation (2-11) is not a power spectrum since it is dimensionless and it cannot be inverted to estimate the 
power from a particular direction. The MUSIC pseudo spectrum simply provides a measurement of the 
orthogonality of the manifold and the noise subspace.  
When MUSIC is used as the array processing method for tomography, (2-13) is evaluated over a grid of 
arrival angles obtained from a vector of uniformly spacedNkrNvalues for every pixel orN u, ρ Npair in the 
scene. An example of a MUSIC direction of arrival spectrum is shown in Figure 2-7 for an ideal 8 element 
linear array with half wavelength inter element spacing that spatially samples a field of four sources arriving 
from anglesNR = −60°, −15°, 20°, 60° . An estimate of the arrival angles,NR,Nis obtained through a 1D 
search of equation (2-11) forN 4Npeaks.   
 
Figure 2-7 Simulated MUSIC pseudospectrum. 
2.4.2!The Maximum Likelihood Estimator (MLE) 
In addition to assumptions A1-A3, two additional assumptions are made in the formulation of the 





A4mle: The noise samples from different snapshots are statistically independent, 
i.e.NE n™ tM nI∗ (tO) = 0NforNi ≠ k, and 
A5mle: The sources are regarded as deterministic but unknown [6]. 
LetN$ n = x> n , … , xh n +Ndenote the snapshot of the array at discrete time n. The snapshot model 
of (2-6) is given by theNM×KNmatrixN@Ncontaining K snapshots 
 N@ = Ná R û + ü (2-14) 
where 
û = à n , à n + 1 , … , à n + K − 1 NandNü = â n , â n + 1 , … , â n + K − 1 . 




exp $ − á R à Fíââi> $ − á R à . 












The likelihood function of the three unknown parametersNσëY, û, andNRNconditioned on the 
observationN@Nis  
 
L σëY, û, R|@ = N−KMln π − Kln det íââ − N
1
σëY




In what follows, the first term of (2-15) is omitted without loss of generality. To obtain the maximum 
likelihood estimate ofNR,Nthe parametersNRNandNûNare held fixed and the likelihood function is maximized 









Substituting (2-16) into (2-15) and again omitting constant terms, the maximum likelihood estimate of 
the unknown parametersNR, andNûNare given by the following maximization 
max
R,û














HoldingNRNfixed, then the solution to the minimization in (2-18) is given by the Least Squares solution 
to (2-14) 
 à i = áF R á R
i≥
áF R $ i . 
(2-19) 
 
The following projection matrix notation is introduced 
 ¥á(R) = á R áF R á R
i≥
áF R . (2-20) 
Recall that the matrixNá R Nis the model of the array manifold for a given vector of arrival angles.  
Following the substitution of (2-18) into (2-17) and expressing the likelihood function in terms 
ofN¥á(R)NandNí$$Nleads to the final form  
 L R = trace ¥á R í$$ . (2-21)  
An example of the likelihood function is provided below for a simulation involving an ideal linear array 
of 8 elements. The surface in Figure 2-8 is an example of the MLE cost function for a 2 dimensional signal 
subspace estimated from 100 snapshots. Two sources were simulated, each with 20 dB SNR and whose 
arrival angles are given by the vectorNR = −20°, 20° . (2-21) is evaluated over a grid of 128 possible 
steering vectors showing that the global maximum of the cost function coincides with true arrival angle 
solution.   
 
Figure 2-8 Simulated likelihood function represented as a surface (left) and contours (right). 
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The Maximum Likelihood Estimate of the vector of source directions is then given by the following 
maximization problem 
 R = max
R
L R = max
R
trace ¥á R í$$ . (2-22)  
Equation (2-22) is a multidimensional nonlinear maximization of the real-valued cost functionNL R Nand 
does not admit an analytical solution. Instead, it must be solved numerically with the use of a gradient based 
search algorithm like the steepest descent or Gauss-Newton method. When the dimensionality of the signal 
subspace is small3,NR can be computed by evaluating (2-21) over a coarse grid to obtain an initial estimate 
of the peak and then refining this estimate with a gradient search technique. Higher dimensionality problems 
require more efficient methods like the Alternating Projection (MLE-AP) approach to maximizing 
L R Nthat is presented by Ziskind and Wax in [6]. MLE-AP is an iterative search algorithm that decomposes 
the multidimensional maximization intoN 4Nsingle dimensional searches to refine some initial estimate of 
the peak. In the context of ice bed tomography, MLE requires an exhaustive search of theN 4Ndimensional 
cost function must be carried out for every pixel in the scene.  
2.4.3!Differences between MUSIC and MLE 
MLE is optimal in the maximum likelihood sense when the noise is a complex Gaussian random process. 
Thus the underlying assumption is that the distribution of the noise is known. MUSIC assumes 
orthogonality between the signal and noise subspaces to ensure satisfaction of (2-12). Another way of 
stating this is that MUSIC requires that the noise eigenvectors be orthogonal to all of the steering vectors 
meaning that MUSIC is sensitive to array calibration errors. Both algorithms assume the narrowband data 
model in (2-6) and, as will be shown, their performance degrades to an intolerable degree when this model 
fails to represent the received signals. Additionally both algorithms assume knowledge of the 
dimensionality of the signal subspace. MLE has been shown to outperform MUSIC in both low SNR and 
limited snapshot scenarios [6] making it more appropriate for accurately estimating the DOA from the edges 
of the swath where the returns are weak. Although MLE is optimal, it is computationally expensive.  
2.5!Classification of Imaging Geometries as Wideband 
The definition of the wideband problem in literature is often times vague but here an attempt is made to 
establish criteria for characterizing imaging geometries as narrowband or wideband. The time-bandwidth 
product 
                                                        
3 In [24], Van Trees considers the signal subspace dimension to be small whenN 4 ≤ 3.  
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 NτI3∂(θ)BWN (2-23)  
of the cross-track array seems to be the most appropriate measure for establishing the criterion to classify 
an imaging geometry as wideband. Here BW refers to the bandwidth of the received chirp, and the time 
term is the maximum propagation delay across the aperture (taken to be the propagation delay between the 
outermost elements) within the field of view. The maximum propagation delay in terms of the largest 
dimension of the cross-track aperture (equivalent to the length of the array in the y-dimension for the Basler 




sin θ . 
The system bandwidth and cross-track aperture length are fixed so establishing whether or not the Basler 
system is wideband will depend on the arrival angle. 
A simple imaging example is used to illustrate differences in narrowband and wideband imaging 
geometry by relating the physical propagation of an echo from a point target to pixels in the SAR image. 
Consider 3-channel SAR that images a scene containing only an ideal point target which is perfectly focused 
to the nth fast time bin and the kth along-track sample of the reference channel, taken to be the center element. 
The range to the target at zero Doppler is ρ0 and its corresponding two-way propagation is T0. The imaging 
geometry of this example is shown in Figure 2-9 below. 
 
Figure 2-9 Example used to characterize narrowband and wideband imaging geometries 
2.5.1!Narrowband Imaging System 
In [13] Van Trees states that the narrowband assumption is valid for τI3∂(θ)BW ≪ 1. When this holds, 




rO,P = N γMe{Yuf|}ô,ö(Ä)
;U
Mw>
. (2-24)  
The underlying assumption of (2-24) is that the sources are uncorrelated. In the narrowband model the 
angular dependence of the complex correlation between sensors is characterized by the phase of (2-24).  
An example of a narrowband imaging geometry is shown below to illustrate how the physical model 
relates to the pixel values in the SAR images and to distinguish between narrowband and wideband imaging 
geometries. On the top half of Figure 2-10 the SAR focused echo, s(T), from a point target is shown in 
yellow as it washes over an ideal array of three elements (indicated with crosses). The target’s two-way 
propagation delay as measured with respect to the center channel is given by T0.  
The example shows a snapshot of the array when the range impulse response is centered on channel 2. 
The resolution elements ΔT, measured in seconds, and Δρ, measured in meters, refer to temporal (measured 
as a two-way travel time) and range resolution elements and are defined by the 3 dB roll off of the range 
impulse response. On the bottom half of the figure, the SAR images of each channel are illustrated. The 
middle element is defined as the reference of the imaging geometry in the y-z plane. The target appears in 
the nth fast time bin of the complex SAR image obtained from the reference channel with an intensity value 
that maps to a yellow pixel. 
In the narrowband imaging geometry, the maximum propagation delay between the outermost elements 
is less than the temporal resolution element, ΔT, for all possible arrival angles within the field of view. 
Because this is satisfied, then the following statement is taken to be valid 
 Ns TK + τ> = s TK = s TK + τπ N (2-25)  
And the corresponding pixel values indicated in yellow have the same magnitude across all of the channels. 
The target is registered in range meaning that it appears in the same fast time bin in each image. The 
correlation between any two channels may then be modeled in this case using Equation (2-24) as rO,P = γ ∙
e{Yuf|}ô,ö(θ). In the narrowband model, the magnitude of the complex covariance between any two arbitrary 




Figure 2-10 Narrowband imaging geometry and SAR images 
2.5.2!Wideband Imaging System 
In the description of wideband imaging systems, two cases are considered: 1) those where targets are 
registered in range across the receivers and 2) those that exhibit registration errors. Registration errors occur 
when the time-bandwidth product exceeds 1. Thus the first scenario corresponds to geometries that may be 
modeled as τI3∂(θ)BW < 1 but that are not well described by the narrowband model while the second 
describes the situation where τI3∂(θ)BW > 1. 
Scenario 1: Wideband Geometry with Registered Target 
The example in Figure 2-9 is still assumed only now we consider a wideband system, meaning that the 
range resolution elements will be finer than those associated with the narrowband system. An illustration 
of a snapshot of the array as the echo from the target is maximally aligned with channel 2 is shown Figure 
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2-11. Here the time-bandwidth product is still less than 1 but inter element propagation delays are 
approaching the order of the temporal resolution of the SAR. The imaging geometry shown violates the 
narrowband assumption because Equation (2-25) is no longer valid. Though the target is registered in range 
across the three SAR images, a roll-off over the channels is observable in the magnitudes of the target 
pixels. In this case, the complex covariance between the sensors k and l is more adequately modeled by a 
DOA dependent magnitude term that models the roll-off as 
 rO,P = γ ∙ g τO,P θ ∙ N e{Yuf|}ô,ö  . (2-26)  
If the power spectrum of echo from the target is known to be flat, then g τO,P θ  may be modeled as 
g τO,P θ = sinc πBWτO,P θ . 
 
Figure 2-11 Wideband imaging geometry and SAR images with registered target 
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Scenario 2: Wideband Geometry with Registration Error 
When τI3∂(θ)BW = 1Nthere is complete decorrelation in fast-time between signals arriving at opposite 
ends of the array, the corresponding geometry may clearly be described as wideband. For the Basler system, 






Recall that in multibeam mode, the look angles for the 2013 Antarctic mission were ±20°. We can then 
expect registration errors well within the footprint to be observed in the UWB data set. An example of an 
imaging geometry with time-bandwidth product exceeding 1 is shown in Figure 2-12 below. In this case, 
we see the point target migrate in range across the channels and may or may not show the roll off of the 
point target response depending on the geometry. In this case, to fully characterize the complex covariance 
between sensors, we need to capture the correlation at different lags, i.e. 








2.6!Previous Work on Wideband Direction of Arrival  
2.6.1! Incoherent and Coherent Methods 
Two broad categories of wideband DOA estimators exist in the literature, both of which pose certain 
limitations for the ice sheet tomography problem. These categories classify wideband DOA estimators as 
either coherent or incoherent. The incoherent methods use subbanding to estimate the DOA at each 
frequency bin with narrowband methods and average the results over the total bandwidth [14]. This in effect 
degrades the range resolution in order to obtain an estimate of the DOA. The approach is not optimal for 
two reasons. First, by degrading the range resolution, we allow more targets to be illuminated and the 
dimensionality of the signal subspace must increase to resolve them meaning this modified imaging 
problem transcends our existing left/right separation framework. Second, the incoherent methods perform 
poorly in low SNR and low snapshot scenarios.  
While the incoherent methods treat each frequency bin independently, the coherent methods attempt to 
align the signal subspaces over the bandwidth but require initial DOA estimates to do so. The coherent 
techniques make use of a preprocessing step where the covariance matrices estimated in each subband are 
focused to the center frequency using a transformation matrix called a focusing matrix. This requires some 
initial estimate of the DOA. The Coherent Signal Subspace Method (CSSM) introduce by Wang [15], [16].  
In addition to this requirement which may not be attainable in practice, they also perform poorly in low 
SNR scenarios making them undesirable for imaging at the edges of the swath. 
2.6.2!Parametric Modeling of the Spatial Covariance Matrix 
In a review of the literature, a paper was identified that described a method that obtained an estimate of 
the direction of arrival of a wideband signal by fitting their data to a model of the spatial covariance matrix 
[17].  The phase components of their complex covariance matrix model are based on the interelement phase 
shifts used in the familiar narrowband steering vectors but they introduce a sinc term to model the 
decorrelation between elements. Under the assumption that the sources are uncorrelated, the composite 
covariance matrix due toN 4Nsources can be modeled into a summation of signal covariance matrices and a 
noise covariance matrix 
 
í$$ = íàà θë + σëYNñ
üà
âw≥
. (2-27)  
Assuming the received signal to have a flat power spectrum, the authors model the contribution of the 
nth source to theN k, l Nentry ofNí$$Nas 
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 íàà(θë) O,P = rO,P(θë) = γësinc BWτO,P θë e{Yuf|}ô,ö(¿) (2-28)  
Where 
γëN is the average power of the source atNθë, 
BW  is the bandwidth of the received signal,  
fc  is the carrier frequency of the passband signal, and  
τO,P θë Nis the interelement propagation delay due to the n
th source given by τO,P θë = τP θë − τO θë . 
Based on an assumption that the sources are uncorrelated, theN k, l Nvalue of the composite covariance 
matrix is of the form 




TheN(M − 1)×1NvectorNHM is introduced to describe the i
th column ofNíààNwith theN i, i Nentry removed
4. 
Then from (2-28) it follows thatNHMNis of the form  
Hó = á¡, 
HereNáM = Ñ θ> , … , Ñ θ;U  is the matrix of truncated steering vectors, withNÑ(θ) being theNM − 1×1 
steering vector of (2-5) scaled by the sinc decorrelation as in (2-28) with the ith entry removed and gamma 
is the vector of average powers associated with the sourcesN¡ = γ>, … , γ;U
+
.  
As an example, suppose we had an array of 3 elements and a priori knowledge of two sources. We would 
modelNH>Nas  
H> =
sinc BWτY,> θ> e{Yuf|}¬,Ö(Ö) sinc BWτY,> θY e{Yuf|}¬,Ö(¬)





The ith column of the estimated covariance matrix (with ith entry removed) is taken to be a linear 
combination of the vectors inNáó,NHM ∈ span áó Nand this fact is used to formulate the following cost function 
                                                        
4 It is unclear why the authors chose to ignore the diagonal terms ofNí$$Nin their formulation of a cost 
function. In simulating their spatial only parametric technique, including these terms improved the DOA 










N, (2-29)  
Which when minimized provides an estimate of the vector of source locationsNR. Their technique was 
applied in simulations of wideband signal environments based on the Basler system parameters but the 
performance did not offer significant improvement over the narrowband methods and degraded more 
rapidly than MUSIC and MLE when the DOA increased further off nadir.  
2.7!Parametric Modeling of Space-Time Covariance in 
Wideband Imaging 
The parametric modeling of the spatial covariance matrix in [17] does not fully model the correlation 
between cross-track measurements obtained from the imaging geometry of the UWB depth sounder 
configured for the Basler aircraft. This is because the imaging geometry on this platform leads to 
registration errors in the SAR images. Registration errors refer to a misalignment in the images when a 
target does not show up in the same pixel for every cross-track image but instead appears to migrate in the 
images. Image registration allows the targets to be realigned but can only be used to align to a single DOA 
meaning only one target can be resolved for everyN u, ρ Npair in the scene. This makes image registration 
impractical for cases where we wish to resolve multiple scattering directions as is needed to separate bed 
echoes from the left and right or where basal scattering and surface scattering need to be resolved. 
2.8!Chapter Summary 
This chapter described the mutlibeam imaging concept for obtain swath images of ice sheet basal 
morphology over wide swaths in a single pass. The tomographic formulation was described to give context 
to the 3D imaging problem and to establish the arrival angle as the missing coordinate for resolving targets 
across the track. Array processing theory was reviewed and difference between the narrowband and 
wideband models were discussed. The chapter concluded by laying a foundation for the space-time 





3.1! Parametric, Space-Time Direction of Arrival Estimation 
3.1.1! Proposed Space-Time Formulation 
A space-time formulation is proposed to more accurately model signals received by a wideband imaging 
geometry. To do this, a widening factor, W,Nis introduced that describes the maximum propagation delay in 
samples of a received signal across the cross-track aperture, corresponding to the case of a DOA equal 
toN±90°, calculated as: 
W =N τI3∂N ∙ f4 , 
Where NNN  is the ceiling operator, τI3∂ is the maximum propagation delay across the cross-track aperture 
in seconds, and f4 is the sampling frequency of the SAR processed outputs. During SAR processing, the 
data are decimated to the bandwidth of the received chirp, BW. The maximum propagation delay in seconds 





The variable W then represents the time-bandwidth product of the cross-track aperture. For the Basler 
imaging configuration, W = 4, meaning that in the extreme case a signal from N±90° at one end of the array 
will appear on the opposite end 4 samples later. Since the field of view is generally more restricted than 
this because of transmit beamforming we chose to use W = 3. 
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3.1.2!The Space-Time Covariance Matrix 
LetNxI n Ncorrespond to a measurement made by the m
th sensor at discrete time n. Then theNM×1Nvector 
$ n = N x> n , xY n , … , xI n +Nis the vector containing the spatial samples of a field at discrete time n. 
We use a temporal ordering of spatial samples to construct a space-time covariance matrix. LetN$Ndenote 
the vector obtained from a temporal ordering of spatial samples. We wish to construct this vector so that 
the direction of any target within the field of view can be unambiguously identified so it must contain W 
time samples. For the case of W = 3, the space-time vectorN$ ∈ ℂh∙[×>Nis thus constructed as 
 $ = $ n − 1 NN|NN$ n NN|NN$ n + 1 +. (3-1)  
From the space-time vector $, a space-time data covariance matrix (DCM) is constructed as 
 í$$ = E $$F . (3-2)  
Equation (3-1) is substituted into (3-2) to provide insight into the structure of the space-time DCM below 
NNNNNNNí$$ =
E $ n − 1 $F n − 1 E $ n − 1 $F n E $ n − 1 $F n + 1
E $ n $F n − 1 E $ n $F n E $ n $F n + 1
E $ n + 1 $F n − 1 E $ n + 1 $F n E $ n + 1 $F n + 1
, 
which may be expressed as the following block matrix 
 
NNNNNNNí$$ =
í$$(1,1) í$$(1,0) í$$(1, −1)
í$$(0,1) í$$(0,0) í$$(0, −1)
í$$(−1,1) í$$(−1,0) í$$ −1, −1
, (3-3)  
where the í$$ i, j  is defined as í$$ i, j = E $ i $F(j)  and corresponds to the covariance of the spatial 
samples at discrete times i and j. If we assume that the space-time process is stationary over our observation 
interval, then (3-3) may be expressed in terms of lags as 
 
NNNNNNNí$$ =
í$$(0) í$$F (−1) í$$F (−2)
í$$(1) í$$(0) í$$F −1
í$$(2) í$$(1) í$$F 0
. (3-4)  
The forms of í$$ summarized in (3-3) and (3-4) offer insight into the structure of the space-time DCM. 
í$$ ∈ ℂh∙[×h∙[ is a complex-valued square matrix with dimensionality given by the product of the 
number of sensors, M, and the widening factor, W. Recall that W=3 for the Basler system, so the DCM in 
this case is a 24 by 24 complex valued square matrix. í$$ is composed of WY M×M submatrices that 
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describe the spatial covariance at different temporal lags. The submatrices along the main diagonal are the 
spatial-only covariance structures describing how the sensors are correlated in space. The off-diagonal 
submatrices describe space-time correlation of a field.  
In practice, the quantity in (3-3) or (3-4) is estimated by averaging over a neighborhood of pixels, 
assuming the stationarity of $ over that neighborhood. The variable K is introduced to denote the number 
of space-time snapshots available for averaging. Let @ ∈ ℂh∙[×Ø denote the matrix containing the K space-





3.1.3!Model of the Space-Time Covariance Matrix 
The wideband direction of arrival algorithm (WDOA) uses a model of the space-time DCM described 
in (3-3) that is parameterized by the variable R. Let í44(R) denote the signal contribution to the model of 
the space-time DCM as a function of the vector of source arrival angles, R. The k, l  entry of í44(R) is a 
function of the lag variable m as well as R, modeled as 
 
NNNNNrO,P R = γM ∙ g τO,P θM − mT4 ei{Yuf|}ô,ö Ä
;U
M
. (3-5)  
With γM denoting the SNR of the i
th source. The lag depends on which submatrix the k, l  falls into based 
on (3-4). The function g(t) is imposed to model the correlation between sensors in space and time. As was 
described in Chapter 2, suppose we knew that the power spectrum of the received signal to be flat. Then 
g t  could be modeled as a sinc function. The model of g t  must be modeled to account for the use 
frequency domain windowing applied to each individual channel during pulse compression. Let H f  denote 
the frequency domain windowing function. Then g(t) is taken to be 
 NNNNNg t = ℱi> H f . (3-6)  
H f  is chosen to match the windowing applied during SAR processing. This typically corresponded to a 
Hanning window. 
3.1.4!Cost Function Based on Covariance Matrix Fitting 
The WDOA algorithm follows the formulation presented in [17] but applies the method to space-time 
measurements based on the reasoning offered in a discussion of a covariance matrix matching technique 
for estimating arrival angle in [18] where the authors point to the possibility of exploiting temporal 
correlation by fully utilizing information from additional covariance matrix lags.  
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The underlying assumption of the WDOA algorithm is that sources are uncorrelated. Then the observed 
space-time DCM is taken to be a linear combination of the contributions from each source to the measured 
covariance matrix plus the noise covariance matrix of the space-time process. Let H{ θ ∈ ℂh∙[×> be the 
jth column of the modeled DCM given a source at angle θ and let H{ ∈ ℂh∙[×> denote the j
th column of our 
measured DCM. We assume that our observation may be written as the following linear combination of 
vectors from our model and a bulk noise vector, «{ 
 
H{ = γMH{ θ»
;U
M
+ «{,. (3-7)  
Let á{ R  be the M ∙ W×N4M… complex-valued matrix whose columns correspond to the model of the j
th 
column of the space-time DCM given the sources with arrival angles R = θ>, … , θ;UÄ 
À
. Then a least 
squares cost function is formulated from the following system of equations: 
 «{ = N H{ − Ná{ R ¡, (3-8)  
The projection matrix ¥áÃ R = á{ Θ á{
F R á{ R
i>N
á{
F R  takes a complex valued vector of 
length M ∙ WNand projects it onto the subspace spanned by the columns of á{ R , our model of the j
th column 
of the signal portion of the space-time DCM. The least squares estimate of the vector of DOAs, R, is 
obtained by minimizing the squared error between the observation of the jth column of the DCM and the 
model,  
 J R = N H{
F¥á
≈
{ R H{. (3-9)  
To utilize all of the information about the correlation of the space-time process, (3-9) is modified to 
assign a cost for each column of the DCM: 
 





, (3-10)  
where 
R = θ>, … , θ;4  is the N4×1Nvector of source directions, 
H{ N ∈ ℂh∙[×>Nis the j
th column of the estimated space-time covariance matrix, 
MNis the number of sensors, 
WNis a widening factor, 
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á{ R Nis the matrix whose columns correspond to the model of the jth column of the space-time covariance 
matrix in the directions specified by R and 
¥áÃ R
≈ = ñh∙[ − á{ Θ á{
F R á{ R
i>N
á{
F R NNis the projection matrix onto the subspace that is 
orthogonal to the subspace spanned by the columns of á{ R . 
An example of the WDOA cost function in the case of N4 = 2 is shown in the figure below. Here −J(R) 
is shown on a dB scale for convenience and was evaluated over a 128×128Ngrid of arrival angles obtained 
by uniformly sampling the wavenumber in the y-dimension, kr. This cost function was obtained from a 
simulation assuming two 20 dB wideband sources with arrival angles given by the vector R = 15°, 45° . 
The array geometry of the UWB depth sounder in the Basler configuration for the 2013 Antarctic mission 
was assumed. The source bandwidths were set to 250 MHz with the purpose of matching the parameters of 
that season. 
 
Figure 3-1 Cost function example for WDOA algorithm 
 









. (3-11)  
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3.1.5!Computational Complexity  
Obtaining a solution to Equation (3-11) requires a direct search of N4 dimensions to determine the global 
minimum of the cost function in (3-10). In theory the brute for solution would be obtained by evaluating 
J R  for every possible solution R = θ>, … , θ;U  in the search space to determine a global minimum. It is 
worth considering the computation complexity required for a single evaluation of J(R). To do this, we write 
Equation (3-10) in terms of the matrix á{(R) 
 
J R = H{
FH{ − H{
Fá{ R á{








To evaluate the complexity of Equation (3-12), the number of basic operations required to evaluate one 
term in the summation was analyzed and then multiplied by M ∙ W. Basic operations are real multiplications 
or additions. The number of real additions and multiplications required to perform three simple complex 
operations are summarized in the table below.  
Table 1 Real additions and multiplications required for three simple complex operations 




x = a + jNb, 
y = c + jNd, 
z = x ∙ y 4 2 
Complex division 
x = a + jNb, 
y = c + jNd, 
z = x/y 8 4 
Complex addition 
x = a + jNb, 
y = c + jNd, 
z = x + y 0 2 
 
Equation Error! Reference source not found. requires for each term of the summation three different 
types of vector or matrix operations: a vector inner product, matrix multiplication and a matrix inversion. 
All of the quantities involved are complex and involve some combination of the simple complex operations 





Table 2 Summary of types of complex vector and matrix operations need to evaluate cost function 





$, ) ∈ ℂë×> 
 
z = $F ∙ ) 4n 2n 
Complex matrix 
multiplication 
” ∈ ℂI×ë 
‘ ∈ ℂë×™ 
’ = ”N‘ 4mpn 2Nmp(n − 1) 
Matrix inversion ” ∈ ℂë×ë ’ = ”i> 
4
3






nπ + 4nY − 2n 
  
The total number of basic operations, S, (taken to be real multiplications or additions) required for one 
evaluation of the cost function was determined assuming the Gauss-Jordan method for matrix inversion 
(which would be a worst case or most complex implementation). It is written here in terms of the 
dimensional variables of interest 
 
S = N2 3N4Y + 5 M ∙ W Y +
8
3
N4π + 10N 4Y −
10
3
N4 − 2 M ∙ W . 
(3-13) 
Recall that M refers to the number of sensors, W is the widening factor and N4 is the number of sources. 
For the Basler configuration in 2013, M = 8 and W = 3. N4 is most commonly taken to be 2 but seldom 
exceeds 4. Often times the matrix inverse operation is attributed as the dominant factor determining an 
algorithm’s computational complexity. It was found however that the inversion of the N4×N4 complex 
matrix ÷ = á{
F R á{ R  did not set the order of complexity. To illustrate this, Equation (3-13) is expressed 
as the sum of two terms, S> and SY. S> totals all of the basic operations required to do the matrix inversion 





N4π + 10N 4Y −
4
3
N4 M ∙ W , 
(3-14a) 
 SY = N2MW MW − 1 N4Y + 2MW MW − 1 N4 + 2MW 5MW − 1 . (3-14b) 
Evaluation of S> and SY for 1 ≤ N4 ≤ 4 for fixed values of M and W showed that the complexity was not 
dominated by the matrix inversion. 
An example is provided in Figure 3-2 to show the order of complexity, O log L , with L being the 
number of basic operations either S, S>, or SY as N4 varies from 1 to 20 for M = 8 and W = 3. In practice, 
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N4 would not take values larger than M but was allowed to here for the purpose of determining at what 
point the matrix inversion would dominate the complexity associated with one evaluation of the cost 
function. As this result shows, over the envelope of possible values of N4 the complexity is dominated by 
the real additions and multiplications associated with the inner product and the matrix multiplication 
operations. The matrix inverse operation would be the driving factor in the complexity if N4 were allowed 
to take values larger than 15. This provides some insight into the algorithm improvements that would speed 
up evaluation of the cost function (thereby speeding up convergence to a solution). The result suggests that 
focusing on doing efficient matrix multiplies will likely have a greater impact on the improvement of overall 
execution times. 
 





The feasibility of applying the WDOA algorithm to real data hinges on our ability to effectively search 
N4 dimensions for the solution. This section describes the implementation of the WDOA algorithm that has 
been integrated into the CReSIS software. The block diagram in Figure 3-3 offers a general description of 
the WDOA algorithm that is performed at the pixel level. For every (u, ρ) pair in the scene, the WDOA 
algorithm starts by building a matrix of space-time snapshots that is used to estimate the space-time DCM. 
The DCM is then used to obtain an initial estimate of (3-11) which in turn initializes some numerical solver 
used to find the minimum ofNJ R . Both initialization and minimization assume ÿŸ to be known a priori.  
 
Figure 3-3 Block diagram for WDOA algorithm 
Initialization 
Initialization is a critical part of minimizing the cost function for two reasons. It directly influences 
accuracy of the final solution as well as computation speed. Since an exhaustive search of N4 dimensions 
for every pixel in the scene is not realizable in practice, we must rely on a smart search algorithm to find 
the minimum of the cost function. This is done by obtaining some initial estimate of the global minimum 
that is refined with a local minimization. Initialization informs the minimization algorithm of where to start 
its search. If the initial value is poor, the algorithm may converge a nearby minimum that does not 
correspond to the true solution (at the global minimum) leading to an erroneous estimate. Also a good initial 
value means that the subsequent search can converge to the solution in fewer iterations (i.e. fewer 
evaluations of the cost function).  
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Two possible approaches have been considered for the initialization stage: coarse grid evaluation and 
an Alternating Projection (AP) method. The former involves evaluation of the cost function over a coarse 
grid DOAs (chosen such that the sampling of the kr dimension satisfies Nyquist) and then determining the 
initial estimate to be the global minimum of that coarse evaluation. Let N…eMD be the number points on the 
grid in a single dimension. Then in the coarse grid method, the cost function is evaluated at N…eMD
;U points 
in the solution space. Figure 3-1 is an example of a grid evaluation of J R  where N…eMD = 128 was used 
leading to a 128×128Nmesh of evaluation points. During initialization though, we just want to get in the 
neighborhood of the solution which can be achieved with a much smaller value of N…eMD. During processing 
N…eMD was set to 24 or 48.  
The AP style initialization draws from the methods presented in [6]. This approach breaks the 
minimization down into N4 successive one-dimensional evaluations of the cost function. An example is 
described here for N4 = 2 using Figure 3-4. The notation θM
K  is used to denote the initialization value of 
the ith source.  
 
Figure 3-4 Alternating projection style initialization 
On the first iteration, the problem is solved for a single source, meaning the á{(R) matrix is taken to be 
á{ θ> , a single M ∙ W column vector representing our model of the j
th column of the DCM as a function of 












Leading to an initial value θ>
K ≈ −40°. The argument of the minimization above appears in Figure 3-4 as 
the blue curve. On the initialization of the first source, the deepest null is chosen. On the second iteration, 
we fix θ>
K  and allow θY to be variable. The matrix á{(R) is evaluated as á{ θY, θ>













The result of holding θ>
K  fixed and allowing θY to be variable, is that the cost function J θY, θ>
K  shown 
in red is projected orthogonally to the first value. This is visible in the figure where we can see that the null 
associated with the first source has been suppressed and the minimum is NθY
K = 40°. 
The AP style initialization appears capable of performing the initialization stage with fewer evaluations 
of J R . In the coarse grid initialization, N…eMD
;U evaluations are required while the AP initialization only 
requires N4 ∙ N…eMD evaluations. It should be noted that during simulation, it was observed that the success 
of the AP method for initializing the ith source hinged on the ability to project orthogonally to all of the 
θO
K , k ≠ i. The projection was poor when any of the other initialized sources were just a few degrees off 
of the true DOAs. Poor projection performance appeared like leakage from the previously estimated 
sources. This commonly occurred when MATLAB’s min function was used to find the nulls of J θ . To 
handle this, MATLAB’s min function was used to get near a null and then adjacent points were used to fit 
a second order polynomial to the null to refine the coarse estimate. When the AP method was implemented 
in this fashion, N…eMD could be made as low as 24. 
3.1.7!Cost Function Minimization  
During the initial testing of the WDOA algorithm, the Alternating Projection algorithm presented by 
Ziskind and Wax [6] was used for minimizing the cost function. The AP algorithm is a direct search method 
that starts at the initialization point and moves iteratively through the search space along the contours of 
the cost function along directions that are parallel to the axes. An example showing the successive iterations 
was recreated from an identical figure in [6] and is show here in to illustrate the convergence to a solution 





Figure 3-5 Illustration of AP search of 2D cost function, recreated from an identical figure in [6] 
Early tests found the MATLAB implementation to be too slow even in a simulated environment. In [6] 
the authors present a projection matrix update equation that reduces some of the expensive computations 
and facilitates easier vectorization of variables in MATLAB (thereby eliminating the requirement of one of 
the for loops). This notion was adapted to our problem but the computation was still too expensive. This 
was largely due to the overhead of calling MATLAB functions during the search. The AP method was 
eventually abandoned during testing but is mentioned here for completeness. 
MATLAB’s fmincon 
MATLAB’s Optimization Toolbox provides functionality for numerically solving optimization 
problems by finding the parameters that maximize or minimize an objective subject to some constraints. 
These libraries are already designed to be fast and efficient making them more attractive for applying to the 
WDOA algorithm. MATLAB has made available comprehensive documentation on this toolbox [19] which 
helps users select the appropriate solver for an optimization problem and offers examples on 
parameterization.  
MATLAB’s fmincon function was chosen to execute the minimization. The fmincon function finds the 
minimum of a constrained nonlinear multivariable function. Given the cost function J θ  and a set of 




NNNNNi).NNNNNNNc x N≤ 0,
NNNNNNNii).NNNNNNcC‹ x = 0,
NNNiii).NNNNNNA ∙ x ≤ b,
NNNNNNNNNNNiv).NNNNNNAC‹ ∙ x = bC‹,




In the WDOA algorithm, constraints i) and v) are specified while constraints ii) through iv) are left 
unspecified. Constraint i) is a non-linear constraint that was used to impose a guard band to avoid repeated 
solutions in the vector of DOAs that would lead to linear dependence of the columns of á R . This would 
arise when the value of N4 was not properly set and caused the minimizer to fail. The non-linear constraint 
file forces the solver to find N4 unique solutions that must each be separated by a minimum of θ…d3eD.  
This requirement was found to be most important in processing the nadir beam. Typically N4 was set to 
2 for imaging near nadir with the intent of separating echoes from the left and right sides. At nadir before 
the annulus opens at the ice-bed interface, there is generally one dominant source (i.e. N4 ≠ 2). The non-
linear constraint forces the solver to find 2 unique solutions, however one of them will be not be useful. 
This presents a challenge in later stages of imaging when the scattering pixels are picked from the point 
cloud of DOAs. Handling this situation near nadir needs improvement. One possibility would be to identify 
a quality measure that would allow us to identify these bad pixels after array processing. An alternative, 
and perhaps better, approach would be to estimate N4 before the DOA estimation but this would increase 
complexity and was left for future work.  
Constraint iv) serves to bound a solution within an interval. This speeds up convergence and in some 
cases may improve performance when the true DOA solution appears at a local minimum does not 
correspond to the global minimum of the cost function. This was used to impose a search window on the jth 
source by searching for the solution over an interval θPB ≤ θ{ ≤ θdB . The limits θPB and θdB were 
determined for each range bin from a window about the incidence angle, θIMD(ρ), along the surface of 
interest (the air-ice interface or ice-bed interface for example)  based on the two-way propagation time of 
the pixel being processed  assuming a flat surface. The range-dependent lower and upper bounds were 
determined as 
θPB
{ ρ = θIMD




{ ρ = θIMD
{ ρ + θY
{ , 
Where θ>
{  and θY
{  are user defined angular bounds about the incidence angle θIMD
{ ρ . 
Figure 3-6 is used to illustrate the DOA constraints. This figure shows a tomographic slice obtained 
from one range line of high-altitude, multibeam data collected over Whillians ice stream. This result 
corresponds to returns from the right beam. Two sources were assumed: one from air-ice interface to the 
right side and one from the ice-bed interface to the right side. DOA estimation was restricted to a set of 
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range bins that starts slightly before the bed echo and extends far enough to capture the basal scattering. 
Range bin restriction is discussed in the following section. θ4def and θBCD are the estimated arrival angles 
of the surface and basal echoes obtained from searches within their respective bounds. The bed begins 
echoing at approximately the 1135th range bin. As range increases, the trend of θBCD extends further off 
nadir and becomes noisier approaching the edge of the half-power beamwidth at −30N° 
 
Figure 3-6 Example of DOA constraints for one range line in sidelooking image 
3.1.8!Bin Restriction 
The WDOA algorithm is computationally expensive because the cost function must be evaluated many 
times to converge to a solution for each pixel in the scene. In our application, the multichannel data is 
organized into segments that are then broken into frames which typically cover 30 to 50 km sections of a 
scene. Frames are further broken into 5 km chunks. Our existing processing works on frames so for an 
implementation of (3-11) in the framework of our processing to be feasible, it must be able to process a 
frame in a reasonable time period (i.e. less than a day).  For the 2013 Basler mission, the SAR focused 
outputs of one chunk have dimensions 9812×2010 or 19,722,120 pixels. This means that to assign a 
direction of arrival to every pixel in our scene using the WDOA algorithm using a direct search would 
require exhaustively searching N4 dimensions 197,722,120 times for a frame containing 10 chunks.  
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But we are really only interested in assigning a DOA to those pixels containing basal scattering. In an 
effort to reduce computation time, functionality was added to the array processing stage of the CReSIS 
toolbox that was used to restrict the bins that were processed during imaging. Processing was restricted 
between two layers that were created in the picker interface. Picks were made on echograms obtained by 
multilooking across the array. Incoherently combining the channels is equivalent to forming a product that 
is unfocused across the track and provides a quick way to get an idea regarding the fast-time extent of the 
basal scattering. 
An example of the multilooked outputs are presented that correspond to the focused sounder profile 
from Kamb that was combined using MUSIC beamforming shown in Figure 3-7. This is in an area where 
the bed is very rough. The roughness is revealed in the multilook images for the left and right beams shown 
in Figure 3-8 and Figure 3-9 respectively. The unique features of each side are observable. These images 
show the bins used to restrict the tomography during array processing. 
 





Figure 3-8 Multilook image from left 
 




3.2!Estimation of SNR of Wideband Sources  
Over the course of the project, it became apparent that having some measurement of source SNR was 
important for improving the surface extraction stage of the imaging process. From a point cloud of noisy 
DOAs, SNR can be used a measure of quality in order to pick out scattering pixels from noise. The 
additional functionality of estimating source SNR is also an important step towards future efforts to estimate 
basal conditions at the ice-bed interface.  A relative SNR measurement of each source is obtained using the 
DOA estimates. The method outlined here is a first order approach that could be refined in the future. 
To estimate the SNR for the jth source, the array was first registered to the jth target. This was achieved 
by first using a sinc interpolation kernel (generally 20 taps long) to co-register the signal on each channel. 
Let xI n  be the discretized range line from the m
th channel and let τI θ{  represent the propagation delay 
between the origin and sensor m in the direction θ{. The reconstructed signal xIe t  is obtained as 

























The received signal from θ{ is denoted as s{ t . Samples of the estimated signal are denoted as s{ n .NThis 
quantity is estimated from the registered measurement vector using the MLE beamformer in Equation 
(2-19), obtained when a weight vector  
 Â = ÊF R Ê R
i≥





is used to estimate the vector of sources as 
 à n = ÊF R Ê R
i≥
ÊF R $ n . 
(3-16) 
Here à n  is the N4×1 vector containing samples of the received signals at discrete time n 
à n = s> n … s;U n
+ 




e{Yuf|}Ö Ö ⋯ e{Yuf|}Ö ãU
⋮ ⋯ ⋮
e{Yuf|}Ü Ö ⋯ e{Yuf|}Ü ãU
. 
Equation (3-16) is modified so that a vector of measurements that are registered to the jth source $H‚„iÁ n  
may be used to estimate s{ n . A vector „ is defined as the N4×1Nvector whose only non-zero entry is in 
the jth place that serves to preserve only the signal to which the array is registered. Then s{ n  is computed 
as 
s{ n = „+ ÊF R Ê R
i≥
ÊF R $H‚„iÁ n ,N 
And the estimated SNR of the jth source, SNR{, is taken to be the expectation of the inner product of s{ n  
obtained by estimating the following quantity 
SNR{ = NE s{
∗ n s{ n . 
3.3!Chapter Summary 
A space-time formulation was presented for the wideband imaging problem. In this formulation, a space-
time vector was constructed with multiple consecutive temporal samples of the array measurements and 
used to estimate a space-time data covariance structure. It was shown that the space-time DCM contains 
samples of the cross-correlation function between sensors at zero lag and also at non-zero lags. A wideband 
DOA estimation method was presented that obtains an estimate of the wideband source arrival angles by 
fitting the observation of the space-time DCM to a model through the minimization of a least-squares type 
cost function. The computational complexity of the cost function was analyzed and an algorithm for solving 
the WDOA minimization problem was presented that uses MATLAB’s optimization solver following a 
coarse grid initialization. Techniques for speeding up convergence to a solution were offered. Finally a first 
order approach for estimating the average SNR of a wideband source was presented that used registration 





A MATLAB based simulator was developed for the purpose of studying direction of arrival estimation 
in wideband signal environments. The simulation setup is overly simplified in the sense that wideband 
sources are modeled as reflections from point targets and sensors are assumed to be isotropic radiators. The 
outcomes of several Monte Carlo experiments are used to compare the WDOA to the three other DOA 
estimators: narrowband MUSIC, narrowband MLE and the wideband version of MLE. The results offer 
insight into the best-case DOA estimation performance. This chapter describes how multichannel array data 
were simulated. An overview of the wideband MLE (WBMLE) method is also offered. The Monte Carlo 
experiments are described and results are presented. The chapter concludes with summarizing remarks 
about the four compared methods drawn from observations. 
4.1! Simulating Multichannel Array Data 
Multichannel array data are simulated by first generating a set ofN 4Nsignals, s> t , … , s;4 t ,Nwhose 
arrival angles areNθ>, … , θ;4. The reference signals are taken to be the complex envelopes of those signals 
that would be observed at some origin of the array, generally taken to be the center, or defined such that it 
coincides with the location of the array’s transmit phase center. We assume that each signal is wide-sense 
stationary (WSS) over some observation interval. The ith signal is then modeled as a zero-mean, complex 





,NwhereNγM refers to the average SNR of source i.  
The method used to simulate the spectrum ofNxI t , (the complex envelope of the m
th sensor) is 
summarized in Figure 4-1 below. The signal,NxI t , is modeled as the superposition of the set of signals 
measured at the mth element,N s> t − τI θ> N, … , s;4 t − τI θ;4 , and complex Gaussian noise, 
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convolved with the system response of the radar. In simulation, the ith source is time shifted by imposing 
true time delays in the Fourier domain at passband. Let Si(f) denote the Fourier transform of sM(t). Then the 
time shifted signalNsM t − τI θM Nis evaluated asNsM t − τI θM = Nℱi> SM f ei{Yuf}~ Ä N , fK ≤ f ≤ f>. 
Realization of true time delays in this fashion allows for simulation of wideband signal environments.  
 
Figure 4-1 Block diagram describing simulation of the spectrum of a single channel’s complex envelope 
The simulator that was implemented for this thesis uses H f Nto model frequency domain windowing 
applied in pulse compression. Non-rectangular windowing broadens a pulse slightly that is reflected from 
a target, which then may influence the widening factor. A rectangular window was used to characterize 
performance and a Hanning window was used to validate that the same performance was achieved with 
windowing.  
What has been described above is the method for simulating the complex envelope of the mth receiver, 
xI(t) and since the bandwidth of H(f) is equal to the sampling frequency f4, then the simulator is more 
specifically providing the samples of the envelope xI nT4 .N Then the multichannel array data are the set 
of the m envelopes sampled at t = nTs, or the snapshot of the array t = nTs. The vectorN$ n  is used to 
describe the M×1 vector containing samples of the envelopes at discrete time n 
$ n = N x> nTs , … , xI nTs +. 
The matrix @(n) ∈ ℂh×Ø is then used to describe the matrix containing K temporal snapshots of the array, 
i.e.  
@(n) = $ n , $ n − 1 , … N$ n − K − 1 .NN 
Figure 4-2 summarizes the arguments of the MATLAB function used to simulate the matrix of array 
data, @ n . The function is passed two sets of parameters. The observation parameters, indicated with a 
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blue bracket, include sampling frequency, bandwidth, window function, and the position vectors of each 
sensor in the cross-track dimension. The target parameters required to generate the array data are indicated 
with a red bracket and include source DOAs, source SNRs and the number of snapshots, K. 
 
Figure 4-2 Array data simulator block diagram 
4.2!Direction of Arrival Simulations 
The array data simulator was used to conduct a set of experiments meant to characterize the performance 
of the wideband (WB) direction of arrival estimator. It was compared to the two narrowband DOA 
estimators that have been used in ice-bed tomographic imaging: MUSIC and MLE. Additionally, a 
wideband version of MLE (WBMLE) was implemented so that the technique could be compared to an 
optimal wideband estimator. MUSIC and MLE were discussed in Chapter 2. A brief description of the 
WBMLE algorithm is presented later in this section for completeness.  
4.2.1!Monte Carlo Experiments 
The performance of the WDOA technique is characterized by comparing its performance with MUSIC, 
MLE and WBMLE in several simulation based experiments. In all experiments, sources are assumed to be 
uncorrelated. The array is taken to be composed of isotropic elements. The system parameters of the UWB 
during the 2013 Antarctic mission are used to set the geometry of the array, bandwidth, sampling frequency 
and windowing applied in pulse compression. 
Each experiment is designed to test the performance of the DOA estimators as a function of some 
varying parameter of a wideband source (such as arrival angle θ, source SNR, or snapshots). For every 
hypothesis parameter, a random number generator is reseeded and a set of multichannel data is generated 
using the function described earlier. These data are to estimate the DOA with each of the tested methods. 
Each value of a parameter is tested over Nedë4 trials or runs. With every run a new set of random 
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multichannel data is generated. Between each tested value, the random number generator is reseed. In other 
words, for each value of a parameter under test, the multichannel data are obtained from the same set of 
random numbers. This ensures that the error can be attributed to the variations of the test parameter and not 
the random number generator. 
The metric used to assess performance is the root-mean-squared error for each direction of arrival. Let 
θM n  denote the estimate of a particular method of the i
th source measured on the nth run. The RMSE of 









And the units are either in degrees or radians depending on the units of the DOA estimates. 
4.2.2!Notations 
Because the WMLE method works on the array data in the Fourier domain, some confusion may arise 
with notation. Up to this point, the matrix @ ∈ ℂh×Ø has been used to denote the M×K matrix of complex 
values containing measurements made by the array over K snapshots 
@ = N
x> n x> n − 1 ⋯ xh n − K − 1
⋮ ⋮ ⋮ ⋮
xh n xh n − 1 ⋯ xh n − K − 1
. 
To avoid confusion of @ with the frequency domain variables needed to describe WBMLE, the variable @2D 
is introduced to denote the matrix of temporal snapshots. 
4.2.3!Wideband MLE 
In the WBMLE method, the time series of array data are conditioned into NB frequency domain 
snapshots so that at each discrete frequency, a linear model of the array holds. This is realized by observing 
the multichannel data over a time interval TÏB4 = K ∙ T4. The variable K is the number of temporal snapshots 
of the array observed over TÏB4 and T4 is the sampling interval. The total observation interval is broken 
down into P subintervals of duration T4dB such that P ∙ T4dB = TÏB4.  
Within every subinterval, the DFT is computed for each channel and the data are reorganized into 
frequency domain snapshots. The number of frequency domain snapshots is determined by the number of 
time samples within the duration of T4dB, i.e.  
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NB = T4dB ∙ f4. 
The resolution bandwidth of the frequency domain snapshots or the subband is determined by the duration 










The range of frequencies within the jth subband are then given by f{ −
Ìf
Y
≤ f ≤ f{ +
Ìf
Y
. The number of bands 
is chosen such that each subband is approximately narrowband.  
The pth frequency domain snapshot containing the spatial samples at the discrete frequency f{ is 
represented as the M×1 vector of complex values given by 
@(™) f{ = N X>
™ f{ , … , Xh
™ f{ . 
Here, XI
™ f{ Nis the value of the DFT of channel m at the discrete frequency f{ from the p
th subinterval. The 
frequency domain snapshot model due to N4 wideband sources received from arrival angles R =
θ>, … , θ;U
+
 may then be written as the following linear system of equations 
 @ ™ f{ = á R, f{ û ™ f{ + ü ™ f{ , forNNj = 1, … , NBNandNp = 1, … , P. (4-2) 
where, 
û ™ f{ = S>





ü ™ f{ = N>




Are the vectors containing the DFT coefficients of the sources and noise respectively at the jth subband 
obtained from the pth subinterval and á R, f{ ∈ ℂh×;U is the matrix containing the frequency dependent 
steering vectors for the subband centered at the discrete frequency f{.  











The implication of Equation (4-3) is that the multichannel random process in Equation (2-1) remains 
stationary over all subintervals. 
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The standard assumptions described in Chapter 2, A1-A3, are made. Additionally the following 
assumptions are required for the maximum likelihood estimator of wideband sources [20]: 
A4wbmle: The sources are regarded as deterministic but unknown, 
A5wbmle: The noise is spectrally white at each subband and the level of the noise spectral density 
at the jth subband, σëY f{  is unknown. 
Then under the aforementioned assumptions, the ML estimate of the unknown arrival angles of the 
wideband sources is one that maximizes the following likelihood function 
 
L R = trace ¥á R,fÁ í@@ f{
;Ô
{w>
. (4-4)  
Based on (4-4), the collection of narrowband sample covariance matrices, í@@ f{ ,NNNforNj = 1, … , NBN , 
may be regarded as sufficient statistic for the estimation problem at hand and the ML estimate of R is 
obtained by solving the following optimization problem 
R = max
R




Impracticalities of the WBMLE 
The wideband version of MLE is computationally expensive and, depending on the system parameters, 
may be undesirable for imaging applications. This is due to the fact that range resolution must be sacrificed 
to improve the DOA estimation performance. The subbands must be made small enough to ensure that they 
are approximately narrowband, meaning that more range samples are needed to decrease the frequency bin 
size. For the 250 MHz UWB radar depth sounder, the length of the cross-track aperture is 3.36 meters which 
corresponds to a maximum propagation time across the array of approximately 11 ns. Suppose that the 
WBMLE was used for DOA estimation and bins were chosen such that the time-bandwidth product of the 
array was 10% for each subband. Then the number of time samples needed within each subinterval, NB, 
must be at least 31. This corresponds to a degradation in range resolution by a factor of 31 suggesting that 
WBMLE may be an impractical solution to the wideband imaging problem. An investigation of the number 
of subintervals required to achieve good performance should be investigated in the future. 
4.2.4!Peak Search 
MLE, WBMLE and the WDOA algorithm obtain estimates of the vector of DOAs through minimization 
or maximization of some cost function. This allows these algorithms to capture refined estimates of the 
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peaks or valleys of their respective objective functions. The MUSIC estimate was previously [10] obtained 
by evaluating the pseudospectrum over a grid and finding the maximum value. This limits a MUSIC 
estimate to points on the grid and introduces a bias in the RMSE. MATLAB’s optimization solvers, such 
as fmincon for example, are designed to search a function’s domain for a local minimum. This behavior 
was leveraged to allow MUSIC to sample off the grid by using the MUSIC pseudospectrum as a cost 
function argument for the constrained optimization solver. The MUSIC pseudospectrum was evaluated over 
a grid to get an initial estimate of source locations and fmincon was used to refine the estimates.   
4.2.5!Validation of Narrowband Techniques 
Ziskind and Wax demonstrated the performance of MLE solved with the Alternating Projection 
algorithm in [6] where the authors compared the technique to the MUSIC algorithm. Because the ML 
solution of the DOA is obtained with MATLAB’s constrained optimization function fmincon the results of 
Ziskind and Wax were first verified. This provided some reliable confidence that the experiments described 
below could reliably describe the performance of the narrowband techniques in wideband signal 
environments. Three results from [6] have been recreated and are presented below.  
In the validation of the results of Ziskind and Wax, the WDOA and WBMLE techniques were applied 
in addition. The purpose of doing this was two-fold. First this offered some insight into the performance of 
the WDOA technique in narrowband imaging configurations and also provided a check for verifying that 
narrowband MLE and WBMLE were equivalent in narrowband signal environments. For the narrowband 
signal environment, both the widening factor of the WDOA method and the number of subbands for 
WBMLE are taken to be 1. 
Narrowband Experiment 1 
In the first experiment, three isotropic elements at half-wavelength spacing are assumed. The sensors 
spatially sample a field arising from two narrowband, equal power uncorrelated sources arriving from 0° 
and 20° respectively. The number of available snapshots is assumed to be 10. The RMS errors in degrees 
for each source that results from sweeping the SNR from 10 dB to 25 dB are shown in Figure 4-3 and Figure 
4-4. In both cases, MLE (indicated with red markers that are completely overlapped by WBMLE in the 
narrowband case) outperforms both MUSIC and the WDOA algorithm over all the values of SNR tested. 
In the high SNR limit, MUSIC appears to converge to MLE but exhibits a slight performance degradation 
in RMS error of about 0.035°. The WDOA outperforms MUSIC for lower SNRs but between 17 and 19 
dB, the RMS error of MUSIC falls below that of the WDOA so that in the high SNR limit, the WDOA 
exhibits a bias that is slightly higher than MUSIC. The bias of from the MLE’s RMS error is about 0.16° 




Figure 4-3 Narrowband Experiment 1: RMS error of 0° degree source 
 
Figure 4-4 Narrowband Experiment 1: RMS error of 20° source 
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Narrowband Experiment 2 
The setup of the second experiment is identical to the first except that the SNR is set to 20 dB and the 
number of available snapshots is swept from 10 to 1,000. The RMS error was estimated for both sources 
and were found to be quite similar. Only the RMS error of the 0° source is presented in Figure 4-5 below.  
Though the MLE (overlapped by the WBMLE) exhibits the smallest RMS error over each tested number 
of snapshots, the results are comparable and difference between the methods get smaller as the sample 
support grows.  
 
Figure 4-5 Narrowband Experiment 2: RMS error of 0° source 
 
Narrowband Experiment 3 
The third experiment tests the performance of the DOA estimators when two equal power (20 dB) 
narrowband sources impinge on the array from 0° and 5°. The number of snapshots is swept from 50 to 
500. Since the beamwidth of the ideal array is 57°, resolution of two sources separated by 5° is much more 
challenging. The RMS error of the source at 0° is shown in Figure 4-6. The results for the 5° source are 
nearly identical and therefore are not included. Again the MLE results and WBMLE results are identical 
and both identically outperform MUSIC and the WDOA. When the number of snapshots is less than about 
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300, MUSIC shows lower RMS error than the WDOA but in the high snapshot limit, the WDOA 
outperforms MUSIC and more closely approximates MLE. 
 
Figure 4-6 Narrowband Experiment 3: RMS error of 0° source 
4.2.6!Simulation of Wideband Sources 
The simulations described herein are all overly simplified imaging scenarios meant to study the left/right 
separation of basal echoes with sufficient signal-to-clutter ratio (SCR) as well as the DOA problem for 
targets off to the side. In what follows, results are presented from several Monte Carlo experiments used to 
study the performance of the DOA estimators for imaging with the 250 MHz version of the UWB radar 
depth sounder that operated from the Basler in 2013. The results presented arise from three distinct setups: 
•! Wideband experiments 1A through 1C: Simulations which compare the narrowband methods to 
the WDOA for estimating the arrival angle of a single wideband source, 
•! Wideband experiments 2A through 2C: Simulations which compare the performance of the 
WDOA to an optimal wideband estimator, the WBMLE, using a setup that models the 
sidelooking imaging case, 
•! Wideband experiments 3A: Simplified simulation that considers the use of MLE or MUSIC in 
left/right separation at nadir.  
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Wideband Experiment 1A 
The first experiment demonstrates the problem that arises when the narrowband methods are used to 
estimate source arrival angles in wideband signal environments. Here a single high SNR, wideband source 
is assumed and the number of snapshots is set to 100. The direction of arrival is swept from 0° out to 45°. 
Since MATLAB’s fmincon function uses a set of bounds to limit the search during minimization, the DOA 




N . For N4 = 1, this implementation provides the global 
minimum of the single dimensional cost functions. Note that in the special case of N4 = 1, the likelihood 
function is equivalent to the spatial matched filter. The RMS errors of the MUSIC, MLE and WDOA 
estimates are presented in Figure 4-7.  For source arrival angles exceeding 45°, the RMS errors of the 
MUSIC and MLE estimates become increasingly large (exceeding 80°) while the WDOA estimate remains 
small.   
For small DOAs, MUSIC and MLE offer reasonable performance with errors less than a degree even 
when the DOA is 20°. This suggests that the narrowband techniques may be tolerable for small off-nadir 
incidence angles provided that the SCR is sufficiently large enough. If the surface clutter is on the order of 
the ice-bed SNR, then clutter from the surface (characterized by errors in excess of 60° depending on the 
geometry) are ineffectively modeled and may corrupt the bed echo signal. Once the source DOA exceeds 
20°, the errors in the MUSIC and MLE estimates increase more rapidly. This is the time-bandwidth product 
exceeds one for 250 MHz sources. At 25°, a source spreads over two pixels meaning that a signal that 
impinges on channel 1 illuminates channel 8 one sample later. For a source from 50° off nadir, the 




Figure 4-7 Wideband experiment 1A: RMSE of single wideband source with variable DOA 
Wideband Experiment 1B 
In experiment 1B, a single wideband source is assumed to be fixed at 25°. The source is characterized 
by a low per channel SNR of -5 dB (so that the combined SNR of the 8 element array is 3 dB). The number 
of snapshots is swept from 10 to 1,000. The RMS errors for the single wideband source DOA are presented 
in Figure 4-8. As might be expected, all three estimators are characterized by large errors when the number 
of snapshots available for estimating the necessary statistics is 10 with MUSIC showing the largest error in 
the low snapshot/low SNR scenario, followed by MLE and then the WDOA algorithm.  
This experiment shows that increasing the number of snapshots improves the performance of all three 
methods. MUSIC and MLE become increasingly close to one another in the high snapshot limit but are still 
outperformed by the WDOA. Also of note is that in the region where the number of snapshots exceeds 
about 30, large numbers of snapshots appear to influence the performance of the narrowband methods as 
compared to the space-time WDOA. By approximately 25 snapshots, the WDOA error has already fallen 
below 1° and decays slowly to its final error value of 0.2°. MUSIC does not fall below the 1° error mark 
until it has about 300 snapshots and MLE the requirement is closer to 400. 
Although the narrowband techniques eventually approach a tolerable error in the high snapshot limit, 
they are impractical since there are rarely so many snapshots available for averaging. In imaging we use 
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neighborhoods of pixels to obtain snapshots. For this project, the typical number of averages used to 
estimate the DCM was 33 but could be as low as 11.  Features off to the side are often narrow in range and 
in these cases using fast time samples may not offer any benefit. This means that for targets off to the side, 
we are often more reliant on the Doppler dimension for obtaining snapshots. There is an inherent 
assumption of stationarity of targets along the track and we must assume the scene to be slowly evolving 
in this dimension. The DOA estimation could be improved in the future with the use a smarter algorithm 
that allowed statistical multilooks to be adaptive. 
 
Figure 4-8 Wideband experiment 1B: RMSE of 25° source 
Wideband Experiment 1C 
The RMS error’s dependence on the number of snapshots is also evaluated in the case of a high SNR 
wideband source at 25°. The number snapshots is again swept from 10 to 1,000 for the setup described 
above only now the source is assumed to be characterized by an SNR of 20 dB. The results of this 
experiment are presented in Figure 4-9. All methods show improved performance in the high SNR case and 
all similarly exhibit the same trend of the highest error being associated with the smallest number of 
snapshots and a monotonic decrease as the number of snapshots available increases. The error of the WDOA 
estimate starts at 0.3° and falls to a final value of 0.03° when 1,000 snapshots are used. The RMS error of 
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the MUSIC estimate starts at 2.8°, crosses the 1° error mark around 100 snapshots and falls to a final value 
of 0.32°. MLE is slightly higher than MUSIC, starting at 3° and falling to a final value of 0.37°.   
 
Figure 4-9 Wideband experiment 1C: RMS error of 25° source 
Wideband Experiment 2A 
Two uncorrelated sources are assumed within a possible field of view for the sidelooking imaging case. 
For this experiment, it is assumed that the transmit pattern provides sufficient isolation from echoes 
returning from the side of nadir opposite to the look direction. This scenario is illustrated in Figure 4-10. 
The arrival angles are 25° and 60° and number of snapshots is 30. Note that both DOAs lead to registration 
errors since the time-bandwidth products exceed 1. This simulation compares the WDOA and WBMLE 
estimates when WBMLE is limited to NB = 3 so that it accesses the same number of fast-time samples as 
the WDOA (for a widening factor of 3). In this case, both algorithms degrade the range resolution by a 
factor of 3 and their computational complexities are considered to be similar. The SNR of the 25° source is 




Figure 4-10 Imaging geometry assumed for experiments 2A through 2D 
The RMS errors are estimated for each source and are presented in Figure 4-11 for the 25° source and 
in Figure 4-12 for the 60° source. In the case of the 25° source with variable SNR, the RMS errors for both 
techniques are highest at the lowest SNRs and both error curves decrease as the SNR increases. The change 
in performance evolves more slowly once the SNR exceeds about 10 dB and improvements in the accuracy 
of the 25° DOA estimates observed in the high SNR limit are small. When the error of the 60° source is 
taken into account, we see a degradation in performance of both algorithms once the SNR of source 1 
exceeds the SNR of source 2. When the SNR of the first source exceeds 15 dB, the error of the WDOA 
estimate rises above 1° until it approaches a steady state value of 4° when the SNR exceeds 35 dB. The 
error of the WBMLE estimate for source 2 is lowest when source 1 is at -5 dB SNR, corresponding to an 
error of 1.3° and increases to a steady state error of 5° in the high SNR limit. 
This experiment suggests that for this sidelooking configuration, the WDOA algorithm offers better 
performance than the WBMLE when both algorithms are only allowed to degrade or coarsen the range 
resolution by a factor of 3. This example also shows the complexity of the multisource DOA estimation 
problem and in particular the challenge that arises when one source is much larger than another. Suppose 
we could only tolerate errors less than 1°. Then accurate estimates of both sources could only be obtained 




Figure 4-11 Wideband experiment 2A: RMS error of 25° source 
 
Figure 4-12 Wideband experiment 2A: RMS error for 60° source 
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Wideband Experiment 2B  
The previous experiment showed that for the hypothetical sidelooking geometry in Figure 4-10, the 
WDOA outperforms WBMLE when the two algorithms operate with comparable computational 
complexity. In the experiments that follow, WBMLE is used as a benchmark for measuring the performance 
of the WDOA algorithm as a wideband DOA estimator. For these simulations, the number of subbands 
used to obtain the WBMLE results is NB = 31 so that each frequency bin spans 3% of the 250 MHz system 
bandwidth and the time-bandwidth product of the array is less than 10%.  
The WDOA is compared to the optimal WBMLE based on the RMS errors of the DOA estimates 
presented in Figure 4-13 and Figure 4-14. 40 temporal snapshots are assumed (as in the previous example). 
The error curves for the WDOA estimates are the same as in the previous example but the WBMLE result 
acts as a lower bound.  
 




Figure 4-14 Wideband experiment 2B: RMSE of 60° source 
Wideband Experiment 2C 
This experiment considers the influence of number of available snapshots on the WDOA performance 
in a low SCR scenario. The SNR of the 60° source is fixed at 10 dB and the SNR of the 25° source is set to 
5 dB. Taking the 25° source to be the target, the SCR is -5 dB. The number of snapshots is swept from 40 
to 1,000. The outcomes from this experiment are shown in Figure 4-15 and Figure 4-16.  The performance 
of both the WDOA and WBMLE improves as the snapshot support increases. At 40 snapshots, the WDOA 
exhibits less than 1° error for both the target and the clutter. Despite the presence of a competing source, 




Figure 4-15 Wideband experiment 2C: RMSE of target at 25° 
 
Figure 4-16 Wideband experiment 2C: RMSE of surface clutter at 60° 
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Wideband Experiment 2D 
Now a case of high SCR is considered. The SNR of the 60° source is fixed at 10 dB and the SNR of the 
25° source is set to 20 dB. Taking the 25° source to be the target, the SCR is -5 dB. The number of snapshots 
is swept from 40 to 1,000. The outcomes from this experiment are shown in Figure 4-17 and Figure 4-18. 
The performance of both the WDOA and WBMLE improves as the snapshot support increases. At 40 
snapshots, the WDOA exhibits less than 1° error for both the target and the clutter. The WDOA estimates 
the target within 0.2° over the envelope of tested snapshot values and performs better for the 25° than in 
the -5 dB SCR case. Larger errors are observed for the 60° clutter source with both WDOA and WBMLE. 
The largest error for the WDOA is 1.67° and is associated with the lowest number of snapshots. This error 
is tolerable because it doesn’t push the solution into the field of view associated with the target. After array 
processing, targets outside the field of view are thrown away in surface extraction. Thus as long as the 
errors do not push the surface clutter into the range of DOAs associated with backscatter from the ice-bed, 
they can be considered tolerable.  
 




Figure 4-18 Wideband experiment 2D: RMSE of clutter at 60° 
Wideband Experiment 3A 
The last experiment considers sources that are uncorrelated, have equal power and whose DOAs are 
±8°. The setup is meant to serve as an overly simplified model of the left/right separation problem for 
echoes near the edges of the swath when the beam is steered towards nadir on transmit, as illustrated in 
transmit and before the registration error problem arises when the arrival angles exceed 20°. The clutter 
from the air-ice interface is neglected since the near nadir basal returns generally dominate in the Basler 
datasets. The narrowband techniques along with the WDOA are used to estimate the DOAs as the SNRs 




Figure 4-19 Setup for wideband experiment 3A 
The number of snapshots is set to 30.  The RMS errors of the two sources are similar so only results 
from the first source are shown. The WDOA outperforms the narrowband techniques over the range of 
tested SNRs. MLE exhibits slightly better performance over the MUSIC algorithm. The result suggests that 
in this simple example of two equal power left/right sources, the narrowband methods may be sufficient for 
DOA estimation provided that the clutter from the surface is negligible. If the clutter is not negligible, it 
has the potential of corrupting the ice-bed return which would ultimately translate into errors in the ice-bed 




Figure 4-20 Wideband experiment 3A: RMSE of -8° source 
4.3!Chapter Summary 
This chapter summarized the development of a MATLAB based simulator used to carry out Monte Carlo 
experiments for studying DOA estimation in wideband signal environments assuming simplified scattering 
scenarios. The RMS error of a DOA estimate was used as the metric for evaluating an estimator’s 
performance. The implementation of the narrowband methods used in these experiments was validated 
against results presented by Ziskind and Wax’s Maximum Likelihood Estimator in [6] and in doing so the 
WDOA was adapted for the narrowband case. These results showed MLE to be optimal in narrowband 
signal environments, outperforming MUSIC and WDOA. The poor performance of the narrowband 
methods was demonstrated by sweeping the DOA from 0 to 45° to illustrate the changes in performance 
demonstrated by MUSIC and MLE when the time-bandwidth product of the imaging geometry exceeds 1. 
It was shown that the performance of the narrowband methods in estimating a wideband source could be 
improved when the number of data tends to infinity. An optimal wideband DOA estimator (WBMLE) was 
described and used as a benchmark for evaluating the performance of the WDOA method in a sidelooking 
setup. Finally a simplified geometry was postulated to consider the possibility of using the narrowband 







The merit of the WDOA algorithm as an arrival angle estimator in ice sheet 3D tomography has been 
studied experimentally using wide swath, multibeam data collected by the UWB radar depth sounder from 
a Basler BT-67 aircraft during the 2013 Antarctic field season. Maps of the basal topography of Kamb Ice 
Stream are used to examine errors at crossing points. The results presented in this chapter demonstrate both 
the WDOA algorithm as well as the use of multiple beams to image large swaths. 
 
5.1!Kamb Grounding Line 
During the 2013 Antarctic mission, a dense grid was flown over the grounding line of the Kamb Ice 
Stream (or Ice Stream C) at high altitude and the UWB radar depth sounder/imager was run in the 
multibeam transmit scheme described in Chapter 2. Kamb Ice Stream is an area of interest to scientist 
because it was once responsible for discharging ice into the drainage basin of the Ross Sea but deactivated 
approximately 150 years ago. The termination of Kamb has been attributed to a thick layer of accretionary 
ice formed by the freeze on of subglacial water over thousands of years [21]. The stoppage of Kamb has 
served to counteract sea level rise by supporting local thickening of the ice in this part of West Antarctica. 
There is speculation about the possible reactivation of Kamb and understanding the basal processes that 




Figure 5-1 Kamb Grounding Line grid from 2013 mission in Antarctica 
The flight lines for the Kamb grid are shown in Figure 5-1 Kamb Grounding Line grid from 2013 
mission in Antarctica below. The data set contains 37 frames of data that break down into three sets of nine 
parallel tracks spaced approximately 1.5 km apart. This is slightly less than the multibeam footprint so little 
to no overlap is expected at the edges of any two swaths from adjacent tracks. The nominal ice thickness in 
this data set was observed to be in the neighborhood of approximately 570 meters. 
5.2!Multibeam Processing 
The Maximum Likelihood Estimator was chosen as the direction of arrival estimator for imaging with 
echoes from the nadir beam. The primary motivation for using MLE near nadir was to speed up processing 
of the multibeam data since MLE is computationally less burdensome than the WDOA. The rationale 
behind this choice was that in cases where the basal scattering dominated the pixels containing bed echoes, 
and near nadir where targets are primarily registered across the channels, MLE was considered adequate 
for separating left and right sides.  For MLE processing, the number of sources is set to 2, MATLAB’s 
fmincon is restricted to a search of the arrival angles within ±15° of nadir and the SNR is estimated using 
the pseudoinverse.  
For the sidelooking beams, the WDOA was used to estimate the DOA. Again the number of sources 
was taken to be 2 and scattering was anticipated from the surface and ice bottom on the same side of nadir 
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as the look angle. The search was restricted to a range of DOA’s as described in Chapter 3. The estimated 
DOAs associated with the surface are removed with an arrival angle threshold and discarded. From the 
remaining DOAs, those falling within the half power beamwidth are preserved for inversion. The SNR is 
estimated by registering to each DOA and applying the pseudo inverse to suppress clutter from the surface. 
5.3!Tomographic Basal Maps  
The ice-bed interface has been imaged for four parallel frames from the grounding line of the Kamb Ice 
Stream. The four frames were chosen because they each intersected with low-altitude crossing lines, 
meaning that depth sounder profiles were available for cross-over analysis. Both gridded ice-bed elevation 
maps along with backscatter images are presented here for each individual beam. A merged result for each 
frame is presented showing topography and backscatter results for all three beams simultaneously. These 
results are just laid on top of each other so there is not interpolation at the edges of the swaths where the 
beams come together. Holes that appear in the middle of the swaths are areas where the sidelooking beams 
do not overlap with the nadir beam.  
5.3.1!Frame 008 
 
























Figure 5-3 Merged DEM 20131220_03_008 
 
 




































Figure 5-5 Merged DEM 20131220_03_011 
 
 




























Figure 5-7 Merged DEM 20131220_03_016 
 
 


























Figure 5-9 20131220_03_019 Merged DEM 
 




The tomographic images show clear features in certain cases that are being tracked over very long 
extents. In frame 19 for example, a strong curving channel is visible in the DEM from the right beam for 
approximately 20 km. A similar type of feature is visible on the left side as well. These features appear to 
be strongly correlated with the corresponding backscatter for each DEM suggesting that the features are 
real. Examination of the cross-track depth sounder profiles (described further in the next section) indeed 
show these bottom crevasse like features. The roughness scale of these rippling features varies less than ten 
meters in height in many cases between the peaks and valleys. An example of this rippling as measured by 
the depth sounder in one of the crossing lines used for evaluating the imaging performance is shown in 
Figure 5-11. 
 
Figure 5-11 Bottom crevassing pattern measured by depth sounder on crossing line 
Patterns of striations are also observable in the topography that appear as a horizontal ribbing orthogonal 
to the platform trajectory. The merged DEM shows continuity of these striations across beams and between 
parallel frames suggesting a continuous feature. The striations do not appear to coincide with elevation 
changes in the crossing depth sounder lines however. The continuity of the features suggests that the 
algorithm is tracking a real feature but it does not appear that these features are due to the basal topography 
of Kamb and may perhaps be attributable to the complexity of the basal properties of this ice stream that 
have been verified using video data obtained by means of boreholes drilled in the ice stream [22].  
Figure 5-12 and Figure 5-13 show some of the features of Frame 19 in finer detail. These figures show 
the sidelooking swath of the merged DEM and backscatter map for a 1 by 2 km patch containing one of 
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these striation patterns. On the DEM we see the topography fall from -557 meters to -561 in the small 
channel then coming back up to -559 again on the other side. The backscatter of the pixels in this channel 
are approximately 4 dB lower than the values on the ridges. This channel also appears in the 
20131227_06_007 low-altitude crossing line whose echogram was shown in Figure 5-11 and corresponds 
to the right most valley in the image and served as a validation for this drop in the backscatter.  
Two ascopes from this validation are shown in Figure 5-14. The blue line contains the echo from the 
ridge or bank of the channel which appears at 6.9 µs with a strength of -88 dB. The red ascope contains the 
echo from the channel crossing. It appears slightly later at 6.94 µs, validating the elevation change seen in 
the tomographic DEM. The strength of the echo is -99 dB, 10 dB lower than the echo on the ridge. The 
consistency of this variation of backscatter over the channel in both the depth sounder echoes as well as the 
tomographic images suggests that the WDOA is in some cases capturing the arrival angles at the swath 
edges. It also validates the method used for estimating SNR using registration and beamforming. The large 
attenuation incurred over a small change in elevation may suggest a thin layer of water at the bottom of the 
channel that attenuates the signal. 
  
 




Figure 5-13 Corresponding backscatter of detailed topography shown above 
 
Figure 5-14 Validation of drop in backscatter over channel 
The sidelooking beams reveal edge artifacts in their gridded DEMs. The roll off regions show in many 
cases correlation with low backscatter suggesting a possible correlation between the direction of arrival 
estimation and the SNR. We would expect to see the edges simply become noisy as the SNR drops off but 
instead we see dips consistent in elevation.  It seems to be an indication of the DOA latching onto the lower 
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θ constraint at the edges of the swath but it’s not clear why it tends to one side. Artifacts are also visible in 
the nadir swaths. To do surface extraction at nadir, the MLE DOAs are rasterized into tomographic slices 
by binning them into discrete uniformly spaced arrival angle bins and mapping the estimated power into 
each pixel. This forms a slice similar to the MUSIC slice shown in Figure 5-15. The samples of the surface 
are then taken to be the maximum of each column corresponding to DOAs within the field of view similar 
to that shown in the figure below.  
 
Figure 5-15 Example of a MUSIC slice and pixels picked during surface extraction 
When a column does not contain a dominant basal scatterer, the max will be assigned to some other 
scattering source within the field of view or noise. Sounder echograms from the Kamb grid suggest that in 
some places layover is likely to be an issue near nadir. Towards the edges of the swath as the SNR drops 
off, the likelihood of surface clutter dominating increases. The nadir swath in frame 19 shows edge artifacts 
in the southeast corner that appear to be correlated with lower SNR (compared to the rest of the frame). 
Here the algorithm is potentially becoming more sensitive to the surface and exhibiting a bias in the 
topography estimate. 
5.4!Crossover Analysis 
Two low altitude sounder lines are available for cross over analysis: 20131227_06_007 and 
20131227_04_002. The sounder profiles are along the direction of flow of the now terminated ice stream. 
The map below indicates the entire Kamb Grounding Line grid in blue, the imaged frames in red and the 
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crossing lines in green. The depth sounder echogram for the more southeastern line is shown along-side the 
map showing the bed. 
 
Figure 5-16 Map geolocating Kamb Grounding Line grid, tomography frames and crossing lines (right) along 
with depth sounder echogram (left). The vertical stripe of weak scattering in the echogram is due to the 
aircraft turning  
The tomographic basal maps have been merged into one image for illustrating the continuous 
topography as well as the backscatter of the four frames. The depth sounder crossing lines are plotted over 
the merged DEMs. The sounder bed elevations as well as bed elevations from the tomographic DEMs are 
all mapped to the same color scale ranging from -600 meters to -540 meters (relative to the WGS-84 
Ellipsoid). Sparsity in the tomographic DEM is due to the use of SNR thresholding for suppressing noise 











Figure 5-17 Merged swaths from all four frames showing topography (top) and backscatter (bottom) 
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The sounder profiles from the two low altitude crossing lines are shown in Figure 5-18 and Figure 5-20 
respectively. The profiles for each look direction are color coded as indicated. Both profile comparisons 
show a negative bias of the elevation estimates obtained from the tomography results. The RMS error of 
the elevation measurements is 5.4 meters for the 20131227_06_007 crossing and 3.8 meters for the 
20131227_04_002 crossing. The distribution of the errors are shown in Figure 5-19, demonstrating the 
negative bias of the tomographic DEMs. 
 
Figure 5-18 Comparison of 2013127_06_007 depth sounder profiles and profiles from tomographic DEMs 
 




Figure 5-20 Comparison of 2013127_04_002 depth sounder profiles and profiles from tomographic DEMs 
 
Figure 5-21 Distribution of elevation errors for 20131227_04_002 crossing 
The tomographic profiles are obtained by querying each DEM along the depth sounder’s crossing line. 
In a similar fashion, the backscatter map was queried to obtain measurements of backscatter along the flight 
path of the crossing line. This result demonstrates strong correlation elevation errors and SNR. For each 
cross over, the comparison of elevation profiles is plotted along with the backscatter along the track. These 
results are shown in Figure 5-22 and Figure 5-23. The largest elevation errors appear at the edges of the 
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sidelooking beams where the backscatter has fallen off by approximately 20 dB.  The elevation errors do 
appear to become noisier however. 
 




Figure 5-23 SNR dependence of elevation errors 20131227_02_004 
Sources of error for the tomographic DEMs include: 1) a possible SNR bias of the WDOA estimator, 2) 
improper modeling of propagation in firn, 3) steering vector errors, and 4) sloping facets at the surface 
which affect the refraction into the ice. For this project, a dielectric of 3.15 was used throughout. The 
possibility of an error in the dielectric is considered using the following figure. For an echo returning from 
the edge of the swath, we expect a DOA of 30° for ϵeiMXC = 3.15. The figure shows the result of varying 
the dielectric from 3 to 3.2 and the actual DOA that’s obtained. A corresponding elevation error in red is 
shown where the height above surface is taken to be 1,800 meters and the ice thickness is 570 meters. The 
result shown suggests that even a small error in the dielectric will produce large errors in elevation at this 
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altitude. A dielectric error of 0.01 translates to a 1 meter elevation error. Further investigation of this error 
is left for future work. 
 
A correction factor was used to amplify the estimated DOAs by a factor of 1.03. The use of the correction 





Figure 5-24 Merged tomographic DEMs (top) and merged backscatter map (bottom) after correction 
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The crossovers with corrections are shown in Figure 5-25 and Figure 5-26. This scaling appears to 
correct some of the features with sufficient SNR and we see the sidelooking left beam (yellow) aligning 
more properly with the dips and valleys between along track values 318 and 320 km for example in 
20131227_06_007 result. Scaling the DOAs reduced the RMS elevation error to 2.73 meters for the 
20131227_06_007 result. The RMS error for the corrected 20131227_04_002 result is 1.71 meters. 
 




Figure 5-26 Cross over comparison with correction factor 20131227_04_002 
5.5!Chapter Summary 
This chapter presented tomographic basal maps obtained from wide swath, multibeam data collected 
over the Kamb Ice stream in West Antarctica. The results demonstrated the use of multiple transmit beams 
for imaging large areas and also validated that the WDOA algorithm was tracking features off nadir in the 
sidelooking beams. Detection of small features at the grounding line demonstrated the UWB depth 
sounder’s ability to image the cross track with fine resolution. The results emphasized the scientific utility 
of this sensor in its ability to capture changes in backscatter of the shallow bottom crevasses. Finally a cross 
over analysis showed correlation of received SNR with elevation errors possibly due to steering vector 
errors. Scaling the DOAs by a factor of 1.03 reduced the bias and helped align features between the 
tomography result and the depth sounder profile and also reduced the RMS elevation error to a value that 
was closer to the range resolution of the radar. The elevation error is not expected to perfectly correlate 
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with the range resolution though since part of the resolution is provided by the direction of arrival estimation 









A space-time direction of arrival method has been presented for handling wideband geometries in the 
application of 3D tomographic ice sheet imaging. This technique obtains an estimate of the direction of 
arrival by fitting a measured space-time data covariance structure to a model of the DCM. The DCM models 
the complex cross correlation function between two sensors at multiple lags as the cross correlation between 
the system response functions of each channel that is dependent on target arrival angle and SNR. The 
method is inherently better suited for targets off to the side that can be more appropriately modeled as point 
scatterers. Like MLE and MUSIC, the WDOA algorithm requires a priori knowledge of the number of 
sources as well as the requirement of stationarity of targets over the neighborhood of pixels used to capture 
the statistics of the data. 
One of the advantages of the WDOA over other wideband direction of arrival methods is that it does 
not require sub-banding the data. Sub-banding degrades range resolution and increases computational 
complexity. The WDOA does require an observation of W fast time samples to fully model the received 
signal so a resolution degradation of at most W must be tolerated. But as was mentioned in Chapter 4, the 
widening factor W is about 10 times smaller the number of required bands NB for sub-banding with the 
Basler data set. While the WDOA does degrade resolution, it is not as much of a degradation that is required 
for a wideband approach such as WBMLE.  
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The major challenge associated with the WDOA is computational cost as it requires an N4 dimensional 
search of the solution space to obtain a DOA estimate for every pixel in the scene. Some measures have 
been taken to alleviate computational cost. DOA constraints have been incorporated to constrain the search 
and fast time bin restrictions have been integrated to limit processing to those pixels that are most likely to 
contain basal scattering. The most beneficial improvement in computation speed was realized by writing a 
native C version of the cost function that is evaluated by fmincon as this eliminated a large amount of 
overhead required by MATLAB’s slow interpreter. 
A basic simulator was developed for studying direction of arrival estimation in wideband signal 
environments. The simulator was used to demonstrate the performance degradation of the narrowband 
methods in wideband imaging geometries. Both narrowband and wideband Maximum Likelihood 
Estimators of arrival angle were implemented to this end. The narrowband MLE was verified against results 
presented in [6], which provided the opportunity to consider the performance of the WDOA in narrowband 
configurations. The results of the simulations suggested that while the narrowband methods may be 
sufficient for imaging with the nadir beam, they are inadequate for imaging targets off to the side. Especially 
at the large incidence angles, the WDOA outperforms narrowband MUSIC and MLE. 
Tomographic basal maps of topography and backscatter intensity were generated from multibeam wide-
swath data collected by the UWB radar depth sounder when it was operated from the Basler BT-67 aircraft 
during the 2013 Antarctic mission. MLE was used for imaging near nadir and the WDOA was used to 
image sidelooking swaths on the left and right sides. The results highlighted the scientific utility of the 
UWB version of MCoRDS/I for measuring basal characteristics with fine resolution. A cross over analysis 
showed bias in elevation error that increased at the swath edges. The inclusion of a scaling factor reduced 
the observed bias. After applying this correction factor, RMS errors were reduced from 5.4 meters to 2.73 
meters along the 20131227_06_007 profile and from 3.8 meters to 1.71 meters along the 20131227_04_002 
profile. 
6.2!Recommendations and Future Work 
Without the use of a corrective scaling factor applied to the DOAs, the estimated ice-bed elevation 
suffered errors that increased at the edges of the swath. Further investigation of this issue should be carried 
out to isolate the major contributing factor to this observation. To rule out the possibility of an error in the 
assumed dielectric, the algorithm should be used to reconstruct topography at the air-ice interface. This 
should be completed preferably where the data are collocated with lidar measurments that can serve to 
validate the technique. 
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Simulations and processing have suggested that the performance of any of the direction of arrival 
techniques is dependent on context and we should be careful to predict which DOA estimator will 
outperform the other based solely on simulation alone. The comparative performance really should be 
verified experimentally where large amounts of data are imaged with each method (MLE, MUSIC, 
WBMLE, WDOA) and crossovers are compared. Ideally, this would be done in conjunction with a detailed 
crossover analysis for each platform and array.  Finally, this project illuminated the need for a robust and 
smart algorithm for optimal surface extraction. This would be some algorithm that minimizes a global cost 
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