The intelligent transportation system in big data environment is the development trend of future transportation system, which effectively integrates advanced information technology, data communication transmission technology, electronic sensor technology, control technology and computer technology and is applied to overall ground transportation management. Hence, it establishes a real-time, accurate, efficient and comprehensive transportation management system that functions in a wide range and all-round aspects. In order to meet the demands of the intelligent transportation big data processing, this paper puts forward a high performance computing architecture of large-scale transportation video data management based on cloud computing, designs a parallel computing model containing the distributed file system and distributed computing system to solve the problems such as flexible server increase or decrease, load balancing and flexible dynamic storage increase or decrease, computing power and great improvement of storage efficiency. On the basis of this technical architecture, the system adopts BP neural network-related algorithms to extract the static transportation signs in road videos, and uses interframe difference algorithm and Gaussian mixture model (GMM) fusion algorithm to extract the moving targets in road transportation videos. In this way, they are taken as important integral parts and data sources of key frames of intelligent video image recognition to improve the recognition ability of key frames and eventually utilize semantic recognition model based on CNN (Convolutional Neural Network) to complete the intelligent recognition of whole transportation videos. Through network pressure test, computing ability test, recognition ability test and other tests, it has been proved that the intelligent transportation video processing system based on big data environment is successful and the design scheme of this system has strong practical application value.
I. INTRODUCTION
According to the reports of World Health Organization (WHO) and World Bank (WB), the road traffic fatalities will be the third most important factor affecting human health and longevity after heart disease and depression by 2020. Around the world, more than 3,000 people die in road traffic accidents every day, but it is undeniable that road traffic accidents can be predicted and prevented. Among which, the comprehensiveness and real-time of traffic data acquisition and the intelligent understanding and reading in video data are the key factors affecting the prediction and prevention. Therefore, in order to realize intelligent traffic and The associate editor coordinating the review of this manuscript and approving it for publication was Dalin Zhang. in view of the continual increase of urban motor vehicle population, increasing complexity of urban road traffic conditions, traffic flow characteristics presenting big change over time and regional close correlation, it needs to provide realtime traffic data and provide the users with valid information according to the vast amounts of data through intelligent algorithm. This brings a challenge to the big data platform of transport.
From the 1970s to the 1980s, intelligent transportation was proposed as a concept, but was restricted by current computing power and communication means. Hence, it resulted in slow development speed, and ITS research was just in preparation stage. Therefore, the research in this stage mainly focused on the vehicle navigation system and route planning and guidance that lied in the bottom core of ITS system [1] .
Up to the end of last century, the development speed of intelligent transportation was enhanced in a large range along with the great development of data transmission speed, computing power and positioning technology. The research perspective in some developed countries such as USA, Japan and Europe was turned to the verification of intelligent transportation concept by launching some large programs. On this basis, the supporting fundamental technology was developed in an all-round way. In Europe, the governments, companies and universities of 19 countries jointly initiated PROMETHEUS program, which produced a number of advanced ITS technologies. The most representative achievement was VaMoRs experimental vehicle tested in Munich, which could realize road tracking through two forward-looking cameras [2] . In USA, Mobility2000 research team laid a foundation for the establishment of Intelligent Vehicle Highway Systems (IVHS) [3] . Later, this system was renamed to be ITS America (Intelligent Transportation Society of America) by Department of Transportation and was implemented at more than 80 places in the United States [4] . At the same time, multiple programs were initiated in Japan, with the representative ones being RACS system set up by the Ministry of Construction and AMTICS system by the National Police Agency [5] . As of today, the high-definition video, intelligent analysis, machine learning, big data and other technologies achieve a mature application. The vehicle-road collaboration, automatic driving and intelligent mobility based on artificial intelligence become the next development and research direction of intelligent transportation systems. For example, the intelligent transportation manual released by NJDOT [6] developed different policies of intelligent transportation system for New Jersey and Pennsylvania. Lumsden, Stefansson [7] and Stefansson and Sternberg [8] proposed the concepts of Smart Freight and Smart Logistics Setup respectively. Stefansson, Gunnar and Kenth Lumsden [9] put forward the concept of Smart Transportation Management (STM), believing that the basis of this system included 3 parts (i.e. Smart freight, smart transportation vehicles and smart infrastructure) and integrated advanced functions of commodity recognition, vehicle information system and infrastructure system into a conceptual framework. Sherly and Somasundareswari [10] developed a smart transportation system based on Internet of things technology, which managed cities and citizens by the use of advanced and powerful communication technology to achieve the goal of building a smart city. Prabhu et al. [11] integrated the existing highway peripheral technology into the intelligent transportation system through the application of detection and embedding technology so as to make the car have the functions of automatic throttling, braking and steering control and thus achieve the purpose of reducing the road burden. Vivek et al. [12] enriched and developed intelligent transportation system by designing and implementing software and hardware systems based on mobile device tracking and positioning technology, which could realize tracking and positioning, data sharing, SMS remote control, remote monitoring and other functions. Zhang [13] introduced the framework and design process of intelligent transportation system, and then conducted a detailed study on the application of several key technologies of intelligent transportation system, such as the shortest path calculation method and big data analysis. Yuan et al. [14] focused on the application of wireless sensor network, data mining, intelligent transportation cloud and other key technologies in intelligent transportation, and made a brief introduction to the typical application of intelligent transportation by taking intelligent public transport and intelligent car as examples. Huang and Wang [15] studied the top-level design architecture of intelligent transportation based on ''Internet +'', and analyzed the overall architecture construction content of 1+4+NX. Zhang [16] and Yang [17] respectively made a detailed analysis on the design and application of intelligent transportation based on broadband mobile Internet and Internet of things. The construction scale of intelligent transportation system is expanding unceasingly. As a result, the system data, transportation monitoring data, transportation service data and other different types of huge amounts of data constituted big data [18] . Among them, the continuous improvement of video processing ability and intelligent video recognition ability is the key to realize intelligent video technology, and these data have the characteristics such as large capacity and huge data quantity. The traditional transportation data processing methods, processing architecture and intelligent video recognition algorithm have gradually failed to satisfy the requirements of intelligent transportation big data processing. But it needs related big data technology to conduct in-depth excavation and development to the intelligent transportation data, and needs to adopt more advanced recognition methods to realize data sharing and integration to achieve the purpose of intelligent services [19] - [21] .
II. TECHNICAL MODEL OF INTELLIGENT TRANSPORTATION VIDEO PROCESSING SYSTEM IN BIG DATA ENVIRONMENT
In order to meet the demands of intelligent transportation big data processing, maintain the flexibility of cloud server increase or decrease, reduce network pressure and guarantee load balancing, this paper designs parallel computing model and puts forward the technical architecture of distributed file system and computing system. To guarantee the effect of behavior recognition, this system classifies the recognition of video images into static traffic sign recognition and moving target recognition by combining with the characteristics of transportation videos and on the basis of this technical architecture. After recognition, they are processed by the recognition algorithm based on key frames recognition technology and semantic processing, and then the intelligent transportation behavior recognition is completed finally.
III. PROCESSING ARCHITECTURE BASED ON BIG DATA
The continuous expansion of intelligent transportation video processing construction brings different types and different structures of huge heterogeneous data including system data, video data, testing data and other data, thus the big data is formed. Obviously, traditional traffic data have already failed to meet the requirement of intelligent big data processing. Therefore, it is necessary to utilize big data-related technology to explore and develop the videos, realize data sharing, processing and integration and achieve the purpose of intelligent service. High-resolution transportation video data is one of very important information sources in intelligent transportation big data. Therefore, how to obtain important decision-making support information from these video data is a hot research topic in recent years. The storage and processing means of existing video data are of decentralized storage, management and processing. Obviously, it can't meet the demands. Therefore, how to realize data sharing efficiently, process the increasing mass high resolution video data effectively and establish big data sharing platform to provide flexible and efficient computing and storage mode is a problem to be solved. This paper puts forward relevant solutions by referring to the massive data sharing management modes proposed by Wang and Zhang [22] , Atmbrust et al. [23] and Chen et al. [24] and combining with virtual technology and distributed storage technology in cloud computing.
A. DESIGN OF PARALLEL COMPUTING MODEL
In traditional sense, cloud computing may be classified into private cloud, public cloud and hybrid cloud according to service modes, e.g. IBM's Research Computer Cloud. This paper puts forward a parallel computing model, which is divided into two parts: distributed file system (DFS) and distributed computing system (DCS). This computing mode has the following characteristics: 1) flexible logging in or logging out of client end; 2) as the application programs of each node are consistent, it may configure different command set files according to nodes' function division and tasks; 3) simple deployment, and elastic control of computing scale and storage scale; 4) this model conceals the details of parallel computing, data distribution and load balancing, so that users can realize elastic computing and elastic processing. 5) this model has strong storage and computing power, and is fully adapted to intelligent video data processing and data storage; 6) intelligent video algorithm such as convolutional neural network can be realized easily. See parallel computing model in Figure 1 .
B. DESIGN OF DISTRIBUTED FILE PROCESSING MODEL
The file distribution system is a component of web server, which makes it easier for users to query and manage data on the network. Distributed file system assembles the files distributed in different computers into a single namespace, and enables the following works more convenient: setting up a single, hierarchical and multiple-layer file server and sharing server. The traditional processing approach is ''root node-node'' model. Although it greatly simplifies the system architecture, the core ''root node'', assumes the task of managing all child nodes, with huge pressure. Once there is failure, the system will be collapsed and result in huge losses. See Figure 2 .
In order to solve the problem of traditional distributed file system, this paper puts forward a new mode. This mode is composed of data storage nodes and management servers, of which the data storage node is responsible for data storage and data management services, and management server is responsible for managing the service process, maintaining the service process of current registered data and analyzing data source address. The management server can be any computer in cloud. This kind of management mode is a dynamic distributed file system. The distributed computer system is suitable for a variety of data processing modes including distributed computing workstations and computing client end, which respectively implement the task allocation process and task execution process. Multiple task execution processes can be run. These task allocation and implementation processes can be deployed on any computer in cloud. Data service process is deployed in the data storage machine, which is responsible for the distribution and reception of this machine's data. This model belongs to two-layerstructure Master Worker, and Master is responsible for the task decomposition, task allocation and detection of clientend related work. Once the Worker is started, it registers the task allocation firstly, and then this process allocation task Q. Hao, L. Qin: Design of Intelligent Transportation Video Processing System in Big Data Environment executes corresponding functions, requests or uploads data to data service process according to the demands, and reports to task allocation process according to its current status. See Figure 3 .
C. DESIGN OF VIDEO PROCESSING ARCHITECTURE
Video processing architecture consists of three parts: data service process processing (DataServer), task allocation process processing (WorkStation) and task execution process (Work-Client). Of which, multiple task execution processes can be run simultaneously according to the actual situations. The executable programs of these three processing process are the same, and the only difference is their respective command execution files (CmdFile) have different constitutions. The allocation process of data processing task assigns the tasks in dynamic scheduling way. First of all, the tasks are assigned to them based on the current registered task execution process. Once the tasks are completed, it will apply to task allocation process for a new task. At the same time, the distributable task execution process can change any time. Also, the task execution process can be joined in or withdrawn any time. Due to the sole communication between execution process and data server, it can greatly reduce communication overhead and also can reduce the additional costs from management distribution. The data service process is deployed in the video data storage server or storage server array, communicating with the task execution process. It may distribute the corresponding data according to the requirements of task execution process, and receives and stores the data processed by task execution process simultaneously. The duty of task assignment process is to analyze video data processing task and assign tasks. Also, it can be used as the task execution process after task analysis. The task execution process is mainly a video processing subtask assigned by the task assignment process. See Figure 4 .
In the data storage, video data can be stored in the storage server array or in way of decentralized storage. The purpose of this is to keep the flexibility of storage. Each machine only needs to maintain its own relevant data, while the management end can be any computer in cloud.
In the process of relevant computing, it firstly runs management service process, and then starts the data service process of the machine where the data participate in the computing. Data service process registers in management service process and submits the related parameters of data source under its management in this machine. Data client end submits the necessary network data to the management service process, and then the management service process analyzes the related parameters to data client end. The data client end requests data processing services to the machine according to these parameters.
IV. DESIGN OF REAL-TIME DETECTION AND RECOGNITION OF STATIC TRAFFIC SIGNS
Road traffic signs are used to stop, warn, instruct and restrict road users to use the road in an orderly manner so as to ensure the safety. The premise of realizing intelligent transportation is to automatically identify road traffic signs in the big data environment. But because of the complexity of road traffic and in order to get effective and practical road sign recognition results, scientific and technological personnel have made a lot of research. For example, for the problem that traffic signs are difficult for positioning and recognition in complex background and environment, Yang et al. [25] puts forward a kind of road traffic signs positioning algorithm based on certain colors of traffic signs, multiscale Retinex image enhancement and affine transformation as well as the sign recognition algorithm based on support vector machine. Yuan et al. [26] proposes a kind of Adaboost algorithm and Support Vector Machine (SVM) algorithm. Zhang et al. [27] adopts interframe acceleration method, continuously adaptive mean-shift (CamShift) algorithm and optical flow method to shorten the positioning time, and then conducts Back Propagation (BP) neural network recognition on the positioning results, so as to improve the detection efficiency and realize real-time video processing. In the cloud processing architecture, the research group adopts some algorithms such as color segmentation and edge detection segmentation to realize the recognition of static traffic signs.
A. COLOR SEGMENTATION
In real life, color image is classified into optical three-primary colors generally, namely, red, green and blue. Meanwhile, it formed three channels. As the traffic signs have clear color and style generally, the features of a certain color may be highlighted. That is, it may convert them into HSV model. The color parameters in this model are: hue (H), saturation (S) and value (V). The experiment of color segmentation is conducted with these two methods separately. Its principles are as follows: 
1) RGB METHOD
judge RGB images pixel by pixel. If this area is white, the following conditions should be met: |G-B|/R<0.1,R≥160,G-B<30,G<120,B<120.
2) HSV METHOD if V≥0.5 and S≥0.1 and H≤7 or H≥170, the area is white.
As shown in Figure 5 , the experimental results show that RGB color segmentation is not ideal for target image segmentation under the conditions of insufficient light, high color similarity and unobvious change of boundary gray scale, while the segmentation of HSV space color has a better effect obviously.
The edge is the place where the change rate of gray scale is the largest in the image, which usually contains relatively obvious information. The edge of image not only retains the important information in the original image, but also greatly reduces the data amount, which meets all requirements of traffic video processing system in big data environment.
B. RECOGNITION OF STATIC TRAFFIC SIGNS
Through HSV space segmentation, the system can well detect traffic signs, and the next work is to identify them. In recent years, artificial intelligence and artificial neural network have showed strong learning ability. The computing ability is well applied to image recognition, behavior recognition and other fields. In this system, BP neural network is used to identify signs. BP (back propagation) neural network is a multi-layer feedforward neural network trained according to the error reverse propagation algorithm. It is the most widely used neural network and the core part of forward neural network too, which embodies the essence of artificial neural network. BP neural network is mainly applied to function approximation, pattern recognition, classification, data compression and other aspects.
1) ALGORITHM OF BP NEURAL NETWORK
Like most neural networks, BP neural network contains training process and learning process. a: TRAINING PROCESS firstly, the input end receives the external data, and then transmits them to the neurons in the middle layer. The middle layer transforms the information by changing different hidden layers' structures, finally generates information and transmits to the output layer, and thus completes the forward play process of learning. If differences exist between actual output and the expected, it will enter the error back propagation process, and the error starts back propagation, namely, the error is reversely transmitted to the input layer through hidden layer. The error is distributed to each layer in the process of back propagation, so as to achieve the basis of adjusting the weights of each unit in each layer through forward and back propagation and eventually achieve the goal of training.
b: LEARNING PROCESS this learning process firstly needs to initialize the network, then set error function and learning degree, input the training samples, calculate the input part and output part of the hidden layer, adjust the relevant parameters and relative weight, and finally calculate the global error and judge whether it meets the relevant conditions and then conduct storage. Ultimately, learning goals will be achieved.
2) CALCULATION OF INPUT VECTOR
Traffic signs in any country have standard style, size and color, so the input vector is used to represent the feature vector of the image. Different signs have different feature vectors, and then different feature vectors are used to distinguish different traffic signs, so as to achieve the purpose of image classification and image recognition. The sample image of system is 30×30 pixels, 63 input nodes are set, and the feature vector is calculated based on the gray value of RGB three channels, so as to achieve the purpose of recognition.
The average value of computer's RGB 3 channels is normalized to the range of 0-1, and the formula is as follows:
Calculate the projected values of vi and hi in 30 vertical directions: Of which, Y is the gray matrix and T is the threshold. The expressions of Yi,j and T are:
63 nodes are trained as input vectors one time.
3) DETERMINATION OF OUTPUT
Desired output is used to determine network training error and decision output value. The system takes 10 traffic signs as training samples. As the desired output value is within the range of 0 ∼ 1, and in order to better distinguish different categories of signs, the system output is set a six dimensional vector. The vector construction method is as follows: the value of the nth dimension of nth training sample's desired output vector is 1, and the value of other dimensions is 0. Namely, the desired output of vector training signs is arrayed according to line, thus forming a 6 × 6 unit matrix [28] .
BP neural network features strong abilities of nonlinear mapping, self-learning and self-adaptation, and meanwhile has the abilities of generalization and fault tolerance. So, it has a good effect when applied to this system.
V. DESIGN OF MOVING TARGET DETECTION AND RECOGNITION
After the successful recognition of traffic signs, the next problem to be solved is the cars and other moving objects appeared in the video image, that is, the vehicle extraction and recognition based on video image in the road vehicle detection system. The process and algorithm proposed by the research group are shown in Figure 6 . The basic idea is: firstly obtaining video and conducting preprocessing such as image filtering, optimization, then calculating the dynamic threshold of frame video and judging whether background illumination change is greater than the threshold value. If it is greater than the threshold value, interframe difference method may be started. Otherwise, it starts the GBM method. After ecological processing, moving targets can be obtained finally [29] , [30] .
A. CALCULATION OF BACKGROUND DYNAMIC THRESHOLD VALUE
First, dynamic background difference permission is carried out according to the extraction of the current frame and the background frame image in the video sequence, and the expression is as follows:
R (i,j) = 1 means the target is detected, R (i,j) = 0 means the target is not detected. In view of the influence of light, a dynamic threshold T is proposed. If the light does not change significantly, T is very small, and the final threshold does not change significantly. The maximum dynamic threshold is set T max . If T > T max the frame difference method is adopted, the Gaussian Mixture Model (GMM) is adopted.
B. INTER-FRAME DIFFERENCE METHOD
The characteristics of inter-frame difference method are that it is insensitive to the change of light. The first few frames of images before sampling are used as the background frame and the current frame to calculate the difference, while the interframe difference uses three consecutive frames of images to calculate, which can greatly reduce the voids, as follows:
a. Three consecutive frames of images G k−1 , G k and G k+1 ,are taken from the video sequence, and difference operations are performed on the two adjacent frames of images respectively to obtain R k , R k+1 :
b. R k(i,j) and R k+1(i,j) is conducted with binarization processing according to the dynamic threshold T + T , as follows:
It can be seen that the determination of targets needs two consecutive binarization processing, and the targets that are both 1 can be finally determined as the target. 
C. GAUSSIAN MIXTURE MODEL (GMM)
Gaussian mixture model is used for the video background sequence when the light change is not sensitive. The gray scale of background pixels will change slowly under the conditions of noise transmission and interference. Each pixel in the image is independent of each other, and the change of whole pixel gray scale follows a Gaussian distribution with mean value of µ and standard deviation of δ. The occurrence probability of pixel points is as follows:
a i -The image pixel gray value of the i th frame. For the threshold T , when P (x = a i ) ≤ T , the gray scale of pixel is background gray scale; otherwise, it is the foreground gray scale.
The background established by Gaussian method needs to be updated in real time to obtain a more accurate background. The updated algorithm is as follows:
Of which, δ i , δ i+1 , µ i and µ i+1 are the mean and standard deviation of gray value b i of a pixel of the i th frame in the i th frame and the i+1 th frame separately, and δ 2 min is the threshold of noise.
Each pixel of background image is modeled by the superposition of multiple Gaussian distributions. Each Gaussian distribution can represent a background scene, and the mixed use of multiple Gaussian models can simulate the multi-mode situations in the complex scene.
The method of Gaussian mixture model can be used to effectively deal with the gradually changing illumination and the characteristics of background with micro-repetitive motion. And the image pixels can be effectively divided into background area and rough target area. Finally, the accurate moving target area can be obtained by morphological processing, which is proved to be effective by experiments.
D. MORPHOLOGICAL OPERATION
Through the previous operation, the target to be tracked may be extracted. In addition, in order to display the tracked targets more intuitively, it needs to conduct corresponding morphological operation to the targets so as to accurately describe the targets in the video sequence. Morphological operations should be conducted in order, e.g. open operation with first corrosion and then expansion, the close operation with first expansion and then corrosion, and the convex hull operation of the first-level computer region of connected domain, so as to finally achieve the detection of moving targets. See Figure 7 .
VI. INTELLIGENT LEARNING AND BEHAVIOR RECOGNITION DESIGN
According to the foresaid methods, the system obtains static traffic signs, road lines and other data, and also extracts the moving objects such as cars in the video screen. How to extract valuable information from these massive data efficiently becomes an urgent problem to be solved by intelligent frequency technology. That is to make the camera become a person's eye, the video transmission network becomes a person's neural network, and the intelligent recognition technology and algorithm become a person's brain to understand and judge the content of the monitored area, so as to realize the automatic recognition and alarm of abnormal driving behaviors such as speeding, reverse driving and illegal crossing. Behavior recognition of massive video data is an important integral part of intelligent transportation analysis. With the great success of deep neural network in the field of image recognition, the research group uses neural network to detect and identify video behavior, and uses semantic analysis to achieve significant results for the algorithm.
Video belongs to unstructured data. On the basis of efficient recognition of static targets such as traffic signs and dynamic targets such as cars, exploring its internal correlation is of great significance for improving the accuracy rate of video semantics. In order to eliminate some implicit correlation structure between the semantics, it needs to conduct correlation analysis to the extracted semantics and decompose the huge video semantic database into dimensionality reduction. Specific information can include basic data information of vehicles, action information and so on. System adopts a 3-layer semantic recognition based on key frames. It firstly classifies the segments of video recognition and extracts the key frames of video data to make a semantic understanding to the basic information of vehicles and road and the vehicle behaviors, and then introduces the preliminarily understood information into semantic integration link. Through semantic integration, the loss function method is adopted to learn the potential semantic relationship between different channels, enhance semantic fusion capacity, improve the robustness of semantic fusion of moving target and finally adjust the related parameters by using overall fine adjustment algorithm to make a final recognition of related behaviors in videos. The implementation diagram of learning machine training is shown in Figure 8 [31]- [34] .
The semantic understanding of image can be divided into three layers: 1) image processing layer -visual features of lower layer. This layer can accurately identify the image by extracting data from static images and dynamic images. the data support and drive are realized from the lower level to the high level, and the knowledge drive and decision drive are realized from the high level to the low level. Of which, the role of the intermediate level is to connect the preceding and the following, that is, to reduce the semantic gap between the high level and low level. The semantics of image scene belong to the domain of image semantic understanding. The mapping relationship between low-level visual features and high-level scene semantics should be established.
As mentioned above, video image recognition model based on scenic deep learning includes three levels: 1) extraction of intermediate-level semantic features; 2) multi-channel semantic feature fusion; 3) overall fine adjustment and semantic recognition. First, the system identifies the static characteristic signs of video images (such as speed limit signs and stop signs) and moving targets (such as vehicles). According to the combination of the above two, it preliminarily identifies the key frame diagrams in convolutional network scenarios, and enters into the abstraction layer, extracting the low-level features of three channels including symbol semantics S(0)s, vehicle semantics S(0)P, behavior semantics S(0)B and the context semantics S(0)C of key frame videos. Then, the semantic low-level-feature vector dimension of each channel is learned in parallel through convolutional neural network to achieve the semantic feature extraction training of multiple channels. Each channel's semantic feature extraction process includes convolutional process, sub-sampling process and full connection process. In semantic recognition process, the fusion of multi-channel semantic features can be realized(I(n + 1) = [ S(n + 1)s,S(n + 1)P,S(n + 1)B,S(n + 1)C])through the input of the intermediate semantic features as multi-channel semantic fusion layer (I(n) = [ S(n)s,S(n)P,S(n)B,S(n)C]) and the multiple channels of convolutional neural network learning. Here, loss function is introduced, and its purpose is to learn to adjust the parameters so as to adjust each layer's semantic feature correlation. Finally, the fusion results of multichannel semantic features are taken as the input of recognition layer. Meanwhile, the large-interval loss function is used to accurately adjust the learning parameters of overall network, and finally the task of semantic recognition is realized. See Figure 9 . 
VII. EXPERIMENTAL TEST
In order to verify the processing speed, storage capacity, static sign identification recognition capacity, dynamic moving target recognition capacity and behavior recognition capacity of the system, the research group carries out the following tests: temporary traffic signs are installed at the sites with fewer vehicles for the test of faster driving speed; the tests of illegal vehicle's stop, road crossing and other behaviors are conducted at the experimental sites; and some tests are conducted at the sites with large vehicle flow. The test results are as follows: 
A. LOAD CAPABILITY TEST OF SYSTEMATIC TECHNICAL ARCHITECTURE
First of all, the research group conducts a capacity test to the load capacity of systematic technical architecture. The load of data server's storage capacity is as shown in Table 1 . In the test, the data servers are joined in the cloud in turn to constitute a big data cluster. The change of big data cluster's storage capacity is as shown in Figure 10 . It can be seen that constantly joined data in big data storage capacity keeps increasing and more than 100 T video and image data can be stored. It shows that big data storage capacity can meet the requirements of intelligent transportation system.
Secondly, the statistics are conducted to the communication capability between each big data server and relevant metadata server. As shown in Table 2 , the relevant delay time is within 1 second, which basically meets the relevant requirements of data transmission.
Finally, the computing load capacity of big data server cluster is tested as follows:
a. The test results of response time of newly added static traffic signs recognition are shown in Table 3 , and the effect of recognition response time is good. b. The test results of traffic abnormal recognition and response time of traffic flow statistics are shown in Table 4 . The result of recognition response time is relatively satisfied.
B. TEST OF SYSTEM RECOGNITION CAPABILITY
Under the conditions that the system response time, storage capacity and load capacity can meet the requirements, the recognition ability and level are tested. 
1) RECOGNITION ABILITY TEST OF STATIC TRAFFIC SIGN
In actual application scenarios, it is expected to carry out detection and recognition to the traffic signs in real time in different environments, and conduct related test to the system. As shown in Table 5 , under the conditions of sunny daytime and good light, detection rate and recognition rate exceed 99%. However, in case that light intensity is not good in the night and rainy weather, the recognition rate will be decreased, but exceeding 93%. Because the video images are continuous, most test and recognition results completely meet the realistic requirements. Therefore, the test result is satisfied.
2) TEST OF DYNAMIC VEHICLE RECOGNITION ABILITY
Similar to static testing method, dynamic vehicle recognition capability is tested, so does the recognition of vehicle plate. As shown in Table 6 , similar to the static test results, detection rate and the recognition rate exceed more than 95% under the conditions of sunny daytime and better light. But under the conditions of night or cloudy or rainy weather or fast vehicle speed, the recognition rate is decreased, but exceeding more than 90%. As the vehicle plate recognition rate exceeds more than 88% basically and the video images are continuous, most test and recognition results completely meet the realistic requirements. Therefore, the test results are satisfied.
3) TEST OF VEHICLE BEHAVIOR RECOGNITION ABILITY
System interface is as shown in Figure 11 . The function of interface is mainly of illegal vehicle recognition and retrieval, manual intervention of doubtful sample, intelligent study of machine, traffic statistics and so on. Due to the static test results and dynamic vehicle detection results are good, it adopts advanced scenic intelligent recognition based on convolutional neural network intelligent learning. So, the judgment of traffic abnormal behavior is accurate. The traffic congestion, simulated traffic accidents, overspeed and others are tested. The interface of Figure 11 provides alarm function. The experimental results shows that the alarm rate for overspeed, traffic congestion and signal light violation is close to 100%. For traffic accidents and other highly individualized conditions, the alarm rate is close to 90%. For frame test in the video, as shown in Table 7 , the same as above, the system adopts threshold value intervention because the video images are continuous. When the continuous similar rate reaches a certain value, the system will make a judgment of abnormality, so accuracy is close to 100%. If there are doubts, it needs human intervention and utilizes learning machine technology for training and learning. Along with the increase of using time, machine learning sample and complex case processing, the system will become more ''smart''.
VIII. CONCLUSION
Intelligent transportation big data platform is one of the most important integral parts of intelligent transportation, featuring high scalability, real-time, high performance, low latency, support for heterogeneous environment and strong openness. On the basis of designing data management based on cloud computing and distributed file system and distributed computing system applied to high performance computing framework, this paper designs the detection algorithm of static traffic signs and abnormal moving vehicle targets and integrates the detected traffic signs and abnormal vehicle targets into intelligent video recognition module based on semantic environment, thereby greatly improving the recognition ability and accuracy of traffic behaviors. After pressure test, communication load ability test, traffic signs and moving vehicle detection success rate test and traffic abnormal behavior recognition test, it is proved that the intelligent transportation video processing system in big data environment is successful, and the design scheme of this system has strong practical application value.
There are many kinds of smart video algorithms, most of which are based on learning machine. The training level of learning machine and the advanced degree of algorithm are the key to identify the good and bad effects. At present, there are general algorithms based on convolutional neural network, etc. But they all have problems such as translation invariance and bad effect of experience learning. In order to change the defects of traditional learning machine, new structures such as capsule network appear, and it will certainly bring a revolution to the field of deep learning. Prof. Hao has ever presided over and participated in more than 20 programs in level of state, province or ministry, published nearly 20 articles, won two second prizes and two third prizes of provincial-level teaching achievement awards, won one first prize in the Teachers' Teaching Ability Contest of Hebei Province, and one first prize in Hebei Region of the 22nd National Education and Teaching Informatization Competition.
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