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APN TRINOMIALS AND HEXANOMIALS
FARUK GO¨LOG˘LU
Abstract. In this paper we give a new family of APN trinomials of the form
X2
k+1 + (trnm(X))
2k+1 on F2n where gcd(k, n) = 1 and n = 2m = 4t, and prove
its important properties. The family satisfies for all n = 4t an interesting prop-
erty of the Kim function which is, up to equivalence, the only known APN function
equivalent to a permutation on F22m . As another contribution of the paper, we
consider a family of hexanomials gC,k which was shown to be differentially 2
gcd(m,k)-
uniform by Budaghyan and Carlet (2008) when a quadrinomial PC,k has no roots
in a specific subgroup. In this paper, for all (m, k) pairs, we characterize, construct
and count all C ∈ F2n satisfying the condition. Bracken, Tan and Tan (2014) and
Qu, Tan and Li (2014) constructed some elements C satisfying the condition when
m ≡ 2 or 4 (mod 6) and m ≡ 0 (mod 6) respectively, both requiring gcd(m, k) = 1.
Bluher (2013) proved that such C exists if and only if k 6= m without character-
izing, constructing or counting those C. To prove the results, we effectively use a
Trace-0/Trace-1 (relative to the subfield F2m ) decomposition of F2n .
1. Introduction
A function f : F2n = F→ F is called almost perfect nonlinear (APN) if the nonzero
derivativesDAf(X) = f(X)+f(X+A)+f(A) are two-to-one maps of F for A ∈ F
∗. For
a long time, the only known APN functions were affinely equivalent to the monomials
of Table 1 (or their inverses when they exist or the monomials in the same cyclotomic
classes). If n is odd, APN monomials are permutations and if n = 2m is even, they
are three-to-one functions. CCZ-equivalence, introduced in [18], provides the best
notion of equivalence regarding differential and linear properties. If f and f ′ are CCZ-
equivalent then f is APN if and only if f ′ is APN. Many infinite families have been
found (see Table 2) which are CCZ-inequivalent to monomials. The existence of APN
permutations on even n was a big problem, named “the big APN problem” by Dillon
in [10]. In the conference Fq9 in 2009, John Dillon presented the first almost perfect
nonlinear permutation on even n = 6 [11]. The permutation is CCZ-equivalent to
the Kim function κ(X) = X3 + X10 + AX24, where A is a generator of F∗26 . As κ
demonstrates, CCZ equivalence does not preserve being a permutation. Finding an
APN permutation on even extension n > 6 is regarded as (still) the most important
problem of the APN-related research [11].
If one wants to find APN permutations on larger even dimensions, a plausible
method is to mimic the behaviour of the Kim function κ, that is, finding —possibly
infinite families of— APN functions satisfying properties which κ satisfies. A property
of this kind was stated explicitly in [11], which is the existence of some k such that
κ(λX) = λ2
k+1κ(X), ∀λ ∈ F2m
and was called the subspace property, and according to Browning et al. “explained
some of the simplicity” of the double simplex decomposition of the code corresponding
to κ, i.e., equivalence of κ to a permutation. In this paper, we will prove that the
function
fk(X) = X
2k+1 + (trnm(X))
2k+1
1
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is APN if and only if n = 4t and gcd(n, k) = 1. This family is, other than the
monomials, the first infinite family of APN functions provably satisfying the subspace
property. In fact, we are not aware of any APN function (belonging to an infinite
family or sporadic) satisfying the subspace property other than the monomials, the
Kim function, and the family fk introduced here. Unfortunately, fk are not equivalent
to permutations on n = 4, 8 and does not seem to be equivalent to one on n = 12 (we
say “it does not seem to be equivalent to a permutation” since checking the existence
of CCZ-equivalent permutations requires huge amount of computing and is infeasible
on n = 12; our program was still running at the time of writing). On the other hand,
no member of our family is equivalent to a known APN function on F212 and they are
inequivalent for different k to each other (considering 1 ≤ k < m) for n ≤ 12.
Being crooked (see the definition in Section 2), the derivatives of fk are hyperplanes.
We give the hyperplanes of F to which the image set of DAfk(X) corresponds. Using
the hyperplane spectrum we are able to give the Walsh spectrum of fk as well as the
elements A such that trn1 (Afk(X)) are bent. Finding the Walsh spectrum of non-
monomials is regarded as an interesting problem [36, Problem 9.2.61]. The properties
of the hyperplane spectrum imply the Walsh spectrum result and makes it possible to
list all the embedded bent functions explicitly.
Budaghyan, Carlet and Leander [15] found the simply described and beautiful family
of APN functions
X3 + trn1 (X
9)
for any n. A technique called “switching” was introduced in [27] which produced
new (sporadic) non-quadratic APN functions by adding Boolean functions to known
APN functions. Finding infinite families similar to the BCL family is regarded as
an interesting research problem. Our new family provides such an example. As a
difference, the new family can be seen as adding a vectorial (i.e., not a single output)
Boolean function to the existing Gold family of monomials. Another property of
our family, similar to the BCL family, which we believe worth mentioning is that its
coefficients are from the simplest possible field, F2.
Another contribution of the paper is related to another family of APN hexanomials
gC,k introduced by Budaghyan and Carlet [12], and polynomials PC,k of the form
X2
k+1 + CX2
k
+ C2
m
X + 1. The polynomials of the form X2
k+1 + SX2
k
+ TX + U
have been studied extensively [1, 3, 31, 32] and appear in many problems related to
finite fields: difference sets [21, 22], cross-correlation of m-sequences [26, 33], error-
correcting-codes [8] and quite recently, the discrete logarithm problem on finite fields
[29, 30]. Budaghyan and Carlet [12] showed that gC,k are differentially 2
gcd(m,k)-uniform
(APN if gcd(m,k) = 1), provided that PC,k has no roots in the cyclic subgroup P2m−1
of F∗2n of order 2
m + 1. Bracken, Tan and Tan constructed [9] some elements C when
m ≡ 2 or 4 (mod 6) such that PCk has no roots in P2m−1 (in the gcd(m,k) = 1 case).
Later, Qu, Tan and Li [38] constructed some elements when m ≡ 0 (mod 6). Bluher
characterized those (m,k) pairs for which such a PC,k exists for any gcd(m,k) without
giving a characterization, construction or counting method for C. In this paper, we
completely characterize all (C,m, k) triples, that is, for any (m,k) pair, we describe
all elements C such that PC,k has no roots in P2m−1 with no gcd(m,k) restriction. We
are also able to count all such C for any (m,k) pair and construct them efficiently.
For all contributions of the paper we use a method based on a Trace-0/Trace-1
(relative to the subfield F2m) decomposition. We switch between the Trace-0/Trace-1
and the better-known polar-coordinate (subfield F2m-subgroup P2m−1) decomposi-
tions by the two maps φ,ψ we introduce in the next section. The polar-coordinate
decomposition has been widely used unlike the Trace-0/Trace-1 representation. Our
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paper can be seen as an introduction to a basic method which does not require compli-
cated character sums and is effective especially when dealing with quadratic exponents
2k + 1 and 2m(2k + 1) together. We first give the basics of our method in Section 2.
Then in Section 3, we will prove almost perfect nonlinearity and other properties of the
new APN family. In Section 4, we will prove our results related to BC hexanomials.
Family Monomial Conditions Proved in
Gold X2
i+1 gcd(i, n) = 1 [28]
Kasami X2
2i
−2i+1 gcd(i, n) = 1 [34]
Welch X2
t+3 n = 2t+ 1 [25]
Niho X2
t+2
t
2 −1, t even n = 2t+ 1 [24]
X2
t+2
3t+1
2 −1, t odd
Inverse X2
2t
−1 n = 2t+ 1 [37]
Dobbertin X2
4t+23t+22t+2t−1 n = 5t [23]
Table 1. Known infinite families of APN monomials on F2n
# Polynomial Conditions Proved in
B.1 X2
s+1 +A2
t
−1X2
it+2rt+s
n = 3t, gcd(t, 3) =
gcd(s, 3t) = 1, t ≥ 3, i ≡ st
(mod 3), r = 3− i, A ∈ F is
primitive
[13]
B.2 X2
s+1 +A2
t
−1X2
it+2rt+s
n = 4t, gcd(t, 2) =
gcd(s, 2t) = 1, t ≥ 3, i ≡ st
(mod 4), r = 4− i, A ∈ F is
primitive
[14]
B.3
AX2
s+1 +A2
m
X2
m+s+2m +
BX2
m+1 +
∑m−1
i=1 ciX
2m+i+2i
n = 2m, m odd, ci ∈ F2m ,
gcd(s,m) = 1, s is odd,
A,B ∈ F primitive
[6]
B.4
AX2
n−t+2t+s +A2
t
X2
s+1 +
bX2
t+s+2s
n = 3t, gcd(s, 3t) = 1,
gcd(3, t) = 1, 3|(t+s), A ∈ F
primitive, b ∈ F2t
[6]
B.5
A2
t
X2
n−t+2t+s +AX2
s+1 +
bX2
n−t+1
n = 3t, gcd(s, 3t) =
gcd(3, t) = 1, 3|(t+s), A ∈ F
primitive, b ∈ F2t
[7]
B.6
A2
t
X2
n−t+2t+s +AX2
s+1 +
bX2
n−t+1+ cA2
t+1X2
t+s+2s
n = 3t, gcd(s, 3t) =
gcd(3, t) = 1, 3|(t+s), A ∈ F
primitive, b, c ∈ F2t , bc 6= 1
[7]
B.7
X2
2k+2k + BXq+1 +
CXq(2
2k+2k)
n = 2m, m odd, C is a
(q−1)st power but not a (q−
1)(2i + 1)st power, CBq +
B 6= 0
[12]
B.8
X(X2
k
+ Xq + CX2
kq) +
X2
k
(CqXq + AX2
kq) +
X(2
k+1)q
n = 2m, gcd(n, k) = 1, C
satisfies Theorem 11, A ∈ F\
F2m
[12]
B.9 X3 + trn1 (X
9) [15]
B.10 X2
k+1 + trnm(X)
2k+1 n = 2m = 4t, gcd(n, k) = 1 here
B.11
Bivariate construction The-
orem 1 of [17]
n = 2m [17]
B.12
Bivariate construction The-
orem 9 of [39]
n = 4m [39]
Table 2. Known infinite families of APN multinomials on F2n
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2. Preliminaries
Notation. Throughout the paper the following notation is used.
q = 2m
n = 2m
K = Fq, x, y, a, b ∈ K
F = Fq2 , X, Y,A,B ∈ F
Tr(X) = X +Xq
tred(X) =
∑ e
d
−1
i=0 X
2id
Hβ = {X ∈ F : tr
n
1 (βX) = 0}
T1 = {X ∈ Fq2 : Tr(X) = 1}, g, h ∈ T1
Pq−1 = {X
q−1 : X ∈ F∗}, u, v ∈ Pq−1
φ : F→ Pq−1, φ : X 7→ X
q−1
ψ : F \K→ T1, ψ : X 7→
X
Tr(X)
Γk : K→ K, Γk : x 7→ x
2k+1 + x
2.1. Definitions and basics. In this paper we will use a Trace-0/Trace-1 decom-
position of F∗. Any X ∈ F∗ can be written uniquely as X = xg where x ∈ K∗ and
g ∈ T1 ∪ {1}. If xg = yh then Tr(xg) = Tr(yh) = 0 implies g = h = 1 and there-
fore x = y. If Tr(xg) = Tr(yh) 6= 0, then Tr(xg) = Tr(yh) = x = y and therefore
h = g. There is another decomposition of F∗ which is well-known and usually called
the polar-coordinate decomposition. Any X ∈ F∗ can be written as X = xu where
x ∈ K∗ and u ∈ Pq−1. If xu = yv then (xu)
q−1 = (yv)q−1 means u2 = v2 and therefore
x = y.
For g ∈ T1, we have g
q = g + 1. For any fixed g ∈ T1, we can write any h ∈ T1
as h = g + a for a unique a ∈ K. Similarly, for any fixed g ∈ T1, any X ∈ F can be
written as X = ag + b where a, b ∈ K.
The map φ maps T1 to Pq−1 \ {1} bijectively. Indeed g
q−1 = hq−1 implies g
q
g
= h
q
h
which implies h+1
h
= g+1
g
and g = h. Similarly, ψ maps Pq−1 \ {1} onto T1, since
u
Tr(u) =
v
Tr(v) , taking (q − 1)st powers, gives u
2 = v2. When considering the maps
between T1 and Pq−1 \ {1} we will use the inverse maps φ
−1 and ψ−1. Note that
φ−1 : Pq−1 \ {1} → T1, φ
−1 : u 7→ ( u
Tr(u))
q
2 ,
ψ−1 : T1 → Pq−1 \ {1}, ψ
−1 : g 7→ g
(q−1)q
2 .
A function F → F is called a vectorial Boolean function. A cryptographically im-
portant measure for vectorial Boolean functions is the differential uniformity. The
differential uniformity of f is defined as
δf = max
A 6=0,B∈F
# {X ∈ F : f(X) + f(X +A) = B} .
Optimal functions with respect to differential uniformity in characteristic 2 are called
almost perfect nonlinear (APN), and satisfy δf = 2. This means, if δf = 2 then the
(normalized) derivatives of f
DAf(X) = f(X) + f(X +A) + f(A) + f(0), A ∈ F
∗
are two-to-one maps. The crooked functions are vectorial Boolean functions whose
(normalized) derivatives are two-to-one maps, image of which are hyperplanes. There-
fore, the crooked functions are APN. All quadratic APN functions are crooked since
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their derivatives are linearized polynomials. The existence of a non-quadratic crooked
function is an interesting open problem. Such a function cannot be a monomial [35]
or a binomial [2] if exists at all. For a crooked function f , the hyperplane spectrum
Hf is defined by the multiset
Hf = {∗ β ∈ F
∗ : Im(DAf) = Hβ ∗} .
For instance for the Gold monomials fGold(X) = X
2k+1 on F2n with gcd(n, k) = 1,
it is common knowledge and trivial to show that the image sets of the derivatives
DAfGold(X) = X
2k+1 + (X +A)2
k+1 +A2
k+1 are of the form{
A2
k
X +AX2
k
: X ∈ F
}
=
{
A2
k+1(X +X2
k
) : X ∈ F
}
and therefore HfGold = {∗ β
2k+1 : β ∈ F∗ ∗}, which is equivalent to the set of nonzero
cubes each with multiplicity three if n is even and the set of all nonzero elements
each with multiplicity one if n is odd. It is also well known that [16, Lemma 5] when
n is odd, the image sets of the derivatives of a crooked function correspond to all
hyperplanes with multiplicity one.
The Walsh transform of f
f̂(A,B) =
∑
X∈F
χ (Af(X) +Bx)
where χ(·) = (−1)tr
n
1 (·), is another important tool. For the known APN functions,
the Walsh spectrum {f̂(A,B) : (0, 0) 6= (A,B) ∈ F × F} consists of values which
are usually “low” in absolute value. If n is odd, the quadratic APN functions all
have the same optimal spectrum {0,±2
n+1
2 } (these functions are optimal in the sense
that the maximal absolute value of the Walsh spectrum is the smallest possible and
called almost bent (AB)). If n = 2m is even, almost all of the known quadratic APN
functions have the spectrum {0,±2m,±2m+1} with a single exception on F26 which has
the spectrum {0,±2m,±2m+1,±2m+2} (see [10]). Generalizing this sporadic example
to an infinite class is a very interesting open problem.
For a given function f , the set of zeroes of the Walsh transform {(X,Y ) : f̂(X,Y ) =
0}∪{(0, 0)} has an interesting connection to being a permutation/CCZ-equivalent to a
permutation. A function f is a permutation if and only if the lines (0, Y ) and (X, 0) are
zeroes of the Walsh transform where X,Y ∈ F. CCZ-equivalence maps the subspaces
of the Walsh zeroes of f to the subspaces of the Walsh zeroes of f ′ and therefore f is
CCZ-equivalent to a permutation if and only if the zeroes of the Walsh transform of f
contains two subspaces of dimension n intersecting only trivially [11]. We say that f
satisfies the subspace property [11] if
(1) f(aX) = a2
k+1f(X), ∀a ∈ K.
for some integer k. The Kim function κ(X) = X3+X10+AX24, where A is a generator
of F∗26 satisfies the subspace property. A result of this is the set of Walsh zeroes of κ has
more structure with respect to subspaces uK where u ∈ P7, that is to say the zeroes
of the Walsh spectrum contains the subspaces {(u1x, v1y) : x, y ∈ K}, {(u2x, v2y) :
x, y ∈ K} for some u1, u2, v1, v2 ∈ P7. According to [11], this explains the simplicity of
the double simplex decomposition of the code corresponding to κ. See [11] for details
and some other interesting properties implied by the subspace property.
We refer the reader to excellent surveys for more on APN, AB, crooked and other
nonlinear functions [20, Chapter “Vectorial Boolean functions for cryptography” by
Carlet], [36, Chapter “PN and APN functions” by Charpin], [19, Chapter “Special
mappings of finite fields” by Kyureghyan].
6 FARUK GO¨LOG˘LU
2.2. An introductory lemma. The following lemma contains some basics of our
method and will be used extensively throughout the paper. Recall than n = 2m and
q = 2m. We define ind2(k) to be the largest positive integer e such that 2
e|k.
Lemma 1. Let g ∈ T1.
(i) Tr(g2
k+1) = g2
k
+ g + 1.
(ii) g2
k+1 = Tr(g2
k+1)g + Tr(g3) + 1.
(iii) For integers d, e > 0, we have
• gcd(2d − 1, 2e + 1) > 1 if and only if ind2(d) > ind2(e),
• gcd(2d + 1, 2e + 1) > 1 if and only if ind2(d) = ind2(e),
• 1 ∈ {gcd(2d − 1, 2e + 1), gcd(2d + 1, 2e + 1)}.
(iv) Let gcd(m,k) = d. Then
trnd (g
2k+1) =
{
1 if gcd(2k + 1, q + 1) = 1,
0 otherwise.
Also
trn1 (g
2k+1) =
{
1 if m+ k is odd,
0 if m+ k is even.
(v) Let Zk,ǫ = {g ∈ T1 : g
2k + g = ǫ} for ǫ ∈ F2. We have
• φ(Zk,0) ∪ {1} is the set of gcd(2
k − 1, q + 1)st roots of unity in Pq−1,
• φ(Zk,1) ∪ {1} is the set of gcd(2
k + 1, q + 1)st roots of unity in Pq−1,
• #Zk,0 = gcd(2
k − 1, q + 1)− 1,
• #Zk,1 = gcd(2
k + 1, q + 1)− 1.
(vi) Let gcd(k, n) = 1. Then Tr(g2
k+1) = 0 if and only if m is odd and g ∈ F4 \ F2.
Proof. Let g ∈ T1.
(i) Using gq = g + 1, we get Tr(g2
k+1) = g2
k+1 + (g + 1)2
k+1 = g2
k
+ g + 1.
(ii) Obvious after applying Lemma 1 (i) to 2k + 1 and 3.
(iii) We have
gcd(2d − 1, 2e + 1) =
2gcd(2e,d) − 1
2gcd(e,d) − 1
and
gcd(2d + 1, 2e + 1) =
(2gcd(e,d) − 1)(2gcd(2e,2d) − 1)
(2gcd(2e,d) − 1)(2gcd(e,2d) − 1)
.
The former is strictly greater than 1 if and only if ind2(d) > ind2(e), and the
latter is strictly greater than 1 if and only ind2(d) = ind2(e). Clearly, both
cannot happen simultaneously.
(iv) Let m = m′d and k = k′d. We have
trmd (g
2k + g + 1) =
m′−1∑
i=0
g2
di
+
m′+k′−1∑
i=k′
g2
di
+
m′−1∑
i=0
1
=
m′−1∑
i=0
g2
di
+
m′−1∑
i=k′
g2
di
+
k′−1∑
i=0
(g + 1)2
di
+
m′−1∑
i=0
1
=
m′−1∑
i=0
g2
di
+
m′−1∑
i=0
g2
di
+
k′−1∑
i=0
1 +
m′−1∑
i=0
1
= k′ +m′.
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We have k′+m′ even if and only if ind2(k) = ind2(m) if and only if gcd(2
k + 1, q + 1) >
1. For the second claim, observe that if m+ k is odd then gcd(2k + 1, q + 1) = 1
and d is odd. We have trd1(tr
n
d (g
2k+1)) = 1. Ifm+k is even then gcd(2k + 1, q + 1) >
1 and trd1(tr
n
d (g
2k+1)) = 0.
(v) Since φ is a bijection from T1 to Pq−1 \ {1}, we have
{φ(g) : g ∈ T1 s.t. g
2i−1 = 1} = {u ∈ Pq−1 \ {1} : φ
−1(u)2
i−1 = 1}
= {u ∈ Pq−1 \ {1} :
(
u2
i−1
Tr(u)2i−1
) q
2
= 1}
= {u ∈ Pq−1 \ {1} : u
2i−1 = 1}
= {u ∈ Pq−1 \ {1} : u
gcd(2i−1,q+1) = 1}(2)
The penultimate line follows from the observation that if u2
i−1 = 1 then u ∈ F2i
which forces Tr(u) ∈ F2i , conversely u
2i−1 6= 1 implies u2
i−1 6∈ K and u
2i−1
Tr(u)2i−1
6=
1.
We have g2
k
+g = 0 ⇐⇒ g2
k−1 = 1 and the first result follows if we set i = k in
Eq. (2). The cardinality follows from the fact that Pq−1 is a cyclic group of order
q + 1. Similarly, g2
k
+ g = 1 ⇐⇒ g2
2k−1 = 1 and g2
k−1 6= 1. Note that in this
case 2k | 2m therefore 2k − 1 | q − 1 and gcd(22k − 1, q + 1) = gcd(2k + 1, q + 1).
Since k | m, g2
k−1 6= 1 since T1 ∩ F2k = ∅. Setting i = 2k in Eq. (2), we prove
the second result and the corresponding cardinality.
(vi) By Lemma 1 (i), we have Tr(g2
k+1) = 0 if and only if g + g2
k
= 1. Since
gcd(n, k) = 1, the equation X +X2
k
= 1 has two solutions ω, ω2 ∈ F4 \F2. Since
ω, ω2 ∈ T1 if and only if m is odd, we are done.

2.3. A technical lemma. The following lemma is rather technical and each part of
it will be used in just one instance in Theorem 12 and Theorem 4 respectively.
Lemma 2. Let
Ck,0 =
{
g2
k+1 + g
g2
k + g
: g ∈ T1 \ Zk,0
}
,
and
Dk,1 =
{
g2
k+1 + 1
g2
k + g + 1
: g ∈ T1 \ Zk,1
}
.
We have
(i) • Ck,0 ⊆ T1,
• #Ck,0 =
q+1
gcd(2k−1,q+1)
− 1,
• Ck,0 = T1 ⇐⇒ gcd(2
k − 1, q + 1) = 1.
(ii) • Dk,1 ⊆ T1,
• Dk,1 = T1 ⇐⇒ gcd(2
k + 1, q + 1) = 1,
Proof. (i) Using Lemma 1 (i) one derives that the set Ck,0 consists of elements of
the form X
Tr(X) and therefore Ck,0 ⊆ T1. We will count the number of elements
under the φ map. The numerators satisfy g2
k+1+g = g(g+1)2
k
= g2
kq+1. Define
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d = gcd(2kq + 1, q + 1). Note that d = gcd(2k − 1, q + 1). Now if g ∈ T1 \ Zk,0
then φ
(
g2
kq+1
g2
k+g
)
= φ(g2
kq+1) and
{
φ
(
g2
kq+1
)
: g ∈ T1 \ Zk,0
}
=
{
φ(g)2
kq+1 : g ∈ T1 \ Zk,0
}
=
{
u2
kq+1 : u ∈ Pq−1 \ (φ(Zk,0) ∪ {1})
}
=
{
ud : u ∈ Pq−1
}
\ {1},
since ud and u2
kq+1 are d-to-1 maps on Pq−1 with the identical image sets which
map only the d elements of the set φ(Zk,0) ∪ {1} of d-th roots in Pq−1 to 1 by
Lemma 1 (v).
(ii) As in Part (i), Dk,1 consists of elements of the form
X
Tr(X) and therefore Dk,1 ⊆
T1. If gcd(2
k + 1, q + 1) > 1 then #Zk,1 > 0 and Dk,1 6= T1. Now assume
gcd(2k + 1, q + 1) = 1. If Dk,1 6= T1, then there exists a ∈ K
∗ such that
g2
k+1 + 1
g2
k + g + 1
=
(g + a)2
k+1 + 1
(g + a)2k + (g + a) + 1
.
Recall that denominators are nonzero since Zk,1 = ∅. We then have,
g2
k+1 + 1
g2
k + g + 1
=
(g2
k+1 + 1) + a2
k+1 + a2
k
g + ag2
k
(g2k + g + 1) + a2k + a
which implies
(g2
k
+ g + 1)(a2
k+1 + a2
k
g + ag2
k
) = (g2
k+1 + 1)(a2
k
+ a)
and in turn
a2
k
S + aS2
k
+ a2
k+1T = 0
where S = Tr(g3) and T = Tr(g2
k+1). By Lemma 1 (iv), T 6= 0. If S = 0 then
a = 0 and we are done. If S 6= 0 then put a = bS. Then
S2
k+1(b2
k
+ b+ b2
k+1T ) = 0
and
(3) T =
1
b
+
1
b2
k
.
Let d = gcd(m,k). By Lemma 1 (iv), trmd (T ) = 1 but tr
m
d (
1
b
+ (1
b
)2
k
) = trmd (
1
b
+ (1
b
)2
d
) =
0, which contradicts (3).

3. The new APN trinomial family
In this section, we will prove that fk is APN on F2n if and only if gcd(k, n) = 1 and
n = 2m = 4t where t > 0. Then we will prove its important properties such as the
hyperplane and Walsh spectra, description of the embedded bent functions, subspace
property and inequivalence to other families.
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3.1. Proof of almost perfect nonlinearity.
Theorem 3. Let fk(X) = X
2k+1 + (Tr(X))2
k+1. Then fk is APN if and only if m is
even and gcd(k, n) = 1.
Proof. We have fk(X) = X
(2k+1)q +X2
kq+1 +X2
k+q. Let
DAfk(X) = fk(X) + fk(X +A) + fk(A).
Clearly, fk is APN if and only if DAfk(X) is two-to-one for all A ∈ F
∗. Let A = ag,
where a ∈ K∗ , and g ∈ T1 ∪ {1}. We have
DAfk(X) = fk(X) + fk(X +A) + fk(A)
= AqX2
kq +A2
kqXq +AX2
kq +A2
kqX +AqX2
k
+A2
k
Xq
= A2
kqX +AqX2
k
+ Tr(A2
k
)Xq + Tr(A)X2
kq
If g = 1 then A = a and Tr(a) = 0. Therefore
(4) Dafk(X) = a
2kX + aX2
k
is two-to-one if and only if gcd(k, n) = 1.
Therefore we focus only on gcd(k, n) = 1 case. Now assume g ∈ T1 and h = g
q =
g + 1. We get
DAfk(X) = (ah)
2kX + (ah)X2
k
+ a2
k
Xq + aX2
kq.
We apply the change of variable X = aY and get
DAfk(Y ) = a
2k+1
(
h2
k
Y + hY 2
k
+ Y q + Y 2
kq
)
= a2
k+1
(
gY 2
k
+ g2
k
Y + Tr(Y + Y 2
k
)
)
.(5)
Therefore, we will only be interested in two-to-oneness of
Lg(X) = gX
2k + g2
k
X + Tr(X +X2
k
).
Let for any fixed g, X = xg + y, where x, y ∈ K.
Lg(X) = gX
2k + g2
k
X + Tr(X +X2
k
)
= g(xg + y)2
k
+ g2
k
(xg + y) + Tr((xg + y) + (xg + y)2
k
)
= x2
k
g2
k+1 + y2
k
g + xg2
k+1 + yg2
k
+ x+ x2
k
= (x+ x2
k
)g2
k+1 + y2
k
g + yg2
k
+ x+ x2
k
.(6)
Consider the case m is odd. Let ω ∈ F4 \ F2. We have Lω(X) = (ω
2k+1 + 1)(x +
x2
k
) + (yω2
k
+ y2
k
ω). Therefore Lω(xω) = 0 for all x ∈ K (i.e., when y = 0), since k
is odd and ω2
k+1 = ω3 = 1. Hence Dωfk are not 2-to-1.
Now, we need to focus only on m even and gcd(n, k) = 1 case. We have, from
Lemma 1 (vi), Tr(g2
k+1) 6= 0.
Assume now x, y ∈ F2. By Lemma 1 (iv) and m is even, tr
m
1 (g
2 + g) 6= 0, therefore
for any g, Lg(xg+ y) = 0 if and only if x ∈ F2 and y = 0 that is X ∈ {0, g}. Therefore
dim Ker(Lg) ≥ 1. To prove two-to-oneness we have to show that these are the only
solutions of Lg(X) for all g.
If Lg(X) = 0 then Tr(gX
2k + g2
k
X) = 0 and therefore (by (6))
(7) (x+ x2
k
)Tr(g2
k+1) + (y + y2
k
) = 0.
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We will assume Lg(X) = 0 and x, y 6∈ F2. This implies
(x+ x2
k
)g2
k+1 + y2
k
g + yg2
k
+ x+ x2
k
= 0.
Since we have assumed Lg(X) = 0, we obviously have Tr(Lg(X)) = 0 and we can
employ (7), which implies
x+ x2
k
=
y + y2
k
Tr(g2k+1)
.
Setting T = Tr(g2
k+1), we get
Lg(X) =
y + y2
k
T
g2
k+1 + y2
k
g + yg2
k
+
y + y2
k
T
= 0.
Since g2
k+1 = Tg + S + 1 where S = Tr(g3) by Lemma 1 (ii), we have
Lg(X) = (y + y
2k)
(
g +
S + 1
T
)
+ y2
k
g + yg2
k
+
y + y2
k
T
= (y + y2
k
)
(
g +
S + 1
T
)
+ (y + y2
k
)g + y(g + g2
k
) +
y + y2
k
T
= g(y + y2
k
+ y + y2
k
) +
(y + y2
k
)(S + 1)
T
+
y(T 2 + T )
T
+
y + y2
k
T
=
(y2
k
+ y)S + y(T 2 + T )
T
= 0
from which we get
Sy2
k
+ S2
k
y = 0,
since T + T 2 = S + S2
k
by Lemma 1 (i). Since Sy2
k
+ S2
k
y is two-to-one on K, we
have y = S (we are under assumption y 6= 0). Therefore
T =
y2
k
+ y
x2
k + x
=
S2
k
+ S
x2
k + x
=
T 2 + T
x2
k + x
implies T + 1 = x2
k
+ x. Since trm1 (T + 1) = 1 by Lemma 1 (iv), the equation cannot
be satisfied for any x ∈ K \ F2. This proves the result.

3.2. Hyperplane and Walsh spectra of the family. In the last section we showed
that the derivative DAfk(X) = fk(X) + fk(X + A) + fk(A) of fk is an hyperplane of
the form {
a2
k+1
(
g2
k
X + gX2
k
+ Tr(X +X2
k
)
)
: X ∈ F
}
with A = ag, where g ∈ T1 and a ∈ K
∗ or{
a2
k+1
(
X +X2
k
)
: X ∈ F
}
for A = a ∈ K∗. The next theorem provides the hyperplane spectrum of the new APN
family fk. For a linearized polynomial
L(X) =
n−1∑
i=0
aiX
2i ,
the adjoint of L is defined as
L∗(X) =
n−1∑
i=0
a2
n−i
i X
2n−i .
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Theorem 4. Let A = ag where a ∈ K∗ and g ∈ T1. Then the derivatives DAfk of fk
satisfy
Im(DAfk) = HβA
where
βA =
1
a2
k+1
Tr(g2
k+1)
Tr(g3)2k+1
(
g + 1 +
Tr(g3)
Tr(g2k+1)
)
.
The hyperplane spectrum Hfk of fk has constant multiplicity 3.
Proof. Let A = ag where a ∈ K∗ and g ∈ T1 ∪ {1}. If A ∈ K
∗ then βa =
1
a2
k+1
by
the Eq. (4). Otherwise, g 6= 1 and we have βA =
1
a2
k+1
βg by the Eq. (5). We will
find for each g ∈ T1 the unique βg ∈ F
∗ which satisfies trn1 (βgLg(X)) = 0, ∀X ∈ F
where Lg(X) = g
2kX + gX2
k
+Tr(X +X2
k
). This is equivalent to finding the unique
nonzero solution of the adjoint map
L∗g(X) = g
2kX + g2
n−k
X2
n−k
+ Tr(X2
n−k
+X)
which is guaranteed to have a unique nonzero solution because the adjoint preserves
the dimension of the kernel of a linear map and satisfies trn1 (βgLg(X)) = tr
n
1 (L
∗
g(βg)X).
Instead of the actual adjoint map, we will use
M(X) = (L∗g(X))
2k = g2
2k
X2
k
+ gX + Tr(X +X2
k
)
which has the same kernel as L∗g(X).
Now, write X = xg + y, where x, y ∈ K. We get
M(X) = g2
2k
(xg + y)2
k
+ g(xg + y) + x+ x2
k
= x2
k
g2
2k+2k + y2
k
g2
2k
+ xg2 + yg + x+ x2
k
.
Now
M(X) =x2
k
(Tg + S + 1)2
k
+ y2
k
g + y2
k
(T 2
k
+ T )
+ xg + x(S + 1) + yg + x+ x2
k
=x2
k
(T 2
k
(g + T + 1) + S2
k
+ 1) + g(y2
k
+ y + x)
+ y2
k
(T 2
k
+ T ) + x(S + 1) + x+ x2
k
=g(y2
k
+ y + T 2
k
x2
k
+ x)
+ y2
k
(T 2
k
+ T ) + x(S + 1) + x+ x2
k
+ x2
k
(T 2
k
(T + 1) + S2
k
+ 1)
where T = Tr(g2
k+1) and S = Tr(g3). If M(X) = 0 then Tr(M(X)) = 0 and therefore
(8) T 2
k
x2
k
+ x+ y2
k
+ y = 0.
Since we want to get the zeroes of M(X) = 0, we proceed
0 = y2
k
(T 2
k
+ T ) + x(S + 1) + x+ x2
k
+ x2
k
(T 2
k
(T + 1) + S2
k
+ 1)
= y2
k
(T 2
k
+ T ) + x(S + T ) + T (T 2
k
x2
k
+ x) + x2
k
(S + T )2
k
= y2
k
(T 2
k
+ T ) + x(S + T ) + T (y2
k
+ y) + x2
k
(S + T )2
k
= (yT )2
k
+ yT + x(S + T ) + (x(S + T ))2
k
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where we used (8) in line 3. This implies
y =x
S + T
T
, or(9)
y =x
S + T
T
+
1
T
(10)
since T is nonzero by Lemma 1 (vi). Employing (9) in (8) we get
(
x
S + T
T
)2k
+ x
S + T
T
+ T 2
k
x2
k
+ x = 0
x2
k T 2
k+1 + (T + S)2
k
T 2
k
+ x
S
T
= 0
x2
k (T 2 + T + S)2
k
T 2
k
+ x
S
T
= 0
x2
k S2
2k
T 2
k
+ x
S
T
= 0
since T 2 + T = S2
k
+ S. This implies (since S is nonzero by Lemma 1 (vi))
x2
k−1 =
T 2
k−1
S2
2k−1
which has the nonzero solution x = T
S2
k+1
. Since M(X) must have unique nonzero
solution, we do not need to check (10) which is guaranteed not to provide another
solution. Therefore
βg =
T
S2
k+1
(
g + 1 +
S
T
)
,
and therefore βA =
1
a2
k+1
βg. Therefore the hyperplane spectrum of f is
Hf =
{
∗ a3 : a ∈ K∗ ∗
}
∪
{
∗ a3βg : a ∈ K
∗, h ∈ T1 ∗
}
since gcd(2k + 1, q2 − 1) = 3. Now the only thing left to show is that the multiplicity
of each element in Hf is 3. To that end note that
g + 1 +
Sg
Tg
=
g2
k+1 + 1
g2
k + g + 1
.
By Lemma 2 (ii), {g + 1 + Sg
Tg
: g ∈ T1} = T1. Therefore βag = βbh if and only if g = h
and a3 = b3. 
Remark 5. If k = 1 then βA =
g
a3Tr(g3)2 becomes very simple.
The theorem has the following corollary, proof of which is standard. The reader
is encouraged to read the detailed explanations in [20, Section 3.1.3 of the Chapter
“Vectorial Boolean functions for cryptography”].
Corollary 6. We have
(i) The Walsh spectrum Wfk of fk satisfies Wfk = {0,±2
m,±2m+1},
(ii) If A ∈ F∗ and A−1 6∈ Hf , then the binomial (monomial if A ∈ K
∗) Boolean func-
tion trn1 (AX
2k+1 + (Aq +A)Xq2
k+1) is bent. The number of such bent functions
is 2 q
2−1
3 .
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Proof. (i) If A = 0, then f̂k(0, B) = 0 if B 6= 0. Let A ∈ F
∗.
(f̂k(A,B))
2 =
∑
X∈F
χ(Afk(X) +BX)
∑
Y ∈F
χ(A(fk(X) + fk(X + Y ) + fk(Y )))
= q2
1 + ∑
X∈F∗
βX=A
−1
χ (Afk(X) +BX)
(11)
Since by Theorem 4, βX = A
−1 happens exactly 3 times when A−1 ∈ Hf
and βX 6= A
−1 otherwise. Therefore Wfk ⊆ {0,±2
m,±2m+1}. Since Wfk ⊆
{0,±2m,±2m+1} implies Wfk = {0,±2
m,±2m+1} (cf. [20, Sec. 3.1.3 of Chapter
“Vectorial Boolean functions for cryptography”]), we prove the first part.
(ii) When βX 6= A
−1, the right hand side of Eq. (11) is always q2, implying that
trn1 (Afk(X)) is bent.

Remark 7. The bent functions of Corollary 6 themselves are not interesting as they are
all quadratic. We believe on the other hand, the description of A for which trn1 (Af(X))
is bent is interesting, since it means that (A,X) cannot be a Walsh zero of f for
any X ∈ F. Recall that, to show that an APN function f is CCZ-equivalent to a
permutation one has to find two subspaces of dimension n in the set of Walsh zeroes
of f intersecting only trivially.
3.3. The subspace property. Note that for X = xg where x ∈ K∗ and g ∈ T1∪{1},
fk(X) = x
2k+1fk(g). Since fk(1) 6= 0 and fk(g) = g
2k+1 + g2
k
+ g 6= 0 because
Tr(g2
k+1 + g2
k
+ g) = Tr(g2
k+1) 6= 0 by Lemma 1 (vi). We have
Theorem 8. The functions fk satisfy the subspace property , i.e.,
fk(aX) = a
2k+1fk(X), ∀a ∈ K.
3.4. Inequivalence. The only families that completely covers our parameter condi-
tion n = 4t are the monomials of Table 1, and B.8, B.9, B.11 and B.12 of Table 2. The
functions fk are not CCZ-equivalent to B.8, B.9, B.11, B.12 or any monomial other
than the Gold family on F28 . They distinguish themselves from the Gold monomials
on F212 . In fact, on F212 our functions are not equivalent to any member of a family
we have tried until now (different choices of A,B, a, b etc. in Table 2) for each possible
parameter set (s, t, k etc. in Table 2) for each possible family. Note that checking
CCZ-equivalence to every member of every family for every parameter set is infeasible
(one equivalence check requires an hour on a standard computer using Magma) and
also different parameters and coefficients give (experimentally speaking) generally the
same function up to equivalence within a family. The equivalence check was done
by checking CCZ-equivalence in Magma [5] since a theoretical method does not exist.
Moreover, fk is not equivalent to fl for 1 ≤ k 6= l < m on F28 and F212 .
We have checked whether our families are CCZ-equivalent to permutations using a
C program. They are not equivalent to permutations on F24 or F28 . The case F212
(and larger fields) was inconclusive at the time of writing because of the immense
computation required.
4. Budaghyan-Carlet hexanomial APNs
Budaghyan and Carlet in [12, Theorem 2] proved the following theorem.
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Theorem 9. [12] Let C ∈ F and A ∈ F \K. If
PC,k(X) = X
2k+1 + CX2
k
+ CqX + 1 = 0
has no solutions X ∈ Pq−1, then the polynomial
gC,k(X) = X(X
2k +Xq + CX2
kq) +X2
k
(CqXq +AX2
kq) +X(2
k+1)q
is differentially 2gcd(k,m)-uniform on F. Thus, gC,k is APN if and only if gcd(k,m) = 1.
Let for the sequel, Γk : K→ K with Γk : x 7→ x
2k+1+x. Bracken, Tan and Tan gave
[9, Theorem 2.1] a characterization of elements a ∈ K \ Im(Γk) when gcd(k,m) = 1.
Using this characterization, they constructed some elements C for which PC,k(X) has
no solutions when m ≡ 2 or 4 (mod 6). Later, Qu, Tan and Li [38] did the same thing
for m ≡ 0 (mod 6). Bluher [4] characterized all admissible (m,k) pairs (if 1 ≤ k < n,
the condition is k 6= m) by giving an existence proof (i.e., without constructing or
characterizing such C). In this paper, we characterize and construct all elements
C for which PC,k(X) has no solutions in Pq−1 for all (m,k) pairs and count them.
Our theorem makes listing all such elements possible very efficiently. Helleseth and
Kholosha [31, 32] gave a detailed analysis of the zeroes of x2
k+1+x+a and in particular,
the exact cardinality of Im(Γk).
Proposition 10. [32, Proposition 2]
#Im(Γk) = q −

(q+1)2gcd(k,m)−1
2gcd(k,m)+1
if m
gcd(k,m) is odd,
(q−1)2gcd(k,m)−1
2gcd(k,m)+1
if m
gcd(k,m) is even.
The following theorem gives a complete characterization (of C, k,m) on when PC,k(X)
has no solutions X ∈ Pq−1.
Theorem 11. Let C ∈ F and 1 ≤ k < n. The polynomial
PC,k(X) = X
2k+1 +CX2
k
+ CqX + 1
has a solution X ∈ Pq−1 if and only if each of the three following conditions holds
• k 6= m,
• C 6∈ K, and
•
Tr(h3) + 1 + 1
b
Tr(h2
k+1)2
n−k+1
6∈ Im(Γk)
where Cq + 1 = bh with b ∈ K∗ and h ∈ T1 \ Zk,1.
Proof. Note that PC,k(1) = 0 if and only if C ∈ K. So we assume C 6∈ K and restrict
our attention to the set Pq−1 \ {1}. Therefore PC,k(u) has a solution u ∈ Pq−1 if and
only if Q
′
C(g) = φ(g)
2k+1 + Cφ(g)2
k
+ Cqφ(g) + 1 has a solution g ∈ T1.
Q
′
C(g) = g
(q−1)(2k+1) + Cg(q−1)2
k
+ Cqgq−1 + 1
=
gq(2
k+1)
g2
k+1
+
Cgq2
k
g2
k
+
Cqgq
g
+ 1
=
gq(2
k+1) + Cgq2
k+1 + Cqgq+2
k
+ g2
k+1
g2
k+1
.
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Now, Q
′
C(g) has a solution g ∈ T1 if and only if QC(g) = g
q(2k+1)+Cgq2
k+1+Cqgq+2
k
+
g2
k+1 has a solution g ∈ T1. And,
QC(g) = g
q(2k+1) + Cgq2
k+1 + Cqgq+2
k
+ g2
k+1
= (g + 1)2
k+1 + C(g + 1)2
k
g + Cq(g + 1)g2
k
+ g2
k+1
= (C + Cq)g2
k+1 + (Cq + 1)g2
k
+ (C + 1)g + 1.
Now set B = Cq +1 = bh for some b ∈ K and h ∈ T1 (note that h 6= 1 as B ∈ K if and
only if C ∈ K). We now have QC(g) 6= 0 if and only if bg
2k+1 + bhg2
k
+ (bh)qg 6= 1 for
all g ∈ T1, or for all x ∈ K
(h+ x)2
k+1 + h(h+ x)2
k
+ (h+ 1)(h + x) 6=
1
b
x2
k+1 + x(h2
k
+ h+ 1) 6=
1
b
+ h2 + h(12)
since every g = h+x for some x ∈ K. Now assume h2
k
+h = 1, i.e. h ∈ Zk,1. By Lemma
1 (v), gcd(2k + 1, q + 1) > 1 and by Lemma 1 (iii), gcd(2k + 1, q − 1) = 1. Then (12)
becomes x2
k+1 6= 1
b
+ h2 + h, which is impossible to satisfy for any b since x2
k+1 is a
permutation of K. Note that by Lemma 1 (v), this happens for gcd(2k + 1, q + 1)− 1
elements h ∈ T1 which means all h ∈ T1 if and only if k = m.
If h 6∈ Zk,1, then by applying the change of variable x = y(h
2k + h+ 1)2
n−k
in (12),
we get
y2
k+1 + y 6=
h2 + h+ 1
b
(h2k + h+ 1)2
n−k(2k+1)
or equivalently
(13)
1
b
6= Ah(y
2k+1 + y) +Bh.
where Ah = (h
2k + h+ 1)2
n−k(2k+1) and Bh = h
2 + h. For a fixed h 6∈ Zk,1, the size of
the image set of the right hand side is #Im(Γk). Therefore (12) is always satisfied for
all h 6∈ Zk,1, for some b ∈ K
∗ since #Im(Γk) < q − 1 if k 6= m (see Proposition 10).

Next, we will count the number of C ∈ F for which the polynomial PC,k(X) has no
solutions X ∈ Pq−1. The cardinality #Im(Γk) is given explicitly in Proposition 10.
Theorem 12. The number of elements C ∈ F for which the polynomial PC,k(X) has
no solutions X ∈ Pq−1 is
Nm,k =(q − gcd(2
k + 1, q + 1) + 1)(q −#Im(Γk)− 1)
+
q + 1
gcd(2k − 1, q + 1)
− gcd(2k + 1, q + 1).
In particular, if gcd(k,m) = 1 (i.e., gC,k is APN), then
Nm,k =
{
(q − 2) q+13 if m is odd,
q q−13 if m is even.
Proof. Recall that PC,k(1) = 0 if and only if C ∈ K, therefore we will assume C = bh
where b ∈ K∗ and h ∈ T1. Recall the inequality (13)
1
b
6= Ah(x
2k+1 + x) +Bh,
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and note that the cardinality of the image set of the right hand side is the same as
#Im(Γk) if and only if Ah 6= 0. Also, if h
2k + h = 1 (i.e., Ah = 0), then there exists no
b satisfying (13) (see the proof of Theorem 11). For all h ∈ T1 such that h
2k + h 6= 1
(i.e. h 6∈ Zk,1 of Lemma 1 (v), where the number of such h is given explicitly), there
are at least q −#Im(Γk) − 1 elements b ∈ K
∗ satisfying (13) for some y ∈ K, since b
covers all nonzero elements. Therefore the number of C = bh satisfying (13) for some
x ∈ K is
Nm,k =
∑
h∈T1\Zk,1
#nh
where nh = {b ∈ K
∗ : Ah(x
2k+1 + x) +Bh 6=
1
b
, ∀x ∈ K}. Note that
nh =
{
q − Im(Γk) if Ah(x
2k+1 + x) +Bh = 0 for some x ∈ K,
q − Im(Γk)− 1 if Ah(x
2k+1 + x) +Bh 6= 0 for all x ∈ K.
Therefore we need to count for how many h ∈ T1 \ Zk,1 there exists x ∈ K such that
Ah(x
2k+1 + x) +Bh = 0, or equivalently
(14) x2
k+1 + x(h2
k
+ h+ 1) + h2 + h = 0.
We have h2
k+1 + h(h2
k
+ h + 1) + h2 + h = 0 (note that this does not provide a
solution as h 6∈ K). And x = h+ g ∈ K is a solution of the Eq. (14) if and only if
0 = (h+ g)2
k+1 + (h+ g)(h2
k
+ h+ 1) + h2 + h
= g2
k+1 + gh2
k
+ g2
k
h+ g(h2
k
+ h+ 1) + h2
k+1 + h(h2
k
+ h+ 1) + h2 + h
= g2
k+1 + gh2
k
+ g2
k
h+ g(h2
k
+ h+ 1)
= g2
k+1 + g + h(g2
k
+ g).
Since g2
k
+ g = 0 does not lead to a solution, the last line gives h = g
2k+1+g
g2
k+g
. The
number of h ∈ T1 which satisfies the condition h
2k +h 6= 1 and for which such a g ∈ T1
exists is q+1
gcd(2k−1,q+1)
− gcd(2k + 1, q + 1). Indeed, the number of h ∈ T1 such that
h = g
2k+1+g
g2
k+g
for some g ∈ T1 is
q+1
gcd(2k−1,q+1)
−1 by Lemma 2 (i). From this number, we
need to subtract gcd(2k + 1, q + 1)− 1 elements h which satisfy h2
k
+ h = 1. Since, if
h2
k
+h = 1 then by Lemma 1 (v) and (iii), gcd(2k − 1, q + 1) = 1 and by Lemma 2 (i),
the set Ck,0 = T1, which means that there exists a g satisfying h =
g2
k+1+g
g2
k+g
(if there
are no h such that h2
k
+ h = 1 then gcd(2k + 1, q + 1)− 1 = 0 and we had subtracted
nothing).
The number of C ∈ F such that PC,k(X) has no solutions X ∈ Pq−1 is therefore
Nm,k =(q − gcd(2
k + 1, q + 1) + 1)(q −#Im(Γk)− 1)
+
q + 1
gcd(2k − 1, q + 1)
− gcd(2k + 1, q + 1).
Employing the cardinality of Im(Γk) given in Proposition 10, we get the number of
Budaghyan-Carlet APN functions for a given (m,k) pair. 
Remark 13. We would like to remark that the method to list all C ∈ F such that
PC,k(X) has no solutions X ∈ Pq−1 our Theorem 11 provides is very efficient: First,
determine K\ Im(Γk) either directly or using the methods of Bracken, Tan and Tan [9,
Theorem 2.1] or Helleseth and Kholosha [31, 32] (requires time polynomial in q which
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is the square-root of the field size) and then for each h ∈ T1 solve for b (requires time
polynomial in q). Therefore one needs O(q2) field operations to list O(q2) elements.
Remark 14. Budaghyan and Carlet [12] notes that the (experimental) number of C
such that gC,1 is irreducible is roughly
3
10q
2, whereas our theorem shows the number
of C such that gC,k does not have solutions in Pq−1 is roughly
1
3q
2. This means that
most of such C leads to irreducible polynomials.
m\k 1 2 3 4 5 6 7
1 0
2 4 0
3 18 18 0
4 80 96 80 0
5 330 330 330 330 0
6 1344 1560 1792 1612 1344 0
7 5418 5418 5418 5418 5418 5418 0
Table 3. Some values of Nm,k
5. Conclusion and open problems
On the search for APN permutations on even dimensions larger than n = 6, Brown-
ing et al. remarked [11]
[T]he highly structured decomposition of the κ code raise the hope
that much of the structure, if not all, should generalize to higher
dimensions. Does it?
We have presented a new infinite family of simply defined APN functions which
satisfies the important “subspace property” of the Kim function κ. Unfortunately,
the family we presented does not seem to be equivalent to permutations. We suspect
the reason for that is that our family of functions reduces to Gold functions (just like
the Kim function) on the subfield F2m , which are not permutations for our case since
m is even (unlike the Kim function, since m = 3 it does reduce to a permutation).
Therefore the following is an interesting problem.
Problem 15. Find an infinite family of APN functions which includes the Kim func-
tion and which satisfies the subspace property.
We remark that the families B.4, B.5 and B.6 found by Bracken et al. [6, 7] includes
the Kim function as a special case. But, no other member of these families directly
satisfies the subspace property (it may be the case —albeit unlikely— that a family in
Table 2 includes a CCZ-equivalent function which satisfies the property, but according
to some computer experiments this does not seem to be the case for small n).
We do not know any categorical reasons why the existing families cannot be equiva-
lent to permutations. A way to attack this problem is to show that the zeroes of Walsh
spectrum cannot contain two trivially intersecting subspaces of dimension n.
Problem 16. Show that the Gold functions (or any existing family) are not equivalent
to permutations.
Since the Walsh zeroes of the most of the known families are difficult to describe,
this problem may be even more difficult to resolve for the families other than the Gold
functions for which the description of Walsh zeroes is well-known. For this reason the
following problem makes sense.
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Problem 17. Describe the zeroes of the Walsh transform of known APN families.
All of these problems are posed to help solving the following difficult “big APN
problem.”
Problem 18. Are there APN permutations on F22m for m > 3?
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