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A balanced Howell rotation (BHR) is a tournament schedule for fixed 
partnerships in card games like bridge (or originally, whist), where each time 
a pair of players plays against another pair of players. A BHR for n pairs 
(or partnerships), n even, is played with n - 1 boards. Each board gives a 
card distribution. Each pair shall meet every other pair by playing one board 
and shall in this way play all n - 1 boards once. Each board is therefore 
played n/2 times. If the boards are duplicated, any board may be played 
simultanously at several tables. 
When a board is played one pair is sitting in one direction, called 
North-South (N-S), the other pair in the other direction, called East-West 
(E-W). That the rotation is balanced means that any two pairs shall play 
fn - 1 boards in the same direction and fn boards in opposite direction 
(including the board on which they meet). 
The problem of constructing BHRs for various n was stated by Parker and 
Mood [4]. They proved that a BHR for n pairs can only exist when 
n = O(mod 4). Using the theory of quadratic residues in the Galois field 
GF(p’), Berlekamp and Hwang [ 1 ] solved the case n =p’ + 1, where p’ is a 
prime power (of type 4m + 3). In a later paper [3] Hwang proved that if 
there is a BHR for n pairs, there is one for 2n pairs. The five lowest n-values 
not covered by the result mentioned are n = 36, 52, 76, 92, 100. 
Hwang also gave a solution for n = 2Cp’ + 1) when p’= S(mod 8), which 
solves n = 76, and a method for n = PQ + 1, Q = P + 2, P and Q both prime 
powers. In this method certain further conditions have to be satisfied. They 
are satisfied for n = 36 but not for n = 100. 
In this paper we shall extend one of Hwang’s results and give a 
construction for each n = 2(p’ + l), p’ an odd prime power. This result will 
cover n = 36, 52, 76, 100. The lowest case not solved by this method is 
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therefore n = 92. Our construction depends on a lemma, which contains the 
main new technique of this paper. 
A BHR for n pairs gives rise to an Hadamard matrix. Number the boards 
I, 2 ,..., n - 1 and the pairs 0, 1, 2 ,..., n - 1. Put 
h,= 1 for all j, 
h, = 1 when pair j plays board i as N-S, 
h, =- 1 when pair j plays board i as E-W. 
The condition of balance can then be formulated 
n-1 
-$- hijhi, = 0, 
i?O 
j+ k. 
This is just the condition that the matrix H = (h,) shall be an Hadamard 
matrix. 
In the construction below of a BHR we will start by giving an Hadamard 
matrix. Then we define a Howell rotation compatible to the matrix, i.e., if 
pairs j and k meet on board i, we have h, = - hi,. Thus if the pair j with 
h, = 1 sits N-S and the pair k with hi, = - 1 sits E-W, condition (1) 
guarantees that the rotation is balanced. 
THEOREM. There exists a BHRfor n pairs when n = 2(p’ + 1) andp’ is 
an odd prime power. 
ProoJ We first define two (p’ + 1) x (p’ + 1) matrices A and B. 
Number their rows and columns by the set 
C= (co}uGF(p’) 
ordered with co as first element. For t E GF(p’) define u(t) and b(t) by 
a(0) = b(0) = - 1 
u(t) = 1, b(t) = -1 when t is a quadratic residue in GF(p’), 
u(t) = -1, b(t) = 1 when t is a quadratic nonresidue in GF(p’). 
Let A = (aij) and B = (b,) be the matrices with 
aooj = a,, = bmj = bi, = 1 for all i and j, 
aij = a(j - i), b, = b(i + j) for i, j E GF(p’). 
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It is a consequence of the theory of quadratic residues that this matrix H is 
an Hadamard matrix. We define a BHR compatible to H. 
Take 
D={co’}U{i’;iEGF(p’)), 
order D in the same way as C and order CUD by letting C precede D. Use 
CUD as index set for rows and columns in H. Each row a # co, 
a E CUD, shall correspond to a board, call it board a. Each column shall 
correspond to a pair of players; let C, and D, denote the pairs corresponding 
to columns a E C and b’ E D, respectively. 
All boards i, i E GF(p’), and the board co’ shall be played by a C-pair 
and a D-pair: 
Board i, i E GF(p’) is played by C, vs. Dei 
Ci vs. D, 
Ci+h VS. Dh-i, h E GF(p’), h # 0. 
Board co ’ is played by C* vs. D, 
Ctl vs. Dp,. 
We first check that each C-pair meets each D-pair once on these boards. 
This is clear when at least one of the pairs is C, or D, . Let j, k E GF(p’). 
If j + k = 0, pairs Cj and D, meet on board co ‘. If j + k # 0, the system 
i+h=j, h-i=k 
has a unique solution (h, i), and h # 0. Cj and D, then meet on board i. 
We also have to check that the part of the rotation so far defined is 
compatible to H. But 
hi, = aim = 1, hi,c-i,s=bi,-i=b(0)=- 1, 
hi, = aii = a(0) = - 1, hi,, = bi, = 1, 
h /,i+h=ai,i+,+=a(h)y hi,(h-i)‘=bi.h-i=b(h) 
and b(h) = - a(h) for h # 0, 
h w,,j=b,= 1, hoor,t-k)f=-am,-k=- 1. 
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The final pr boards, numbered by i’, i E GF(p’), shall be played by C- 
pairs vs. C-pairs and D-pairs vs. D-pairs. The construction depends on the 
following lemma. 
LEMMA. Let p’ be an odd prime power, pr # 5, p’ # 9. It is possible to 
divide GF(p’) - {0} into disjoint subsets, each with two elements, in such a 
way that 
(a) each subset (u, v) consists of one quadratic residue and one 
quadratic nonresidue, 
(b) for any two different subsets {u,, v,} and {us, v2} we have 
u, - v, # u2 - v2 and u, - v, # vz - u2 (we write this u, - v, # f (u, - vJ). 
Before proving this lemma let us complete the construction of the BHR. 
Let p’ # 5, p’ # 9. Choose a division of GF(p’) - (0) into subsets (u, v} as 
described in the lemma. Define the rest of the BHR: 
Board i’, i E GF(p’), is played by C, VS. C-i 
Dm vs. Di 
CT,- i vs. Crwi for each chosen 
i Duii vs. D,+i subset {u, v}. 
Clearly, C, meets each Cj, j E GF(p’). For j, k E GF(p’), j f k the pairs Cj 
and C, meet once for each solution to one of the systems 
u-i=j, v-i=k, v-i=j, u-i=k. (2) 
A solution has to satisfy j - k = f (u - v). Since the f@” - 1) subsets {u, v} 
have distinct differences f (u - v), the set { f (U - v)] must be the whole 
set GF(p’) - {O}. Thus j - k = + (u - v) has a unique solution (u, v} which 
gives a solution to one of the systems (2). We have 
hit,,-i=bi,u-i=b(u), hi,,,-i=b(v) 
and b(u) = - b(v) by condition (a) of the lemma. Thus the meeting of Cj and 
C, is compatible to H. This is also true for C, vs. Cmi since 
hi,,m = bi, = 1, hi,< pi = b,, ei = b(0) = - 1. 
That D-pairs also meet each other once and that the meeting is compatible 
to H are proved similarly. 
The two exceptional cases p’ = 5,~’ = 9 can be proved in the same way 
by using a division of GF(p’) - {t} into subsets of two elements, where t is a 
suitably chosen quadratic nonresidue. For these two cases n = 12 and 
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n = 20, however, we have solutions by earlier methods since 11 and 19 are 
primes. 
This completes the proof of the theorem. 
Proof of the Lemma. The proof is divided into three cases. We 
abbreviate “quadratic residue” as qr and “quadratic nonresidue” as qnr. 
(1) If p’ = 4m + 3 for some integer m, take the sets {u, - u). For 
these p’-values -1 is a qnr, so condition (a) will be satisfied. If U, - (-u,) = 
k (u, - (-u,)), then U, = f u2 and the two sets (u,, -u,} and {u,, -uz} are 
identical. This proves (b). (This case is included for completeness. For these 
p’-values it is known that there is a BHR for p’ + 1 pairs 
(Berlekamp-Hwang [ 11) and therefore for 2(p’ + 1) (Hwang 131)) 
(2) Let p’ = 4m + 1, and assume that m has at least one odd prime 
factor. Write p’ = 4kq + 1, where k is odd, k > 1, and q = 2’, I> 0, I an 
integer. 
The multiplicative group GF(p’) - (0) is known to be cyclic. Choose a 
generator c of this group. Then czkq = - 1, and - 1 is a qr. Put for each 
integer s 
M, = (c’+~~~; 0 < i < k}. 
Then MS + 4q = Ms. The 4q sets M,, M, ,..., M,,-, are disjoint and their union 
is GF(p’) - (0). MS consists of qr’s when s is even and of qnr’s when s is 
odd. Since -1 = c2kq, u E M, implies - u E Ms+2q and conversely. This can 
be written M,,,, = - M,. 
We choose two elements a, b E GF(p’) - {0) such that 
(i) a, b-E MS for some odd s, 
(ii) a - 1 is a qr, 
(iii) b - 1 is a qnr. 
We will show below that such a, b can be chosen. With a, b chosen take the 
subsets 
{u, au} for u E M,, 0 <j < 9, 
{u, bu} for UEM,, q<j<2q. 
When u runs through M,, au runs through M2j+s and bu also runs 
through M2j+s. Since s is odd, (i) therefore implies that the constructed 
subsets are disjoint, that their union is GF(p’) - (0) and that condition (a) 
of the lemma is satisfied. 
For two constructed subsets (ui, au,} and (u,, bu,} we must have 
u, - au, # f (u, - bu,) because of conditions (ii) and (iii) and the fact that 
u, , u2 and -1 are qr’s. 
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In order to prove that u1 - au, # f (uz - au*) for two different sets 
{%~~%I and {u,, au*} we have to rule out u2 = -ui. But 
u, E M,, 0 <j < q. Since -M, = MV+ZQ the equality u2 = -u, would imply 
u2 E M2j+2qy contradicting the construction. A similar argument for subsets 
(u, bu) completes the proof of condition (b). 
We have to show that the elements a, b can be chosen satisfying (i)-(iii). 
Call a set A c GF(p’) - (0) uniform, if all elements of A are qr’s or all 
elements are qnr’s. Let M, - 1 = {u - 1; u E M,}. That a, b cannot be 
chosen satisfying (i)-(iii) is equivalent to M, - 1 being uniform for all odd s. 
We assume this to be true and deduce a contradiction. 
We claim that if M, - 1 and M,, zq - 1 are uniform, so is M,, - 1. For 
U- 1 EM,- 1 implies uEM,,--uEM,+,,,-u- 1 cZM,+~~-- 1. Write 
u2- 1 =-(u- 1)(-u- 1). (3) 
When u = cSf4i9 runs through M,, u2 = czstBiq runs through M,,. Therefore 
if MS- 1 and MS+,,- 1 are uniform, the right-hand side of (3) shows that 
M,, - 1 is uniform. 
Now if, as assumed, M, + u - 1 is uniform for each j, M, + 2j+ 2q - 1 is also 
uniform and we conclude that M, +4j is uniform. If 24 > 4 we repeat this 
argument. Since q is a power of 2, 24 > 4 implies that 2q is a multiple of 4. 
Hence M2+4j- 1 and Mz+4j+2q- 1 are both uniform and so is therefore also 
M 4+8j- 1. Repeating in this way, we eventually get that all sets 
M,-l,l<s<4q-1 (4) 
are uniform. 
The total number of qr’s is 2kq. The sets MS - 1 are disjoint and each 
contains k elements. Since - 1 is a qr and lies in none of the sets M, - 1, at 
most 2q - 1 of the sets (4) can consist of qr’s. Thus there are 2q of the sets 
(4) that consist of qnr’s. Their union must be the full set of all qnr’s. M, - 1 
consists of the solutions to p,(x) = (x + l)k - ckS = 0 and the union of 2q 
such sets consists of the solution to an equation 
But, as is well known, the qnr’s are the solutions to x2k9 + 1 = 0, so we get 
2kq E 0 (modp), contradicting 4kq + 1 =p’. 
(3) We still have to consider p’ = 2k + 1, k > 4. The only possible 
cases are r = 1, k = 2”, n > 2, i.e., primes of the type p = 2*” + 1. Since 
n>2,p- 1 is divisible by 8. Putp=8m+ 1. 
We choose c so that 
(i) c is a generator of GF(p) - {O), 
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(ii) c3+c2+c=c4 for some tEGF(p)-{O}. 
We will show below that such a c can be chosen. 
We have c4m = -1. Take for O< i < m the sets 
c4i 4itl 
,c ), Ic 
4ifZ 
3 C4i+3 1 
jmc 4itl ,-p+*), I-p, .-p+3}. 
It is clear that these sets are disjoint, that their union is GF(p) - (0) and 
that condition (a) of the lemma is satisfied. Since c4m = -1, all f c’(c - l), 
0 <j < 4m are different. It is therefore sufficient (and necessary) in order to 
get (b) of the lemma that 
( f c4i(c3 - 1); 0 < i < m} = ( f c4i+3(c - 1); 0 < i < m) 
or equivalently 
{c~~(c~ - 1); 0 < i < 2m) = (c4i+3(c - 1); 0 < i < 2m}. 
Let t in (ii) be written t = c”+‘. Then (ii) gives 
c3 - 1 = P3(C - 1). 
(5) 
This proves (5). 
We have to prove that c can be chosen satisfying (i) and (ii). We shall 
show that we can take a solution to 
x + (I/x) = 8. (6) 
We start by showing that 3 and 5 are qnr’s for these primes p and that 2 is 
a qr. 
Since p is of the type 4k + 1, the reciprocity law [2, p. 761 tells us that an 
odd prime q is a qnr for p if and only if p is a qnr for q. For q = 3 or q = 5 
we have 
24 E 1 (mod q). 
Repeated squaring gives 
p = 2*” + 1 E 2(mod q). 
Now 2 is a qnr for both 3 and 5, so 3 and 5 are qnr’s for p. That 2 is a qr 
for p is true for any prime p of the type p = 8m + 1 [ 2, p. 751 but can easily 
be proved directly in our case. Repeated squaring of 
2’” = -l(modp) 
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shows that 2 satisfies 
dp- ‘)‘* z 1 (modp). 
Hence 2 is a qr for p. 
Equation (6) can be written 
(x-4)2 = 15. 
Since 15 = 3 x 5 is a qr, the equation has a solution x. 
Next we show that x is a qnr. In fact x = u* would imply 
(u + (l/u))’ = u* + 2 + (l/u*) = 8 + 2 = 10. (7) 
But 10 = 2 x 5 is a qnr, so (7) is a contradiction. Thus x is a qnr. Since the 
order of GF(p)- (0) is a power of 2, every qnr is a generator. So x is a 
generator. Also 3 is a generator and we have x = 3*‘+ ’ for some i. Then 
x3 +x2 +x=x2(x+ 1 + (1/~))=3~‘+*(8 + 1)=34i+4. 
Thus if c = x, both (i) and (ii) are satisfied. This proves the lemma. 
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