In this paper, we investigate the positive influence dominating set (PIDS) which has applications in social networks. We prove that PIDS is APX-hard and propose a greedy algorithm with an approximation ratio of H(δ) where H is the harmonic function and δ is the maximum vertex degree of the graph representing a social network.
Introduction
Dominating set has been extensively studied and been adopted in many real-life applications. For example, it has been utilized in wireless networks to address media access, routing, power management, and topology control issues [1, 7, 8, 10, 11] . Recently, [5, 9] studied the dominating set in social networks. [5] proposed a greedy approximation algorithm and proved that the algorithm gives a 1 + O(1) approximation with a small constant in O (1) to the dominating set problem in a powerlaw graph. [9] Constructing a minimum PIDS of a social network which consists of individuals with a certain type of social problem (such as drinking, smoking and drug related issues) is helpful for the success of intervention programs. Intervention programs are important tools to help combat some of the social problems and consist of disseminated education and therapy via mail, Internet, or face-to-face interviews. In a social setting, people can have both positive and negative impacts on each other, and a person can take and move among different roles since they are affected by their peers. For example, within the context of drinking problem, a binge drinker can be converted to an abstainer through intervention program and have positive impact on his direct friends (called neighbors). However, he might turn back into a binge drinker and have negative impact on his neighbors if many of his friends are binge drinkers. Ideally, we want to educate all binge drinkers, since this will reduce the possibility of converted binge drinker being influenced by his binge drinker friends who are not chosen in the intervention program. On the other hand, due to the budget limitations, it is impossible to include all the binge drinkers in the intervention program. Therefore, how to choose a subset of individuals to be part of the intervention program so that the effect of the intervention program can spread through the whole group under consideration becomes an important research problem. PIDS is a plausible solution since PIDS can guarantee that by selecting PIDS nodes to participate in the intervention program, each individual in the social network has more positive neighbors than negative ones thus to ensure that the intervention can result in a globally positive impact on the entire social network.
In this paper, we proved the complexity of PIDS problem in general graphs by constructing a L-reduction from vertex cover problem in cubic graphs to PIDS. Furthermore, we propose a greedy approximation algorithm and give theoretical analysis about its approximation ratio. The results show that PIDS is APX-hard and the greedy algorithm produces an approximation solution within a factor of H(δ) from optimal where H is the harmonic function and δ is the maximum vertex degree of input graph.
The rest of this paper is organized as follows.
In Section 2, we analyze the complexity of PIDS problem. Section 3 presents a greedy approximation algorithm for PIDS and analyzes its approximation ratio. Section 4 concludes this paper and discusses the future work.
Complexity Theorem 1. PIDS is APX-hard.
Proof. It can be found in [4] that the vertex cover problem in cubic graph (let us call it VC-cubic) is APX-complete. A cubic graph is a graph with every vertex's degree of exactly three. Given a cubic graph, the VC-cubic is to find a minimum vertex cover, i.e., a minimum-cardinality subset C of vertices such that every edge has an endpoint in C . To prove our theorem, we construct a L-reduction from VC-cubic to PIDS.
Consider a cubic graph G = (V , E) as in Fig. 1 (a) as an instance of VC-cubic. First, we construct a bipartite graph B = (V ∪ U E , F ) as in Fig. 1(b) . Each vertex u e ∈ U E is corresponding to an edge e ∈ E. An edge (v, u e ) exists in F if and only if v ∈ e, i.e., v is an endpoint of e. Now, for each vertex u e ∈ U E , we attach a path (u e , a e , b e , c e ) and for each vertex v ∈ V , we attach three paths
The construction is illustrated in Fig. 1(c) . The obtained graph is denoted by
As can be seen from the illustration, every node in U e has degree of 3, every node in V has degree of 6 in the constructed graph G ′ . Next, we show a claim.
Claim 2. G has a vertex cover of size at most k if and only if G
′ has a positive influence dominating set of size at most k + 9n where n = |V |. 
Since each vertex has degree of three in G, we have n/2 = |E|/3 ≤ opt VC −cubic (G). Plugging n = (opt PIDS (G ′ ) − opt VC −cubic (G))/9 into the inequality, we have
Moreover, from the proof of Claim 2, we see that if G ′ has a positive influence dominating set D, then we can construct, in polynomial time, a vertex cover C = D ∩ V of G with size |D| − 9n. Therefore,
This means that VC-cubic is L-reducible to PIDS.
APX-hardness of PIDS means that if NP ̸ = P, then PIDS has no PTAS (polynomial-time approximation scheme). If PIDS
has a polynomial-time constant-approximation, then we can conclude that PIDS is in APX and hence is APX-complete. However, so far, we are unable to find a constant-approximation. Instead, we would like to present a polynomial-time
H(δ)-approximation for PIDS where δ is the maximum vertex degree of the input graph and H(δ) is the harmonic function, i.e., H(δ)
(c) Construction of G ′ . Fig. 1 . Illustration of the L-reduction.
Approximation
In this section, we describe a greedy approximation algorithm and analyze its approximation ratio. To do so, we first define a function f as follows.
Consider a graph G = (V , E) as an instance of PIDS. For any vertex subset
The following lemma states important properties of f . 
For (2) To see ( 
The above lemma suggests a greedy algorithm as follows.
Greedy Algorithm
To establish the performance ratio of this greedy algorithm, we will employ a well-known theorem [12] as follows. 
Lemma 5. f is monotone increasing.

Proof. Suppose
Lemma 6. f is submodular.
Proof. It has been known [2, 3] that f is submodular if and only if for
For u ̸ ∈ V B and A ⊂ B, we have The positive influence dominating set problem can be considered as a special case of the Set Multicover problem in [13] via the following mapping: Let the vertex set V in G as the universe, each vertex in V as an element, for each v, the collection contains the subsets of set S v which contains all its neighbors. Then define the coverage requirement of each element v to be the ceiling of deg(v)/2. The H(δ) approximation greedy algorithm follows directly. However, The proof in [13] is based on LP approximation and dual fitting techniques which are rather complicated, while we solve the problem in the framework of submodular functions.
Conclusion and future work
In this paper, we investigated the positive influence dominating set (PIDS) which has applications in social networks. we proved the complexity of PIDS problem in general graphs by constructing an L-reduction from VC-cubic to PIDS. Furthermore, we propose a greedy approximation algorithm and give theoretical analysis about its approximation ratio. [6] studied the hardness of optimization in power-law graph and found that dominating set is theoretically an easier problem in a powerlaw graph than in a general graph. We are interested in studying PIDS in a power-law graph since most social networks follow the power-law.
