Abstract. This paper shows that a microcanonical approach to complexity, such as the Microcanonical Multiscale Formalism, provides new insights to analyze non-linear dynamics of speech, specifically in relation to the problem of speech samples classification according to their information content. Central to the approach is the precise computation of Local Predictability Exponents (LPEs) according to a procedure based on the evaluation of the degree of reconstructibility around a given point. We show that LPEs are key quantities related to predictability in the framework of reconstructible systems: it is possible to reconstruct the whole speech signal by applying a reconstruction kernel to a small subset of points selected according to their LPE value. This provides a strong indication of the importance of the Unpredictable Points Manifold (UPM), already demonstrated for other types of complex signals. Experiments show that a UPM containing around 12% of the points provides very good perceptual reconstruction quality.
Introduction
The existence of highly non-linear and turbulent phenomena in the production process of the speech signal has been theoretically and experimentally established [5, 15] . However, most of the classical approach in speech processing are based on linear techniques which basically rely on the source-filter model. These linear approachs can not adequately take into account or capture the complex dynamics of speech (despite their undeniable importance). For instance, it has been shown that the Gaussian linear prediction analysis which is a ubiquitous technique in current speech technologies, cannot be used to extract all the dynamical structure of real speech time series (for all simple vowels of US English and for both male and female speakers) [9] . For this reason, non-linear speech processing has recently gained a significant attention, seeking for alternatives of these dominant linear methods [8] . The use of Lyapunov Exponents (associated to the degree of chaos or predictability in a dynamical system) [7] or fractal dimensions of speech (Minkowski-Bouligand dimensions, related to the amount of turbulence in a speech sound) [11] for phoneme classification are successful examples of such methods considering speech as a realization of complex system in a physical sense.
Recent advances in the analysis of complex signals and systems have shown that a microcanonical approach associated to a precise evaluation of Local Predictability Exponents (LPEs) can be derived from analogies with Statistical Physics. These methods can be used to get access to non-linear characteristics of the speech signal and to relate them with the geometrical localization of highly unpredictable points [2] in the signal domain. The framework called Microcanonical Multiscale Formalism (MMF) can be used to compute these LPEs [18] . In an earlier work [6] we have presented the potential of these exponents in the identification of transition fronts in the speech signal and we used them to develop a powerful phonetic segmentation algorithm. In this paper, by showing how the evaluation of predictability is embedded in the estimation procedure of LPEs, we study how they truly quantify the information content at any given point. We show how the LPEs can be used to determine a proper subset in the signal domain made of points which are the most informative (i.e. less predictable). This is proved, in the framework of reconstructible systems, by successful reconstruction of the whole signal from that proper subset, called for that reason the Unpredictable Points Manifold (UPM) [14] , which turns to be identical with the Most Singular Manifold previously defined in [18] .
We use an objective measure of perceptual quality to evaluate the reconstructibility of speech signal from the UPM. We show that quite natural reconstruction can be achieved by applying the reconstruction formula to a UPM which contains only around 12% of samples. This implies the possibility of the future development of an efficient speech compression algorithm. Moreover, this significant redundancy reduction, together with the previous promising phonetic segmentation results [6] , add to demonstrate the high potential of LPEs in the analysis of speech signal. This paper is organized as follows: section 2 provides a brief review of basic concepts of the MMF. In section 3 we present the detailed procedure for the estimation of LPEs through a local reconstruction procedure. In section 4 the experimental results are presented and finally, in section 5 we draw our conclusions.
Microcanonical Multiscale Formalism
Microcanonical Multiscale Formalism (MMF) is a microcanonical approach to the geometric-statistical properties of complex signals and systems [18] . It can be seen as an extension of previous approaches [1] for the analysis of turbulent data, in the sense that it considers quantities defined at each point of the signal's domain, instead of averages used in canonical formulations (moments and structure functions) [3, 13] . MMF is based on the computation of a singularity exponent at every point in a signal's domain; we call the singularity exponents Local Predictability Exponents or LPEs. LPEs unlock the relations between geometry and statistics in a complex signal, and have been used in a wide variety of applications ranging from signal compression to inference and prediction [16, 12] . LPEs are defined by the evaluation of the limiting behavior of a multiscale functional Γ r at each point t and scale r:
If Γ r (s(t)) = |s(t + r) − s(t)|, then evaluation of LPE h(t) results in Hölder exponents which are widely used in fractal analysis. However it is often difficult to obtain good estimation of Hölder exponents because of the sensitivity and instability of linear increments. Another choice for Γ r is introduced in [18] is a measure operating on the derivative of the signal s :
In equation 1 the singularity exponent h(t) is called a LPE at t. It can be evaluated through log − log regression of wavelet projections [10, 17] but the resolution capability of a wavelet depends on the number of its zero-crossings, which is increased in higher order wavelet but is minimum for positive wavelets. So, the introduction of gradient measures improves the spatial resolution of LPE estimation. However it is still possible to achieve better precision in the estimation of LPEs, particularly while attempting to mitigate the phenomenon of oscillations in a wavelet decomposition or while avoiding the problem of determining a wavelet adapted to the nature of the signal. This leads to the estimation of LPEs as presented in the next section.
Evaluating LPEs through local reconstruction
In [16] is presented, in the case of 2D signals, a formal reconstruction of a signal from partial information about its gradient. This reconstruction is properly defined for signals having at each point t a value h(t) defined by equation 1 (in the case of the functional in Eq. (2)). The singularity exponents h(t) define a hierarchy of sets having a multiscale structure closely related of the cascading properties of some random variables associated to the macroscopic description of the system under study. Among these sets, the Most Singular Manifold F ∞ (MSM, defined by the points in the signal's domain having the minimal singularity exponent at a given threshold) maximizes the statistical information in the signal. Consequently, there is a universal operator that reconstructs the signal from its gradient restricted to the MSM. The set F ∞ defines a current of the essential gradient defined by:
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where δ F∞ is the distribution associated to the continuum of the MSM. According to these notations, the reconstruction formula reads
where g is a universal reconstruction kernel defined in Fourier space by:
This reconstruction kernel g acts as an inverse derivative operator in Fourier space and there is at least one set F ∞ for which the reconstruction formula is trivial: if we take as F ∞ the whole signal domain, then the reconstruction formula takes the form ∇ F∞ s(t) = s (t). If F is any set for which the reconstruction is perfect, then, according to [16, 14] , the decision to include or not a point t in F is local around t. By definition, the Unpredictable Point Manifold (UPM) F upm , the collection of all unpredictable points, is the smallest set for which perfect reconstruction is achieved. The basic conjecture of the framework of reconstructible systems is that F upm = F ∞ i.e. UPM = MSM. Assuming this, we will therefore define a quantity associated with the local degree of predictability at each point. This quantity is a special vectorial measure defined by a wavelet projection of the gradient which penalizes unpredictability.
Given the point t in the domain of discrete signal s(t), the simplest neighborhood associated to the predictability at time t, can be formed by the three points (p 0 , p 1 , p 2 ) where p 0 = t, p 1 = t + 1 and p 2 = t − 1. In order to avoid standard harmonics of the form (e 2ikπ/n ) k which are dependent to the size n, we first mention that the simplest Nyquist frequency in the two directions of a given point t, is 2π/3. Consequently we introduce the complex number ω = e 2iπ/3 = − 
Now we define a derivation operator d x in Fourier space, which is naturally associated to a half-pixel difference between a given point and its immediate neighbors:
and its action on a vector is being done componentwise. Indeed, we multiply M by a vector and then we applyd x and multiply the resulting vector by M −1 . The local reconstruction operator is then defined as:
. We use these gradient and reconstruction operators to define a UPM measure of local correlation as follows. Given a point t 0 and a scale r 0 , we define the neighborhood of t 0 as (p 0 , p 1 , p 2 ) and the associated signal values of this neighborhood as (s 0 , s 1 , s 2 ). Given the averagē s = 1 3 (s 0 + s 1 + s 2 ) we form the conveniently detrended vector (u 0 , u 1 , u 2 ) as u 0 = p 0 +s, u 1 = p 0 −s, u 2 = p 0 −s. We apply d x to the vector (u 0 , u 1 , u 2 ) to obtain (g 0 , g 1 , g 2 ) whose we save its first element as A = g 0 . The local reconstruction operator is then applied to (g 0 , g 1 , g 2 ) in order to deduce the reconstructed signal (q 0 , q 1 , q 2 ). Once again, we apply d x to the latter to obtain (ρ 0 , ρ 1 , ρ 2 ). The UPM measure of local correlation is then defined as:
The exponents h(t), thus called Local Predictability Exponents (LPEs), are then obtained using a point-wise evaluation of Eq. (1) with this UPM measure.
Experimental results
The practical formation of UPM includes the determination of a threshold h θ , such that the application of the reconstruction formula to the points in which their LPE is inferior to this threshold (i.e. < h(t) < h θ ), provides negligible reconstruction error. However, in the case of speech signal, a global determination of h θ can be problematic. Indeed, speech is a non-stationary signal which can be regarded as the concatenation of small units (phonemes) which essentially possess diverse statistical characteristics. Hence a globally selected h θ might lead in perfect reconstruction of some phonemes (where the global h θ has formed a dense UPM around the neighborhood), while providing poor reconstruction of some other parts (where a less dense UPM is formed). To preserve the relative reconstruction quality for the whole signal, we define a global UPM density and we locally select h θ such that this density is preserved in each neighborhood. For instance, to form a UPM containing 10% of the points of the signal, we use a sliding window (without overlapping) and for each window, we take 10% of the points in the neighborhood having the least values of LPE (i.e. they are less predictable). The window length of 20msecs is employed so that the statistical variations of speech signal in each window might be neglgible. We take 10secs of speech signal from TIMIT database to assess the reconstructibility of speech signal from their UPM. The sample speech signal used for this experiment has a high voice activity factor(= 0.9). Hence, the resulting redundancy reduction could not be related to a simple voice activity detection.
To evaluate the quality of the reconstructed speech signals, a composite objective measure of speech distortion [4] is used. This composite measure is a combination of several basic perceptual measures, and has shown high correlation with subjective listening test which is believed to be the most accurate method for evaluating speech quality. This measure provides a predicted rating of speech distortion according to the SIG scale. Figure 1 shows the description of SIG scale, along with the resulting reconstruction scores for different UPM densities. In order to demonstrate how UPM truly corresponds to the most informative subset, we have compared the results of reconstruction from UPM with that of reconstruction from another subset which has the same size but is formed as the collection of equally spaced samples. It can be seen that the reconstruction scores obtained by the UPM is significantly superior. Moreover, quite natural reconstruction is achieved with only around 12% of the points in the UPM. In this case, the standard error of reconstruction (as defined in [18] ) is equal to 27dB, which confirms the quality of the waveform reconstruction, besides the perceptual quality evaluated by the aforementioned composite measure.
Conclusion
By precise estimation of the LPEs according to the evaluation of the degree of local reconstructibility, we showed that it is possible to recognize the most informative subset inside the speech signal, called the UPM. We successfully used UPM to reconstruct the whole speech signal, with enough naturality. Indeed, a SIG score of 3.5 is achieved by a reconstruction from 12% of speech samples. Following our successful LPE-based phonetic segmentation [6] , such significant redundancy reduction with a simple use of LPEs gives more ground to the relevance of these parameters in the analysis of the complex dynamics of speech signal, while leaving the door open for particularities of the speech signal w.r.t. the MMF, yet to be discovered in future studies.
