Abstract. In this paper, a segmentation system with a modified automatic Seeded Region Growing (SRG) based on Particle Swarm Optimization (PSO) image clustering will be presented. The paper is focused on Magnetic Resonance Imaging (MRI) breast tumour segmentation. The PSO clusters' intensities are involved in the proposed algorithms of the automated SRG initial seed and threshold value selection. Prior to that, some pre-processing methodologies are involved. And breast skin is detected and deleted using the integration of two algorithms, i.e. Level Set Active Contour and Morphological Thinning. The system is applied and tested on the RIDER breast MRI dataset, and the results are evaluated and presented in comparison to the Ground Truths of the dataset. The results show higher performance compared to the previous segmentation approaches that have been tested on the same dataset.
Introduction
Breast cancer today is the leading cause of death amongst cancer patients inflicting women around the world. To date, 1.38 million new breast cancer cases have been diagnosed, which is 23% of total new cancer cases in the world. 458,400 breast cancer death cases have been recorded making up 14% of the total cancer deaths in 2008 alone [1] . Several of the commonly used medical screening techniques used for breast screening are mammography, ultrasound and MRI. While the produced images by mammogram demonstrates the contrast between soft tissue and bone density, MRI on the other hand, produces clear and crisp images, which provides a better contrast between different kinds of soft tissue. For that reason, MRI is used for breast screening i.e. to explore the small details between breast tissues. Although this is valuable information, the presented data still needs to be interpreted by the radiologist [2] . For this purpose, image processing methods are used to assist the radiologists in improving the quality of these medical images and in detecting tumour masses.
Related Work
Several techniques have been developed and also evolved for medical image segmentation. These includes methods such as Particle Swarm Optimization (PSO) [3] , Genetic Algorithm [4] and Artificial Fuzzy Logic [5] [6] [7] . The supervised, unsupervised and semi-supervised methods are explored in Azmi et al's study [8] . In their comparison study on MRI Breast RIDER dataset, the researchers found that the supervised segmentation methods such as; K-Nearest Neighbors (KNN), Support Vector Machine (SVM) and Bayesian and the semi-supervised method such as self training and improved self-training (IMPST) lead to high accuracy. However labeled data is needed. Hence, the process becomes difficult, expensive, and involves a lot of time.
On the other hand, unsupervised methods such as; Fuzzy C-means (FCM) need no prior knowledge. However, the performance is low [8] . The Seeded Region Growing algorithm which was proposed by Adams and Bischof [9] is widely used in the medical images today because it effectively segments different types of images [10] . In Meinel's study on MRI breast segmentation [11] the SRG was also used. The experiments on breast tumour segmentation returned robust results. However, this approach needed an initial threshold value to be specified by the user. This is used to find the anticipated locations of the tumors. The SRG Feature Extraction algorithm has been proposed on cervical cancer screening. This algorithm extracted four cervical cells features; size of nucleus, cytoplasm, grey level of nucleus and cytoplasm. The data extracted using SRGFE algorithm gave high correlation value when compared with data extracted manually. Still, the user needs to determine the region of interest to select the initial seed pixel. The user also needs to determine the threshold value [12] . Wu et al. proposed texture feature-based automated SRG algorithm on abdominal organ segmentation [13] . The advantage of this algorithm is that it allows minimum user intervention. This is helpful for batch work. However, this approach does have drawbacks. Texture feature based methods all have the assumption that the region should have texture homogeneity. For organs with complex texture, this approach may not work well. Shan et al. proposed an automatic seed point selection algorithm for SRG on ultrasound breast images [14] . The algorithm needs no prior information or training process. Both the homogeneous texture features and spatial features of the breast tumors are taken into account. However, some cases failed because of the shadowing effects of areas having similar intensity as the tumor and right below the tumor. In this study, a proposed segmentation approach with automated features for MRI breast tumor segmentation is presented using modified automatic SRG method based on PSO image clustering.
Proposed Approach
The proposed approach starts with a pre-processing phase which is followed by the detection and deletion of the breast skin. Then automatic seed and threshold selection processes are presented based on PSO image clustering before the SRG algorithm is applied. The whole perspective is shown as in Fig. 1 . 
Image Pre-Processing
The pre-processing phase is the first process that is executed. The image is split into two sub-images; the right breast image and the left breast image. This process is used only if the MRI breast image is Axial (i.e. the image is taken from the perspective of the patient from head to toe). This process is skipped if the image is Sagittal (i.e. the image is taken according to the lateral view). The splitting process can be done by finding the middle of the X-coordinate of the image and splitting the image vertically from that point. The median filter is then applied in order to enhance the images' resolution and to reduce the presence of the salt and pepper noise while the boundaries and features are kept intact [15] .
Breast Skin Detection and Deletion
The purpose of this process is to delete the breast skin area which has similar intensity range compared to the tumor area's intensity range. This process is also necessary in order to facilitate a better automatic seed selection for the tumor segmentation in the next stage. To delete the breast skin, an integration of Level Set Active Contour algorithm [16] with Morphological Thinning Algorithm is used in this phase. The Level Set Active Contour (Chunming's algorithm) is used to detect the breast skin border; the algorithm is dynamic curves that move toward the mass border. An external energy moves the zero level curves toward the mass border using the edge indicator function g that is defined in (1) = 1 1+ * 2
( 1) where I is the image, is the Gaussian kernel with a standard deviation σ. By changing the σ parameter value and the number of the iterations, In order to delete the detected breast skin border, the Morphological Thinning Algorithm [17] is used. The thinning level depends on the number of iterations. Whenever the number of iterations is increased, there would be more shrinking of the image's border. The Morphological Thinning Algorithm only accepts a binary version of the image. Therefore, the resultant image after the Chunming's algorithm would be converted to binary image. Furthermore, after applying the thinning, the binary image is reconverted into its original grey scale representation.
A Modified Automatic SRG Based On PSO Image Clustering
In this study, the SRG algorithm for tumour segmentation is chosen because it is fast, simple and robust [18] . While the chosen image clustering method is PSO-based, because it produces better results compared with other clustering methods such as Kmeans, Fuzzy C-means, K-Harmonic means and Genetic Algorithms [19] [20] [21] .
Seeded Region Growing (SRG).
SRG [9] starts with an initial seed pixel and tries to compare their neighborhood pixels with the seed according to some attributes, such as the intensity or texture. It then merges them if they are similar enough. The eight neighbor pixels will be tested according to the intensity next sorted into the segmented pixel list if the tested neighbor pixel has similar intensity. Subsequently, the eight neighbors of the new pixel will be tested and sorted too. The process then continues in the same manner. Fig. 2 shows the initial seed pixel and the eight neighbors. SRG has two variable factors which are usually selected manually. The first factor is determining the initial seed pixel that the SRG can start growing. The second factor is the threshold value for measuring the difference between the pixel and their neighbors. In this work, an automated version of the seed selection algorithm and SRG threshold based on the PSO image clustering are presented. Applying the PSO image clustering would be organizing the image into groups whose members are having similar intensity range. Therefore, each cluster represents different intensity range of image. Various versions of image clustering based on PSO have been proposed in [19] [20] [21] . The method used in this paper proposed in [19] and described in [21] as below: is the number of clusters to be formed, is the p-th pixel, is the subset of pixel vectors that form cluster j, = 1 , … , … where refers to the jth cluster centroid vector of the i-th particle.
represents the Euclidean distance between the p-th pixel zp and the centroid of j-th cluster of particle i.
Calculate the fitness function
, where Z is a matrix representing the assignment of pixels to clusters of particle i. Update the personal best and the global best positions. Update the cluster centroids using equations (2) and (3).
Where is the current position of the particle, is the current velocity of the particle, yi, is the best position that particle has achieved so far, is the location of overall best value, w is the inertia weight, 1 and 2 are the acceleration constants, and are random numbers generated in the range between 0 and 1. 3. Segment the image using the optimal number of clusters and the optimal clusters centroids given by the best global particle.
The Proposed Automatic SRG Initial Seed Selection.
After applying the PSO image clustering, the clusters' intensities would be ranked in ascending order. Subsequently, the cluster which has the highest intensity would be chosen. Then the centre of the chosen cluster region is selected as the initial seed. The steps taken for this process are as follows: The Proposed Automatic SRG Threshold Value Selection. The importance of this process is because of the ranges of the grayscale representations for the tumour and the other parts of the breast are not consistent from one image to another. Therefore, the proposed method has the capability of changing the SRG threshold value according to the respective image's gray scale distribution. The method is based upon finding the optimum estimated value from the PSO clusters' intensities mean values. The average for clusters' intensities except the highest cluster's intensity (which contains the tumor region) has to be calculated first using equation (4).
Where i is the PSO clusters counter, is the maximum clusters number, CI is the cluster intensity and CAvg is the clusters' intensity average. The CAvg is used to examine the optimum SRG threshold value as described in the pseudo code:
SET 
Experimental Results and Discussion
The methodology explained earlier is applied and tested on the RIDER Breast MRI dataset which is downloaded from the National Biomedical Imaging Archive (NBIA) [22] . This website belongs to the U.S. National Cancer Institute. The dataset includes breast MRI images for five patients. All images are Axial 288 X 288 pixels. The dataset also include Ground Truth (GT) segmentation, which have been identified manually by a radiologist. Three sequences with their GT are selected for each patient to be used in the experiments as test images. GT is used as a benchmark for performance evaluation of segmentation methods in our experiments. Fig 3 illustrates one RIDER MRI breast image after applying the different processes of the approach. Different measures are used in this study in order to evaluate the segmentation accuracy. The number of pixels of ( ) and ( ) have to be found first, where ( ) represents the segmented region by the proposed approach, while ( ) represents the ground truth regions segmented by the experts. The evaluation measures used in this study are; True Positive Fraction (TPF) (also called Sensitivity), True Negative Fraction (TNF) [23] [24] [25] [26] , Relative Overlap (RO) (also called segmentation precision) and Misclassification Rate (MCR) which have been used before for brain segmentation [27] and in breast segmentation [8, 28] . The calculations are made using the equations 5-8. = ∩ (5)
The results of the proposed approach are compared with the results of the previous works involving five different segmentation approaches. The previous work's results have been stated in the comparison study of [8] . The approaches are K-Nearest Neighbors (KNN), Support Vector Machine (SVM), Bayesian, Fuzzy C-means (FCM) and Improved Self-Training (IMPST). The tested data are the same dataset Table 1 . The results of the proposed approach show improved performance compared with the results of the previous approaches. The proposed approach not only provides improved performance, it also facilitates automated selection of the suspected regions without the need to manually select the region of interest (ROI) as is necessary in the previous approaches. Table 1 show the results of the RO mean (0.704) and TNF mean (0.851) of the proposed approach are improved compared with the previous approaches. Nevertheless, the TPF mean (0.792) and MCS mean (0.209) of the proposed approach are superior to the K.N.N, SVM, Bayesian and IMPST approaches. However, the values are less in accuracy when compared with one approach (the FCM) because it uses manually drawn ROI to select the suspected window before starting the segmentation process. Fig. 3 shows the Receiver Operating Characteristic (ROC) curve which is used to illustrate the True Positive Fraction compared with the False Positive Fraction. From the curve, it can be observed that the Area under the Curve (AUC) is 0.95. The high AUC indicates improved segmentation performance.
Conclusion
A modified automatic Seeded Region Growing based on PSO image clustering system for MRI breast tumour segmentation has been presented in this paper. The modification has been made by proposing two automatic approaches for selecting the SRG variable factors which are usually selected manually. The first approach selects the position of the initial seed pixel; along with the second approach which determines the SRG threshold value for measuring the difference between the pixel and their neighbors. Both approaches are based on the clusters' intensities of the PSO image clustering. Prior to that, some necessary pre-processing processes are made such as; splitting the axial images, noise reduction and deletion of the breast skin using the integration of Level Set Active Contour and Morphological Thinning algorithms. The study is then supported by the results of applying the methodology on the RIDER breast MRI dataset. The evaluation has been made using the ground truth of the dataset as a benchmark. The results are then compared with previous works, which are also based on the same dataset. Not only is the performance significantly improved; the proposed approach also avoided the need for manual selection of the suspected region window, seed pixel and threshold value processes. These processes are replaced with automated methods. The methods are also generic for any grayscale representation of the breast MRI images.
