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SVM による 2 次元コードの識別にデータ拡張の適用を試みた。処理対象である 2 次元コード画
像の特徴を考慮して 7 種類のデータ拡張の手法を採用し、複数種類のデータセットを用意して SVM
による識別を行った。k 分割交差検証によってデータ拡張の適用の有無の比較を行い、異なるコー
ドサイズのサンプル画像への適用を行った。 
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Ⅰ．はじめに 
製造業において多くの企業は自社製品の模造品に悩まされており、その対策として、自社製品
に偽造防止ラベルを貼付したり印刷したりする方法がよく用いられている 1）2）3）。しかし、偽造
防止ラベルなどはある程度の大きさを必要とし、小さい部品に直接使用できない。また、金属や
陶器などの材質に直接刻印することが難しい。そこで、我々は金属などに直接刻印できる微小な
新 2 次元コードを考案し、様々な刻印と読み取り、およびテンプレートマッチングの手法を用い
た微小 2 次元コード識別を行ってきた 4）5）6）。また、機械学習の手法を使用し、サポートベクター
マシン（Support Vector Machine、以下は SVM と表す）による 2 次元コードの識別を行った 7）。本
稿では、SVM による 2 次元コードの識別へデータ拡張の手法の適用を試みる。 
 
Ⅱ．2 次元コードと SVM による識別 
 我々が考案した新 2 次元コードは、金属などの材質に直接刻印でき、かつ 1mm×1mm や 2mm
×2mm 程度の微小領域に表現できるように、図 1 に示すような、“田”の字を構成する各直線分
の組み合わせでコード要素パターンを作成した。計 63 種類あるコード要素パターンを 2×2、3×
3、4×4、5×5 などの形に複数配置することによってコードを構成し、位置決めマークと枠線を
補助的に追加して刻印を行っている 4）。図 2 は、コード要素パターンを 4×4 の形で配置して構成
したコードを金属板に異なるサイズと濃淡で刻印したものの撮影例である。 
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図 1．63 種類のコード要素パターン 
 
 
図 2．異なるサイズと濃淡の刻印の撮影例 
 
これまでに我々は、テンプレートマッチングなどの画像処理の手法を使って、レーザー刻印し
た微小な 2 次元コードの識別を行った 5）。5mm、4mm、3mm、2mm 及び 1mm の異なるサイズの
レーザー刻印の 2 次元コードに適用した結果、1mm サイズにおいてはいくつかの誤識別が発生し
たが、サンプルコードをほぼ原形通りに刻印・撮影することができる 2mm 程度のサイズ以上は、
コードが正しく識別できた。また、レーザー刻印に代わりエッチング加工を用いて金属加工を行
い、比較と評価を行った 6）。1mm 程度の極小サイズでも高精度な識別が達成でき、レーザー刻印
の場合の 2mm～5mm サイズと同等かそれ以上の識別安定性を示すことを確認できた。さらに、機
械学習の手法を使った SVM を用いて 2 次元コードの識別を行った 7）。 
機械学習は教師あり学習と教師なし学習に大別できる。教師あり学習は、入力データとそれに
対応する答えのセットをコンピュータに大量に与え、入力データと答えの間の関係を求める学習
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法である。答えが連続数値である場合は、教師あり学習を回帰問題あるいは関数近似問題とも呼
び、答えが離散値のラベルである場合は、教師あり学習を識別問題あるいは分類問題とも呼ぶ。
画像を対象として扱う場合、入力データは画像であり、答えは画像に付けられるラベルである。
教師あり学習が識別問題あるいは分類問題のとき、学習済みのモデルは識別器あるいは分類器と
呼ぶ。 
SVM は、高い識別性能を持つ優れた教師あり学習法である。SVM の基本は、マージン最大化
と呼ばれる基準で 2 クラスの識別を行う手法である。トレーニングデータを超平面と呼ばれる n
次元平面で 2 つに分離し、超平面に最も近い両クラスに属するトレーニングデータと超平面との
間の距離をマージンと呼び、これを最大化することによって識別を行う。超平面に最も近いトレー
ニングデータのことをサポートベクターと呼ぶ。SVM は 2 クラスを識別するための識別器を作る
ための学習法であるが、複数の SVM を組み合わせることによって多クラスの識別器を構成する
ことができる。 
従来研究 7）においては、例えば図 3 のようなコードパターン画像から、SVM による識別のため
のトレーニングとテスト用のデータセットを作成した。 
 
     
図 3． 63 枚のコードパターンを刻印・撮影した画像の例 
 
図 3 に示すように、レーザー加工で刻印したコード画像から枠内の部分を切り抜いて、63 枚の
コードパターン画像を作成する（最後のコードパターンは最初のコードパターンと同じものなの
で使用しない）。作成したコードパターン画像について、それぞれ左上から順番にバターン番号 1、
2、3、・・・、63 をラベル付けて、一つのデータセットとした。そして、各コード要素パターンの
画像を入力データとし、ラベル付けられたパターン番号を答えとして、SVM を用いて機械学習を
行い、2 次元コードの識別器を構成した。図 4 に作成したデータセットの例を示す。 
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図 4．コードパターン画像とバターン番号からなるデータセットの例 
 
機械学習を行うには、多量の学習画像とラベルからなるトレーニングデータが必要である。し
かし、一般的には入手できる画像の数が限られることが多いし、大量の画像に対してラベル付け
を行うことには高いコストが必要である。そこで、入手した画像に対して人為的に加工を加えて
新しい画像を作り、学習画像を増やすデータ拡張の手法がよく用いられる。本稿では、SVM によ
る 2 次元コードの識別へデータ拡張の手法を適用する。 
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Ⅲ．データ拡張と SVM による識別への適用 
１．データ拡張 
データ拡張（Data Augmentation, DA）とは、画像に対して回転や変形等の様々な人為な処理を加
えて新しい画像を作ることによって、学習画像の数を増やすことである。この手法は、データの
水増し、データオーギュメンテーションとも呼ばれる。機械学習においては、少ない画像で学習
すると過学習に陥ってしまう可能性が高く、多量の学習画像が必要である。しかし、学習画像は
ラベル付き画像が必要であり、大量の画像に対してラベル付けを行うことには高いコストが必要
である。また、入手できる画像の数が限られる場合もある。そこでデータ拡張を行うことによっ
て学習画像を増やし、識別精度の向上を図ることが良く使われる 8）。すでにラベル付けが行われ
た画像に対してデータ拡張をすると、元画像のラベルを使うことができる。 
一方、データ拡張はすべてのケースにおいて識別精度の上昇に効果があるとは限らないことも
報告されている 8）。場合によっては逆に精度が下がってしまうこともある。対象問題と機械学習
の手法によってデータ拡張の方法を適切に選択することが必要である。 
データ拡張の方法としては、一般的に、左右反転、切り抜く、変形、並行移動、拡大縮小、RGB
値の操作、二つの画像の混合等が良く使われている 8）。風景、人物や動物等の画像に対してこれ
らのデータ拡張を行っても画像の重要な特徴を失わせることが少ないが、本稿の対象である 2 次
元コード画像に対しては適用できない場合もある。例えば、2 次元コード画像場合、図 4 の 12 番
と 29 番のように左右反転の画像はそれぞれ異なる番号を表しているため、データ拡張の方法と
しては左右反転が使えない。また、2 次元コード画像はほぼ画面いっぱいで一つのコード図形を
表しているため、切り抜く、変形、並行移動や拡大縮小が使いにくい。そこで、本稿では、画像
の平滑化や濃淡変換等のような RGB 値の操作を中心にデータ拡張の方法を構成した。 
 
２．データセットとデータ拡張方法の構成 
本稿では、従来研究 7）と同じように、加工条件がそれぞれ異なる以下のような複数のデータセッ
トを学習画像として用意した。 
セット A：レーザースピード 50mm/s で刻印したもの。 
セット B：レーザースピード 30mm/s で刻印したもの。 
セット C：レーザースピード 200mm/s で刻印したもの。 
セット D：レーザースピード 500mm/s で刻印したもの。 
セット E：レーザースピード 100mm/s で刻印したもの。 
 
また、画像の平滑化や濃淡変換等のような RGB 値の操作を中心に、以下のようなデータ拡張の
方法を採用した。 
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１）単純平均 
 10×10 のブラーフィルタ（単純平均）による平滑化。 
２）ガウシアン 
 11×11 のガウシアンフィルタによる平滑化。 
３）メディアン 
5×5 のメディアンフィルタ（中央値）による平滑化。 
４）バイラテラル 
 3×3 のバイラテラルフィルタ（エッジ保持）による平滑化。 
５）ブレ 
 線形フィルターによるブレの効果。 
６）ガンマ 0.5 
 ガンマ値が 0.5 であるガンマ補正（暗くする）。 
７）ガンマ 2.0 
 ガンマ値が 2.0 であるガンマ補正（明るくする）。 
 
       
   原画像      単純平均      ガウシアン        メディアン 
       
  バイラテラル        ブレ         ガンマ 0.5       ガンマ 2.0 
図 5．原画像とデータ拡張の適用効果の例 
 
図 5 に、上記データ拡張を適用する前のコードパターンの原画像と、適用した後の画像の例を
示す。データセットの数が 5 であり、各データセットがそれぞれ 63 枚の画像を含み、データ拡張
によって 1 枚の画像が原画像と 7 種類のデータ拡張で計 8 枚になり、合計で 2520 枚の画像を学
習画像として使用した。 
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３．k 分割交差検証による評価 
一般的に、識別器の性能を評価するための方法として、ホールドアウト検証と k 分割交差検証
がよく使われる 9）10）11）。ホールドアウト検証は元のデータセットをトレーニング用データセット
とテスト用データセットに分割し、トレーニング用データセットを使って学習を行い、テスト用
データセットで性能を評価するものである。少ない回数で行えることが利点であるが、データ分
割の仕方によっては偏りが生じ、性能評価に影響を及ぼす可能性がある。一方、k 分割交差検証
は元のデータセットを k 個に分割し、そのうちの k-1 個をトレーニングデータセットとして学習
を行い、残りの 1 個をテストデータセットとして性能を評価する。この手順を k 回繰り返すこと
によって、k 個の性能評価を取得し、総合的に判断して識別器の平均性能を評価する。この方法
では処理回数が相当増えるが、より良い性能評価を得ることができる。 
本稿では、セット A～E の 5 種類のデータセットを使って、データ拡張の適用ありと適用なし
の場合の k=5 の k 分割交差検証を行った。その結果を表 1 に示す。 
 
表 1．k 分割交差検証の結果の正解率（Accuracy） 
 
 
表 1 において明記されていないが、それぞれのテストデータセット以外のデータセットは学習
用のトレーニングデータセットである。例えば、テストデータセットが A である行において、ト
レーニングデータセットは B、C、D、E である。また、正解率（Accuracy）は、識別器が正しく
識別したテストデータの数の比率である。 
検証は、カラー画像とグレースケール画像のそれぞれについて行った。また、データ拡張を適
用する時は、テストデータセット自身のデータ拡張がトレーニングデータに含まれない「適用あ
り１」と、含まれる「適用あり２」の 2 つの場合について実験を行った。例えば、テストデータ
セットが A である行においては、「適用あり１」の場合は、トレーニングデータがデータセット
B、C、D、E の原画像とデータ拡張画像であり、「適用あり２」の場合は、トレーニングデータが
データセット B、C、D、E の原画像とデータ拡張画像、及びデータセット A のデータ拡張画像で
ある。 
表 1 がから分かるように、カラー画像とグレースケール画像の両方において、データ拡張の「適
データ拡張
適⽤なし
データ拡張
適⽤あり１
データ拡張
適⽤あり2
データ拡張
適⽤なし
データ拡張
適⽤あり１
データ拡張
適⽤あり2
A 0.73 0.65 1.0 0.63 0.56 1.0
B 0.98 0.97 1.0 0.97 0.94 1.0
C 0.81 0.79 1.0 0.76 0.67 1.0
D 0.84 0.87 1.0 0.76 0.86 1.0
E 0.71 0.81 1.0 0.68 0.75 1.0
カラー画像テスト
データセット
グレースケール画像
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用なし」の場合と比べて、「適用あり１」の場合、すなわち、トレーニングデータセットに対して
データ拡張を適用した場合、正解率が少しだけ上昇したケースも見られたが（D、E の行）、逆に
下がったケースも生じた（A、B、C の行）。なぜそうなったのか、理由が十分明らかではない。一
方、「適用あり２」の場合、すなわち、元々のトレーニングデータセットに対してデータ拡張を適
用するとともに、テストデータセットにデータ拡張を適用したものもトレーニングデータセット
に加えた場合は、正解率が全て 1.0 に達した。これは、データ拡張を適用した画像は元の画像の
特徴を十分含んでおり、それをトレーニングデータに加えることによって、テストデータに非常
に近いデータがトレーニングデータに含まれるために由来した結果であると考えられる。 
 
４．異なるサイズのサンプルコードへの適用 
さらに、従来研究 7）と同じように、図 6 に示すような異なるサイズで刻印したサンプルコード
に対して、データ拡張の適用ありと適用なしの場合のそれぞれについて、セット A～セット E を
トレーニングデータとして学習を行った識別器で識別を行った。 
 
   
（a）1mm             （b）2mm            （c）3mm 
   
（d）4mm             （e）5mm            （f）6mm 
図 6．異なるサイズで刻印したサンプルコード 
 
図 6 の中の一つのコードパターンの例を図 7 に示す。サイズが大きくなるに従って、2 次元コー
ドパターンの線分幅が細くなるとともに、くっきりなる傾向を示す。また、1 ㎜サイズのコート
パターン画像においては、人間の目視でも判別しにくいほど形が崩れるケースが見受けられる。 
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（a）1mm              （b）2mm             （c）3mm 
     
（d）4mm             （e）5mm            （f）6mm 
図 7．異なるサイズで刻印したコードパターン画像の例 
 
k 分割交差検証の時と同じように、元画像のカラー画像以外に、グレースケール画像ついても
実験を行った。また、データ拡張を適用する時は、同じように「適用あり３」と「適用あり４」
の 2 つの場合について実験を行った。「適用あり３」の場合は、データセット A～E とそれにデー
タ拡張を適用したものをトレーニングデータとした。一方、「適用あり４」の場合は、トレーニン
グデータとして、「適用あり３」の場合のデータセット A～E とそれにデータ拡張を適用したもの
に加えて、異なるサイズのサンプルコードにデータ拡張を適用したものも用いた。 
 
表 2．異なるサイズへの適用結果の正解率（Accuracy） 
 
 
表 2 に、カラー画像、グレースケール画像のそれぞれに対して、データ拡張の「適用なし」、「適
用あり３」と「適用あり４」のそれぞれの場合の、SVM による 2 次元コードの識別結果を示す。
表 2 から分かるように、カラー画像とグレースケース画像を比較した場合、各サイズへの適用結
データ拡張
適⽤なし
データ拡張
適⽤あり３
データ拡張
適⽤あり４
データ拡張
適⽤なし
データ拡張
適⽤あり３
データ拡張
適⽤あり４
1 0.27 0.20 1.0 0.20 0.27 1.0
2 0.60 0.80 1.0 0.73 0.73 1.0
3 0.80 0.73 1.0 0.93 0.73 1.0
4 0.80 0.67 1.0 0.87 0.80 1.0
5 0.80 0.80 1.0 0.87 0.73 1.0
6 0.67 0.74 1.0 0.73 0.67 1.0
コードサイズ
（mm)
カラー画像 グレースケール画像
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果の正解率にある程度変動があるものの、概ね同じ傾向を示している。刻印の形状が大きく崩れ
ている 1 ㎜サイズにおいては 0.2 台と正解率が低い結果となったが、他のサイズでは 0.6～0.9 台
と比較的高い正解率を示した。 
一方、データ拡張の適用の有無に関しては、k 分割交差検証の時と似ているように、「適用あり
３」の場合は、正解率が少し上昇したものもあれば、逆に下がったものもあり、有効性が認めら
れなかった。なぜそうなったのか、同じく理由が十分明らかではない。「適用あり４」の場合は正
解率が全て 1.0 になっているが、これはテストデータのデータ拡張をトレーニングデータに加え
たことに由来した結果であると考えられる。これは、2 次元コードの識別において、同じ製品系
列における同じ加工条件と同じサイズのコードパターンの識別結果を前もって一通り取得し、そ
れ及びそれに対するデータ拡張をトレーニングデータに加えることによって、識別の精度の向上
を図れる示唆となると考えられるが、実用においては手間がかかることが難点である。 
 
Ⅳ．おわりに 
本研究では、偽造防止対策とトレーサビリティを考慮し、既存の偽造防止ラベル・バーコード・
QR コードなどに代替する、金属などに直接刻印できる微小な 2 次元コードを考案し、その実用
化を目指している。本稿では、SVM による 2 次元コードの識別にデータ拡張の適用を試みた。処
理対象を考慮して 7 種類のデータ拡張の手法を採用し、複数種類のデータセットを用意して SVM
による識別を行い、k 分割交差検証によってデータ拡張の適用の有無の比較を行った。また、異
なるコードサイズのサンプル画像への適用を行った。テストデータのデータ拡張をトレーニング
データに加えた場合は正解率 1.0 の結果を得られたが、テストデータと独立なトレーニングデー
タを使用する場合、データ拡張の効果が見られず、その理由もまだ明らかではない。その理由を
追求し、さらに 2 次元コード画像の特性を考慮したデータ拡張の仕方を考案したり、他の方法と
併用して識別精度を高めていったりすることなどが今後の課題として残る。 
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