Abstract. This paper studies the compactness of the operators on the Hardy space formed by multiplying a composition operator C ϕ with the adjoint C * ψ of another composition operator to form either
|f (n)| 2 < ∞, withf(n) denoting the n-th Taylor coefficient of f . Let ϕ be a holomorphic self-map of the disk D, then the equation C ϕ f = f •ϕ defines a composition operator C ϕ with inducing map ϕ. It is a consequence of Littlewood's subordination principle [7] that C ϕ is a bounded operator on H 2 . Let ψ be another holomorphic self-map of D. This paper studies the compactness of the operators formed by multiplying a composition operator C ϕ with the adjoint C * ψ of another composition operator to form either C ϕ C * ψ or C * ψ C ϕ . Our goal is to give a function theoretic characterization of those functions ϕ and ψ for which C ϕ C * ψ or C * ψ C ϕ is compact. The study of compact composition operators on H 2 first appeared in H. J. Schwartz [13] thesis in the late sixties. He proved that, if C ϕ is compact, then |ϕ * | < 1 a.e. on the unit circle. In other words, C ϕ is not compact whenever the set {|ϕ * | = 1} has positive measure. Schwartz also showed this condition is not sufficient, by showing the composition operator induced by
is not compact, even though ϕ maps only a single point of the unit circle onto the unit circle, ϕ(1) = 1. This work was continued by Shapiro and Taylor [14] , who showed that C ϕ is not compact whenever ϕ has an angular derivative at some point of the unit circle. Nonexistence of the angular derivative is not sufficient for compactness in general, but the angular derivative does characterize compactness if the inducing map is univalent [11] . Finally, Shapiro [15] obtained a formula for the essential norm of C ϕ on H 2 , as the asymptotic upper bound of a quantity involving the Nevanlinna counting function of the inducing map. More precisely, 
thus providing a complete function theoretic characterization of compact composition operators, in terms of the inducing map's Nevanlinna counting function N ϕ .
The problem of the compactness of C * ψ C ϕ or C ϕ C * ψ is subtle. In the next section, for motivation for more general results, we consider the operators C * ψ C ϕ and C ϕ C * ψ induced by linear fractional self maps of the disc. We completely characterize the compactness of these linear-fractionally induced operators. With these results it is easy to see the following:
• There are two noncompact composition operators C ϕ and C ψ such that the product C * ψ C ϕ or C ϕ C * ψ is compact.
• The compactness of C ϕ C * ψ is not equivalent to the compactness of C * ϕ C ψ .
This paper is organized as follows. At the end of this section we outline the main results of the paper. Then in Section 2 we completely characterize the compactness of the linear-fractionally induced operators, in terms of the inducing maps ϕ and ψ. Section 3 consists of background material. The rest of the paper is devoted to proving the main results and is broken into two parts: Section 4 considers the operator C * ψ C ϕ , and Section 5 the operator C ϕ C * ψ .
Our main results about the operator C * ψ C ϕ are the following three theorems: Theorem 1.1. Suppose that ϕ and ψ are holomorphic self-maps of the disc. Then C * ψ C ϕ is compact if In the special case when both ϕ and ψ are univalent, we do obtain the converse. As mentioned in [11] , the crucial link between the geometry of a univalent inducing map ϕ and the compactness of C ϕ is the angular derivative of ϕ. Similarly, the link between the compactness of C * ϕ C ψ and the geometry of ϕ and ψ is in the following relation between the angular derivatives of ϕ and ψ. Theorem 1.3. Suppose that ϕ and ψ are univalent holomorphic self-maps of the disc. Then C * ψ C ϕ is compact if and only if ϕ and ψ do not have finite angular derivatives at the same point.
We now turn our attention to a discussion of the operator C ϕ C *
It is easy to see, from the proof of Shapiro's essential norm formula in [15] , that lim sup
Thus the essential norm of a composition operator can be expressed in terms of the Berezin transform:
Our main results about the product C ϕ C * ψ are the following three theorems: Theorem 1.4. Suppose that ϕ and ψ are holomorphic self-maps of the unit disk. Then C ϕ C * ψ is compact if
The converse of the above theorem holds for univalent maps. In fact, for univalent maps we obtain a stronger result than the converse. Theorem 1.5. Suppose that ϕ and ψ are univalent holomorphic self-maps of the unit disk. Then C ϕ C * ψ is compact if and only if
We also characterize the compactness of C ϕ C * ψ in terms of angular derivatives of ϕ and ψ. Set E(ϕ, ω) = {η ∈ ∂D | ϕ * (η) = ω and |ϕ (η)| < ∞}. Theorem 1.6. Suppose that ϕ and ψ are univalent holomorphic self-maps of the unit disk. Then C ϕ C * ψ is compact if and only if
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In this section we prove analogous results for the linear-fractionally induced operators C * ψ C ϕ and C ϕ C * ψ . The proofs will require both an explicit computation of the adjoint of a composition operator induced by a linear fractional self map of the disc, and some properties of Toeplitz operators.
For g in L ∞ (∂D), the Toeplitz operator T g is the operator on H 2 given by
where P is the orthogonal projection of L 2 onto H 2 . (For more details on Toeplitz operators see [3] or [8] .)
Cowen's Adjoint Theorem. ( [5] , Theorem 2, page 153 or [6] , page 322.) Let ψ(z) = (az+b)/(cz+d) be a linear fractional self map of D, where ad−bc = 0. Then σ(z) = (āz −c)/(−bz +d) maps D into itself, g(z) = (−bz +d) −1 and h(z) = cz + d are in H ∞ , and
In [5] Theorem 2, Cowen requires that ad − bc = 1, but this is not necessary. A comment about notation: throughout this section ψ and σ will be linear fractional self maps of the disc, defined by the relationship
A calculation shows that ψ and σ have the following nice properties:
and conversely, if for some ω ∈ ∂D, σ(ω) = η ∈ ∂D, then ψ(η) = ω.
∞ , we obtain another expression for the adjoint
where f (z) = g • σ −1 (z) =bz +ā. A further comment about notation: by applying Cowen's Adjoint Theorem and (6), we will represent the operators C * ψ , C * σ , C * ϕ , and C * Σ as:
Throughout this section we shall reserve the letters ψ, σ, g, h,g,h, ϕ, Σ, G, H, G, and H for this meaning.
Theorem 2.1. Suppose that ϕ and ψ are linear fractional self maps of U . Then C ϕ C * ψ is not compact if and only if there exist points η 1 and η 2 ∈ ∂U such that ϕ(η 1 ) = ψ(η 2 ) ∈ ∂U .
The key to the proof is the following lemma. Lemma 2.2. Suppose that ϕ and ψ are linear fractional self maps of D. Then C ϕ C * ψ is compact if and only if C ϕ C σ is compact. Proof. Suppose first that C ϕ C σ is compact. Since
(by (6) and
it follows that C ϕ C σ is compact.
Proof of Theorem 2.1. By Lemma 2.2, the operator C ϕ C * ψ is not compact if and only if C ϕ C σ = C σ•ϕ is not compact. Since σ • ϕ is a linear fractional self map of D, C σ•ϕ is not compact if and only if σ • ϕ maps a point of the unit circle onto the unit circle. So there exist points η 1 and η 2 ∈ ∂D such that σ • ϕ(η 1 ) = η 2 . Hence by (8) , there exists ω ∈ ∂D such that ϕ(η 1 ) = ω = ψ(η 2 ), which completes the proof. 
Proof. First we will reduce the compactness of C * ψ C ϕ to that of the composition operator
First we will show that C * ψ C * Σ is compact. By (9), C * Σ can be written in the form C *
* is compact if and only if, by Lemma 2.2,
For the other direction, suppose C σ C ϕ is compact and note that, by Lemma 2.2, C σ C ϕ is compact if and only if C σ C * Σ is compact. Now we will show that, if C σ C ϕ and C σ C * Σ are both compact, then C *
By hypothesis C σ C ϕ is compact, so the second term in expression (10) is compact. In order to conclude C * ψ C ϕ is compact, it suffices to show that the factor C σ T * z C ϕ of the first term in expression (10) is compact. The key to this is the following calculation:
where b(z) = zH(z). By Cowen's Adjoint Theorem, we know that H(z) has the form Az + B.
Since ϕ • σ is a linear fractional map of D, C ϕ•σ is not compact if and only if there exist points ω 1 and ω 2 on the unit circle such that ϕ(σ(ω 2 )) = ω 1 . Thus there exists η ∈ ∂D, such that ϕ(ω 1 ) = η and σ(ω 2 ) = η. By (8) ψ(η) = ω 2 , which completes the proof.
We will see that both of these linear fractional map results are prototypes for more general theorems. Theorem 2.1 illustrates that the compactness of C ϕ C * ψ depends on the behavior of the range of ϕ and ψ. It illustrates the intuitive principle that, if the sets ϕ(D), ψ(D), and ∂D are close, then C ϕ C * ψ is not compact. Similarly, Theorem 2.3 points to the fact that the compactness of C * ψ C ϕ depends on the behavior in the domain of ϕ and ψ.
We now consider three examples that illustrate some differences between the compactness of the operators C * ψ C ϕ and C ϕ C * ψ . In all three examples ϕ and ψ are linear fractional self maps of the disc, and the composition operators C ϕ and C ψ are not compact.
Consider the operators induced by,
The important points to notice are ϕ(1) = 1 and
Example 2. C * ψ C ϕ is compact, but C ϕ C * ψ is not compact. Consider the operators induced by,
where ϕ(1) = 1 and ψ(−1) = 1. Since ϕ(1) = ψ(−1), C ϕ C * ψ is not compact, by Theorem 2.1. On the other hand ϕ 
Preliminaries.
In this reference section we introduce our notation, and sketch the prerequisites for the rest of the paper.
Equivalent inner product on the Hardy space H 2 . The Hardy space H
2 is the collection of functions that are holomorphic in the unit disc D, and whose Taylor coefficients in the expansion about the origin are square summable. H 2 is a Hilbert space where the inner product is defined by
withf (n) andĝ(n) denoting the n-th Taylor coefficient of f and g respectively. The Littlewood-Paley identity for the H 2 inner product is
with dA representing normalized Lebesgue area measure, A(D) = 1. A calculation with the Taylor series of f and g proves the equivalence of the inner products. And, when f = g, we obtain the Littlewood-Paley identity for the 
where ϕ −1 (w) denotes the set of ϕ-preimages of w counting the multiplicity, and
One of the main ingredients in the proof of the essential norm formula for a composition operator is the the following property of N ϕ :
where |∆| is normalized area measure of ∆.
The sub-mean-value property is used in [15] to establish the lower estimate on the essential norm of a composition operator,
The next proposition follows directly from the proof of this lower estimate, and is a consequence of the counting function's sub-mean-value property. Set
which is the normalized reproducing kernel for H 2 .
Proposition 3.1. For 0 < r < 1, there exists δ > 0 such that
Note that lim |a|→1 − c r (a) = r 2 .
Change of variables formula
Theorem. ( [15] , Theorem 4.3, page 389). If F is a positive measurable function on D and ϕ is a holomorphic self-map of D, then
The connection between composition operators and the Nevanlinna counting function is established by the change of variables formula,
3.4. Angular derivative. We say that ϕ has a finite angular derivative at a point ζ ∈ ∂D if there is a point ω ∈ ∂D such that the difference quotient ϕ(z) − ω z − ζ has a finite limit, as z tends nontangentially to ζ. The connection between composition operators and angular derivative is made by the following classical theorem.
Julia-Caratheódory Theorem. ( [16] , Section 4.2, page 57) For ζ ∈ ∂D, the following conditions are equivalent:
(1) ϕ has a finite angular derivative at ζ.
(2) ϕ has a nontangential limit of modulus 1 at ζ, and the complex derivative ϕ has a finite limit at ζ. In this case, the limit of ϕ is ϕ (ζ).
(For more information on the Julia-Caratheódory Theorem and its connection with composition operators see [15] , Section 3 or [16] , Chapter 4.)
The Julia-Caratheódory Theorem allows us to think of |ϕ | as a function mapping the unit circle to (0, ∞]. In the case when ϕ is univalent, it is shown in [4] that the essential norm of C ϕ can be computed explicitly, in terms of the angular derivative of ϕ. We reproduce part of the proof below. The argument relies on the fact that, if ϕ is univalent, then |ϕ | is lower semicontinuous, a proof of which can be found in [4] .
Proof. Applying Shapiro's essential norm formula, equation (1) of Section 1, and noting that, for univalent functions, the Nevanlinna counting function simplifies to log(1/|z|), where z = ϕ −1 (w) (with the understanding that log(1/|z|) is zero if w is not in the image of ϕ), we obtain
Upon applying the Julia-Caratheódory Theorem to the term on the right, and noting that by the lower semicontinuity |ϕ | obtains its infimum on ∂U , we see
3.5. Weighted Bergman spaces. For each α > −1, let dA α denote the measure on the unit disk D, normalized so that the measure of D equals 1 by
. 
, then a calculation reveals a simple formula for the norm f
As pointed out in [10] , we have
By Littlewood's inequality [15] , τ ϕ (z) is a function in L p (dA) for 1 ≤ p < ∞, and is bounded near the boundary of the unit disc. There is a deep relationship between composition operators and Toeplitz operators [9] and [17] . In fact, in [17] it is shown that, if ϕ(0) = 0, there is a unitary operator U :
This relationship between the composition operator C ϕ on H 2 and the Toeplitz operator T τϕ on L 2 a (dA 1 ) is useful in studying composition operators [10] , [17] , and [18] . In Section 5.1 we will use a similar relationship to study C ϕ C * ψ . Let ., . α denote the inner product in the Hilbert space L 2 a (dA α ). The following lemma gives a precise formula of P .
Proof. Let e n = z n / z n 2 1 . Then {e n } is an orthonormal basis for L 2 a (dA 1 ), and so
f, e n 1 e n (z).
A calculation shows e n = (n + 1)z n . So the above equation becomes
This completes the proof.
4. The operator C * ψ C ϕ . In this section we prove our main theorems, characterizing the compactness of the operators C * ψ C ϕ in terms of the inducing maps.
4.1. Proof of Theorem 1.1. Fix a sequence of functions {f n } in the unit ball of H 2 that converges weakly to zero in H 2 . Thus in order to show C * ψ C ϕ is compact, it is enough to show
For each n we obtain, from the Littlewood-Paley identity, that
Let ε > 0 be given, and for each n choose g n in the unit ball of H 2 such that
By hypothesis, there exists 0 < r < 1 so that
Since {f n } converges weakly to zero and C ϕ is a bounded operator, {C ϕ f n } converges weakly to zero. Since {C ϕ f n } converges weakly to zero, {C ϕ f n } converges to zero uniformly on compact subsets of D. Since |g n (ψ(0))| is bounded, let M be an upper bound. Choose n ε so that
whenever n > n ε . Split the integral in (12) into two integrals, one over rD and the other over its complement, and use the first inequality (13) to bound |f n (ϕ(0))g n (ψ(0))| and the second inequality (13) to bound the integrand of the integral over rD, to obtain
To finish the proof we need only bound the integral on the right side of (14) by ε. Set,
Insert H(z)/H(z) into the integrand of the integral on the right side of (14) , and use Holder's inequality to obtain,
We now calculate the two integrals in the last expression above, and because the calculations are similar, we will only explicitly compute the first integral. To do this, use the change of variables formula and the Littlewood-Paley identity for the norm, to obtain
And, similarly
Since both {f n } and {g n } are subsets of the unit ball of H 2 , we get
Hence C * ψ C ϕ is compact.
Compactness of C *
ψ C ϕ and the angular derivative. In this section we prove Theorem 1.3, which characterizes the compactness of C * ψ C ϕ in terms of the angular derivatives of ϕ and ψ. Sufficiency will follow immediately from Lemma 4.1 which is proved below, and necessity from Lemma 4.2 which is also proved below.
The proof of Theorem 1.3 will follow from the following two lemmas.
then there exists a point η ∈ ∂D such that ϕ and ψ have a finite angular derivatives at η.
Without loss of generality, assume that there exists a point η ∈ ∂D such that z n → η ∈ ∂D as n → ∞, otherwise reduce to a subsequence.
Since both lim sup z→η (1−|z n |)/(1−|ϕ(z n )|) and lim sup z→η (1−|z n |)/(1−|ψ(z n )|) are bounded by Schwarz Lemma, we conclude lim sup
Thus by the Julia-Caratheódory Theorem, both ϕ and ψ have a finite angular derivative at η. This completes the proof of the lemma.
With the aid of Lemma 4.1, we can now prove the sufficiency of Theorem 1.3. Suppose ϕ and ψ do not have an angular derivative at the same point. We conclude, from the contrapositive of Lemma 4.1, that
Hence by Theorem 1.2, C * ψ C ϕ is compact. For the proof of the necessity of Theorem 1.3 we need the following lemma. 
This lemma follows from a more general theorem which is proved below, but first we will need the following notation for nontangential approach regions. For 0 < ρ < 1, let A ρ (ζ) be the convex hull of the disc ρD and the point ζ. For 0 < r < 1, let A ρ,r (ζ) = A ρ (ζ) \ rD.
For ω ∈ ∂D, we define E(ϕ, ω) = {ζ ∈ ∂D | ϕ * (ζ) = ω and |ϕ (ζ)| < ∞}, with the understanding that this set is empty if ω is not a nontangential limiting value of ϕ. Now we define, for ω ∈ ∂U :
where 1/|ϕ (ζ)| = 0 if ϕ does not have a finite angular derivative at ζ.
Theorem 4.3. Suppose that ϕ and ψ are holomorphic self maps of the disc. Then
Proof. Fix ζ ∈ ∂D such that both ϕ and ψ have a finite angular derivative at ζ. Let ω 1 = ϕ(ζ) and ω 2 = ψ(ζ) be the nontangential limiting values of ϕ and ψ, as z → ζ nontangentially. Suppose {ζ k } n k=1 ⊂ E(ϕ, ω 1 ) and {η k } m k=1 ⊂ E(ψ, ω 2 ) are such that ϕ has a finite angular derivative at ζ k , 1 ≤ k ≤ n, and ψ has a finite angular derivative at η k , 1 ≤ k ≤ m.
Fix 0 < ρ < 1, and choose 0 < t < 1 so that the angular regions A k = A ρ,t (ζ k ) are disjoint for 1 ≤ k ≤ n, and similarly for B k = A ρ,t (η k ), 1 ≤ k ≤ m. Corollary 3.2 of [15] insures that the set
contains a nontangential approach region A ϕ with vertex ω 1 , and that the set
contains a nontangential approach region B ψ with vertex ω 2 . For a point z ∈ D such that ϕ(z) ∈ A ϕ and ψ(z) ∈ B ψ , choose a set of ϕ-preimages {v k (ϕ(z))} n k=1
for ϕ, and choose a set of ψ-preimages {u k (ψ(z))} m k=1 of ψ(z), so that
By the definition of the Nevanlinna counting function we see:
and
For fixed k, we know by Schwarz Lemma that v k (ϕ(z)) → ζ k and u k (ψ(z)) → η k through A k and B k respectively, as z → ζ through A = ϕ −1 (A ϕ ) ∩ ψ −1 (B ψ ). Thus by the Julia-Caratheódory theorem:
Applying (15), (16) , and (17) we obtain:
Now take the supremum over n and m, and then the supremum over ζ ∈ ∂D to finish the proof.
We can now prove the necessity of Theorem 1.3. Suppose ϕ and ψ are univalent and C * ψ C ϕ is compact. By Theorem 1.2 we know
Thus by Lemma 4.2, ϕ and ψ do not have a finite angular derivative at the same point.
Proof of Theorem 1.2.
The proof of sufficiency of Theorem 1.2 follows immediately from Theorem 1.1, by noting the equality of equation (2) and equation (3) for univalent ϕ and ψ: if ϕ is univalent, then the Nevanlinna counting function of ϕ evaluated at ϕ(z) simplifies to log 1/|z|, i.e., N ϕ (ϕ(z)) = log 1/|z|. Thus if ϕ and ψ are univalent, the sufficient condition of Theorem 1.1 becomes
Thus, if lim(1 − |z|)
then C * ψ C ϕ is compact. We will prove the contrapositive form of Theorem 1.2.
Suppose ϕ or ψ is univalent. If ϕ and ψ have a finite angular derivative at the same point of ∂U , then C * ψ C ϕ is not compact on H 2 .
Suppose ϕ is univalent and let η ∈ ∂U be such that ϕ (η) and ψ (η) exist. We may assume the following
ϕ(1) = 1 (by rotations),
C ϕ e = 1 (by parabolic non-automorphism).
The first three modifications above will be obtained by multiplying C * ψ C ϕ by an invertible composition operator, or by the adjoint of an invertible composition operator, thus not changing the compactness of C * ψ C ϕ . The fourth modification will involve multiplying C * ψ C ϕ by a non-invertible composition operator, this is not a problem because if the product of C * ψ C ϕ with any operator is not compact, then C * ψ C ϕ can not be compact. To see why we may assume conditions (1) and (2), let α be a rotation of the disc that takes the point 1 to η. The induced composition operator is unitary, i.e., C To see why we may assume condition (3), we know by (1) and (2) that 1 is a boundary fixed point of ϕ, so s = ϕ (1) > 0. Let τ be a hyperbolic automorphism of the unit disc that has fixed point 1, with τ (1) = 1/s. Then (τ • ϕ) (1) = 1, τ • ϕ(1) = 1, it suffices to show C * ψ C τ •ϕ = C * ψ C ϕ C τ is not compact in order to conclude C * ψ C ϕ is not compact. Thus we may assume that ϕ (1) = 1. To show that we may assume (4), recall from Theorem A in Section 3.4, that the essential norm of a univalently induced composition operator C ϕ is given by,
Let β be a linear fractional self map of the unit disc, not an automorphism, with fixed point 1 and such that β (1) = 1, i.e., β is a parabolic non-automorphism of the disc with fixed point 1. Since the derivative of β at 1 is 1, the angular derivative of β at 1 is 1. Also, since β is a non-automorphism, 1 is the only point for which the angular derivative exists. So β • ϕ has boundary fixed point 1, angular derivative one at 1, and 1 is the only point for which the angular derivative of β • ϕ exists. This implies, by (18) , that the essential norm of C β•ϕ is one. It suffices to show that C * ψ C β•ϕ = C * ψ C ϕ C β is not compact, and C * ψ C β•ϕ is an operator with β • ϕ having all the desired conditions (1), (2), (3), and (4). Thus we may assume that C ϕ e = 1.
We continue the proof of Theorem 1.2 under the assumptions (1)- (4) on the univalent map ϕ. Consider the family of normalized reproducing kernels {k r (z)} for 0 < r < 1, where
Since {k r } converges weakly to zero as r → 1, it will suffice to show that lim sup
We will now show lim r→1 C * ψ k r > 0 and lim r→1 g r = 0, which will prove inequality (19).
Since C * ψ K w = K ψ(w) and ψ (1) exists, upon applying the Julia-Caratheódory Theorem, we obtain
Thus lim r→1 C * ψ k r 2 = 1/|ψ (1)| > 0, so we have reduced the problem to showing that lim r→1 g r = 0.
The lim sup as r → 1 of the first term is bounded by the essential norm of the operator C ϕ , which by hypothesis is one, i.e.,
Now, to finish the proof, we have to deal with the third term in equation (21), which we do in the following calculation,
And since lim r→1 (1 − ϕ(r))/(1 − r) = ϕ (1) = 1 and ϕ(1) = 1, we conclude that
Hence lim r→1 g r = 0, which completes the proof of Theorem 1.2.
5. The operator C ϕ C * ψ . In this section we prove our main theorems characterizing the compactness of C ϕ C * ψ in terms of the inducing maps. We develop and exploit a relationship between the operator C ϕ C * ψ and the product of Toeplitz operators.
Using the Julia-Caratheódory theorem, we show a connection between angular derivatives and the Nevanlinna counting function.
Toeplitz operators.
In this section we prove a sufficient condition for the product of two Toeplitz operators to be compact.
We start this section with a technical lemma, that we will need in our study of the product of Toeplitz operators. For f ∈ L 2 (dA 1 ), define an operator B in
It can be shown that B is bounded on L p (dA 1 ), for all 1 < p < ∞. We state this formally in the following lemma.
The proof of this lemma can be found in [12] on pages 123-124, or in [1] .
. Then formula (11) gives
From Lemma 3.1 we obtain
Taking two derivatives of both sides of the above equation gives
where p(z, w) is a polynomial in z andw. Let 2 > δ > 1 and δ such that 1/δ + 1/δ = 1. Then δ > 2. Applying Hölder's inequality to the right hand side of the above equation, we have
Suppose that u and v are two positive functions such that
To prove that T u T v is compact, let f and g be in L 2 a (dA 1 ). Noting that, by the positivity of u,ū = u, we have
By equation (22),
, and
It is easy to check that there is a compact operator K r such that
In order to show T u T v is compact it suffices to show
where C r is a constant such that
To do this we use estimate (23) to get
The last inequality follows from the fact that log(1/|z|
and using Hölder's inequality, inequality (24) becomes
we see lim r→1 − C r = 0, which completes the proof.
In order to apply Theorem 5.2 to composition operators, note that the theorem still holds, even if u and v are unbounded on D but are bounded for 0 < s < |z| < 1. If ϕ and ψ are holomorphic self-maps of D, then by the Littlewood inequality [15] , the functions τ ϕ (z) = N ϕ (z)/(− log |z|) and τ ψ (z) = N ψ (z)/ − log |z| are bounded for some s > 0 and s < |z| < 1. We leave the details of this to the reader. For any z ∈ D and 0 < r < 1, define the pseudohyperbolic disk
It is well-known that D(z, r) is actually a (Euclidean) disk with center [(1 − r 2 )/(1 − r 2 |z| 2 )]z and radius r[(1 − |z| 2 )/(1 − r 2 |z| 2 )]. So when r is fixed, if z converges to a point η in the unit circle, then the entire pseudohyperbolic disc D(z, r) converges to η. Moreover, for fixed r,
Here the symbol ≡ indicates that either quantity is bounded by a constant multiple of the other, as z and w vary.
Lemma 5.4. Suppose that ϕ and ψ are holomorphic self-maps of the unit disk. If
Proof. Suppose that (26) holds. To prove (27), let ε > 0 and it will suffice to show lim sup
By the Littlewood inequality [15] , there exists 0 < s < 1 such that τ ϕ (z) ≤ C and τ ψ (z) ≤ C, for |z| > s. Thusτ ϕ (z) ≤ C andτ ψ (z) ≤ C. Now choose 1 > r > s so that |D/rD| < ε/C. Theñ
Note that, in the last inequality above, the first term is less than C|D/rD| and so it is less than ε, the second term converges to zero, and the third term is less than
Similar estimates hold forτ ψ (z), thus we obtaiñ
So we conclude,
Since ε is arbitrary, this completes the proof.
, where C consists of constants. Define the
It is easy to check that U is a unitary operator. For λ ∈ D, let P λ denote the operator on H 2 given by P λ f = f (λ). Clearly P λ is a compact operator, and we can view P λ as a compact operator from H 2 to C.
Lemma 5.5. Suppose ϕ is a holomorphic self-map of D. Then
where D ϕ is the weighted composition operator on L 2 a (dA 1 ) given by
Proof. Let f be in zH 2 and c in C. Then
and a simple computation gives
Proof of Theorem 1.4
First observe that
and note that C ϕ C * ψ is compact if and only if C ϕ C * ψ C ψ C * ϕ is compact. Thus in order to prove C ϕ C * ψ is compact, it suffices to prove C ϕ C * ψ C ψ is compact. For this, fix a sequence of functions {f n } in the unit ball of H 2 that converges weakly to zero in H 2 . Thus it is enough to show that
We now reduce the issues of the compactness of C ϕ C * ψ C ψ to a problem about Toeplitz operators.
By Lemma 5.5, we have
As shown in [17] and discussed in Section 3.5, D * ϕ D ϕ = T τϕ . Therefore,
where K i is a compact operator. If (4) holds, by Lemma 5.4 we also have
By Corollary 5.3, we obtain that
Since f n converges to zero weakly in H 2 , Uf n converges to zero weakly in C ⊕ L 2 a (dA 1 ). Thus we obtain
Therefore we conclude
From the proof above we obtain the following theorem. Proof. First we prove that (a) implies (b). Suppose that (b) is false. Then ϕ has angular derivative at η for some η ∈ E(ϕ, ω). Then by the Julia-Caratheódory theorem, there is a sequence {z n } in D converging to η, and ϕ(z n ) → ω such that
Since ϕ is univalent, we have N ϕ (z) = log(1/|ϕ −1 (z)|). Thus
This contradicts (a). Second we prove that (b) implies (c). By Littlewood's Inequality, |τ ϕ (w)| is bounded near the boundary of the unit disc, so let 0 < s < 1 and M be such that
Suppose that (c) is false. Then there exists a sequence {w n } converging to ω, such thatτ ϕ (w n ) ≥ 1 δ for some δ > 0. Fix r sufficiently close to 1 so that M |D/rD| ≤ 1/4δ, and choose n sufficiently large so that
On the other hand, we havẽ
Thus combining the above equation and (25) gives
Noting that N ϕ (w) = − log |ϕ −1 (w)|, we see that there is a point w n in D(w n , r) such that max w∈D(wn,r) N ϕ (w) = − log |ϕ −1 (w n )|.
Therefore inequality (28) simplifies to
Since w n is in D(w n , r), w n also converges to ω, and M r 2(1 − |w n |) ≥ 1 1 − |w n | for some constant M r > 0. Thus the above inequality implies
Setting z n = ϕ −1 (w n ) and using the fact that − log |z| ≤ 1 − |z| for |z| > Since w n converges to ω and w n = ϕ(z n ), we may assume that z n converges to some point η in the closure of the unit disk D. Thus by the Julia-Caratheódory theorem, η is in E(ϕ, ω) and ϕ does have an angular derivative at η. This contradicts (b). Finally, we turn to the proof of that (c) implies (a). Let z be in D and 0 < r < 1. Theñ It follows from Theorem 5.6 that C ϕ C * ψ is compact. Conversely, suppose that C ϕ C * ψ is compact. Let K a (z) be the reproducing kernel at the point a ∈ U , and let k a be K a divided by its norm
Since k a converges to zero uniformly on compact subsets of D as |a| → 1 − and is bounded by one, it converges weakly to zero as |a| → 1 − . Hence, lim sup
Using the identity C * ψ K a = K ψ(a) and normalizing K ψ(a) , we obtain Proof of Theorem 1.6. Suppose that C ϕ C * ψ is compact. By Theorem 1.5 we have, for each ω ∈ ∂D, either lim z→ω N ϕ (z)/(1 − |z|) = 0, or lim z→ω N ψ (z)/(1 − |z|) = 0. It follows from Lemma 5.7 that either for η ∈ E(ϕ, ω), ϕ does not have angular derivative at η, or for η ∈ E(ψ, ω), ψ does not have angular derivative at η .
Conversely, suppose for each ω ∈ ∂D that either for η ∈ E(ϕ, ω), ϕ does not have angular derivative at η, or for η ∈ E(ψ, ω), ψ does not have angular derivative at η . By Lemma 5.7, we conclude By Theorem 1.5 again, we obtain C ϕ C * ψ is compact. This completes the proof.
