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CONSTRUCTIONS OF NEW MATROIDS AND DESIGNS OVER GF (q)
EIMEAR BYRNE, MICHELA CERIA, SORINA IONICA, RELINDE JURRIUS, AND ELIF SAC¸IKARA
Abstract. A perfect matroid design (PMD) is a matroid whose flats of the same rank all have
the same size. In this paper we introduce the q-analogue of a PMD and its properties. In order to
do that, we first establish new cryptomorphic definitions for q-matroids. We show that q-Steiner
systems are examples of q-PMD’s and we use this matroid structure to construct subspace designs
from q-Steiner systems. We apply this construction to S(2,13,3; q) Steiner systems and hence
establish the existence of subspace designs with previously unknown parameters.
1. Introduction
In combinatorics, we call q-analogue of a concept or theory any generalization which replaces
finite sets by vector spaces over the finite field Fq. Two classical topics in combinatorics that have
recently been studied as q-analogues are matroids and designs. These objects and some of the
connections between them are the main focus of this paper.
A subspace design (also called a q-design, or a design over GF(q)) is the q-analogue of a design. A
t-(n,k,λ; q) design is a collection B of k-dimensional subspaces of an n-dimensional vector space V
with the property that every t-dimensional subspace of V is contained in exactly λ of the members
of B. Explicit constructions of subspace designs has proved so far to be more elusive than their
classical counterparts. Early papers by Thomas, Suzuki, and Itoh have provided some examples
of infinite families [Tho87, Suz92, Ito98], while in [BKKR17] an approach to the problem using
large sets is given. A q-analogue of the Assmus-Mattson theorem gives a general construction from
coding theory [BR]. Further sporadic examples have been found by applying assuming a prescribed
automorphism group [GPSVC18]. For the special case λ = 1 we call such a design a q-Steiner
system and write S(t, k,n; q). The actual existence of an S(t, k,n; q) Steiner system for t > 1, was
established for the first time when S(2,3,13; 2) designs were discovered by Braun et al [BEOr+16].
No other examples have been found to date. The smallest open case is that of the S(2,3,7; q)
Steiner system, also known as the q-analogue of the Fano plane.
While subspace designs have been intensively studied over the last decade [GPSVC18], q-analogues
of matroids were only considered recently [JP18, GJLR]. In fact the q-matroid defined in [JP18]
was a re-discovery of a combinatorial object already studied by Crapo [Cra64]. Classical matroids
are a generalisation of several ideas in combinatorics, such as independence in vector spaces and
trees in graph theory. One of the important properties of matroids is that there are equivalent, yet
seemingly different ways to define them: in terms of their independent sets, flats, circuits, bases,
closure operator and rank function. We call these equivalent definitions cryptomorphisms. Up to
this day, the only known cryptomorphisms for q-matroids are those between independent subspaces,
the rank function, and bases [JP18]. In [BCJ17] the cryptomorphism via bi-colouring of the sub-
space lattice is discussed. In this paper we will extend these results with two new cryptomorphic
definitions of q-matroids: one in terms of flats and one in terms of the closure function.
In the classical case, there is a link between designs and matroids, given by the so-called perfect
matroid designs (PMDs). PMDs are matroids for which flats of the same rank have the same
cardinality. They were studied by Murty and others in [Mur70] and [MYE70], who showed in
particular that Steiner systems are among the few examples of PMDs and, more importantly, that
1
they could be applied to construct new designs. In this paper we obtain q-analogues of some of
these results.
First, we extend the theory of q-matroids to include more cryptomorphisms, namely those be-
tween flats and the rank function and between independent subspaces and the closure operator. We
apply these cryptomorphisms to obtain the first examples of q-PMDs; in particular we show that
q-Steiner systems are q-PMDs. Secondly, using the q-matroid structure of the q-Steiner system, we
derive new subspace designs. This leads in some cases to designs with parameters not previously
known. On the other hand, interestingly, some of the parameters of the designs we obtain from
the putative q-Fano plane coincide with those obtained obtained by Braun et al [BKL05]. By
characterising the automorphism group of the designs that we obtained, we show that the subspace
designs of [BKL05] cannot be derived from the q-Fano plane via our construction.
This paper is organised as follows. After some preliminary notions in Section 2, we prove in
Section 3 the above-mentioned new cryptomorphisms for q-matroids. An overview of the different
(but equivalent) ways to define q-matroids is found at the end of this section. In Section 4 we
prove that q-Steiner systems are examples of the q-analogue of a perfect matroid design. We use
this to derive new designs from the q-Steiner system, using its q-matroid structure and its flats,
independent spaces, and circuits.
2. Preliminaries
In this section, we bring together certain fundamental definitions on lattices, q-matroids and
subspace designs, respectively. Throughout the paper, Fq will denote the finite field of q-elements,
n will be a fixed positive integer and E will denote the n-dimensional vector space Fnq .
2.1. Lattices. Let us first recall preliminaries on lattices. The reader is referred to Stanley [Sta97]
for further details.
Definition 1. Let (L,≤) be a partially ordered set. Let a, b, v ∈ L We say that v is an upper
bound of a and b if a ≤ v and b ≤ v and furthermore, we say that v is a least upper bound if
v ≤ u for any u ∈ L that is also an upper bound of a and b. If a least upper bound of a and b exists,
then it is unique, is denoted by a ∨ b and called the join of a and b. We analogously define lower
bound and greatest lower bound of a and b and denote the unique greatest lower bound of a and b
by a∧b, which is called the meet of a and b. The poset L is called a lattice if each pair of elements
has a least upper bound and greatest lower bound and denoted by (L,≤,∨,∧).
Of particular relevance to this paper is the subspace lattice (L(E),≤,∨,∧), which is the lattice of
Fq- subspaces of E, ordered with respect to inclusion and for which the join of a pair of subspaces
is their vector space sum and the meet of a pair of subspaces is their intersection. That is, for all
A,B ⊆ E we have:
A ≤ B ⇔ A ⊆ B,A ∨B = A +B,A ∧B = A ∩B.
Definition 2. Let (L,≤,∨,∧) be a lattice and let a, b ∈ L with a ≤ b but a ≠ b, we say that a covers
b if for all c ∈ L we have that a ≤ c ≤ b implies that c = a or c = b. A finite semimodular lattice L is
a finite lattice with the property that if a covers a ∧ b then a ∨ b covers b.
Definition 3. Let (L,≤,∨,∧) be a lattice. A chain of length r between two elements a, b ∈ L is a
sequence of distinct elements a0, a1, . . . , ar in L such that a = a0 ≤ a1 ≤ ⋯ ≤ ar = b. If ai+1 covers ai
for all i, we call this a maximal chain.
Definition 4. A bijection φ ∶ L → L on a lattice (L,≤,∨,∧) is called an automorphism of L if
one of the following equivalent conditions holds for all a, b ∈ L:
(i) a ≤ b iff φ(a) ≤ φ(a),
(ii) φ(a ∨ b) = φ(a) ∨ φ(b),
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(iii) φ(a ∧ b) = φ(a) ∧ φ(b).
2.2. q-Matroids. For background on the theory of matroids we refer the reader to [GM12] or
[Oxl11]. The combinatorial object that is a q-analogue of a matroid was first studied by Crapo [Cra64]
by a different name. It was re-discovered by Jurrius & Pellikaan [JP18] in relation with rank met-
ric codes. The definition of a q-matroid is a straightforward generalisation of the definition of a
classical matroid in terms of its rank function.
Definition 5. A q-matroid M is a pair (E,r) where E is a finite dimensional vector space and r
is a integer-valued function defined on the subspaces of E with the following properties:
(r1) For every subspace A ⊆ E, 0 ≤ r(A) ≤ dimA.
(r2) For all subspaces A ⊆ B ⊆ E, r(A) ≤ r(B).
(r3) For all A,B, r(A +B) + r(A ∩B) ≤ r(A) + r(B).
The function r is called the rank function of the matroid.
We list some examples of q-matroids [JP18].
Example 6. [The uniform matroid] Let M = (E,r), where
r(A) =
⎧⎪⎪⎨⎪⎪⎩
dimA , if dimA ≤ k,
k , if dimA > k,
for 0 ≤ k ≤ n and a subspace A of E. Then M satisfies axioms (r1)-(r3) and is called the uniform
q-matroid. We denote it by Uk,n(Fq).
Example 7. G be a matrix over Fqn. For any subspace A ⊂ E define the rank of A to be r(A) =
rank(GY ) for any Fq matrix Y whose columns span A. It can be shown that (E,r) satisfies (r1)-
(r3) and hence is a q-matroid.
In classical matroid theory, there are several definitions of a matroid in terms of the axioms of
its independent spaces, bases, flats, circuits, etc. These equivalences, which are not immediately
apparant, are referred to in the literature as cryptomorphisms. In this paper we will establish several
new cryptomorphisms for q-matroids. We list all the involved axiom sets here for convenience, and
refer to the end of Section 3 for an overview of known connections between them. First, we define
independent spaces, flats, and the closure function in terms of the rank function of a q-matroid.
Definition 8. Let (E,r) be a q-matroid. A subspace A of E is called independent if
r(A) = dimA.
A subspace that is not independent is called dependent. We call A a circuit if it is dependent and
every proper subspace of C is independent.
Definition 9. A subspace F of a q-matroid (E,r) is called a flat if for all 1-dimensional subspaces
x such that x ⊈ F we have that
r(F + x) > r(F ).
We can also define these notions independently of an existing matroid (E,r).
Definition 10. Let I ⊆ L(E). We call the elements of I independent spaces and define the
following independent axioms:
(I1) I ≠ ∅.
(I2) If J ∈ I and I ⊆ J , then I ∈ I.
(I3) If I, J ∈ I with dim I < dimJ , then there is some 1-dimensional subspace x ⊆ J , x /⊆ I with
I + x ∈ I.
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(I4) Let A,B ⊆ E and let I, J be maximal independent subspaces of A and B, respectively. Then
there is a maximal independent subspace of A +B that is contained in I + J .
We write (E,I) to denote a vector space E together with a family of independent spaces satisfying
the independence axioms.
Definition 11. Let F ⊆ L(E). We call the elements of F flats and define the following flat axioms:
(F1) E ∈ F .
(F2) If F1 ∈ F and F2 ∈ F , then F1 ∩ F2 ∈ F .
(F3) For all F ∈ F and x ⊆ E a 1-dimensional subspace not contained in F , there is a unique
F ′ ∈ F covering F such that x ⊆ F ′.
We write (E,F) to denote a vector space E together with a family of flats satisfying the flat axioms.
Definition 12. Let cl ∶ L(E) → L(E) be a map. We call this a closure operator and define the
following closure axioms:
(cl1) A ⊆ cl(A)
(cl2) If A ⊆ B then cl(A) ⊆ cl(B).
(cl3) cl(A) = cl(cl(A))
(cl4) If y ⊆ cl(A + x) and y /⊆ cl(A), then x ⊆ cl(A + y).
We write (E, cl) to denote a vector space E together with a closure operator satisfying the closure
axioms.
We will see that all of the above axiom sets can be used to completely define a q-matroid. Part
of this was already proven, and we repeat it here as reference.
Theorem 13. [JP18, Thm. 8] Let E be a finite dimensional space. If I is a family of subspaces
of E that satisfies the independence axioms (I1)-(I4) and r is the function defined by
rI(A) =max{dim I ∶ I ∈ I, I ⊆ A}
for all A ⊆ E, then (E,rI) is a q-matroid and its family of independent spaces is equal to I.
Conversely, if Ir is the family of independent spaces of a q-matroid (E,r), then Ir satisfies the
conditions (I1)-(I4) and r = rIr .
The following theorem summarizes important results from [JP18]. They will be used throughout
Section 3.1.
Theorem 14. Let (E,r) be a q-matroid and let A,B ⊆ E and let x, y ⊆ E each have dimension
one. The following hold.
(i) r(A + x) ≤ r(A) + 1.
(ii) If r(A + z) = r(A) for each 1-dimensional space z ⊆ B −A then r(A +B) = r(A).
(iii) If r(A + x) = r(A + y) = r(A) then r(A + x + y) = r(A).
Definition 15. The closure function of a q-matroid (E,r) is the function clr ∶ L(E) → L(E)
defined by
clr(A) =∑{x ⊆ E ∶ r(A + x) = r(A)}.
We remark that this definition differs from that of [JP18, Def. 65], where the closure of a subspace
A with respect to a rank function r is originally defined to be the collection of one-dimensional
vector spaces C(A) = {z ⊂ E ∶ r(z +A) = r(A)}. However, a consequence of Theorem 14 is that if
x, y ∈ C(A) for a subspace A of E then z ∈ C for any one-dimensional subspace z ⊆ x+y. Therefore
the union of the vectors contained in the elements of C(A) forms the vector space clr(A).
Theorem 16. [JP18, Thm. 68] Let M = (E,r) be a q-matroid and clr its closure function.
Then clr satisfies the closure axioms (cl1)-(cl4).
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An interesting family of matroids, the PMDs were introduced in [Mur70, MYE70]. For more
details in the classical case, the reader should refer to the work of Deza [Dez92]. We consider here
a q-analogue of a PMD.
Definition 17. A q-perfect matroid design (q-PMD) is a q-matroid with the property that any
two of its flats of the same rank have the same dimension.
2.3. Subspace designs. Given a pair of nonnegative integers N and M , the q-binomial or
Gaussian coefficient counts the number of M -dimensional subspaces of an N -dimensional sub-
space over Fq and is given by:
[N
M
]
q
∶=
M−1
∏
i=0
qN − qi
qM − qi
.
We write Gr(k,E) or [E
k
]
q
to denote the set of all k-subspaces of E (the k-Grassmanian of E).
For a subspace U of E we define U⊥ ∶= {v ∈ E ∶ ⟨u, v⟩ = 0} to be the orthogonal space of U with
respect to the standard inner product ⟨u, v⟩ = ∑ni=1 uivi.
We recall the following well-known result.
Lemma 18. Let s, t be positive integers satisfying 0 ≤ t ≤ s ≤ n. The number of s-spaces of E that
contain a fixed t-space is given by [n − t
s − t
]
q
.
We briefly recall the definition of a subspace design and well known examples of these combina-
torial objects. The interested reader is referred to the survey [GPSVC18] and the references therein
for a comprehensive treatment of designs over finite fields.
Definition 19. Let 1 ≤ t ≤ k ≤ n be integers and let λ ≥ 0 be an integer. A t-(n,k,λ; q) subspace
design is a pair (E,B), where B is a collection of subspaces of E of dimension k, called blocks, with
the property that every subspace of E of dimension t is contained in contained in exactly λ blocks.
Subspace designs are also known as designs over finite fields. A q-Steiner system is a t-(n,k,1; q)
subspace design and is said to have parameters S(t, k,n; q). The q-Steiner triple systems are those
with parameters S(2,3, n; q) and are denoted by STS(n; q) The t-(n,k,λ; q) subspace designs with
t = 1 and λ = 1 are examples of spreads.
Example 20. A q-analogue of the Fano plane would be given by an STS(7; q), whose existence is
an open question for any q.
We will use the notions of the supplementary and dual subspace designs [Suz90, KP15].
Definition 21. Let r, t, λ be positive integers and let D = (E,B) be a t-(n, r,λ; q) design.
(1) The supplementary design of D is the subspace design (E, [E
r
] − B). It has parameters
t-(n, r,[n − t
k − t
]
q
− λ; q).
(2) The dual design of D is given by by (E,D⊥), where D⊥ ∶= {U⊥ ∶ U ∈ D}. It has parameters
t −
⎛
⎝n,n − r,λ[
n − t
r
]
q
[n − t
r − t
]−1
q
; q
⎞
⎠ .
The intersection numbers associated with a subspace design were given in [Suz90]. These
design invariants play an important role in establishing non-existence of a design for a given set of
parameters.
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Lemma 22. Let r, t, λ be positive integers and let D be a t-(n, r,λ; q) design. Let I, J be i, j
dimensional subspaces of Fnq satisfying i + j ≤ t and I ∩ J = {0}. Then the number
λi,j ∶= ∣{U ∈ D ∶ I ⊆ U, J ∩U = {0}}∣
depends only on i and j, and is given by the formula
λi,j = q
j(r−i)λ[n − i − j
r − i
]
q
[n − t
r − t
]−1
q
.
By this lemma, the existence of a t-(n,k,λ; q) design implies the integrality conditions, namely
that λi = λi,0 ∈ Z for all i.
Definition 23. A parameter set t-(n,k,λ; q) is called admissible if it satisfies the integrality
conditions and is called realisable if a t-(n,k,λ; q) design exists.
It is well-known and follows directly from the integrality conditions that an STS(n; q) is admis-
sible if and only if n ≡ 1 or 3 mod 6.
Finally, for a given subspace design (E,B), an automorphism φ of L(E), is called an automor-
phism of the design if φ(B) = B. The automorphism group of a subspace design is equal to the
automorphism group of its supplementary design and is in 1 − 1 correspondence with that of the
dual design. The automorphism group has been leveraged to construct new subspace designs using
the Kramer-Mesner method [KM76]. If the number of orbits the automorphism group is small
enough, then the corresponding diophantine system of equations can be solved in a feasible amount
of time on a personal computer [Bra05, BKL05].
It is known that the q-Fano plane has automorphism group of order at most 2 [BKN16, KKW18],
so this method cannot be applied in this case.
3. Cryptomorphisms of q-matroids
3.1. q-Matroids in terms of flats. In this section we provide a new cryptomorphic definition of
a q-matroid, in terms of its flats. Recall that a flat of a q-matroid (E,r) is a subspace F such that
for all 1-dimensional spaces x /⊆ F we have that r(F + x) > r(F ).
Definition 24. Let F1 and F2 be flats of a q-matroid. We say that F1 covers F2 if F2 ⊂ F1 and
there is no other flat F ′ such that F2 ⊂ F
′ ⊂ F1.
Before establishing a cryptomorphism between the q-matroid (E,r) and (E,I), we prove some
preliminary results.
Lemma 25. Let (E,r) be a q-matroid with rank function r. Let A ⊂ B be subspaces of E and let
x be a one-dimensional subspace of E. If r(B + x) = r(B) + 1 then r(A + x) = r(A) + 1.
Proof. Suppose that r(B+x) = r(B)+1. Since A ⊆ B, we have (A+x)+B = B+x and A ⊆ (A+x)∩B,
Therefore, by (r2) and applying (r3) to A + x and B we get:
r(A + x) + r(B) ≥ r((A + x) +B) + r((A + x) ∩B) ≥ r(B + x) + r(A) = r(B) + 1 + r(A),
and so r(A + x) ≥ r(A) + 1. By Theorem 14, r(A + x) ≥ r(A) + 1 and so we get the equality
r(A + x) = r(A) + 1. 
Lemma 26. If F1, F2 are two flats of a q-matroid (E,r) then F1 ∩ F2 is also a flat.
Proof. Let F ∶= F1 ∩ F2 and take a one-dimensional space x ⊈ F ; therefore x is not a subspace of
F1 or F2; say, without loss of generality, that x ⊈ F1. By Theorem 14 r(F1 + x) = r(F1) + 1 and by
Lemma 25, r(F + x) = r(F ) + 1 > r(F ), which implies that F is flat of (E,r). 
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Definition 27. Let F be a collection of subspaces of E and let A ⊆ E be subspace. We define the
subspace
FA ∶= ∩{F ∈ F ∶ A ⊆ F} ∈ Fr.
In the instance that F is the set of flats of a q-matroid, then from Lemma 26, FA is itself a flat.
Lemma 28. Let (E,r) be a q-matroid with flat set Fr. Let A ⊆ B ⊆ E be subspaces. Then FA is
the unique flat in Fr such that:
(1) A ⊆ FA,
(2) if A ⊆ F ∈ Fr, then FA ⊆ F ,
(3) FA ⊆ FB.
Proof. (1) and (2) follow immediately from the definition of FA, which is clearly uniquely deter-
mined. If B ⊂ F for some flat F then A ⊂ F and so clearly, FA ⊆ FB . 
In other words, FA the unique minimal flat of Fr that contains A.
Lemma 29. Let (E,r) be a q-matroid, let G be a subspace of E and let x be a 1-dimensional
subspace such that r(G) = r(G + x). Then x ⊂ FG.
Proof. Suppose, towards a contradiction, that x ⊄ FG. We apply (r3) to FG and G + x:
r(FG +G + x) + r(FG ∩ (G + x)) ≤ r(FG) + r(G + x).
Now since G ⊆ FG but x /⊆ FG, we have that the above inequality is equal to
r(FG + x) + r(G) ≤ r(FG) + r(G).
However, as FG is a flat, r(FG + x) = r(FG) + 1, which gives the required contradiction. 
Lemma 30. Let (E,r) be a q-matroid and let G ⊆ E. Then r(G) = r(FG).
Proof. Consider the set
H ∶= {y ⊆ E ∶ dim(y) = 1, r(G + y) = r(G)}.
Let U be the vector space sum of the elements of H. Iteratively applying Theorem 14, we have
that r(U) = r(G). Moreover, U ⊂ FG by Lemma 29.
Suppose r(G) < r(FG). If U = FG then we would arrive at the contradiction r(U) = r(FG) > r(G),
so assume otherwise. Then there exists x ⊂ FG −U . Since x ∉H, by (r2) we have
r(U) = r(G) < r(G + x) ≤ r(U + x).
On the other hand, for x′ ⊆ E −FG, by Lemma 29, we have
r(U) = r(G) < r(G + x′) ≤ r(U + x′).
Therefore U is itself a flat and hence G ⊂ U ⊂ FG, contradicting the minimality of FG. We deduce
that r(G) = r(FG). 
Proposition 31. The flats of a q-matroid satisfy the flat axioms (F1)-(F3) of Definition 11.
Proof. Let (E,r) be a q-matroid with rank function r. By definition, the set of flats Fr of (E,r)
is characterised by:
Fr ∶= {F ⊆ E ∶ r(F + x) > r(F ), ∀x ⊈ F, dim(x) = 1}.
The condition (F1) holds vacuously, while (F2) comes from Lemma 26.
As regards (F3), let F ⊆ E, x ⊆ E, dim(x) = 1, x ⊄ F . We prove that there is a unique F ′ covering
F and containing x. Suppose, towards a contradiction, that x is not contained in any flat covering
F . Let G = F + x and consider FG, the minimal flat containing G. By our assumption, there must
be a flat F ′ such that F ⊊ F ′ ⊊ FG. Without loss of generality, we may assume that F
′ is a cover
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of F . Clearly x ⊈ F ′. Let y be one-dimensional space y ⊂ F ′, y ⊄ F . Now, x, y ⊄ F and y ⊆ FG. Let
H = F + y. We claim that x ⊆ FH , in which case we would arrive at the contradiction x ⊆ FH ⊂ F
′
and x ⊄ F ′. Since G = F + x, H = F + y, x, y ⊄ F and F is a flat, we have r(G) = r(H) = r(F ) + 1.
By Lemma 30, r(G) = r(FG) and since y ⊆ FG we also have r(G) = r(G + y) = r(FG). Now,
r(H + x) = r(F + x + y) = r(G + y) = r(G) = r(F ) + 1 = r(H).
Hence by Lemma 29, x ⊂ FH . We deduce that x is contained in a cover of F . As regards uniqueness,
suppose we have two different covers F1 ≠ F2 of F containing x and let L ∶= F1 ∩ F2. By the flat
axiom (F2), L is a flat and since x,F ⊂ F1, F2 then x,F ⊂ L. On the other hand, F ≠ L since
x ⊄ F , so F ⊊ L. Since F1 ≠ F2, L cannnot be equal to both of them, say L ≠ F2, so F ⊊ L ⊊ F2,
contradicting the fact that F2 covers L. 
The next lemma will be used frequently in our proofs.
Lemma 32. Let F be a flat and x ⊆ E a 1-dimensional subspace. Then the minimal flat containing
F + x is either equal to F or it covers F .
Proof. If x ⊆ F , then F + x = F so the minimal flat containing F + x is F itself. If x /⊆ F , then by
(F3) there is a unique flat F ′ that covers F and contains x. Since F ′ covers F and contains both
F and x, it is clearly the minimal flat containing F + x. 
Our aim is to prove the converse of Proposition 31: that is, if we have a collection of flats
satisfying the axioms above, it is the collection of flats of a q-matroid. Before we do that, we show
that the flats of a q-matroid form a semimodular lattice. (It is in fact a geometric lattice, as was
noted in Theorem 1 of [BCJ17].)
Theorem 33. The set of flats of a q-matroid form a semimodular lattice under inclusion, where
for any two flats F1 and F2 the meet is defined to be F1 ∧ F2 ∶= F1 ∩ F2 and the join F1 ∨F2 is the
smallest flat containing F1 + F2.
Proof. The set of flats clealy forms a poset with respect to inclusion, so we only need to prove that
the definitions of meet and join as F1 ∧ F2 ∶= F1 ∩ F2 and F1 ∨ F2 ∶= FG with G ∶= F1 + F2 are well
defined.
Let us consider the meet; from (F2) F1∧F2 is another flat and that it is the maximal flat covered
by F1, F2 follows from the definition of intersection.
As regards the join, FG by definition is indeed a flat and, more precisely, is the unique minimal
flat containing F1 +F2. We remark that, since we have a lattice, there is a maximal flat, that is E,
and a minimal one, F0 ∶= ∩{F ∈ F}, which is also the minimal flat containing the zero space. In
order to prove that the lattice is semimodular, we have to prove that if F1 ∧ F2 is covered by F1,
then F2 is covered by F1 ∨F2. So let the flat F1 ∩F2 be covered by F1. Then for all x ⊆ F1 −F2 we
have that the minimal flat containing (F1∩F2)+x is F1 by Lemma 32. Because F2+x ⊆ F2+F1, we
have that the minimal flat H containing F2 + x satisfies H ≤ F2 ∨ F1. On the other hand, because(F1 ∩F2)+ x ⊆ F2 + x, we have that F1 ≤H. Now we have that both F1, F2 ≤H so H must contain
the least upper bound of the two, that is, H ≥ F1 ∨F2. We conclude that H = F1 ∨F2, which means
F1 ∨F2 covers F2 by Lemma 32. This proves the lattice of flats is semimodular. 
Because the lattice of flats is semimodular, we can deduce the following (see [Sta97, Prop. 3.3.2]
and [Sta07, Prop. 3.7]):
Corollary 34. The lattice of flats of a q-matroid satisfies the Jordan-Dedekind property, that is:
all maximal chains between the same elements have the same finite length.
In what follows, we will need the lemma below.
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Lemma 35. Let A be a subspace of E and let F be a collection of subspaces of E. Let x ⊆ A have
dimension one and let F ⊂ A be an element of F . Let F ′ be the minimal element of F containing
x +F . If A ⊆ F ′ then F ′ = FA.
Proof. If A ⊂ F ′ ∈ F , we have FA ⊂ F ′ by definition. Then since F +x ⊂ A we have F +x ⊂ FA ⊂ F ′.
Since F ′ is the the minimal flat containing F and x, F ′ ⊂ FA, implying their equality. 
We are now ready to prove our main theorem.
Theorem 36. Let E be a finite dimensional space. If F is a family of subspaces of E that satisfies
the flat axioms (F1)-(F3) and r(A) is the function defined as the length minus one of a maximal
chain of flats from F0 to FA, then (E,rF ) is a q-matroid and its family of flats is F . Conversely,
if Fr is the family of flats of a q-matroid (E,r), then Fr satisfies the conditions (F1)-(F3) and
r = rFr .
Proof. Let (E,r) be a q-matroid and define Fr to be the set of those subspaces F of E such that
r(F + x) > r(F ) for all 1-dimensional subspaces x ⊆ E −F . We have seen in Proposition 31 that F
satisfies (F1)-(F3).
Let now (E,F) be a family of flats. For each subspace A ⊆ E, define r(A)+1 to be the length of
a maximal chain of flats from F0 to FA. By Corollary 34, all such maximal chains have the same
length, so the rank function r is well-defined. We show r satisfies (r1)-(r3), that is, that (E,r) is a
q-matroid.
(r1): For a subspace A, r(A) ≥ 0 since FA is contained in any chain from F0 = F{0} to FA. If
A ⊆ F0 then F0 = FA and r(A) = 0 ≤ dim(A), so the result clearly holds. If F0 does not contain A,
then there is a 1-dimensional space x0 ⊆ A−F0. Let G0 = F0+x0 and define F1 to be the minimal flat
containing F0 and x. F1 clearly has dimension at least 1 and is clearly a cover of F0. Indeed if there
is a flat H such that F0 ⊊H ⊊ F1, H contains F0 properly (otherwise H = F0) and x0 ⊈H (otherwise
H = F1). If it contains any element of F0+x0 but not in F0 it would contain x0 itself as a subspace.
If A ⊂ F1 then by Lemma 35 we have F1 = FA and the required maximal chain is F0 ⊊ FA. If A ⊄ F1
then choose x1 ⊆ A/F1 and define F2 to be the unique cover of G1 = F1 + x1; clearly dim(F2) ≥ 2.
We continue in this way, choosing at each step a 1-dimensional subspace xi ∈ A − Fi and construct
the unique flat Fi+1 covering Gi = Fi + xi, until we arrive at a flat Fk that contains A. By Lemma
35, we have Fk = FA, yielding the maximal chain of flat F0 ⊆ F1 ⊆ ⋯ ⊆ Fk = FA. Since dim(Fi) ≥ i
for each i, it follows that r(A) = k ≤ dim(A).
(r2): Let A ⊂ B; we prove r(A) ≤ r(B). By Lemma 28 (3), FA ⊂ FB , therefore a maximal chain
of flats F0 ⊂ F1 ⊂ ⋯ ⊂ FA is contained in FB .
(r3): Let A,B ⊆ E be subspaces and consider a maximal chain of flats F0 ⊂ ... ⊂ FA∩B . If
FA∩B ≠ FA then choose a 1-dimensional space x1 ⊆ A −FA∩B and continue extending the chain, by
setting G1 = FA∩B +x1 and taking F1 = FG1 and then repeating this procedure, each time choosing
xi ⊆ A − Fi, where Fi is the cover of Gi = Fi−1 + xi−1 for each i. This sequence is clearly finite (in
fact has length at most dim(A) − dim(A ∩B)), and by Lemma 35, there exists some k such that
Fk = FA
Once we have a maximal chain terminating at FA, if B ⊄ FA, we repeat the same procedure,
constructing a maximal chain terminating at FA+B . In the same way, from F0 ⊂ ... ⊂ FA∩B ,
we construct a maximal chain terminating at FB , which can be extended to a maximal chain
terminating at FA+B . For any y ⊆ FB , by (F2), the minimal flat containing FA∩B + y is contained
in the minimal flat containing FA + y. Therefore, a maximal chain from FA∩B to FB is longer than
or equal to the maximal chain from FA to FA+B . This yields r(A +B) − r(A) ≥ r(B) − r(A ∩B)
and this proves (r3).
The only thing that remains to be proved is that rank and flats defined as above compose
correctly, namely F → r → F ′ implies F = F ′, and r → F → r′ implies r = r′. Given a family F of
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flats satisfying (F1)-(F3), define r(A) to be the length of a maximal chain F0 ⊂ ⋯ ⊂ FA minus one.
Then let F ′ = {F ⊆ E ∶ r(F + x) > r(F ),∀x /⊆ F,dim(x) = 1}. We want to show that F = F ′. Let
F ∈ F , that means, F = FF is the endpoint of a maximal chain. Equivalently, for all 1-dimensional
subspace x ⊆ E − F , we have that any maximal chain for F + x has to terminate at a flat that is
strictly greater than F and so r(F + x) > r(F ). Thus F ∈ F ′.
Conversely, if r is a rank function satisfying (r1)-(r3), let F = {F ⊆ E ∶ r(F + x) > r(F )∀x /⊆
F,dim(x) = 1}. Then let rF(A) be the length of a maximal chain F0 ⊂ ⋯ ⊂ FA minus one. We
want to show that r = rF . This follows from the same reasoning as above: each element F ∈ F is
the endpoint of a maximal chain and hence is strictly contained in the unique cover of x + F for
any x /⊆ F . 
3.2. Independent Sets & the Closure Function. The goal of this section is to prove that a
closure operator satisfying the closure axioms of Definition 12 gives rise to a family of independent
spaces satisfying the independence axioms of Definitions 10. We use this to prove a cryptomorphic
description of a q-matroid in terms of its closure operator.
Definition 37. Let cl be a closure operator on E. We say that I ⊂ E is an independent space
of (E, cl) if either I = 0, or dim I ≥ 1 and for all x ∈ I, we have x /⊂ cl(Ix) for any Ix ⊂ I of
co-dimension 1 such that x + Ix = I.
Clearly, if x ∈ I ⊆ E and x ⊂ cl(Ix) for any Ix ⊂ I of co-dimension 1 such that x+ Ix = I, then I is
not independent. Also, if x is a one-dimensional subspace that is not independent then x ⊆ cl(0).
Lemma 38. Let cl be a closure operator on E satisfying (cl1)-(cl4). Let I ⊆ E and let x be a
one-dimensional subspace of E. If I ∈ I but x + I ∉ I, then x ⊂ cl(I). Equivalently, if I ∈ I and
x /⊂ cl(I) then x + I ∈ I.
Proof. Suppose that x+I ∉ I. Then there exists a one-dimensional subspace y ⊆ x+I and a subspace(I + x)y of codimension 1 in x + I such that y /⊆ cl((I + x)y). There exists a subspace Iy ⊆ I of
codimension 1 such that y /⊆ Iy and (I + x)y = Iy + x. If x = y then cl((I + x)y) = cl(Ix + x) = cl(I)
and the result holds. If x ≠ y then cl((I +x)y) = cl(Iy +x) and so y ⊆ cl(x+ Iy) but y /⊆ cl(Iy). Then
by (cl4) x ⊆ cl(y + Iy) = cl(I) and the result follows. 
Theorem 39. Let (E, cl) satisfy (c11)-(cl4) and denote its set of independent spaces by I. Then(E,I) satisfies (I1)-(I4).
Proof. We show in fact a slight variation of the independence axioms (I1)-(I4) as from Definition
10. It is proven in [JP18, Prop.16] that this is equivalent.
(I1’) 0 ∈ I by definition.
(I2) Let J ∈ I and let I ⊆ J . Let x ⊆ I. Let x + Ix = I where x /⊆ Ix. Let Jx be a subspace
of codimension 1 in J that contains Ix and that does not contain x. Since J ∈ I we have
x /⊆ cl(Jx) and so by (cl2) x /⊆ cl(Ix). The same holds true independently of our choice of
Ix.
We now prove that (I3’) holds.
(I3’) If I, J ∈ I and dimJ = dim I + 1 then there is a 1-dimensional space x ⊆ J/I such that
x + I ∈ I.
Suppose that I, J ∈ I and dimJ = dim I +1 and that (I3) fails. That is, x+ I ∉ I for any x ⊆ J/I.
Then from Lemma 38 (which requires (cl4)), we have J ⊆ cl(I). Suppose further that dim(I ∩ J)
is maximal over all such pairs that fail (I3). Let y ⊂ J/I and let Jy have co-dimension 1 in J such
that J = y + Jy. Since J is independent, y /⊆ cl(Jy). If I ⊆ cl(Jy) then by (cl2), cl(I) ⊆ cl(Jy),
which brings a contradiction since y ⊂ J ⊂ cl(I). It follows that I /⊆ cl(Jy). Therefore, there exists
z ⊆ I/ cl(Jy) and hence again by Lemma 38, J ′ = z + Jy ∈ I.
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Now dim(J ′) = dimJ = dim I+1 and J ′∩I = (z+Jy)∩I = z+(Jy∩I), so dim(J ′∩I) = dim(Jy∩I)+1.
Also J ∩ I = (y + Jy) ∩ I = Jy ∩ I and so it follows that dim(Jy + I) < dim(J + I).
It follows that the pair I, J ′ satisfy (I3), by the maximality of dim(I ∩J). Therefore, there exists
w ∈ J ′/I such that w + I is independent. Clearly, w ≠ z as z ⊆ I and so w = ⟨z¯ + j¯⟩ for some z¯ ∈ z
and non-zero j¯ ∈ Jy and hence w + I = ⟨z¯ + j¯⟩ + I = j + I for some one-dimensional j ⊆ J . But this
contradicts our assumption that (I3) fails for I and J . We deduce that (I3) holds.
Before proving that the closure axioms (cl1)-(cl4) are sufficient to establish (I4), we’ll show the
following holds.
(I4’) Let A ⊆ E and let I be a maximal independent subspace of A. Let x ⊆ E be a one-
dimensional space. Then x +A has a maximal independent subspace contained in x + I.
If A = I then any subspace of x+A is a subspace of x+ I, so the result holds. Suppose then that
I ⊊ A. If x ⊆ A then by the maximality of I in A, I is the required maximal independent subspace
of A = x +A in x + I. Therefore, for the remainder we assume that x /⊆ A.
Consider first the case dimA = 1. We write A = a. Since we have assumed that a ∉ I, we have
I = {0} and so x + I = x. Suppose that x is independent. If x is not a maximal independent
subspace of x + a, then x + a itself is independent and hence a ∈ I, yielding a contradiction. We
deduce that x itself is the required maximal independent subspace of x + a. Suppose now that x
is not independent and that there exists a 1-dimensional independent subspace y ⊂ x + a. Then
x,a ⊆ cl(0) and so x + a ⊆ cl(0), yielding the contradiction y ⊆ cl(0). It follows that I = {0} is the
required maximal independent subspace.
We proceed now with an inductive argument. Suppose the result holds for subspaces of dimension
less than dimA. As I ⊊ A, there exists a one-dimensional subspace y ⊆ A/I and Ay of codimension
1 in A such that A = y +A and I ⊆ Ay. I is a maximal independent subspace of Ay ⊆ A and so by
hypothesis, there is a maximal independent subspace M of x +Ay contained in x + I. If x + I ∈ I
then M = x+I. We claim that M is a maximal independent subspace of x+A. Let J be a maximal
independent subspace of x+A and suppose, towards a contradiction, that dimJ > dimM = dim I+1.
Note first that x /⊂ J , since in that case J would contain an independent subspace of A of dimension
greater that dim I, contradicting the maximality of I. Similarly, J /⊂ A. By (I3) there exists
z ∈ J/M ⊂ x+A such that z+M ∈ I. Now z +M = z+x+ I = a+x+ I for some a ∈ A/x+ I, however,
by the maximality of I in A we have a + I ∉ I, yielding a contradiction. It follows that x + I is the
required maximal independent subspace.
If x + I is not independent, then M ⊊ x + I and so dimM = dim I. Again, suppose that J is a
maximal independent subspace of x +A with dimJ > dimM = dim I. By (I3) there exists z ⊆ J/I
such that J ′ = z + I is independent. Clearly dim(J ′ ∩ (x+Ay)) ≤ dimM = dim I as J ′ ∩ (x+Ay) ∈ I
and M is a maximal independent subspace of x+Ay (by hypothesis). Therefore, J
′ ∩ (x +Ay) = I.
But then J ′ = y + I, leading to a contradiction since y + I ∉ I. We deduce that I itself is a maximal
independent subspace of x +A. This establishes (I4’).
By the proof of [JP18, Proposition 14], the axiom (I4’) can be replaced by:
(I4”) Let A ⊆ E and let I be a maximal independent subspace of A. Let B ⊆ E. Then A+B has
a maximal independent subspace contained in I +B.
We finally establish (I4):
(I4) Let A,B ⊆ E have maximal independent subspaces I, J , respectively, not both zero, then
A +B has a maximal independent subspace contained in I + J .
By (I4”), I + B contains a maximal independent subspace N ⊆ I + J . Also by (I4”), A + B has
a maximal independent subspace M ⊆ I + B. But M is also a maximal independent subspace of
I +B, and hence M and N have the same dimension. 
Corollary 40. Let E have closure function cl satisfying (cl1)-(cl4) and let I be a collection of
subspaces of E satisfying (I1)-(I4). Then (E, cl) and (E,I) determines a matroid (E,r) with
closure function cl and independent spaces I.
Proof. We have (E, cl) satisfying (cl1)-(cl4), which from Theorem 39 yields (E,Icl) satisfying (I1)-
(I4), where
Icl ∶= {I ⊆ E ∶ x /⊆ cl(Ix) for any x, Ix ⊆ I,dimx = 1, x /⊆ Ix, x + Ix = I}.
We write Icl = I. From [JP18, Theorem 8], (E,I) yields a matroid (E,rI) with rank function
rI(A) ∶=max{dim I ∶ I ∈ I, I ⊆ A},
for each A ⊆ E We write rI = r. Moreover, the independent spaces of (E,r) coincide with I, and
so
Ir = {I ⊆ E ∶ dim I = r(I)} = I.
The closure function of (E,r) is defined by
clr(A) = {x ⊆ E ∶ dimx = 1, r(A + x) = r(A)}.
We claim that clr(A) = cl(A) for each A ⊆ E.
Let A ⊆ E and let I be a maximal independent subspace of A. Then r(A) = r(I) = dim(I) by
definition. Also, I + a ∉ I for any a ⊆ A and so from Lemma 38 cl(a) ⊆ cl(I), thus cl(A) = cl(I).
Let x ⊆ cl(A)/A. Clearly x ⊆ cl(I), so x + I ∉ I and hence by (I4) I is maximal independent
subspace of x + A contained in x + I. Then r(A) = r(I) = dim I = r(A + x) and so x ⊆ clr(A).
Therefore cl(A) ⊂ clr(A).
Now suppose that x ⊆ clr(A)/A. Then r(I) = r(A) = r(A + x) ≥ r(I + x) ≥ r(I) and so x + I ∉ I.
Again by Lemma 38 we have x ⊂ cl(A) and so cl(A) = clr(A). 
The following is now an immediate corollary of Theorems 36 and 39. We remark that it can
also be proved by direct argument, following, for example, a q-analogue of [GM12, Theorem 2.52].
Given (E,F) satisfying (F1)-(F3), we define the closure function with respect to F by:
clF(A) ∶=⋂{F ∈ F ∶ A ⊆ F}.
Given (E, cl) satisfying (cl1)-(cl4), we define the set of flats with respect to cl by:
Fcl ∶= {F ⊆ E ∶ cl(F ) = F}.
Corollary 41. Let E be a finite dimensional space, let cl be a closure function. If (E, cl) satisfies
(cl1)-(cl4) then (E,Fcl) satisfies (F1)-(F3), for
Fcl ∶= {F ⊆ E ∶ cl(F ) = F}.
Conversely, if F is a collection of subspaces of E such that (E,F) satisfies (F1)-(F3) then (E, clF)
satisfies (cl1)-(cl4), for
clF(A) ∶=⋂{F ∈ F ∶ A ⊆ F}.
In particular, (E, cl) determines a matroid (E,r) with set of flats
F = {F ⊂ E ∶ r(F + x) > r(F )∀x ⊈ F}
if and only if (E,F) determines a matroid with closure function cl defined by
cl(A) = {x ⊆ E ∶ r(A + x) = r(x)}.
We summarize here all the cryptomorphisms proved so far:
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Closure
Flats Rank Independents Bases
CircuitsMatroidal bi-colorings
Cor. 41
Thm. 36
[JP18, Thm. 8 ]
[JP18, Thm. 37 ]
[JP18, Thm. 68 ]
Cor. 40
[JP18, Thm. 64 ][BCJ17, Thm. 2 ]
4. q-PMD’s and Subspace Designs
As an application of the cryptomorphism between the rank function and flats proved in Sec-
tion 3.1, we obtain the first example of q-PMD that has a classical analogue, namely the q-Steiner
systems. Going further, we generalize a result of Murty et al. [MYE70] and show that from the
flats, independent subspaces and circuits of our q-PMD we derive subspace designs. While only the
STS(13,2) parameters are known to be realizable to date, we have used it in our construction to
obtain subspace designs for parameters that were not previously known to be realisable.
4.1. q-Steiner Systems are q-PMDs. We start by showing that a q-Steiner systems gives a
q-matroid, and we classify its family of flats.
Proposition 42. Let S be an S(t, k,n; q) Steiner system and let B denotes its blocks. We define
the family F = {⋂B∈S B ∶ S ⊆ B}. Then S is a q-matroid and the family F gives its flats.
Proof. By the cryptomorphic definition of a q-matroid in Theorem 36, it would be enough to show
that F satisfies the axioms (F1), (F2) and (F3). By taking S = ∅, we see that E ∈ F . By the
definition of F , we see that (F2) also holds.
To prove (F3), let F ∈ F and let x ⊆ E/F have dimension 1. Define x + F ∶= ⋂{B ∈ B ∶ x+F ⊆ B}.
Clearly x +F ∈ F . If F ′ ∈ F contains x and F then F ′ is an intersection of blocks, each of which
must contain x + F and hence x +F ⊆ F ′. Therefore, x + F is the unique cover of F that contains
x. This establishes (F3). 
The q-matroid (E,F) determined by a q-Steiner system as described in Proposition 42 is referred
to as the q-matroid induced by the the Steiner system.
Proposition 43. Let (E,F) be a q-matroid induced by a q-Steiner system with blocks B. Let F
be a subspace of E. Then F ∈ F if and only if exactly one of the following holds: (i) F = E, (ii)
F ∈ B, or (iii) dim(F ) ≤ t − 1.
Proof. It is clear from the definition of F as the collection of all intersections of the blocks in B
that E is a flat and that all blocks are flats. Let us consider the intersection of two blocks. This
space can never have dimension bigger than t − 1, because every t-space (and thus every space of
dimension bigger than t) is in precisely one block. On the other hand, every space F of dimension
at most t−1 is in the same number of blocks by Lemma 22, whose intersection is F . So every space
of dimension at most t − 1 is a flat. 
In Theorem 36 it was shown that a collection of subspaces F of E satisfying (F1)-(F3) determines
a matroid (E,r) for which r(A) + 1 is the length of a maximal chain of flats contained in FA. We
will now determine explicit values for the rank function of the q-matroid induced by Steiner system
as defined in Proposition 42.
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Proposition 44. Let M = (E,F) be the q-matroid for which F is the set of finite intersections the
blocks of an S(t, k,n; q) Steiner system S = (E,B). Then M is q-PMD with rank function defined
by
r(A) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
dim(A) if dim(A) ≤ t
t if dim(A) > t and A is contained in a block of B
t + 1 if dim(A) > t and A is not contained in a block of B
Proof. Let A ⊆ E be a subspace. Then r(A) + 1 is the length of a maximal chain of flats contained
in FA. If dimA < t−1 then A is a flat, as are all its subspaces. So a maximal chain of flats contained
in FA = A has length dimA + 1, hence r(A) = dimA. If dimA = t then A is contained in a unique
block, and this block is equal to FA. A maximal chain of flats looks like F0 ⊂ F1 ⊂ ⋯ ⊂ Ft−1 ⊂ FA,
where dimFi = i. This chain has length t + 1 hence r(A) = t = dimA.
If dimA > t and A is contained in a block, then FA is a block and we apply the same reasoning as
before to find r(A) = t. If dimA > t and A is not contained in a block, then FA = E and a maximal
chain of flats is F0 ⊂ F1 ⊂ ⋯ ⊂ Ft−1 ⊂ B ⊂ E where B is a block. (Note that dimB > dimA, but
A /⊆ B.) This gives r(A) = t + 1.
To establish the q-PMD property, we show that flats of the same rank have the same dimension.
Clearly this property is satisfied by flats of dimension at most t. Let F be a flat of dimension at
least t + 1 and rank t. Then F is contained in a unique block and hence, being an intersection
of blocks by definition, is itself a block and has dimension k. If F has rank t + 1, then it is not
contained in a block, and hence must be E. 
4.2. Subspace Designs from q-PMD’s. LetM be a matroid that comes form a q-Steiner system.
We will now give a classification of its flats, independent subspaces and circuits and show that these
yield new subspace designs by the idea in the classical case given in [MYE70].
Flats. We have classified the flats of a q-matroid induced by a q-Steiner system in Proposition 43.
By considering all flats of a given rank, we thus get the following designs:
● For rank t + 1 we have only one block, Fnq . This is a n-(n,n,1) design.
● For rank t, we get the original q-Steiner system.
● For rank less than t we get a trivial design.
Independent spaces.
Proposition 45. Let M be the q-PMD induced by a q-Steiner system with blocks B. Let I be a
subspace of E. Then I is independent if:
● dim I ≤ t
● dim I = t + 1 and I is not contained in a block of B.
Proof. This follows directly from the fact that I is independent if and only if r(I) = dim I and the
definition of the rank function of M . 
We want to know if all independent spaces of a given dimension ℓ hold a design. There are two
trivial cases:
● If ℓ ≤ t then the blocks are all spaces of dimension ℓ. This is a trivial design.
● If ℓ > t + 1 then there are no independent spaces. This is the empty design.
So, the only interesting case is to study the independent spaces of dimension t + 1. These are all
the (t + 1)-spaces that are not contained in a block of B.
Theorem 46. Let M be the q-PMD induced by a q-Steiner system with parameters t-(n,k,1; q)
and blocks B. The independent spaces of dimension t + 1 of M form a t-(n, t + 1, λI) design with
λI = (qn−t − qk−t)/(q − 1).
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Proof. Let I be the set of independent spaces of dimension t + 1 of M . We claim that for a given
t-space A, the number of blocks I ∈ I containing it is independent of the choice of A, and thus
equal to λI .
Let A be a t-space and let λ(A) denote the number of (t + 1)-spaces of I that contain A. A is
contained in a unique block B ∈ B of the q-Steiner system. We extend A to a (t + 1)-space I that
is not contained in any block of B, that is, we extend A to I ∈ I. We do this by taking a 1-space
x not in B and letting I = A + x. The number of 1-spaces not in B is equal to the total number of
1-spaces minus the number of 1-spaces in B:
[n
1
]
q
− [k
1
]
q
=
qn − 1
q − 1
−
qk − 1
q − 1
= qk [n − k
1
]
q
.
However, another 1-space y that is in I but not in A gives that A + x = A + y. The number of
1-spaces in I but not in A is equal to
[t + 1
1
]
q
− [t
1
]
q
=
qt+1 − 1
q − 1
−
qt − 1
q − 1
= qt.
This means that the number of ways we can extend A to I ∈ I is the quotient of the two values
calculated above:
λ(A) = qk−t [n − k
1
]
q
=
qn−k − qk−t
q − 1
= λI ,
which is independents on the choice of A of dimension t. 
Example 47. For the q-PMD arising from the 2-(13,3,1) Steiner system we have bI = 3267963270
and λI = 2046. For the q-PMD arising from the putative q-Fano plane, we have bI = 11430 and
λI = 30.
Circuits.
Proposition 48. Let M be a q-PMD induced by a q-Steiner system with blocks B. Let C be a
subspace of M . Then C is a circuit if and only if:
● dimC = t + 1 and C is contained in a block of B,
● dimC = t + 2 and all t + 1-subspaces of C are contained in non of the blocks of B.
Proof. A circuit is a space such that all its codimension 1 subspaces are independent. All spaces of
dimension at most t are independent, so a circuit will have dimension at least t+ 1. Also, since the
rank of M is t+ 1, a circuit has dimension at most t+ 2. The result now follows from the definition
of a circuit and the above Proposition 45 that classifies the independent spaces of M . 
We now show that all the (t + 1)-circuits form a design and that all the (t + 2)-circuits form a
design.
Theorem 49. Let M be a q-PMD induced by a q-Steiner system with blocks B. Let Ct+1 be the
collection of all circuits of M of dimension (t + 1). Then Ct+1 are the blocks of a t-(n, t + 1, λCt+1)
design where
λCt+1 = [k − t1 ]
q
Proof. Let S be a t-space and contained in unique block BS in the q-Steiner system. There are
[ k − t
t + 1 − t
]
q
= [k − t
1
]
q
(t + 1)-dimensional subspaces of BS that contain S, from Lemma 18. Every
such (t+1)-space is a circuit by definition. If C is a circuit not contained in BS , then by Proposition
48 C is contained in another block B ∈ B. Therefore, if A ⊂ C, then A is contained in two distinct
15
blocks BS and B, contradicting the Steiner system property. Hence, λ(S) = [k − t1 ]
q
, which is
independent of our choice of S of dimension t. 
Remark 50. In fact by Proposition 48, Theorem 49 and Theorem 46 are equivalent. The circuits
of dimension t + 1 are precisely the set (t + 1)-spaces each of which is contained in some block of
the q-Steiner system. Therefore this set of circuits is the complement of the set of (t + 1) spaces
for which none of its members is contained in a block of the Steiner system. It follows that the
q-designs of Theorems 46 and 49 are supplementary designs with respect to each other.
Theorem 51. Let M be a q-PMD induced by a q-Steiner system (E,B). Let Ct+2 be the collection
of all circuits of M of dimension (t+2). Then Ct+2 are the blocks of a t-(n, t+2, λCt+2) design where
λCt+2 = q
k−t [n − k
1
]
q
⎛
⎝[
n − t − 1
1
]
q
−
1
q
[k − t
1
]
q
[t + 1
1
]
q
⎞
⎠
1
q + 1
.
Proof. Let Ct+2 be the set of circuits of dimension t + 2 of M . We argue that every t-space is
contained in the same number λCt+2 of members of C. We do this by calculating for a given t-space
A the number of blocks C ∈ Ct+2 it is contained in. It turns out this number is independent of the
choice of A, and thus equal to λCt+2 .
Define
N(A) ∶= ∣{(I,C) ∶ A ⊂ I ⊂ C, I ∈ I,dim I = t + 1,C ∈ Ct+2}∣.
The number of (t + 1)-dimensional independent spaces I containing A is exactly the number λI
calculated in Theorem 46, which is (qn−t − qk−t)/(q − 1). Now let I be an independent space of
dimension t + 1 that contains the t-space A. Then I is a (t + 1)-space that is not contained in a
block of B. We will extend I to a (t+ 2)-space C ∈ Ct+2. The number of (t+ 2)-spaces containing I
can be counted as follows:
number of 1-spaces x in E such that I + x ∈ C
number of 1-spaces in I + x but not in I
. (1)
The denominator of this fraction is straightforward:
[t + 2
1
]
q
− [t + 1
1
]
q
=
qt+2 − 1
q − 1
−
qt+1 − 1
q − 1
=
qt+2 − qt+1
q − 1
= qt+1.
Now we want to find the number of 1-spaces x such that I + x ∈ C. We can not add just any x
intersecting trivially with I: we have to make sure that the resulting (t+ 2)-space does not contain
any (t + 1)-spaces that are contained in a block of B, i.e., dependent spaces of smaller dimension.
This will happen if and only if we pick x in a so-called forbidden block. We say that a block of B
is forbidden with respect to I if it intersects I in dimension t. Note that if x ⊈ I is in a forbidden
block, then I+x contains a (t+1)-subspace of this forbidden block. We claim that forbidden blocks
intersect only in I. Let A1 and A2 be t-spaces contained in I. Then A1 and A2 are each contained
in a unique block of B, say B1 and B2, respectively. These are forbidden blocks. Because A1 and
A2 have codimension 1 in I, we have that dim(A1 ∩A2) = t − 1. By the design property, we have
that dim(B1 ∩ B2) ≤ t − 1. Now A1 ∩ A2 ⊂ B1 ∩ B2, and hence, comparing dimensions, we have
B1∩B2 = A1∩A2 ⊂ I. Therefore, the number of forbidden blocks is equal to the number of t-spaces
in I, which is [t + 1
t
]
q
= [t + 1
1
]
q
. For a forbidden block B we have that dim(B ∩ I) = t, so the
number of 1-spaces excluded by each forbidden block is [k
1
]
q
− [t
1
]
q
= qt [k − t
1
]
q
. The total number
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of excluded points is thus qt [k − t
1
]
q
[t + 1
1
]
q
, because all forbidden blocks meet only in a subspace
of I. The total number of points outside I is [n
1
]
q
− [t + 1
1
]
q
= qt+1 [n − t − 1
1
]
q
. This means that the
number of 1-spaces in E such that I + x ∈ C is equal to
qt+1 [n − t − 1
1
]
q
− qt [k − t
1
]
q
[t + 1
1
]
q
Substituting in Equation 1 gives that the number of (t + 2)-dimensional circuits containing I is
equal to
[n − t − 1
1
]
q
−
1
q
[k − t
1
]
q
[t + 1
1
]
q
.
It follows that
N(A) = qk−t [n − k
1
]
q
⎛
⎝[
n − t − 1
1
]
q
−
1
q
[k − t
1
]
q
[t + 1
1
]
q
⎞
⎠ ,
which is independent of our choice of A of dimension t. Now for a fixed circuit C ∈ Ct+2 containing
A there are
[(t + 2) − t(t + 1) − t]
q
= [2
1
]
q
=
q2 − 1
q − 1
= q + 1
independent (t + 1)-spaces containing A and so we have
N(A) = (q + 1)∣{C ∈ Ct+2 ∶ A ⊂ C}∣ = (q + 1)λ(A).
We conclude that
λC = λ(A) = qk−t [n − k1 ]
q
⎛
⎝[
n − t − 1
1
]
q
−
1
q
[k − t
1
]
q
[t + 1
1
]
q
⎞
⎠
1
q + 1
.

The admissibility of given parameters presented in Lemma 22 plays an important role to show
non existence results on the subspace designs. In the following corollary we give the admissibility
conditions of the parameters presented in Theorem 46, 49 and 51.
Corollary 52. If a Steiner triple system STS(n; q) exists, then there exist 2-(n,k,λ; q) design with
the following parameters,
(1) k = 4, λ = ( qn−3−1
q2−1
)( q(qn−3−1)−(q3−1)
q−1 ),
(2) k = 4, λ = q
n−3−1
q2−1
([3
1
]
q
+ 1),
(3) k = n − 4, λ =
(qn−3−1)(qn−4−1)(qn−5−1)
(q4−1)(q3−1)(q2−1)
([3
1
]
q
+ 1).
Moreover, the parameters of the design listed in (1) are admissible if and only if the parameters of
an STS(n; q) are admissible.
Proof. More generally, as a special case of Theorem 51, if an STS(n; q) exists then a 2-(n,4, λ; q)
design exists for
λ = q [n − 3
1
]
q
⎛
⎝[
n − 3
1
]
q
−
1
q
[3
1
]
q
⎞
⎠
1
q + 1
.
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The 2-(n,4, λ; q) design would have intersection number
λ1 =
[n − 1
1
]
q
[3
1
]
q
λ =
qn−1 − 1
q3 − 1
qn−3 − 1
q2 − 1
q(qn−3 − 1) − (q3 − 1)
q − 1
.
If n ≡ 1,3 mod 6 then it is easy to see that λ,λ1 are integers and so the parameters q,n,4, λ are
admissible. Conversely, suppose that q,n,4, λ are admissible. Then in particular, λ ∈ Z. If q + 1
divides [n − 3
1
]
q
then n is odd and so n ≡ 1,3,5 mod 6. If n = 5 + 6m for some positive integer m
then λ1 ∈ Z if and only if
q6m+4 − 1
q2 − 1
(q6m+2 − 1
q − 1
)2 1
q2 + q + 1
∈ Z.
Since q
6m+2−1
q−1 ≡ q + 1 mod (q2 + q + 1), we see that λ1 is an integer if and only if q2 + q + 1 divides
q∑3m+1j=0 q
2j , which yields a contradiction. Therefore n ≡ 1,3 mod 6. If q+1 does not divide [n − 3
1
]
q
then q + 1 and [n − 3
1
]
q
are coprime and n is even. Therefore, λ ∈ Z if and only if q + 1 divides
q [n − 3
1
]
q
− 1, which holds if and only if q + 1 divides q − 1, giving a contradiction. We deduce that
the parameters q,n,4, λ are admissible if and only if the parameters of an STS(n; q) are admissible.
With the discussion above, it remains to see that the design in (2) is the supplementary design of (1)
and the design in (3) is the dual design of (2). Indeed, for a 2− (n,4, λ; q) design with parameters
λ = ( qn−3−1
q2−1
)( qn−2−q3−q+1
q−1 ), its supplementary is a design with parameters 2−(n,4,[n − 22 ]
q
−λ). Note
that
[n − 2
2
]
q
− λ =
qn−3 − 1
q2 − 1
([3
1
]
q
+ 1).
Similarly, for a design with parameters 2−(n,4, λ; q), where λ = qn−3−1
q2−1
([3
1
]
q
+1), its dual is a design
with 2−(n,n−4,
⎡
⎢
⎢
⎢
⎢
⎣
n − 2
4
⎤
⎥
⎥
⎥
⎥
⎦q
⎡
⎢
⎢
⎢
⎢
⎣
n − 2
2
⎤
⎥
⎥
⎥
⎥
⎦q
λ; q). Since the factor ([3
1
]
q
+1) is constant it is enough to see the equality,
[n − 2
4
]
q
[n − 2
2
]
q
qn−3 − 1
q2 − 1
=
(qn−3 − 1)(qn−4 − 1)(qn−5 − 1)
(q4 − 1)(q3 − 1)(q2 − 1) .

Table 1 shows the parameters that we obtain from the Steiner system STS(13; q) and Corollary
52. Table 2 summarizes the parameters of subspace designs whose existence would be implied by
the existence of the q-Fano plane.
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Remark 53. (i) In the literature, the only known Steiner triple systems found are those with
parameters STS(13; 2) [BKW18, pg 193-194]. Therefore, the existence of such STS(13; 2)
Steiner triple systems implies, via Corollary 52, the existence of new subspace designs with
parameters 2-(13,4,2728; 2) (see Table 1).
(ii) Moreover, for q = 2,3 and n = 7, Corollary 52 shows that the existence of the q-Fano plane
implies the existence of 2-(7,3,8; 2) and 2-(7,3,14; 3) designs (see also Table 2). Such
designs have actually been constructed in [BKL05] and [Bra05], respectively. However, for
q = 4,5, there is no information on the existence of the parameters presented in Table 2.
Table 1. Parameters of the designs in Corollary 52 from an STS(13; 2).
q = 2 2 − (13,4,695.299; 2),
2 − (13,4,2728; 2),
2 − (13,9,3385448; 2).
Table 2. Parameters of new designs in Corollary 52 from putative STS(7; q).
q = 2 2 − (7,4,115; 2)
2 − (7,4,40; 2)
2 − (7,3,8; 2) [BKL05]
q = 3 2 − (7,4,1070; 3)
2 − (7,4,140; 3)
2 − (7,3,14; 3) [BKL05]
q = 4 2 − (7,4,5423; 4)
2 − (7,4,374; 4)
2 − (7,3,22; 4) ∗
q = 5 2 − (7,4,19474; 5)
2 − (7,4,832; 5)
2 − (7,3,32; 5) ∗
∗ no information on the exis-
tence
4.3. The automorphism group of designs from q-PMDs. For the subspace designs con-
structed in Theorems 46, 49, and 51, we show that their automorphism group is isomorphic to the
automorphism group of the Steiner system. Since the designs in Theorems 46 and 49 are supple-
mentary to each other, and moreover the constructions of the circuits in Theorem 51 are obtained
by the independent spaces in Theorem 46 we only consider the automorphism groups of the designs
in Theorem 46 and 51, respectively.
Theorem 54. Let S be an S(t, k,n; q) be Steiner system. Then
(1) The automorphism group of the design obtained in Theorem 46 from S is isomorphic to the
automorphism group of S.
(2) The automorphism group of the design obtained in Theorem 51 from S is isomorphic to the
automorphism group of S.
Proof. (1) Let us denote the B be the blocks of S. Let I be the set of independent spaces of the
q-PMD of dimension t + 1, which are not contained in a block of B. Let φ be an automorphism of
S. Given an independent space I ∈ I, we claim that the image φ(I) is also an independent space.
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Since φ ∈ Aut(L(E)), then dimφ(I) = t + 1. Moreover, φ(I) cannot be contained in a block B of
B, because otherwise we see I ⊆ φ−1(B) ∈ B, which is a contradiction.
Conversely, let φ be an automorphism of the design with blocks I. We will show that φ(B) is also
in B for all B ∈ B. Assume that A is a t-dimensional subspace such that A ⊆ B and φ(A) ≠ A. Note
that if such a space does not exist, then φ(B) = B, hence φ(B) is a block. We will denote BA = B
the unique block containing A and by Bφ(A) the unique block in B containing φ(A). Now assume
that φ(BA) is not a block, which in particular implies that there exists x ∈ φ(BA)/Bφ(A). By
considering the independent space construction in Theorem 46, we claim that the set IA = φ(A)+x
is independent, since it has dimension t + 1 and is not contained in a block. Indeed, if it were
contained in a block B′ ≠ Bφ(A), then φ(A) would be contained in two different blocks and this
would contradict the fact that S is a Steiner system. Finally, note that since I is a design, there
are λI independent subsets I1, . . . , IλI such that A ⊆ I. It follows that φ(A) ⊂ φ(Ii) and by
construction φ(Ii) /⊆ φ(BA). Hence IA is different from all the subspaces Ii and φ(A) is contained
in λI + 1 independent subspaces in I, which is a contradiction.
(2) Let φ be an automorphism of S. Let C ∈ Ct+2. If φ(C) is not a circuit of dimension t + 2,
there exists a t + 1-subspace I ⊂ φ(C) which is contained in a block B of B. Then φ−1(A) is a
t + 1-subspace of C such that φ−1(A) ⊆ φ−1(B). This contradicts the fact that C is a circuit of
dimension t + 2. Conversely, consider an automorphism φ of Ct+2, i.e. φ(C) ∈ Ct+2 for all C ∈ Ct+2.
First, we observe that for a fixed circuit C and every independent space such that I ⊆ C, we have
that φ(I) is also independent. Otherwise, φ(C) would contain a dependent t + 1-subspace φ(I).
Let B ∈ B and we will show that φ(B) ∈ B. Assume that A is a t-dimensional subspace such that
A ⊆ B and φ(A) ≠ A. As before, we denote by BA = B and by Bφ(A) the unique block containing
φ(A). As explained in the proof of Theorem 51, the λCt+2 circuits C ∈ Ct+2 containing A are counted
by taking an independent set I which contains A and defining C = I +x, with x /∈ BA. This implies
that φ(C) = φ(I) + φ(x), x /∈ BA give λCt+2 distinct circuits containing φ(A). On the other hand,
if there exists x′ ∈ φ(BA)/Bφ(A), we can also construct a circuit C ′ = φ(I) + x′, which will contain
φ(A). Since C ′ is different from the λCt+2 circuits constructed before, we get a contradiction. 
Remark 55. Subspace designs with parameters 2-(7,3,8; 2) and 2-(7,3,14; 3) were found by com-
puter search in [BKL05], applying the Kramer-Mesner method and under the assumption that their
automorphism groups contain a Singer cycle. If these designs were the same as the ones presented
in Table 1, then their automorphism group would be isomorphic to that of an STS(7; 2) q-Steiner
triple system. However, it is known that the q-Fano plane has automorphism group of order at most
2 [BKN16, KKW18]. This shows that the designs that could be implied by our construction are not
isomorphic to those obtained by Braun et al. [BKL05].
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