ABSTRACT The flexible nature of elastic optical networks allows advanced resource management. Algorithms facilitating the procedure of resource allocation can provide connectivity that is energy-efficient. Also, the network's performance is slightly affected and remains at a high level. There are innovative developments during the last years concerning the physical layer that increase the performance even further. Such a technique which provides spectrum sharing is called Signal Overlap. Specifically, the modulation includes two independent data flows that rely on the same spectrum resources and propagate combined in the optical fiber. When energy-efficient algorithms are designed to exploit the Signal Overlap technique for building the virtual topology of the network, less energy-consuming components operate in the network. This procedure also preserves the performance at a stable level. In this paper, the Signal Overlap technique is used to design a new algorithm that increases energy efficiency in elastic optical networks. To the best of authors' knowledge, it is the first time that the Signal Overlap technique is used for that purpose. Also, the execution time is low upon mid-to-large topologies, so the algorithm is candidate for real-time execution.
I. INTRODUCTION
Power consumption is constantly increasing since the requirements of Information and Communication Technology (ICT) follow a similar trend [1] . It is becoming an important issue for telecom companies and Internet service providers to confront. New multimedia and other cloud and bandwidthhungry services will push the trend even further [2] in the foreseeable future. This situation creates major concerns to all involved entities. It is predicted that the growth of the Internet will be constrained by power issues [3] rather than bandwidth increase. So, it is important to pursue energy efficiency in this field of physical network connectivity, for economical and environmental reasons as well.
The operational logic of resource-allocating processes is able to include characteristics relating to power consumption. Under that perspective, energy-efficient backbone and metro networks are designed while maintaining
The associate editor coordinating the review of this article and approving it for publication was Pallab K. Choudhury. performance levels along with the low power consumption. The increased cost of resource management yields the corresponding decreased cost of capital expenditure (CapEx) and operating expenses (OpEx).
During the first years of optical networking, the wavelength division multiplexing (WDM) platform was not flexible enough [4] , [5] to facilitate the usage of efficient power management processes. The fixed data streams create high percentage of fragmentation (the case when connections do not utilize the entire bandwidth of lightpaths and the rest is unused). Also, grooming (the aggregation of many low bandwidth connections) at the optical layer is not hardwareenabled in this generation of optical networks. This requires more physical resources for compensation. These resources which increase power consumption consist of router ports, line amplifiers and transponders.
On the other hand, the flexible nature of the elastic network platform [6] is formed by utilizing bitrate-variable transponders (BVTs). These components facilitate the computational logic by providing the capability to use the right amount of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ resources on-demand. That way, less margin for fragmentation exists which eventually leads to the deployment of less power-consuming components. Optical backbone networks advanced to their latest generation platform which is the spectrum-sliced elastic optical path network (SLICE) [6] , [7] . Orthogonal frequency-division multiplexing (OFDM) provides connections with multiple bitrate capacity. In this scheme, many low-rate subcarriers contribute to the process of establishing connections. The main characteristic is the overlapping of adjacent subcarriers by utilizing orthogonal modulation. This leads to the increasing spectrum efficiency. Also, lightpaths originate from a BVT with the required spectra while subcarriers are using various modulation formats.
Elastic optical networks (EONs) [6] , [8] will advance to utilizing higher capacity per fiber in the foreseeable future. This is due to the steady pace of bandwidth demand increase. Since the end-user interface which is based on Ethernet undergoes speed increase (e.g., 400 GbE [9] ), optical channels require higher bandwidth in a similar vein, for avoiding the bottleneck. Low CapEx and low energy consumption are important for the next generation connectivity due to the need for lower deployment cost and other environmental factors. Elastic connectivity requires digital signal processing (DSP) in the transceiver functionality to allow multi-carrier modulation such as OFDM. Wavelength selective switches (WSS) enable bandwidth variable spectrum allocation. Also, inphase and quadrature-phase modulation enables the multiple modulation formats, consisting an important factor to the elasticity of this network platform. These enabling technologies trigger the transition from the rigid and homogeneous WDM networks, to the flexible and heterogeneous ones.
Some of the important traits of the elastic platform [10] are the aggregation/segmentation of the available bandwidth, co-existence of multiple data rates, elasticity of the resources to allocate, line rates adapting to distance, and last, energy saving. The previous generation of WDM optical networks requires full bandwidth allocation between the connections of a path. The elastic platform provides spectrum-efficient bandwidth segmentation. If the bandwidth allocation process is carried out with small fragments, the elastic architecture is capable of serving the corresponding requests efficiently. Also, there are super-wavelength optical paths that are made possible by aggregating bandwidth, ensuring high utilization of the available spectrum. Mixed rates are possible in the optical domain which enable multiple data rates to be efficiently accommodated. Reach-adaptable rates are possible due to the multiple modulation formats. Finally, the ability to allocate the required amount of bandwidth on-demand leads to the energy-efficient schemes. Turning carriers on or off is also a capability when the traffic remains for example, at its low peak.
The process of establishing lightpaths in an optical network under the perspective of energy-efficiency, achieves two goals at the same time, i.e., low power consumption and preservation of performance levels. This phase is resource-sensitive and requires extensive simulation for evaluation purposes. So, the internals of the spectrum allocating process need to be examined and evaluated from the energy perspective. Heuristic methods (i.e., algorithms having results close to optimal but compensate in speed) are good candidates for evaluation via simulation since integer linear programming (ILP) models do not return results in a predictable amount of time. This is due to their complexity when run upon environments with large amount of deployed resources. What is evaluated from simulation's perspective is the energy consumption, propagation delay, path hop-count and processing time. The Signal Overlap technique is demonstrated [11] as an innovative method that leads to efficient resource management in the elastic platform. Specifically, two different PM-QPSK signals use the same subcarrier wavelength for their modulation and are transmitted in the fiber simultaneously ( Figure 1 depicts the method). Low-density paritycheck (LDPC) is used for encoding the signals which are then transmitted as data streams at different bit rates. The attenuation of the two signals is different for achieving a specific carrier to interference (C/I) ratio. The interferent term refers to the weakest signal. When the destination is reached, both signals undergo coherent detection, for capturing the optical signal. Then, digitization and oversampling follow with the assumption that only one signal is transmitted. So, the first lightpath is obtained. The last part of the process involves the estimation of impairments and other important parameters for the first signal, for filtering it out. This leads to the detection of the second lightpath.
In the current work, the innovative Signal Overlap method is exploited for energy efficiency in elastic metro and backbone networks. The motivation is to show that sharing spectrum resources with the overlap technique can be part of an energy-efficient scheme, decreasing the percentage of consumed power in the range from 30 to 40%. For that purpose, a specially designed algorithm that exploits this physicallayer capability is developed and evaluated for the first time. Also, the goal is to keep the performance at a high level under low resource usage. The evaluation is carried out under realistic topologies for metro and backbone networks that cover a wide range of modern connectivity needs. Another contribution is the execution time of the algorithm which is low, i.e., a design decision that makes it suitable for allocating resources under realistic network conditions in real-time execution scenarios. Execution time is almost linear according to the increasing traffic demand. Three goals are achieved at the same time, i.e., low energy consumption, high performance and low execution time.
The rest of this paper is organized as follows. Related research of this field is in Section II. The Selene algorithm along with the network model are covered in Section III and simulation results follow next (Section IV).
II. RELATED RESEARCH
In Reference [12] , the transmission capability of the Signal Overlap method is evaluated based on performance and biterror rate. It is demonstrated that the superimposition of uncorrelated optical signals is feasible in the same spectrum resources. The process of detecting and verifying both overlapped signals reaching the destination without errors is also evaluated. The complex implementation at the physical layer is a drawback for performance. At the same time, the constellation size increases while non-overlapped frequency slots exist. The current work is based on this research about the Signal Overlap method to provide energy efficiency in the elastic architecture.
In the work of Reference [13] , the Signal Overlap technique is used in the field of network survivability for improving efficiency under dedicated path protection. Specifically, the most impaired path which is the backup one is used to configure the transmission parameters. An ILP formulation, along with a heuristic are proposed to evaluate the protection strategy. The goal for the routing and spectrum assignment (RSA) problem is to be addressed by utilizing Signal Overlap to provide 1+1 protection.
The ant colony optimization (ACO) principles [14] that emulate the behavior of ants trying to find their food, is used to solve NP-hard problems in a predictable amount of time. This metaheuristic method is shown to provide energyefficient RSA in the elastic platform and as well as in WDM networks [15] . Specifically, these principles are the means to find energy-efficient lightpaths comprising the virtual topology (the state when the logical connections are established upon the topology) of the network. The chosen paths are evaluated with energy-specific metrics and their most efficient subset is used to allocate resources for the next incoming connection request. The final result is the built virtual topology that consumes the least power without compromising performance. The current work (proposed algorithm) differs from this ACO method due to the spectrum sharing capability it exploits, for fulfilling the same main goals.
The initial form of Selene is presented in Reference [16] . It is tuned for typical backbone topologies like Deutsche Telekom under real traffic demand data, provided by the corresponding companies. It is demonstrated by evaluation that an improvement in power-saving between 30 and 40% is feasible by exploiting the Signal Overlap capability. The current work is tuned for metro topologies under synthetic traffic and it is about 5-8 times higher in average bitrate, covering future traffic demand. The benefit in this case is that the behavior of the algorithm is evaluated under possible future conditions. The design also considers policies leading to low execution time which is also evaluated in the corresponding graph figures.
In Reference [17] , an energy-efficient traffic grooming scheme is proposed that is based on the sliceable optical transponders of the elastic platform. Transponders are categorized according to their sliceability degree, and for each one, an ILP model is designed along with a heuristic method. The results show that power saving is significant. Also, the savings do not improve linearly as the sliceability degree increases. The current work differs from this research since it introduces spectrum sharing next to the grooming methods.
In Reference [18] , the problem of virtual network function (vNF) placement for network chains is investigated under the perspective of energy efficiency in elastic optical networks. For that purpose, a Markov approximation approach (MA) is proposed for solving the NP-hard problem. It combines MA with matching theory. It is shown to reduce the total incurred cost by up to 19%.
III. SELENE ALGORITHM A. PROBLEM DESCRIPTION AND NETWORK MODEL
The goal is to allocate spectrum resources for every connection request by building the virtual topology of the network step-by-step. The problem to solve is formally described as follows.
• A directed graph represents the elastic topology, i.e., G(V, E). In this formulation V is the set of nodes (vertices in the graph) and E is the set of links (edges).
• A set of frequency spectra F representing transponder slices for each link ∈ E. F = {f 1 , f 2 , · · · , f n }, where n is the upper limit of slices per fiber.
• A set of modulation formats
where n is the number of available modulation formats. Each format is represented by the tuple m = f , r, h , where f is the lightpath spectrum, r is the optical reach and h is the allowed overlap distance.
• The set of traffic demands D from the matrix. Each demand is represented by the tuple d = s, d, b , where s is the source node, d is the destination and b is the requested bitrate. The network model is described [19] for the basic RMSA problem. The authors of Reference [13] extended it to cover the Signal Overlap technique. The constrains achieving this goal are described as follows.
The constraint of Equation 1 ensures that the incoming request will only use one overlap application. Q is the set of pre-computed overlap tuples. Q(d) is its subset relating to demand d. D is the set of demands. Finally, z q is binary with 1 if tuple q is selected.
The constraint of Equation 2 ensures that the path which is specified in the corresponding overlap tuple is selected. P is the set of optical routes and C the set of frequency slots. The variable x pc is binary with 1 if path p and slot c are selected for routing. The variable π qpc is also binary with 1 if tuple q contains path p and slot c.
The constraint of Equation 3 ensures the computation of slice occupancy using the overlap tuples. 
B. ALGORITHM DESCRIPTION
The algorithm was designed specifically for exploiting the Signal Overlap capability towards energy-efficiency in elastic metro and backbone networks. The number of utilized energy-consuming components is reduced when two data connections co-exist in a lightpath. The goal is to create network's virtual topology with the aid of this hardware capability, making the resource-allocating process energy-efficient.
Selene can efficiently allocate resources in both phases of the network, i.e., operating (requests served in an on-line fashion) and planning (off-line virtual topology design), resulting in an energy-efficient virtual topology. The algorithm works as follows: Requests recorded in the traffic matrix are processed in a first-come-first-serve manner for step-by-step lightpath establishment in the topology. A pair of source and destination nodes, along with the bitrate constitute an entry in the matrix. Initially, Selene fetches that request and tries to perform electrical grooming to serve it. The purpose of this type of grooming is to re-use existing resources in the topology. Consequently, it uses the energy-consuming components like router ports and transponders less frequently. The requested bitrate of the connection dictates the bitrate reduction that existing lightpaths undergo in their spare bandwidth. This type of grooming requires the k-shortest path algorithm to calculate the routes to use. Finally, the ascending order of the paths is used to groom the bandwidth in the electrical domain.
Next, in case the existing resources are not enough to facilitate the establishment of the next connection request, optical grooming is the candidate policy to continue trying. By using this procedure, available transponder slices are utilized at both ends of the path for fulfilling the connection exclusively in the optical domain. To do so, the shortest path in between is calculated using an algorithm like Dijkstra's. Next, Selene uses the appropriate modulation format which is dictated by the corresponding policy that uses.
It is also possible for both grooming methods to fail serving the request according to their strategies. This leads to the introduction of the Signal Overlap method. Specifically, all pre-existing lightpaths of the virtual topology which end at the destination node are collected. For each, node traversal takes place in reverse order. For every lightpath node, optical grooming is examined from that point until the request's origin node. In case it is feasible, a new check takes place from the current node to request's destination, for overlapping the rest of the connection (with the aid of the Signal Overlap physical-layer capability). If the result yields true, the connection request is established upon the virtual topology according to the described policies. Otherwise, new transponders are inserted that facilitate the establishment of a new direct lightpath, serving the initial request upon the shortest path in the topology. Figure 2 shows an example of Selene's operation. Lightpaths λ 2 and λ 5 use node-bypassing when they come across nodes C and F, respectively. So, the signal remains in the optical domain. Request's source is node A and its destination is node D. The pre-established lightpaths consist of λ 2 , λ 3 , λ 4 and λ 5 . The overlap grooming phase of Selene starts by collecting all lightpaths terminating at node D (i.e., λ 2 , λ 3 and λ 5 ). For every one of them, e.g., λ 2 , it is determined if overlapping is allowed in the part from node C to D (in this case). If the check succeeds, a new lightpath λ 1 is established from node A to C (prerequisite is that available transponder slices exist from previous connections at both nodes) and the rest path to destination is connected by overlapping the part of λ 2 from node C to D. Delving into more details, the lambda notation is used to refer to a specific lightpath which uses a specific wavelength number. In this path, the signal remains exclusively in the optical domain and all intermediate nodes (if any) are bypassed. The path from A to C is established by using two new available slices at nodes A and C. The rest of the connection (until the destination) is overlapped. Since λ 2 covers the path B-C-D, the part of this lightpath from C to D carries a second data stream (the C-D part of A-C-D). The term path refers to a node sequence and the term wavelength to a light connection that may traverse a node sequence -bypassing intermediate nodes. As in RFC 7698, the term wavelength in the flexible grid refers to the central frequency of a slot which is a variable-sized optical frequency range that can be allocated to a data connection. 
Algorithm 1 Selene Abstract Pseudo Code

.) end if
Selene is described in the pseudo code of Algorithm 1. Specifically, there are three on-off variables that store the result of the three main Selene processes. The first is related to electrical grooming, the second to optical, and the last one to the overlap technique. If all three fail, a new direct lightpath is introduced in the virtual topology using two new transponders at end-nodes.
Algorithm 2 Selene Overlap Grooming Pseudo Code
Collect destLPs terminating at dest node for all destLP ∈ destLPs do nodeSeq ← destLP. The overlap grooming phase of Selene is described in Algorithm 2 and depicted in Figure 2 . The first algorithmic step involves the collection of lightpaths terminating at the destination node. Next, for each one, its consisting nodesequence (the path that the lightpath follows in the optical domain) is traversed in reverse order. The path from request's source node to the current of traversal is returned from Dijkstra's algorithm and is stored at variable firstPath. The path from current node to the destination is stored at variable overlapPath. Next, two checks are performed to determine if the firstPath can be optically groomed and if overlapPath is possible by overlapping spectrum resources. In case both checks yield true, the two corresponding grooming methods are applied and the algorithm terminates. Figure 3 where there are two pre-established lightpaths, i.e., λ 1 and λ 2 . To perform optical grooming between both end-nodes, available transponder slices must exist in both nodes. The new optically groomed lightpath λ 3 is established between the path of all three nodes. Note that the middle node consists of a transmitter and a receiver. Specifically, the BVTs which enable the elastic technology consist of spectrum slices, initiating and terminating light connections (lightpaths). Conventional WDM transponders have only one slice and support only electrical grooming. The related research [17] presents the new transponders and performs comparisons about the effect the number of slices has upon energy consumption. Actually, a BVT can be seen as a group of transponders either transmitters or receivers. Electrical grooming is depicted in Figure 4 . In this case, there are the pre-existing lightpaths λ 1 and λ 2 which are used again (deployed resources on VT) for establishing the new connection between the first and last node. The spare bandwidth these two lightpaths offer is used to establish the new connection without exploiting the available transponder slices (if any). So, after applying grooming, λ 1,3 and λ 2,4 create the path for the new data transfer (serving the new request). These carry the bitrate summation of the preestablished lightpaths and the rate of the new request. Finally, at the intermediate node, the signal is transferred from the VOLUME 7, 2019 optical domain to the electrical and back by utilizing an O-E-O conversion. This process increases the total delay, energy consumption and the average connection hop-count.
C. GROOMING METHODS
Optical grooming is depicted in
Electrical and optical grooming are depicted together in Figure 5 . In this case, the request is served using optical grooming between the first two nodes, and next, electrical at the last two. The lightpath λ 4 is used along with two new transponder slices from the first two nodes. The modulation format of this connection is specific and depends on the modulation policy. At the other end of the connection, lightpath λ 3 is established by increasing the capacity of the previous connection where data from λ 2 already flow. The optical grooming is only applicable to the elastic platform since it is enabled by advanced BVTs [17] . The electrical grooming applies to both platforms (conventional WDM & elastic). So, Figure 2 covers both grooming methods and is appropriate only for the elastic platform. Figure 3 only applies to the elastic platform, Figure 4 to both, and finally, Figure 5 only to elastic one since it exploits both grooming methods.
The order by which the grooming methods execute, can affect the performance, i.e., power saving percentage and path hop-count numbers. The authors of Reference [17] determined two sequences leading to different power consumption. The results of the sequence that promotes optical grooming are better, especially on lower demand rates, in comparison to the sequence tuned for electrical grooming.
D. COMPLEXITY
During algorithm's design, decisions are made to keep the execution time low. This way, the resource-allocating procedure is facilitated under realistic network environments. The algorithm scales efficiently for mid-to-large topologies.
In the worst case when a new direct lightpath is created, complexity consists of the sum of the three phases. At the same time, there is dependence on the algorithms of Dijkstra and k-shortest paths which are known for their low complexity that renders them feasible in execution. So, the implementation provides performance for real-world scenarios. In case Yen's algorithm is used to find the k-shortest paths, there is also dependence on Dijkstra's (in most typical implementations). Specifically, a min-priority queue which depends on a Fibonacci heap, may form the basis for implementation. In this case, the complexity is O(|E| + |N | log |N |) with the number of nodes being |N | and the number of edges |E|.
Yen's algorithm runs in O(K |N | (|E| + |N | log |N |)), where K is the upper threshold of the shortest paths' number.
In the first part of Selene which is based on electrical grooming, the required paths are fetched from the k-shortest path algorithm. The chosen one carries enough spare bandwidth to fulfil the request and it is the shortest. So, there is linear correlation to the complexity of Yen's algorithm. Next, in the optical grooming phase, the shortest path between the two end-nodes is returned from Dijkstra's algorithm and the corresponding complexity is linear to it. In the last part which is based on overlap, O(Avg(LP.length) * Avg(|LP|)) attempts are made for finding optical grooming resources for the first connecting path. The average node-size of the lightpath is described by the first factor and the average number of terminating lightpaths by the second.
E. TOPOLOGIES
Selene is evaluated under the elastic environment that is described next in this section. Both types of grooming are enabled, i.e., electrical and optical. When a resource allocation method exploits these types [20] , there is reduction in overall resource usage. The traffic matrix contains connection requests between node-pairs that are established upon the topology in an one-by-one fashion. Also, the other factors consisting the environment are the topologies, power model and modulation formats which are explained next as well. Performance is evaluated upon two network topologies, namely, the 29-node metro [21] of Figure 6 and the 44-node Telecom Italia [15] of Figure 7 . The former covers the case of a metropolitan network and the latter the case of a national backbone network. Due to the different maximum node number, the scaling of the tested algorithms is examined and evaluated as well. Larger topologies typically require higher amount of computing resources, so algorithms must also consider the complexity issues behind their computational logic. 
F. POWER MODEL
A power model considers the most energy-consuming components like transponders, line amplifiers and router ports. It is applied for calculating the total power consumption of the virtual topology when the latter is fully designed. BVTs are connected to router ports with rate 400 Gbps. The power consumption of each port is 560 Watt [22] . This is the main access point of the IP layer to the elastic architecture. The switch fabric is not considered to consume power. The formula based on which transponders [23] consume power is Equation 4 . All subtransponders have their own rate that sum up to the main transmission rate value TR. Another assumption is that both transmitters and receivers consume the same amount of power and the sum equals to that of a transponder's.
P tr (Watt) = 1.683 × TR (Gbps) + 91.333 (Watt) (4) Finally, line amplifiers also impact power consumption. They are placed at both ends of a physical connection (preamplification and post-amplification) and also at every 80 km of distance in between. The EDFA card is assumed to consume 30 Watt [24] for every data direction under a spectrum range of 4 THz in the fiber.
Line amplifiers use the formula 5, where X is amplification's spectrum width. Spectrum values are found in Reference [17] . When there are no O-E-O conversions, regeneration is not required. EDFAs amplify the optical signal for ensuring that the distance limitation of the modulation formats is obeyed.
G. MODULATION FORMATS
An important distinction between the conventional WDM and elastic networks is the ability to use multiple modulation formats simultaneously and in an on-demand fashion ( Table 1) . The end-to-end distance and the bitrate of a connection request are used as input parameters to apply the modulation format policy. In this work a simple policy is designed and used. Specifically, the distance limitation of modulation formats is obeyed for every upcoming request. If this check fails, the format is discarded. All candidate formats are put in descending order and the one that is the ceiling to request's rate is kept by the decision policy.
IV. SIMULATION RESULTS
Simulation is carried out using the following parameters for the elastic environment. The elastic transponder facilitates up to 10 lightpath streams (slices). This type of transponder is considered as fully sliceable (FS-BVT). A guard band consists of two frequency slots. Table 1 contains the modulation formats that form the basis for light connections. The logic behind format choices is explained in Subsection III-G. Finally, the switch fabric consumes minimal power without affecting the conclusions of the results. Every slice has its own spectrum range according to its modulation format. So, the spectrum range of the sum of lightpaths in a fiber cannot exceed the upper limit of 4 THz. A table of spectrum width values under different data rates can be found in Reference [17] . The number of slots depends on the spectrum width that is used. If a modulation format having 25 GHz slot spectrum-width and 40 Gbps rate is used, then 160 slots fit in 4 THz fiber spectrum. This leads to 6,400 Gbps per fiber, but the actual number is less when considering, e.g., 2 guard bands (25 GHz each) between data slots.
The comparison is performed by modifying the RMLSA algorithm [24] The simulator is developed in Modern C++ with the Clang/LLVM 7.0 compiler and the assistance of Boost Graph Library 1.62. A 3rd generation Intel i7 CPU, along with 6 GiB of RAM comprise the execution environment for recording all results on x64 Debian 9.
A. METRO TOPOLOGY EVALUATION
In Figure 8 , the performance improvement of Signal Overlap over the cases with and without spectrum sharing is VOLUME 7, 2019 depicted in respect to power consumption. The difference in consumption varies between 5 and 15%. At low traffic values, the performance of all methods is similar due to the underutilization of the available slice capacity. No new slices are used most of the time in this case. As the traffic increases, all methods exhibit stable performance concerning their difference in consumption. There is almost linear increase in consumption, meaning there can be prediction (concerning future traffic facilitation) when the rate increases.
In Figure 9 , the design of RMLSA serves requests using a single-hop connection distance. So, the communication delay is low since there are no O-E-O conversions in between. Selene undergoes a slight hop-increase since it exploits all available electrical and optical grooming methods. At 40 Gbps, there are no lightpaths carrying spare bandwidth with every new lightpath establishment using only one transponder slice. So, electrical grooming is not feasible thus multihop paths are not introduced. As the traffic rate increases and the modulation format uses rate close to 40 Gbps, Selene processes all its phases and the hop-count increases. This is an acceptable minor performance draw-back since power consumption decreases at the same time.
In Figure 10 , transponder numbers are shown as a function of the traffic. At lower rates, both algorithms use a similar trends. This is due to the underutilization of the available slices since every connection request uses one slice most of the time. Power consumption is related to the router ports and line amplifiers. The variation of used transponders follows similar trend to the corresponding variation of power consumption as the rate increases. Selene is efficient either with overlapping or conventionally in comparison to RMLSA. In Figure 11 , the increasing traffic correlates almost linearly to the execution time. It is depicted that in both cases (overlapped or not), Selene executes in a short period of time which can be considered almost constant in comparison to the increase of RMLSA's corresponding time. This is due to utilizing Dijkstra and k-shortest path algorithms upon the partially built virtual topology. Also, the overlap phase has no effect on these algorithms. On the other hand, RMLSA constantly searches in the physical topology for paths to evaluate. The form of algorithms with the overlapping capability exploits less slices for allocating spectrum resources. The virtual topology becomes overwhelmed with extra transponders and lightpaths without overlapping. This is the reason for both algorithms to perform better with overlapping over their corresponding versions lacking this capability. 
B. TI TOPOLOGY EVALUATION
In Figure 12 , the conclusions regarding the performance are similar to those obtained for the metro topology. This implies that the scaling of Selene is achieved under larger topologies concerning power consumption. At low traffic values, overlapping is not required since most of the slices carry enough spare bandwidth, so both algorithms tend to consume the same amount of power. This point of equal performance depends on the average physical connection distance and the modulation format enabling each connection.
In Figure 13 , the variation of the hop-count of Selene is depicted. This depends on the implementation which is based on re-using pre-existing resources to serve future requests. The resulting routes are based on multi-hop logic.
In Figure 14 , the variation of transponder numbers is shown for the second evaluation topology. This component correlates tightly to power consumption as transponders contribute significantly to it. So, the variation is similar to the corresponding consumption graphs.
In Figure 15 , the execution time in TI of both algorithms is depicted. Conclusions are similar to the corresponding metro topology. Also, the scaling of Selene is verified under topologies with larger amount of resources.
In Figure 16 , the power saving percentage of Selene under the overlap capability is depicted. The improvement is depicted ranging from 30 to 40%.
Concluding the results, low energy consumption is combined with high performance when establishing the virtual topology of the network by the proposed algorithm. As the traffic increases, performance remains at a high level. The scaling of the algorithm in mid-to-large topologies is feasible and its design facilitates this procedure. Also, the effect the Signal Overlap capability brings is depicted in the results as well. Selene performs better in both cases (i.e., both algorithms using or not the overlap capability) over RMLSA. This is due to its design that exploits all available grooming methods the elastic platforms offers. Finally, the path elongation is minor. 
V. CONCLUSION
The Signal Overlap capability is presented under the perspective of saving power in elastic optical backbone and metro networks. The results are positive and facilitate its usage in real world use-cases. The number of energy-consuming network components is reduced, and at the same time, the performance remains at high level. The implementation complexity the Signal Overlap capability undergoes at the physical layer is higher. However, the algorithm is simple to implement and deploy for real network topologies. What this research brings to the field is the demonstration that this extension of the elastic network capabilities can be used by aiming at energy efficiency, having low execution time. For future work, an intelligent mechanism could determine the sequence of the grooming methods in an online fashion, by taking into account issues such as the regeneration capability offered by electrical grooming. Adapting to the run-time conditions by exploiting the feedback, performance can be boosted.
