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Fault-tolerant Z rotations by pi/2k are important as they arise in numerous quantum algorithms,
most notably those involving quantum Fourier transforms. We describe surface code implementa-
tions of two recently described methods of efficiently constructing these rotations. One method uses
state distillation to get low-error (|0〉 + eipi/2k |1〉)/√2 states, with each distillation level requiring
2k+2−1 input states to produce a single purer output state, and uses these distilled states to directly
implement pi/2k angle Z rotations. The other method is indirect, using sequences of single-qubit
Clifford and T gates. We compute and compare the overhead of our surface code implementations
of these two techniques. We find that the approximating sequence overhead is less than or equal to
direct distillation for k > 3 and logical error rates . 10−12.
Physically implementing a quantum computer has
been an area of intense research over the last decade,
and superconducting qubits operating at the threshold
fidelity of the surface code now exist [1, 2]. Most fault tol-
erant quantum error correction schemes [3–19], including
the surface code, permit low overhead implementation of
only gates from the Clifford group, for example X, Z, H,
S, and CNOT. This is insufficient for universal quantum
computation [20, 21] as at least one non-Clifford gate is
required to achieve quantum universality.
Typically, non-Clifford gates are achieved by first dis-
tilling so called magic states [20, 21]. Magic states have
the property that multiple copies can be distilled to fewer
higher fidelity copies of the same state. Magic state dis-
tillation is typically high overhead and it is important
to search for efficient methods. State distillation can be
iterated to reach any fidelity we desire.
Here, we concern ourselves with two recent works of
note. The first one [22] directly distills states of the
form |ψk〉 = (|0〉 + eipi/2k |1〉)/
√
2 and uses them to im-
plement Zk = RZ(θk) rotations, where θk = pi/2
k and
RZ(θk) = e
−iθkZ/2. The second [23–25] uses Clifford
and T gates to construct sequences which approximate
Zk rotations. We construct surface code implementa-
tions and compute the overhead of executing these non-
Clifford gates through these two methods. Even more
recent methods of constructing logical rotations [26–29]
shall be considered in future work.
I. STATE DISTILLATION
State distillation can be used to reduce multiple copies
of certain states to fewer higher-fidelity copies [20, 21].
Many distillation protocols have been proposed [30–32],
but here we limit ourselves to the generalized Reed-
Muller codes proposed by Landahl and Cesare [22].
These can be used to distill the family of states |ψk〉 for
k ≥ 1. These states can then be used to implement quan-
|ψ〉 • Zk−1 Zk|ψ〉
Zk|+〉 MZ •
FIG. 1. Quantum circuit for probabilistically implementing a
Zk gate using Zk|+〉 states.
tum Zk rotations
1, which are equivalent, up to a global
phase, to
Zk =
(
1 0
0 eipi/2
k
)
. (1)
The probabilistic quantum circuit taking |ψk〉 = Zk|+〉
as input and implementing Zk on an arbitrary state |ψ〉
is shown in Fig. 1. When the measurement reports 0,
the desired rotation has been implemented. Half of the
time, however, the measurement reports 1, indicating Z†k
has been implemented, necessitating an attempt to im-
plement Zk−1. This process at worst continues until Z1
is attempted, as Z0 = Z is a Pauli operator and can be
accounted for in software.
The |ψk〉 distillation scheme uses a family of gener-
alized quantum Reed-Muller codes Ck and achieves an
input-output error relation2
pout(p) = Akp
3 +O(p4). (2)
These generalized Reed-Muller codes Ck have the
property that a logical Zk rotation can be implemented
1 Note that Z0 = Z, Z1 = S, Z2 = T .
2 Exact relation is given by the expression [20, 22] -
pout(p) =
1− (1− 2p)2k+1−1
[
2p(2k+2 − 1) + (1− 2p)2k+1
]
2
[
1 + (2k+2 − 1)(1− 2p)2k+1
]
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2k Ak
1 7
2 35
3 155
4 651
5 2667
6 10795
7 43435
8 174251
TABLE I. Values of Ak = pout/p
3 for different values of k (to
the most significant order).
using transversal Z†k rotations (i.e. implemented on each
qubit independently). This means we can prepare a sur-
face code Bell pair and then encode one half of the pair
as a Ck Reed-Muller code. If we then apply transversal
Z†k to this encoded half, and measure the encoded half
transversally in the logical X basis, we can process these
measurement results to detect if any errors are present
and keep the remaining half only if no errors are detected.
The codes Ck are capable of detecting any combination
of one or two errors. So the remaining half, if no errors
are detected, will have an error probability of order p3.
The precise output error rate depends on the size of
the code itself, the complexity of the distillation circuitry,
and the strength of error correction used. If we initially
assume that sufficiently strong error correction is used to
suppress any errors in the distillation circuitry, the num-
ber of undetectable combinations of three errors that cor-
rupt the output is shown in Table I [22]. These numbers
can be expressed compactly as
Ak =
1− 3(2k+1) + 22k+3
3
. (3)
The quantum circuit used to distill T †|+〉 states is
shown in Fig. 2 [22]. Each of the T gates is produced
using a copy of T |+〉 of error p and the circuit shown
in Fig. 1. As can be seen, Fig. 2 requires 15 T |+〉 in-
put states to produce a lower error output state. Simi-
larly, the circuit used to distill Z†3 |+〉 states is shown in
Fig. 3 [22]. This circuit requires 31 Z3|+〉 input states
to produce an output of lower error. In general, we need
2k+2−1 copies of |ψk〉 as input to produce a single better
|ψk〉 output. These lower error copies can then be dis-
tilled further or used to implement Zk gates as shown in
Fig. 1.
Note that either |ψk〉 or |ψ†k〉 can be used to implement
Zk without changing the probability of obtaining the de-
sired gate, which is always 50%. Note also the recursive
nature of Fig. 1, implying the need for lower k states to
run |ψk〉 distillation.
We now turn our attention to implementing circuits of
the form shown in Fig. 2 and Fig. 3 using the surface
code. In order to do so, we first provide a brief review.
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FIG. 2. Distillation circuit for T †|+〉 states. The circuit takes
15 copies of T |+〉 with error p and gives us one T †|+〉 with
error approximately 35p3. The T gates each consume input
states and can be implemented by the recursive circuit shown
in Fig. 1.
II. TOPOLOGICAL QUANTUM ERROR
CORRECTION
Topological quantum error correction schemes [1, 10–
19] require only nearest neighbor interactions and are de-
sirable because of their high tolerance to error [13, 33, 34].
Topological schemes measure local operators to detect er-
rors. If we consider the directions in which the array of
qubits is laid as spatial dimensions and the direction of
computational time as a time dimension, a defect is a re-
gion in this space-time where we do not perform measure-
ments to detect errors. Computation can be performed
by braiding defects. Certain chains of errors connecting
defects and rings of errors encircling defects are unde-
tectable and can cause logical errors. Logical errors can
be exponentially suppressed by using large-circumference
defects well separated from each other or, more specifi-
cally, by stretching the defects in all dimensions. The
operators measured to detect errors are called stabiliz-
ers.
In this work, we limit ourselves to the surface code
[1]. The surface code represents the simplest topological
stabilizer code that can exist, as the number of non-trivial
Pauli terms is 4 in any of the stabilizers, the lowest there
3|+〉 • Z3 MX
|+〉 • Z3 MX
|+〉 • Z3 MX
|+〉 • Z3 MX
|+〉 • Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|0〉 Z3 MX
|+〉 • Z†3 |+〉
FIG. 3. Distillation circuit for Z†3 |+〉 states. The circuit takes
31 copies of Z3|+〉 with error p and gives us one Z†3 |+〉 with
error approximately 155p3. The Z3 gates each consume input
states and can be implemented by the recursive circuit shown
in Fig. 1.
FIG. 4. (a) CNOT quantum circuit. (b) Surface code imple-
mentation of CNOT using braided defects [1, 13, 14]. Time
runs from left to right. The length of the rectangular struc-
tures d is called the code distance and it controls the prob-
ability of occurrence of undetected errors, larger d meaning
lower error. Each unit of d in a spatial direction represents
2 qubits and in a temporal direction represents a round of
surface code error detection.
can be. Fig. 4 shows a surface code implementation of
logical CNOT [1, 13, 14]. Dark defects are called dual
defects and light defects are called primal defects. This
structure will perform the same computational process as
long as the topology of the structure is preserved. This
gives us ways in which we can reduce the volume.
Obtaining the lowest volume structure which is topo-
logically equivalent is important because the volume is
a measure of how resource intensive our process is. The
probability of undetected errors depends on the length
of the individual rectangular structures, called the code
distance, which is d. Defects also have circumference and
separation d.
III. SURFACE CODE IMPLEMENTATION OF
STATE DISTILLATION
A surface code implementation of the circuit in Fig. 2
is shown in Fig. 5. A step by step derivation of this can
be found in Appendix A. We define the volume of our
structure to be the number of primal cubes contained in
the minimum-volume cuboid that can contain the struc-
ture. It is straightforward to see that our structure in
Fig. 5 is 7 units long, 2 units wide and 16 units tall and
thus has a total volume V = 224. We define a cubical
structure of edge length 5d/4 as a plumbing piece. Thus,
we are measuring our volume in units of plumbing pieces.
Note that there is a pair of defects for each logical qubit
and the 5 layers of CNOT gates has become a single 5
layer dual defect structure.
For the general |ψk〉 distillation case, we will need 2k+2
qubits, that is 2k+3 primal defects. The number of layers
of plumbing pieces in our family of structures for initial-
ization and CNOTs will be k+ 3, and we need another k
layers for Zk and corrective Zk−1, Zk−2, ...Z1 gates. The
total volume in plumbing pieces for a single |ψk〉 distil-
4FIG. 5. Depth 7 cannonical surface-code implementation of
Fig. 2. A step by step derivation of this can be found in
Appendix A.
lation, assuming all necessary input states are already
available, therefore comes out to
Vk = 2
k+3((k + 3) + k) = 2k+3(2k + 3). (4)
When implementing transversal Zk gates, we need to
leave space for generating all of the |ψj〉, j ≤ k states
as they add to the total implementation overhead. Note
that more highly compressed circuits have been achieved
for k = 1 and k = 2 [35]. However, our primary focus
is on k ≥ 3, and for clear analysis it is useful to have a
uniform family of structures for all k. Also, the extensive
compression techniques used in [35] are too laborious to
apply to k ≥ 3.
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FIG. 6. Probability pL of logical X error per round of surface
code error detection for various code distances d and physical
gate error rates pg for correlated fault-tolerant error correction
[34]. The asymptotic curves are quadratic, cubic, quartic for
distances 3, 5, 7 respectively.
IV. OVERHEAD CALCULATION
We now estimate the overhead required to achieve a
desired level of fidelity with the distillation protocol de-
scribed above. The logical error rate of a square patch of
surface code of dimension d× d upper bounds the prob-
ability of a logical error connecting neighboring defects
and encircling a single defect. From Fig. 6 [34], we see
that the per round probability of logical error of a square
surface is pL(d, pg) ∼ 0.25(50pg)(d+1)/2. A plumbing
piece has 5d/4 rounds of error detection. There are three
distinct classes of logical error that can occur (connecting
defects vertically, into the page, or encircling) and, also,
a primal and a dual defect can both be contained within
a single plumbing piece. From this, the logical error rate
of a plumbing piece is upper bounded by
PL(d, pg) ∼ 2× 3× 5d
4
× pL(d, pg) ∼ 2d(50pg)
d+1
2 . (5)
If no logical errors are introduced by the distillation
circuit, the output error, for a given value of k, is Akp
3
s to
lowest order, where ps is the total error rate of the recur-
sive implementation of Zk and Ak is given in Table I. We
assume that the logical circuitry introduces error equal to
a fraction  of the perfect distillation output error, mak-
ing the actual total output error pout = (1+)Akp
3
s. This
means that our code distance d must be large enough
that the probability of logical error remains under Akp
3
s.
Given  and ps, we would look for the lowest value of
d which satisfies the condition VkPL(d, pg) ≤ Akp3s.
We will actually start with a value of pout and work
down, so we choose the lowest value of d such that
VkPL(d, pg) ≤ pout/(1 + ). Note that we allow  > 1.
5k
pout 1 2 3 4 5 6 7
10−5 2.2× 105 7.2× 105 3.8× 106 1.1× 107 2.2× 109 1.4× 1010 9.8× 1013
10−6 2.2× 105 1.5× 106 6.6× 107 3.8× 108 2.1× 109 1.3× 1010 8.7× 1013
10−7 4.6× 105 6.1× 106 7.1× 107 3.9× 108 2.1× 109 2.7× 1010 1.4× 1014
10−8 8.4× 105 1.3× 107 7.5× 107 3.9× 108 3.7× 109 3.9× 1012 1.4× 1014
10−9 1.4× 106 1.4× 107 7.5× 107 4.0× 108 4.2× 109 3.8× 1012 5.4× 1016
10−10 1.4× 106 1.6× 107 8.0× 107 7.0× 108 2.9× 1011 3.7× 1012 5.0× 1016
10−11 2.9× 106 1.6× 107 8.0× 107 7.7× 108 2.9× 1011 3.6× 1012 4.6× 1016
10−12 2.9× 106 1.6× 107 1.4× 108 8.3× 108 2.8× 1011 3.6× 1012 4.7× 1016
10−13 3.6× 106 1.9× 107 1.5× 108 2.5× 1010 2.8× 1011 3.5× 1012 4.4× 1016
10−14 3.6× 106 2.9× 107 1.7× 108 2.5× 1010 2.8× 1011 6.2× 1012 4.3× 1016
10−15 3.6× 106 3.2× 107 1.8× 108 2.5× 1010 2.8× 1011 6.1× 1012 4.3× 1016
10−16 4.6× 106 3.4× 107 2.2× 109 2.5× 1010 2.8× 1011 6.9× 1012 7.4× 1016
10−17 6.3× 106 3.9× 107 2.3× 109 2.6× 1010 2.8× 1011 1.1× 1015 7.1× 1016
10−18 7.5× 106 3.9× 107 2.4× 109 2.6× 1010 2.8× 1011 1.0× 1015 6.9× 1016
TABLE II. Minimum achieved overheads in qubits-rounds for pg = 10
−4 and all values of pout of practical interest. Note that,
given the approach we have taken and the approximations we have made, Zk|+〉 states cannot be obtained at this value of pg
for k ≥ 8.
k
pout 1 2 3 4
10−5 1.5× 106 3.6× 107 4.6× 108 5.4× 1011
10−6 5.6× 106 5.8× 107 7.6× 108 7.1× 1011
10−7 5.6× 106 6.4× 107 1.5× 1010 5.0× 1013
10−8 6.7× 106 7.0× 107 1.5× 1010 4.4× 1013
10−9 1.1× 107 1.0× 108 1.4× 1010 3.9× 1013
10−10 1.2× 107 5.7× 108 1.4× 1010 3.6× 1013
10−11 1.4× 107 5.9× 108 1.5× 1010 3.3× 1013
10−12 2.0× 107 5.9× 108 1.5× 1010 3.4× 1013
10−13 2.0× 107 6.3× 108 1.5× 1010 3.2× 1013
10−14 2.3× 107 6.9× 108 1.5× 1010 3.0× 1013
10−15 5.1× 107 9.4× 108 2.2× 1010 4.5× 1013
10−16 5.8× 107 9.5× 108 3.0× 1011 4.7× 1013
10−17 5.8× 107 1.0× 109 3.0× 1011 3.3× 1015
10−18 6.1× 107 1.0× 109 3.3× 1011 3.1× 1015
TABLE III. Minimum achieved overheads in qubits-rounds
for pg = 10
−3 and all values of pout of practical interest. Note
that, given the approach we have taken and the approxima-
tions we have made, Zk|+〉 states cannot be obtained at this
value of pg for k ≥ 5.
In the surface code, we need approximately 10 gates
to convert a single qubit state into a logical state [1].
We can therefore use pin = 10pg as an approximation
for preparing an arbitrary logical state. For k > 1, we
potentially need to perform multiple state injections to
achieve the desired rotation before measurement. For
a Zk distillation circuit, on average, we need Zk−1 gates
half the time, Zk−2 gates a quarter of the time, and so on.
To account for the probabilistic corrections, we therefore
use ps =
∑k
i=1 2
−(k−i)pin as a reasonable approximation,
where pin is the error rate of implementation of all the
required Zj , j ≤ k rotations. Note that this expression is
valid only when the error rates of implementation of the
required Zj rotation gates are all pin. In general though,
the implementation error rates can be different and we
discuss this case later. The relation between output and
input error probabilities is therefore given by
pout = (1 + )Akp
3
s = (1 + )Ak(2(1− 2−k)pin)3. (6)
The output of state distillation is only kept if no errors
are observed. In the limit of low ps and high d, the prob-
ability of observing no errors asymptotes to 1. We make
the necessary approximation that logical errors due to
the failure of error correction are undetectable and always
contribute to the output error. Determining the actual
fraction of logical errors that are detectable or benign is
beyond the capabilities of existing software. We do not
expect this approximation to significantly perturb our re-
sults. Essentially, this approximation means that occa-
sionally we will be using distillation outputs even though
measurements indicate it should be discarded, and our
assumed output error rate will be slightly higher than in
reality, or equivalently our calculated code distances will
be slightly higher than actually required. We also make
the reasonable approximation that the error rate of im-
plementing a Zk gate is the same as that of producing a
|ψk〉 state, which is true given sufficient error correction,
and equate the volumes, which is a small approximation
since the volume of implementing Zk given |ψk〉 is negli-
gible compared to preparing |ψk〉.
6Focusing on errors due to ps, the probability of observ-
ing no errors pk can be lower bounded by the probability
of no errors, namely p0 = (1−ps)nk , where nk = 2k+2−1
is the number of qubits. Averaging over many copies of
the same distillation circuit, the volume required to en-
sure successful output is V/p0. For the range of values
we will be working with, this lower bound p0 never dif-
fers from the exact value pk by more than 1%. The exact
value is given by the expression [20, 22]
pk =
1 + (2k+2 − 1)(1− 2ps)2k+1
2k+2
. (7)
Let T
(n)
k (pout) denote the total average volume re-
quired to produce a level n distilled |ψk〉 state with error
pout, including the additional copies required to ensure
successful output and all of the lower level and lower k
distillation structures. The following recursion relation,
which implicitly depends on  through pin, can be used
to calculate T
(n)
k (pout).0 if pout ≥ 10pg1
p0
(
Vk + nk
∑k
i=1
T
(n−1)
i (pin)
2k−i
)
if pout < 10pg
(8)
If our required output error rate is greater than 10pg,
the states can be prepared without distillation and there-
fore we take the required volume to be zero. In reality,
the process of state injection requires significant volume
in itself, but equating it to zero here is justified because
this volume is still very small compared to the volume
needed for the distillation procedure. If the required out-
put error rate is less than 10pg, we need to use a |ψk〉
distillation circuit of volume Vk, which the first term in
the bracket accounts for. Furthermore, as the distillation
procedure requires us to implement nk number of Zk ro-
tations, we need the same number of |ψk〉 states. Also,
to account for the probabilistic corrections while imple-
menting the said Zk rotations, we need |ψk−1〉 states half
the time to implement corrective Zk−1 rotations, |ψk−2〉
states quarter of the time and so on. The volume re-
quired to produce these states is what the second factor
in the bracket accounts for. The relation between pin and
pout is given by equation (6) above.
It should be noted that the input error rates p
(j)
in of the
previous level states |ψj〉 used for implementing Zj rota-
tions in our circuit need not be equal. If the errors are in-
deed different, the total error rate of the recursive imple-
mentation of Zk will be ps =
∑k
j=1 p
(j)
in /2
k−j and the er-
ror rate of our distillation output state pout will be given
by pout = (1 + )Ak
(∑k
j=1 p
(j)
in /2
k−j
)3
. The removal of
this constraint will likely lead to slight further decrease
in the total volume required, but we shall not probe this
any further. It should be clear from our discussion that
given |ψj〉 states for j ≤ k with error rates p(j)out, to im-
plement a Zk rotation with error p on any arbitrary state
|φ〉, we would require volume V = ∑kj=1 Tj(p(j)out)/2k−j ,
where the numbers p and p
(j)
out are such that they satisfy∑k
j=1 p
(j)
out/2
k−j ≤ p.
Finally, we convert the volume to units of qubits-
rounds. As each plumbing piece is 5d/4 rounds of error
detection deep in the temporal direction, and has 5d/4
data qubits and 5d/4 measurement qubits in each spa-
tial direction, the ratio of volume in qubits-rounds Vqr to
volume in plumbing pieces Vk is
η =
Vqr
Vk
=
5d
4
(
5d
4
+
5d
4
)(
5d
4
+
5d
4
)
=
125
16
d3. (9)
The term Vk in equation (8) has output error prob-
ability pout, using which we can find the corresponding
code distance d as discussed earlier. Replacing the term
Vk in equation (8) by ηVk gives us the volume in qubits-
rounds. For the sake of simplicity, we produce our counts
by assuming that all the error probabilities of previous
level and lower k circuits are equal, so that equation (6)
holds. The general trend we see is that, for a given value
of k, pg and pout, the overhead decreases with increasing
, suddenly increases at a particular value of  (indicat-
ing an increase in the number of distillation levels), starts
decreasing again and so on. We do, however, occasion-
ally find values 1 < 2 < 3 such that overhead(3) <
overhead(1) < overhead(2). We calculate the volume
in qubits-rounds for a range (10−4 to 107) of values of 
and chose the one which results in the lowest overhead.
The values have been displayed below in Table III and
Table II.
We must discuss an important point before concluding
this section. The fact that we have chosen to keep all our
input error probabilities equal decreases the error thresh-
old pth. To take an example, the error threshold p
(k)
th for|ψk〉 distillation circuit is actually greater than 10−2 for
k ≤ 5, but using equation (6) gives us p(5)th = 0.72×10−2.
This implies that if pg = 10
−3, we will not be able to
produce a low-error |ψ5〉 state with our assumptions al-
though we certainly can produce that state when the in-
put error probabilities are allowed to be different. Simi-
larly, though it is possible to produce low-error |ψ8〉 and
|ψ9〉 states when pg = 10−4, with our assumptions we
will not be able to. Note, however, that the overhead
of producing such states so close to threshold would be
unphysically large. The reader should also note that we
have taken a top-down approach in our calculations.
We end this section by working out an example which
illustrates how we have calculated the numbers. Let us
take pin = 10
−3, pout = 10−8 and k = 2. This means
that the |ψ1〉 and |ψ2〉 states required for implementing
the transversal Z2 gates must each have error probabil-
ity below 10−8/1.5. We find that the value of  which
gives us the net minimum volume is 1.41. We first cal-
culate the volume it takes to prepare the |ψ2〉 state. For
the given values, we find that the code distance d such
that VkPL(d, pg) ≤ pout/(1 + ) i.e. the lowest d which
satisfies 224PL(d, 10
−3) ≤ 1.94 × 10−9 is d = 19. Also,
pin =
3
√
pout/Ak(+ 1)/(2(1 − 2−k)) = 2.86 × 10−4 and
7k
pout 3 4 5 6 7
10−5 2.3× 109 2.1× 109 1.9× 109 2.4× 109 2.2× 109
10−6 3.0× 109 2.8× 109 2.2× 109 2.7× 109 2.7× 109
10−7 4.9× 109 5.0× 109 4.7× 109 4.9× 109 3.2× 109
10−8 3.0× 1010 3.0× 1010 2.9× 1010 2.9× 1010 3.1× 1010
10−9 3.2× 1010 3.6× 1010 3.3× 1010 3.0× 1010 3.3× 1010
10−10 3.6× 1010 3.8× 1010 3.4× 1010 3.3× 1010 3.4× 1010
10−11 4.3× 1010 4.2× 1010 3.8× 1010 3.9× 1010 4.3× 1010
10−12 4.9× 1010 4.7× 1010 5.1× 1010 4.7× 1010 4.8× 1010
10−13 7.5× 1010 7.6× 1010 7.3× 1010 7.0× 1010 7.4× 1010
10−14 8.1× 1010 7.9× 1010 7.9× 1010 7.3× 1010 7.8× 1010
10−15 8.8× 1010 8.6× 1010 8.8× 1010 8.5× 1010 9.1× 1010
10−16 9.2× 1010 9.5× 1010 9.1× 1010 9.7× 1010 9.5× 1010
10−17 9.9× 1010 1.1× 1011 1.1× 1011 1.1× 1011 1.1× 1011
10−18 1.1× 1011 1.1× 1011 1.1× 1011 1.1× 1011 1.1× 1011
TABLE IV. Minimum achieved overheads in qubits-rounds using approximating sequences for all values of pout of practical
interest, and pg = 10
−3. Note that the volume remains almost the same for any particular pout irrespective of k.
k
pout 3 4 5 6 7
10−5 5.8× 107 5.2× 107 4.8× 107 6.1× 107 5.5× 107
10−6 5.2× 108 5.0× 108 3.8× 108 4.7× 108 4.7× 108
10−7 6.6× 108 6.8× 108 6.3× 108 6.6× 108 5.9× 108
10−8 7.6× 108 7.5× 108 7.3× 108 7.3× 108 7.8× 108
10−9 8.9× 108 9.9× 108 9.0× 108 8.2× 108 9.0× 108
10−10 9.9× 108 1.0× 109 9.2× 108 8.9× 108 9.4× 108
10−11 1.3× 109 1.2× 109 11.1× 108 1.2× 109 1.3× 109
10−12 1.4× 109 1.3× 109 1.4× 109 1.3× 109 1.3× 109
10−13 2.5× 109 2.6× 109 2.5× 109 2.4× 109 2.5× 109
10−14 2.9× 109 2.8× 109 2.8× 109 2.6× 109 2.8× 109
10−15 3.4× 109 3.3× 109 3.4× 109 3.3× 109 3.5× 109
10−16 3.5× 109 3.6× 109 3.5× 109 3.7× 109 3.6× 109
10−17 1.0× 1010 1.1× 1010 1.1× 1010 1.1× 1010 1.1× 1010
10−18 1.1× 1010 1.2× 1010 1.2× 1010 1.2× 1010 1.2× 1010
TABLE V. Minimum achieved overheads in qubits-rounds using approximating sequences for all values of pout of practical
interest, and pg = 10
−4. Note that the volume remains almost the same for any particular pout irrespective of k.
1/p0 = 1.0065. As pin < 10pg, we need additional lower
distillation levels to achieve the required output error.
Continuing similarly, for the lower level k = 2 circuit,
pin = 10
−2, d′ = 11 and 1/p′0 = 1.255; for the corrective
k = 1 circuit, pin = 2.57×10−2, d′′ = 11 and 1/p′′0 = 1.12.
As both these input errors are greater than 10pg, we need
no more distillation. Using η = 125d3/16, the volume V
required to produce the |ψ2〉 state is equal to
1
p0
(
ηV2 + 15
(
η′V2
p′0
+
(0.5)η′′V1
p′′0
))
= 6.37× 107
. For preparing the |ψ1〉 state, we need two distillation
levels, with d = 19, pin = 7.34 × 10−4 and 1/p0 = 1.005
for the top level; d = 11, pin = 3.52 × 10−2 and 1/p0 =
1.285 for the bottom level. The volume for this is 1.18×
107 qubits-rounds and the total volume, therefore, comes
out to 6.96× 107 qubits-rounds.
V. APPROXIMATING SEQUENCES
Quantum algorithms are implemented by successively
applying quantum gates, which are unitary operators act-
ing on the state the gate is being applied to. For instance,
8a single qubit unitary in SU(2) is a 2 × 2 matrix of the
form
U =
(
eiα cos(θ) eiβ sin(θ)
−e−iβ sin(θ) e−iα cos(θ)
)
. (10)
Distinguishing between this continuous spectrum of
unitaries is impossible given the presence of noise. Also,
quantum error correction requires us to only work with a
discrete number of gates. It turns out that while we can-
not execute all quantum gates perfectly, we can approx-
imate them to an arbitrary accuracy with a finite set of
fundamental gates. Clifford gates plus the T gate make
one such set. The Solovay-Kitaev theorem [36] states
that any single qubit unitary can be approximated to
precision δ by using O(logc( 1δ )) gates from this set.
As the overhead requirement of a T gate is consid-
erably more than other gates, looking for approximate
sequences with low T gate counts is of great practical
interest. We concern ourselves with a recent work by
Kliuchnikov, Maslov and Mosca [23] where an algorithm
has been proposed which uses an optimal number of T
gates. Their algorithm uses O(log( 1δ )) number of T gates
to approximate a unitary to precision δ.
The work states that any set of unitary matrices ob-
tained by sequentially applying gates from the Clifford
group and T gate is equivalent to the set of unitary ma-
trices with entries in the ring Z[ 1√
2
, i], which is the set of
numbers {∑(an+bni)( 1√2 )n|a, b ∈ Z} where the sum is fi-
nite. It further shows that, in case where an exact decom-
position is possible, repeatedly applying carefully cho-
sen sequence of gates from the set {H,HT,HT 2, HT 3}
always leads us to a small set of unitaries whose de-
composition is already known. So if we want to de-
compose a unitary U , we know that we can always
choose k1, k2...kn such that HT
k1HT k2 ...HT knU = U ′,
where the decomposition of U ′ is known. We thus have
U = HT−kn ...HT−k2HT−k1U ′. Other approximation
methods exist [25].
In this work, we are concerned with approximating Zk
rotations, as defined earlier, which may not necessarily
have an exact decomposition. This case is dealt with in
another work [24] where, to approximate the Zk matrix,
entries are chosen from the ring Z[ω] where ω = eipi/8,
which is a subset of Z[ 1√
2
, i]. They are chosen so as to
minimize the approximation error and to satisfy unitar-
ity, and the conditions that the row and column should
be unit vectors. Once such a matrix is obtained, it is de-
composed into a sequence containing Clifford group and
T gate as previously described.
Suppose the unitary U is approximated by a sequence
Ua. We measure the precision with which Ua approxi-
mates U by the metric [37]
δ(U,Ua) =
√
2− |tr(U†Ua)|
2
(11)
We find that if U and Ua are sufficiently close so that
δ(U,Ua) is very small, error probability is
p = 1− |〈+|U†Ua|+〉|2 ≈ 2(δ(U,Ua))2 (12)
We estimate the overhead by making the assumption
that T gates are the major contributor and therefore, we
can ignore the overhead requirements of other gates with-
out much effect on our resource count. We further assume
that the error is only introduced in our circuit by T gates
and the rest of the gates are error free. Therefore, given
a number n of T gates with error p each, to approximate
a gate Ua which further approximates a gate U , the net
error in our approximation will be np + 2(δ(U,Ua))
2. It
is straightforward to see that if the overhead of a T gate
with error p is V (p), then the overhead estimate in the
given case will be nV (p).
For a given total error, we calculate the overhead
for various approximate sequences, each with a dif-
ferent number of T gates and value of δ(U,Ua), and
select the one which results in the lowest net over-
head. The calculated lowest overheads have been dis-
played in Table IV and Table V. The approximate se-
quences have been obtained from the SQCT software
page (http://code.google.com/p/sqct/) maintained by
authors of the work we have described.
VI. DISCUSSION
We have calculated the overhead required in imple-
menting a particular set of Z rotations, first implemented
through direct distillation [22], then by using generated
approximate sequences [23, 24]. The general trend that
we see is that for a given value of pg, there is a k0 such
that approximate sequences almost always lead to orders
of magnitude lower overhead for k > k0. For pg = 10
−3,
k0 = 3 and for pg = 10
−4, k0 = 4. This trend is ob-
served because the overhead keeps on increasing with k
in case of direct distillation; whereas, given a number n
of T gates, the family of sequences generated to approx-
imate Zk rotations lead to more or less the same preci-
sion irrespective of k. Therefore, if we use approximate
sequences, the overhead will depend only on the output
precision and will be independent of k. For pg = 10
−4,
pout = 10
−18 and k = 7, direct distillation was found to
take up to 6 orders of magnitude more overhead. One
must note that the value of k above which approximate
sequences become more efficient depends on pg.
VII. ACKNOWLEDGEMENTS
AGF acknowledges funding from the US Office of the
Director of National Intelligence (ODNI), Intelligence
Advanced Research Projects Activity (IARPA), through
the US Army Research Office grant No. W911NF-10-1-
0334, and partial support from the Australian Research
Council Centre of Excellence for Quantum Computa-
tion and Communication Technology (CE110001027) and
9the U.S. Army Research Office (W911NF-13-1-0024).
All statements of fact, opinion or conclusions contained
herein are those of the authors and should not be con-
strued as representing the official views or policies of
IARPA, the ODNI, or the US Government.
[1] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N.
Cleland. Surface codes: Towards practical large-scale
quantum computation. Phys. Rev. A, 86:032324, 2012.
arXiv:1208.0928.
[2] R. Barends, J. Kelly, A. Megrant, A. Veitia,
D. Sank, E. Jeffrey, T. C. White, J. Mutus, A. G.
Fowler, B. Campbell, Y. Chen, Z. Chen, B. Chiaro,
A. Dunsworth, C. Neill, P. O’Malley, P. Roushan,
A. Vainsencher, J. Wenner, A. N. Korotkov, A. N. Cle-
land, and John M. Martinis. Superconducting quantum
circuits at the surface code threshold for fault tolerance.
Nature, 508:500–503, 2014. arXiv:1402.4848.
[3] P. W. Shor. Scheme for reducing decoherence in quantum
computer memory. Phys. Rev. A, 52:R2493, 1995.
[4] A. R. Calderbank and P. W. Shor. Good quantum error-
correcting codes exist. Phys. Rev. A, 54(2):1098–1105,
1996. quant-ph/9512032.
[5] A. M. Steane. Multiple particle interference and quantum
error correction. Proc. R. Soc. Lond. A, 452:2551–2576,
1996. quant-ph/9601029.
[6] R. Laflamme, C. Miquel, J. P. Paz, and W. H. Zurek.
Perfect quantum error correcting code. Phys. Rev. Lett.,
77:198, 1996. quant-ph/9602019.
[7] D. Bacon. Operator quantum error-correcting subsys-
tems for self-correcting quantum memories. Phys. Rev.
A, 73:012340, 2006. quant-ph/0506023.
[8] E. Knill. Quantum computing with realistically noisy
devices. Nature, 434:39, 2005. quant-ph/0410199.
[9] K. Fujii and K. Yamamoto. Topological one-way quan-
tum computation on verified logical cluster states. Phys.
Rev. A, 82:060301(R), 2010. arXiv:1008.2048.
[10] S. B. Bravyi and A. Yu. Kitaev. Quantum codes on a
lattice with boundary. quant-ph/9811052, 1998.
[11] E. Dennis, A. Kitaev, A. Landahl, and J. Preskill. Topo-
logical quantum memory. J. Math. Phys., 43:4452–4505,
2002. quant-ph/0110143.
[12] H. Bombin and M. A. Martin-Delgado. Topological
quantum distillation. Phys. Rev. Lett., 97:180501, 2006.
quant-ph/0605138.
[13] R. Raussendorf and J. Harrington. Fault-tolerant quan-
tum computation with high threshold in two dimensions.
Phys. Rev. Lett., 98:190504, 2007. quant-ph/0610082.
[14] R. Raussendorf, J. Harrington, and K. Goyal. Topologi-
cal fault-tolerance in cluster state quantum computation.
New J. Phys., 9:199, 2007. quant-ph/0703143.
[15] H. Bombin. Clifford gates by code deformation. New J.
Phys., 13:043005, 2011. arXiv:1006.5260.
[16] H. G. Katzgraber, H. Bombin, R. S. Andrist, and M. A.
Martin-Delgado. Topological color codes on Union Jack
lattices: A stable implementation of the whole Clifford
group. Phys. Rev. A, 81:012319, 2010. arXiv:0910.0573.
[17] M. Ohzeki. Accuracy thresholds of topological color
codes on the hexagonal and square-octagonal lattices.
Phys. Rev. E, 80:011141, 2009. arXiv:0903.2102.
[18] H. Bombin. Topological subsystem codes. Phys. Rev. A,
81:032301, 2010. arXiv:0908.4246.
[19] A. G. Fowler. 2-D color code quantum computation.
Phys. Rev. A, 83:042310, 2011. arXiv:0806.4827.
[20] S. Bravyi and A. Kitaev. Universal quantum computa-
tion with ideal Clifford gates and noisy ancillas. Phys.
Rev. A, 71:022316, 2005. quant-ph/0403025.
[21] B. W. Reichardt. Quantum universality from magic
states distillation applied to CSS codes. Quant. Info.
Proc., 4:251, 2005. quant-ph/0411036.
[22] A. J. Landahl and C. Cesare. Complex instruction set
computing architecture for performing accurate quantum
Z rotations with less magic. arXiv:1302.3240, 2013.
[23] V. Kliuchnikov, D. Maslov, and M. Mosca. Fast and ef-
ficient exact synthesis of single qubit unitaries generated
by Clifford and T gates. Quant. Info. Comp., 13:607–630,
2013. arXiv:1206.5236.
[24] V. Kliuchnikov, D. Maslov, and M. Mosca. Practical
approximation of single-qubit unitaries by single-qubit
quantum Clifford and T circuits. arXiv:1212.6964, 2012.
[25] N. J. Ross and P. Selinger. Optimal ancilla-free Clif-
ford+T approximation of Z-rotations. arXiv:1403.2975,
2014.
[26] A. Bocharov, Y. Gurevich, and K. M. Svore. Efficient
decomposition of single-qubit gates into v basis circuits.
Phys. Rev. A, 88:012313, 2013. arXiv:1303.1411.
[27] G. Duclos-Cianci and D. Poulin. Reducing the quan-
tum computing overhead with complex gate distillation.
arXiv:1403.5280, 2014.
[28] A. Paetznick and K. M. Svore. Repeat-until-success:
Non-deterministic decomposition of single-qubit uni-
taries. arXiv:1311.1074, 2013.
[29] A. Bocharov, M. Roetteler, and K. M. Svore. Effi-
cient synthesis of universal repeat-until-success circuits.
arXiv:1404.5320, 2014.
[30] A. M. Meier, B. Eastin, and E. Knill. Magic-state distil-
lation with the four-qubit code. IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Sys-
tems, 27:752–763, 2012. arXiv:1204.4221.
[31] S. Bravyi and J. Haah. Magic-state distillation
with low overhead. Phys. Rev. A, 86:052329, 2012.
arXiv:1209.2426.
[32] Cody Jones. Multilevel distillation of magic states for
quantum computing. Phys. Rev. A, 87:042305, 2012.
arXiv:1210.3388.
[33] D. S. Wang, A. G. Fowler, and L. C. L. Hollenberg. Sur-
face code quantum computing with error rates over 1%.
Phys. Rev. A, 83:020302(R), 2011. arXiv:1009.3686.
[34] A. G. Fowler. Optimal complexity correction of corre-
lated errors in the surface code. arXiv:1310.0863, 2013.
[35] A. G. Fowler and S. J. Devitt. A bridge to lower overhead
quantum computation. arXiv:1209.0510, 2012.
[36] C. M. Dawson and M. A. Nielsen. The Solovay-Kitaev
algorithm. Quant. Info. Comput., 6:81–95, 2006. quant-
ph/0505030.
[37] A. G. Fowler. Constructing arbitrary Steane code single
logical qubit fault-tolerant gates. Quant. Info. Comp.,
11:867– 873, 2011. quant-ph/0411206.
10
Appendix A: Step-by-step compression of Z2|+〉 distillation circuit
FIG. 7. Depth 13 canonical surface code implementation of Fig. 2. Dark structures are called dual defects, light structures are
called primal defects. The depth is defined to be the maximum number of small primal cubes from left to right.
11
FIG. 8. Initialization patterns and bumps representing X basis measurement have been pushed in as far as possible.
12
FIG. 9. Control ends of all dual defects have been reversed.
13
FIG. 10. Four bridges [35] have been simultaneously inserted at the top between the dual defects. This can be shown to
implement the same computation.
14
FIG. 11. The right halves of the four rightmost dual defects have been dragged across the bridges to the bottom, allowing the
whole structure to be compressed to depth 7.
15
FIG. 12. Second and last dual defects have been exchanged to facilitate further compression.
16
FIG. 13. Minor topological deformations have been made at the top to reduce the height by one unit. We have now arrived at
Fig. 5
