This paper is devoted to studying some new existence theorems for single and multiple positive periodic solutions to a scalar functional differential equation by combining some properties of Green's function together with a well-known nonzero fixed point theorem in cones. It improves and generalizes some related results in the literature. Finally, several examples and numerical simulations are given to dwell on the effectiveness of our results.
Introduction
The aim of this paper is to provide new existence results of positive periodic solutions for the scalar functional differential equationṡ y(t) = −a(t)y(t) + f (t, y(t − τ 1 (t)), . . . , y(t − τ n (t))) (1.1) andẏ (t) = a(t)y(t) − f (t, y(t − τ 1 (t)), . . . , y(t − τ n (t))).
For convenience, let R = (−∞, +∞), R + = [0, +∞), and for every x = (x 1 , . . . , x n ) ∈ R n + , the norm of x is defined as |x| = max 1≤ j≤n {x j }.
In Eqs. (1.1) and (1.2), a ∈ C(R, R + ), a(t) ≡ 0, a(t + ω) = a(t); f ∈ C(R × R n + , R + ) is ω-periodic with respect to the first variable, τ i ∈ C(R, R + ), τ i (t + ω) = τ i (t), 1 ≤ i ≤ n, where ω is a given positive constant.
Eqs. (1.1) and (1.2) are general enough to incorporate many mathematical models arising in ecological equations, such as single species growth models, physiological processes (such as production of blood cells, respiration and cardiac arrhythmias) and other practical problems. They are extensively studied in the literature [1] [2] [3] [4] [5] [6] [7] [8] [17] [18] [19] [20] 23] . Recently, the existence of positive periodic solutions of scalar functional differential equations has attracted much attention from both mathematicians and mathematical biologists [2] [3] [4] [5] [6] [9] [10] [11] [12] [13] [14] 21, 22] . Much excellent work has been done. However, such problems are far from being systematically and well studied. There is still much room for improvement.
In particular, the authors [7] obtained single positive periodic solutions for Eqs. (1.1) and (1.2) by a fixed point theorem due to Krasnoselskii for completely continuous operators on a Banach space which exhibits a cone compression and expansion of norm type, i.e. Theorem 1.1 ( [7] ). Eq. (1.1) has at least one ω-periodic solution, provided one of the following conditions holds:
In this paper, we use a fixed point theorem which is different from a cone compression and expansion of norm type. Our results including the existence of one, at least two and multiple positive periodic solutions extend and improve those of [7, 8, 21] . Moreover, few papers simulate the existence of positive periodic solutions for delay differential equations with the help of Matlab. In the paper, numerical simulations are used to support our results intuitively and effectively.
Since the discussion for Eq. (1.2) is exactly the same as that for Eq. (1.1), in the following we will devote ourself to Eq. (1.1) while the details for Eq. (1.2) are omitted here.
This article is organized as follows: in Section 2, we present some preliminary results including a well-known fixed point theorem in cones (see Lemma 2.1) and some notations to be widely used throughout this paper. Section 3 is devoted to establishing sufficient criteria for the existence of single and multiple positive periodic solutions of Eq. (1.1). One of the key steps is to find a function ψ such that the appropriate operator Φ satisfies the condition y = Φ y + λψ in the cited fixed point theorem. It is very different from the norm-type expansion and compression theorem. And we get more general and refined results than those given in [7, 8, 21] . In order to illustrate some features of the established sufficient criteria, in Section 4, we carry out some applications of such criteria to some mathematical models and present some numerical simulations to support our results. Finally, in Section 5, we give conclusive remarks about this paper.
For the sake of convenience and simplicity, we will use the following notations throughout this paper,
Preliminaries
First, let us introduce the definition of cones and a fixed point theorem in cones which will play an important role.
Definition 2.1. A nonempty closed subset K of the Banach space X is said to be a cone if λK ⊂ K for all λ ≥ 0 and
Lemma 2.1 ( [15, 16] ). Let X be a Banach space, and let K ⊂ X be a cone in X . Assume Ω 1 , Ω 2 are open subsets of X with 0 ∈ Ω 1 ,Ω 1 ⊂ Ω 2 and let
be a completely continuous operator such that
(ii) there exists ψ ∈ K \{0} such that y = Φ y + λψ for y ∈ K ∩ ∂Ω 2 and λ > 0.
Then Φ has a fixed point in K ∩ (Ω 2 \Ω 1 ).
Remark 2.1. In Lemma 2.1, if (i) and (ii) are replaced by
(ii)* there exists ψ ∈ K \{0} such that y = Φ y + λψ for y ∈ K ∩ ∂Ω 1 and λ > 0.
From the definition of G(t, s), one can directly obtain the following lemma.
Lemma 2.2. The function G(t, s) satisfies
In order to establish our sufficient criteria for the existence of positive periodic solutions of (1.1), the following lemma is fundamental throughout our paper. Lemma 2.3. y(t) is an ω periodic solution of Eq. (1.1) if and only if y(t) is also an ω periodic solution of the following integral equation
where G(t, s) is defined in the end of Section 1 and Lemma 2.2.
Lemma 2.3 tells us that to find an ω periodic solution of Eq. (1.1) is equivalent to finding an ω periodic solution of Eq. (2.1), so in the following we will devote ourselves to Eq. (2.1).
Let
then it is trivial to show that X is a Banach space when endowed with the norm y = sup t∈[0,ω] |y(t)| and that K is a cone in X . Define the operator Φ : X → X by
One can easily prove that Φ is completely continuous. Now, (2.1) can be rewritten as y(t) = (Φ y)(t). It is clear that y(t) is an ω-periodic solution of Eq. (1.1) if and only if it is a fixed point of the operator Φ, i.e., Φ y = y.
Proof. For any y ∈ K , we have (Φ y)(t) ≥ 0. From (2.3), one has
Now we can conclude that Φ y ∈ K for any y ∈ K . The proof is complete.
Existence of positive periodic solutions
Theorem 3.1. Assume that
Then Eq. (1.1) has at least two positive ω-periodic solutions y 1 and y 2 such that
Proof. Firstly, since min f 0 > 1, there exists a positive constant r 1 < ρ such that
Let u(t) = (y(t − τ 1 (t)), . . . , y(t − τ n (t))) and Ω 1 = {y ∈ X, y < r 1 }, then for any y ∈ K ∩ ∂Ω 1 ,
Let ψ ≡ 1 for t ∈ R and we show that
In fact, otherwise, there exist y 0 ∈ K ∩ ∂Ω 1 and λ 0 > 0 such that
Let µ = min t∈R y 0 (t), then using Lemma 2.2(iv) for t ∈ R, we have
This implies µ ≥ µ + λ 0 > µ, a contradiction. On the other hand, (H 2 ) implies that there is a ρ > 0 such that
Then for y ∈ K with y = ρ, we have δρ ≤ |u| ≤ ρ and
where Ω 2 = {y ∈ X : y < ρ}.
In view of (3.2) and (3.3), by Remark 2.1, it follows that Φ has a fixed point y 1 ∈ K ∩ (Ω 2 \Ω 1 ), i.e., y 1 (t) = (Φ y 1 )(t). Clearly, r 1 ≤ y 1 < ρ and y 1 is an ω-periodic positive solution of Eq. (1.1). Next, by virtue of min f ∞ > 1, there exists a positive constant ρ * > ρ such that
Let Ω 3 = {y ∈ X : y < r 2 } with δr 2 > ρ * , then for any y ∈ K ∩ ∂Ω 3 ,
Take ψ ≡ 1 for t ∈ R, and now we verify that
In fact, otherwise, there exist y 0 ∈ K ∩ ∂Ω 3 and λ 0 > 0 such that
Let µ = min t∈R y 0 (t), then for t ∈ R, we have
= µ + λ 0 , which turns out that µ ≥ µ + λ 0 > µ also leads to a contradiction.
Therefore, from (3.3) and (3.4) and Lemma 2.1, it follows that Φ has a fixed point
, that is, y 2 (t) = (Φ y 2 )(t). Obviously, ρ < y 2 ≤ r 2 and y 2 is the other ω-periodic positive solution of Eq. (1.1). The proof is complete. 
f (t, u) < a(t)a n , for δa n ≤ |u| ≤ a n .
Then
Proof. Based on max f 0 < 1, there exists a positive constant r 3 with 0 < r 3 < ρ such that f (t, u) ≤ a(t)|u|, for 0 < |u| < r 3 .
(3.5)
Then for y ∈ K with y = r 3 , we have 
where Ω 1 = {y ∈ X : y < r 3 }. Now due to (H 4 ), we see there is ρ > 0 such that
Define ψ ≡ 1 for t ∈ R and Ω 2 = {y ∈ X : y < ρ}, we claim that
Otherwise, there exist y 0 ∈ K ∩ ∂Ω 2 and λ 0 > 0 such that
This leads to a contradiction again. From Lemma 2.1 and (3.6) and (3.7), it follows that Φ has a fixed point y 1 ∈ K ∩(Ω 2 \Ω 1 ) satisfying r 3 ≤ y 1 < ρ and being an ω-periodic positive solution of Eq. (1.1).
Next, in view of max f ∞ < 1, there exists a positive constant ρ * > ρ such that f (t, u) ≤ a(t)|u|, for |u| > ρ * .
Thus, for y ∈ K with y = r 4 > δ −1 ρ * , we have
which can be reduced to
where Ω 3 = {y ∈ X : y < r 4 }. Now by Remark 2.1 it follows that Φ has a fixed point y 2 ∈ K ∩ (Ω 3 \Ω 2 ), which is an ω-periodic positive solution of Eq. (1.1) satisfying ρ < y 2 ≤ r 4 . The proof is complete. 
f (t, u) > a(t)a n , for δa n ≤ |u| ≤ a n .
Then Eq. (1.1) has at least 2n positive ω-periodic solutions. Proof. From the proofs of Theorems 3.1 and 3.2, we see the conclusion is valid. [7] . Moreover, we derive the sufficient criteria for the existence of multiple positive ω-periodic solutions. Therefore, the results of this paper generalize and improve those of [7] . Corollary 3.5. Substituting the following (H * 5 ) and (H * 6 ) for (H 5 ) and (H 6 ), respectively, the conclusion of Theorem 3.3 is true.
(H * 5 ) min f 0 = ∞ and max f ∞ = 0, (H * 6 ) max f 0 = 0 and min f ∞ = ∞.
Remark 3.4. The above conclusions are also suitable for Eq. (1.2) . But in the reasoning procedure Green's function is defined as:
Consider the following equations with the single delay:
where a ∈ C(R, R + ), a(t) ≡ 0, a(t + ω) = a(t); f ∈ C(R × R + , R + ) is ω-periodic with respect to the first variable, τ ∈ C(R, R + ), τ (t + ω) = τ (t), ω is a given positive constant. Now Theorem 3.3 has the following reduced form.
a(t)u > 1. Then Eq. (3.9) has at least one positive ω-periodic solutions.
Remark 3.5. Eqs. (3.9) and (3.10) has been investigated in [21] and the authors obtained Theorem 3.4. One can easily see Theorem 3.4 is a special case of Theorem 3.3 when Eq. (1.1) is reduced to the form of a single delay. Moreover, the conditions of Corollary 3.5 can also be reduced to suit the special case of a single delay. Here, we omit it.
Examples
In order to illustrate some features of our main results, in this section, we apply the criteria established above to some mathematical models arising in biology, which have been wildly explored in the literature. At the same time, with the help of mathematical software, numerical simulations are given to support strongly our results. 
where a, b, τ ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a constant.
Theorem 4.1. Assume that
then Eq. (4.1) has at least two ω-periodic positive solutions.
Proof. From Eq. (1.1), it is easy to see f (t, u) = b(t)u 2 e −u . Owing to max f 0 = 0 and max f ∞ = 0,
hence, (H 4 ) holds. From Corollary 3.3, we get the conclusion.
Example 4.2. Consider the equatioṅ
where a, b, τ ∈ C(R, R + ) are all ω-periodic functions. 0 < α < 1 < β, ω > 0 is a constant. Proof. In view of f (t, u) = b(t)(u α + u β ), then min f 0 = ∞ and min f ∞ = ∞. Thus (H * 1 ) holds. Set
we can see F(0+) = 0, F(∞) = 0, then there exists a ρ > 0 such that
Then for δρ ≤ u ≤ ρ, we have
So (H 2 ) holds, and the conclusion follows from Corollary 3.1. Fig. 1 . Numerical simulations of solutions of (4.3) and (4.5): y (t) = (1+sin(2π t))y(t)−(3+cos(2π t))y(t)y(t −1), y (t) = −(1+sin(2π t))y(t)+ (3 + cos(2π t))e −y(t−1) .
Example 4.3. Consider the Logistic model of single specieṡ
where a, b i , τ i ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a constant. 3) has at least one positive ω-periodic solution ( Fig. 1(a) ).
Proof. Note that
we see max f 0 = 0. In addition, if u ∈ R n+1 + and u i > δ|u|, then
which reduces to min f ∞ = ∞. The claim now follows from Corollary 3.5. By a similar argument as above, we can easily show that the following models have at least one positive ω-periodic solution.
Example 4.4. Consider the Richards single species growth model
where a, K , τ ∈ C(R, R + ) are ω-periodic and θ > 0 is a constant. If a, K are positive constants and τ ≡ 0, then Eq. (4.4) is the original model proposed by Richards [14] , also known as the Gilpin-Ayala model. , y (t) = −(1 + sin(2π t))y(t) + (3 + cos(2π t))
, where n = 2.
Example 4.5. Consider the Hematopoiesis model
where a, b, β, τ ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a constant.
Theorem 4.5. Eq. (4.5) has at least one positive ω-periodic solution ( Fig. 1(b) ).
Example 4.6. Consider the blood cell production model
where a, b, τ ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a given constant.
Theorem 4.6. Eq. (4.6) has at least one positive ω-periodic solution ( Fig. 2(a) ).
Example 4.7. Consider the blood cell production equatioṅ y(t) = −a(t)y(t) + b(t) y(t − τ (t)) 1 + y(t − τ (t)) n , n > 0, (4.7)
where a, b, τ ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a given constant. Then Eq. (4.7) has at least one positive ω-periodic solution (Fig. 2(b) ).
Example 4.8. Consider the more general Nicholson's blowflies model y(t) = −a(t)y(t) + b(t)y(t − τ (t))e −β(t)y(t−τ (t)) , (4.8) where a, b, β, τ ∈ C(R, R + ) are all ω-periodic functions, and ω > 0 is a given constant. 
Conclusive remarks
In this paper, we have explored the existence of single and multiple positive periodic solutions for a class of scalar functional differential equations, which incorporate many models arising in biology as special cases. New sufficient criteria are established based on the approach of a well-known fixed point theorem in Lemma 2.1.
It should be pointed out that similar problems have been attacked by some authors. The equations studied here are more general than those investigated by other authors. Such as, the equations investigated by Wan et al. [21] and the models in Section 4 are special cases of Eq. (1.1) . Hence, the results obtained above generalize and improve the main results of [7, 8, 21] . Furthermore, by numerical simulations it is more effective and intuitive to support our results.
