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Abstract
During the last decade several mathematical models were constructed to describe the fission yeast cell
cycle. In these models, fluctuations of MPF activity were responsible for cell cycle transitions, and
they successfully explained the behaviour of wild-type fission yeast cells and many cell division cycle
mutants as well. However, themutants involved in thesemodels weremainly loss-of-functionmutants
(either temperature-sensitive point mutants or gene deletion ones). By contrast, the phenotypes of
several gene overproducing (op) mutants have been published during the last twenty years, like those
of cdc25op and wee1op cells (in the case of the latter one, even the effects of different overexpression
levels are known). Since Wee1 and Cdc25 is a kinase-phosphatase pair, regulating MPF activity and
as a consequence, timing mitotic onset in fission yeast, a detailed mathematical model of the fission
yeast cell cycle should be able to simulate these overexpression mutants. Within the framework of
this paper, a formerly published model was tested for these mutants. In order to describe properly the
behaviour of cdc25op and wee1op mutants, some alterations had to be made in the original model,
both in the parameter values and in the equations. If these corrections have been involved, the newly
developed model also maintained its capability to explain the phenotypes of all those mutants, for
which the original model was made. Furthermore, the model predicts the phenotypes of two mutants
not yet constructed by geneticists.
Keywords: cell cycle, fission yeast, gene overexpressing mutants, mathematical model, computer
simulation.
1. Introduction
The most fundamental phenomenon for life is cell reproduction. Cell cycle is
the sequence of events by which a growing cell duplicates all its components and
partitions them more-or-less evenly between two daughter cells. The events of
the cell cycle are strictly regulated: the initiation of late events is dependent on the
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completion of early ones, what is ensured by so-called checkpoint mechanisms. For
example, chromosome segregation in eukaryotes is dependent on the completion
of DNA synthesis. These processes are controlled by a considerably complicated
molecular network called the cell cycle machinery. The most important component
in this machinery is maturation promoting f actor (MPF), which is a heterodimer
composed of a B-type cyclin (called Cdc13 in fission yeast) and a cyclin-dependent
kinase (called Cdc2 in fission yeast) [16]. The Cdc2/Cdc13 complex is responsible
for phosphorylating several target proteins; its activity is required for firing of
replication origins, and also for chromosome condensation and organization of the
mitotic spindle. As a consequence, MPF is able to drive fission yeast cells into either
S phase (DNA replication) or M phase (mitosis), depending on its level [3, 12].
The activity of MPF fluctuates in cycling cells: it is very low in G1, has an
intermediate level in S and G2, and reaches its maximum during M phase [1]. This
oscillation is regulated through MPF’s interactions with its negative and positive
regulators, called enemies and helpers, respectively. The enemies are the Wee1
and Mik1 kinases, the Rum1 inhibitor and anaphase promoting complex (APC),
while the helpers are the Cdc25 and Pyp3 phosphatases and some cyclin-dependent
kinases, which are dimers of Cdc2 and some other cyclins [16]. From the prospect
of this paper, the most important MPF regulators are Wee1 and Cdc25, a kinase-
phosphatase pair, which mostly determine the process how a G2 phase cell proceed
into M phase. Both Wee1 and Cdc25 are gene-dosage-dependent regulators, and
the phenotypes of either loss-of-function or overexpressing mutants of them have
long been known [8]-[11].
The biochemical reaction network, which drives the eukaryotic cell cycle,
can be studied by computational methods. Since the publication of a seminal paper
by John Tyson [18], many mathematical models have been developed to study the
cell cycle in different organisms. A couple of years ago, we published such a
model for the fission yeast cell cycle [13], which involved the most important cell
cycle mutants of the G2/M transition, however, they were mainly loss-of-function
ones. The goal of this study is to test this model, whether it is able to describe
quantitatively the behaviour of fission yeast cells overexpressing either cdc25 or
wee1. We present a slightly modified version of the former model here, which
correctly simulates these overexpressing mutants, besides the mutant set for which
the original version was made [13].
2. Computational Methods
The molecular network, which controls fission yeast cell cycle, is shown in Fig. 1.
Using standard techniques of biochemical reaction kinetics we convert this wiring
diagram into a set of ordinary differential equations (Table 1). The numerical
values of all the parameters used for wild-type cells are also given in Table 1.
For further general details about modelling the fission yeast cell cycle, see [16];
for the special features of the present model, see [13]. Fig. 1 and Tables 1 and
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2 are all based on [13], and the differences are clearly indicated (see later). To
analyse the behaviour of the dynamic system, we have used the differential equation
solver WinPP, which is designed for use with Windows and requires the standard
C compiler. Information on installing and using this software can be found at the
URL site: www.math.pitt.edu/∼bard/classes/wppdoc/.
Fig. 1. A molecular mechanism for the regulation of Cdc13-associated kinase activity in
fission yeast. All the events of the fission yeast cell cycle can be orchestrated by
fluctuations of the activity of a single cyclin-dependent kinase, Cdc2/Cdc13. Cdc13
is synthesized from amino acids (AA) and combines readily with catalytic subunits,
Cdc2, which are assumed to be always present in excess. The activity of Cdc2/Cdc13
is modulated by Rum1 inhibition, by Tyr15-phosphorylation (via Wee1 and Mik1,
which is reversed by Cdc25 and Pyp3; the last molecule not shown on figure), and by
Ste9- and Slp1-dependent cyclin degradation. Compared to a former version, Slp1-
dependent Cdc13 degradation is a newly involved biochemical step in the present
model, which is emphasized by a black-edged boxwith an arrowhead. Other cyclins
(Puc1, Cig1 and Cig2, which are represented by X in the figure) in complex with
Cdc2 can assist these processes; these dimers are clumped together in the model as
starter kinases (SK).
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3. Results
3.1. The Mathematical Model
As mentioned above, the cell division cycle is controlled by fluctuations in the
activity ofMPF,which is achieved by its positive and negative regulators. Moreover,
MPF affects the activities of its regulators, thereby generating feedbackmechanisms
in the network of biochemical reactions. In this section, we briefly summarize the
most important features of the mathematical model for the fission yeast cell cycle
(Fig. 1 and Table 1), on which the present work has been based. For further details
about the biochemical roles of the network proteins and other aspects of the model,
see [13, 16] and references therein.
During the cell cycle, fission yeast cells continuously synthesizeCdc13 cyclin,
which binds to free Cdc2 to form the dimer in the cytoplasm first, but it soon gets
into the nucleus. Cdc13’s synthesis rate is proportional to cell size (mass), which
grows exponentially during the cell cycle. In G1 phase, MPF activity is extremely
low, because two of its enemies are very active at this stage. Once Ste9 recognizes
Cdc13, which results in its degradation by APC; and secondly, Rum1 inhibits the
remaining small amounts of the dimer by stoichiometrically binding to it. At the
G1/S transition, both Ste9 andRum1become inactivated byCdc2, complexed partly
with Cdc13 and partly with other cyclins (Puc1, Cig1, and Cig2). (For the sake of
simplicity, these further dimers are called starter kinases (SK or Cdc2/X) having a
constant activity in the model.) During S and G2 phases, Cdc13 is continuously
accumulating in the nucleus, since its degradation pathway has been turned off.
However, MPF activity reaches only an intermediate level, because its third type
enemies, the Wee1 and Mik1 kinases phosphorylate the Cdc2 subunit at its Tyr-15
residue. This form is called preMPF, because although it shows some measurable
kinase activity, but it is much weaker compared to the unphosphorylated form
(MPF).
In late G2 phase, when the cell has reached a critical mass, and as a con-
sequence, MPF activity has reached a threshold, two positive feedback loops are
turned on. MPF inactivates its enemies (Wee1 and Mik1) and activates its helper
(Cdc25) by phosphorylating all of them. These feedback loops lead to an abrupt
increase in MPF activity, which drives the cell into M phase. However, the high ac-
tivityMPF peak lasts only for a short period, since a time-delayed negative feedback
is turned on by MPF, what causes its own inactivation via Slp1 and a hypothetical
phosphatase (PP). (Wewill turn back to the problem of this negative feedback later.)
The decreasing level of MPF allows Rum1 and Ste9 to come back, the cell exits
mitosis and the control system falls back into G1 phase with very lowMPF activity,
and the next cell cycle starts.
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3.2. Simulations of Wild-type Fission Yeast Cells and of the Former Mutant Set
A computer simulation of the cell cycle of wild-type fission yeast is shown inFig. 2.
These time-courses of the main regulator proteins have been produced by WinPP;
using the parameters given in Table 1, the software solved the differential equations
of Table 1. The simulations of consecutive cycles are indistinguishable, since cells
from a steady-state population were simulated by a deterministic model. Mass
growth during the cell division cycle is proposed to be an exponential function of
time, and the relative birth size of simulated wild-type cells is 1, meanwhile that
of division size is 2. The profiles of all the proteins shown in Fig. 2 are consistent
with the general characteristics discussed in the previous section as well as with
computations by the original model (see Fig. 2 in [13]). Observe that G1 is a short
phase, meanwhile G2 is long (Fig. 2), the latter one being the main growth phase
in wild-type fission yeast cells. MPF peak during mitosis is very sharp, since the
preMPF→MPF transition is a rapid process in late G2 and early M phases, which
is very soon followed byMPF inactivation via the negative feedback (MPF→ Slp1
→ PP→ Ste9, leading to Cdc13 degradation). These simulations correctly fit to
experimental data [1, 5].
Fig. 2. Numerical simulation of the fission yeast cell cycle (wild type).
Besides wild-type cells, a mathematical model should be able to simulate
the phenotypes of cell cycle mutants as well. Simulation of a (single) mutant is
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Fig. 3. Numerical simulation of the fission yeast cell cycle (wee1t s cdc25op (adh) mutant).
In the upper panel, kS represents (the abnormally extended S phase.)
achieved by changing the parameter representing the mutation, meanwhile keeping
all the other ones the same. The original model [13] was constructed by using a
set of 18 single, double or even triple mutants, all of them being loss-of-function
ones (bearing either temperature sensitive alleles or gene deletions). In the next
two sections we will discuss that the model has required some alterations in order
to broaden the mutant set. In this case, an obligatory test for the developed version
is to check how far it is still able to simulate the former mutants. In Table 2, we
give the properties of simulated cell cycles for all the mutants tested, let they be
"old" or "novel" ones. Without analysing any of the 18 original strains here, we can
establish that the present model correctly describes the behaviour of all of them,
similarly to the former version (compare Table 2 of this paper to Table 2 of [13]).
3.3. Simulations of Fission Yeast Cells, Overexpressing the cdc25 Gene
Fission yeast cells overexpressing the cdc25 gene (cdc25op mutants) decrease their
size compared to wild-type cells. If the cdc25 gene was put in five tandem copies
into its original place in the genome (cdc25op(5x) mutant), cell size decreased by
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Fig. 4. Numerical simulation of the fission yeast cell cycle (wee1op (7x) mutant).
∼25% (semi-wee phenotype); if it was inserted in one copy after a constitutive adh
promoter (cdc25op(adh) mutant), cell size was halved (wee phenotype) [10]. In
the previous model, only loss-of-function cdc25 mutants were studied [13]. In the
case of temperature-sensitive alleles, we proposed there that the activities of both
the active and inactive forms of Cdc25 protein (V25 and V25’, respectively) were
reduced proportionally, i.e., the ratio of the two rate constants remained the same
as in wild-type cells. (Note that Cdc25 is activated by MPF, and inactivated by
PP (Fig. 1), however, the ’inactive’ form also supposed to bear some phosphatase
activity.)
Cells overexpressing the cdc25 gene produce more proteins, which similarly
shuttle between the active and inactive forms, depending on the activities of MPF
and PP. As a consequence, the simplest way to simulate overproducing mutants is to
increase the two forms’ rate constants in a proportional way rather than to consider
protein levels (inversely to the logic of creating the temperature-sensitive cdc25
mutant, see above). By multiplying these parameters by 2.25, the simulations ex-
actly described the semi-wee phenotype; while multiplying them by 9 resulted in
wee phenotype (Table 2). A question should be raised how far these simulations
really represent the desired cdc25op(5x) and cdc25op(adh) mutants, because unfor-
tunately there are no experimental data on Cdc25 protein levels in these strains. In
the case of cdc25op(5x), it is very easy to imagine that five tandem gene copies
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will not be transcribed and translated to proteins (via mRNAs) so efficiently as a
single copy, therefore the actual protein level will be much less (2.25 times) than
five times the normal level. In the case of cdc25op(adh), it is even more difficult to
evaluate how far a constitutively expressed gene elevates the normal protein level.
To our mind, the nine times level of Cdc25 might be realistic.
A further test about the cdc25op(adh) mutant is that it is lethal in a wee1−
background: the wee1-50 cdc25op(adh) double mutant executes mitosis and sep-
tation before finishing DNA replication and dies (called cut phenotype), at least at
35˚C, since wee1-50 is a temperature-sensitive (ts) allele [10]. In the original model
[13], the cut phenotype of other mutants (like mik11 wee1-50, see Table 2) was
simulated by assuming that if MPF activity exceeded a threshold during S phase,
than the speed of DNA replication decreased and the process could not be finished
properly before cell division. The model required two small alterations in order to
describe correctly the wee1-50 cdc25op(adh) double mutant (Table 2). Once the
critical MPF level at which replication slows down, should have been decreased
in order to S and M phases overlap; and secondly, we had to presume that the
signal coming from replication forks to activate Mik1 and inactivate Cdc25 (kSe)
does not last so long during an abnormally extended S phase (Fig. 3). The second
correction should have been made, because cut phenotype in this mutant occurs
at very small (even smaller than ’normal’ wee phenotype) cell size; by contrast,
without this change the simulations gave a larger size for ’cut’ (not shown). With
this model in hand, we can predict the phenotype of the wee1-50 cdc25op(5x) dou-
ble mutant, which, as far as we know, have never been constructed by geneticists.
The simulations suggest that in this mutant S and M phases do not overlap (no cut
phenotype), however, the cells are probably not viable, because they would divide
at an abnormally small cell size (Table 2), similarly to the lethal wee1-50 rum11
double mutant [6, 13, 15]
3.4. Simulations of Fission Yeast Cells, Overexpressing the wee1 Gene
Fission yeast cells with extra copies of the wee1 gene increase their sizes depending
on the number of extra copies [11]. Because G2 phase is extended in these mutants
to delay mitotic onset, which phenomenon is more or less proportional to the copy
number, wee1 is considered a gene-dosage dependent inhibitor of mitosis. It is
worth emphasizing that in these experiments the extra copies were introduced into
the cells on plasmids rather than tandem copies (as in the case of cdc25, see previous
section). Therefore, it was possible to study the effects of different levels of wee1
by introducing different numbers of plasmids (wee1op(3x, 5x, 7x) see [11]). Wee1
activity is also modulated by MPF: the unphosphorylated form has a large (VWee),
while the phosphorylated form has a small (VWee’) rate constant to convert MPF
into preMPF. In the original model, temperature-sensitive loss-of-function wee1
mutants were simulated by decreasing the active form’s rate constant to the value
of the inactive form [13]. Unfortunately, this logic cannot be used to simulate the
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overproducing mutant; therefore we rather elevated the total level of Wee1 protein
in the present model by introducing a new parameter, Wee1T (Table 1). Formerly,
Wee1 (similarly to Mik1, Cdc25 or Ste9) was supposed to have a relative total
concentration of 1.0 in the cell; here we increase it and check how far simulated
cell size fits to the experimental results [11].
When starting to elevate the total Wee1 level, we realized that although
wee1op(3x) could be easily simulated by the model, a novel problem arose in higher
overexpression. Namely, when the cell entered mitosis with a large cell mass, its
MPF peak became so large that the negative feedback mechanisms involved in this
model could not win over it, and the cells were blocked inmitosis. This was in sharp
contrast to experimental observations [11], meaning that the model required some
correction at the level of its wiring diagram rather than in the parameter values.
This problem must be connected to the negative feedback loops used in the original
model [13]: by the time it was developed, there was no biochemical data regarding
the role of Slp1 in mitotic exit, although it was known to be a homologue of the
budding yeast Cdc20 [4]. Therefore, only an indirect role of Slp1 was proposed
in the model, however, Cdc20 and its further homologues in higher eukaryotes are
known to recognize mitotic cyclins for ubiquitination by APC, having a direct role
in cyclin degradation at mitotic exit. Soon after the model had been published
[13], experiments showed that fission yeast Slp1 probably also took part in Cdc13
degradation [19].
Afterwards, we complemented the differential equations containing MPF
turnover by a negative term, whereby Slp1 is directly involved in cyclin degra-
dation (Table 1). This effect could have been a weak one only, and even the large
cells were able to divide. With this alteration, all the wee1op mutants could have
been described, fitting correctly to the experiments (Fig. 4, Table 2). Observe also
that the numerical values ofWee1T required to simulate these mutants are very close
to the wee1 copy number of the corresponding cells (Wee1T was 2.4, 4.2 and 6.5
for copy numbers 3, 5 and 7, respectively; Table 2). This means that when a gene is
inserted into plasmids after its own promoter, then all the copies are expressed effi-
ciently (in contrast to the case, when genes are inserted in tandem repeats after one
promoter). Finally, although cells containing more than 7 copies of wee1 have not
been constructed yet, we can raise the question what the phenotype of awee1op(adh)
mutant could be. Since even the wee1op(7x) mutant is 2.4 times larger than wild
type [11], it should probably have a cdc phenotype. However, theoretically this cdc
arrest might occur either in late G2 (the cells are unable to enter mitosis) or in mid
M phase (they cannot exit mitosis). If Wee1T was set to 10, the relative division
size slightly exceeded 3.0 (Table 2), which was considered to be the threshold of
cdc phenotype in [13]. Although the duration of mitosis was extended by about a
factor of 2, large cell size was obviously caused by delaying mitotic onset rather
then exit from it. Moreover, since the direct effect of Slp1 in cyclin degradation is
probably even stronger than supposed in the model, we can conclude that the cdc
phenotype of a wee1op(adh) mutant would be probably caused by a G2 block.
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4. Discussion
Some years ago, a mathematical model was constructed for the fission yeast cell
cycle [13], which correctly described the phenotypes of several loss-of-function
mutants of the cell division cycle, mainly of those that had some damage in a
gene (or more genes) required for the G2/M transition. This model was the first
one, which explained the curious quantized cycles in wee1t s cdc251 double mu-
tants, observed experimentally by us some years before [14, 15]. We proposed that
quantization occurred if the negative feedback mechanism (normally required for
mitotic exit) acted prematurely, i.e., cells quitted M phase before properly finishing
it. In these abnormal cycles, the negative feedback was itself weak, and the cells
returned to G2 rather than G1 (although MPF activity declined, but it stopped at
an intermediate level). Slp1 was involved only indirectly in the negative feedback
in the original model [13], since this loop was driven mainly by the Tyr-15 kinases
and phosphatases of Cdc2 (however, via the hypothetical PP the route finally led
to Ste9). The following year after the model had been published, it became clear
that although fission yeast really had a phosphatase homologous to budding yeast
Cdc14 (called Flp1 or Clp1), but it was not essential for mitotic exit [2, 17]. By
that time, it was also known that cyclin degradation was essential for finishing M
phase, but it was independent of Ste9 [19]. The most probable hypothesis was that
Slp1 was responsible for this Cdc13 degradation, thereby having a direct role in
the negative feedback loop. A simple mathematical model was also constructed at
that time, which involved this biochemical step and it was able to simulate even
quantized cycles, giving an alternative explanation for the mechanism leading to
quantization [7].
In the present work we went back to the more detailed model of the fission
yeast cell cycle [13] and checked whether it was able to describe mutants overex-
pressing either the cdc25 or the wee1 gene, whose phenotypes had long been known
[10, 11]. With some small parameter changes, we could successfully simulate these
overexpressors as well as the original mutant set [13], but unfortunately there was
one exception. Namely, the simulated wee1op(7x) mutant could not divide, as it
was rather arrested in mitosis, in sharp contrast to observations [11]. To solve this
discrepancy we had to presume exactly the above discussed biochemical reaction
(Slp1 directly destroyed Cdc13), and afterwards model fitting to experiments be-
came correct. Although in fission yeast there is no direct experimental evidence to
date for the existence of Slp1’s direct role against mitotic cyclins, we feel that our
theoretical studies strongly suggest such an effect, which is a very important point
in eukaryotic cell cycle regulation.
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