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ON EQUATION xq = a OVER Qp
FARRUKH MUKHAMEDOV AND MANSOOR SABUROV
Abstract. In this paper, we reproduced a solvability criterion of the mono-
mial equation xq = a over Qp for any natural number q. However, this
solvability criterion was given in some algebraic number theory books by
means of the multiplicative group structure of the field. Here, we present
some general p−adic analysis method which is applicable to solve polyno-
mial equations over the p−adic field. As an application of the criterion, we
describe a relationship between q and p in which the number −1 is the q-th
power of some p−adic number.
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1. Introduction
Over the last century, p−adic numbers and p−adic analysis have come
to play a central role in modern number theory. This importance comes from
the fact that they afford a natural and powerful language for talking about
congruences between integers, and allow the use of methods borrowed from
analysis for studying such problems.
The fields of p−adic numbers were introduced by German mathematician
K. Hensel [8]. The p−adic numbers were motivated primarily by an attempt
to bring the ideas and techniques of power series methods into number the-
ory. Their canonical representation is analogous to the expansion of analytic
functions into power series. This is one of the manifestations of the analogy
between algebraic numbers and algebraic functions.
For a fixed prime p, by Qp it is denoted the field of p−adic numbers, which
is a completion of the rational numbers Q with respect to the non-Archimedean
norm | · |p : Q→ R given by
|x|p =
{
p−r x 6= 0,
0, x = 0,
(1.1)
here, x = pr m
n
with r,m ∈ Z, n ∈ N, (m, p) = (n, p) = 1. A number r is called
a p−order of x and it is denoted by ordp(x) = r.
Any p−adic number x ∈ Qp can be uniquely represented in the following
canonical form
x = pordp(x)
(
x0 + x1 · p + x2 · p
2 + · · ·
)
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where x0 ∈ {1, 2, · · ·p−1} and xi ∈ {0, 1, 2, · · ·p−1}, i ≥ 1, (see [3], [14], [23])
More recently, numerous applications of p−adic numbers have shown up
in theoretical physics and quantum mechanics (see for example, [1], [2], [6],
[11, 12], [15]-[20],[24, 25]).
The p−adic numbers are connected with solutions of Diophantine equa-
tions modulo increasing powers of a prime number. The study of Diophantine
equations is finding solutions of polynomial equations or systems of equations
in integers, rational numbers, or sometimes more general number rings. Such
a topic is one of the oldest branches of number theory, in fact of mathematics
itself. The theory of Diophantine equations in number rings was well developed
in [3], [5].
One of the simplest polynomial equation is the monomial equation
xq = a (1.2)
where q ∈ N and a ∈ Qp. The solvability criterion of the monomial equation
(1.2) from the algebraic number theory point of view was provided in [9], [10],
[22]. However, surprisingly, this solvability criterion was not mentioned in the
Bible books of the p−adic analysis (see [7], [14], [23]) except q = 2.
Recently, J.M. Casas et.al. [4] have attempted to reproduce the solvability
criterion of the equation (1.2) by concerning classification problems of high
order Leibnitz algebras (see [13]). They provided the solvability criterion in
the explicit form for two cases (i) (q, p) = 1 and (ii) q = p. However, in that
paper [4], there were some mistakes in the proof.
Let us briefly explain those mistakes. Suppose a, b are two p−adic num-
bers of the form
a = a0 + a1 · p+ a2 · p
2 + · · · , b = b0 + b1 · p+ b2 · p
2 + · · · ,
here ai, bi are any integer numbers with a0, b0 6= 0. In [4], it was implicitly
stated that the numbers a, b are equal each other if and only if ai = bi (mod p)
for any i ∈ N. This is obviously wrong! Now we provide simple counter
examples.
Let us first consider the following two a, b numbers in Q3
a = 1 + 3 + 32 + 33 + 34 + 35 + · · · =
1
1− 3
= −
1
2
,
b = 4 + 4 · 32 + 4 · 34 + 4 · 36 + · · · = 4 ·
1
1− 32
= −
1
2
.
Then one has ai = 1 for any i ≥ 0 and b2i = 4, b2i+1 = 0 for any i ≥ 0.
However, a2i+1 6= b2i+1 (mod 3) for any i ≥ 0. This shows that the equality
a = b does not imply the relationship ai = bi (mod p) except i = 0.
Now, we consider the following two a, b numbers in Q3
a = 1 + 3 + 32 + 33 + 34 + 35 + · · ·
b = 4 + 4 · 3 + 4 · 32 + 4 · 33 + 4 · 34 + 4 · 35 + · · ·
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then we have that ai = 1 = 4 = bi (mod p) for any i ∈ N. However, a = −
1
2
and
b = −2 which means a 6= b. This shows that the relationship ai = bi (mod p)
for any i ∈ N does not yield the equality a = b.
In this paper, we want to reproduce the solvability criterion of the mono-
mial equation (1.2) from the p−adic analysis point of view. Here, we shall
present some general p−adic analysis methods which are applicable to solve
some polynomial equations over Qp. One may refer to the paper [18] to see
other applications of these methods for cubic equations over Qp. Note that our
suggested methods are completely different from the one given in [4]. As it is
usual, the solvability criterion of the equation (1.2) in Q2 and in Qp, where
p > 2, is slightly different from each other. Therefore, we shall separately
study them. As an application, we describe the relationship between q and p
in which the number −1 is the q-th power of some p−adic number.
2. Preliminaries
We recall that
Zp = {x ∈ Qp : |x|p ≤ 1}, Z
∗
p = {x ∈ Qp : |x|p = 1}
are the set of all p−adic integers and units of Qp, respectively.
Any element x ∈ Z∗p has the following unique canonical form
x = x0 + x1 · p+ x2 · p
2 + · · ·
where x0 ∈ {1, 2, · · ·p− 1} and xi ∈ {0, 1, 2, · · ·p− 1}, i ≥ 1.
The following fact is well-known.
Proposition 2.1 ([3]). Any nonzero p−adic number x has a unique represen-
tation of the form x = pordp(x)x∗, where x∗ ∈ Z
∗
p.
We want to solve the following equation in Qp
xq = a, (2.1)
where a ∈ Qp. The p−adic numbers x, a have the the following unique forms
x = pordp(x)x∗, a = p
ordp(a)a∗.
After substituting these forms into (2.1) we then get that
pq·ordp(x)xq
∗
= pordp(a)a∗
One can see that the equation (2.1) has a solution if and only if
(i) The number ordp(a) is divided by q;
(ii) The equation xq
∗
= a∗ has a solution in Z
∗
p, whenever a∗ ∈ Z
∗
p.
Therefore, it is enough to solve the equation (2.1) over Z∗p whenever a ∈
Z∗p. Therefore, in what follows, we shall provide a solvability criterion for the
equation (2.1) in Z∗p whenever a ∈ Z
∗
p.
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The main idea to find a solvability criterion for some polynomial equations
over Z∗p is to apply Hensel’s Lemma in a suitable form to the given equation.
Lemma 2.2 (Hensel’s Lemma, [3]). Let f(x) be polynomial whose the coeffi-
cients are p−adic integers. Let θ be a p−adic integer such that for some i ≥ 0
we have
f(θ) ≡ 0 (mod p2i+1),
f ′(θ) ≡ 0 (mod pi), f ′(θ) 6= 0 (mod pi+1).
Then the polynomial f(x) has a unique p−adic integer root x0 such that x0 ≡
θ (mod pi+1).
3. Auxiliary results
In this section we are going to provide some auxiliary results which will
be used in the forthcoming sections. However, they are independent of interest.
Throughout this paper, we call integer numbers as rational integers in
order to differentiate they from p−adic integers.
Lemma 3.1. Let p be any prime number, q = ps, s ≥ 1, and a ∈ Z∗p. If the
equation
xq ≡ a (mod pk+1) (3.1)
has a rational integer solution for some k = k0 then it has a rational integer
solution for any k ≥ k0. Here k0 ≥ s+1 whenever p = 2. and k0 ≥ s whenever
p > 2.
Proof. Let p be any prime number, q = ps, s ≥ 1, and a ∈ Z∗p. We apply
mathematical induction with respect to k where k ≥ k0. Due to the assertion
of the lemma, the equation (3.1) has a rational integer solution for k = k0.
Assume that (3.1) has a solution xn ∈ Z for k = n, where n ≥ k0. Now we
want to show that xn+1 = xn + εp
n−s+1 is a solution of (3.1) for k = n + 1,
where
ε = an+1 −
xqn − a0 − a1 · p− · · · − an · p
n
pn+1
.
It is worth to mention that ε ∈ Z, since xn is a solution of (3.1) for k = n. It
is clear that
x
q
n+1 = x
q
n + qx
q−1
n ε · p
n−s+1 +
q(q − 1)
2
xq−2n ε
2 · p2(n−s+1) + · · ·
= xqn + x
q−1
n ε · p
n+1 +
q − 1
2
xq−2n ε
2 · p2n−s+2 + · · · .
If p > 2 then n ≥ s, q−1
2
∈ N and 2n − s + 2 ≥ n + 2. If p = 2 then
n ≥ s+ 1 and 2n− s+ 2 ≥ n + 3. In both cases, one has
q − 1
2
xq−2n ε
2 · p2n−s+2 + · · · ≡ 0 (mod pn+2).
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Therefore, for any prime p, one obtain that
x
q
n+1 ≡ x
q
n + x
q−1
n ε · p
n+1 (mod pn+2).
We know that (xn, p) = 1 since a ∈ Z
∗
p. Then one has x
q−1
n ≡ 1 (mod p)
since xp−1n ≡ 1 (mod p) and q = p
s. Therefore, we obtain
x
q
n+1 ≡ x
q
n + x
q−1
n ε · p
n+1 ≡ xqn + p
n+1ε (mod pn+2)
≡ a0 + a1 · p + · · ·+ an+1 · p
n+1 (mod pn+2)
≡ a (mod pn+2).
This means that xn+1 is a solution of (3.1) for k = n + 1. This completes the
proof. 
4. The solvability criterion in Z∗p
In this section we are going to provide a solvability criterion of the mono-
mial equation (2.1) over Z∗p, where p > 2. In the sequel, we shall suppose that
q ≥ 2, otherwise nothing to do with the equation (2.1).
Let p be a prime number, q ∈ N, a ∈ Z with a 6= 0. The number a is
called a q-th power residue modulo p if the the following equation
xq = a (4.1)
has a solution in Z.
Proposition 4.1 ([21]). Let p > 2 be a prime, q ∈ N, d = (q, p−1), and a ∈ Z
with a 6= 0. Then the following statements hold true:
(i) a is the q-th power residue modulo p iff one has a
p−1
d ≡ 1 (mod p);
(ii) If a
p−1
d ≡ 1 (mod p) then the equation (4.1) has d number of solutions
in Z.
Theorem 4.2. Let p > 2 be a prime and a ∈ Z∗p. The following statements
hold true:
(i) If (q, p) = 1 then the equation (2.1) has a solution in Z∗p if and only if
a
p−1
(q,p−1)
0 ≡ 1 (mod p). If one has a
p−1
(q,p−1)
0 ≡ 1 (mod p) then the monomial
equation (2.1) has (q, p− 1) number of solutions in Zp.
(ii) If q = ps, s ≥ 1 then the equation (2.1) has a solution in Z∗p if and only
if a
ps
0 ≡ a (mod p
s+1), i.e.,
a
ps
0 ≡ a0 + a1 · p+ · · ·+ as · p
s (mod ps+1).
Moreover, for any solution x of (2.1) one has that x ≡ a (mod p).
(iii) If q = m·ps with (m, p) = 1, s ≥ 1 then the equation (2.1) has a solution
in Z∗p if and only if a
p−1
(m,p−1)
0 ≡ 1 (mod p) and a
ps
0 ≡ a (mod p
s+1).
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Proof. Let q be any natural number, p be an odd prime number, and a ∈ Z∗p.
Then there are three possibilities for the numbers p and q: (i) (q, p) = 1, (ii)
q = ps with s ≥ 1, (iii) q = m · ps with (m, p) = 1 and s ≥ 1.
(i). Let (p, q) = 1.
Only If Part. Suppose that the equation (2.1) has a solution x in Z∗p.
Then it is clear that
xq = xq0 + qx
q−1
0 x1 · p+ · · · = a0 + a1 · p+ · · · = a.
This yields that xq0 ≡ a0 (mod p), i.e., a0 is the q-th power residue modulo p.
This means that a
p−1
(q,p−1)
0 ≡ 1 (mod p).
If Part. Suppose that a
p−1
(q,p−1)
0 ≡ 1 (mod p). Then a0 is the q-th power
residue modulo p, i.e., there is x0 such that x
q
0 ≡ a0 (mod p). We want to
show that (2.1) has a solution in Z∗p. To this end, let us consider the following
function
fq(x) = x
q − a. (4.2)
Then, it is clear that
fp(x0) = x
q
0 − a ≡ a0 − a ≡ 0 (mod p).
On the other hand, since (q, p) = 1 and (x0, p) = 1, we get
f ′q(x0) = qx
q−1
0 6= 0 (mod p).
Therefore, due to Hensel’s Lemma 2.2, we can conclude that (2.1) has a solution
in Zp. Since x
q = a and ‖a‖p = 1 for such a solution x ∈ Zp, one has
‖x‖p =
q
√
‖a‖q = 1. It means that x belongs to Z
∗
p.
(ii). Let q = ps with s ≥ 1.
Only If Part. Suppose that (2.1) has a solution x in Z∗p. Then, it is
clear that
xq = xq0 + x
q−1
0 x1 · p
s+1 + ps+2
(
q − 1
2
x
q−2
0 x
2
1 + · · ·
)
. (4.3)
Here, we used the fact that q−1
2
∈ N because of p > 2.
Therefore, one gets
x
q
0 + x
q−1
0 x1 · p
s+1 + · · · = a0 + a1 · p+ · · ·+ as · p
s + as+1 · p
s+1 + · · · (4.4)
This yields that xq0 = x
ps
0 ≡ a0 (mod p). On the other hand, due to
Fermat’s little theorem, we have xp0 ≡ x0 (mod p). Then it follows that a0 ≡
x
q
0 ≡ x0 (mod p). We know that x0, a0 ∈ {1, 2, · · ·p− 1}, therefore x0 = a0.
It follows again from (4.4) that
x
q
0 ≡ a0 + a1 · p+ · · ·+ as · p
s (mod ps+1).
Taking into account x0 = a0 and q = p
s, we obtain
a
ps
0 ≡ a0 + a1 · p+ · · ·+ as · p
s (mod ps+1).
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It is worth to mention that for any solution x ∈ Z∗p one has x = a (mod p),
because of x0 = a0. In other words, the first digit of any solution x of (2.1) is
the same with the first digit of a.
If Part. Suppose that
a
ps
0 ≡ a0 + a1 · p+ · · ·+ as · p
s (mod ps+1). (4.5)
We want to show that (2.1) has a solution in Z∗p. In fact, let us consider the
function fq (see (4.2)).
Due to (4.5), a0 is a rational integer solution of (3.1) when k = s. Then
according to Lemma 3.1, there is x0 ∈ Z such that
x
q
0 ≡ a (mod p
2s+1). (4.6)
Then we obtain
fq(x0) ≡ 0 (mod p
2s+1).
It follows from (4.6) that xq0 ≡ a0 (mod p) which means that (x0, p) = 1.
We then have
f ′q(x0) = qx
q−1
0 = p
sx
q−1
0 ≡ 0 (mod p
s),
f ′q(x0) = qx
q−1
0 = p
sx
q−1
0 6= 0 (mod p
s+1).
Therefore, due to Hensel’s Lemma 2.2 we conclude that (2.1) has a solu-
tion x in Zp. From ‖a‖p = 1, we infer that x belongs to Z
∗
p.
(iii) Let q = m · ps with (m, p) = 1 and s ≥ 1.
Only If Part. Suppose that (2.1) has a solution in Z∗p, i.e., there is
x ∈ Z∗p such that
xq = xm·p
s
=
(
xp
s)m
= (xm)p
s
= a.
This means that a ∈ Z∗p is the m-th as well as the p
s-th power of some p−adic
integer numbers. Then due to the cases (i) and (ii), we have that a
p−1
(m,p−1)
0 ≡
1 (mod p) and ap
s
0 ≡ a (mod p
s+1), i.e.,
a
ps
0 ≡ a0 + a1 · p+ · · ·+ as · p
s (mod ps+1). (4.7)
If Part. Suppose that a0 is the m-th power residue modulo p with the
condition (4.7). Now we show that (2.1) has a solution in Z∗p. In fact, due to the
condition (4.7) and (ii), there is y ∈ Z∗p such that y
ps = a and y ≡ a (mod p).
This yields that the first digit y0 of the p−adic integer y is a0. Therefore, y0
is the m-th power residue modulo p. Then, due to (i), the p−adic integer y is
m-th power of some p−adic integer x, i.e., xm = y. Consequently, the p−adic
integer a is q-th power of the p−adic integer x, i.e.,
a = yp
s
= (xm)p
s
= xm·p
s
= xq.
This completes the proof of the theorem. 
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5. The solvability criterion in Z∗2
In this section we are going to provide a solvability criterion of the mono-
mial equation (2.1) over Z∗2. The solvability criterion in the case p = 2 is slightly
different form the case p > 2. Namely we have the following
Theorem 5.1. Let q be any natural number and a ∈ Z∗2. The following state-
ments hold true:
(i) If q is an odd number then the equation (2.1) has a solution in Z∗2 for
any a.
(ii) If q = 2sm, where m is an odd number and s ≥ 1 then the equation
(2.1) has a solution in Z∗2 if and only if a ≡ 1 (mod 2
s+2), i.e.,
a0 = 1, a1 = a2 = · · · = as+1 = 0.
Proof. Let q be any natural number and a ∈ Z∗2. Then q is either odd or 2
sm,
where m is an odd number and s ≥ 1.
(i) Let q be an odd number. Let us show that (2.1) has a solution in Z∗2
for any a ∈ Z∗2. In fact, let us consider the same function fq as before (see
(4.2)). Since a ∈ Z∗2 and (q, 2) = 1, we have
fq(1) = 1− a ≡ 0 (mod 2),
f ′q(1) = q 6= 0 (mod 2).
Due to Hensel’s Lemma 2.2 we can conclude that (2.1) has a solution x in Z2
and such a solution x should belong to Z∗2, because of ‖a‖2 = 1
(ii) We shall first consider the case q = 2s with s ≥ 1. Suppose that (2.1)
has a solution x in Z∗2. Then it is clear that
xq = xq0 + x
q−2
0 x1(x0 + x1(q − 1)) · 2
s+1 + 2s+3
(
(q − 1)(q − 2)
6
x
q−2
0 x
3
1 + · · ·
)
.
This yields that xq0 ≡ 1 = a0 (mod 2). Then x0 = 1 and
xq = 1 + x1(1 + x1(q − 1)) · 2
s+1 + 2s+3
(
(q − 1)(q − 2)
6
x
q−2
0 x
3
1 + · · ·
)
.
Since x1(1 + x1(q − 1)) ≡ 0(mod 2), one gets x
q ≡ 1(mod 2s+2). Taking into
account xq = a, we heve a ≡ 1 (mod 2s+2), i.e.,
a0 = 1, a1 = a2 = · · · = as+1 = 0.
Let us show the converse implication. Suppose that a ≡ 1 (mod 2s+2).
Now we show that (2.1) has a solution in Z∗2 when q = 2
s.
In fact, again consider the function fq. Then 1 is a rational integer
solution of the equation (3.1) with k = s+1 and p = 2, since 1 ≡ a (mod 2s+2).
Then according to Lemma 3.1, there is x0 ∈ Z such that
x
q
0 ≡ a (mod 2
2s+1).
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We then obtain fq(x0) ≡ 0 (mod p
2s+1). From (x0, 2) = 1, it follows that
f ′q(x0) = 2
sx
q−1
0 ≡ 0 (mod 2
s), f ′(x0) = 2
sx
q−1
0 6= 0 (mod 2
s+1).
Again Hensel’s Lemma 2.2 implies that (2.1) has a solution x in Z2, which
is clearly belongs to Z∗2. Thus, in the case q = 2
s, the equation (2.1) has a
solution in Z∗2 if and only if a ≡ 1 (mod 2
s+2).
Let us turn to the general case q = 2sm, where m is an odd number and
s ≥ 1. Suppose that (2.1) has a solution in Z∗2, i.e., there is x ∈ Z
∗
2 such that
xq = (xm)2
s
= a.
This means that a is 2s-th power of some 2−adic integer numbers. Then, as
we showed, one has a ≡ 1 (mod 2s+2).
Now we show the reverse implication, i.e., if a ≡ 1 (mod 2s+2) then (2.1)
has a solution in Z∗2 when q = 2
sm. It is clear that, since a ≡ 1 (mod 2s+2),
the 2−adic integer a is 2s-th power of some 2−adic integer numbers y, i.e.,
y2
s
= a. According to the case (i), since m is odd, y is the m-th power of some
2−adic integer x, i.e., xm = y. Hence, a is the q-th power of the 2−adic integer
x. This completes the proof of Theorem 5.1 
6. When -1 is the power of some p-adic integer
In this section, as an application of the provided criterion, we are going
to describe a relationship between p and q in which −1 is a q-th power of some
p−adic integer.
Theorem 6.1. Let q be a natural number with q ≥ 2 and p be an odd prime
number. The following statements hold true:
(i) The number −1 is any odd power of some 2−adic integer and the num-
ber −1 is not any even power of any 2−adic integer;
(ii) If (q, p) = 1 then the number −1 is a q-th power of some p−adic integer
if and only if p−1
(q,p−1)
is even;
(iii) If q = ps with s ≥ 1 then the number −1 is a q-th power of some p−adic
integer;
(iv) If q = m · ps with (m, p) = 1 and s ≥ 1 then the number −1 is a q-th
power of some p−adic integer if and only if p−1
(m,p−1)
is even.
Proof. Let q be a natural number with q ≥ 2 and p be an odd prime number.
It is clear that −1 is 2−adic as well as p−adic integer. One can see that −1 has
a canonical form with ai = p− 1 for any i = 0, 1, 2, · · · in Qp. The statement
(i) is obvious.
(ii) Let (q, p) = 1. According to Theorem 4.2, −1 is a q-th power of some
p−adic integer if and only if p − 1 is a q-th power residue modulo p. This is
the same as −1 is a q-th power residue modulo p. Then, due to Proposition
4.1, −1 is a q-th power residue modulo p if and only if
p− 1
(q, p− 1)
is even.
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(iii) Let q = ps with s ≥ 1. Again according to Theorem 4.2, −1 is a q-th
power of some p−adic integer if and only if one has (p− 1)q ≡ −1 (mod ps+1).
This holds true for any p and s. Therefore, if q = ps then −1 is always q-th
power of some p−adic integer.
The statement (iv) follows from Theorem 4.2 and previous statements
(ii), (iii). This completes the proof. 
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