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Resumo
Neste projeto propomos um modelo de otimização para o design da malha urbana atra-
vés da utilização das meta-heurísticas GRASP e Algoritmo Genético, implementados no soft-
ware Mathematica. A otimização utiliza ruas já existentes no espaço de pesquisa e visa estu-
dar a melhor orientação para as mesmas. A proposta de utilização de meta-heurísticas dá-se
em função da complexidade do problema, bem como a dificuldade para obtermos a melhor
solução de forma determinística. O problema de design da malha urbana foi analisado de
forma estocástica, a partir da distribuição de probabilidade Logit Multinomial. A escolha das
meta-heurísticas foi baseada na praticidade de implementação e por serem bem difundidas
na literatura. Comparamos os resultados de uma instância, com variação dos parâmetros,
de modo a verificar o processo mais eficiente e estudar o melhor ajuste dos mesmos para o
problema em questão.
Palavras-chave: GRASP, Algoritmo Genético, Problema de Design da Malha Urbana, Otimi-
zação.
Abstract
In this project, we propose an optimization model for the urban network design using the
metaheuristics GRASP and Genetic Algorithm, implemented in the software Mathematica.
The optimization uses streets that already exists on the research space and seeks to study
the best orientation for them. The proposal of metaheuristics use is due to the complexity of
the problem, as well as the difficulty to obtain the best solution deterministically. The urban
network design problem was studied in a stochastic manner, using a Multinomial Logit dis-
tribution. The choice of the metaheuristics was based on the simplicity to implement, and
for being well known in the literature. We compared the results of the instance, with varia-
tion of the parameters, so we can verify the most efficient process and study the best fit of
them, for the problem in hand.
Keywords: GRASP, Genetic Algorithm, Urban Network Design Problem, Optimization.
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9Capítulo 1
Introdução
Este trabalho visa estudar o problema de design da malha urbana sem a necessidade de
modificação da mesma, isto é, restringindo a otimização a encontrar melhor orientação das
vias, de modo que o fluxo existente seja melhor escoado. Trata-se de um problema de difícil
solução e de importância para a sociedade atual.
Devido a sua dificuldade utilizamos as meta-heurísticas GRASP e Algoritmo Genético,
afim de encontrarmos possíveis orientações que permitam uma melhora no tempo de deslo-
camento dos motoristas e do fluxo urbano da localidade. Isto em um tempo computacional
aceitável.
O problema de design da malha urbana será abordado de forma estocástica, mas já
foi estudado de forma determinística [2][3]. Este também já foi tratado com diferencia-
ção de veículos, análise da existência de estacionamentos, além de terem sido utilizada ou-
tras meta-heurísticas, como por exemplo: Colônia de Formigas [7][23][27] e Busca Dispersa
[15][16]. Existem, ainda, diversos estudos com enfoques diferenciados na tentativa de redu-
zir o tempo de deslocamento, como por exemplo, situações onde se analisa a conversão em
vias [10][14][20] e se otimiza a semaforização existente [5][19]. Este problema já foi estudado
por Ezzat cite11 com o Algoritmo Genético. Até o presente momento não foi encontrado na
literatura trabalhos que utilizaram o GRASP para o problema de design da malha urbana.
Neste trabalho propomos um estudo dentro da malha existente, no qual será realizada
a análise da demanda de veículos para certa localidade e, a partir de parâmetros da malha
será proposta a otimização da orientação das vias de modo a reduzir os entraves gerados
no deslocamento urbano. Destacamos que, em virtude da ausência de dados reais, foram
utilizados dados fictícios na simulação da avaliação do modelo proposto.
Em busca do embasamento teórico necessário a solução e criação do modelo relaciona-
dos ao problema exposto anteriormente, este trabalho ficou organizado, além desta intro-
dução, na seguinte forma:
• O Capítulo 2 tratará de algumas definições acerca da Teoria de Grafos que nos auxi-
liarão na compreensão do problema. Nele, também, serão apresentadas as seguintes
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ideias e definições: Origem e Destino; são descritos os vetores utilizados (demanda,
fluxo e custos); as matrizes Arcos x Caminhos e a Probabilidade, além de explicarmos,
e apresentarmos, a forma com que são construídos. A partir destes explicaremos o
Problema de Design da Malha Urbana, identificando as variáveis, os parâmetros, sua
função objetivo e suas restrições. Nesta modelagem utilizaremos a matriz de Proba-
bilidade de modo estocástica, de acordo com a distribuição de probabilidade Logit
Multinomial.
• No Capítulo 3 são explicados e descritos os algoritmos construtivos utilizados na gera-
ção das possíveis soluções, sendo que estas representam um conjunto das orientações
das vias que compõem a malha. Também são abordadas as meta-heurísticas utiliza-
das: GRASP e Algoritmo Genético. Neste capítulo, ainda, detalharemos as ações rea-
lizadas pelos algoritmos, seus parâmetros e as adaptações feitas nas mesmas para o
problema em questão.
• O Capítulo 4 trata dos experimentos computacionais efetuados para realizar com-
paração das meta-heurísticas utilizadas e dos algoritmos construtivos. Apresenta-se,
ainda, algumas variações dos parâmetros de calibração e a comparação dos métodos
utilizados.
• No Capítulo 5 são realizadas as considerações finais e apresentados os resultados refe-
rentes ao problema de pesquisa, bem como são retomados o algoritmo, o experimento
e os resultados obtidos.
• Por fim é apresentado o Apêndice A no qual encontram-se os dados da instância utili-
zada nos experimentos computacionais.
Passamos agora a apresentação do Capítulo 2 referente a modelagem do problema.
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Capítulo 2
Modelagem do Problema
De acordo com os dados das pesquisas realizadas pelo DENATRAN [9] nos anos de 2012
a 2016, apresentados na Figura 2.1, a frota de veículos no Brasil cresce a uma taxa média de
5,23%. Porém, a infraestrutura das cidades (ruas, rodovias, etc) quase sempre não cresce
nessa proporção. Então, surge a necessidade de, sem alterar sua infraestrutura, repensar a
orientação das vias, a fim de obter redução no tempo dos percursos realizados pelos cida-
dãos em suas conduções, minimizando, por exemplo, os efeitos causados pela saturação de
veículos.
Figura 2.1: Número total de veículos no Brasil nos anos de 2012 a 2015
Podemos observar fatos desta saturação em notícias que fazem menções a congestiona-
mentos ou dificuldades de locomoção envolvendo o tráfego de veículos. Por exemplo:
O jornal O Estado de São Paulo [22] noticiou em 2016: "Três capi-
tais brasileiras aparecem na lista de 10 cidades do mundo que mais
sofrem com trânsito. Um levantamento da empresa TomTom, divul-
gado nesta terça-feira, 22, aponta que, no ranking mundial, o Rio de
Janeiro é a quarta cidade onde os motoristas perdem mais tempo em
vias congestionadas, depois de Cidade do México, Bangcoc e Istam-
bul, na ordem. No top 10, figuram ainda Salvador (7º) e Recife (8º),
[...]"
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O site Via Trolebus [26], que discute mobilidade urbana, noticiou em
2015: "Poluição do ar e stress não são as únicos efeitos das longas e
intermináveis filas de congestionamento. O trânsito nosso de cada
dia também traz impactos a economia. É o que revela um estudo da
Firjan – Federação das Indústrias do Rio de Janeiro. Os prejuízos es-
tão na casa dos R$ 111 bilhões anuais. [...]. O estudo revela ainda que
o brasileiro gasta em média 114 minutos nos deslocamentos diários."
Portanto, é necessário que se faça uma análise sobre o tema. Propomos, neste trabalho,
encontrar alguma orientação das vias de forma que o fluxo seja melhor distribuído e, por
consequência, haja uma redução no tempo de deslocamento dos veículos. Para tanto fare-
mos adaptações no modelo proposto por Gallo [16]. Esse modelo utiliza a Teoria de Grafos
e, a partir dele, desenvolveremos uma aplicação computacional a fim de simular situações
do trânsito.
O Problema de Design da Malha Urbana é modelado neste trabalho e utiliza algumas
definições tais como grafos direcionados e não direcionados, caminhos e conectividade em
grafos.
Neste capítulo, detalhamos o processo de modelagem do problema que consiste em
construir um grafo G = (N , A) tal que seu conjunto de arestas e vértices representem, res-
pectivamente, as ruas da malha analisada e suas interseções. Por fim, determinamos como
o fluxo de trânsito é medido nas ruas do modelo e construímos um problema de otimização
combinatória cujo objetivo é minimizar o tempo gasto pelos veículos que utilizam a malha.
2.1 Algumas definições de teoria de grafos
Um grafo G = (N , A) é um objeto matemático constituído por um conjunto finito de n
vértices distintos N = {1,2, . . . ,n} e um conjunto A de arestas que, neste trabalho, são forma-
das por pares de elementos distintos de N . Uma aresta (i , j ) ∈ A é chamada não-direcionada
quando conecta dois vértices em N sem que a ordem da conexão importe. Chamamos de
arco o elemento de A que une um par ordenado de vértices em N . Por exemplo, um arco
(i , j ) ∈ A define o sentido de percurso que tem o vértice i como origem e o vértice j como
destino. Devemos notar que uma aresta (i , j ) ∈ A equivale a dois arcos distintos: (i , j ) e ( j , i ).
Quando um grafo é formado apenas por arestas ele denominado grafo não-direcionado.
Caso ele seja formado estritamente por arcos, será chamado digrafo (ou grafo direcionado).
Ainda existe a possibilidade do grafo possuir arcos e arestas. Neste caso, ele será chamado
de grafo misto.
Para ilustrar as definições anteriores, a Figura 2.2 mostra dois exemplos: um exemplo
de grafo não-direcionado e outro exemplo de grafo direcionado indicados, respectivamente,
em 2.2 a) e 2.2 b). Note na Figura 2.2 b) que os arcos são representados por flechas para
definir o sentido de percurso. Por exemplo, o arco (1,2) na Figura 2.2 b) define o sentido que
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tem o vértice 1 como origem e o vértice 2 como destino.
1 2
3
4 5
(a) Grafo não-direcionado
1 2
3
4 5
(b) Grafo direcionado (digrafo)
Figura 2.2: Exemplos de grafos.
Um caminho em um grafo G é uma sequência de vértices consecutivos e distintos de G .
De acordo com a definição, como os vértices devem ser distintos, um caminho em G também
não pode repetir arestas. Considere, como exemplo, a sequência de vértices 1,4,5,2,3 no
grafo ilustrado na Figura 2.2 a). Esta sequência define um caminho que envolve as arestas
{(1,4), (4,5), (5,2), (2,3)} e une os vértices 1 e 3. Se para quaisquer pares de vértices distintos
em um grafo G existir um caminho que os une, diremos que G é conexo. O grafo ilustrado
na Figura 2.2 a) é conexo.
Um grafo pode ser classificado quanto a sua conexividade em fracamente conexo ou
fortemente conexo. Um grafo é dito fracamente conexo quando ao desconsiderarmos a
orientação dos arcos que o compõem, resulta em um grafo conexo. Por exemplo, o digrafo
2.2 b) é fracamente conexo. Agora, se em G existir um caminho para todo par de vértices i
e j distintos, com i , j ∈ N , diremos que G é fortemente conexo [1]. Neste trabalho diremos
que um grafo G é conexo somente se ele for fortemente conexo.
Abaixo, para exemplificar, podemos observar um trecho urbano retirado da internet, e
ao lado temos o grafo associado a esta malha.
(a) Bairro Vila Mury da cidade Volta Re-
donda/RJ
Fonte: Google Maps
(b) Grafo associado a malha apresentada na
imagem ao lado
Figura 2.3: Associação do grafo com a malha urbana
14
2.2 Cálculo do fluxo de veículos
Considere G = (N , A) um grafo misto que representa uma seção B de uma cidade qual-
quer: os vértices representam as interseções entre ruas e/ou avenidas, as arestas represen-
tam avenidas e os arcos representam as ruas, pois possuem sentido único. Estamos interes-
sados no cálculo do fluxo de veículos que trafegam sobre as ruas e avenidas de B . Conside-
rando então todos os possíveis pares origem–destino (OD) que correspondem aos vértices
iniciais e finais de caminhos em G , estimamos a quantidade de veículos que trafegam por
cada caminho e armazenamos estas informações em um vetor d ∈Rm , em que m é a quan-
tidade de pares OD considerados no problema. Mais adiante, utilizaremos o vetor d nos
cálculos de fluxo. As estimativas utilizadas para construir d geralmente são obtidas nos de-
partamentos de trânsito das cidades. No entanto, em nossos experimentos tomamos dados
sintéticos.
Seja∆ ∈Rp×nc a Matriz Arco–Caminho em que p é a quantidade de arcos e nc é a quan-
tidade de caminhos considerados no grafo G . Os elementos de ∆ são definidos da seguinte
forma:
δi j =
{
1 se o arco i está contido no caminho j ,
0 caso contrário.
(2.1)
Notemos que a quantidade de colunas de∆ aumenta exponencialmente pois são muitas
as possibilidades de caminhos entre cada par OD fixado. Como esta matriz possui entradas
binárias, devemos levar em consideração seu armazenamento esparso para realizar os testes
computacionais.
Seja h ∈Rnc o vetor Fluxo por Caminho tal que sua k-ésima componente contém o nú-
mero médio de veículos que percorrem o caminho k em um intervalo de tempo fixado, para
k = 1, . . . ,nc . O cálculo do vetor Fluxo por Arco é dado por:
f=∆h, (2.2)
em que f ∈Rp , com p = |A|, ou seja, p é a quantidade de arcos existentes em G .
Para o cálculo de h levamos em consideração as tomadas de decisão efetuadas pelos
motoristas na escolha do caminho que desejam percorrer. Esta escolha é feita com uma das
seguintes formas: Determinística ou Estocástica. Na forma determinística, assumimos que
todos os motoristas escolhem o caminho de menor custo para percorrer. Já na estocástica,
utilizamos uma distribuição de probabilidade de tal forma que a escolha mais provável para
o motorista seja o caminho de menor custo. Neste trabalho, utilizamos a forma estocástica
para o cálculo de h e o custo considerado aqui é o tempo gasto para percorrer o caminho
escolhido.
Lembrando que m é a quantidade de pares OD fixados no modelo, definimos a Matriz
de ProbabilidadeΦ ∈Rnc×m da seguinte forma: φi j = 0 caso o i -ésimo caminho não possua
como origem e destino os vértices inicial e final do j -ésimo par OD. Caso contrário, φi j será
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dado pela probabilidade de escolher o caminho i dentre todos os possíveis caminhos que
unem os vértices inicial e final do j -ésimo par OD . A distribuição de probabilidade adotada
neste trabalho é a Logit Multinomial [6], e ela é calculada por:
φi j = e
ci /θ
n∑
k=1
eck /θ
, (2.3)
em que ci ∈ R é o custo para se percorrer o caminho i e θ representa um parâmetro fixo.
Utilizamos θ = 20 por ser um valor comumente utilizado na literatura [6]. Dessa forma, po-
demos calcular os vetores fluxo por caminho h e fluxo por arco f como
h = Φd,
f = ∆Φd. (2.4)
Os custos de tráfego que consideramos no modelo são: o tempo para percorrer o ca-
minho escolhido e o tempo gasto com espera em semáforos. Ambas as informações são
armazenadas nos vetores td e te, respectivamente. Assim, o vetor custo total é dado por:
ct= td+ te. (2.5)
Para ilustrar as definições apresentadas, consideramos como exemplo o grafo indicado
na Figura 2.4. Selecionamos neste grafo os pares OD que possuem como destino o vértice 3
a saber: 1–3, 2–3, 4–3 e 5–3. De acordo com esta seleção, temos as seguintes possibilidades
1 2
3
4 5
3
5
1
8
4
2
Figura 2.4: Exemplo para ilustrar definições.
de caminhos para cada par fixado:
¦ Par 1–3:
Caminho 1: {(1,4), (4,5), (5,3)},
Caminho 2: {(1,4), (4,5), (5,2), (2,3)},
Caminho 3: {(1,2), (2,3)}.
¦ Par 2–3:
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Caminho 4: {(2,3)}.
¦ Par 4–3:
Caminho 5: {(4,5), (5,3)},
Caminho 6: {(4,5), (5,2), (2,3)}.
¦ Par 5–3:
Caminho 7: {(5,3)},
Caminho 8: {(5,2), (2,3)}.
Assim, as matrizes ∆ eΦ associadas a esta situação são dadas por:
∆=
Pares OD 1-3 2−3 4-3 5-3
Caminhos 1 2 3 4 5 6 7 8
A
rc
o
s
(1,4) 1 1 0 0 0 0 0 0
(1,2) 0 0 1 0 0 0 0 0
(2,3) 0 1 1 1 0 1 0 1
(4,5) 1 1 0 0 1 1 0 0
(5,2) 0 1 0 0 0 1 0 1
(5,3) 1 0 0 0 1 0 1 0
, Φ=
Pares OD
1−3 2−3 4−3 5−3

C
am
in
h
o
s
1 0.3049 0 0 0
2 0.4327 0 0 0
3 0.2624 0 0 0
4 0 1.0000 0 0
5 0 0 0.4134 0
6 0 0 0.5866 0
7 0 0 0 0.4134
8 0 0 0 0.5866
.
2.3 Descrição do Problema
O Problema de Design de Malha Urbana visa minimizar os custos do tráfego de uma
determinada localidade, levando em consideração o fluxo que permeia cada via. Com isso,
nossa função objetivo é dada por:
fT ·ct, (2.6)
em que fT é o vetor fluxo por arco transposto e ct é o vetor custo total.
Temos como variáveis principal e auxiliar, respectivamente: a orientação das vias, deno-
tado por v, com v ∈Rp , onde p é o número de arcos existentes na malha analisada; e o fluxo,
f.
O vetor v tem entradas binárias, em que cada entrada é associada a um arco (a,b). Caso
os arcos (a,b) e (b, a) existam, a via será considerada como mão dupla e será representada
por uma aresta. Assim, utilizaremos o valor 0 para representar que o arco não deve ser con-
siderado e o valor 1 para representar que o mesmo deve ser considerado.
Para o fluxo por arco, f , temos um vetor em que cada entrada será associada a um arco
(a,b) e a entrada do mesmo no vetor mostrará o fluxo que percorre o arco no intervalo de
tempo analisado, conforme apresentado na seção anterior.
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Os parâmetros utilizados são: vetor demanda de veículos entre os pares OD (d); tem-
pos dos ciclos semafóricos nas interseções sinalizadas (tci , onde i é um nó semaforizado);
largura das vias (La,b , que foi tomado um valor padrão para toda malha, referente a duas
faixas); comprimento das vias (Ca,b , onde (a,b) é um arco do grafo estudado); tempo de
congestionamento observado (T , dado em segundos).
O tempo semafórico pode ser dividido em dois estágios, de modo a simplificar o modelo:
verde e vermelho. No verde os veículos podem sair da interseção e no vermelho os veículos
devem esperar o devido tempo no vértice correspondente.
O tempo de deslocamento na via é dado pela razão entre a largura da mesma (depen-
dente da quantidade de faixas) e velocidade média do fluxo. Essa velocidade é uma função
crescente em relação a largura da via. Para simplificar o modelo utilizaremos uma equação
referente ao tempo de deslocamento dependente do comprimento e da largura da via, além
da variável orientação da mesma.
A equação a seguir é simplificada de uma equação muito utilizada na Itália, que pode ser
encontrada em [6], e foi retirada do artigo de Mariano Gallo [16]:
tda,b(va,b)=
Ca,b
28+2,5 · (1+ va,b) · (La,b /2)
, (2.7)
em que (a,b) ∈ A, com A sendo o conjunto de todos os arcos do grafo estudado; tda,b é o
tempo gasto para se deslocar na via; Ca,b é o comprimento do arco (dado em km); va,b é a
entrada binária do vetor v que determina a existência ou não do arco (a,b); La,b é a largura
da rua associada aos arcos (a,b) e (b, a) (dada em metros). Podemos observar que se a via
for definida como mão dupla, apenas metade da largura será imposta para cada arco.
O tempo de espera está em função do fluxo e da orientação da via. Tal tempo pode ser
calculado a partir da equação retirada do Highway Capacity Manual [25] que é um manual
estadunidense de estudos de tráfego. Por conveniência, o tempo de espera será adicionado
somente aos arcos que chegam no vértice que contêm o semáforo, isto é, apenas os moto-
ristas que chegarem na interseção aguardarão o tempo de espera do sinal. Abaixo é apare-
sentada a equação citada acima.
tea,b( fa,b , va,b)=
tcb · (1− vea,b)2
2 ·
(
1− fa,b
fsa,b
) + T
4
·
[
(gsa,b −1)+
√
(gsa,b −1)2+
4 · gsa,b
T · vea,b · ( fsa,b/3600)
]
, (2.8)
em que (a,b) foi descrito acima e b é o vértice que contêm o semáforo; tcb é o tempo do
ciclo semafórico no sinal existente em b; vea,b a fração do ciclo semafórico correspondente
pelo tempo de verde para o arco, isto é, igual à razão do tempo de verde (em segundos), pelo
tempo total do ciclo (em segundos) vea,b =
tvea,b
tcb
(lembramos que arcos que encontram-
se na mesma rua possuem o mesmo tempo verde e vermelho associado ao semáforo); fsa,b
é o fluxo de saturação da via, que é calculado de acordo com a seguinte expressão: fsa,b =
0,9 · 525 · (La,b/2) · (1+ va,b); T é o tempo observado de congestionamento, em segundos;
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gsa,b é o grau de saturação do arco, que é calculado por gsa,b =
fa,b
vea,b · fsa,b
.
Observamos que os custos, no caso em questão, dependem do fluxo que percorre a via e
da orientação da mesma. Assim, podemos reescrever a função objetivo 2.6 como:
fT ct(f,v) (2.9)
Teremos apenas uma restrição que irá garantir a factibilidade da solução, tendo em vista
que não há restrições físicas para problema. Como por exemplo, limite de poluição produ-
zida, obrigatoriedade de orientação em determinada rua, quantidade máxima de veículos
na malha, entre outros. Assim, a única restrição é a de que o grafo (solução) seja conexo,
para garantir que exista pelo menos um caminho conectando cada par de vértices da malha
estudada.
Para finalizarmos o modelo necessitamos do vetor f, ele é obtido a partir das escolhas dos
motoristas. No entanto, quando ocorrerem alterações de orientação em vias é necessário um
certo tempo para assimilação destas pelos motoristas. Quando esta modificação for incor-
porada por todos os condutores, o fluxo será distribuído pela malha criando um equilíbrio
em sua utilização. Este fluxo é conhecido como fluxo de equilíbrio (f∗). Uma dificuldade
encontrada é o fato fluxo por arco variar para cada solução, portanto, para cada orientação
da malha teremos um fluxo correspondente.
Na próxima subseção discutiremos o fluxo de equilíbrio.
2.3.1 Fluxo de Equilíbrio
Utilizando a equação 2.4, podemos calcular o fluxo de equilíbrio através de um problema
de ponto fixo, pois a matriz de probabilidade é dada em função do fluxo por arco e da orien-
tação das vias. Para calcularmos o fluxo iremos utilizar uma variante do Método das Médias
Sucessivas (Method of Successive Averages - MSA), proposta por Cascetta [4].
Utilizaremos uma variante pois uma das condições de convergência do Algoritmo MSA
é a de que o Jacobiano do vetor de custos (ct), em função de cada entrada do vetor de fluxo
por arco (f), ser uma matriz positiva definida, isto é:
zT · Jac[ct(f)] ·z≥ 0, ∀ z 6= 0 (2.10)
Este Jacobiano não é positivo definido devido às equações 2.7 e 2.8. Na equação 2.7 não
temos a existência da variável auxiliar (f) em sua definição, logo, a derivadas parciais associ-
adas serão nulas. Agora, para a equação 2.8, as derivadas parciais serão não-nulas em alguns
vértices, pois nem todos são semaforizados. Assim, é necessária uma nova abordagem.
Esta consiste em encontrar uma aproximação para f a partir da resolução da equação 2.4,
sabendo que a matriz de probabilidade (Φ) depende do custo total, que por sua vez está em
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função do fluxo (f) e da orientação das vias (v). Assim:
f=∆ ·Φ(ct(f,v)) ·d. (2.11)
A partir da equação acima podemos encontrar o fluxo de equilíbrio sabendo que ele é
solução de um problema de ponto fixo. Logo:
f∗ =∆ ·Φ(ct(f∗,v)) ·d. (2.12)
em que f∗ é o fluxo de equilíbrio.
Para encontrarmos o fluxo de equilíbrio, calcularemos primeiramente o fluxo de equi-
líbrio estotástico do usuário (fSU E ). Este garante que todos os motoristas não conseguem
diminuir os próprios custos alterando suas rotas [17]. Ele é cálculado a partir do Algoritmo
com Cálculo Externo da Semaforização [4]. Para verificação da existência e unicidade da so-
lução, bem como verificação da convergência do algoritmo, vide [4]. O algoritmo consiste
nos seguintes passos, segundo Ennio Cascetta [4]:
• Passo 0: O vetor f1 corresponde ao cálculo da iteração para custos com fluxo 0, isto é,
substitui-se o fluxo como 0 e faz o cálculo da equação descrita acima. Assim, f1 = fSU E ;
Iniciamos o processo iterativo, sendo k a iteração atual. O processo é válido para todo
k ∈N.
• Passo 1: Tomamos fk e efetuamos a sua substituição na matriz de probabilidadeΦ;
• Passo 2: Com a nova matrizΦ, calculamos o fkSU E
• Passo 3: O novo vetor fluxo fk+1 é calculado da seguinte maneira:
fk+1 = (k−1) · f
k + fkSU E
k
(2.13)
• Passo 4: Verificamos se encontrou algum critério de parada. Se encontrou retorna-se
o valor encontrado para f.
Portanto, como o processo varia para cada solução da malha urbana (v), o fluxo de equi-
líbrio será recalculado toda vez que uma nova malha urbana for considerada.
Para o critério de parada foi utilizado a convergência dos tempos de espera em cada in-
terseção, atribuída de acordo com a expressão abaixo:
er =
na∑
i=1
∣∣∣ f k+1j − f kj ∣∣∣
f k+1j
n
(2.14)
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em que er é a média dos erros relativos das entradas do vetor fluxo na iteração k + 1 em
relação ao valor do iteração k.
Na equação 2.14 o erro relativo é calculado da seguinte forma: no numerador calculamos
a diferença dos erros relativos a cada entrada vetor do f, obtido na iteração atual (k +1) em
comparação com o vetor obtido na iteração anterior (k); e no denominador temos n, que é
o número de entradas do vetor te; e na representa o número de arcos.
Assim, nosso modelo é dado por:
Minimizar fT ·ct(f,v)
s.a. Conexidade da solução
(2.15)
Então, esse modelo pode ser aplicado para tentar otimizar o fluxo de determinada loca-
lidade. Visto que o resultado das ações decritas anteriormente visam minimizar o tempo de
deslocamento dos condutores de determinada malha.
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Capítulo 3
Meta-Heurísticas
A principal característica de um método de otimização numérica é a de realizar buscas
no espaço de soluções, por pontos que minimizam (ou maximizam) a função objetivo de
interesse [24]. Uma forma clássica de varrer o espaço de soluções de um problema de mini-
mização consiste em partir de um ponto xk do espaço, tomar uma direção dk que garanta
uma diminuição do valor da função objetivo f (x) e andar ao longo dessa direção até que um
novo ponto xk+1 seja encontrado tal que f (xk+1)< f (xk ).
Estratégias desse tipo são utilizadas na maioria dos métodos de otimização contínua. Po-
rém, tais técnicas não são muito eficazes para resolver problemas de otimização de natureza
combinatória por duas razões principais: o espaço de soluções nestes problemas é muito
grande e métodos baseados em buscas ao longo de direções têm dificuldade para encon-
trar minimizadores globais. Devida as complexidades citadas anteriormente, utilizaremos
métodos alternativos de resolução conhecidos como Meta-heurísticas.
Uma meta-heurística é um procedimento iterativo cuja diferença em relação a um mé-
todo clássico de otimização está no procedimento de busca no espaço das variáveis do pro-
blema. Esta busca, em geral não determinística, é planejada para tentar evitar os possíveis
minimizadores locais do problema e encontrar uma aproximação para o minimizador global
em um tempo de computação razoável [24].
Neste trabalho, resolvemos o Problema de Design da Malha Urbana utilizando duas
meta-heurísticas. Para uma delas propomos duas maneiras de obtermos soluções iniciais.
Essas formas são conhecidas como algoritmos construtivos. O papel desses algoritmos é o
de fornecer boas soluções iniciais para as meta-heurísticas afim de auxiliá-las na busca por
uma possível solução ótima do problema.
Cabe salientar que todos os códigos estudados foram implementados no software Mathe-
matica [21]. Algumas rotinas intrínsecas do Mathematica foram utilizadas na programação
dos códigos e seus nomes aparecem em negrito ao longo do texto. A seguir, destacamos as
ideias básicas dos algoritmos construtivos e detalhamos as metaheuristicas utilizadas.
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3.1 Algoritmos Construtivos
Um algoritmo construtivo é um procedimento que gera um número finito de configura-
ções iniciais factíveis que servem de ponto de partida para as meta-heurísticas. Neste traba-
lho utilizamos dois processos construtivos.
No primeiro, empregamos uma rotina chamada DirectGraph, presente no software, que
recebe como dado de entrada um grafo não-direcionado e atribui direções para as suas ares-
tas. Para não ignorarmos o fato que algumas ruas podem ser de mão dupla, inserimos em
nosso código um mecanismo que gera dois grafos direcionados e, utilizando o comando
GraphUnion, juntamos as duas partes e as transformamos em um só grafo, de modo que
as vias que possuem a mesma orientação em cada parte terão a mesma orientação no grafo
resultante e as vias com orientações diferentes serão vias de mão dupla no grafo final. Para
escolher entre gerar um ou dois grafos, foi implementado um artifício que escolhe randomi-
camente entre esses dois casos. Não perdendo, assim, a generalidade das soluções.
No segundo processo construtivo, atribuimos aleatoriamente para cada via, uma das se-
guintes situações: mão única, contramão ou mão dupla. Se a via for de mão única, a entrada
no vetor v do arco (a,b) que incide no vértice b terá valor 1 e (b, a) terá valor 0. No caso da
via ser de contramão, o arco (b, a) que incide no vértice a terá valor 1 e (a,b) será 0. Por fim,
para a via de mão dupla, as duas entradas do vetor v correspondente aos dois arcos que a
representam ((a,b) e (b, a)) assumirão o valor 1. A diferença entre os dois processos é que
no primeiro deixamos o software Mathematica escolher o sentido das vias e, no segundo,
criamos um procedimento para atribuir as direções das vias de forma aleatória.
Em ambos algoritmos construtivos apresentados os grafos gerados devem ser conexos.
Cada vez que um grafo é criado, utilizamos a rotina ConnectedGraphQ para verificar sua
conexidade. Caso esta propriedade falhe, devemos descartá-lo e gerar outro.
A seguir, detalhamos as metaheurísticas estudadas, seus parâmetros e como são utiliza-
das para resolver o Problema da Malha Urbana.
3.2 Meta-Heurísticas Estudadas
No desenvolvimento deste trabalho estamos buscando resolver o problema de design
de malha urbana, para tanto utilizamos de duas meta-heurísticas, que tem como objetivo
a busca de uma possível solução ótima do problema. A escolha das duas meta-heurísticas
foi decorrente a facilidade de implementação computacional e serem bem divulgadas no
âmbito científico.
Abaixo passamos a apresentação das duas meta-heurísticas utilizadas.
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3.2.1 GRASP
A meta-heurística GRASP (do inglês Greedy Randomized Adaptative Search Procedure) é
um processo iterativo constituído de duas fases: Fase de Construção e Fase de Busca Local.
Na Fase de Construção, uma solução viável x0 para o problema de otimização é criada e, na
Fase de Busca Local, a vizinhança dessa solução x0 é investigada na tentativa de encontrar
x1 tal que f (x1)< f (x0). Esse procedimento é então repetido um número finito de vezes até
que a melhor solução encontrada seja mantida como resultado final [12][13].
Em nossa versão da metaheurística GRASP para o Problema da Malha Urbana aplicamos
um algoritmo construtivista na Fase de Construção para gerar um conjunto finito (S0) de N
soluções iniciais viáveis para o problema. Cada elemento de S0 é um vetor de entradas biná-
rias, cujas componentes representam as arestas de um grafo conexo e direcionado candidato
à solução ótima.
Em seguida, avaliamos a função objetivo em todos os elementos de S0 para identificar os
vetores que realizam o menor ( fmin) e o maior ( fmax) valores de função. Essa avaliação é efe-
tuada a partir do cálculo do vetor fluxo correspondente a cada solução e a sua substituição
na função objetivo, dada pela equação 2.15. Então, fixando um valor α ∈ [0,1], selecionamos
todos os vetores de S0 cujo valor de função objetivo seja menor ou igual a fmin+α( fmax− fmin).
Os vetores selecionados nesta etapa formarão o conjunto S1.
Por fim, escolhendo aleatoriamente um elemento x0 de S1, passamos à Fase de Busca
Local. Nesta fase, a busca na vizinhança de x0 consiste em procurar todos os vetores que
diferem uma componente de x0 e selecionar aquele que possui o menor valor de função
objetivo (x1). Se f (x1) < f (x0), x1 é aceito como nova solução e passamos para a iteração
seguinte até que o número máximo de iterações M seja atingido.
O algoritmo abaixo resume as principais etapas da rotina GRASP.
A apresentação deste algoritmo ilustra, de forma prática, os procedimentos descritos an-
teriormente.
3.2.2 Algoritmo Genético
Um algoritmo genético é um processo iterativo que tenta encontrar a solução ótima de
um problema de otimização usando como inspiração a teoria de evolução das espécies pro-
posta por Darwin [8]. Esta meta-heurística foi fundamentada por John Holland [18] no ano
de 1975. Neste processo, uma população inicial de indivíduos evolui para uma população
de indivíduos melhores adaptados e, após um número finito de gerações, o indivíduo me-
lhor adaptado será escolhido. Cada indivíduo está associado a um cromossomo e as opera-
ções que os permitem aprimorar são chamadas de permutação genética (também conhecida
como crossover) e mutação.
No contexto deste trabalho, um cromossomo é um vetor x que representa o grafo conexo
candidato à solução ótima do problema. Um subconjunto das entradas de x é chamado de
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Figura 3.1: Pseudocódigo da meta-heurística GRASP
gene e cada entrada isolada é denominada alelo. A Figura 3.2 ilustra esses significados em
um vetor x com oito componentes. Até o final dessa seção, as palavras vetor e cromossomo
possuirão o mesmo significado.
x = 0 1 1 0 1 0 0 1
indivíduo alelo gene
cromossomo
Figura 3.2: Exemplo de um indivíduo x e seus componentes (alelo, gene e cromossomo).
A população inicial de indivíduos (cromossomos) S0 é construída por um algoritmo
construtivo como aqueles que detalhamos anteriormente. Uma vez determinado S0, ini-
ciamos a etapa de permutação genética. Nesta etapa tomamos pares aleatórios de cromos-
somos em S0 e efetuaremos a troca de genes a partir de uma probabilidade desta ocorrer.
Caso esta chance de permutação se confirme, o crossover é feito permutando as últimas m
componentes, com m ∈N, dos vetores do par selecionado, gerando a população S1. Os re-
sultados das permutações são conhecidos como filhos, em seguida verificamos a mutação
da população resultante (S1).
A etapa de mutação consiste em verificar se um indivíduo x ∈ S1 pode sofrer alteração
em seu alelo. Cada indivíduo é testado para a probabilidade de mutação. Caso esta alteração
seja confirmada, uma entrada de x é aleatoriamente selecionada e modificada (0 para 1 ou
1 para 0).
Tanto na fase de permutação quanto na fase de mutação precisamos verificar se os veto-
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res resultantes representam grafos que fazem sentido para o problema de otimização estu-
dado (conexos). Caso haja alguma incompatibilidade, as operações de troca e/ou alteração
nas entradas dos vetores precisam ser desfeitas.
Neste conjunto resultante (S1), selecionamos o indivíduo x∗ que atinge o menor valor de
função objetivo f (também conhecida como fitness). O cálculo do fitness de cada indivíduo
x é efetuado a partir do cálculo do fluxo de equilíbrio da solução representada pelo vetor,
obtida em S1. Este fluxo, junto com os valores correspondentes a disposição da malha, con-
tidos em x, é substituído na função objetivo. Assim, o valor do fitness de x∗ será comparado
com o valor da melhor solução encontrada até aquela iteração ( f (x0)). Caso seja menor, to-
mamos x∗ como a melhor solução e o inserimos na população inicial da próxima iteração.
Caso contrário, descartamos x∗ e iniciamos uma nova população sem indivíduos perten-
centes a população anterior. Repetimos estes procedimentos até que o número máximo de
iterações M ∈N seja atingido.
As principais etapas do procedimento descrito estão resumidas no algoritmo abaixo.
Figura 3.3: Pseudocódigo da meta-heurística Algoritmo Genético
O algoritmo acima dá concretude aos procedimentos descritos referente a meta-
heurística Algoritmo Genético.
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Capítulo 4
Experimentos Computacionais
Na busca da solução do problema de design de malha urbana, foi necessária a mode-
lagem de tal objeto de pequisa. Para tanto foi necessária uma abordagem diferenciada na
construção do vetor da variável principal do problema (v), de modo a facilitar a sua imple-
mentação. Devido a sua complexidade foram explorados métodos alternativos na busca de
uma possível solução ótima. As meta-heurísticas escolhidas possuem poucos parâmetros, o
que gera um menor esforço na calibração dos mesmos.
Destacamos que o problema abordado por este trabalho é complexo e há necessidade de
minimizar os entraves apresentados na implementação do modelo. Portanto, a escolha das
meta-heurísticas é determinante na implantação computacional.
Em nossos experimentos computacionais utilizamos uma seção urbana, constituída de
dois quarteirões, devido as limitações computacionais do recurso disponível. Em virtude
da dificuldade de encontrarmos dados reais, optamos pela escolha de utilizarmos valores
aleatórios para os parâmetros, limitados por um valor superior e um inferior. Esses valores
foram estimados de modo a manter factibilidade do modelo.
Na execução dos exeperimentos computacionais utilizamos um computador com 4 nú-
cleos lógicos (2 físicos), com 1,90GHz de processamento e 8Gb de memória RAM. A vanta-
gem de utilizarmos uma instância pequena é que todas as meta-heurísticas convergem para
o mesmo valor, facilitando a comparação das mesmas.
As meta-heurísticas GRASP e Algoritmo Genético foram implementadas de forma a sem-
pre verificarem a conexidade das soluções a cada alteração das mesmas. Os parâmetros das
meta-heurísticas foram variados de modo a investigar o melhor ajuste destes. Em ambas
meta-heurísticas foram implementados os dois algoritmos construtivistas explicados ante-
riormente, com intuito de comparação dos mesmos.
Todos os métodos possuem como ponto de partida a disposição inicial, observada na
Figura 4.1, na qual todas as ruas são mão duplas e a partir desta distribuição é calculado o
fluxo inicial de equilíbrio. Tais procedimentos são necessários ao cálculo do valor da função
objetivo inicial.
No GRASP utilizamos conjuntos iniciais de 6 e 8 elementos, bem como variamos o pa-
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Figura 4.1: Imagem da malha inicial
râmetro α, que define o tamanho do intervalo trabalhado a partir dos valores da função
objetivo das soluções iniciais, sendo que os valores atribuídos aα foram {0.2,0.4,0.6,0.8}. Fi-
zemos isso de modo a encontrarmos o melhor ajuste na busca pela possível solução ótima.
Nas Figuras 4.2 e 4.3 temos os gráficos comparativos utilzando os valores de α acima descri-
tos e os dois algoritmos construtivos.
Figura 4.2: GRASP com 6 soluções iniciais e variando α
O Algoritmo Construtivo 2 é ligeiramente mais veloz do que o Algoritmo Construtivo 1.
Porém, o Algoritmo Construtivo 1 obtém melhores resultados nas iterações, isso é válido
para todas as variações de parâmetros. Logo, podemos concluir que dependendo da neces-
sidade, é possível utilizar tanto o Algoritmo Construtivista 1 quanto 2, com o GRASP.
O parâmetroα e a aleatoriedade do GRASP permitem a dispersão das soluções encontra-
das. Isto é um fator útil para evitar a convergência para um ponto de mínimo local. Porém
deve ser usado com cautela, pois com valores muito dispersos pode ocorrer que o processo
não minimize a função objetivo, mesmo que de forma local. No entanto, essa mudança no
valor de α não possui um impacto significativo no tempo de iteração.
A quantidade de elementos inicais, quando aumentada, tende a auxiliar na busca por so-
luções melhores. Podemos comparar instâncias com o mesmoα e, assim, podemos observar
que as soluções tenderam a melhorar com o aumento do conjunto inicial. Essa alteração não
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Figura 4.3: GRASP com 8 soluções iniciais e variando α
produz alteração significativa no tempo por iteração.
No Algoritmo Genético iniciamos com populações de 30 e 50 indivíduos e diversificamos
a probabilidade de permutação genética nos valores de {0.3,0.4,0.5,0.6}. A ideia desta varia-
ção ocorreu de modo análogo ao que foi descrito no GRASP. As Figuras 4.4 e 4.5 apresentam
os valores da função objetivo para cada caso. Salientamos que na Figura 4.4 as curvas refe-
rentes aos processos com o Algoritmo Construtivo 1 e taxas de recombinação de 0.3, 0.4 e
0.5 são coincidentes. O mesmo ocorre na Figura 4.5 para as curvas: Algoritmo Genético 1
com taxa de recombinação de 0.5 e 0.6 e Algoritmo Genético 2 com taxa de crossover de 0.5;
Algoritmo Genético 1 com taxa de recombinação de 0.3 e 0.4.
Figura 4.4: Algoritmo Genético com população inicial de 30 indivíduos
Podemos observar que enquanto o Algoritmo Construtivo 2 é mais rápido, o Algoritmo
Construtivo 1 alcança melhores resultados nas iterações. Isso ocorre para qualquer disposi-
ção dos parâmetros. Assim, temos um resultado similar ao obtido no GRASP.
A probabilidade de crossover funciona de modo similar ao parâmetro α do GRASP, regu-
lando a dispersão das soluções. Para valores pequenos notamos que as soluções tendem a
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Figura 4.5: Algoritmo Genético com população inicial de 30 indivíduos
convergir para certo valor mais rapidamente. Ao passo que se o mesmo for aumentado te-
mos uma maior difusão das soluções. Alterações nesse parâmetro não produzem mudanças
significativas no tempo de iteração.
A população inicial quando alterada tende a fazer com que o algortimo convirja signifi-
cativamente mais rápido. Conforme podemos constatar nas imagens, a alteração da popu-
lação sem alteração da probabilidade de permutação, tem um impacto visível na minimiza-
ção da funçao objetivo. Todavia, esse aumento da população inicial impacta na elevação do
tempo computacional.
Para comparar as as meta-heurísticas utlizadas, escolhemos os melhores parâmetros as-
sociados a cada meta-heurística e a cada algoritmo construtivo. Podemos observar nas ta-
belas que se encontram no Apêndice B, e na Figura 4.6, que o Algoritmo Genético possui,
em média, melhores resultados do que o GRASP. Porém, o tempo médio por iteração no
Algoritmo Genético é significativamente maior do que no GRASP. Logo, de acordo com as
necessidades do problema podemos escolher aquele que melhor se adequa a questão.
Figura 4.6: Comparação entre os métodos
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Devido ao tamanho reduzido da malha, todos convergiram para a mesma solução, apre-
sentada na Figura 4.7.
Figura 4.7: Melhor solução encontrada pelas meta-heurísticas
Constatamos que a maior dificuldade destes algoritmos é encontrar o fluxo para cada so-
lução em um tempo pequeno. Pois, para cada solução obtida temos que realizar a iteração
de ponto fixo, a fim de encontrarmos o vetor fluxo correspondente a disposição da malha re-
lativa a solução. Na figura 4.8 podemos verificar, em porcentagem, o tempo computacional
utilizado para cálculo dos vetores fluxos em relação ao tempo total gasto na iteração. Obser-
vamos que o tempo, em quase sua totalidade, é gasto para o cálculo do fluxo de equilíbrio
das malhas correspondentes.
Figura 4.8: Percentual do tempo da iteração gasto com cálculo de fluxos
Pensando no problema de pesquisa podemos afirmar que o Algoritmo Genético apre-
sentou melhores resultados para a minimização do tempo utilizado, pelos condutores, para
percorrer a malha. Porém, com o GRASP obtemos soluções computacionais de forma mais
ágil. Tais condições representam uma vantagem no deslocamento de motoristas na malha
urbana em questão.
Cabe salientar que ambos processos possuem tempo computacional elevado, devido a
complexidade do objeto de pesquisa deste trabalho. Assim, podem ocorrer situções onde se
exija um tempo curto de processamento e os algoritmos não sejam eficientes.
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Capítulo 5
Conclusões
São diversos os problemas relacionados a tráfego e existem variados estudos afim de ten-
tar otimizar a utilização da infraestrutura existente e, consequentemente, reduzir o tempo
de deslocamento dos condutores. Dentre esses, optamos por pesquisar acerca do problema
de design da malha urbana, que visa utilizar a malha urbana existente e tentar otimizá-la
alterando suas orientações.
Modelamos o referido problema de forma simplificada. Para isso, apresentamos alguma
defnições de grafos e explicamos os elementos que compõe este problema: os vetores fluxo,
custo, demanda e existência de arcos, no qual o vetor existência de arcos (v) é um vetor de
variáveis principais; as matrizes Arco por Caminho e Probabilidade. Ilustramos um exemplo
para melhor entendimento das mesmas.
Com o conhecimento dos elementos que compõe o modelo, optamos por modelar o pro-
blema de modo estocástico, onde foi utilizada a distribuição de probabilidade Logit Multi-
nomial por ser conhecida na literatura. Definimos o cálculo do fluxo de equilíbrio a partir
de uma iteração de ponto fixo, em que o fluxo altera para cada orientação da malha.
Explicamos o que é um algoritmo construtivo e os dois tipos utilizados na simulação.
Elucidamos o que são as meta-heurísticas e detalhamos as que foram utilizadas neste traba-
lho: GRASP e Algoritmo Genético.
O GRASP consiste em, a partir de um conjunto de soluções, criar um subconjunto com
as menores soluções, respeitando o limite de α( fmax− fmin), no qual α ∈ [0,1] é o parâmetro
de calibração da meta-heurística. A partir desse subconjunto, escolhemos um elemento ale-
atoriamente e pesquisamos em sua vizinhança de distância unitária possíveis soluções que
minimizem a função objetivo. Escolhemos a melhor dentre estas soluções e comparamos
com a melhor solução encontrada até a iteração atual.
O Algoritmo Genético busca emular a dinâmica evolutiva, sugerida por Charles Darwin,
onde uma população de indivíduos (soluções) tem a possibilidade de ter seus cromossomos
melhorados através da permutação genética e da mutação. Após esse processo é escolhido
o indivíduo melhor adaptado para comparar o seu fitness com a melhor solução encontrada
até aquela iteração. Os parâmetros de calibração são as probabilidades de crossover e de
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mutação.
Em nossos experimentos computacionais implementamos o GRASP e o Algoritmo Gené-
tico no software Mathematica. As meta-heurísticas foram elaboradas com os dois algoritmos
construtivos para fins comparativos. As iterações foram desenvolvidas sobre uma instância
pequena, com intuito de encontrar o melhor ajuste dos parâmetros das meta-heurísticas no
cálculo da solução.
No GRASP utilizamos 6 e 8 soluções iniciais e variamos o parâmetro α nos valores de
{0.2,0.4,0.6,0.8}. No Algoritmo Genético as populações iniciais adotadas foram de 30 e 50
indivíduos. A probabilidade de crossover empregada foi dos valores {0.3,0.4,0.5e0.6}. O nú-
mero de iterações de ambos foi baixo devido a simplicidade da malha (2 quarteirões). No
GRASP foram executadas 100 iterações, enquanto no Algoritmo Genético foram executadas
50 iterações.
Pudemos concluir dentre os Algoritmos Construtivos que, geralmente, o primeiro de-
mora mais para construir o conjunto de soluções iniciais porém, ele obtém os melhores re-
sultados por iteração, na média.
Em relação ao GRASP pudemos observar que a medida que o valor de α aumenta, a ten-
dência foi de maior dispersão dos resultados. Isso pode ser útil evitando a convergência para
um ponto de mínimo local. Porém, para valores elevados esse distúrbio faz com que as ite-
rações retornem valores muito aleatórios, podendo ser prejudicial para análise. Aumentar o
número de elementos do conjunto inicial traz uma melhora na função objetivo por iteração.
Analisando os parâmetros Algoritmo Genético, geralmente quando aumentamos a pro-
babilidade de recombinação tende a criar um distúrbio nas soluções, evitando que os cálcu-
los convirjam para um mínimo local. Mas devemos ter atenção as soluções não se disper-
sem. Diferentemente do GRASP, quando inserimos uma população inicial maior, as soluções
tendem a convergir mais rapidamente para algum valor.
Comparando as meta-heurísticas utilizadas pudemos concluir que o Algoritmo Genético
produz melhores resultados, porém com um tempo de iteração significativamente maior.
Identificamos que a maior parte do tempo gasto no processo iterativo é devido as itera-
ções de ponto fixo para cálculo do fluxo de equilíbrio, no qual cerca de 99% do tempo foi
utilizado para este fim.
Como trabalhos futuros pretendemos efetuar a otimização dos ciclos semafóricos, dife-
renciar os veículos da frota e buscar um método mais eficiente para o cálculo dos fluxos de
equilíbrio.
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Apêndice A
Dados da Instância Utilizada
Número de Vértices na Linha 2
Número de Vértices na Coluna 3
Número de Vértices 6
Número de Arestas 7
Comprimento Máximo 0,225
Comprimento Mínimo 0,02
Demanda Mínima 0
Demanda Máxima 400
Distância Mínima 0,15
Largura da Via 4
Tempo de Observação do Congestionamento 5400
Número de Pares OD 24
Número de Nós Semaforizados 2
Tempo Mínimo de Verde 1/3 do Ciclo
Tempo Máximo de Verde 2/3 do Ciclo
Tempo Máximo do Ciclo 120
Tempo Mínimo do Ciclo 40
θ 30
Máximo de Iterações do Fluxo 1000
Erro Mínimo do Fluxo 0,00001
Ciclo Semafórico no Nó 3 61
Ciclo Semafórico no Nó 4 114
Comprimento da aresta (1,2) 0,112806132
Comprimento da aresta (1,3) 0,162419179
Comprimento da aresta (2,4) 0,11084035
Comprimento da aresta (3,4) 0,201932306
Comprimento da aresta (3,5) 0,223815812
Comprimento da aresta (4,6) 0,217178841
Comprimento da aresta (5,6) 0,065139049
38
Apêndice B
Resultados dos Experimentos
Computacionais
GRASP1 - 6 soluções iniciais 0.2 0.4 0.6 0.8
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 138271,73 139428,83 141764,66 146631,10
Máximo 161839,52 153955,19 163727,51 168997,86
Tempo Médio por Iteração (s) 31,49 31,05 31,19 30,55
GRASP2 - 6 soluções iniciais 0.2 0.4 0.6 0.8
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 143085,97 146344,89 148099,74 151293,57
Máximo 159582,06 166060,29 169210,88 182209,94
Tempo Médio por Iteração (s) 27,51 27,56 27,32 27,21
GRASP1 - 8 soluções iniciais 0.2 0.4 0.6 0.8
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 136417,25 140120,21 142328,68 146208,99
Máximo 147284,04 153024,61 164380,88 175242,58
Tempo Médio por Iteração (s) 36,29 35,67 35,89 35,38
GRASP2 - 8 soluções iniciais 0.2 0.4 0.6 0.8
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 143026,78 144649,97 149492,87 149579,33
Máximo 156450,68 164327,10 166406,63 168067,62
Tempo Médio por Iteração (s) 31,95 32,13 32,55 31,49
Algoritmo Genético1 - 30 indivíduos 0.3 0.4 0.5 0.6
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 129892,31 130867,76 130102,91 131698,17
Máximo 134420,28 140489,00 134420,28 147284,04
Tempo Médio por Iteração (s) 59,70 59,64 58,15 59,12
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Algoritmo Genético2 - 30 indivíduos 0.3 0.4 0.5 0.6
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 140542,75 141343,16 142511,10 142992,75
Máximo 152584,86 162716,25 155146,30 155311,53
Tempo Médio por Iteração (s) 59,75 61,05 58,87 59,20
Algoritmo Genético1 - 50 indivíduos 0.3 0.4 0.5 0.6
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 130442,14 130769,70 130219,87 130885,17
Máximo 140268,28 140268,28 140268,28 140489,00
Tempo Médio por Iteração (s) 96,73 95,83 96,67 95,09
Algoritmo Genético2 - 50 indivíduos 0.3 0.4 0.5 0.6
Mínimo 129155,20 129155,20 129155,20 129155,20
Média 139633,81 139554,86 137361,90 139536,22
Máximo 150449,50 149095,98 146261,29 153720,59
Tempo Médio por Iteração (s) 101,27 101,00 102,00 100,60
