Using one of the major domains of macromarketing -ethics -this paper aims to introduce the Bayesian network (BN) method and demonstrate its added value for macro-level decision makers. Bayesian networks are particularly important for macromarketers because they allow researchers to analyze a domain from a system perspective. The BN approach is considered one of the most powerful tools for observing system changes. The method can also deal with multiple variables at once, which can lead to efficient scenario analyses, critical for understanding how a system functions. As such, BNs offer a powerful tool for macromarketers who deal with systems, interactions, and higher levels of aggregation. We believe that the adoption of this methodology by macromarketing researchers is likely to contribute to the discipline by advancing the understanding of how certain systemic/network relationships and various domains of macromarketing work.
Introduction
Macromarketing scholars have long emphasized the importance of systemic/network approaches to business activities: actions cause reactions, which cause further reactions (e.g. Mittelstaedt, Kilbourne, and Mittelstaedt 2006) . At the same time, various scholars have pointed out the lack of (and therefore the need for) appropriate tools for macromarketing analysis. Dixon (2002) , for example, called attention to certain shortcomings of the existing work in macromarketing and to the need for new methods by stating:
The limited outlook of much current work, and the lack of coherence among the increasingly narrow threads of thought, reinforces an observation made more than a half century ago: ''The multitude of facts thus far assembled seem to add up to very little. One must conclude that something has gone wrong with the method of attack -a new and creative analysis is required'' (Alderson and Cox 1948, p. 138) . (Dixon 2002). Similarly, after reviewing the knowledge accumulated about the marketing system over the past four decades, Layton and Grossbart (2006) concluded that a great deal has been done studying inputs and outcomes, but relatively little has emerged that looks at the operation of a system. Layton stresses that methods that macromarketers use should allow a system/network level analysis. Around the same time, Fisk (2006) also pointed out the need for developing methods appropriate for (network level) macromarketing analysis.
As evident from these scholars' calls, there is a need for network/system methods in macromarketing. The objective of this paper is to introduce one such method -the Bayesian network (BN) -and demonstrate its added value for macromarketers. This method allows researchers to analyze a domain from a system perspective. In addition, the BN method is considered one of the most powerful tools for observing system changes. The method can also deal with multiple variables at once, which can lead to efficient scenario analyses, critical for understanding how a system functions. We first provide information about the characteristics and mechanics of the BN methodology and then illustrate it using one of the major domains of macromarketing: ethics.
Ethics is used as the context of this paper for a variety of reasons. Macromarketing scholars have long voiced the need for empirical investigations (particularly mezzo-and macro-levels) of ethical behavior. Murphy and Laczniak (1981) made one of the earliest calls for more research into this issue. More than ten years later, Laczniak (1993) once again highlighted the need for ''developing empirical traditions'' in business/marketing ethics (p. 93). And more recently, in their attempts to identify a global code of ethical conduct (i.e. the ''Hyper Norms''), Laczniak and Kennedy (2011) made another call for empirical investigations of ethical behavior (p. 255). A comprehensive review by Nill and Schibrowsky (2007) also suggested ''more research to shed further light'' on the ethical frameworks and theories developed over the decades (p. 271) .
Even though macromarketing and other business/management scholars have provided conceptual models that deal with the relationships between various macro and micro factors and ethical decision making, very little has been done to demonstrate the role of macro factors. For example, the general theory of marketing ethics Vitell 1986, 1993) , one of the most prominent and comprehensive ethical models in business, indicates that in addition to being affected by the decision maker's personal characteristics, ethical decisions managers make are largely affected by a variety of contextual, situational, and macroenvironmental factors. More specifically, the model posits that the general business environment (i.e. professional, organizational, or industrial), cultural environment (e.g. a specific religion), and legal and political systems may shape ethical decisions.
The review of the relevant literature suggests that even though the general theory of marketing ethics conceptually recognizes the important relationships between various macro factors (such as the economic, competitive, political, and legal environments) and managers' decisions, empirical studies have largely focused on situational, organizational, and/or individual factors (Burns and Kiecker 1995; Donoho et al. 1999; Hunt and Vasquez-Parraga 1993; Mayo and Marks 1990; Menguc 1998; Singhapakdi and Vitell 1990; Vitell, Singhapakdi, and Thomas 2001) . The role of other macro issues such as the economic, political, and legal environments have largely remained unstudied.
Our objectives in this article are to respond to the methodological calls made by Dixon (2002) , Fisk (2006) , Layton and Grossbart (2006) , and the ethics-research-related calls made by Murphy and Laczniak (1981) , Laczniak (1993) , Nill and Schibrowsky (2007) , and Laczniak and Kennedy (2011) . More specifically, we aim to contribute to the macromarketing investigation by introducing the Bayesian network methodology and demonstrating its added value through a macro/empirical analysis of the political, legal, and other environmental factors surrounding managers' ethical decision making.
Using World Economic Forum (WEF) data collected from more than 42,000 executives in 148 countries, and through the BN methodology, we investigate how various structural (e.g. economic, political, legislative, competitive) factors relate to the ethical behavior of firms (EBOF). The unique design of our study allows us to compare these relationships based on the country classification (i.e. stage of development) identified by the WEF. In this way, we are able to demonstrate how issues related to businesses' legal and political environments are linked to the EBOF operating in countries at different stages of development. The next section provides an overview of the use of Bayes theory in the marketing literature and a detailed account of the BN methodology. We then report our findings and discuss their implications. We also provide a discussion on the added value of the BN methodology for macro-level decision makers as well as about the limitations of the methodology.
The Use of Bayes Theory (Bayesian Statistics) in Marketing
Although Bayesian statistics were introduced around the mid18th century, their first appearance in the marketing literature only dates back to the late 1950s. In his decision-theoretic text, Schlaifer (1959) introduced Bayesian statistics to business students. In the subsequent decades, Green and colleagues published papers to both explain the nature of Bayesian decision theory and to demonstrate its applications for decision making in marketing (Green and Frank 1966; Alderson and Green 1964) . Following in Green's footsteps, other researchers have offered solutions to a variety of marketing problems using Bayesian approaches.
For example, by using a hierarchical Bayesian framework, Yang and Allenby (2003) investigated the interdependence between consumer preferences and choices (i.e. the relationship between a consumer's preference and the preferences of others in the same network). Using a similar methodological approach, Kim, Allenby and Rossi (2002) developed a model to estimate demand for variety (i.e. consumer demand for products where a variety of colors, flavors, types, and models. are available). In determining the sales increase in packaged goods, Allenby et al. (2004) introduced a Bayesian choice model that is capable of dealing with discrete quantities and quantity discounts.
As one of the most promising theories for dealing with uncertainty, Bayesian ideas have been widely applied in social sciences, health sciences, and engineering, but to a lesser extent in marketing. As evident in the above studies, many techniques incorporate Bayes theory to deal effectively with uncertainty, such as the Bayesian logit model, the Bayesian hierarchical model, and Bayesian decision trees. Bayesian networks, however, are different from the above statistical methods. In BNs, Bayesian probabilities are used to model the dependencies within a knowledge domain. They are used to determine the posterior marginal probability distributions for the variables of interest, given the observed information. Bayesian networks merge graph theory with Bayes theory to analyze the relations between variables in a given domain. Such an analysis, unlike the other Bayesian methods, allows for a system-level exploration, including observing system changes and making scenario analyses.
The Bayesian Network Method
This section takes a step-by-step approach to explaining the Bayesian network method in-depth, and also provides information about the dataset used in our study. Bayesian networks, as one of the most commonly used probabilistic models, are especially useful in modeling uncertainty in a domain and have been applied particularly to problems that require diagnosis based on a variety of types of input data in a system of variables (Nicholson et al. 2008) . It is a graphical model that efficiently encodes the joint probability distribution for a large set of variables (Heckerman 1995) .
Bayesian network theory is well established, and the method has been applied with success in various domains of business and economics (Ahn and Ezawa 1997; Cinicioglu, Shenoy, and Kocabasoglu 2007; Fusco 2008; Jensen, Toftum, and Friss-Hansen 2009; Scuderi and Clifton 2005) , medicine (Nicholson et al. 2008) , ecology and environmental issues (Dambacher et al. 2007; Bromley et al. 2005) , and transportation (Cinicioglu, Onsel, and Ulengin 2012) . A detailed analysis of the BN-model literature can be found in Korb and Nicholson (2011) .
Literature-Supported Rationale for Using BN
There exists a growing interest in BN because of its semantic clarity and understandability, its ease of acquisition and incorporation of prior knowledge, and the ease of integration with optimal decision-making models (Friedman et al. 2000) . Many reasons account for the BN method's popularity in literature:
(1) BNs not only provide a clear graphical structure that most people find intuitive to understand, but also make it possible to conduct flexible inference based on partial observations, which allows for reasoning (Onisko 2008) . Performing what-if queries is easy to conduct and understand with BNs (Lauria and Duchessi 2007) . Such queries may include backward inference (diagnostic reasoning) or forward inference (predictive reasoning) (Blodgett and Anderson 2000) . When used in this way, BNs can be thought of as powerful probabilistic inference engines. The possibility of making two-way inferences is particularly valuable for managers (decision makers). (2) Compared to regression-and structural equation-based models (SEMs), in which the correlation between the variables leads to multicollinearity and lack of robustness of model fit, BNs leverage the mutual correlation between variables to define the conditional probability distribution (Sebastiani and Perls 2008) . In many multivariate analysis methods (including regression) correlations among the variables may jeopardize the models' robustness and therefore considered a problem. In the BN analysis, correlations among variables are used to establish conditional probability distributions, and thus deemed desirable. (3) Regression and SEM-based models also only give a description of theoretical constructs, while BNs provide predictions described in terms of probabilities and percentages, which help to conduct effective analysis, including predicting and diagnosing observed variables in a system (Anderson and Vastag 2004 (Blodgett and Anderson 2000) . As a result, BN outputs are much easier to communicate to decision makers. (7) Regression and SEM-based models force the selection of one or more dependent variables and limit the estimation for these variables. BNs can estimate the values of all variables in a network (Cinicioglu, Onsel, and Ulengin 2012; Lauria and Duchessi 2007) .
In addition to various strengths, BNs also suffer from certain limitations. We provide an elaborated discussion on their methodological weaknesses in the Discussion section.
Bayesian Network Structure
A Bayesian network is a directed acyclic graph where the nodes represent variables and the directed arcs define statistical relationships (Fenton et al. 2010) . The graphs are representations of joint probability distributions (Korb and Nicholson 2011) . If there is a directed arc from a variable X 1 to a variable X 2 , the arc indicates that a value taken by X 2 depends on the value taken by X 1 , or X 1 ''influences'' X 2 . X 1 is called the parent of X 2 and X 2 the child of X 1. Nodes without parents are defined through their prior probability distributions, while nodes with parents are defined through conditional probability distributions. Conditional independence relationships are implicit in the directed acyclic graph: all nodes are conditionally independent of their ancestors, given their parents.
Consider a BN containing n nodes, namely, X 1 to X n . A particular value in the joint distribution is represented by P(X 1 ¼ x 1 , X 2 ¼ x 2 , . . . , X n ¼ x n ). The chain rule of Ekici and Ekiciprobability theory allows factoring joint probabilities, as given in the following formula. By this formula, the answer that the system will give under some certain probability states can be calculated. 
The structure of a BN implies that the value of a particular node is conditional only on the values of its parent nodes, so the formula becomes:
The Stages of Bayesian Network Construction
Bayesian networks are constructed in an iterative multi-stage process (Dambacher et al. 2007 ). In the first stage, the analyst identifies the important variables (nodes). This stage is usually based on existing literature (Mase 2008; Dogan 2012) , expert consultation (Cinicioglu, Onsel, and Ulengin 2012; Nadkarni and Shenoy 2004; Stamelos et al. 2003) , and/or the analyst's experience (Lin and Haug 2008) . The literature does not favor any of the mentioned variable selection methods, accepting all three as legitimate. Expert judgment can be elicited in two ways: In structured methods, concepts in the maps are defined a priori by the modelers and are imposed on the experts (Nadkarni and Shenoy 2004). In unstructured methods, concepts emerge from the data or from the expert's narrative. In the second stage, the network structure must be constructed. This step includes capturing qualitative relationships between variables. Three approaches are used in the literature to build a BN (Lin and Haug 2008) . The first one is ''all human-composed'' in that human experts provide the nodes, arcs, and conditional probabilities. As the complexity of the network increases, this process can become very demanding and time consuming. The crime-risk factors analysis conducted by Boondao (2008) , the software safety standards investigated by Gran (2002) are three examples of all human-composed BN structures. The second approach combines a ''humancomposed structure and machine-learned parameters,'' in which human experts provide the causal relationships, the network structure is designed using this information, and the parameters can be learned from the data. The medical diagnosis system developed by Onisko (2008) , called ''the Hepar Project''; the ethical behavior of firms analyzed by Ekici and Onsel (2013) , and the decision support tool developed by Ulengin et al. (2014) are examples of this type of BN approach. The third approach (the one used in this study) can be called an ''all machine-learned'' approach, and the network structure can be learned from data and the parameters. This approach is particularly useful when no domain expert is available to provide the structure or the probabilities, when the problem is too complex to be solved entirely by hand, and when the domain expert's time is limited. This approach also reduces the chance of cognitive and emotional biases, which may be introduced by (human) experts, and considers each theoretically possible configuration of variables (Pourret 2008) . In this type of BN, because domain experts are not involved in constructing the network model, the arcs and their directions show conditional dependency relations rather than direct causality between parent and child nodes. Fusco (2008) used this approach for modeling socio-demographic and urban dynamics during the 1990s in the coastal region of South-Eastern France, while Ibarguengoytia, Sucar, and Vadero (2008) used it for sensor validation. Lee, Park, and Shin (2009) developed a project risk management procedure by learning the BN structure from data.
After specifying the structure of the network, the next step is to quantify the relationships between connected nodes, which is done by specifying a conditional probability distribution for each node (Korb and Nicholson 2011) . Initially, all possible combinations of the values of the parent nodes must be examined (called ''instantiation''). Then, for each distinct instantiation of parent node values, the probability that the child will take each of its values must be specified.
The Study
This section illustrates the ''all machine-learned'' BN approach by using the context of ethics. The data for this study come from part of the Executive Opinion Survey (EOS) collected by the WEF's Global Competitiveness Network members. The network has over 150 partners around the world and conducts its EOS from a representative sample of executives in each country. To determine the scores for each economy for each survey question, the WEF edits and aggregates the individual responses (Browne, Geiger, and Gutknecht 2013) . The data in our study are based on the aggregated WEF data, which use the EOS as well as hard data. The countries the WEF analyzes differ slightly each year, but the number of countries analyzed in 2010, 2011, and 2012 (and so in our study) is 148. Figure 1 summarizes the framework of the BN methodology used in this study. In the first step, factors related to the EBOF variable were determined by a panel of business ethics experts. In the second step, we developed a BN through structural learning using WinMine software (Heckerman et al. 2000) , created by Microsoft Research 1 . In the last step, we conducted a number of scenario and sensitivity analyses to guide managers and policy makers in their attempts to understand and improve the ethical business climate in their countries.
Identifying the Factors
Since 2005, the WEF has based its competitiveness analysis on the Global Competitiveness Index (GCI), a comprehensive tool that measures the microeconomic and macroeconomic foundations of national competitiveness (Sala-i Martin et al. 2012) . The GCI takes into account a weighted average of many different components, each measuring a different aspect of competitiveness. These components are grouped into 12 pillars. In this study, we used the components of the first pillar (Institutions) to analyze the EBOF.
For the first stage of the BN method, we conducted a survey to determine the variables that would serve as the basis for analyzing EBOF. From among the 20 concepts of the GCI's Institutions pillar, we asked seven academics with expertise in business ethics to choose concepts (variables) that they feel are related to EBOF. The full list of concepts and items used in their measurement are given in Table 1 . Our approach is neither a structured nor an unstructured method (Nadkarni and Shenoy 2004) , but what we call a ''semi-structured method.'' We selected our experts from different parts of the world (two from the United States, two from Europe, two from the Middle East, and one from Asia) and all either teach undergraduate-and/or graduate-level business or marketing ethics courses and/or publish regularly in major business ethics journals. The survey was administered via email. Many of the 20 concepts received at least one or two votes from the experts, but eight concepts in particular received a vote from all seven experts. Hence, those are the concepts chosen for our analysis (see Table 2 ). To identify the relationship between a country's ''Cluster'' (stage of economic development) and EBOF, we introduced a Cluster variable into the analysis.
We classified the countries according to the 2012 WEF report. As evident from Table 3 , three stages of country development incorporate two transition stages, thus resulting in five groups of countries (Sala-i Martin et al. 2012) . The development stages are mostly based on gross domestic product (GDP) per capita. GDP is not the sole criterion for economies with a high dependency on mineral resources, but such countries comprise a relatively small percentage of the total countries involved. Sala-i Martin et al. (2012) state that countries in the first stage of development are mainly factor driven and compete based on their factor endowments -primarily low-skilled labor and natural resources. Companies acting in such countries compete on the basis of price, and sell basic products or commodities, with their low productivity reflected in low wages. Companies in efficiency-driven countries, on the other hand, develop more-efficient production processes and increase product quality. Finally, companies in innovation-driven countries compete by producing new and different goods through new technologies and/or the most-sophisticated production processes or business models. Wages are much higher in such countries, but these wages and the associated standard of living can be sustained only if businesses can compete by offering new and/or unique products, services, models, and processes.
Determining the Network Structure
In the second stage of our methodology, to determine and analyze the relationships between EBOF and the other nine variables, we constructed a network model using the BN method. To identify the BN from the data, the data were first transformed into a system that classified the ratings of each of the ten variables into five main probability states: very low, low, middle, high, and very high. Each variable has a different width of range because each has different minimum and maximum values. During this transformation, also called discretizing, we calculated the difference between the maximum and minimum values for each variable and divided the related range into five intervals, resulting in five states of the discrete version of the variable (Table 4) . Discretization is required for BNs, especially when the structure is learned from data, as in our study.
After determining the possible states for each variable, we used WinMine to identify the BN that represents the dependency relations between the EBOF's fundamental factors. The data were first divided into two parts: 80% for training and 20% for testing. Given the dataset, the structure learning process of WinMine works to find the most probable model structure from among the set of all possible model structures (Achumba et al. 2012 ). The provided model is the one that best describes the conditional independences in the data set.
The search algorithm underlying WinMine works to identify the structure with the highest logscore value through its heuristical comparative exploration of the search space. It makes successive arc changes (i.e. the presence of an arc and/or its direction) to the network, and evaluates the merit of each change (Chickering, Geiger, and Heckerman 1995) . The dataset, the scoring function (logscore), and the search space constitute the inputs to the search algorithm, while the output is a network that maximizes the score and the probability of the most probable structure given the dataset. The related BN is given in Figure 2 .
The BN learned in the training set was tested using the test data, where the efficiency of the learned model was evaluated using the log score (Cinicioglu, Shenoy, and Kocabasoglu 2007) , a quantitative criterion that compares the quality and performance of learned BNs. The formula for calculating the log score is given as follows, where n is the number of variables, and N is the number of cases in the test set:
In this study, the log score of the generated model is found to be -0.8978, meaning that on average, the log probability each Ekici and Ekicivariable assigns to the given value in the test case (given the value of other variables in the provided model) is 53.67%. That is, with the learned BN model (the predictions that have been made on the test groups) the true prediction is 53.67%.
Using WinMine, the provided and marginal models can also be compared, based on the ''lift-over-marginal'' score, which is the difference between the log scores of the provided model and the marginal model. In the same way that a regression model is more accurate than a simple baseline model chosen in the form of a mean dependent value, the ''lift over marginal'' log-score provides information on how well the model fits the data (Cinicioglu, Shenoy, and Kocabasoglu 2007) . In this sense, the provided model is the one that best describes the conditional independences, while the marginal model does not take into account the conditional probability information. If the lift-over-marginal score is positive, it can be concluded that the provided model outperforms the marginal 
Analyzing the Bayesian Network
Once a BN is constructed, it can be used to make inferences about the model's variables (Nadkarni and Shenoy 2004) . To make these inferences and to perform parameter learning, in the last step of the methodology, the BN that was structured in the second step is created again, this time using Netica software (see www.norsys.com). The parameter learning that takes place in Netica is the process of automatically determining a representative Bayes net, given data in the form of cases (http:// www.norsys.com/WebHelp/NETICA.htm). Each case represents an example that exists or has occurred, and the case supplies the values for a set of variables. Each variable is a node in the learned net and the possible values of that variable become the node's states. Therefore, by parameter learning, the conditional probability table at each node, given the link structures and the data, is determined. In this way, it is possible to enter evidence for the variables and observe the resulting changes (posterior probabilities) in the system. In other words, because BNs can deal with multiple variables at once, the resulting model can serve as an appropriate basis for conducting efficient scenario analyses regarding the topic of interest (Anthony 2006; Lauria and Duchessi 2007) . The findings section of our paper provides examples of such scenario analyses.
The BN created using Netica and the marginal probabilities of the variables in the network are shown in Figure 3 . The model consists of three components: a set of nodes representing the variables of the ''business ethics'' system, a set of links representing the conditional dependence between these nodes (which was determined in the first stage of the methodology), and, finally, a set of probabilities representing the belief that a node will be in a given state, given the states of the connecting nodes. Figure 3 shows the range of each state in the left section of each box, along with a number expressing the belief (probability) of that state as a percentage. In the right section of each box, bar graphs show the belief amounts. At the bottom of the box, the mean value is followed by a + symbol and its standard deviation.
BNs use probability calculus as a tool to understand, represent, and analyze uncertainty. The conditional probabilities of the BN are given in percentage values, which make the analysis of the net easier under uncertainty. That is, in our BN, for example (Figure 3) , with respect to the data fed into the net, the probability of Judicial Independence (JI) is shown to be in a ''very low'' state is 8.71%, whereas the probability of being in a ''high'' state is 19.1%.
When evidence (new information about the state of the variable) is entered into EBOF (which is the parent node of JI), the percentage of JI's uncertainty changes immediately. If we know exactly that its state is ''very high,'' it can be entered as exact evidence, as shown in Figure 4a . Then, we can observe the result (it will be very high with a 91.9% probability) in JI immediately (Figure 4b) . However, the new information might simply be any new probability distribution. Suppose, for example, we are uncertain about the state of the EBOF for a specific country. We think that the performance of this specific country tends to be high but we are only 80% sure about it, meaning that the remaining 20% uncertainty can be diversified into medium and very high states. In BNs this is known as ''virtual evidence'' and handled via likelihood information (Figure 5a ). In the presence of the virtual evidence, there is a 55.2% chance that JI will be high and a 40.8% chance that it will be very high (Figure 5b) .
In addition to allowing various scenario analyses, the BN model created using Netica allows researchers to perform a sensitivity analysis, which identifies the (parent) variables with the most explanatory power on another (child) variable. A detailed investigation of the latter variables is crucial because positive or negative changes in them have substantial impacts on the parent variable. In the following sections, we report the results of the scenario and sensitivity analyses for the overall model and for each country group.
Findings

Overall Model
The overall results based on the entire dataset of 148 countries show that executives around the world generally believe that (with no specified posterior probabilities) EBOF (meanþ/-standard deviation) is in the low state (4.16þ/-1.1), with a 44.7% probability. More specifically, based on the existing variables and the BN relationships, there is a 62.1% (low 44.7% þ very low 17.4%) probability that managers perceive the behavior of other managers as relatively low in ethics. ''Relatively'' is based on the state of the related variable's range, the difference between its maximum and minimum values. Because the range for EBOF is narrow (minimum of 2.38 and maximum of 6.81), despite its average value of 4.16, the probability of EBOF being in the very low and low states is high (62.1%; see Figure 3 ). Furthermore, the managers surveyed believe that issues related to Irregular Payments and Bribes (IPAB), Favoritism in Decisions of Government Officials (FIDOGO), Judicial Independence (JI), and Intellectual Property Protection (IPP) are all problematic aspects of the business ethics ''system,'' that is, all receive low probabilities (where a low probability for negative concepts such as bribery and nepotism indicates poor performance). Managers draw a more-optimistic picture with respect to Efficacy of Corporate Boards (EOCB), Strength of Auditing and Reporting Standards (SOARS), and Strength of Investor Protection (SOIP) aspects of the same system.
Scenario Analysis of the Overall Model
Various scenario analyses can be provided for each of the variables included in the system (Figure 3 ) depending on the conditional probabilities values. However, because the focus of this manuscript is on ethics, we provide scenario analyses only for the EBOF variable. As explained above, ethical behavior of firms is generally perceived as relatively low. A ''what-if'' scenario analysis can provide more information about this belief. The second row in Table 5 demonstrates the low perception, and the following rows provide information regarding various important components of the system when EBOF is perceived as higher. More specifically, the third row suggests that when evidence about EBOF is given to the system that changes the perception from low to medium, perceptions related to Intellectual Property Protection, Favoritism in Decisions of Government Officials, and Irregular Payments and Bribes will improve from low to medium, and the posterior probabilities of Judicial Independence will improve from low to high. Similarly, when evidence about EBOF is given to the system that changes it from medium to high (see row four), perceptions related to Intellectual Property Protection and Judicial Independence will improve to high, and posterior probabilities of Irregular Payments and Bribes will improve to very high.
Judicial independence
More specifically, the table suggests that when a low EBOF value is entered in the system (i.e. for a country where EBOF is low), there is an 81% (64.2% þ 16.8%) chance that Irregular Payments and Bribes, a 67.36% (64.2% þ 5.26) chance that Intellectual Property Protection, a 55.76% (50.5% þ 5.26%) chance that Judicial Independence, and a 91.1% (67.4% þ 23.7%) chance that Favoritism in Decisions of Government Officials will be perceived as low or very low (below medium). However, for a country where EBOF is perceived as medium (row 3), there is a 95.9% (56.2% þ 39.7%) chance that Irregular Payments and Bribes, a 93.21% (52.1% þ 37% þ 4.11%) chance that Intellectual Property Protection, a 95.84% (35.6% þ 57.5% þ 2.74%) chance that Judicial Independence, and a 56.2% (45.1% þ 11%) chance that Favoritism in Decisions of Government Officials will be medium or better. Finally, when a high value of EBOF is entered in the system (i.e. in countries where EBOF is perceived as high -the fourth row), perceptions related to all three critical factors will be very high (a 100% chance that the perceptions regarding IPAB, IPP, and JI will be medium or higher). Table 6 provides another interpretation of the scenario analysis summarized in Table 5 , that is, the probability of the critical factors (namely, IPAB, JI, IPP, and FIDOGO) being in at least the medium state. A close look at Table 6 reveals the importance of improving business ethics perceptions (through, of course, improving business ethics) from the current low level to medium.
Sensitivity Analysis of the Overall Model
The results of the sensitivity analysis (i.e. identifying factors that have the highest explanatory power) on the EBOF variable and percent variance reduction information are given in Table 7 . Variance reduction is the expected reduction in the variance of the output variable (Q) due to the value of an input variable (F). The nodes are quantitative and have an initial distribution. When information is supplied about the state of an input node, the output node distribution may shrink towards more-probable values, reducing its variance (Nash et al. 2013) . In other words, variance reduction is the difference between the variance of the output node (var(Q)) and the variance of the output node given the input node (Var(Q|F)). The variable with the greatest variance reduction rate is expected to be the one to most change the beliefs of the observed variable and, hence, has the highest explanatory power over the output variable.
The results of the sensitivity analysis for the overall model suggest that the Irregular Payments and Bribes variable has the highest explanatory power over EBOF, followed by Judicial Independence and Intellectual Property Protection. More specifically, changes in EBOF are explained by IPAB by about 83%, by JI by about 79%, and by IPP by about 78%, meaning that if evidence of Irregular Payments and Bribes is observed the system, this will reduce the variance in EBOF by 83%.
Similarly, any evidence observation of Judicial Independence will reduce the variance in EBOF by 79%. As can be seen from Figure 3 , the variance of the EBOF variable is 1.1 (see the bottom of the EBOF variable box). When specific evidence (a value) of Irregular Payments and Bribes is entered in the system, the variance of EBOF drops dramatically. For example, when a value of 1 is entered (i.e. IPAB is very low), then the variance of EBOF drops from 1.1 to 0.5; when a value of 2 is entered (i.e. IPAB is low), then the variance of EBOF drops to 0.43. For all value levels of Irregular Payments and Bribes, the variance of EBOF drops greatly, allowing for a moreprecise estimation of EBOF.
Country Group (Cluster) Analysis
The results of the sensitivity analysis ( Table 7 ) also suggest that EBOF is explained by the development stage of the particular country (the Cluster variable) by about 52%. This result means that if evidence is given to the network about the Cluster group that we want to analyze, then the variance of EBOF will drop by 52%, which will give more-accurate results. Even though no direct relation exists between the Cluster variable and EBOF, evidence observed in the Cluster node can still explain the values of EBOF. Because one of the objectives of this study is to analyze the business ethics system based on country/economic groups, we conducted additional analyses for each of three main Cluster groups identified by the WEF: Stage 1 (factor-driven), Stage 2 (efficiency-driven), and Stage 3 (innovation-driven) economies.
We first conducted the analysis for Stage 1 economies ( Figure 6 ). To analyze the effect of the Cluster to which a country belongs, a value of 1 is entered for the Cluster variable (1 represents factor-driven economies; 3 represents efficiencydriven economies; and 5 represents innovation-driven economies). These numbers function as ''evidence'' of the related variable, meaning that the value (an element of the first Cluster, factor-driven countries) for the node is known. When such evidence is entered, the probabilities of the other variables are automatically updated, and as a result, for Stage 1 countries the probability of having a medium or higher (medium, high, or very high) EBOF value decreases to about 7% (5.82% þ 0.92% þ 0%; see Figure 6 ) from about 39% (17.2% þ 12% þ8.71%; see Figure 3) .
We repeated the same analyses for Stage 2 and Stage 3 countries. The results indicate that the probability of EBOF being perceived by executives as medium or higher increases as we move from relatively less-developed economies to more-developed economies. More specifically, while the probability of having a medium or higher EBOF value is 7% (5.82% þ 0.92% þ 0%) in Stage 1 (less-developed) economies, the same probability becomes 21% (20.8% þ 0.51% þ 0%) in Stage 2 (developing) economies (Figure 7) , and 86% (17.8% þ 34.6% þ 33.9%) in Stage 3 (developed) countries ( Figure  8) . A summary of Figures 6, 7, and 8 is provided in Table 8 . Please note that we do not suggest or assume a causal link between economic development and EBOF values. These Identifying the relationship between a country's economic development stage and the ethics-related perceptions of managers who work in these countries may not be novel. To the best of our knowledge, however, identifying the explanatory power of various factors on ethics perceptions has not occurred until now. Sensitivity analysis is a powerful tool for such exploration; therefore, in the next step, we conducted a sensitivity analysis for each country group. As evident from Table 9 , even though the order of importance may differ, five factors (namely, IPP, JI, IPP, FIDOGO, and Transparency of Government Policymaking (TOGP)) appear as having the greatest explanatory power on ethics. More specifically, the analyses indicate that in Stage 1 countries, Intellectual Property Protection, in Stage 2 countries Judicial Independence, and in Stage 3 countries Irregular Payments and Bribes have the greatest explanatory power over managers' business ethics perceptions. The next section provides a more-detailed discussion of our findings. 
Discussion
We believe that the adoption of BN methodology provides important insights for macromarketing investigation. This section first discusses additional knowledge that can be obtained through the utilization of BN methodology. We first revisit the ''advantages'' claims listed in the Literature-Supported Rationale for Using BN section, and, in light of our findings, summarize the added value of using this method for macro-level decision making. This section also includes a discussion on the limitations of the BN methodology. Then, we elaborate the significance of our findings for the substantive domain of business ethics.
Additional Knowledge Obtained through BN
As noted, we aim to illustrate what a decision makers can do/ obtain by using the BN method that they cannot effectively do/obtain by using other methods. In summary:
The BN model identified in this study is a representation of conditional probability distributions over a set of variables that are used for building a model for ethical behavior. The model represents the probability distribution of the variables without making any assumption about the functional form or variable distribution. As one can see from Figure 3 , whereas the SARS variable resembles normal distribution, the CLUSTER variable does not. Yet, the system can still be analyzed effectively. This representation is helpful when interpreting and analyzing the system as a whole, regardless of the conditional distributions, dependencies, and correlations examined. Thus, the BN model provides a decision support tool for policy makers. BNs can deal effectively with partial information and uncertainty. Evidence is given to the network for the components whose values are known. Even if policy makers only have information about a country's JI level, they can still analyze the system reaction. BNs also allow for subjective probabilities and probabilities based on statistical data in a unified framework. Thus, qualitative and quantitative measures can be combined in making inferences. For instance, the above example includes both objective information (the particular cluster the country belongs to) and subjective information (the expected level of JI for the next year). In addition, this partial information might simply be any probability distribution. That is, if the policy makers are not sure about the JI level, they can enter evidence about the level of the variable in a probabilistic manner and observe how the variables in the system will be affected. The Web Appendix provides a detailed illustration regarding the use of partial information. By using BNs, we can analyze the impact of the evidence and make inferences about uncertain situations. Depending on the evidence entered about a country's JI level, the predicted depiction of the system shows policy makers the areas that need attention.
Bayesian networks have limitations too (Gupta and Kim 2008) . In Bayesian modeling, relationships are based on association (conditional independence), and therefore, do not differentiate between causal and spurious relationships because the former cannot be ascertained from statistical data alone. The computational difficulty of calculating the probability of any branch of the network to explore an unknown network is another basic limitation of BNs (Niedermayer 2008) . BNs can only deal with discrete variables (Weber et al. 2012) , which may lead to a limited ability to capture the variable's original distribution.
The ''acyclic directed'' requirement, which is needed to carry out probability calculus, is another -and probably the most important -limitation of BNs. This means that the model must have no dynamic feedback loops, which results in feedback effects not being included in the network (Barton Researchers may attempt to address some of these limitations by initially constructing theoretically based models, and SEMs can be good candidates for these. Although SEMs and BNs are different, their differences can be utilized to complement each another. For example, while SEMs are based on reasoning by cause and effect (a causal modeling approach), BNs are based on the understanding that the occurrence of a cause increases the probability of an effect (a probabilistic causation approach). Moreover, although empirically validating a theoretically constructed SEM model is possible at the latent variable level, BNs offer prediction and diagnosis at the observed (individual item) level. Furthermore, although SEMs are not appropriate for modeling with new information (because the model structure may change with new data), BN structures can be perfectly trained with new data, allowing for effective scenario analyses. In addition, unlike SEMs, BNs support diagnosis. Anderson and Vastag (2004) further discuss the differences between SEMs and BNs. Establishing a hybrid model is beyond the scope of this article, but we believe that a combined/hybrid approach may be valuable in establishing causation as well as for diagnosing and predicting macromarketing phenomena.
Implications for Business/Marketing Ethics
The overall model suggests that ethical conduct is currently perceived by executives to be relatively low (see Figure 3) . Implications of this perception can range from not conducting business in certain parts of the world, and therefore reducing the amount and type of products and services available to consumers and missing out on possible market, to an increase in the cost of business by ''blending in'' with unethical business environments (i.e. engaging in illegal business conduct). The latter option can create a vicious circle by further lowering the level of perception of EBOF in the long run. On the bright side, our scenario analyses clearly depict how each of the mostcritical components of the ethics system shapes what values the system possesses, as ethics perceptions move from low to high. From our results, therefore, policymakers and international organizations can draw insights regarding actions to be taken on various political, legal, and other market-related factors to establish a better global business ethics system, both in perception and conduct. We provide some suggestions regarding such actions in the next few paragraphs.
The results of the sensitivity analysis given in Table 9 demonstrate the importance of Intellectual Property Protection, Irregular Payments and Bribes, and Judicial Independence in the perceptions of business ethics in Stage 1 (mainly underdeveloped) countries. These findings further point out the important relationships between Intellectual Property Protection and EBOF. If we are knowledgeable about intellectual property protection perceptions in Stage 1 countries, we have a much clearer understanding about the ethical behavior of firms in these countries. As evident from Table 10 , when Intellectual Property Protection is observed to be low, EBOF is observed to be low as well; there is a less than 1% probability that EBOF will be medium or higher. When Intellectual Property Protection is observed to be medium, the probability that EBOF will be medium or higher is 14.32%; and when Intellectual Property Protection is observed as high, the probability that EBOF will be observed as medium or higher is 92.5%. Our model is not a causal one, but the findings indicate that for Stage 1 countries, managers' ethical perceptions and intellectual property protection perceptions go hand in hand. Therefore, policy efforts to enhance intellectual property protection are likely to foster higher business ethics, and thus higher perceptions of IPP and EBOF. However, this suggestion is much easier made than implemented. Most of the Stage 1 countries in this study are from Africa. As many regional reports indicate, establishing an effective intellectual property perception system in Africa is extremely difficult due to various structural factors, such as cultural understandings of what is public and what is private, as well as the lack of knowledge, people, and institutions with adequate experience to handle intellectual-property-rightsrelated issues (Kameri-Mtobe 2008; Sikoyo, Nyukuri, and Wakhungu 2006) . Nevertheless, local policy makers (possibly with the support of international organizations) should focus on enhancing IPP-related national infrastructure and the capacity of human resources. In addition, because litigation over intellectual property rights is quite low in most countries in Africa (Sikoyo, Nyukuri, and Wakhungu 2006) , judges lack the opportunity to develop experience through practice. Therefore, policy interventions are needed to create a greater awareness in the judiciary, not only to understand but also to interpret intellectual-property-related laws.
Our sensitivity analysis conducted for Stage 2 countries shows the important relationship between Judicial Independence and managers' business ethics perceptions (see Table 9 ). More specifically, the results indicate that JI has the greatest explanatory power over EBOF. This finding clearly points out the importance of ensuring the independence of courts/judges, which should be attained and protected through the highest authority of the law, such as through a country's constitution. Any legislative moves that may be perceived as weakening Judicial Independence may have detrimental macro-level ramifications.
When it comes to Stage 3 (innovation-driven/advanced) countries, we observe that the current level of EBOF is already high. Therefore, the model depicting the network of business ethics in these countries (Figure 8 ) may potentially serve as the benchmark for policy makers in Stage 1 and Stage 2 countries. As evident from Table 9 , the Irregular Payments and Bribes variable has the greatest explanatory power on EBOF for Stage 3 countries. IPAB is the critical factor that Stage 1 and Stage 2 countries should address to attain a higher state of EBOF. Table 11 clearly demonstrates the strong relationship between perceptions of bribery activities and perceptions of business ethics.
Moreover, as the sensitivity analysis of the overall model suggests (Table 9) , perceived bribery activities have the greatest explanatory power over managers' ethical behavior perceptions globally. Scholars in various disciplines, including public policy, international business, business ethics, marketing, management, and law have for decades tried to offer solutions to reduce bribery (Argandona 2007; Cleveland et al. 2010; Pacini, Swinger, and Rogers 2002; Williams and Beare 1999) , but the problem persists and continues to create unfair competition among companies and nations. Considering the economic and social consequences of bribery and its relation to ethical perceptions (as stated in our findings), we recommend continuing to focus efforts on delineating the ''system'' of bribery.
Other Macromarketing Implications
Even though the focus of this paper is on firms' ethical behavior (and therefore, the EBOF variable), the models presented in this manuscript are also informative about the remaining nine variables. Economic development is one of the most important issues that macromarketing scholars have explored over the years (Layton 2009 Layton (2009) noted that economic development ''has its origin . . . in the accumulation of knowledge, and in particular, the incentives for knowledge creation'' (p. 349). As part of economic development, IPP can create an incentive system for knowledge creation. Protection of intellectual property rights has implications at the micro level by affecting firms' performance and willingness to participate in economic activities (Nelson 1995) , as well as at the macro level by supporting the region's or nation's long-term growth (Abrams and Lewis 1995; Barro 1996; Carmen and Domingues 2001) . As noted earlier, IPP has the greatest explanatory power over EBOF in underdeveloped countries (Stage 1) and the second-greatest power in developing (Stage 2) countries. Our analysis also highlights an important link between IPP and a country's development stage (i.e. economic development by WEF standards), and therefore provides additional empirical support for the efforts of macromarketing scholars. More specifically, our sensitivity analysis conducted on the Cluster variable indicates that Intellectual Property Protection is one of the key indicators that explains a country's economic development stage. Whether a country is classified as factor, efficiency, or innovation driven can be explained by IPP by about 48% (Table 12) . Further sensitivity analysis conducted on the IPP variable suggests that in Stage 1 and Stage 2 countries (where IPP issues are particularly problematic), Strength of Auditing and Reporting Standards is particularly important in explaining managers' IPP perceptions. In both types of countries, such perceptions can be explained by SOARS by about 28% (Table 13 ). This finding may offer important insights for policy makers attempting to improve IPP perceptions in Stage 1 and Stage 2 countries because such perceptions are strongly related to perceptions of the country's general ethical climate.
Concluding Remarks
Macromarketing scholars have emphasized the importance of systemic/network approaches to business activities (e.g. Mittelstaedt, Kilbourne, and Mittelstaedt 2006) , and at the same time, pointed out the lack of (and therefore the need for) appropriate tools for macromarketing analysis (Dixon 2002; Fisk 2006) . The Bayesian network method we utilize in this study allows researchers to analyze a domain from a system perspective. As noted earlier, the BN method is considered one of the most powerful tools for observing system changes. The method can also deal with multiple variables at once, which can lead to efficient scenario analyses, critical for understanding how a system functions. This study, to the best of our knowledge, is the first application of the BN methodology to a macromarketing topic. We believe that the adoption of this methodology by other researchers is likely to contribute to the discipline by advancing the understanding of how certain systemic/network relationships and various domains of macromarketing work. 
