We show that a simple, intuitive variable,   (Goliath versus David) reflects timevariation in discount rates related to changes in aggregate business conditions.   is the annual change in the weight of the largest 250 firms in the aggregate stock market, and is motivated by research that shows that small firms are more severely impacted than large firms by economic shocks due to differences in access to external finance. We find that   is the best single predictor of market returns out-of-sample among traditional predictors, predicting quarterly market returns with an out-of-sample  2 of 6.3% in the 1976-2011 evaluation period. Consistent with its motivation,   forecasts lower future  and aggregate investment growth.   also forecasts returns on treasury bonds and the 25 size and book-to-market sorted portfolios (and consequently  as well as ), with assets we ex-ante expect to be more sensitive to discount rate variation displaying greater sensitivity to  . We show that   is the only variable among traditional predictors that forecasts stock returns, bond returns, and macroeconomic variables. We also show that  's predictive ability is robust, and not due to information contained in traditional variables, such as  and net payout.
An intuitive result underlying many rational asset pricing models is that discount rates vary with business cycles (Campbell and Cochrane (1999) ). Discount rates are high during economic downturns, when "few people have the guts or the wallet to buy risky stocks or risky long-term bonds" (Cochrane (1999) ). However, simple economically-motivated variables related to aggregate business conditions, such as the term spread and default spread, have not proved to be reliable predictors of market returns. In an influential paper, Goyal and Welch (2008) find that the predictive ability of traditional forecasting variables has greatly diminished after the oil shocks of the 1970s and, as a result, none of these variables predict market returns out-of-sample. They emphasize that the lack of predictive power over the last three decades raises questions about whether these variables will be able to predict market returns in the future. In addition, Fama and French (1989) argue that it is appealing from the perspective of rational time-variation in discount rates if a predictor of market returns also forecasts bond returns and varies with aggregate business conditions. However, as we show below, none of the traditional forecasting variables succeed in jointly forecasting stock returns, bond returns and macroeconomic variables even in-sample over our sample period.
1 Thus, a question remains: given the intuition that discount rates vary with business cycles, can economic theory guide us in constructing a variable that reflects discount rate variation, and therefore predicts stock returns, bond returns and aggregate business conditions, both in-sample and out-of-sample?
One way to build such a variable is to utilize the cross-section of stocks: changes in the valuation of firms that we expect to be most impacted by economic downturns relative to those that we expect to be least impacted should be correlated with discount rate variation. We know from the business cycle literature that the largest firms in the economy are not as severely affected by aggregate economic shocks as the rest of the firms in the stock market. Theoretical research (e.g. Bernanke and Gertler (1989) ) implies that following aggregate economic shocks, small firms find it harder to access external finance, causing lower aggregate investment and thereby amplifying the original shock. Empirical research finds support for the differential effect of aggregate economic shocks on small versus large firms. 2 In particular, two empirical papers provide evidence that discount rates for small firms increase more than those for large firms during economic downturns. First, Perez-Quiros and Timmermann (2000) show that small firms exhibit greater increases in expected returns during recessionary states. Second, Covas and Den Haan (2011) find that small firms also have much more cyclical equity issuance than do large firms, suggesting that the cost of equity of small firms has greater correlation with aggregate economic conditions than that of large firms. Thus, increases in the market value of large firms relative to small firms should signify a period of economic stress in which market discount rates are high.
We propose a simple variable, Goliath Versus David (or  ), that embodies the insights of this literature.   is the change in weight of the largest 250 stocks in the aggregate market portfolio over a 12-month period. We show that   can be decomposed into two components: the difference between the return on existing capital of the largest 250 firms and the market (   ), and the difference in net new equity issuances between the largest 250 firms and the market (   ).
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  therefore combines the two consequences of differential discount rates shocks for small and large firms in economic downturns described above, into a single, economically-intuitive variable.
Thus,   should increase in economic downturns when discount rates are high and hence, should predict high aggregate market returns in such times. In addition, the Bernanke and Gertler (1989) model also implies that the increase in the cost of external finance causes lower aggregate investment, and hence increases in   should predict declines in  growth and aggregate investment.
Finally, if   reflects changes in discount rates,   should also predict treasury bond returns.
We begin by confirming the hypothesis that   varies with contemporaneous business conditions. We find that   rises during recessions and has a rank correlation of -24% with contemporaneous  growth.   also has local maxima during periods of financial market stress, such as the crash of October 1987 and the bailout of Long Term Capital Management (LTCM) in September 1998, where there is a possibility of a severe aggregate shock, which may not be eventually realized.
It is likely that discount rates increase during such events. 4 If the feared adverse outcome is not realized, it will not be seen in macroeconomic data, suggesting an advantage of using variables that are based on market expectations, such as  , to measure discount rate variation relative to using macroeconomic variables. Another advantage of using financial market-based variables is that markets are forward-looking and anticipate (Schwert (1990) ) or even cause (Bernanke and Gertler (1989) ) macroeconomic outcomes; hence   may lead macroeconomic variables.
Our next step is to test whether   forecasts market returns, business cycle related variables ( growth and investment growth), and treasury bond returns, both in-sample and out-ofsample.   performs remarkably well in these tests, both in absolute terms, as well as relative to traditionally used forecasting variables. In-sample,   significantly predicts quarterly nonoverlapping market returns ( 2 = 33%), monthly five-year treasury bond returns ( 2 = 07%), quarterly  growth ( 2 = 41%), and quarterly aggregate investment growth ( 2 = 69%). None of the benchmark variables predict more than two of these four series, with the consumption-wealth ratio ( ) of Lettau and Lydvigson (2001) being the only benchmark variable to significantly predict both bond and stock returns. Out-of-sample, for the post oil-shock evaluation period ,   significantly predicts quarterly non-overlapping market returns ( 2 = 64%), quarterly aggregate investment growth ( 2 = 90%), and monthly bond returns ( 2 = 04%). Note that  's forecasting ability actually improves in the post oil-shock sample, thereby addressing the Goyal and Welch (2008) critique that traditional variables do not forecast market returns over the last three decades. In out-of-sample tests, none of the benchmark variables (including  ) have positive  2 s in predicting market returns, only the term spread significantly predicts bond returns, and only the default spread significantly predicts  growth and aggregate investment growth.
These results show that   reflects variation in discount rates related to aggregate business conditions.
Next, we deepen our understanding of  's predictive ability by using four sets of tests that examine its robustness and consistency with its theoretical motivation. First, we examine  's ability to forecast market returns in greater detail since prior research documents several potential statistical pitfalls in predicting market returns. We find that  's forecasting ability is robust to standard critiques of market return predictability, and survives controlling for other predictors.
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Second, we examine whether  's forecasting ability arises predominantly from one of its two components,    or    , or whether both are important. As discussed above, prior research suggests that changes in discount rates in economic downturns result in changes in each component. We find that each component by itself is a significant, but much weaker, predictor of market returns. Using both components to forecast market returns not only improves overall predictive ability, but also increases the significance of each component. This improvement occurs because both components have coefficients of similar magnitudes in predicting market returns and have low-in fact negative-correlations with each other. Thus, both components provide distinct signals of discount rate variation. Third, we examine  's business cycle properties and test two implications of the Bernanke and Gertler (1989) model: first,   should forecast aggregate investment even after controlling for current economic conditions and second,  's forecasting ability should be stronger during economic downturns when credit constraints bind, and   is therefore more informative of aggregate business conditions. We find evidence consistent with both implications. In particular, increases in   forecast declines in real private fixed investment growth even after controlling for lagged investment growth and lagged market returns. We also find that  's coefficient in forecasting market returns when  growth is below its median is five times as large as compared 5 In particular, we focus on predicting quarterly non-overlapping returns to avoid biases in standard errors of overlapping returns (Ang and Bekaert (2007) );   is less likely to be data-mined since it is less persistent than standard predictors (Ferson, Sarkissian, and Simin (2003) );  's predictive ability is robust to the Stambaugh (1999) bias, changing its definition to the largest 500 instead of 250 stocks, excluding influential periods such as the oil shocks and the internet period, and alternative start dates for the out-of-sample evaluation period (Hansen and Timmermann (2012) ).  's predictive ability is unlikely to arise due to lead-lag relations between small and large firm returns since   also predicts market returns after skipping a quarter between computing   and measuring market returns, Similarly  's predictive ability is unlikely to arise from persistence in market returns, since   continues to predict market returns after controlling for lagged market returns. 6 We find that  does not significantly predict market returns by itself; however when we control for    in predicting market returns, the coefficient on  becomes significant. This perhaps explains why prior research on  has not uncovered its ability to predict market returns, even though there is a long literature that suggests it should be correlated with discount rate variation (e.g. Perez-Quiros and Timmermann (2000) and Fama and French (1996) ).
to when  growth is above its median.
7 These results are consistent with the literature that argues that financial markets-in particular, access to external finance-has real effects (Bernanke and Gertler (1989) ).
Fourth, following Fama and French (1989) , we test whether   forecasts other asset returns and whether assets we expect ex-ante to be more sensitive to discount rate variation exhibit greater sensitivity to  . We find that   significantly predicts excess returns of treasury bonds of maturities from one to ten years. The coefficients on   in these regressions increase monotonically with the maturity of the bonds, consistent with longer duration bonds having greater sensitivity to discount rates. We also examine an analogous regression in the cross-section of stock returns. Prior research finds that growth stocks have a higher duration of cash flows than do value stocks and are therefore more sensitive to discount rates (Campbell and Vuolteenaho (2004) and Lettau and Wachter (2007) ). Thus, we expect that growth stocks are more sensitive than value stocks to variation in discount rates as measured by  . Moreover, the Bernanke and Gertler (1989) model predicts that firms with relatively low collateral will be most impacted by an economic shock. Small, growth firms whose valuation is driven by growth opportunities rather than assets in place are likely to have low values of collateral and should be more sensitive to changes in  .
We find that this is indeed the case. In regressions predicting the returns of the Fama-French 25 size and book-to-market sorted portfolios using  , we find that   coefficients increase as we move from value to growth within each size quintile and also increase as we move from large to small within each book-to-market quintile. Consequently,   also significantly predicts the Fama-French factors,  and .
Our paper is related to research that examines market return predictability and especially to recent research that responds to the Goyal and Welch (2008) critique. In particular, our results complement those in Rapach, Strauss, and Zhou (2010) , Thompson (2008), Ferreira and Santa-Clara (2011) , and Kelly and Pruitt (2012) , all of whom develop alternate estimation techniques for expected returns that succeed in predicting market returns out-of-sample. The out-of- 7 We thank Allan Timmermann for suggesting this test. These results are consistent with Henkel, Martin, and Nardari (2011) , who find that the forecasting ability of common market return predictors is higher during recessions.
sample predictability for market returns that we document is comparable to these papers. 8 Relative to these papers, our contribution is to develop a new economically-motivated variable that also predicts bond returns and macroeconomic variables.
We also contribute to the literature that relates business cycles with financial constraints. For example, the Bernanke and Gertler (1990) model implies that during bad times, when net worth is low, financing constraints cause lower investments. Bernanke, Gertler, and Gilchrist (1996) point out the empirical challenge of testing this theory: lead-lag relationships between credit availability and economic output can result from changes in expectations about output rather than from a causal link between credit availability and economic activity. Consequently, empirical research examines this theory through its cross-sectional implications and uses firm size as a proxy for financial constraints.
We contribute to this literature because we show that  , a measure of the relative valuation of small and large firms, forecasts asset returns and real economic activity.
Our results are also consistent with another, closely-related hypothesis. Subrahmanyam and Titman (2012) develop a model in which positive shocks to stock market participation lead to lower expected returns and larger investment from firms that have no assets other than options to invest. This investment by entrepreneurial firms leads to a decrease in the expected cash flows and an increase in the expected rate of churn for large, established companies in a process of creative destruction. Since   reflects changes in the market expectations of the rate of churn of large and established firms, our results are consistent with Subrahmanyam and Titman (2012) . 9 Since models based on both credit constraints and creative destruction predict that decreases in the cost of capital cause reduced investment by small firms with growth options, they are difficult to distinguish empirically. We do not attempt to do so; rather we focus on testing whether   reflects discount rate variation and aggregate business conditions.
The remainder of the paper proceeds as follows: Section 1 defines  . Section 2 describes the data used throughout the paper along with general summary statistics. Section 3 provides 8 For example, Kelly and Pruitt (2012) report that their three-pass regression filter beats other estimators with an out-of-sample  2 of between 0.44% and 0.76% for monthly returns (Table 1 of their paper). For exactly the same evaluation period ,  's out-of-sample  2 is 0.99%. 9 In fact,   is similar to measures of creative destruction in Fogel, Morck, and Yeung (2008) and Liang, McLean, and Zhao (2011) , who use measures of churn of the largest firms based on revenues or employees, rather than market capitalization.
an overview of  's ability to forecast aggregate market returns, bond returns,  as well as aggregate investment growth, and benchmarks its forecasting ability against that of traditional forecasting variables. Section 4 examines forecasting regressions for the market in greater detail.
Section 5 addresses the source of  's forecasting ability, by examining its components, businesscycle properties, and its ability to forecast bond returns and returns on portfolios formed from sorts on size and book-to-market. Section 6 concludes.
  (Goliath versus David)
We define   as:
where   is the sum of the market capitalization at time  of the  firms with the largest market capitalization at time  − ∆,  −∆ is the sum of the market capitalization at time  − ∆ of the  firms with the largest market capitalization at time  − ∆,   is the sum of the market capitalization of all firms in the market at time  and  −∆ is the sum of the market capitalization of all firms in the market at time  − ∆ That is,    ∆ is the change in the log of the weight of the  largest firms at time  − ∆ in the market portfolio.
Note that   is not just the difference between the return of the portfolio of the  largest firms and the market portfolio. In fact, we show in the appendix that:
where   ∆ is the ex-dividend return (return related to price appreciation only) between  and  − ∆ of the portfolio of the  largest stocks at time  − ∆, and   ∆ is the rate of growth of this portfolio due to new stock issuances. Similarly,  
Data and summary statistics
In this section, we describe in detail how we construct   (Section 2.1), the variables we forecast using   (Section 2.2), and the variables we use to benchmark  's forecasting performance (Section 2.3).
Computing  
We set the period ∆ equal to one year in our implementation of    ∆ . A shorter period for ∆ may introduce noise to   unrelated to business cycle information, while a longer period may eliminate variation related to business cycles. In addition, most of the empirical analysis in this paper is done with   250 ∆ (we set  equal to 250). We use 250 firms as the cut-off in order to have a relatively large number of companies both above and below the cut-off for our entire sample period (1926:4 to 2011:4) . We also show below that  's forecasting ability is robust to setting  equal to 500 firms. In fact,   500 1 's forecasting ability is better than that of   250 1 in some of the analysis that we perform. However, we do not use   500 1 as our main   variable because there are only about 500 firms in the first few years of our sample period. We calculate   1 at the end of every month using monthly data from the Center for Research in Security Prices (CRSP).
We only use ordinary shares (CRSP codes 10 and 11) to build our measure.
Dependent variables
We forecast several variables using   in this paper. These include the equity risk premium, real  and real private fixed investment growth, returns on US bonds, returns on the Fama-French factors,  and , and returns on the 25 size and book-to-market portfolios. All returns are arithmetic.
• The market risk premium (  ):   is the return of the value-weighted CRSP index over the risk-free rate. We primarily focus on forecasting quarterly non-overlapping market excess returns, where returns are measured in excess of the three-month risk-free rate from the CRSP risk-free rate file. For monthly excess returns we use returns in excess of the monthly risk-free rate and for annual excess returns we compound the three-month risk-free rate to the annual frequency.
• Real  Growth ( ):   is the change in logs of the quarterly real seasonally adjusted  series from FRED, the online database of the St. Louis Federal Reserve.
• Real Private Fixed Investment Growth (  ): Similarly, PFIG is the change in logs of quarterly real (quantity series) seasonally adjusted private fixed investment from the Bureau of Economic Analysis.
• ,  and 25 size and book-to-market sorted portfolios: Returns on ,  and the 25 size and book-to-market sorted portfolios are from Wharton Research Data Services (WRDS). These are arithmetic quarterly returns for  and  and arithmetic quarterly returns in excess of the 3 month risk-free rate for the 25 size and book-to-market sorted portfolios.
• Bond returns: Bond returns are monthly returns of constant maturity CRSP indices. The maturities we consider are 90 days, 1 year, 2 year, 5 year, and 10 year. We subtract out the 30 day risk-free rate from each bond return to get bond excess returns. We focus our analysis on monthly returns of these indices, since the indices change every month to remain constant maturity.
Benchmarks
We compare the forecasting performance of   with the performance of a series of predictors proposed in the literature. We focus our choice of benchmarks on predictors that are commonly used and on those that perform well in-sample according to Goyal and Welch (2008) . We use three broad sets of predictors -interest rate variables, valuation ratios, and macroeconomic variables:
• Interest-rate variables: These are the default spread (DS) and the term spread (TS). DS is the difference between BAA and AAA bond yields and TS is the difference in the yield of the 10-year Treasury note and the 3 month bill. Although Goyal and Welch (2008) find no evidence that these variables forecast aggregate stock returns even in-sample, we include them because they are commonly used in the literature (e.g. Fama and French (1989) ) and may predict the other independent variables that we consider.
• Valuation ratios: The valuation ratios we use are the dividend-price ratio (DP) examined in Fama and French (1988) and Campbell and Shiller (1988a) and in many other papers, the cyclically-adjusted price-earnings ratio (CAPE) from Campbell and Shiller (1988b) , the bookto-market ratio of the DJIA (BM) from Pontiff and Schall (1998) , and the net-payment yield of all stocks using the CRSP data (CRSPNPY) from Boudoukh, Michaely, Richardson, and Roberts (2007) .
• Macroeconomic variables: The macroeconomic variables we use are the consumption-wealth ratio ( ) from Lettau and Lydvigson (2001) , and the investment-to-capital ratio (IK) from Cochrane (1991) . Since Goyal and Welch (2008) find that these variables predict stock returns in-sample, we include all of them as benchmarks for evaluating  's forecasting power.
The sources for each of these variables are described in Table 1 . Table 1 , Panel A displays summary statistics for each of the predictor variables used in this paper.
Summary Statistics

The mean of  
250
1 is −24%. The negative sign of this mean is consistent with the increase in the importance of smaller firms in the stock market during our sample period. Note that since we measure   as a difference, we are robust to non-stationarity issues related to the increase in the share of small firms in the sample over time. The autocorrelation of   250 1 when sampled at the quarterly frequency is 0702, and 0116 when sampled annually. In addition, Dickey-Fuller tests reject the unit-root null at the usual significance levels. These autocorrelations are smaller than the autocorrelation of the benchmark predictors in Panel A. At the quarterly frequency, autocorrelations of all benchmark variables are above 0.9, while at the annual frequency, autocorrelations are above 0.7. This is important because prior research finds that the high persistence of predictor variables used in forecasting aggregate market returns can create statistical problems (e.g. Stambaugh (1999) and Ferson, Sarkissian, and Simin (2003) ). Given  's relatively low persistence, we do not expect that the issues described in Stambaugh (1999) and Ferson, Sarkissian, and Simin (2003) are as serious for   as they are for some commonly used forecasting variables such as dividendyield. This conjecture is confirmed in Section 4.1. The low persistence of   is also consistent with recent evidence in Kelly and Pruitt (2012) and each component by itself is a much weaker predictor of market returns than  . Also note that    and    are related but distinct. The difference between the two is that    includes dividends while    does not, and    subtracts the total net equity issuance for the market from aggregate dividends, while    is the difference in net equity issuance between the largest 250 firms and the market. Covas and Den Haan (2011) show that the latter difference is important for the cyclical properties of these variables. They find that aggregate issuances for the largest firms are slightly countercyclical, while small firm issuances are procyclical, with the degree of cyclicality increasing as size decreases. They also report that issuances by the largest 1% of firms are so large that they have a significant impact on the aggregate market issuances. Therefore even though equity issuances are procyclical for an overwhelming majority of firms, they are not procyclical in aggregate. We see that the correlation between    and    is 0.34. Relative to other correlations, it is by no means extraordinary; for example,    has higher absolute correlations with the investment-to-capital ratio .
 's forecasting ability
In this section we document  's forecasting ability and benchmark it to that of traditional predictive variables used by prior research. We first describe time-series variation in   and its relation with contemporaneous aggregate business conditions in Section 3.1. We then examine the ability of   and our benchmark variables to forecast stock market excess returns, bond market excess returns,  growth and private fixed investment growth. Section 3.2 performs an in-sample analysis, while Section 3.3 performs an out-of-sample analysis. These sections examine univariate forecasting regressions with no controls and allows us to compare the forecasting ability of   with that of the benchmark variables. Sections 4 and 5 investigate  's forecasting ability for each of these series in greater detail, add additional controls relevant to each series, and conduct robustness tests. that is, the weight of large firms in the stock market portfolio increases in recessions and decreases in expansions. The rank correlation of   with quarterly  growth is -24%. This suggests that in terms of valuations, giant "Goliaths" handle recessions better than small "Davids", but that "Davids" outperform "Goliaths" during expansions.
  and contemporaneous business conditions
The figure also includes text-boxes that correspond to local maxima or minima of   that are not in recessions. The text-boxes contain the date of the maxima or minima and proximate events that had an impact on financial markets. Note that the event may be spread over several months In February 1997, the first of many Thai property developers announced a default on a dollar denominated loan, leading to speculative attacks on the Thai baht, and an eventual lifting of its peg to the US dollar in July 1997. These events culminated in the "Asian crisis" that impacted several Asian economies including Indonesia, Malaysia, Singapore and South Korea. The next box corresponds to a peak in May 1995;   rises from a trough of -9.6% in September 1993 to 0% in January 1994, remaining at that level till its peak of 0.2% in May 1995. This period corresponds to the "peso crisis" in Mexico. Mexico was forced to allow the peso to float against the US dollar on December 20, 1994, resulting in a severe devaluation of the peso and a rise in interest rates on Mexican debt over the next few months. Other notable peaks occur in September 1992, corresponding to "Black Wednesday" when the United Kingdom withdrew from the Exchange Rate October 1987, resulting in a flight to quality. As described above,   has local maxima during such periods of stock market stress. This suggests that financial market variables such as   may be better at reflecting discount rate variation than are purely macroeconomic variables, not only because they are available in real-time, but also because they respond to periods of great uncertainty, where adverse outcomes may not be eventually realized. the creation of the NASDAQ and the AMEX stock exchanges. These events lead to a drop in   as the addition of data from these new exchanges to the CRSP database increases the total market capitalization of the market. Rather than making ad-hoc adjustments to   to reflect these events, we leave the   series unchanged and show in Section 4.1 that  's forecasting performance is robust to excluding these events.
In-sample forecasting
We run the following forecasting regression:
where  +∆ is one of the following: the excess return of the value-weighted market portfolio from  ,  growth, investment growth, and excess returns of five-year Treasury bond. Returns on the five-year Treasury bond are monthly, from month  to  + 1, while the other three variables are quarterly, from month  to  + 2. All predictor variables are known prior to the start of month .
The predictor variables are described in Panel A of Table 1 . We follow Rapach, Strauss, and Zhou (2010) in estimating this regression with non-overlapping returns. This is important because Ang and Bekaert (2007) show that the evidence of predictability with overlapping returns depends crucially on the choice of standard errors in forecasting regressions. (We use Newey-West standard errors with 3 lags for our non-overlapping quarterly return regressions.) Also, although longer horizon regressions help in understanding economic significance of predictability, they do not help in establishing its statistical significance (see Cochrane (2001) ). We therefore focus on non-overlapping returns in this section, as they are the cleanest setup in terms of statistical tests. We examine  's ability to forecast market returns over both monthly and annual horizons and also perform robustness tests such as alternative specifications for standard errors in Section 4.1 . Bernanke and Gertler (1989) model predicts that investment will decline following an increase in credit constraints. These results are also consistent with the intuition that market expected returns are higher when  growth is expected to be low, since   is positively correlated with future market returns and negatively correlated with future  growth. The default spread is the only benchmark variable that predicts GDP growth and the default and term spreads predict investment growth.
Finally,   250 also predicts an increase in bond expected returns, consistent with it capturing time variation in discount rates that impacts both bond and stock returns. This is consistent with early research (e.g. Campbell (1987) and Fama and French (1989) ) that finds that the same variables predict stock and bond returns. However, besides  , in our updated sample, only  succeeds in predicting both stock and bond returns.
3.3 Out-of-sample forecasting Goyal and Welch (2008) argue that it is important to examine whether models forecast out-ofsample for two reasons. First, out-of-sample regressions allow us to investigate whether forecasting 10 Note that although investor utility increases, the increase is less than that implied by just the increase in expected returns, since there is also an increase in volatility due to greater investment in the risky asset. 11 The results in this panel for the benchmark variables are, in general, consistent with those in Goyal and Welch (2008) , except for the results related to  , where our  2 s are lower. However, we find similar results using  as those in Goyal and Welch (2008) if we use the same period that they do. relationships are stable over time, and second, they also help determine whether an investor could have used these relationships profitably in real-time. Table 3 reports results for out-of-sample predictions for the four independent variables using   and each of the benchmark variables in univariate predictions. These are based on expanding window estimations, with the evaluation period starting in 1975:1 and then rolling forward quarterly for all series except for the monthly bond return series, which rolls forward monthly. We choose 1975 as our initial start date so that we have at least 20 years for the initial estimation of all predictive regressions and to eliminate any effect that the 1973-1974 oil crisis might have had in the out-of-sample forecasting. We report the out-of-sample  2 as constructed in Campbell and Thompson (2008) . The out-of-sample  2 for variable  in Table 3 is given by   2
is one quarter (month) after the end of the sample of predictor variable  for the quarterly (monthly)
forecasting horizon, b   is the forecasted market returns based on variable ,   is the mean of the equity premium from the beginning of the sample until   −1, and  is 1975:1. Section 4.2 shows that the forecasting ability of   for the market is robust to alternate start dates. We follow Goyal and Welch (2008) in using the McCracken (2007) MSE-F to evaluate statistical significance of out-of-sample predictive ability. Table 3 shows that   is a far better out-of-sample predictor than any of the benchmarks.
  250 forecasts three of the four series out-of-sample, and   500 forecasts all four. In particular   250 forecasts market returns, bond returns, and investment growth, with significant out-ofsample predictive ability, and   500 forecasts these series as well as  growth. The next best predictor is the default spread that predicts two of the four series (GDP growth, investment growth). However, the default spread does not predict market returns.
  250 's out-of-sample  2 for market returns is 6.4% and none of the benchmarks have positive out-of-sample  2 in predicting market returns.   predicts monthly bond returns with an OOS  2 of 0.4%. Of the benchmark variables, only the term spread has positive OOS  2 (0.2%). Evidence for  's ability to predict  growth out-of-sample is mixed, with   500 exhibiting significant predictive ability, but   250 not significantly predicting  growth. Both versions of   successfully predict investment growth with OOS  2 of 9.0% for   250 and 8.0% for   500 . In the set of benchmark predictors, only the default spread has positive OOS  2 (11.2%).
Overall, the results in this section are consistent with the hypothesis that   captures timevariation in business conditions and therefore predicts time-variation in discount rates across a wide range of assets.
A detailed examination of market return prediction
In this section, we provide a detailed analysis of  's ability to predict market returns. There is a long literature that highlights statistical issues related to aggregate stock market return predictability. We examine whether  's ability to predict market returns is robust to these critiques, as well as other possible critiques specific to  . Section 4.1 examines in-sample prediction of market returns, while Section 4.2 examines out-of-sample prediction. Panel B of Table 4 shows the results of the forecasting regression above for different sample periods. Goyal and Welch (2008) note that many of the equity premium forecasting regressions commonly described in the literature are not robust to different sample periods. We therefore look to see if this is the case with   and find that  's forecasting power for the early sample period (1927:1 to 1955:2) is weaker than that for later periods. The coefficient on   in the early sample period is borderline insignificant with a t-statistic of 143 and a p-value of 15% while the  2 is 25% compared with 68% and 38% for the periods from 1955:3 to 1983:3 and 1983:4 to 2011:4, respectively. The improvement in the forecasting ability of   over time is perhaps related to the change in the sample composition of publicly listed firms documented by Fama and French (2004) .
Predicting market returns in-sample
Over the later part of the sample, smaller, less profitable firms have been able to list on public equity markets. The valuations of these firms are likely to be more sensitive to aggregate business conditions, thereby improving the performance of   in capturing discount rate variation. In all cases, the results are broadly consistent with those obtained using  
250
1 as the independent variable, except that all three specifications have slightly higher  2 s with   500 as compared with   250 . Overall, the results in Panel C indicate that the in-sample forecasting power of   is robust to changes in the cut-off point used to define   and to changes in the forecasting horizon.
Panel D presents an analysis of the robustness of  's forecasting power. To do this, we estimate different variations of the regression forecasting quarterly market excess returns. The first two specifications explore robustness to the inclusion of data from new exchanges. In the first year of the NASDAQ and the AMEX, the denominator of GVD increases substantially, as the capitalization of the overall market increases with the inclusion of new firms; however, the numerator is unaffected, leading to drops in  . The first specification includes a dummy variable (NEWEX) that has a value of one in the years in which NASDAQ and AMEX stocks are included in the CRSP database. The next specification excludes the two years in which these exchanges are included in the CRSP universe. The coefficient on   is virtually unaffected across these specifications. Specification "Ex-1970s" excludes the 1970s to examine the importance of the oil shocks, and specification "Ex-Internet" ends the sample in 1997:1 to remove the influence of the Internet period. These specifications show that  's forecasting ability is not driven by these influential periods. Specification "FF" adds returns on the three Fama-French factors, the market, , and  over the prior year. The annual horizon is chosen to mimic the period used in computing  . We include the market to examine whether persistence in market returns (as in Connolly and Stivers (2003) ) or lead-lag relations between small and large stocks (as in Lo and MacKinlay (1990) ) drives our results. The coefficient on   is unaffected-and in fact increases slightly-in this specification and none of the annual returns on the Fama-French factors are significant. Finally, we skip a quarter between measuring   and forecasting returns:   is computed from month  − 12 to  − 1, and market returns are from  + 2 to  + 5, skipping a quarter. This provides another method of ruling out the hypothesis that lead-lag effects or other microstructure biases affect our results. The coefficient on   drops from 0.76 to 0.55, but retains its statistical and economic significance in this specification.
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Overall, these regressions show that the forecasting power of   is robust:   remains a significant predictor of market excess returns in all specifications.  's forecasting power is robust to alternate definitions for  , monthly and annual horizons, and is not due to the inclusion of new exchanges in the CRSP universe, the oil crisis, the internet period, or lead-lag relations between large and small stock returns.
As another test of  's forecasting power for aggregate stock market returns, we analyze whether   merely summarizes the information that is already contained in predictor variables that are traditionally used in the literature. To do so, we run multivariate, in-sample, quarterly, non-overlapping regressions of aggregate stock market returns on our set of benchmark predictors and   The results of these regressions are in Table 5 . We examine three groups of predictor variables: interest rates, valuation ratios, and macroeconomic variables. We also combine these predictors into two "Kitchen-sink" regressions. The first one contains all variables for which we have a long sample of data (1927:2 onwards) and the second contains all variables, thereby shortening its sample (1952:2 onwards). The hypothesis that the coefficient on   is equal to zero is rejected at the usual significance levels in all regressions in Table 5 . The coefficient on   changes very little across specifications as well. These results confirm that   contains information relevant for forecasting aggregate returns that is not in the usual predictors in the literature. 
Predicting market returns out-of-sample
To analyze  's out-of-sample forecasting power, we follow the Goyal and Welch (2008) 
2 where   is the mean of the equity premium from the beginning of the sample (1927:1) until  − 1 b   is the equity premium forecasted with an OLS regression of aggregate market returns on  , which is estimated with the sample from 1927:1 to  − 1, and  is the beginning of the out-of-sample period. Table 7 . Goyal and Welch (2008) , except that we use a block bootstrap to account for the quarterly overlap in annual market returns. 14 We can reject the hypothesis that   and the running-mean have equal predictive ability, in favor of  , for all specifications.
The theoretical underpinnings of  
In this section, we dig deeper to understand the source of  's ability to forecast market returns, and test whether  's forecasts are consistent with rational time-variation in discount rates related to changes in aggregate business conditions. 15 First, in Section 5.1, we decompose GVD 14 We use a block length of 4, which is of the order of magnitude of  025 (see Hall, Horowitz, and Jing (1995) ). We get similar results for block lengths between 1 and 8. 15 In unreported results, we show that the payouts of large firms covary much less with aggregate consumption growth than do those of small firms. This difference is large enough that   has a large correlation (over 80%) with the representative agent's risk aversion in a calibration of the Menzly, Santos, and Veronesi (2004) model. Note that the difference in payouts likely arises due to the difference in the ability to access external finance during economic downturns. For brevity, we do not report these results. They are available from the authors on request.
into two components to understand whether its predictive ability comes solely from one of the components. In Section 5.2 we examine the predictive ability of   for GDP and investment growth as well as whether  's forecasting ability for market returns varies across the business cycle. Finally in Section 5.3 we examine  's ability to forecast returns on other assets: bonds with different maturities, and portfolios formed from sorts on size and book-to-market.
The components of  
  has a simple definition: the change in valuation of the largest 250 firms relative to the aggregate market over a 12 month-period. This simple definition admits a decomposition. As described in Section 1,   can be written as the sum of two components. The first component,    , is the difference in returns (excluding dividends) of the largest 250 firms and the entire market.
The second component,    , is the difference between the growth in the capitalization of the largest 250 firms due to new capital raised and the growth in the entire market capitalization due to capital raising. Net new capital is calculated implicitly. For example, net new capital for the largest 250 firms is the aggregate market capitalization at time  for firms that were the 250 largest at the end of month  − 12, minus the sum of the market capitalizations of these 250 firms at the end of  − 12 grown by their respective returns in the period excluding dividends.
In this section, we test if  's forecasting ability arises solely from one of these components or whether both components are required. This question is important in understanding the mechanism underlying  's forecasting power. Moreover, if only one of the components is important, we can refine   to reflect only that component. Note that prior research suggests that both components should predict market returns. Positive values for    mean that small firms have had lower returns than large firms, potentially indicating that the market expects access to external finance to be more difficult; similarly, high values for    imply that small firms have raised less net new capital as compared with large firms, consistent with external finance becoming more expensive for these firms. Table 6 shows that both components are important in predicting quarterly market returns. Each component is significant when both are used together to predict market returns. Also, imposing equal coefficients, as we implicitly do when using  , does not hurt predictive power. A formal test of the hypothesis that the coefficients of    and    are equal is not rejected (pvalue 0.24). Also, the  2 is 3.3% with   and 3.5% when both components are used separately.
The coefficient on each component in univariate forecasting regressions is not as large as when both components are used together. The coefficient on    rises from 0.67 to 0.92 when    is added. Similarly, the coefficient on    goes from 0.36 to 0.65 when    is added.
Overall, these results indicate that the functional form of   is appropriate.
In the final specification, we find that the coefficient on  is insignificant when used to predict market returns by itself. Note that although  is correlated with    , it does not have significant forecasting performance by itself, while    does. This suggests that focusing on the largest stocks like   does, helps in predicting market returns relative to  which is based on the median NYSE firm. The final specification shows that  significantly predicts market returns when we also include the capital raising component of  ,    . This reinforces the importance of using both components in forecasting market returns. This result may explain why prior research on  has not uncovered its forecasting ability for market returns.
One intuitive explanation for these results is that both components of   capture different aspects of the same underlying phenomenon and therefore reinforce each other. When small firms have lower returns than large firms it possibly indicates that the market expects a period of economic stress, with costly external capital. When this is combined with lower net capital raised by small firms relative to large firms, this further confirms that capital is costly and that the low relative returns are not because of other reasons.
Another interesting feature of    and    is their correlation structure. Table 1 shows that these two variables are negatively correlated ( = −28%). This negative correlation is the econometric reason for the increase in coefficients going from univariate to bivariate prediction regressions. The fact that both components forecast market returns in the same direction, suggests that discount rate news affects them in the same way. Therefore, the negative correlation must arise from differing effects of cash flow shocks. One economic mechanism by which cash flow shocks could affect these components differently is via internally generated cash flows. Suppose large firms have unexpectedly positive cash flow news, leading to positive contemporaneous returns and therefore an increase in    . For a given distribution of projects, this means that they will have more internally generated funds and therefore have a smaller need to raise external capital, leading to a decrease in    
Cyclical variations and  
We have shown in Section 3.2 that   significantly predicts  growth and investment growth in univariate forecasting regressions, in this section we examine whether  's forecasting ability survives additional controls. In particular, the Bernanke and Gertler (1989) model implies that an increase in   is correlated with greater difficulty in accessing external finance and should predict lower aggregate investment even when we control for current economic conditions. In addition, the Bernanke and Gertler (1989) model implies that the financing constraints bind in recessions.
We therefore examine whether  's effect on market returns is asymmetric in recessions versus expansions. Table 8 , Panel A shows the regressions predicting GDP growth and investment growth using  .   predicts both variables both in univariate regressions and in multivariate regressions with additional controls. These controls include lagged values of the series being forecasted, as well as the term-spread and default spread and lagged annual returns on the market. The sign of the coefficient on   is negative, consistent with our motivation. A high value of   indicates that large firms have gained market share at the expense of small firms, signifying an economic downturn with higher cost of capital. Finally, higher costs of capital as proxied by higher   also predict lower aggregate investment.
The Bernanke and Gertler (1989) model also implies that credit constraints bind in during periods of low economic growth. Therefore   0 s forecasting ability should be higher during such times. We test this hypothesis using a dummy variable, LowGDP. LowGDP is one if the prior quarter's (quarter  when predicting returns for quarter  + 1) GDP growth is below its time-series median and zero otherwise. We include LowGDP, as well as an interaction of LowGDP with   as predictive variables to forecast the four independent variables we consider in this paper. We find that the interaction is of the expected sign for all four variables; and is statistically significant for three of the four, and marginally insignificant for the remaining one. In particular, the coefficient for predicting market returns on   is 0.264 (t-value 1.26) and that on the interaction of   with LowGDP is 1.113 (t-value 2.99). That is in periods of low GDP growth, the impact of a change in   on future market returns is 1.377, or more than five times the coefficient on   when GDP growth is above its median. Thus, expected market returns are not sensitive to changes in   in good times, but are sensitive to changes in   in bad times. This asymmetry is predicted by the Bernanke and Gertler (1989) model, since financing constraints bind during downturns in the model.
Similarly, the interaction term is significant in predicting GDP and investment. In regressions predicting five year bond returns, the coefficients on the interaction are large in magnitude relative to the coefficient on   but have a t-statistic of 1.46. Overall, these results strongly support the hypothesis that  's forecasting ability is more pronounced in recessions rather than expansions.
Forecasting other asset returns
In this section, we examine the ability of   to predict returns on bonds and the cross-section of stock returns. Fama and French (1989) and Campbell (1987) argue that discount rate variation related to aggregate business conditions should be visible across assets and therefore variables that predict bond returns, such as the term spread, should also predict stock returns. These tests also allow us to confirm that   predicts discount rate shocks -for example, if the variations in  
were solely due to differences in cash-flow news for small and large firms,   would not predict bond returns.
We first examine the ability of   to predict bond returns. We focus on excess returns of bond indices consisting of bonds with maturity of 90 days, one year, two years, five years and ten years. All returns are in excess of the 30 day risk-free rate. We expect that longer maturity bonds are more sensitive to discount rate shocks, since they have higher durations. Therefore, if   captures discount rate variation, the excess returns of long maturity bonds should have a positive loading on  . Moreover, the loadings on   should increase as the maturity of the bond increases. Table 9 , Panel A shows the results of regressions of monthly bond returns of the different maturities described above on  , along with controls. The controls we include are the lagged returns on the bond being predicted and the term-spread. Panel A shows that   significantly predicts excess returns for bonds with maturity greater than 90 days. Moreover, the coefficients on   increase monotonically as the maturity of the bonds increases.
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Panel B examines regressions predicting quarterly non-overlapping returns of 25 size and book-tomarket sorted portfolios. There are two reasons to examine whether   forecasts these portfolios and the sensitivity of these portfolios to  . First, in the Bernanke and Gertler (1989) model, credit constraints impact investment through the value of collateral. Bernanke and Gertler (1989) note that firms with a high fraction of assets that are difficult to collateralize, such as human capital, will find it harder to access external capital during downturns. This suggests that small growth firms whose market valuations are driven more by future growth opportunities, will be more sensitive to changes in  , as compared to large value firms that have a greater fractions of assets in place.
Second, Campbell and Vuolteenaho (2004) and Lettau and Wachter (2007) show that since growth stocks have longer duration cash flows than value stocks, their returns are more sensitive to discount rate shocks. Table 9 , Panel B shows that   coefficients increase within each size quintile, as we move from value to growth. Similarly, coefficients on   increase as we move from large to small, within each book-to-market quintile. The difference in coefficients on   between the largest and smallest quintiles, within each book-to-market quintile, is always negative; three of the five differences are statistically significant. Similarly, the difference between the coefficients on   for the most value and the most growth quintile, within each size quintile, is also always negative;
four of the five differences are statistically significant. Thus, as expected, small growth stocks are most sensitive to changes in  . Note that since large stocks are less volatile than small stocks, the  2 in regressions predicting returns of the largest growth portfolio is amongst the highest of the 25 size and book-to-market sorted portfolios at almost 4%. This fact underlines  's economic relevance:  's success in predicting value-weighted market returns stems from its ability to predict the largest stocks in the economy.
Panel C examines whether   is able to predict  and SMB, the Fama-French factors that reflect size and value premiums. We predict quarterly arithmetic returns on  and  using   and controlling for lagged quarterly returns on the respective factor. We find that the coefficient on   is statistically significant in predicting both  and HML. Consistent with the results on the size and book-to-market portfolios, an increase in   is positively correlated with next quarter's  and negatively correlated with next quarter's  returns. This is consistent with the result in Campbell and Vuolteenaho (2004) that growth stocks have higher betas to discount rate news. Campbell and Vuolteenaho (2004) explain the positive risk premium to  by noting that value stocks have higher betas to cash-flow news, and the permanent cash-flow news component carries a higher risk premium than the transitory discount rate news component.
Conclusion
We show that the relative valuation of small and large firms is a real-time indicator of aggregate economic conditions. Large firms are able to withstand recessions better than small firms, and their valuations reduce by less during such times. This is consistent with the implications of the Bernanke and Gertler (1989) model, which implies that following adverse economic shocks, the decline in value of small firm balance-sheets makes it harder for small firms to access external finance. We show that the relative valuation of small and large firms predicts market returns, bond returns,  growth, investment growth,  and .
In some ways, this paper returns to the roots of the market predictability literature. Fama and French (1989) argue that time-variation in discount rates is related to changes in aggregate business conditions. These time-varying discount rates apply to both stock and bond markets, and therefore simple variables such as term and default spreads should predict both stock and bond returns. Subsequent research has proposed additional tests to ensure that the predictability is real.
Similar to early research, we find that a single variable related to aggregate business conditions predicts both stock and bond returns as well as GDP and investment growth. We take the recent critiques of market predictability seriously and apply the proposed new tests, including focussing on (quarterly) non-overlapping returns, correcting for the Stambaugh bias, and testing whether predictability survives out-of-sample.
 's out-of-sample performance in forecasting aggregate stock returns is impressive. We find that all the usual predictors of quarterly aggregate stock market returns have negative out-ofsample  2 s, while   is the only predictor that has positive out-of-sample  2 . In fact,  's out-of-sample  2 is not only positive but is also economically highly significant. We also show that consistent with our motivation,   predicts aggregate investment growth and returns on bonds and size and book-to-market sorted portfolios. These tests confirm that  's forecasting ability is real and not the result of data-mining. We also show that  's predictive ability is not due to information contained in traditional variables, such as  and net payout. Thus,   is likely to be a useful and novel instrument in tests of conditional asset pricing models.
Our results are consistent with the hypothesis that expected returns vary with business cycles.
McLean and Pontiff (2012) find that predictable patterns in the cross-section of stocks diminish once they are in the public domain, consistent with the possibility that these patterns are not due to compensation for risk, and that arbitrageurs act against mispricing once they are aware of it.
Consequently, it is possible that the only test that can reveal whether the predictability that we document is due to time-variation in discount rates related to business cycles, is the test of time.
However,   forecasts bond returns, GDP growth, aggregate investment growth as well as market returns and is grounded in business cycle research. Hence, we think that it is likely that  's forecasting power is due to risk.
Appendix A -Decomposing  
In this appendix we show that    ∆ can be decomposed in two components. One component is the difference in ex-dividend returns of the portfolio with  stocks and of the market portfolio.
The second component is the difference in capital raised by the  largest firms in  − ∆ and the capital raised by the rest of the market. To see this note that:
Where   is equal to sum of the market capitalization at time  of the  largest firms in the market portfolio at time  − ∆ and   is the sum of the market capitalization at time  of all the firms in the market portfolio.    ∆ can be rewritten as:
Note that 
Substituting this expression for   in the equation above, we get:
(ln
The term within the first parentheses of the equation above is the difference between the exdividend return of the portfolio of large stocks and of the market portfolio. The term within the second parentheses is the difference between the growth due to share issuance of the portfolio of large stocks and of the market portfolio. Call   ∆ = ln
We implement this decomposition in the data using returns excluding dividends from CRSP,
We first compute the value of capital at time , that existed at time  − 12,    as:
where  =  or  We compute    from   ∆ and   ∆  We compute net new capital as:
where  =  or  We compute    from    and   as described above. The dependent variables are: (1) Quarterly arithmetic excess returns of the CRSP value-weighted index over the monthly risk-free rate, (2) Monthly excess returns of a 5-year Treasury bond portfolio over the risk-free rate, (3) Quarterly real GDP Growth (GDPG), (4) Quarterly real Private Fixed Investment Growth (PFIG). All regressions have non-overlapping dependent variables. The predictor variables include interest rate variables, DS and TS (default and term spreads); valuation ratios, DP, CAPE, BM, CRSPNPY (dividend to price, cyclically adjusted price to earnings, book-to-market of the DJIA, and log net payout of all CRSP stocks); as well as macro variables, CAY and IK (consumption-wealth ratio and investment-to-capital ratio). These are described in greater detail in Table 1 . All standard errors are Newey-West (with 3 lags). The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. This table presents results of out-of-sample predictions of a set of dependent variables using a set of predictor variables. The dependent variables include: (1) Quarterly arithmetic excess returns of the CRSP value-weighted index over the monthly risk-free rate, (2) Monthly excess returns of a 5-year Treasury bond portfolio over the risk-free rate (3) Quarterly real GDP Growth (GDPG), (4) Quarterly real Private Fixed Investment Growth (PFIG). The predictor variables include interest rate variables, DS and TS (default and term spreads); valuation ratios, DP, CAPE, BM, CRSPNPY (dividend to price, cyclically adjusted price to earnings, book-to-market of the DJIA, and log net payout of all CRSP stocks); as well as macro variables, CAY and IK (consumptionwealth ratio and investment-to-capital ratio). These are described in greater detail in Table 1 .We report out-of-sample R 2 s from expanding window estimations, with the start date for the evaluation period beginning in 1975:1. Statistical significance is assessed based on MSE-F tests (McCracken (2007) ) of equal predictive ability between using the historical mean market excess return and the predictor variable. The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. -samples, 1927:1-1955:2, 1955:3-1983:3, 1983:4-2011:4 . All regressions in Panel B are with non-overlapping returns and Stambaugh bias-corrected standard errors. Panel C displays results for both GVD 250 and GVD 500 for three different predictions horizons, monthly, quarterly (for GVD 500 only, GVD 250 shown in Panel A), and annual (with quarterly overlap) with Newey-West (5 lags) standard errors to correct for the overlap. Panel D displays the results of additional robustness tests. 'NEWEX dum' controls for the creation of the NASDAQ and the AMEX by including a dummy variable NEWEX equal to one in the first year of each of these exchanges, zero otherwise. 'Ex-NEWEX' excludes the two years where NEWEX equals one. 'Ex-Internet' ends the sample in 1996, to exclude the internet period, and 'Ex-1970s' excludes the 1970s, in order to exclude the oil shocks. 'FF' controls for annual returns of the market, HML, and SMB over the past year. 'Skip' skips a quarter between measuring GVD and forecasting market returns. The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. T-statistics are in parentheses. This table presents results for regressions that predict quarterly non-overlapping excess returns of the CRSP value weighted stock index over the three-month risk free rate. The predictor variables include GVD 250 and its two components, GVD OLD and GVD NEW . GVD OLD is the difference in returns (excluding dividends) between of the top 250 firms and the market over the last year, while GVD NEW is the difference in net new equity capital issuance between the top 250 firms and the market over the past year. All standard errors are Newey-West (with 3 lags). The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. T-statistics are in parentheses. (PFIG) . Panel A presents regressions predicting quarterly growth rates in these two variables using GVD and a set of controls. The controls include lagged values of the dependent variable (LAG.Y), the term and default spreads (TS and DS), and annual returns on the market over the past year. Panel B examines whether the forecasting power of GVD is stronger when GDP growth is low. LowGDP is a dummy equal 1 if this quarter's GDP growth is below its full-sample time-series median. We predict the next quarter's market excess return, GDP growth and real fixed private investment growth using GVD and an interaction between GVD and LowGDP. All standard errors are Newey-West (with 3 lags). The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. T-statistics are in parentheses. This table presents results of predicting returns on bonds, and 25 size and book-to-market sorted portfolios with GVD. In Panel A we predict the next month's excess returns over the risk free rate of bond portfolios with maturities ranging from 90 days to 10 years. Control variables include the lagged returns on the bond being predicted, and the term-spread. In Panel B we predict quarterly excess returns on 25 size and book-to-market sorted portfolios over the risk free rate for the 1926-2011 period. We present coefficients on GVD and R 2 s from these predictive regressions. Panel C presents results of regressions of quarterly non-overlapping returns on the Fama-French factors, HML and SMB on GVD and lagged (quarterly) returns of the respective factor. All standard errors are Newey-West (with 3 lags). The symbols ***, **, and * represent statistical significance at the 1%, 5% and 10% levels, respectively. T-statistics are in parentheses. 1946 1951 1956 1961 1966 1971 1976 1981 1986 1991 2001 2006 This figure assesses the performance of out-of-sample forecasts of the market risk premium (excess returns of the value-weighted CRSP index over the Treasury bill rate) made with GVD 250 relative to a simple benchmark, the historical average equity risk premium. The figure plots the difference in cumulative sum of squared errors (SSEs) between forecasts made with GVD 250 and the historical average equity premium. Both predictions are from expanding window estimation periods, beginning in 1926, with the first estimation window having 20 years of data. Panel A plots differences in SSEs of forecasts of quarterly market excess returns, while Panel B does so for annual market excess returns, with quarterly overlap.
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