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LACK OF NATURAL WEIGHTED ESTIMATES FOR SOME
SINGULAR INTEGRAL OPERATORS
JOSE´ MARI´A MARTELL, CARLOS PE´REZ, AND RODRIGO TRUJILLO-GONZA´LEZ
Abstract. We show that the classical Ho¨rmander condition, or analogously
the Lr-Ho¨rmander condition, for singular integral operators T is not sufficient
to derive Coifman’s inequality [Coi]∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
Mf(x)p w(x) dx,
where 0 < p <∞, M is the Hardy-Littlewood maximal operator, w is any A∞
weight and C is a constant depending upon p and the A∞ constant of w. This
estimate is well known to hold when T is a Caldero´n-Zygmund operator.
As a consequence we deduce that the following estimate does not hold∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
Mf(x)pMw(x) dx,
where 0 < p ≤ 1 and where w is an arbitrary weight. However, by a re-
cent result due to A. Lerner [Ler] this inequality is satisfied whenever T is a
Caldero´n-Zygmund operator.
One of the main ingredients of the proof is a very general extrapolation
theorem for A∞ weights from [CMP].
To appear in Trans. Amer. Math. Soc.
1. Introduction
There is a principle in the classical Caldero´n-Zygmund theory which roughly
states that any singular integral operator is controlled by a suitable maximal op-
erator. The model example is provided by the Caldero´n-Zygmund singular inte-
gral operators which, as it is well known, are controlled by the Hardy-Littlewood
maximal function M . An explicit way of expressing this principle is by means of
the following estimate due to Coifman [Coi] (see also [Ste, p. 205]): let T be any
Caldero´n-Zygmund operator and let 0 < p < ∞, then there exists a constant C
such that for any w ∈ A∞,
(C)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
Mf(x)p w(x) dx,
for every f such that the left-hand side is finite. We refer to [Duo] or [Chr] for the
precise definitions.
These type of inequalities encode a good amount of information about the be-
havior of such operators. For instance, when p > 1 and w ∈ Ap, we can ap-
ply Muckenhoupt’s theorem (see [Duo]) to obtain that T is bounded on Lp(w).
Also, estimate (C) combined with some sharp two weight norm inequalities for the
Hardy-Littlewood maximal function from [Pe2], yields the following sharp weighted
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inequality for T and p > 1:∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
|f(x)|pM [p]+1w(x) dx,
where no assumption is assumed on w. This was shown in [Pe1] generalizing some
partial result (by different method) due to M. Wilson in [Wil]. As a consequence
one can show that for any  > 0 (see [Pe1])
w({x ∈ Rn : |Tf(x)| > λ}) ≤ C
λ
∫
Rn
|f |M
L(logL)
(w) dx,
where, again, no assumption is assumed on w.
As it is well known, estimate (C) is proved by means of a good-λ inequality
(or relative distributional inequality) between T and M . However, by very recent
results it is possible to avoid this classical technique. Indeed, there is an interesting
estimate due to A. Lerner [Ler] which establishes
(1)
∫
Rn
Tf(x)w(x) dx ≤ C
∫
Rn
Mf(x)Mw(x) dx,
for any Caldero´n-Zygmund operator T and any arbitrary weight w, here it is only
assumed that w is an a.e. non-negative locally integrable function. Lerner’s inequal-
ity is proved by means of the so called local sharp maximal operator and without
the good-λ method. The local sharp maximal operator is an interesting opera-
tor introduced in [S] by J.-O. Stro¨mberg motivated by the work of F. John in [J].
Pushing the techniques in [Ler] one can get the same estimate (1) with exponents
0 < p ≤ 1. Taking in particular w ∈ A1, which means Mw(x) ≤ C w(x) for a.e.
x ∈ Rn, we obtain∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
Mf(x)p w(x)dx,
for any 0 < p ≤ 1 and for all w ∈ A1. This estimate plus an extrapolation
result in [CMP], see Theorem 4.1 estimate (c) below, provide (C). We would like
to emphasize that this way, that combines the ideas of [Ler] and [CMP], yields a
new proof of Coifman’s estimate with no use of the good-λ technique.
2. Known Results
We recall the definitions of the Ap classes of weights of Muckenhoupt, for more
details the reader is referred to [Duo] or [GR]. A weight w belongs to the class Ap,
1 < p <∞, if there is a constant C such that(
1
|Q|
∫
Q
w(y) dy
)(
1
|Q|
∫
Q
w(y)1−p
′
dy
)p−1
≤ C
for each cube Q (with sides parallel to the coordinate axes in the sequel). A weight
w belongs to the class A1 if there is a constant C such that
1
|Q|
∫
Q
w(y) dy ≤ C w(x), for a.e. x ∈ Q.
Equivalently w ∈ A1 if and only if
Mw(x) ≤ C w(x), for a.e. x ∈ Rn.
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These classes are increasing and therefore is natural to define the A∞ class of
weights as follows
A∞ =
⋃
p>1
Ap,
which, by Muckenhoupt’s characterization, turns out to be equivalent to
w(E)
w(Q)
≤ c
( |E|
|Q|
)ρ
,
for some c and ρ and independent of Q and E ⊂ Q.
Throughout this paper T will denote a singular integral operator of convolution
type, that is,
Tf(x) = p.v.
∫
Rn
K(x− y) f(y) dy
with kernelK having bounded Fourier transform K̂ ∈ L∞(Rn) so that T is bounded
on L2(Rn).
The key condition in the proof of (C) is that the kernel satisfies the classical
Lipschitz condition: there are positive numbers α, c such that whenever |x| > c |y|
(2) |K(x− y)−K(x)| ≤ C |y|
α
|x|α+n .
The purpose of this paper is to show that, however, there is no analogue of (C)
when we relax (2) by the more general Ho¨rmander condition:
(3) sup
y∈Rn
∫
|x|>c |y|
|K(x− y)−K(x)| dx <∞.
We even prove that in (C), M cannot be replaced by the pointwise bigger max-
imal operator Mt, t ≥ 1, where Mtf(x) = (M(|f |t)(x))1/t. In fact, we will see that
(C) does not hold for certain intermediate conditions between (2) and (3). To be
precise we consider a variant of the Ho¨rmander condition (3).
Definition 2.1. Let 1 ≤ r ≤ ∞, we say that the kernel K verifies the Lr-
Ho¨rmander condition, if there are positive numbers c and Cr such that for any
y ∈ Rn and R > c |y|
∞∑
m=1
(2mR)
n
r′
(∫
2m R<|x|≤2m+1 R
|K(x− y)−K(x)|r dx
) 1
r ≤ Cr
in the case r <∞, and
∞∑
m=1
(2mR)n sup
2m R<|x|≤2m+1 R
|K(x− y)−K(x)| ≤ C∞
when r =∞. We will write Hr for the class of kernels satisfying the Lr-Ho¨rmander
condition.
This definition is implicit in the work of D. Kurtz and R. Wheeden [KW], where
it is shown that the classical Dini condition for K implies that K ∈ Hr (cf. [KW,
p. 359]). Later on, these classes Hr were considered in [RRT] and [Wat]. In
fact, in this last paper the Lr-Ho¨rmander condition plays an essential role when
studying rough singular integral operators. Namely, for such an operator T , one
can write T =
∑
Tj where the kernel of Tj satisfies the Lr-Ho¨rmander condition
with constant growing linearly in j.
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Observe that in the case r = 1, H1 is just the class of kernels verifying the
classical Ho¨rmander condition (3). It is clear that the Lr-Ho¨rmander condition
becomes stronger, as r increases, namely,
H∗∞ ( H∞ ( Hr ( H1,
where we denote by H∗∞ the class of kernels satisfying the classical Lipschitz con-
dition (2). Thus, the operator T with kernel K ∈ Hr, r ≥ 1, is of weak type (1, 1)
and bounded on Lp(Rn), 1 < p <∞ (see for example [Duo] or [GR]).
For these classes of operators some weighted estimates in the spirit of (C) are
known.
Theorem 2.2. Let T be a singular integral operator with kernel satisfying the Lr–
Ho¨rmander condition, then:
(i) If 1 < r <∞ we have
(4)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
(Mr′f(x))p w(x) dx
for 0 < p < ∞ and w ∈ A∞, whenever the left-hand side is finite. Fur-
thermore, T is bounded on Lp(w), if w ∈ Ap/r′ for r′ ≤ p < ∞, or if
w1−p
′ ∈ Ap′/r′ for 1 < p ≤ r, or if wr′ ∈ Ap for 1 < p <∞.
(ii) If r =∞ we have
(5)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
(Mf(x))p w(x) dx.
for 0 < p < ∞ and w ∈ A∞, whenever the left-hand side is finite. As a
consequence, T is bounded on Lp(w), if w ∈ Ap for 1 < p <∞.
The proof of (i) is based on the pointwise estimate
M ](Tf)(x) ≤ crMr′f(x)
and can be found in [RRT] (see also [Wat]). Recall that the Fefferman-Stein sharp
maximal function is defined as
M ]f(x) = sup
Q3x
1
|Q|
∫
Q
|f(y)− fQ| dy
where fQ stands for the average of f over Q. As a consequence, T is bounded
on Lp(w), if w ∈ Ap/r′ for r′ < p < ∞, or if w1−p′ ∈ Ap′/r′ for 1 < p < r, or if
wr
′ ∈ Ap for 1 < p <∞. The case p = r′ is not so immediate but it can be achieved
by interpolation with change of measure and by the reverse Ho¨lder property (see
[RRT] for more details).
The proof of (ii), that corresponds to r =∞, arises from the pointwise estimate
M ]δ (Tf)(x) ≤ cδMf(x)
for any 0 < δ < 1 where M ]δg(x) = (M
](|g|δ)(x))1/δ. To get this inequality one
should follow the same ideas, for details of this technique we refer the reader to
[AP] and [PT]. Note that in this way we have recovered (C) for a bigger class of
operators since, as we already mentioned, H∗∞ ( H∞. An explicit example can be
easily adapted from Lemma 6.1 by taking K = χ
B1(0)
∈ H∞ but it is not in H∗∞.
The previous results drive us to the following questions:
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• Is it possible to get similar estimates for r = 1? That is, what is the
substitute, if any, of Mr′ in (4) when K ∈ H1?
• For 1 < r <∞, can we replaceMr′ in (4) by the pointwise smaller operator
Mt with 1 ≤ t < r′?
• Is the operator T bounded on Lp(w) for every 1 < p < ∞ and for every
w ∈ Ap or, even more, for w ∈ A1?
In this paper we show that the answer to each of the above questions is negative.
3. Main Results
The following theorem shows that (4) and the estimateM ](Tf)(x) ≤ crMr′f(x)
are sharp.
Theorem 3.1. Let 1 ≤ r < ∞ and 1 ≤ t < r′. There exists a singular integral
operator T with kernel in Hr for which the following estimate does not hold :
(6)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
(Mtf(x))p w(x) dx,
for any f such that the left-hand side is finite where 0 < p <∞, w ∈ A∞ and C is
a constant depending upon p and the A∞ constant of w. Similarly, the inequality
(6) does not hold when the strong Lp(w) norms are replaced by the weak Lp,∞(w)
norms in both sides, namely,
(7) ‖Tf‖Lp,∞(w) ≤ C ‖Mtf‖Lp,∞(w).
As a consequence we deduce that the following estimate also fails
(8)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
(Mtf(x))pMw(x) dx,
where 0 < p ≤ 1 and where w is an arbitrary weight.
We pay special attention to the case r = 1 corresponding to the classical Ho¨rman-
der condition for which the theorem shows that there is no estimate similar to the
model case (C) as mentioned in the abstract.
Inequality (8) should be compared with the result due to Lerner which states
that this inequality holds with t = 1 whenever the kernel is in H∗∞, see [Ler] for
more details.
The proof of Theorem 3.1 will follow from the following theorem for power
weights and an appropriate extrapolation type result from [CMP] (see Theorem
4.1 below). The idea will be that if we disprove such an estimate for one fixed
exponent 0 < p0 < ∞ then the same inequalities are false for the whole range of
p’s.
Theorem 3.2. Let 1 ≤ r < ∞, 1 ≤ p < r′ and −n < α < −np/r′. There exists
a singular integral operator T with kernel in Hr for which the following estimate
does not hold :
(9) ‖Tf‖Lp,∞(wα) ≤ C ‖f‖Lp(wα),
where wα(x) = |x|α.
This negative result should be compared with the following positive result: let
r, p be as in the theorem and let −np/r′ < α ≤ 0, then the following estimate holds
(10) ‖Tf‖Lp(w) ≤ C ‖f‖Lp(w),
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where w(x) = |x|α. This arises essentially from the results by Watson [Wat] using
interpolation with change of measures.
Remark 3.3. We observe that in Theorem 3.1 the estimates do not hold even for
the smaller class of weights A1. This follows from the proof.
Corollary 3.4. Let 1 ≤ r < ∞. There exists a singular integral operator T with
kernel in Hr for which the following estimate does not hold :
(11)
∫
Rn
|Tf(x)|p w(x) dx ≤ C
∫
Rn
|f(x)|p w(x) dx
where, either 1 < p < r′, w ∈ A1; or 1 < p <∞, w ∈ Ap.
Proof. The first statement is clear since the weights in Theorem 3.2 are in the class
A1. For the second we use the extrapolation theorem of Rubio de Francia (see
[Duo, p. 141]): if for some 1 < p0 <∞, (11) holds for every w ∈ Ap0 , it is also true
for any 1 < p <∞ and for any w ∈ Ap, contradicting as well Theorem 3.2. 
We want to point out that in this result the range of exponents 1 < p < r′ is
sharp, since for r′ ≤ p <∞ and w ∈ A1 ⊂ Ap/r′ , the inequality (11) holds (see (4)
above). Note that when r = 1 no weighted estimate holds for T .
Remark 3.5. In case of kernels satisfying the classical Ho¨rmander condition (3),
some counterexamples of weighted norm estimates for singular integral operators
are given in [Hof]. In this paper, the author shows how (3) is not sufficient to derive
strong and weak type estimates for power weights.
It should be also mentioned that in the work [MW] there are positive and nega-
tive results for weighted norm estimates for singular integral operators with rough
kernels, namely with kernels satisfying no smoothness condition.
Remark 3.6. Condition (2) has been also used to prove the weak type (1, 1) for the
supremum of the truncated integrals of Caldero´n-Zygmund operators. Although (3)
is not sufficient for the weighted norm estimates, for the problem of the supremum
of the truncated integrals is, since in [Gra] it is shown that (3) guarantees that
boundedness.
4. Extrapolation Results
One of the main ingredients of the proof of Theorem 3.1 uses in a very strong way
some extrapolation type results which can be found in [CMP]. As a consequence
we will see that to prove Theorem 3.1, it suffices to show that either (6) or the
corresponding weak type–weak type do not hold for just one exponent p0.
In what follows G and S are two operators defined on some class of smooth
functions S such that Gf ≥ 0, Sf ≥ 0 for f ∈ S. When we write an estimate like
(12) ‖Gf‖Lp(w) ≤ C ‖Sf‖Lp(w),
we understand that it holds for any f ∈ S such that the left hand side is finite and
that C depends only upon the A∞ constant of w and p.
Theorem 4.1 ([CMP]). Let G, S be as above. Consider the following estimates:
(a) ‖Gf‖Lp0 (w) ≤ C ‖Sf‖Lp0 (w), for some 0 < p0 <∞ and all w ∈ A∞.
(b) ‖Gf‖Lp(w) ≤ C ‖Sf‖Lp(w), for all 0 < p <∞ and all w ∈ A∞.
(c) ‖Gf‖Lp(w) ≤ C ‖Sf‖Lp(w), for all 0 < p < p0, for some p0, and all w ∈ A1.
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(d) ‖Gf‖Lp0,∞(w) ≤ C ‖Sf‖Lp0,∞(w), for some 0 < p0 <∞ and all w ∈ A∞.
(e) ‖Gf‖Lp,∞(w) ≤ C ‖Sf‖Lp,∞(w), for all 0 < p <∞ and all w ∈ A∞.
Then,
(a)⇐⇒ (b)⇐⇒ (c) =⇒ (e) and (d)⇐⇒ (e).
We will present here a sketch of the proof of Theorem 4.1 for the sake of com-
pleteness. The reader is referred to the original source [CMP] for more details and
for a great deal of applications.
Proof of Theorem 4.1. We are going to show that
(a) =⇒ (c) =⇒ (b)
and, since (b) obviously implies (a), we see that (a), (b) and (c) are equivalent.
(a) =⇒ (c) We will use the Rubio de Francia’s algorithm (see [Duo]). We can
assume that the left-hand side is positive and that the right-hand side is finite.
Let s = p0p > 1. Since w ∈ A1 ⊂ As′ we have that M is a continuous operator
on Ls
′
(w). We denote the norm of M as a bounded operator on this space by
‖M‖Ls′ (w). For 0 ≤ h ∈ Ls
′
(w), we consider
Rh =
∞∑
k=0
Mkh
2k ‖M‖k
Ls′ (w)
,
where Mk is the operator M iterated k times for k ≥ 1 and for k = 0 is just the
identity. From the definition of R it is immediate that:
(i) h(x) ≤ Rh(x).
(ii) ‖Rh‖Ls′ (w) ≤ 2 ‖h‖Ls′ (w).
(iii) M(Rh)(x) ≤ 2 ‖M‖Ls′ (w)Rh(x), and thus Rh ∈ A1 with constant inde-
pendent of h.
Now we take
V f = R
((
Gf
‖Gf‖Lp(w)
) p
s′
+
(
Sf
‖Sf‖Lp(w)
) p
s′
)
∈ Ls′(w).
Ho¨lder’s inequality leads to obtain∫
Rn
Gf(x)p w(x) dx
≤
(∫
Rn
Gf(x)p0 V f(x)−s w(x) dx
) 1
s
(∫
Rn
V f(x)s
′
w(x) dx
) 1
s′
= I · II.
For the first term, note that the factorization theorem for weights allows us to get
w (V f)−s = w (V f)1−(1+s) ∈ A1+s ⊂ A∞ since w, V f ∈ A1 (by (iii)) and 1+s > 1.
It is easy to check that we can apply (a) since I is finite. Note that (i) implies(
Sf(x)
‖Sf‖Lp(w)
) p
s′
≤ V f(x).
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Then, we can use this expression combined with (a) to get
I ≤ C
(∫
Rn
Sf(x)p0 V f(x)−s w(x) dx
) 1
s ≤ C
∫
Rn
Sf(x)p w(x) dx.
For the second term we use (ii) to show that II ≤ 4.
(c) =⇒ (b) Let us fix 0 < p < ∞ and w ∈ A∞. Let us remind that the Mucken-
houpt classes are increasing, that is, Ap1 ⊂ Ap2 for 1 ≤ p1 ≤ p2. Then, there exists
0 < q < min{p, p0} such that w ∈ Ar for r = pq > 1. For 0 ≤ h ∈ Lr
′
(w1−r
′
), we
use Rubio de Francia’s algorithm in the following way:
(13) Rh(x) =
∞∑
k=0
Mkh(x)
2k ‖M‖k
Lr′ (w1−r′ )
,
where ‖M‖Lr′ (w1−r′ ) denotes the norm of M as a bounded operator on Lr
′
(w1−r
′
)
which is finite since w1−r
′ ∈ Ar′ . Again, we have
(i) h(x) ≤ Rh(x).
(ii) ‖Rh‖Lr′ (w1−r′ ) ≤ 2 ‖h‖Lr′ (w1−r′ ).
(iii) M(Rh)(x) ≤ 2 ‖M‖Lr′ (w1−r′ )Rh(x), and thus Rh ∈ A1 with constant
independent of h.
On the other hand,
‖Gf‖qLp(w) = ‖(Gf)q‖Lr(w) = sup
h
∫
Rn
Gf(x)q h(x)w(x) dx,
where the supremum is taken over all functions 0 ≤ h ∈ Lr′(w) with ‖h‖Lr′ (w) = 1.
Take such a function h. Then hw ∈ Lr′(w1−r′) and
‖hw‖Lr′ (w1−r′ ) = ‖h‖Lr′ (w) = 1.
By using (b) (0 < q < p0) with the weight R(hw) ∈ A1 and (i) we obtain∫
Rn
Gf(x)q h(x)w(x) dx ≤
∫
Rn
Gf(x)qR(hw)(x) dx ≤ C
∫
Rn
Sf(x)qR(hw)(x) dx,
provided the middle term is finite. By (ii) and Ho¨lder’s inequality we get∫
Rn
Gf(x)qR(hw)(x) dx ≤ ‖Gf‖qLp(w) ‖R(hw)‖Lr′ (w1−r′ ) ≤ 2 ‖Gf‖qLp(w) <∞.
The previous computations also hold for Sf and it follows that∫
Rn
Gf(x)q h(x)w(x) dx ≤ C
∫
Rn
Sf(x)qR(hw)(x) dx ≤ C ‖Sf‖qLp(w),
which leads to the desired estimate.
(c) =⇒ (e) Let us fix 0 < p < ∞ and w ∈ A∞. There exists 0 < q < p such that
w ∈ Ar for r = pq > 1. Then,
‖Gf‖qLp,∞(w) = ‖(Gf)q‖Lr,∞(w) = sup
h
∫
Rn
Gf(x)q h(x)w(x) dx,
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where the supremum is taken over all functions 0 ≤ h ∈ Lr′,1(w) such that
‖h‖Lr′,1(w) = 1. We fix one of these functions h. Next, we consider the weighted
Hardy-Littlewood maximal function Mw defined by
Mwf(x) = sup
Q3x
1
w(Q)
∫
Q
|f(y)|w(y) dy,
where, as usual, the supremum is taken over all cubes, with sides parallel to the
axes, containing x. By a Marcinkiewicz interpolation theorem in the context of the
Lorentz spaces due to Caldero´n (see [BS, p. 225]), Mw is bounded on Lr
′,1(w) with
norm that we denote by ‖Mw‖Lr′,1(w). Now we perform the Rubio de Francia’s
algorithm in the following way:
Rwh(x) =
∞∑
k=0
Mkwh(x)
2k ‖Mw‖kLr′,1(w)
.
Then, we have
(i) h(x) ≤ Rwh(x).
(ii) ‖Rwh‖Lr′,1(w) ≤ 2‖h‖Lr′,1(w) = 2.
(iii) Mw(Rwh)(x) ≤ 2 ‖M‖Lr′,1(w)Rwh(x), and thus Rwh ∈ A1(w) (by this we
mean that Rwh is a A1-weight but with respect to the measure w(x) dx).
Thus, we know that Rwh ∈ A1(w) and it is not difficult to show that Rwhw ∈
Ar ⊂ A∞ (see [CMP]). Besides, the estimate in (c) holds in particular for q and
the A∞-weight Rwhw. Thus,∫
Rn
Gf(x)q h(x)w(x) dx ≤
∫
Rn
Gf(x)qRwh(x)w(x) dx
≤ C
∫
Rn
Sf(x)qRwh(x)w(x) dx
≤ C ‖(Sf)q‖Lr,∞(w) ‖Rwh‖Lr′,1(w)
≤ C ‖Sf‖qLp,∞(w),
provided the second integral is finite, fact that follows as in the previous sequence
of inequalities. Then (e) arises by taking the supremum over all functions h as
above.
The proof of (d) =⇒ (e) uses similar ideas that the reader can find in full detail
in [CMP]. 
5. Proof of Theorem 3.1
In view of the previous extrapolation result if an estimate like (6) holds for some
0 < p0 <∞, then the corresponding weak type–weak type (7) would hold for every
0 < p < ∞. On the other hand note that (8) applied to w ∈ A1 —which means
Mw(x) ≤ w(x) a.e.— corresponds to (c) in the latter result which implies (6).
Besides, since (d)⇐⇒ (e), it suffices to disprove the weak type–weak type for some
0 < p0 < ∞. Let 1 ≤ r < ∞ and let 1 ≤ t < r′. Choose p0 such that t < p0 < r′.
Let us assume that (7) holds for p0 and for all w ∈ A1 ⊂ A∞. Then, we have
‖Tf‖Lp0,∞(w) ≤ C ‖Mtf‖Lp0,∞(w) ≤ C ‖f‖Lp0 (w).
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and T is bounded from Lp0(w) to Lp0,∞(w). In particular this estimate holds for
the A1 power weight w(x) = |x|α, −n < α < −n p0/r′, contradicting Theorem
3.2. 
6. Proof of Theorem 3.2
Let β > 0 and consider the kernel K(x) = k(|x|) where
(14) k(t) = t−
n
r
(
log
e
t
)− 1+βr
χ(0,1)(t).
Note that K ∈ Lr(Rn). Take 0 6= η ∈ Rn far enough from the origin, for instance
|η| = 4. We define the kernel K˜(x) = K(x− η) and the operator T as
(15) Tf(x) = K˜ ∗ f(x) =
∫
Rn
K(x− η − y) f(y) dy.
Observe that K˜ ∈ Lr(Rn)∩L1(Rn) and hence the operator T is bounded on Lq(Rn)
for every 1 ≤ q ≤ ∞. This kernel has the following property which will be proved
later.
Lemma 6.1. The kernel K˜ is in Hr.
Assume that T maps Lp(Rn, |x|α) into Lp,∞(Rn, |x|α) and we will get a contra-
diction. We write w(x) = |x|α. Let us take
0 < ε < −α− n
r′
p and f(x) = |x+ η|−n+εp χB1(−η)(x) ∈ Lp(Rn).
If x ∈ B1(−η) then 3 < |x| < 5 and therefore
sup
λ>0
λw
{
x ∈ Rn : |Tf(x)| > λ} 1p ≤ C (∫
Rn
|f(x)|p |x|α dx
) 1
p
≤ C 3αp
(∫
Rn
|f(x)|p dx
) 1
p
<∞.(16)
We define h as
h(t) = k(t) t
−n+ε
p +n = t
ε
p+
n
r′−np
(
log
e
t
)− 1+βr
χ(0,1)(t).
Note that εp +
n
r′ − np < −αp − np < 0 and hence we can find 0 < t0 < 1 such that
h(t) and k(t) are strictly decreasing for t ∈ (0, t0). So, we write δ0 = 23 t0 and for|x| < δ0 we get
Tf(x) =
∫
|y|<1
K(x− y) |y|−n+εp dy ≥
∫
|y|<|x|/2
K(x− y) |y|−n+εp dy
≥ k
(3 |x|
2
) ∫
|y|<|x|/2
|y|−n+εp dy
where in the last estimate we have used that |x− y| < 3 |x|2 < 3 δ02 = t0 and that k
is decreasing. Then, for |x| < δ0
(17) Tf(x) ≥ C k
(3 |x|
2
)
|x|−n+εp +n = C0 h
(3 |x|
2
)
.
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This estimate, and the fact that h is strictly decreasing on the interval (0, t0), imply
sup
λ>0
λp w
{
x ∈ Rn : |Tf(x)| > λ} ≥ sup
λ>0
λp w
{
|x| < δ0 : C0 h
(3 |x|
2
)
> λ
}
≥ Cp0 sup
λ>h(t0)
λp w
{
|x| < δ0 : h
(3 |x|
2
)
> λ
}
= Cp0 sup
0<t<t0
h(t)p w
{
|x| < 2 t
3
}
= C sup
0<t<t0
tε+α+
n
r′ p
(
log
e
t
)−p 1+βr
= ∞,
since ε was taken such that ε+α+ nr′ p < 0. Observe that this contradicts (16). 
Proof of Lemma 6.1. Since K˜ ∈ L1(Rn) ⊂ H1 we may assume that r > 1. Recall
that K˜(x) = K(x− η) where |η| = 4 and K ∈ Lr(Rn) is supported in the unit ball.
In fact, these are the only hypotheses of this kernel that are going to come up in the
following argument. Take c = 1 and R > |y|. For m ≥ 1 and 2mR < |x| ≤ 2m+1R,
we have 2m−1R < |x− y| < 2m+2R. Then, it is easy to see that
A =
∞∑
m=1
(2mR)
n
r′
(∫
2m R<|x|≤2m+1 R
|K˜(x− y)− K˜(x)|r dx
) 1
r
≤ 2
∞∑
m=1
(2mR)
n
r′
(∫
2m−1 R<|x+η|<2m+2 R
|K(x)|r dx
) 1
r
.
Using that the kernel is compactly supported, we observe that the number of non-
zero terms in the previous summation is finite. Indeed, if R ≥ 5, then for m ≥ 1
and x such that 2m−1R < |x + η| < 2m+2R we have |x| ≥ 1 and every integral
vanishes. On the other hand, we assume that R < 5 and let m0 be the only
nonnegative integer such that 2m0 R ≤ 5 < 2m0+1R. If m ≥ m0 + 2, whenever
2m−1R < |x+ η| < 2m+2R we get |x| > 1 and therefore K(x) = 0. Hence,
A ≤ 2
m0+1∑
m=1
(2mR)
n
r′
(∫
2m−1 R<|x+η|<2m+2 R
|K(x)|r dx
) 1
r
≤ 2 ‖K‖Lr(Rn)
m0+1∑
m=1
(2mR)
n
r′ ≈ ‖K‖Lr(Rn) (2m0 R) nr′ ≈ ‖K‖Lr(Rn) .

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