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We formulate the error and disturbance in quantum measurement by invoking quantum estimation
theory. The disturbance formulated here characterizes the non-unitary state change caused by the
measurement. We prove that the product of the error and disturbance is bounded from below by
the commutator of the observables. We also find the attainable bound of the product.
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I. INTRODUCTION
Heisenberg discussed a thought experiment about the
position measurement of a particle by the γ-ray micro-
scope and found the trade-off relation between the error
ε(xˆ) in the position measurement and the disturbance
η(pˆ) to the momentum caused by the measurement pro-
cess η(pˆ) [1]:
ε(xˆ)η(pˆ) & ~. (1)
This inequality epitomizes the complementarity of quan-
tum measurements: we cannot perform the measure-
ment of an observable without causing disturbance to
its canonically conjugate observable. At the inception
of quantum mechanics, the Kennard-Robertson inequal-
ity [2, 3]
∆X∆Y ≥ 1
2
|〈[Xˆ, Xˆ]〉| (2)
was erroneously interpreted as the mathematical formu-
lation of the trade-off relation of error and disturbance
in quantum measurement, where 〈Xˆ〉 := Tr[ρˆXˆ] is the
expectation value of Xˆ over the quantum state ρˆ, the
square bracket denotes the commutator, and (∆X)2 :=
〈Xˆ2〉 − 〈Xˆ〉2. However, ∆X does not depend on the
measurement process. Thus, the Kennard-Robertson in-
equality reflects the inherent nature of a quantum system
alone, and does not concern any trade-off relation of the
error and disturbance in the measurement process.
By performing the measurement we obtain some pieces
of the information about the quantum state. How-
ever, the measurement process causes a non-unitary
state change and decreases the information on the post-
measurement state. Since the information is conserved
under the unitary process, it can characterize the non-
unitary effects of the measurement process. Therefore,
it is expected that there exist the trade-off relations be-
tween the information obtained by the measurement and
the information on the post-measurement state.
Ozawa [4] discussed the measurement processes and
defined the error and disturbance, and derive a trade-
off relation. According to his trade-off relation, it is
possible to construct the measurement scheme such that
the product of the error and disturbance vanishes. How-
ever, this does not mean that we can obtain information
about the observable without dicreasing the information
about the canonically conjugate observable on the post-
measurement state, since his definitions of the error and
disturbance per se do not always give quantitative infor-
mation concerning observables.
In this paper, we formulate the complementarity of
quantum measurements in terms of the information.
Among several types of information contents in quantum
theory, we use the Fisher information which gives preci-
sion of the estimated value calculated from the measure-
ment outcomes. Because the measurement is performed
to know the expectation value of an observable Xˆ1, it
is natural that the error is measured by the precision
of the estimated value of 〈Xˆ1〉. The non-unitary state
change caused by the measurement process hinders us
from estimating the expectation value of the conjugate
observable. Thus the disturbance is characterized by the
Fisher information corresponding to the estimation from
the outcome of the sequential measurement,
This paper is organized as follows. In Sec. II, we de-
fine the measurement error and disturbance by invoking
quantum estimation theory. In Sec. III, we derive trade-
off relations between the measurement error and distur-
bance. In Sec. IV, we summarize the main results of this
paper and discuss some outstanding issues.
II. ERROR AND DISTURBANCE IN
QUANTUM MEASUREMENT
A. Measurement Error
Suppose we have n independent and identically dis-
tributed (i.i.d.) unknown quantum states ρˆ on d-
dimensional Hilbert spaces. To know the expectation
value 〈Xˆ〉 := Tr[ρˆXˆ] of an observable Xˆ, suppose that
we perform the same measurement described by meaus-
rement operators M = {Mˆi,a} [5], where the first index
i denotes the measurement outcome. The probability
distribution of the measurement outcomes and the post-
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2measurement state ρˆ′ are given by
pi = Tr
[
ρˆ
∑
a
Mˆ†i,aMˆi,a
]
= Tr[ρˆEˆi], (3)
ρˆ′ =
∑
i,a
Mˆi,aρˆMˆ
†
i,a, (4)
where E = {Eˆi} is the positive operator-valued measure
(POVM) corresponding to M . If the measurement is the
projection measurement, then the estimated value of 〈Xˆ〉
is calculated by
Xest =
∑
i
αi
ni
n
, (5)
where αi are the eigenvalues of Xˆ, and ni is the number
of times that the outcome i is obtained (n =
∑
i ni).
In general, the measurement error affects the outcomes,
and thus the estimation of 〈Xˆ〉 is nontrivial. A reasonable
requirement to the estimators is the so-called consistency
that for all quantum states ρˆ and an arbitrary δ > 0 the
estimated value asymptotically converges to 〈Xˆ〉:
lim
n→∞Prob(|X
est − 〈Xˆ〉| < δ) = 1. (6)
An example of the consistent estimator is the maximum
likelihood estimator. Since the estimated value is calcu-
lated from the measurement outcomes, the estimator of
〈Xˆ〉 is a function of {ni}: Xest = Xest({ni}). The ex-
pectation value and variance of the estimator Xest are
calculated to be
E[Xest] :=
∑
{ni}
p({ni})Xest({ni}), (7)
Var[Xest] := E[(Xest)2]− E[Xest]2, (8)
where the summation in (7) is taken over all sets {ni}
that satisfy ni ≥ 0 and
∑
i ni = n, and p({ni}) is the
probability that each outcome i is obtained ni times:
p({ni}) = n!
∏
i
pnii
ni!
(9)
From (6), the average of the estimator satisfies
lim
n→∞E[X
est] = 〈Xˆ〉. (10)
The variance Var[Xest] is caused by three different kinds
of errors: the quantum fluctuations, measurement errors
and estimation errors (see Fig. 1). The estimation error
arises unless we use optimal estimators that minimize
Var[Xest] such asthe maximum likelihood estimator.
The variance Var[Xest] is bounded from below by the
Crame´r-Rao inequality [6]:
lim
n→∞nVar[X
est] ≥ xTJ(M)−1x, (11)
where T denotes the transpose of the vector, J(M) is
the Fisher information matrix
[J(M)]µν :=
∑
i
pi[∂µ log pi][∂ν log pi], (12)
and the column vector x is given by
xµ = ∂µ〈Xˆ〉, (13)
with ∂µ = ∂/∂θµ, and θ = (θ1, . . . , θd2−1) are real param-
eters that characterize ρˆ such that any quantum state can
be uniquely determined by specifing θ. The Fisher infor-
mation matrix may have 0 eigenvalues. The right-hand
side (RHS) of (11) is calculated to be
xTJ(M)−1x =
{
xTJ(M)+x, x ∈ supp[J(M)],
+∞, otherwise,
(14)
where J(M)+ is the Moore-Penrose pseudoinverse of
J(M). The case that the RHS of (11) is infinite means
there exists no consistent estimator of 〈Xˆ〉. It occurs,
for example, by performing the projection measurement
of an observable which does not commute with Xˆ. If
the RHS of the Crame´r-Rao inequality (11) is finite,
there always exist estimators that satisfy the equality
of (11) such as the maximum likelihood estimator. Since
such estimators minimize the variance, they are optimal
to estimate 〈Xˆ〉 from the measurement outcomes, and
limn→∞ nVar[Xest] of the optimal estimators, equivalent
to the RHS of (11), does not caused in the estimation
process. Therefore, the RHS of (11) shows the quantum
fluctuation and measurement error.
The RHS of (11) is independent of the specification of
ρˆ by θ. Thus, we use the following parameterization.
ρˆ = d−1Iˆ + θTλˆ = d−1Iˆ +
∑
µ
θµλˆµ, (15)
where Iˆ is the identity operator, and λˆ = {λˆ1, . . . , λˆd2−1}
is the generators of the Lie algebra su(d). The generator
λˆ satisfy
λˆ†µ = λˆµ, Tr[λˆµ] = 0, Tr[λˆµλˆν ] = δµν . (16)
In terms of this generator, the observable Xˆ, and the
POVM E can be written as
Xˆ = x0Iˆ + x
Tλˆ, (17)
Eˆi = riIˆ + v
T
i λˆ. (18)
The expectation value 〈Xˆ〉 and the probability distribu-
tion can be calculated as
〈Xˆ〉 = x0 + xTθ, (19)
pi = ri + v
T
i θ. (20)
Then, the RHS of (11) can be calculated to be
xTJ(M)−1x = xT
[∑
i
p−1i viv
T
i
]−1
x. (21)
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FIG. 1. (Color online) Measurement process described by measurement operators M to know 〈Xˆ〉. Due to the error in the
measurement, the distribution of the measurement outcomes per se does not always provide the quantitative measurement error.
To retrieve the information contained in the measurement outcomes, it is necessary to estimate 〈Xˆ〉 from the measurement
outcomes. The three types of errors described in the figure contribute to the variance of the estimated value nVar[Xest]. By
subtructing the quantum fluctuation and estimation error from nVar[Xest], the error inherent in the measurement process is
obtained. Since the probability distribution on eigenvalues of Yˆ on the post-measurement state ρˆ′ does not provide quantitative
disturbance caused by the measurement M , it is necessary to consider the sequential measurement and estimation process.
The disturbance is quantified by subtracting the unwanted errors contained in the variance nVar′[Y est].
The Fisher information matrix J(M) varies with vary-
ing M , but it is bounded from above by the quantum
Crame´r-Rao inequality [7]:
J(M) ≤ JQ, (22)
where JQ is the quantum Fisher information, that de-
pend only on quantum state ρˆ. The quantum Fisher
information is a monotone metric on the quantum state
space with the coordinate system θ. Here, by monotone
means that for any quantum operation O the following
inequality is satisfied:
JQ ≥ J ′Q, (23)
where J ′Q is the quantum Fisher information onO(ρˆ). Al-
though the quantum Fisher information is not uniquely
determined, from the monotonicity condition there ex-
ist the minimum and the maximum [8]. The minimum
is the symmetric logarithmic derivative (SLD) Fisher in-
formation JS [9]. The SLD Fisher information is a real
symmetric matrix, whose µν-element is defined as
[JS ]µν :=
1
2
Tr[ρˆ{Lˆµ, Lˆν}], (24)
where the curly brackets { , } denote the anti-
commutator, and Lˆµ is a Hermitian operator called SLD
operator defined as the solution to the following operator
equation:
∂µρˆ =
1
2
{ρˆ, Lˆµ}. (25)
The maximum quantum Fisher information is the right
logarithmic derivative (RLD) Fisher information JR.
The RLD Fisher information is a Hermitian matrix,
whose µν-element is defined as
[JR]µν := Tr[ρˆLˆ
′
νLˆ
′
µ], (26)
4where Lˆ′µ is an operator called RLD operator defined as
the solution to the following operator equation:
∂µρˆ = ρˆLˆ
′
µ. (27)
The inverse of the SLD and RLD Fisher information ma-
trices are calculated to be
[J−1S ]µν = Cs(λˆµ, λˆν) :=
1
2
〈{λˆµ, λˆν}〉 − 〈λˆµ〉〈λˆν〉, (28)
[J−1R ]µν = C(λˆµ, λˆν) := 〈λˆµλˆν〉 − 〈λˆµ〉〈λˆν〉, (29)
where Cs and C are the symmetrized and non-
symmetrized correlation functions. For the observables
Xˆ = x0Iˆ + x
Tλˆ and Yˆ = y0Iˆ + y
Tλˆ,
xTJ−1S x = x
TJ−1R x = (∆X)
2, (30)
xTJ−1S y = Cs(Xˆ, Yˆ ), (31)
xTJ−1R y = C(Xˆ, Yˆ ). (32)
From (22) and (30), the RHS of (11) is bounded from
below as
xTJ(M)−1x ≥ (∆X)2. (33)
The equality is achieved if and only ifM is the projection
measurement of Xˆ, that is the POVM E corresponding
to M satisfies
EˆiEˆi′ = δii′Eˆi, Xˆ =
∑
i
αiEˆi. (34)
Since the left-hand side (LHS) shows the quantum fluctu-
ation and measurement error, and the RHS is the quan-
tum fluctuation, the difference of both sides gives the
measurement error. We define the measurement error as
ε(Xˆ;M) := xTJ(M)−1x− (∆X)2. (35)
From (33), the measurement error ε(Xˆ;M) is non-
negative, and vanishes if and only if M is the projection
measurement of Xˆ.
Since the Fisher information matrix is defined by the
probability distribution of the measurement outcomes,
the measurement error ε(Xˆ;M) is independent of the
post-measurement state. Moreover, if the measurement
processes M and M ′ satisfy
M = {Mˆi,a}, M ′ = {Mˆ ′i,a = Uˆi,aMˆi,a}, (36)
with unitary operators Uˆi,a, the measurement error
ε(Xˆ;M) and ε(Xˆ;M ′) are equivalent.
B. Disturbance
Next, we discuss the disturbance caused by the mea-
surement M . The disturbance cannot be quantified by
the variance of an observable on the post-measurement
state. It is essential to consider another measurement on
the post-measurement state and estimation process. If
the disturbance caused by the measurement M is small,
then we can accurately estimate the expectation value of
another observable Yˆ from the post-measurement state
by performing an appropriate measurement. If the dis-
turbance causes a drastic state change, then it is hard to
estimate 〈Yˆ 〉 from the post-measurement state. Suppose
that we perform the measurement N = {Nˆj,b} on the
post-measurement state ρˆ′. The probability distribution
of the measurement outcomes is given by
qj =
∑
b
Tr[ρˆ′Nˆ†j,bNj,b]. (37)
The estimated value of 〈Yˆ 〉 is calculated from the out-
comes of the measurement N . The average and the vari-
ance of the estimator Y est are
E′[Y est] :=
∑
{nj}
q({nj})Y est({nj}), (38)
Var′[Y est] := E′[(Y est)2]− E′[Y est]2, (39)
where nj is the number of times that the outcome j is
obtained, the summation in (38) is taken over all sets
{nj} that satisfy
∑
j nj = n, and the probability q({nj})
is
q({nj}) = n!
∏
j
q
nj
j
nj !
. (40)
The variance Var′[Y est] is caused by four kinds of errors:
the quantum fluctuation on the original quantum state
ρˆ, the disturbance caused by M , the measurement error
in N , and the estimation error. The error in the sec-
ond measurement N and estimation error vanish if we
perform the optimal measurements and estimations that
minimize Var′[Y est].
From the classical and quantum Crame´r-Rao inequal-
ities, any consistent estimator of 〈Yˆ 〉 satisfies
lim
n→∞nVar
′[Y est] ≥ yTJ ′−1S y, (41)
The RHS implies the quantum fluctuation and distur-
bance caused byM . The SLD Fisher information matrix
may have 0 eigenvalues. The RHS of (41) is defined by
yTJ ′−1S y =
{
yTJ ′+S y y ∈ supp[J ′S ]
+∞ otherwise. (42)
That the RHS of (11) is infinite means that for any mea-
surement there does not exist consistent estimator 〈Yˆ 〉.
Since the SLD Fisher information JS is the monotone
metric, it satisfies J ′S ≤ JS . Thus we obtain
yTJ ′−1S y ≥ yTJ−1S y = (∆Y )2. (43)
5The difference of both sides corresponds to the distur-
bance caused by M . We define the disturbance caused
by M as
η(Yˆ ;M) := yTJ ′−1S y − (∆Y )2. (44)
From the definitions of the SLD Fisher information ma-
trix (24) and the SLD operators (25), the SLD Fihser in-
formation matrix J ′S is invariant under the unitary trans-
formation: ρˆ′ 7→ Uˆ ρˆ′Uˆ†. If the measurement processes
M and M ′ satisfy
M = {Mˆi,a}, M ′ = {Mˆ ′i,a = UˆMˆi,a}, (45)
the disturbances η(Yˆ ;M) and η(Yˆ ;M ′) are equivalent.
Thus, the definition (44) of the disturbance in terms of
the Fisher information can extract the non-unitary effect
in the measurement process.
III. TRADE-OFF BETWEEN MEASUREMENT
ERROR AND DISTURBANCE
A. Inequalities on Error and Disturbance
To derive the trade-off relations between error and dis-
turbance in quantum measurement, we show some in-
equalities satisfied by the error and disturbance.
In Ref [10], it is shown that there exist the measure-
ment Nopt such that
yTJ ′(Nopt)−1y = yTJS(ρˆ′)−1y. (46)
This measurementNopt is the optimal measurement that
retrieves the information about 〈Yˆ 〉 from the disturbed
state ρˆ′. The disturbance η(Yˆ ;M) can be written as
η(Yˆ ;M) = yTJ ′(Nopt)−1y − (∆Y )2. (47)
Performing measurements M = {Mˆi,a} and Nopt =
{Nˆoptj,b } sequencially is equivalent to performing the mea-
surement A = {Aˆij,ab} whose elements are
Aˆij,ab = Nˆ
opt
j,b Mˆi,a. (48)
The probability ri,j that the outcome i and j are obtained
is
ri,j = Tr
ρˆ∑
a,b
Aˆ†ij,abAˆij,ab
. (49)
The probability distributions pi and qj are calculated to
be
pi =
∑
j
ri,j , qj =
∑
i
ri,j . (50)
These imply that the mapping from ri,j to pi and the
mapping to qj are the Markovian mapping. From the
monotonicity of the Fisher information, we obtain
J(M) ≤ J(A), (51)
J ′(Nopt) ≤ J(A), (52)
where J(A) is calculated to be
[J(A)]µν =
∑
i,j
ri,j(∂µ log ri,j)(∂ν log ri,j). (53)
Therefore, the noise and disturbance in the measurement
M satisfy
ε(Xˆ;M) ≥ xTJ(A)−1x− (∆X)2 = ε(Xˆ;A), (54)
η(Yˆ ;M) ≥ yTJ(A)−1y − (∆Y )2 = ε(Yˆ ;A), (55)
where the equalities are simultaneously satisfied if and
only if that the POVM E satisfies
rank Eˆi = 1 (56)
for all outcomes i, and the associated post-measurement
state ρˆi = p
−1
i
∑
a Mˆi,aρˆMˆ
†
i,a satisfies
ρˆiρˆi′ = 0, unless i = i
′. (57)
B. Heisenberg Type Trade-off Relation
In Ref [11], it is proved that any quantum measurement
satisfies
ε(Xˆ;A)ε(Yˆ ;A) ≥ 1
4
|〈[Xˆ, Yˆ ]〉|2. (58)
From (54) and (55), we obtain that the noise and distur-
bance in the measurement M satisfies
ε(Xˆ;M)η(Yˆ ;M) ≥ 1
4
|〈[Xˆ, Yˆ ]〉|2. (59)
The inequalities (58) and (59) are similar, but their physi-
cal meaning are completely different. The inequality (58)
is the trade-off relation of the measurement errors of the
two observables, and implies that we cannot perform the
precise measurements of the non-commutable observables
simultaneously. Since the measurement error is indepen-
dent of the post-measurement state, (58) indicates noth-
ing about the disturbance in the measurement process.
The inequality (59) is the trade-off relation between the
error and disturbance in the measurement process, and
implies that we cannot retrieve the information about
an observable without dicreasing the information on the
post-measurement state. The trade-off relation originally
discussed by Heisenberg is rigorously proved by the in-
equality (59).
6C. Attainable Bound of Error and Disturbance
In the previous section, we show that the error and
disturbance are bounded by the commutation relation of
the observables. However, the equality of (59) cannot
be achieved for all quantum states. For example, if ρˆ =
d−1Iˆ,
〈[Xˆ, Yˆ ]〉 = 0 (60)
for any Xˆ and Yˆ . Thus, the RHS of (59) vanish. The
measurement error vanish if M is the projection mea-
surement of Xˆ, but in this case the disturbance di-
verges. The product of the measurement errors of non-
commutable observables cannot vanish. Therefore, there
exist a stronger bound for the error and disturbance. In
this section, we derive the attainable bound of the error
and disturbance.
In Ref [11], it is proved that any measurement scheme
A that performs two projection measurements proba-
bilistically satisfies the following stronger inequality:
ε(Xˆ;A)ε(Yˆ ;A) ≥ (∆QX)2(∆QY )2 − CQ(Xˆ, Yˆ )2. (61)
Here ∆Q and CQ are defined as follows. Let Ha (a =
A,B, . . . ) be the simultaneous irreducible invariant sub-
space of Xˆ and Yˆ , and Pˆa the projection operator on Ha.
We define the probability distribution as pa := 〈Pˆa〉 and
the post-measurement state of the projection measure-
ment {PˆA, PˆB , . . . } as ρˆa := PˆaρˆPˆa/pa. Then, ∆Q and
CQ are defined as
(∆QX)
2 :=
∑
a
pa
(
Tr[ρˆaXˆ
2]− Tr[ρˆaXˆ]2
)
, (62)
CQ(Xˆ, Yˆ ) :=
∑
a
pa
(
1
2
Tr[ρˆa{Xˆ, Yˆ }]− Tr[ρˆaXˆ]Tr[ρˆaYˆ ]
)
.
(63)
From the Schwarz inequality,∣∣∣∣CQ(Xˆ, Yˆ ) + 12 〈[Xˆ, Yˆ ]〉
∣∣∣∣2
=
∣∣∣∣∣∑
a
pa
(
Tr[ρˆaXˆYˆ ]− Tr[ρˆaXˆ]Tr[ρˆaYˆ ]
)∣∣∣∣∣
2
≤ (∆QX)2(∆Q)2 (64)
the following inequality can be obtained:
(∆QX)
2(∆QY )
2 − CQ(Xˆ, Yˆ )2 ≥ 1
4
|〈[Xˆ, Yˆ ]〉|2. (65)
Therefore, the bound set by (61) is stronger than that set
by (58). The importance of the inequality (61) is that for
all states and observables there exist measurement pro-
cesses that achieve the equality of (61). The inequality
(61) is not proved for all measurement process, but nu-
merically vindicated [11].
From (54) and (55), we obtain the tighter bound for
the error and disturbance in the measurement M :
ε(Xˆ;M)η(Yˆ ;M) ≥ (∆QX)2(∆QY )2 − CQ(Xˆ, Yˆ )2.
(66)
From the conditions for the equality of (61), (54) and
(55), the measurement M which achieves the equality of
(66) is obtained as
Mˆi =
{
c1|i〉〈ψi|, (i = 1, . . . , d),
c2|i〉〈ψ′i−d|, (i = d+ 1, . . . , 2d),
(67)
where c1 and c2 are positive with c1+c2 = 1, |ψi〉 and |ψ′i〉
are the eigenstates of observables Zˆ1 and Zˆ2, respectively,
and |i〉’s are orthogonal to each other. The observables
Zˆ1 and Zˆ2 are the linear combination of the Xˆ and Yˆ :
Xˆ = a1Zˆ1 + a2Zˆ2, (68)
Yˆ = b1Zˆ1 + b2Zˆ2, (69)
satisfying the following equation
aT
(
c2 0
0 −c1
)(
(∆QZ1)
2 CQ(Zˆ1, Zˆ2)
CQ(Zˆ1, Zˆ2) (∆QZ2)2
)(
c2 0
0 −c1
)
b = 0.
(70)
IV. SUMMARY AND DISCUSSION
By invoking quantum estimation theory, we define the
error and disturbance in the quantum measurement. The
error and disturbance are expressed in terms of the Fisher
information that gives the precision of the estimation
concerning observables. We prove that the product of
the error and disturbance is bounded from below by the
commutation relation of the observables. Moreover, we
find the attainable bound.
The measurement scheme (67) that achieves the bound
set by (66) requires that the Hilbert space H′ of the post-
measurement state ρˆ′ satisfies dimH′ ≥ 2d. If the dimen-
sion of H′ is less than 2d, especially the case dimH′ = d,
the bound set by (66) may not be attainable. The bound
for the case that dimH′ = d is an outstanding issue.
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