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NONLINEAR NONHOMOGENEOUS SINGULAR PROBLEMS
NIKOLAOS S. PAPAGEORGIOU, VICENT¸IU D. RA˘DULESCU, AND DUSˇAN D. REPOVSˇ
Abstract. We consider a nonlinear Dirichlet problem driven by a nonhomogeneous differential
operator with a growth of order (p−1) near +∞ and with a reaction which has the competing effects
of a parametric singular term and a (p − 1)-superlinear perturbation which does not satisfy the
usual Ambrosetti-Rabinowitz condition. Using variational tools, together with suitable truncation
and strong comparison techniques, we prove a “bifurcation-type” theorem that describes the set of
positive solutions as the parameter λ moves on the positive semiaxis. We also show that for every
λ > 0, the problem has a smallest positive solution u∗
λ
and we demonstrate the monotonicity and
continuity properties of the map λ 7→ u∗
λ
.
1. Introduction
Let Ω ⊆ RN be a bounded domain with a C2-boundary ∂Ω. In this paper, we study the existence
and multiplicity of positive solutions for the following nonlinear, nonhomogeneous Dirichlet problem:
(Pλ) − div a(Du(z)) = λϑ(u(z)) + f(z, u(z)) in Ω, u|∂Ω = 0, λ > 0.
In this problem, the map a : RN → RN involved in the definition of the differential operator is
strictly monotone and continuous (hence maximal monotone, too) and satisfies certain additional
regularity and growth conditions listed in hypotheses H(a) below. In particular, we assume that the
differential operator has a growth of order (p − 1) near +∞. These hypotheses are general enough
to incorporate in our framework many differential operators of interest such as the p-Laplacian and
the (p, q)-Laplacian.
In the reaction of the problem (the right-hand side of (Pλ)), we have the competing effects of
two nonlinearities. One is the parametric term λϑ(x) with ϑ(·) being singular at x = 0. In the
literature, we usually encounter the special case ϑ(x) = x−β , x > 0, with β ∈ (0, 1). The second
term is the perturbation f(z, x), which is a Carathe´odory function (that is, for all x ∈ R the map
z 7→ f(z, x) is measurable and for almost all z ∈ Ω the map x 7→ f(z, x) is continuous). We assume
that f(z, ·) exhibits (p − 1)-superlinear growth near +∞ but without satisfying the usual (in such
cases) Ambrosetti-Rabinowitz condition (the AR-condition for short). Instead we employ a less
restrictive condition which incorporates in our framework superlinear nonlinearities with “slower”
growth near +∞, which fails to satisfy the AR-condition. So, in problem (Pλ) we have the combined
effects of two different types of nonlinearities: singular and superlinear. Our aim is to study the set
of positive solutions of (Pλ) and determine how this set changes as the parameter λ moves along the
positive semiaxis (0,+∞). In this direction, we prove a “bifurcation-type” result which produces a
critical parameter λ∗ > 0 such that the following properties hold:
• for all λ ∈ (0, λ∗) problem (Pλ) has at least two positive smooth solutions;
• for λ = λ∗ problem (Pλ) has at least one positive smooth solution;
• for all λ > λ∗ problem (Pλ) has no positive solutions.
In addition, we show that for every λ ∈ (0, λ∗] problem (Pλ) has a smallest positive solution u
∗
λ
and we establish the monotonicity and continuity properties of the map λ 7→ u∗λ.
Key words and phrases. Singular term, superlinear perturbation, positive solution, nonhomogeneous differential
operator, nonlinear regularity, minimal positive solutions, strong comparison principle.
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Previously, such bifurcation type results have been proved by Sun, Wu & Long [41], Haitao [18],
Ghergu & Ra˘dulescu [14, 15, 16] (semilinear problems driven by the Laplacian), and by Giacomoni,
Schindler & Takacˇ [17], Papageorgiou, Ra˘dulescu & Repovsˇ [35], Papageorgiou & Smyrlis [36],
Papageorgiou, Vetro & Vetro [37], Papageorgiou & Winkert [38] (nonlinear problems driven by the
p-Laplacian). In all these works the singular term has the special form u−β , where β ∈ (0, 1). To
the best of our knowledge, there are no works dealing with nonhomogeneous singular problems.
2. Mathematical background and hypotheses
Let X be a Banach space and X∗ its topological dual. We denote by 〈·, ·〉 the duality brackets
for the pair (X∗, X). Given ϕ ∈ C1(X,R), we say that ϕ(·) satisfies the “Cerami condition” (the
“C-condition” for short), if the following property holds:
“Every sequence {un}n>1 ⊆ X such that
{ϕ(un)}n>1 ⊆ R is bounded and (1 + ||un||X)ϕ
′(un)→ 0 in X
∗ as n→∞,
admits a strongly convergent subsequence”.
Evidently, this is a compactness-type condition on the functional ϕ(·). It is necessary since, in
general, the ambient space X is infinite-dimensional and therefore it is not locally compact. This
condition is the main tool in the proof of a deformation theorem which leads to the minimax theory of
critical values of ϕ. Prominent in this theory is the so-called “mountain pass theorem” of Ambrosetti
and Rabinowitz [3], which we recall below.
Theorem 2.1. Assume that X is a Banach space, ϕ ∈ C1(X,R) satisfies the C-condition, u0, u1 ∈
X, ||u1 − u0||X > ρ > 0,
max{ϕ(u0), ϕ(u1)} < inf {ϕ(u) : ||u− u0||X = ρ} = mρ
and c = inf
γ∈Γ
max
06t<1
ϕ(γ(t)) with Γ = {γ ∈ C([0, 1], X) : γ(0) = u0, γ(1) = u1}. Then c > mρ and c is
a critical value of ϕ (that is, there exists u ∈ X such that ϕ′(u) = 0 and ϕ(u) = c).
We also refer to the monograph by Ambrosetti & Prodi [2] for advances related to the mountain
pass theory and to the survey by Pucci & Ra˘dulescu [39] on the impact of this in nonlinear analysis.
The two basic spaces which we will use in the analysis of problem (Pλ) are the Sobolev space
W 1,p0 (Ω) and the Banach space C
1
0 (Ω) = {u ∈ C
1(Ω) : u|∂Ω = 0}. We denote by || · || the norm of
the Sobolev space W 1,p0 (Ω). On account of the Poincare´ inequality, we have
||u|| = ||Du||p for all u ∈W
1,p
0 (Ω).
The space C10 (Ω) is an ordered Banach space with positive cone
C+ = {u ∈ C
1
0 (Ω) : u(z) > 0 for all z ∈ Ω}.
This cone has nonempty interior given by
intC+ =
{
u ∈ C+ : u(z) > 0 for z ∈ Ω,
∂u
∂n
|∂Ω < 0
}
,
with
∂u
∂n
= (Du, n)RN , where n(·) is the outward unit normal on ∂Ω.
We will also use the following open cone in C1(Ω):
int Cˆ+ =
{
u ∈ C1(Ω) : u(z) > 0 for all z ∈ Ω,
∂u
∂n
|∂Ω∩u−1(0) < 0
}
.
Let l ∈ C1(0,+∞) with l(t) > 0 for all t > 0 and assume that
(1)
0 < cˆ 6
l′(t)t
l(t)
6 c0 and c1t
p−1 6 l(t) 6 c2 (t
s−1 + tp−1)
for all t > 0, with c1, c2 > 0, 1 6 s < p <∞.
NONLINEAR NONHOMOGENEOUS SINGULAR PROBLEMS 3
The hypotheses on the map a(·) are the following:
H(a) : a(y) = a0(|y|)y for all y ∈ R
N with a0(t) > 0 for all t > 0 and
(i) a0 ∈ C
1(0,+∞), t 7→ a0(t)t is strictly increasing on (0,+∞), a0(t)t→ 0
+ as t→ 0+ and
lim
t→0+
a′0(t)t
a0(t)
> −1;
(ii) there exists c3 > 0 such that
|∇a(y)| 6 c3
l(|y|)
|y|
for all y ∈ RN\{0};
(iii) (∇a(y)ξ, ξ)RN >
l(|y|)
|y|
|ξ|2 for all y ∈ RN\{0}, ξ ∈ RN ;
(iv) if G0(t) =
∫ t
0
a0(s)sds, then there exists q ∈ (1, p] such that lim sup
t→0+
qG0(t)
tq
6 c∗ and
0 6 pG0(t)− a0(t)t
2 for all t > 0.
Remark 2.1. Hypotheses H(a)(i), (ii), (iii) are dictated by the nonlinear regularity theory of Lieber-
man [22] and the nonlinear maximum principle of Pucci and Serrin [40]. Hypothesis H(a)(iv) serves
the needs of our problem, but it is very mild and it is satisfied in all cases of interest. Similar con-
ditions have been recently used by Papageorgiou & Ra˘dulescu [28, 30, 31, 32]. We mention that
existence and multiplicity results for elliptic equations driven by nonhomogeneous differential opera-
tors, can be also found in the works of Colasuonno, Pucci & Varga [7], Filippucci & Pucci [10], and
Papageorgiou & Ra˘dulescu [29].
Evidently, G0(·) is strictly convex and strictly increasing. We set
G(y) = G0(|y|) for all y ∈ R
N .
Then G(·) is convex, G(0) = 0 and
∇G(y) = G′0(|y|)
y
|y|
= a0(|y|)y for all y ∈ R
N\{0}, ∇G(0) = 0.
Hence G(·) is the primitive of a(·). The convexity of G(·) and the fact that G(0) = 0 imply that
(2) G(y) 6 (a(y), y)RN for all y ∈ R
N .
The main properties of the map a(·) are listed in the next lemma and follow easily from hypotheses
H(a)(i)(ii)(iii) and (1).
Lemma 2.2. If hypotheses H(a)(i)(ii)(iii) hold, then
(a) the map y 7→ a(y) is continuous and strictly monotone (hence maximal monotone, too);
(b) |a(y)| 6 c4 (|y|
s−1 + |y|p−1) for all y ∈ RN and some c4 > 0;
(c) (a(y), y)RN >
c1
p− 1
|y|p for all y ∈ RN .
By this lemma and (2), we have the following growth estimates for the primitive G(·).
Corollary 2.3. If hypotheses H(a)(i)(ii)(iii) hold, then
c1
p(p− 1)
|y|p 6 G(y) 6 c5 (1 + |y|
p) for all
y ∈ RN and some c5 > 0.
The examples that follow show that hypotheses H(a) are not restrictive and they incorporate in
our framework many differential operators of interest (see Papageorgiou & Ra˘dulescu [31]).
Examples: (a) a(y) = |y|p−2y with 1 < p < ∞. The differential operator is the p-Laplacian
defined by
∆pu = div (|Du|
p−2Du) for all u ∈ W 1,p0 (Ω).
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(b) a(y) = |y|p−2y+ |y|q−2y with 1 < q < p <∞. The differential operator is the (p, q)-Laplacian
defined by
∆pu+∆qu for all u ∈W
1,p
0 (Ω).
Such operators arise in problems of mathematical physics and of mechanics, see Cherfils & Ilyasov
[5] (reaction-diffusion systems) and Zhikov [44] (homogenization of composites made of two different
materials). Recently some existence and multiplicity results have been proved for such equations. In
particular, we mention the works of Cingolani & Degiovanni [6], Marano & Mosconi [24], Marano,
Mosconi & Papageorgiou [25], Mugnai & Papageorgiou [26], Papageorgiou & Ra˘dulescu [27], and
Sun, Zhang & Su [42].
(c) a(y) = (1 + |y|2)
p−2
2 y with 1 < p < ∞. The differential operator is the generalized p-mean
curvature differential operator defined by
div (1 + |Du|2)
p−2
2 Du for all u ∈W 1,p0 (Ω).
(d) a(y) = |y|p−2y
(
1 +
1
1 + |y|p
)
with 1 < p <∞. The differential operator is
∆pu+ div
(
|Du|p−2Du
1 + |Du|2
)
for all u ∈ W 1,p0 (Ω).
Such operators arise in problems of plasticity.
Let A :W 1,p0 (Ω)→W
−1,p′(Ω) =W 1,p0 (Ω)
∗
(
1
p
+
1
p′
= 1
)
be the nonlinear map defined by
〈A(u), h〉 =
∫
Ω
(a(Du), Dh)RN dz for all u, h ∈ W
1,p
0 (Ω).
The next result concerning the map A(·) can be found in Gasinski & Papageorgiou [12, p. 279],
see Problem 2.192.
Lemma 2.4. If hypotheses H(a) hold, then the map A(·) is bounded (that is, maps bounded sets to
bounded sets), continuous, strictly monotone (hence maximal monotone, too) and of type (S)+, that
is,
“un
w
−→ u in W 1,p0 (Ω), lim sup
n→∞
〈A(un), un − u〉 6 0⇒ un → u in W
1,p
0 (Ω).”
Next, we introduce the hypotheses on the singular nonlinearity θ(·).
H(θ): ϑ : (0,+∞)→ (0,+∞) is a locally Lipschitz function with the following properties:
(i) there exists β ∈ (0, 1) such that
0 < c6 6 lim inf
x→0+
ϑ(x)xβ 6 lim sup
x→0+
ϑ(x)xβ 6 c7;
(ii) ϑ(·) is nonincreasing.
In what follows, we set
θ(x) =
∫ x
0
ϑ(s)ds (the primitive of ϑ(·)).
Remark 2.2. Hypothesis H(θ)(i) implies that ϑ(·) is singular at x = 0. The function
ϑ(x) = cx−β for all x > 0 and for some c > 0,
which we encounter in the literature, satisfies hypotheses H(β).
Let v1, v2 ∈ intC+ with v1 6 v2 and introduce the function
γ(z, x) =


ϑ(v1(z)) if x < v1(z)
ϑ(x) if v1(z) 6 x 6 v2(z)
ϑ(v2(z)) if v2(z) < x.
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This is a Carathe´odory function. We set Γ(z, x) =
∫ x
0
γ(z, s)ds and consider the functional k0 :
W 1,p0 (Ω)→ R defined by
k0(u) =
∫
Ω
Γ(z, u(z))dz for all u ∈W 1,p0 (Ω).
Minor changes in the proof of Proposition 3 of Papageorgiou & Smyrlis [36] (in that paper,
ϑ(x) = x−β for all x > 0 with β ∈ (0, 1)), lead to the following result.
Proposition 2.5. If hypotheses H(θ) hold, then k0 ∈ C
1(W 1,p0 (Ω),R) and k
′
0(u) = γ(·, u(·)) for all
u ∈W 1,p0 (Ω)
We will also need strong comparison principles for singular problems.
Proposition 2.6. Assume that hypotheses H(a) and H(θ) hold, ξˆ ∈ L∞(Ω), ξˆ(z) > 0 for almost
all z ∈ Ω, and h1, h2 ∈ L
∞(Ω) satisfy
0 < c8 6 h2(z)− h1(z) for almost all z ∈ Ω.
Let u, v ∈ C1,α(Ω)\{0}, 0 < u(z) 6 v(z) for all z ∈ Ω, λ > 0, and for almost all z ∈ Ω
−div a(Du(z))− λϑ(u(z)) + ξˆ(z)u(z)p−1 = h1(z);
−div a(Dv(z))− λϑ(v(z)) + ξˆ(z)v(z)p−1 = h2(z).
Then v − u ∈ int Cˆ+.
Proof. We have
−div (a(Dv(z))− a(Du(z)))
= h2(z)− h1(z) + λ[ϑ(v(z)) − ϑ(u(z))]− ξˆ(z)[v(z)
p−1 − u(z)p−1] for almost all z ∈ Ω.(3)
Let {ak(·)}
N
k=1 be the components of the map a(·). For y = (yi)
N
i=1, y
′ = (y′i)
N
i=1 ∈ R
N we have
a(y)− a(y′) =
∫ 1
0
d
dt
a(y′ + t(y − y′))dt
=
∫ 1
0
∇a(y′ + t(y − y′))(y − y′)dt (by the chain rule)
⇒ ak(y)− ak(y
′) =
N∑
i=1
∂ak
∂yi
(y′ + t(y − y′))(yi − y
′
i)dt for all k ∈ {1, ..., N}.(4)
Setting ∇i =
∂
∂yi
for i ∈ {1, ..., N}, we introduce the following functions:
c˜k,i(z) =
∫ 1
0
∂ak
∂yi
(∇u(z) + t(∇v(z)−∇u(z)))dt for all k, i ∈ {1, . . . , N}.
On account of our hypothesis on h2−h1, we have that c˜k,i ∈ W
1,∞(Ω). We introduce the following
second order differential operator in divergence form:
(5) L(w) = −div (
N∑
i=1
c˜k,i(z)∇iw) = −
N∑
k,i=1
∇k(c˜k,i(z)∇iw).
Let η = v − u ∈ C1,α(Ω). By hypothesis we have
0 6 η(z) for all z ∈ Ω, η 6= 0.
We first suppose that for some z0 ∈ Ω, we have η(z0) = 0, hence v(z0) = u(z0). The functions
x 7→ xp−1 and x 7→ λϑ(x)
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are uniformly continuous on (0,+∞) and on (µ,+∞), µ > 0, respectively. Since ξˆ ∈ L∞(Ω) and
u(z0) > 0, we can find small enough ρ > 0 such that
h2(z)− h1(z) + λ[ϑ(v(z)) − ϑ(u(z))]− ξˆ(z)[v(z)
p−1 − u(z)p−1] >
c8
2
> 0(6)
for almost all z ∈ Bρ(z0) = {z
′ ∈ RN : |z′ − z0| < ρ} ⊆ Ω.
From (3)–(6) we see that
L(η)(z) >
c8
2
> 0 for almost all z ∈ Bρ(z0).
Invoking Theorem 4 of Vazquez [43] (alternatively we can also use the Harnack inequality, see
Pucci & Serrin [40, p. 163]), we have
η(z) > 0 for all z ∈ Bρ(z0),
a contradiction to the fact that η(z0) = 0. Therefore
u(z) < v(z) for all z ∈ Ω.
Next, let z0 ∈ ∂Ω be such that η(z0) = 0. Since by hypothesis, ∂Ω is a C
2-manifold, we can find
small enough d > 0 and an open d-ball Bd such that
Bd ⊆ Ω and ∂Ω ∩ ∂Bd ∋ z0.
Then the Hopf boundary point theorem (see Theorem 5.5.1 of Pucci & Serrin [40, p. 120] or
Vazquez [43, Theorem 5]) implies that
∂η
∂n
(z0) < 0.
We conclude that η = v − u ∈ int Cˆ+. 
The other strong comparison principle that we will use can be found in Papageorgiou & Smyrlis
[36, Proposition 4]. In [36], the differential operator is the p-Laplacian (that is, a(y) = |y|p−2y for all
y ∈ RN ). With minor changes in the proof, as we did in the first part of the previous proof, we can
obtain the result also for the more general differential operators of this paper. For more details on
strong comparison principles involving nonlinear differential operators, we refer to Arcoya & Ruiz
[4, Proposition 2.6], Gasinski & Papageorgiou [13, Section 3] and Pucci & Serrin [40, Section 3.4].
First, we introduce the following notation. For functions h1, h2 ∈ L
∞(Ω) we write h1 ≺ h2, if for
every compact K ⊆ Ω, we can find ηK > 0 such that
ηK 6 h2(z)− h1(z) for almost all z ∈ K.
Evidently, if h1, h2 ∈ C(Ω) and h1(z) < h2(z) for all z ∈ Ω, then h1 ≺ h2.
Proposition 2.7. Assume that hypotheses H(θ) hold, ξˆ ∈ L∞(Ω), ξˆ(z) > 0 for almost all z ∈ Ω,
h1, h2 ∈ L
∞(Ω), h1 ≺ h2, u ∈ C+ with u(z) > 0 for all z ∈ Ω, v ∈ intC+, and for almost all z ∈ Ω
−div a(Du(z))− λϑ(u(z)) + ξˆ(z)u(z)p−1 = h1(z);
−div a(Dv(z))− λϑ(v(z)) + ξˆ(z)v(z)p−1 = h2(z).
Then v − u ∈ intC+.
Remark 2.3. Note that by the weak comparison principle (see Damascelli [8, Theorem 1.2]), we
have u 6 v.
Another result which we will use, is the following one about ordered Banach spaces (see Gasinski
& Papageorgiou [12, Problem 4.180, p.680]).
Proposition 2.8. Let X be an ordered Banach space with positive (order) cone K such that
intK 6= ∅ and u0 ∈ intK.
Then for every u ∈ K, we can find λu > 0 such that λuu0 − u ∈ K.
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We will also need some facts about the first eigenvalue of (−∆τ ,W
1,τ
0 (Ω)), for 1 < τ < ∞. So,
we consider the following nonlinear eigenvalue problem:
(7) −∆τu(z) = λˆ|u(z)|
τ−2u(z) in Ω, u|∂Ω = 0.
We say that λˆ is an eigenvalue, if problem (7) admits a nontrivial solution uˆ ∈ W 1,τ0 (Ω), known
as an eigenfunction corresponding to the eigenvalue λˆ. The nonlinear regularity theory for the p-
Laplacian (see, for example, Gasinski & Papageorgiou [11, pp. 737-738]), we deduce that uˆ ∈ C10 (Ω).
We know that there exists a smallest eigenvalue λˆ1(τ) having the following properties:
• λˆ1(τ) is isolated (that is, we can find ǫ > 0 such that (λˆ1(τ), λˆ1(τ)+ ǫ) does not contain any
eigenvalue);
• λˆ1(τ) is simple (that is, if uˆ, vˆ are eigenfunctions corresponding to λˆ1(τ), then uˆ = ξvˆ for
some ξ ∈ R\{0});
• we have
(8) λˆ1(τ) = inf
{
||Du||ττ
||u||ττ
: u ∈W 1,τ0 (Ω)
}
> 0.
The infimum in (8) is realized on the corresponding one-dimensional eigenspace. From the above
properties it follows that the elements of this eigenspace do not change sign. By uˆ1(τ) we denote the
positive, Lτ -normalized (that is, ||uˆ1(τ)||τ = 1) eigenfunction. By the nonlinear maximum principle
(see Vazquez [43, Theorem 5]), we have uˆ1(τ) ∈ intC+.
Now we will introduce some basic notation which we will use throughout this paper. So, let
x ∈ R. We set x± = max{±x, 0}. Then if u ∈ W 1,p0 (Ω) we define
u±(z) = u(z)± for all z ∈ Ω.
We know that
u± ∈ W 1,p0 (Ω), u = u
+ − u−, |u| = u+ + u−.
If u, v ∈ W 1,p0 (Ω) and u 6 v, then
[u, v] = {y ∈W 1,p0 (Ω) : u(z) 6 y(z) 6 v(z) for almost all z ∈ Ω}.
Also, we denote by intC1
0
(Ω)[u, v], the interior in the C
1
0 (Ω)-norm topology of [u, v] ∩ C
1
0 (Ω) and
[u) = {y ∈W 1,p0 (Ω) : u(z) 6 y(z) for almost all z ∈ Ω}.
Recall that p′ is the conjugate exponent of p > 1, that is,
1
p
+
1
p′
= 1. We denote by p∗ the
critical Sobolev exponent corresponding to p > 1, that is,
p∗ =


Np
N − p
if N > p
+∞ if N 6 p.
Also, if X is a Banach space and ϕ ∈ C1(X,R), then Kϕ = {u ∈ X : ϕ
′(u) = 0} (the critical set
of ϕ).
Finally, we introduce the hypotheses on the perturbation term f(z, x).
H(f) : f : Ω× R→ R is a Carathe´odory function such that f(z, 0) = 0 for almost all z ∈ Ω and
(i) f(z, x) 6 a(z) (1 + xr−1) for almost all z ∈ Ω and all x > 0 with a ∈ L∞(Ω), p < r < p∗;
(ii) if F (z, x) =
∫ x
0
f(z, s)ds, then lim
x→+∞
F (z, x)
xp
= +∞ uniformly for almost all z ∈ Ω;
(iii) if for every λ > 0, we define
eλ(z, x) = λ[ϑ(x)x − pθ(x)] + [f(z, x)x− pF (z, x)],
then there exists βˆλ ∈ L
1(Ω) such that the map λ 7→ βˆλ is nondecreasing and
eλ(z, x) 6 eλ(z, y) + βˆλ(z) for almost all z ∈ Ω, and all 0 6 x 6 y;
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(iv) for every s > 0, there exists η˜s > 0 such that
η˜s 6 f(z, x) for almost all z ∈ Ω, and all x > s
and
lim
x→0+
f(z, x)
xp−1
= 0 uniformly for almost all z ∈ Ω;
(v) for every ρ > 0, there exists ξˆρ > 0 such that for almost all z ∈ Ω the function
x 7→ f(z, x) + ξˆρx
p−1
is nondecreasing on [0, ρ].
Remark 2.4. Since we are looking for positive solutions and the above hypotheses concern the
positive semiaxis R+ = [0,+∞), we may assume without any loss of generality that
(9) f(z, x) = 0 for almost all z ∈ Ω, and all x 6 0.
Hypotheses H(f)(ii), (iii) together with hypothesis H(ϑ)(ii) imply that
lim
x→+∞
f(z, x)
xp−1
= +∞ uniformly for almost all z ∈ Ω.
So, the perturbation term f(z, ·) is (p − 1)-superlinear near +∞. However, we do not use the
standard (in such cases) AR-condition. Recall that the AR-condition (unilateral version because of
(9)), says that there exist M > 0 and τ > p such that
(10a) 0 < τF (z, x) 6 f(z, x)x for almost all z ∈ Ω, and all x >M
(10b) 0 < essinf
Ω
F (·,M).
Integrating (10a) and using (10b), we produce the following weaker condition:
c9x
τ 6 F (z, x) for almost all z ∈ Ω, and all x >M,
⇒ c9x
τ−1 6 f(z, x) for almost all z ∈ Ω, and all x >M (see (10a)).
So, the AR-condition dictates that the perturbation f(z, ·) has at least (τ −1)-polynomial growth
near +∞. Here, instead of the AR-condition, we use the quasimonotonicity requirement on eλ(z, ·)
stated in hypothesis H(f)(iii). This hypothesis is a slightly more general version of a condition used
by Li & Yang [23]. It is satisfied if, for example, we can find M > 0 such that for almost all z ∈ Ω
the function
x 7→
λϑ(x) + f(z, x)
xp−1
is nondecreasing on [M,+∞).
Hence hypothesisH(f)(iii) is less restrictive than the AR-condition and it also agrees with (p−1)-
superlinear nonlinearities with “slower” growth near +∞. For example, taking the singularity to be
cx−β or, more generally, ϑ(x) = x−β(1 ± sinx), ϑ(x) = x−β(c± cosx) for c > 1, then the following
function satisfies hypotheses H(f) but not the AR-condition (for the sake of simplicity we drop the
z-dependence):
f(x) = xp−1 ln(1 + x) if x > 0.
On the other hand, the common superlinear nonlinearity
f(x) = xτ−1 if x > 0
satisfies both hypotheses H(f) (with the above ϑ(·)) and the AR-condition.
We introduce the following two sets:
L = {λ > 0 : problem (Pλ) admits a positive solution},
Sλ = the set of positive solutions of problem (Pλ).
Also, we define
λ∗ = supL.
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We summarize our analysis of Problem (Pλ) in the next theorem, which is the main result of the
present paper.
Theorem 2.9. If hypotheses H(a), H(ϑ), H(f) hold, then there exists λ∗ > 0 such that
(a) for all λ ∈ (0, λ∗) problem (Pλ) has at least two positive solutions
u0, uˆ ∈ intC+, u0 6= uˆ;
(b) for λ = λ∗ problem (Pλ) has at least one positive solution uˆλ∗ ∈ intC+;
(c) for all λ > λ∗ problem (Pλ) has no positive solutions;
(d) for all λ ∈ (0, λ∗] problem (Pλ) has a smallest positive solution u
∗
λ ∈ intC+ and the min-
imal solution map χ : (0, λ∗] → C10 (Ω) defined by χ(λ) = u
∗
λ is strictly increasing and left
continuous.
3. Positive solutions
In this section we prove the bifurcation-type property described in Theorem 2.9.
We first show that L 6= ∅. To this end, let η ∈ (0, 1] and consider the following Dirichlet problem:
(11) − div a(Du(z)) = η in Ω, u|∂Ω = 0.
Proposition 3.1. If hypotheses H(a)(i)(ii)(iii) hold, then problem (11) has a unique solution u˜η ∈
intC+, the map η 7→ u˜η from (0, 1] into C
1
0 (Ω) is strictly increasing (that is, 0 < µ < η 6 1 ⇒
u˜η − u˜µ ∈ intC+) and if η → 0
+, then u˜η → 0 in C
1
0 (Ω).
Proof. The map A : W 1,p0 (Ω) → W
−1,p′(Ω) is maximal monotone (see Lemma 4) and coercive (see
Lemma 2(c)), hence also surjective (see Corollary 3.2.31 of Gasinski & Papageorgiou [11, p. 319]).
Therefore we can find u˜η ∈W
1,p
0 (Ω)\{0} such that
A(u˜η) = η
⇒ 〈A(u˜η), h〉 = η
∫
Ω
hdz for all h ∈ W 1,p0 (Ω).
Choosing h = −u˜−η ∈W
1,p
0 (Ω) and using Lemma 2.2, we obtain
c1
p− 1
||Du˜−η ||
p
p 6 0,
⇒ u˜η > 0, u˜η 6= 0 (since η > 0).
We have
(12) − div a(Du˜η(z)) = η for almost all z ∈ Ω, u˜η|∂Ω = 0.
Theorem 7.1 of Ladyzhenskaya & Uraltseva [20, p. 286], implies that u˜η ∈ L
∞(Ω). Then the
nonlinear regularity theory of Lieberman [22, p. 320] implies that
u˜η ∈ C+\{0}.
From (12) and the nonlinear strong maximum principle of Pucci & Serrin [40, pp. 111,120], we
have
u˜η ∈ intC+.
Moreover, this solution is unique on account of the strict monotonicity of A(·).
Next, suppose that 0 < µ < η 6 1. We have
−div a(Du˜µ(z)) = µ < η = −div a(Du˜η(z)) for almost all z ∈ Ω,
⇒ u˜η − u˜µ ∈ intC+ (see Gasinski & Papageorgiou [13, Proposition 3.4]).
Finally, let ηn → 0
+ and let u˜n = u˜ηn ∈ intC+. Clearly, {u˜n}n>1 ⊆ W
1,p
0 (Ω) is bounded and
from Ladyzhenskaya & Uraltseva [20, p. 286], we have
||u˜n||∞ 6 c10 for some c10 > 0, all n ∈ N.
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Then it follows from Lieberman [22] that there exist α ∈ (0, 1) and c11 > 0 such that
u˜n ∈ C
1,α
0 (Ω) and ||u˜n||C1,α
0
(Ω) 6 c11 for all n ∈ N.
Exploiting the compact embedding of C1,α0 (Ω) into C
1
0 (Ω) and recalling that {u˜n}n>1 is decreas-
ing, we conclude that
u˜n → 0 in C
1
0 (Ω)
(note that u = 0 is the only solution of A(u) = 0). 
Fix λ > 0. On account of Proposition 3.1 and hypothesis H(θ)(ii), we can find small enough
η0 ∈ (0, 1] such that
(13) 0 <
η
θ(u˜η)
6 λ for all η ∈ (0, η0].
So, we have
(14) − div a(Du˜η(z)) = η 6 λϑ(u˜η(z)) for almost all z ∈ Ω.
We consider the following purely singular nonlinear, nonhomogeneous Dirichlet problem
(15) − div a(Du(z)) = λϑ(u(z)) in Ω, u|∂Ω = 0, λ > 0.
Proposition 3.2. If hypotheses H(a)(i)(ii)(iii) hold and λ > 0, then problem (15) admits a unique
positive solution uλ ∈ intC+.
Proof. Let η ∈ (0, η0] and let u˜η ∈ intC+ be the unique positive solution of (11) (see Proposition
3.1 and (13)). We introduce the Carathe´odory function kλ(z, x) defined by
(16) kλ(z, x) =
{
λϑ(u˜η(z)) if x 6 u˜η(z)
λϑ(x) if u˜η(z) < x.
We set Kλ(z, x) =
∫ x
0
kλ(z, s)ds and consider the functional Ψλ :W
1,p
0 (Ω)→ R defined by
Ψλ(u) =
∫
Ω
G(Du)dz −
∫
Ω
Kλ(z, u)dz for all u ∈W
1,p
0 (Ω).
Proposition 2.5 implies that Ψλ ∈ C
1(W 1,p0 (Ω),R). Hypothesis H(a)(iv) implies that if c12 > c
∗,
then we can find δ > 0 such that
(17) G(y) 6 c12|y|
q for all |y| 6 δ.
Recall that u˜η, uˆ1(q) ∈ intC+. So, we can find small enough t ∈ (0, 1) such that
(18) t|Duˆ1(q)(z)| 6 δ for all z ∈ Ω and tuˆ1(q) 6 u˜η (see Proposition 2.8).
Then we have
Ψλ(tuˆ1(q)) =
∫
Ω
G(D(tuˆ1(q)))dz −
∫
Ω
Kλ(z, tuˆ1(q)dz)
6 c12t
qλˆ1(q)− λt
∫
Ω
ϑ(u˜η)uˆ1(q)dz
(see (16), (17), (18) and recall that ||uˆ1(q)||q = 1)
6 c12t
qλˆ1(q)− λtc13 for some c13 > 0.(19)
Since q > 1, choosing t ∈ (0, 1) even smaller if necessary, we infer from (19) that
(20) Ψλ(tuˆ1(q)) < 0.
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Let u ∈W 1,p0 (Ω). We have
Ψλ(u) >
c1
p(p− 1)
||Du||pp −
∫
{u6u˜η}
λϑ(u˜η)udz −
∫
{u˜η<u}
λ[θ(u)− θ(u˜η)]dz
(see Corollary 2.3 and (16))
>
c1
p(p− 1)
||Du||pp −
∫
{u6u˜η}
λϑ(u˜η)udz −
∫
{u˜η<u}
∫ u(z)
u˜η(z)
λϑ(s)dsdz
>
c1
p(p− 1)
||Du||pp −
∫
Ω
λϑ(u˜η)udz (see hypothesis H(θ)(ii))
>
c1
p(p− 1)
||u||p − λc14||u|| for some c14 > 0.(21)
We choose ρ0 > 0 such that
c1
p(p− 1)
ρp−10 > λc14.
Then from (21), we have
(22) Ψλ|∂Bρ0 > 0,
where Bρ0 = {u ∈W
1,p
0 (Ω) : ||u|| < ρ0}.
Evidently, Ψλ(·) is sequentially weakly lower semicontinuous, while Bρ0 ⊆ W
1,p
0 (Ω) is weakly
compact. So, we can find uλ ∈ Bρ0 such that
(23) Ψλ(uλ) = inf{Ψλ(u) : u ∈ Bρ0}.
On account of (20), we have
Ψλ(uλ) < 0 = Ψλ(0),
⇒ uλ 6= 0 and ||uλ|| < ρ0 (see (22)).(24)
Then (23) and (24) imply that
Ψ′λ(uλ) = 0,
⇒ 〈A(uλ), h〉 =
∫
Ω
kλ(z, uλ)hdz for all h ∈W
1,p
0 (Ω).(25)
In (25) we choose h = (u˜η − uλ)
+ ∈ W 1,p0 (Ω). Then
〈A(uλ), (u˜η − uλ)
+〉 =
∫
Ω
λϑ(u˜η)(u˜η − uλ)
+dz (see (16))
> 〈A(u˜η), (u˜η − uλ)
+〉 (see (14)),
⇒ u˜η 6 uλ (see Lemma 2.4).(26)
It follows from (16), (25), (26) that
−div a(Duλ(z)) = λϑ(uλ(z)) for almost all z ∈ Ω, uλ|∂Ω 6= 0.
As before, the nonlinear regularity theory and (26) imply that
uλ ∈ intC+.
Now we show the uniqueness of this positive solution of problem (15). So, suppose vλ ∈W
1,p
0 (Ω)
is another such positive solution. Again, we have vλ ∈ intC+. Then
0 6 〈A(uλ)−A(vλ), (uλ − vλ)
+〉 = λ
∫
Ω
[ϑ(uλ)− ϑ(vλ)](uλ − vλ)
+dz 6 0
(see hypothesis H(θ)(ii))
⇒ uλ = vλ (see Lemma 2.4).
Therefore uλ ∈ intC+ is the unique positive solution. 
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Remark 3.1. Existence results for purely singular problems can also be found in the papers of
Lair & Shaker [21], Sun, Wu & Long [41] (semilinear problems with a(y) = y) and by Giacomoni,
Schindler & Takacˇ [17], Papageorgiou & Smyrlis [36] (nonlinear problems with a(y) = |y|p−2y). In
all the aforementioned works the singular term has the particular form u−β with β ∈ (0, 1). In Lair
& Shaker [21] the proof is based on a monotone iterative process which makes use of the linearity
of the differential operator. In Sun, Wu & Long [41] and Giacomoni, Schindler & Takacˇ [17], the
approach is the same and is based on an argument which shows that the energy functional is Gaˆteaux
differentiable at points in intC+. Papageorgiou & Smyrlis [36] have a proof based on approximate
equations which eliminate the singularity at x = 0. Our approach in this paper is different from the
ones in the aforementioned papers and we believe that it is more straightforward and accomodates
easily both the more general differential operator and the more general singular term.
Now we are ready to prove the nonemptiness of the set L.
Proposition 3.3. If hypotheses H(a), H(θ), H(f) hold, then L 6= ∅ and Sλ ⊆ intC+.
Proof. Let uλ ∈ intC+ be the unique positive solution of problem (15) produced in Proposition 3.2.
We introduce the following truncation of the reaction in problem (Pλ) (λ > 0)
(27) τλ(z, x) =
{
λϑ(uλ(z)) + f(z, x) if x 6 uλ(z)
λϑ(x) + f(z, x) if uλ(z) < x.
This is a Carathe´odory function. Let Tλ(z, x) =
∫ x
0
τλ(z, s)ds and consider the functional ϕλ :
W 1,p0 (Ω)→ R defined by
ϕλ(u) =
∫
Ω
G(Du)dz −
∫
Ω
Tλ(z, u)dz for all u ∈W
1,p
0 (Ω).
Using Proposition 2.5, we see that ϕλ ∈ C
1(W 1,p0 (Ω),R). We have
ϕλ(u) >
c1
p(p− 1)
||Du||pp −
∫
{u6uλ}
λϑ(uλ)udz −
∫
{uλ<u}
λ
∫ u(z)
uλ(z)
ϑ(s)dsdz −
∫
Ω
F (z, u)dz for all u ∈W 1,p0 (Ω) (see Corollary 2.3 and (27))
>
c1
p(p− 1)
||Du||pp −
∫
Ω
λϑ(uλ)udz −
∫
Ω
F (z, u)dz
for all u ∈W 1,p0 (Ω) (see hypothesis H(θ)(ii))
>
c1
p(p− 1)
||u||p − λc15||u|| −
∫
Ω
F (z, u)dz(28)
for all u ∈W 1,p0 (Ω), and some c15 > 0.
Hypotheses H(f)(i)(iv) imply that given ǫ > 0, we can find c16 = c16(ǫ) > 0 such that
F (z, x) 6
ǫ
p
xp + c16x
r for almost all z ∈ Ω, and all x > 0.
Using this growth estimate in (28) and choosing ǫ > 0 small, we obtain
ϕλ(u) > c17||u||
p − c18||u||
r − λc15||u||(29)
for all u ∈ W 1,p0 (Ω), and some c17, c18 > 0.
We first choose 0 < ρ <
(
c17
c18
) 1
r−p
. Let ξ˜ = c17ρ
p− c18ρ
r > 0. We choose λ0 > 0 small such that
λc15ρ < ξ˜ for all λ ∈ (0, λ0).
NONLINEAR NONHOMOGENEOUS SINGULAR PROBLEMS 13
Then from (29) we have
(30) ϕλ|∂Bρ > 0 for all λ ∈ (0, λ0)
(recall that Bρ = {u ∈ W
1,p
0 (Ω) : ||u|| < ρ}).
Let δ > 0 be as in (17). We choose t ∈ (0, 1) so small that
(31) t|Duˆ1(q)(z)| 6 δ for all z ∈ Ω and tuˆ1(q) 6 uλ
(recall that uˆ1(q), uλ ∈ intC+ and use Proposition 2.8). We have
ϕλ(tuˆ1(q)) 6 t
qλˆ1(q)− t
∫
Ω
λϑ(uλ)uˆ1(q)dz −
∫
Ω
F (z, tuˆ1(q))dz
(see (17), (27), (31) and recall that ||uˆ1(q)||q = 1)
6 tqλˆ1(q)− λtc19 for some c19 > 0 (recall that F > 0).
Since q > 1, choosing t ∈ (0, 1) even smaller if necessary, we can infer that
(32) ϕλ(tuˆ1(q)) < 0 = ϕλ(0).
The functional ϕλ is sequentially weakly lower semicontinuous, whereas Bρ ⊆ W
1,p
0 (Ω) is w-
compact. So, we can find uλ ∈ W
1,p
0 (Ω) such that
ϕλ(uλ) = inf{ϕλ(u) : u ∈W
1,p
0 (Ω)}.
From (30) and (32) it follows that
uλ 6= 0 and ||uλ|| < ρ,
⇒ ϕ′λ(uλ) = 0,
⇒ 〈A(uλ), h〉 =
∫
Ω
τλ(z, uλ)hdz for all h ∈ W
1,p
0 (Ω).(33)
In (33) we choose h = (uλ − u)
+ ∈W 1,p0 (Ω). Then
〈A(uλ), (uλ − uλ)
+〉 =
∫
Ω
[λϑ(uλ) + f(z, uλ)](uλ − uλ)
+dz(see ((27)))
>
∫
Ω
λϑ(uλ)(uλ − uλ)
+dz (since f > 0)
= 〈A(uλ), (uλ − uλ)
+〉,
⇒ uλ 6 uλ (see Lemma 2.4).(34)
Then it follows from (27), (33) and (34) that
−div a(Duλ(z)) = λϑ(uλ(z)) + f(z, uλ(z)) for almost all z ∈ Ω, uλ|∂Ω = 0,
⇒ uλ ∈ intC+ (by the nonlinear regularity theory and (34)).
So, we conclude that
(0, λ0) ⊆ L 6= ∅ and Sλ ⊆ intC+.
The proof is now complete. 
Proposition 3.4. If hypotheses H(a), H(ϑ), H(f) hold, then λ∗ < +∞.
Proof. On account of hypotheses H(f)(ii), (iii), we have
lim
x→+∞
f(z, x)
xp−1
= +∞ uniformly for almost all z ∈ Ω.
Therefore we can find M > 1 such that
f(z, x) > xp−1 for almost all z ∈ Ω and all x >M.
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Let λ˜ =
Mp−1
ϑ(M)
. Then
λ˜ϑ(x) >Mp−1 > xp−1 for a.a. x ∈ (0,M ] (see hypothesis H(ϑ)(ii)),
⇒ λ˜ϑ(x) + f(z, x) > xp−1 for a.a. z ∈ Ω, all x > 0 (recall that ϑ > 0, f > 0).(35)
Consider λ > λ˜ and suppose that λ ∈ L. Then we can find uλ ∈ Sλ ⊆ intC+ (see Proposition
3.3). Let Ω0 ⊆ Ω be a strict open subset of Ω with C
2-boundary ∂Ω0. We set
m0 = min
Ω0
uλ > 0.
Let ρ = ||uλ||∞ and let ξˆρ > 0 be as postulated by hypothesis H(f)(v). For ǫ > 0, we set
mǫ0 = m0 + ǫ. We have
−div a(Dmǫ0)− λϑ(m
ǫ
0) + ξˆρ(m
ǫ
0)
p−1
6 ξˆρm
p−1
0 − λϑ(m0) + χ(ǫ) with χ(ǫ)→ 0
+ as ǫ→ 0+ (see hypotheses H(ϑ))
< (1 + ξˆρ)m
p−1
0 − λϑ(m0) + χ(ǫ)
6 f(z,m0) + ξˆρm
p−1
0 for all small enough ǫ > 0 (recall that λ > λ˜)
6 f(z, uλ(z)) + ξˆρuλ(z)
p−1 (see hypothesis H(f)(v))
= −div a(Duλ(z))− λϑ(uλ(z)) + ξˆρuλ(z)
p−1 for almost all z ∈ Ω0.
Invoking Proposition 2.6, we have
uλ −m
ǫ
λ ∈ int Cˆ+(Ω0) for small enough ǫ > 0,
which contradicts the fact that mλ = min
Ω0
uλ.
Therefore λ /∈ L and so λ∗ 6 λ˜ < +∞. 
Let u¯λ ∈ intC+ be the unique solution of problem (Pλ) produced in Proposition 3.2. Next, we
show that u¯λ is a lower bound for the elements of Sλ.
Proposition 3.5. If hypotheses H(a), H(ϑ), H(f) hold and λ ∈ L, then u¯λ 6 u for all u ∈ Sλ ⊆
intC+.
Proof. Since λ ∈ L we have ∅ 6= Sλ ⊆ intC+. Let u ∈ Sλ. Then
(36) 〈A(u), h〉 =
∫
Ω
[λϑ(u) + f(z, u)]hdz for all h ∈W 1,p0 (Ω).
In (36) we choose h = (u¯λ − u)
+ ∈W 1,p0 (Ω). We have〈
A(u¯λ), (u¯λ − u)
+
〉
=
∫
Ω
[λϑ(u) + f(z, u)](u¯λ − u)
+dz
>
∫
Ω
λϑ(u)(u¯λ − u)
+dz (since f > 0)
>
∫
Ω
λϑ(u¯λ)(u¯λ − u)
+dz (see hypothesis H(ϑ)(ii))
=
〈
A(u¯λ), (u¯λ − u)
+
〉
,
⇒ u¯λ 6 u (see Lemma 2.4).
The proof is now complete. 
We also show that the map λ 7→ u¯λ from (0,+∞) into C
1
0 (Ω) is nondecreasing, that is
0 < µ < λ⇒ u¯λ − u¯µ ∈ C+.
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Proposition 3.6. If hypotheses H(a), H(ϑ), H(f) hold, then the map λ 7→ u¯λ from (0,+∞) into
C10 (Ω) is nondecreasing.
Proof. Let 0 < µ < λ. We have
(37) 〈A(u¯µ), h〉 =
∫
Ω
µϑ(u¯µ)hdz for all h ∈W
1,p
0 (Ω).
In (37) we choose h = (u¯µ − u¯λ)
+ ∈ W 1,p0 (Ω). Then〈
A(u¯µ), (u¯µ − u¯λ)
+
〉
=
∫
Ω
µϑ(u¯µ)(u¯µ − u¯λ)
+dz
6
∫
Ω
λϑ(u¯λ)(u¯µ − u¯λ)
+dz
(since µ < λ and see hypothesis H(ϑ)(ii))
=
〈
A(u¯λ), (u¯µ − u¯λ)
+
〉
,
⇒ u¯µ 6 u¯λ (see Lemma 2.4).
Clearly, we also have u¯λ 6= u¯µ. 
Now we can show that L is an interval.
Proposition 3.7. If hypotheses H(a), H(ϑ), H(f) hold, λ ∈ L and uλ ∈ Sλ ⊆ intC+, then µ ∈ L
and we can find uµ ∈ Sµ ⊆ intC+ such that
uλ − uµ ∈ intC+.
Proof. On account of Propositions 3.5 and 3.6, we have
u¯µ 6 u¯λ 6 uλ.
We introduce the Carathe´odory function γµ(z, x) defined by
γµ(z, x) =


µϑ(u¯µ(z)) + f(z, u¯µ(z)) if x < u¯µ(z)
µϑ(x) + f(z, x) if u¯µ(z) 6 x 6 uλ(z)
µϑ(uλ(z)) + f(z, uλ(z)) if uλ(z) < x.
(38)
Let Γµ(z, x) =
∫ x
0
γµ(z, s)ds and consider the C
1-functional ϕ˜µ :W
1,p
0 (Ω)→ R defined by
ϕ˜µ(u) =
∫
Ω
G(Du)dz −
∫
Ω
Γµ(z, u)dz for all u ∈ W
1,p
0 (Ω).
Corollary 2.3 and (38) imply that ϕ˜µ(·) is coercive. Also it is sequentially weakly lower semicon-
tinuous. So, we can find uµ ∈W
1,p
0 (Ω) such that
ϕ˜µ(uµ) = inf{ϕ˜µ(u) : u ∈ W
1,p
0 (Ω)},
⇒ ϕ˜′µ(uµ) = 0,
⇒ 〈A(uµ), h〉 =
∫
Ω
γµ(z, uµ)hdz for all h ∈W
1,p
0 (Ω).(39)
In (39) we first choose h = (u¯µ − uµ)
+ ∈W 1,p0 (Ω). Then〈
A(uµ), (u¯µ − uµ)
+
〉
=
∫
Ω
[µϑ(u¯µ) + f(z, u¯µ)](u¯µ − uµ)
+dz (see (38))
>
∫
Ω
µϑ(u¯µ)(u¯µ − uµ)
+dz (since f > 0)
=
〈
A(u¯µ), (u¯µ − uµ)
+
〉
,
⇒ u¯µ 6 uµ.
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Next, in (39) we choose h = (uµ − uλ)
+ ∈ W 1,p0 (Ω). Then
〈
A(uµ), (uµ − uλ)
+
〉
=
∫
Ω
[µϑ(uλ) + f(z, uλ)](uµ − uλ)
+dz (see (38))
6
∫
Ω
[λϑ(uϑ) + f(z, uλ)](uµ − uλ)
+dz (since µ < λ)
=
〈
A(uλ), (uµ − uλ)
+
〉
,
⇒ uµ 6 uλ.
So, we have proved that
(40) uµ ∈ [u¯λ, uλ].
From (38), (39), (40) it follows that
uµ ∈ Sµ ⊆ intC+ and so µ ∈ L.
Now, let ρ = ||uλ||∞ and let ξˆρ > 0 be as postulated by hypothesis H(f)(v). We have
−div a(Duµ(z))− λϑ(uµ(z)) + ξˆρuµ(z)
p−1
= (µ− λ)ϑ(uµ(z)) + f(z, uµ(z)) + ξˆρuµ(z)
p−1
6 f(z, uλ(z)) + ξˆρuµ(z)
p−1 (since λ > µ and using hypothesis H(f)(v))
= −div a(Duλ(z))− λϑ(uλ(z)) + ξˆρuλ(z)
p−1 for almost all z ∈ Ω(41)
(recall that uλ ∈ Sλ).
Note that
0 ≺ (λ− µ)ϑ(uµ(·)).
Therefore from (41) and Proposition 2.7, we conclude that
uλ − uµ ∈ intC+.
The proof is now complete. 
Next, we show that the critical parameter λ∗ > 0 is admissible (that is, λ∗ ∈ L).
Proposition 3.8. If hypotheses H(a), H(ϑ), H(f) hold, then λ∗ ∈ L.
Proof. Let {λn}n>1 ⊆ L be such that λn ↑ λ
∗. We consider the Carathe´odory functions jn : Ω×R→
R defined by
(42) jn(z, x) =
{
λnϑ(u¯λ1(z)) + f(z, u¯λ1(z)) if x 6 u¯λ1(z)
λnϑ(x) + f(z, x) if u¯λ1(z) < x.
We set Jn(z, x) =
∫ x
0
jn(z, s)ds and consider the C
1-functional ϕλn : W
1,p
0 (Ω)→ R defined by
ϕλn(u) =
∫
Ω
G(Du)dz −
∫
Ω
Jn(z, u)dz for all u ∈ W
1,p
0 (Ω)
(see Proposition 2.5). Since λn ∈ L, we can find uˆn ∈ Sλn ⊆ intC+ for all n ∈ N. Let γ¯λn(z, x) be
the Carathe´odory function defined by
(43) γ¯λn(z, x) =


λnϑ(u¯λ1(z)) + f(z, u¯λ1(z)) if x < u¯λ1(z)
λnϑ(x) + f(z, x) if u¯λ1(z) 6 x 6 uˆn+1(z)
λnϑ(uˆn+1(z)) + f(z, uˆn+1(z)) if uˆn+1(z) < x.
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We set Γ¯λn(z, x) =
∫ x
0
γ¯λn(z, s)ds and then using Proposition 2.5, we introduce the C
1-functional
ϕ¯λn :W
1,p
0 (Ω)→ R defined by
ϕ¯λn(u) =
∫
Ω
G(Du)dz −
∫
Ω
Γ¯λn(z, u)dz for all u ∈ W
1,p
0 (Ω).
It is clear from Corollary 2.3 and (43) that ϕ¯λn(·) is coercive. Also, it is sequentially weakly lower
semicontinuous. So, we can find un ∈ W
1,p
0 (Ω) such that
(44) ϕ¯λn(un) = inf{ϕ¯λn(u) : u ∈W
1,p
0 (Ω)}.
We have
ϕ¯λn(un) 6 ϕ¯λn(u¯λ1)
6
∫
Ω
G(Du¯λ1)dz − λn
∫
Ω
ϑ(u¯λ1)dz
(see (43) and recall that f > 0)
6 〈A(u¯λ1), u¯λ1〉 − λ1
∫
Ω
ϑ(u¯λ1)u¯λ1dz
(see (2) and recall that 0 < λ1 6 λn, n ∈ N)
= 0 (since u¯λ1 ∈ intC+ solves (15)).
From (42) and (43), we see that
ϕλn = ϕ¯λn on [u¯λ1 , uˆn+1] for all n ∈ N,
⇒ ϕλn(un) 6 0 for all n ∈ N.(45)
Since un ∈ Kϕ¯λn (see (44)), as in the proof of Proposition 3.7, using (43) we can show that
u ∈ [u¯λ, uˆn+1] ∩ intC+ for all n ∈ N. Therefore for every n ∈ N, we have
〈A(un), h〉 =
∫
Ω
jn(z, un)hdz for all n ∈ N and all h ∈W
1,p
0 (Ω).(46)
In (46) we choose h = un ∈W
1,p
0 (Ω). Then
(47) −
∫
Ω
(a(Dun), Dun)RN dz +
∫
Ω
jn(z, un)undz = 0 for all n ∈ N.
From (45) we have
(48)
∫
Ω
pG(Dun)dz −
∫
Ω
pJn(z, un)dz 6 0 for all n ∈ N.
We add (47) and (48) and obtain∫
Ω
[pG(Dun)− (a(Dun), Dun)RN ]dz +
∫
Ω
[jn(z, un)un − pJn(z, un)]dz 6 0
for all n ∈ N,
⇒
∫
Ω
[jn(z, un)un − pJn(z, un)]dz 6 0 for all n ∈ N (see hypothesis H(a)(iv)),
⇒
∫
Ω
[(λnϑ(un) + f(z, un))un − p(λnθ(un) + F (z, un))]dz 6 c20 for some c20 > 0,
all n ∈ N (see (42)),
⇒
∫
Ω
eλn(z, un)dz 6 c20 for all n ∈ N.(49)
Claim 3.1. {un}n>1 ⊆W
1,p
0 (Ω) is bounded.
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We argue by contradiction. So, suppose that the claim is not true. Then by passing to a
subsequence if necessary, we may assume that
(50) ||un|| → +∞.
We set yn =
un
||un||
for all n ∈ N. Then ||yn|| = 1, yn > 0 for all n ∈ N. So, we may assume that
(51) yn
w
→ y in W 1,p0 (Ω) and yn → y in L
p(Ω), y > 0.
First, we assume that y 6= 0. If Ω+ = {z ∈ Ω : y(z) > 0}, then |Ω+|N > 0 where by | · |N we
denote the Lebesgue measure on RN (recall that y > 0, y 6= 0). We have
un(z)→ +∞ for all z ∈ Ω+ (see (50)).
On account of hypothesis H(f)(ii), we have
pF (z, un(z))
||un||p
=
pF (z, un(z))
un(z)p
yn(z)
p → +∞ for almost all z ∈ Ω+.
Then from Fatou’s lemma (see hypothesis H(f)(ii)), we have
1
||un||p
∫
Ω+
pF (z, un)dz → +∞,
⇒
1
||un||p
∫
Ω
pF (z, un)dz → +∞ (since F > 0).(52)
Also from hypotheses H(ϑ)(i), (ii) we see that
(53) 0 6
1
||un||p
∫
Ω
θ(un)dz → 0 as n→∞.
So, finally we can say that
(54)
1
||un||p
∫
Ω
[λnθ(un) + pF (z, un)]dz → +∞ as n→∞ (see (52), (53)).
From hypothesis H(f)(iii), we have for almost all z ∈ Ω, and all x > 0
0 6 eλn(z, x) + βˆλ∗(z),
⇒ p[λnθ(x) + F (z, x)]− βˆλ∗(z) 6 [λnϑ(x) + f(z, x)]x .(55)
From (47) and hypothesis H(a)(iv), we have∫
Ω
jn(z, un)undz 6
∫
Ω
pG(Dun)dz for all n ∈ N,
⇒
∫
Ω
p[λnθ(un) + F (z, un)]dz 6
∫
Ω
pG(Dun)dz + c21
for some c21 > 0, all n ∈ N (see (42) and (55)),
⇒
p
||un||p
∫
Ω
[λnθ(un) + F (z, un)]dz 6 c22
(
1
||un||p
+ ||yn||
p
)
6 c23(56)
for some c22, c23 > 0 and all n ∈ N (see Corollary 2.3).
We compare (54) and (56) and we obtain a contradiction.
Now assume that y ≡ 0. For η > 0, we define
vn = (pη)
1/pyn ∈ W
1,p
0 (Ω) for all n ∈ N.
From (50) we see that we can find n0 ∈ N such that
(57) (pη1/p)
1
||un||p
6 1 for all n > n0.
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Consider the C1-functional ℑλn :W
1,p
0 (Ω)→ R defined by
ℑλn(u) =
c1
p(p− 1)
||Du||pp −
∫
Ω
Jλn(z, u)dz for all u ∈ W
1,p
0 (Ω).
Let tn ∈ [0, 1] (for n ∈ N) be such that
(58) ℑλn(tn, un) = max{ℑλn(tun) : 0 6 t 6 1}.
From (57) and (58) it follows that
ℑλn(tnun) > ℑλ(vn)
>
η
p− 1
||Dyn||
p
p −
∫
Ω
Jλn(z, vn)dz
>
η
p− 1
−
∫
Ω
Jλ∗(z, vn)dz (since ||yn|| = 1 and λn 6 λ
∗ for all n ∈ N)
>
η
p− 1
−
∫
Ω
[λ∗θ(vn) + F (z, vn)]dz − c24||vn||
for some c24 > 0, and all n > n0 (see (42)).
Since we have assumed that y ≡ 0, we have∫
Ω
[λ∗θ(vn) + F (z, vn)]dz + c24||vn|| → 0 as n→∞,
⇒ ℑλn(tnun) >
1
2
η
p− 1
for all n > n1 > n0.
But η > 0 is arbitrary. So, we can infer that
(59) ℑλn(tnun)→ +∞ as n→∞.
Note that
ℑλn(0) = 0 and ℑλn(un) 6 ϕλn(un) 6 0 for all n ∈ N (see Corollary 2.3 and (45)).
Then from (59) it follows that
tn ∈ (0, 1) for all n > n2,
⇒
d
dt
ℑλn(tun)|t=tn = 0 (see (58))
⇒
〈
ℑ′λn(tnun), tnun
〉
= 0 (by the chain rule),
⇒
c1
p− 1
||D(tnun)||
p
p =
∫
Ω
jλn(z, tnun)(tnun)dz
6
∫
Ω
[λnϑ(tnun) + f(z, tnun)](tnun)d+ c25
for some c25 > 0, and all n > n2 (see (42))
6
∫
Ω
p[λnθ(tnun) + F (z, tnun)]dz +
∫
Ω
eλn(z, un)dz + c26
for some c26 > 0, and all n > n2 (see H(f)(iii)),
⇒ pℑλn(tnun) 6 c27 for some c27 > 0, and all n > n2 (see (49)).(60)
Comparing (59) and (60), we obtain a contradiction.
We conclude that {un}n>1 ⊆W
1,p
0 (Ω) is bounded and this proves the claim.
On account of the claim, we way assume
un
w
→ u∗ in W
1,p
0 (Ω) and un → u∗ in L
r(Ω).
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We return to (46) and use h = un − u∗ ∈W
1,p
0 (Ω). Passing to the limit as n→∞, we obtain
lim
n→∞
〈A(un), un − u∗〉 = 0,
⇒ un → u∗ in W
1,p
0 (Ω) as n→∞ (see Lemma 2.4).(61)
If in (46) we pass to the limit as n→∞ and use (61), then we obtain
(62) 〈A(u∗), h〉 =
∫
Ω
jλ∗(z, u∗)hdz for all h ∈W
1,p
0 (Ω).
Recall that
u¯λ1 6 un for all n ∈ N (see Proposition 3.5 and 3.6),
⇒ u¯λ1 6 u∗ (see (61)),
⇒ u∗ ∈ Sλ∗ ⊆ intC+ (see (62) and (42)) and so λ
∗ ∈ L.
The proof is now complete. 
We have proved that
L = (0, λ∗] .
Next, we show that for λ ∈ (0, λ∗), problem (Pλ) has at least two positive smooth solutions.
Proposition 3.9. If hypotheses H(a), H(ϑ), H(f) hold and λ ∈ (0, λ∗), then problem (Pλ) admits
at least two positive solutions
u0, uˆ ∈ intC+, u0 6= uˆ.
Proof. Let 0 < µ < λ < η < λ∗. According to Proposition 3.7, there exist u0 ∈ Sλ ⊆ intC+ and
uµ ∈ Sµ ⊆ intC+, uη ∈ Sη ⊆ intC+ such that
u0 − uµ ∈ intC+ and uµ − u0 ∈ intC+,
⇒ u0 ∈ intC1
0
(Ω)[uµ, uη].(63)
We introduce the following truncations of the reaction in problem (Pλ):
iλ(z, x) =
{
λϑ(uµ(z)) + f(z, uµ(z)) if x 6 uµ(z)
λϑ(x) + f(z, x) if uµ(z) < x
(64)
and iˆλ(z, x) =
{
iλ(z, x) if x 6 uη(z)
iλ(z, η(z)) if uη(z) < x.
(65)
Both are Carathe´odory functions. We set
Iλ(z, x) =
∫ x
0
iλ(z, s)ds and Iˆλ(z, x) =
∫ x
0
iˆλ(z, s)ds
and consider the C1-functionals σλ, σˆλ :W
1,p
0 (Ω)→ R defined by
σλ(u) =
∫
Ω
G(Du)dz −
∫
Ω
Iλ(z, u)dz
and σˆλ(u) =
∫
Ω
G(Du)dz −
∫
Ω
Iˆλ(z, u)dz for all u ∈ W
1,p
0 (Ω).
Using (64) and (65), as in the proof of Proposition 3.7, we show that
(66) Kσλ ⊆ [uµ) ∩ intC+ and Kσˆλ ⊆ [uµ, uη] ∩ intC+.
Evidently, we may assume that
(67) Kσλ ∩ [uµ, uη] = {u0}.
Otherwise, from (66) and (64) we see that we already have a second positive smooth solution and
so we are done. From Corollary 2.3 and (65), it is clear that σˆλ(·) is coercive. Also by the Sobolev
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embedding theorem, σˆ(·) is sequentially weakly lower semicontinuous. So, we can find uˆ0 ∈W
1,p
0 (Ω)
such that
σˆλ(uˆ0) = inf{σˆλ(u) : u ∈W
1,p
0 (Ω)},
⇒ uˆ0 ∈ Kσˆλ .
Note that σ′λ = σˆ
′
λ on [uµ, uη] (see (64) and (65)). Therefore from (66) and (67) it follows that
uˆ0 = u0,
⇒ u0 is a local C
1
0 (Ω)−minimizer of σλ(·)
(see (63) and note that σλ = σˆλ on [uµ, uη]),
⇒ u0 is a local W
1,p
0 (Ω)−minimizer of σλ(·)(68)
(see Papageorgiou & Ra˘dulescu [32, Proposition 8]).
From (64) and (66), it is clear that we may assume that
(69) Kσλ is finite.
Otherwise on account of (66), we see that we already have an infinity of positive smooth solutions
and so we are done. Then from (68) and (69) it follows that we can find small enough ρ ∈ (0, 1)
such that
(70) σλ(u0) < inf{σλ(u) : ||u− u0|| = ρ} = mλ
(see Aizicovici, Papageorgiou & Staicu [1], proof of Proposition 29). Also, on account of hypotheses
H(f)(ii), (iii) for u ∈ intC+, we have
(71) σλ(tu)→ −∞ as t→ +∞.
We will show that
(72) σλ(·) satisfies the C-condition.
To this end, we consider a sequence {un}n>1 ⊆W
1,p
0 (Ω) such that
|σλ(un)| 6 c28 for some c28 > 0, all n ∈ N,(73)
(1 + ||un||)σ
′
λ(un)→ 0 in W
−1,p′(Ω) as n→∞.(74)
From (74) we have ∣∣∣∣〈A(un), h〉 −
∫
Ω
iλ(z, un)hdz
∣∣∣∣ 6 ǫn||h||1 + ||un||(75)
for all h ∈W 1,p0 (Ω), with ǫn → 0
+.
In (75) we choose h = −u−n ∈ W
1,p
0 (Ω) and obtain
c1
p− 1
||Du−n ||
p−1
p 6 c29 for some c29 > 0, and all n ∈ N (see Lemma 2.2 and (64)),
⇒ {u−n }n>1 ⊆W
1,p
0 (Ω) is bounded.(76)
From (73) and (76) it follows that
(77)
∫
Ω
pG(Du+n )dz −
∫
Ω
pIλ(z, u
+
n )dz 6 c30 for some c30 > 0, and all n ∈ N.
In (75) we choose h = u+n ∈W
1,p
0 (Ω). Then
(78) −
∫
Ω
(a(Du+n ), Du
+
n )RN dz +
∫
Ω
iλ(z, u
+
n )u
+
n dz 6 ǫn for all n ∈ N.
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We add (77) and (78) and we use hypothesis H(a)(iv). We obtain∫
Ω
[iλ(z, u
+
n )u
+
n − pIλ(z, u
+
n )]dz 6 c31 for some c31 > 0, and all n ∈ N
⇒
∫
Ω
eλ(z, u
+
n )dz 6 c32 for some c32 > 0, and all n ∈ N (see (64)).(79)
Using (79) and reasoning as in the proof of Proposition 3.8 (see the claim of the proof of Propo-
sition 3.8), we show that
{u+n }n>1 ⊆W
1,p
0 (Ω) is bounded,
⇒ {un}n>1 ⊆W
1,p
0 (Ω) is bounded (see (76)).
From this, as in the proof of Proposition 3.8, using the (S)+-property of A(·) (see Lemma 2.4),
we conclude that (72) is true.
On account of (70), (71), (72), we can use Theorem 2.1 (mountain pass theorem). So, we can
find uˆ ∈W 1,p0 (Ω) such that
(80)
{
uˆ ∈ Kλ ⊆ [uµ) ∩ intC+ (see (66)),
σλ(u0) < mλ 6 σλ(uˆ) (see (70)).
}
From (80) and (64), we conclude that
uˆ ∈ Sλ ⊆ intC+, uˆ 6= u0.
The proof is now complete. 
4. The minimal positive solution
In this section we show that for every λ ∈ L = (0, λ∗] problem (Pλ) has a smallest positive
solution u∗λ and we examine the monotonicity and continuity properties of the map λ 7→ u
∗
λ.
First, we show that Sλ is downward directed. This means that if u1, u2 ∈ Sλ, then we can find
u ∈ Sλ such that u 6 u1, u 6 u2. Our proof is inspired by the proof of Lemma 4.1 of Filippakis
& Papageorgiou [9], where a similar result is proved for the upper solutions of nonlinear Dirichlet
problems without singularities, driven by the p-Laplacian (see also Papageorgiou, Ra˘dulescu &
Repovsˇ [33, 34], for Robin problems).
Proposition 4.1. If hypotheses H(a), H(ϑ), H(f) hold and λ ∈ L = (0, λ∗], then Sλ is downward
directed.
Proof. Let u1, u2 ∈ Sλ and ǫ > 0. We introduce the following cut-off frunction
ηǫ(x) =


−1 if x < −ǫ
x
ǫ
if − ǫ 6 x 6 ǫ
1 if ǫ < x.
Evidently, ηǫ : R→ R is Lipschitz continuous. So, we have
(81)
{
ηǫ((u1 − u2)
−(·)) ∈ W 1,p0 (Ω),
∇ηǫ((u1 − u2)
−) = η′ǫ((u1 − u2)
−)D((u1 − u2)
−)
}
(see, for example, Gasinski & Papageorgiou [11], Proposition 2.4.25 and Remark 2.4.26, p. 195).
Let y ∈ C10 (Ω) = {y ∈ C
1(Ω) : y has compact support in Ω}, y > 0. Then
(82)
{
ηǫ((u1 − u2)
−)y ∈ W 1,p0 (Ω),
D(η((u1 − u2)
−)y) = yD(η((u1 − u2)
−)) + ηǫ((u1 − u2)
−)Dy
}
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(see Proposition 2.4.22 of Gasinski & Papageorgiou [11, p. 193]). Since u1, u2 ∈ Sλ ⊆ intC+, we
have ∫
Ω
(a(Du1), Dh)RN dz =
∫
Ω
[λϑ(u1) + f(z, u1)]hdz,(83) ∫
Ω
(a(Du2), Dh)RN dz =
∫
Ω
[λϑ(u2) + f(z, u2)]hdz for all h ∈W
1,p
0 (Ω).(84)
In (83) we choose h = ηǫ((u1−u2)
−)y ∈W 1,p0 (Ω) and in (84) we choose h = [1−ηǫ((u1−u2)
−)]y ∈
W 1,p0 (Ω). We add the two equalities and obtain∫
Ω
(a(Du), D(ηǫ((u1 − u2)
−)y))Rndz +
∫
Ω
(a(Du2), D((1 − ηǫ((u1 − u2)
−))y))RN dz
=
∫
Ω
[λϑ(u1) + f(z, u1)]ηǫ((u1 − u2)
−)ydz +
∫
Ω
[λϑ(u2) + f(z, u2)](1− ηǫ((u1 − u2)
−))ydz.(85)
We examine the two summands on the left-hand side of (85). We have∫
Ω
(a(Du1), D(ηǫ((u1 − u2)
−)y))RN dz =∫
Ω
y(a(Du1), D(ηǫ((u1 − u2)
−)))RN dz +
∫
Ω
ηǫ((u1 − u2)
−)(a(Du1), Dy)RN dz =
−
∫
{−ǫ6u1−u260}
y(a(Du1), D(u1 − u2))RN dz +
∫
Ω
ηǫ((u1 − u2)
−)(a(Du1), Dy)RN dz.(86)
Similarly we have∫
Ω
(a(Du2), D((1 − ηǫ((u1 − u2)
−))y))RN dz
=
∫
Ω
y(a(Du2), D(u1 − u2))RN dz +
∫
Ω
[1− ηǫ((u1 − u2)
−)](a(Du2), Dy)RN dz.(87)
We use (86) and (87) in (85). Since y > 0 and exploiting the monotonicity of a(·), we obtain∫
Ω
ηǫ((u1 − u2)
−)(a(Du1), Dy)RN dz +
∫
Ω
[1− ηǫ((u1 − u2)
−)](a(Du2), Dy)RNdz
>
∫
Ω
[λϑ(u1) + f(z, u1)]ηǫ((u1 − u2)
−)dz +
∫
Ω
[λϑ(u2) + f(z, u2)](1 − ηǫ((u1 − u2)
−))dz.(88)
Note that
ηǫ((u1 − u2)
−(z))→ χ{u1<u2}(z) for almost all z ∈ Ω, as ǫ→ 0
+.
So, if in (88) we let ǫ→ 0+, then∫
{u1<u2}
(a(Du1), Dy)RNdz +
∫
{u26u1}
(a(Du2), Dy)RN dz
>
∫
{u1<u2}
[λϑ(u1) + f(z, u1)]ydz +
∫
{u26u1}
[λϑ(u2) + f(z, u2)]udz.(89)
If u˜ = min{u1, u2} ∈W
1,p
0 (Ω), then we know that
(90) Du˜ =
{
Du1 for almost all z ∈ {u1 < u2}
Du2 for almost all z ∈ {u2 6 u1}.
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Moreover, by Stampacchia’s theorem we have that
D(u2 − u1) = 0 for almost all z ∈ {u1 = u2}
(see Gasinski & Papageorgiou [11, pp. 195-196]).
From (89) and (90) it follows that∫
Ω
(a(Du˜), Dy)RN dz >
∫
Ω
[λϑ(u˜) + f(z, u˜)]ydz for all y ∈ C10 (Ω), y > 0.
The density of such y’s in the positive cone of W 1,p0 (Ω) (that is, in the set W+ = {u ∈W
1,p
0 (Ω) :
u(z) > 0 for almost all z ∈ Ω}, see Gasinski & Papageorgiou [12, Proposition 1.154]), implies that∫
Ω
(a(Du˜), Dy)RN dz >
∫
Ω
[λϑ(u˜) + f(z, u˜)]ydz(91)
for all y ∈W 1,p0 (Ω) with y > 0.
We consider the following truncation of the reaction in problem (Pλ):
(92) µλ(z, x) =


λϑ(u¯λ(z)) + f(z, u¯λ(z)) if x < u¯λ(z)
λϑ(x) + f(z, x) if u¯λ(z) 6 x 6 u˜(z)
λϑ(u˜(z)) + f(z, u˜(z)) if u˜(z) < x.
This is a Carathe´odory function. We setMλ(z, x) =
∫ x
0
µλ(z, s)ds and consider the C
1-functional
(see Proposition 2.5) τλ : W
1,p
0 (Ω)→ R defined by
τλ(v) =
∫
Ω
G(Dv)dz −
∫
Ω
Mλ(z, v)dz for all v ∈ W
1,p
0 (Ω).
As before (see the proof of Proposition 3.7), using (92), we can show that
(93) Kτλ ⊆ [u¯λ, u˜] ∩ intC+.
From (92) it is clear that τλ(·) is coercive. In addition, τλ(·) is sequentially weakly lower semi-
continuous. So, we can find u ∈ W 1,p0 (Ω) such that
τλ(u) = inf{τλ(v) : v ∈W
1,p
0 (Ω)},
⇒ u ∈ Kτλ ⊆ [u¯λ, u˜] ∩ intC+,
⇒ u ∈ Sλ ⊆ intC+ and u 6 u˜ 6 u1, u2.
This proves that Sλ is downward directed. 
Using this proposition, we can show the existence of a minimal positive solution for problem (Pλ).
Proposition 4.2. If hypotheses H(a), H(ϑ), H(f) hold and λ ∈ L = (0, λ∗], then problem (Pλ)
admits a smallest positive solution u∗λ ∈ Sλ ⊆ intC+ (that is, u
∗
λ 6 u for all u ∈ Sλ).
Proof. On account of Proposition 4.1 and using Lemma 3.10 of Hu & Papageorgiou [19, p. 178], we
can find {un}n>1 ⊆ Sλ ⊆ intC+ decreasing such that
inf Sλ = inf
n>1
un.
We have
〈A(un), h〉 =
∫
Ω
[λϑ(un) + f(z, un)]hdz for all h ∈W
1,p
0 (Ω),(94)
0 6 u¯λ 6 un 6 u1 for all n ∈ N (see Proposition 3.5).(95)
Choosing h = un ∈ W
1,p
0 (Ω) in (94) and using (95) and hypotheses H(ϑ)(ii) and H(f)(i), we can
infer that
{un}n>1 ⊆W
1,p
0 (Ω) is bounded.
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So, we may assume that
(96) un
w
→ u∗λ in W
1,p
0 (Ω) and un → u
∗
λ in L
p(Ω).
In (94) we choose h = un − u
∗
λ ∈ W
1,p
0 (Ω), pass to the limit as n→∞ and use (95), (96). Then
lim
n→∞
〈A(un), un − u
∗
λ〉 = 0,
⇒ un → u
∗
λ in W
1,p
0 (Ω) (see Lemma 2.4).
Taking the limit as n→∞ in (94), we obtain
〈A(u∗λ), h〉 =
∫
Ω
[λϑ(u∗λ) + f(z, u
∗
λ)]hdz for all h ∈W
1,p
0 (Ω), u¯λ 6 u
∗
λ,
⇒ u∗λ ∈ Sλ ⊆ intC+ and u
∗
λ = inf Sλ.
The proof is now complete. 
Consider the minimal solution map χ : L = (0, λ∗]→ C10 (Ω) defined by
χ(λ) = u∗λ for all λ ∈ L.
The next proposition establishes the monotonicity and continuity properties of this map.
Proposition 4.3. If hypotheses H(a), H(ϑ), H(f) hold, then
(a) χ(·) is strictly increasing (that is, 0 < λ < η 6 λ∗ ⇒ χ(η)− χ(λ) ∈ intC+);
(b) χ(·) is left continuous.
Proof. (a) Let 0 < µ < λ 6 λ∗. According to Proposition 3.7, we can find uµ ∈ Sµ ⊆ intC+ such
that
u∗λ − uµ ∈ intC+,
⇒ u∗λ − u
∗
µ ∈ intC+ (since u
∗
µ 6 uµ),
⇒ χ(·) is strictly increasing.
(b) Let {λn}n>1 ⊆ L and assume that λn → λ
− (λ ∈ L). We set u∗n = u
∗
λn for all n ∈ N. The
sequence {u∗n}n>1 ⊆ intC+ is increasing (see (a)) and u
∗
n 6 u
∗
λ∗ ∈ Sλ∗ ⊆ intC+. We have
〈A(un), h〉 =
∫
Ω
[λnϑ(u
∗
n) + f(z, u
∗
n)]hdz for all h ∈ W
1,p
0 (Ω).
The nonlinear regularity theory of Lieberman [22] implies that we can find α ∈ (0, 1) and c33 > 0
such that
u∗n ∈ C
1,α
0 (Ω), ||u
∗
n||C1,α
0
(Ω) 6 c33 for all n ∈ N.
The compact embedding of C1,α0 (Ω) into C
1
0 (Ω) and the monotonicity of {u
∗
n}n>1 imply that
(97) u∗n → u˜
∗ in C10 (Ω).
We claim that u˜∗ = u∗λ. Arguing by contradiction, suppose that u˜
∗ 6= u∗λ. Then we can find
z0 ∈ Ω such that
u∗λ(z0) < u˜
∗(z0),
⇒ u∗λ(z0) < u
∗
n(z0) for all n > n0 (see (97)),
which contradicts (a). Therefore u˜∗ = u∗λ and so we have
u∗n → u
∗
λ in C
1
0 (Ω),
⇒ χ(·) is left continuous,
which concludes the proof of Proposition 4.3. 
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The proof of Theorem 2.9 is now complete.
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