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VR E S U M O
O objetivo do presente trabalho e melhorar a 
eficiência computacional do algoritmo de programação linear intei 
ra "LEXS", baseado na técnica lexicográfica.
Inicialmente, situa-se a técnica lexicográfi­
ca dentre os métodos de solução de programação inteira. Segue-se 
a apresentação do desenvolvimento da teoria na qual está fundamen 
tado o algoritmo "LEXS".
Posteriormente, apresenta-se uma variante do 
algoritmo "LEXS", proveniente das alterações na sua estrutura bá­
sica e de incorporações de técnicas heurísticas.
Finalmente, é desenvolvida uma análise compa­
rativa de performance para avaliar o incremento de eficiência ob­
tida .
vi
A B S T R A C T
The objective of the work presented here is 
to improve the computational efficiency of the integer linear pro 
gramming algorithm "LEXS", which is based upon the lexicographic 
technique.
Firstly, the lexicographic technique is 
discussed and compared with other methods of solving the integer 
linear programming problem. There follows an outline of the deve­
lopment of the theory on which the algorithm "LEXS" is founded.
Afterwards, a variation of the algorithm 
"LEXS" is presented, arrived at by both alterations in the basic 
structure and by the incorporation of heuristic solution techni­
ques .
Finally, a comparative analysis of performan­
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C A P Í T U L O  I
1. INTRODUÇÃO
Programação linear inteira ê um instrumento 
muito valioso para orientar os decisores em problemas de distri_ 
buição de recursos limitados entre atividades competitivas, com 
a finalidade de atender a um determinado objetivo.
Para tanto, torna-se necessário saber "a prio 
ri" quais as atividades que consomem cada recurso, e em que pro­
porção ê feito esse consumo. Tais informações serão fornecidas 
por equações ou inequações lineares, uma para cada recurso. Ao 
conjunto destas dã~se o nome de restrições do modelo e ao objeti 
vo proposto ê associado uma função denominada de função objeti­
vo .
Geralmente existem inúmeras maneiras de dis­
tribuir os escassos recursos entre as diversas atividades, bas­
tando para isso que essas distribuições sejam coerentes com as 
equações de consumo de cada recurso, ou seja, que elas satisfa­
çam as restrições do problema. Entretanto, deseja-se achar a dis_ 
tribuição que satisfaça as restrições do problema, e que alcance
o objetivo maximizado ou minimizado.
1.1. Formulação do Modelo Matemático
j*
0 modelo matemático de problemas de programa
ção linear inteira tem a seguinte formulação:
(I) <
n
Max(Min) Z = E c- x.
j _i D :
Sujeito às restrições:
n
( 1 .1 ) £ a • • x . ' b ■ , i = 1 ( .1 ) m ( * ) 
j=l 3 J
(1 .2 ) Xj e N U {0 }, j =1 ( 1  )n
ou em notação compacta:
Max(Min)gQ(Xj, , . . . ,xfi)
Sujeito às restrições:
(II.1) g^(x1 5 x2 ,...,xn)-b^ '  0, i=1(1)m
(II) (II.2) Xj £ N U {0} 5 j =1( 1 )n
onde :
n
n • 1 3 33=1
n
Onde :
m - Número de restrições
n - Número de atividades
b.1 - Quantidade'“ de recurso i disponível para as n atividades
(*) j =n^ ( n^ )n2 : leia-se j variando de n^ ate , passo n3 *
3cj - Retorno unitário da atividade j.
aij ~ Quantidade do recurso i consumida na execução de uma unida­
de da atividade j .
Xj - Valor do nível da atividade j, j=l(l)n.
Quando x^  e {0,1}, j=l(l)n, o problema é dito 
de programação linear inteira zero-um, "PPLI01".
1.2. Objetivo do Trabalho
0 presente trabalho propõe-se a melhorar a e- 
ficiincia computacional de um modelo básico de programação linear 
inteira, utilizando a técnica lexicográfica, visando com isto 
proporcionar uma melhor performance computacional, através da in­
corporação de técnicas heurísticas e alterações na estrutura do 
modelo.
1.3. Conceitos Básicos
No desenvolvimento deste trabalho e utilizada 
uma terminologia, relativa aos problemas de programação linear in 
teira, que deve ser convenientemente entendida para permitir um 
melhor acompanhamento deste estudo.
Solução: Diz-se que X = (x-^  ,X2 5 • • • >xn) ® uma solução de um proble
ma de programação inteira, se e somente se,
x. e N U {0 }, j = 1 (1 )n .
J
•» -.
* ' r ‘ • . *^ r
Solução viável: X = (x-jV^ ’ ’xn^ ® uma solução viável de um pro
4blema de programação inteira se não violar as suas restrições.
/'N
/\
Solução õtima: Uma solução e õtima e denota-se por X se:
A
A
- X i uma solução viãvel e ,
A
- Não existe solução viãvel X, tal que g (X)>g (X)
/\
/\ _
ou gQ(X)<go(X), se o problema for de maximização
ou de minimização, respectivamente.
Solução sub-ótima: Seja X' o conjunto das soluções jã enumeradas.




- X ê uma solução viãvel de (I) e,
- Não existe solução viãvel X e X', tal que: 
go(X)>go(X) ou g0 (X)<go(X), se o problema for 
de maximização ou de minimização, respectiva 
mente.
Ordenação Parcial: As soluções X= (x-^,x2 , • • • ,xn ) e Y= (y-^  ,y2 5 • • • 5yn)
estão parcialmente ordenadas e são representa­
das por X ^ Y, se e somente se:
Xj ^ yj para j = l(l)n
Ordenação lexicográfica: As soluções X = (x ^ ,x ?5•••>*n ) e
Y = (y1 ,y2 5 •••>yn) estão lexicografica- 
mente ordenadas e representa-se por
X ^  Y se e somente se:
X = Y ou
Para* -todo j , tal que > y j , exis­
te j' < j, tal que Xj, < y^  »•
r(:’;)Solução descendente: Seja X uma solução de PPLI01 caracterizada
pelo conjunto dos índices das variáveis 
Xj iguais a 1 . Se Xs for uma solução do mes­
mo PPLI01 tal que J , dir-se-á que XS e
~ ruma solução descendente de X .
Solução lexicograficamente descendente: Seja X^ uma solução de
PPLI01 e:
L = {j tais que x ^ = 1, j = l(l)n}
. r o maior índice pertencente a L, tal que 
exista s, r < s ,< n , onde xg = 0
2 - Toda solução X do mesmo PPLI01 sera denomi­
nada lexicograficamente descendente de X^ se:
. Existir r
2
. Para todo j, j e {l,2,...,n} tal que x^=l; 
então: j e L ou j > r .
X* - i - Seja X ’ uma solução de um PPLI01. A maior solução lexico 
graficamente descendente e parcialmente ordenada a esta 
solução será denotada por X* - 1.
X* - Dada uma solução qualquer X ‘ de um PPLI01, a primeira so
lução parcialmente ordenada X, tal que, X > X', será de 
nominada de X*.
Método para obter-se X* dado X’
- Considere X como sendo um número binário.
(*)Xr : o índice r denota a ordem da solução.
6Subtraia 1 de X obtendo X-l (usando a operação usual de 
subtração dos números binários).
Adicione X com X-l obtendo X"-l (usando aritmética boo- 
leana, onde 1 +1 =1 ).
Adicione 1 a X"-l obtendo X" (usando a operação de adi­
ção usual dos números binários).
Exemplos
1) Seja: X = (0 ,1, 0 ,1,1, 0 , 0 )
X - l  = (0 ,1 ,0 ,1 ,0 ,1 ,1 )
X* - 1 = (0,1,0,1,1,1,1)
X* = (0,1,1,0,0,0,0)
2) Seja: X = (0 ,1,0 ,1, 0 , 0 , 0)
X - l  = (0 ,1 ,0 ,0 ,1 ,1 ,1 )
X* - 1 = (0,1,0,1,1,1,1)
X* = (0,1,1,0,0,0,0)
«7
C A P Í T U L O  I I
2. MÉTODOS DE SOLUÇÃO DE PROBLEMAS DE~ PROGRAMAÇÃO LINEAR INTEIRA
Pode-se classificar os métodos de solução de 
problemas de programação inteira de uma maneira esquemãtica em 
quatro grupos, de acordo com Maculan1:
- Métodos de enumeração explícita;
- Métodos de cortes ou dos planos de corte;
- Métodos de "branch and bound";
- Métodos de enumeraçao implícita.
2.1. Enumeração Explícita
Se o problema a ser resolvido tiver n variá­
veis, o número de possíveis soluções será K, onde K é dado por:
t TK = Jl (I.+l)
j =1 (1 )n :
Onde Ij é o limite superior da variável j.
que sao:
Um algoritmo que teste todas estas soluções,
Xo = (0,0,0, ...,0)
tX1 = (0 ,0 ,0 , ...,1 )
:K
x = a 1 ,i2 ,i3,. *. ,in) 
-* «
1MACULAN FILHO, N.. Programação linear inteira, p.2.8 - 2.10).,
ê chamado de enumeração explicita e o valor otimo de gQ e assegu­
rado .
Algoritmos de enumeração explícita, na prática, 
não são usados. Por exemplo:
Se o problema Max g (x), sujeito a
g^(x)-b^ > 0 , i=l(l)m
tiver 28 variáveis, 4 restrições e todas as variáveis forem zero- 
um, tem-se que o numero de possíveis soluções será:
i fK = j = 268.435.456 possíveis soluçoes
j =1(1)28
Considerando uma média de 150 operações para 
cada solução testada e que o computador IBM-360/40 faz, em média, 
250000 operações por segundo, tem-se um tempo de C.P.U. de:
TEMPO MÉDIO DE CPU = 268‘4.3-5-i-5£ 4-§-° =45 HORAS.
250000
92.2. Métodos de Cortes ou de Planos de Corte
A idéia basica dos métodos de cortes segundo 
Maculan2, é o acréscimo sistemático de restrições (cortes), sem 
que nenhuma solução inteira seja eliminada do conjunto de restri­
ções. A seguir é apresentado o diagrama de blocos geral desta cla_s 
se de algoritmos, conforme figura 1 .
* * '
FIGURA 1 - DIAGRAMA DE BLOCOS DOS MÉTODOS DE CORTE
‘MACULAN FILHO, N.. op. cit
10
2.3. Métodos de "Branch and Bound"
Nos métodos de "branch and bound" de acordo 
com Maculan3, desenvolve-se uma arborescência, cuja raiz é a solu 
ção do problema de programação linear, formado do problema de pro­
gramação linear inteira retirando as restrições de integralidade. 
Um fluxograma simplificado deste método é apresentado, conforme fi­
gura 2 .
rrraipÀ ?. - d ia g ram a  de b lo c o s  dos mCtodos de "b r a n ch  e bound"
3MACULAN FILHO, N.. op. cit.
11
Qualquer algoritmo que assegure a determina­
ção da solução õtima, sem que seja necessário examinar todo o 
conjunto de soluções, é classificado como sendo de enumeração im 
plícita.
Nos métodos de enumeraçao implícita, segundo 
Maculan4 desenvolve-se também uma arborescência, porém de manei­
ra diferente. Parte-se de uma solução inicial, viãvel ou não, e 
dela deriva-se uma solução õtima. Assim, esta classe de algorit­
mos permite que, a partir de uma solução X, desconsidere-se um 
subconjunto de soluções, sem que a viabilidade destas necessite 
ser testada. Toda solução cujo exame é evitado é dita implicita­
mente enumerada. Os melhores métodos são evidentemente aqueles 
que conduzem ã geração de informações que permitem a exclusão do 
maior número possível de soluções do campo de investigação. Pode 
-se observar que a eficiência desses algoritmos esta diretamente 
relacionada com a eficiência dos critérios estabelecidos para de 
terminar os saltos.
2.4. Métodos de Enumeração Implícita
-- — ----------------------  •%«,
“MACULAN FILHO, N.. op. cit..
3* MÉTODOS LEXICOGRÁFICOS PARA SOLUÇÃO DE PROBLEMAS DE PROGRAMA­
ÇÃO INTEIRA
Dentre os métodos de enumeração implícita en­
contram-se aqueles baseados em técnicas lexicográficas, sendo que
o algoritmo básico utilizando estas técnicas, foi inicialmente de 
senvolvido por Lawler e Bell5 (1966), sendo seguido dos apresenta 
dos por Wallingford6 ( 1969 ), Dragan7 ( 1968-1969 ) e Rõdder8 ( 19 72), 
que são variantes do algoritmo básico. A variação introduzida por 
Rõdder9, foi pelo proprio autor denominada "LEXS".
Dado que o presente trabalho desenvolve-se to 
talmente baseado em "LEXS", apresentar-se-á a seguir a técnica i- 
nicial de Lawler e Bell10 e a de Rõdder11, que dela se originou.
C A P Í T U L O  I I I
5LAWLER, E. & BELL, M.. A method for solving... p.1098-1112.
6WALLINGF0RD, B.A., & MAO, James C.T.. An entension... p. 351-360.
7DRAGAN, Irinel. An algorithme lexicographique... p.246-25 2.
®R0DDER, Wilhelm. Ein lexikographischer ... p. 209-217.
9Id. ibid.
1 “LAWLER, E., & BELL, M., op. cit..
^RODDER, Wilhelm, op. cit.. V. ” -
13
3.1. Algoritmo Lexicográfico de Lawler e Bell12
3.1.1. Formulação do problema
Especificamente, este método é aplicado a qual^  
quer problema que possa ser colocado na forma:
Minimize ®o^^
Sujeito a: g-^CX) “ g ^ X )   ^0
g2 1 (X) " §2 2 (X) * 0
• • • ■
SmlCX) - «m2<X) >< 0
Onde :
- X - (x^,X2 ,...,xn) ,
- Xj = 0 ou 1 , j = l(l)n e
- As funções go ,g^, . . . ,g^ são monõtonas e 
não decrescentes em cada uma das variáveis 
Xi ) X 2 ! "  ' > '
3.1.2. Critério de Lawler e Bell13 para enumerar solução implici­
tamente - "Saltos"
No algoritmo de Lawler e Bell11* , salta-se de
uma dada solução X" para a solução X“, se:
__________________________________________ i r
12 LAWLER, E., & BELL, M., op.cit..
13 Id. ibid.
14 Id . ibid .
14
- Regra 1 : g (X’) >. g (X), onde X e a solução 
sub-õtima ate o momento.
- Regra 2: X ‘ e uma solução viãvel e produz o 
melhor valor da função objetivo ate aqui co 
nhecido.
- Regra 3: existir i e {l,2,...,m}, tal que 
gil(X''_1) " gi2 (X,) < °*
Justificação:
- Regra 1: A função gQ ê monótona não decres­
cente, portanto, nenhuma das soluções X tal 
que X’ <: X < X“ - 1, pode ter um custo me­
nor, dado que as soluções estão parcialmen­
te ordenadas.
v\
- Regra 2: Faz-se X=X*, e aplica-se a justifi 
cativa da Regra 1.
" Regra 3: Temos que g ^  ê monótona não de­
crescente e g ^  e monótona não crescente, 
para i=l(l)m; então:
g. (X“-l)-g.?(X‘)= Max , g - -i (X ) - 
xx xz X '<X<X"
Min A {g.„(X)}<0 
X'<X<X“ 1
15
3.1.3. Diagrama de blocos do algoritmo de Lawler e Bell1 5
Para se ter uma visão geral do algoritmo de­
senvolvido por Lawler e Bell16 , apresenta-se o diagrama de blocos 
correspondente, conforme figura 3.
! IM
NAO





X C A MELHOR 
SOLUÇÃO.
Z £ 0 VALOR 
ÕTIMO DA FUN 
ÇAO OBJETIVO.
(l N i <: i
(TTTJ)
NAO
X = (0,0 
X = (0,0 
Bn<X> =
... 0)
Í X )\ ovkkh.ow ? J
X = X
NAO
go CX) < eo (X) ?
UlAO (REGRA 1)
SIM
gi:L<X'!-l)-gi2<X)i C?\ NAO (REGRA 3)
i  =1 (1 )  m /
SIM
* 0 ?




FIGURA 3 - DIAGRAMA DE BLOCOS DO ALGORITMO DE LAWLER E BELL
1 5LAWLER, E., & BELL, M., op. cit.. 
16 Id . ibid .
16
3.2. Algoritmo Lexicográfico de Rõdder17 - "LEXS"
0 trabalho de Rõdder18 e totalmente desenvo^l 
vido com base no trabalho de Lawler e Bell19 , apresentando as se­
guintes variações:
- Vários dos saltos são condensados em um u- 
nico salto. Assim, torna-se supérfluo o 
cálculo repetido de g^ -j. 5 §1 2 ’ respectiva­
mente .
- Seja aplicável em problemas de otimização 
nos quais as variáveis de decisão.podem a£ 
sumir valores inteiros limitados, sem ter 
que transformá-las em variáveis binárias.
3.2.1. Forma padrão do problema
Para utilização do algoritmo lexicográfico 
(LEXS) para resolver problemas de programação linear inteira, o 
problema analisado deverá estar na seguinte forma:
1 7R0DDER, Wilhelm, op. cit..
1 8Id. ibid..
19 LAWLER, E., & BELL, M., op'. cit.*
17
Max g (x-^,...,x ), sujeito ãs seguintes restrições. 
gi(x1 ,...,xn) - bi > 0 , i = 1 (1 )m 
onde
g i ( x1, . . . , x n ) = a i l x1+ . . . + a i n xn
Xj pertencente = { 0 ,1, . . . , I ^ } , j = l(l)n
(IIIX^ a^j pertencente ao conjunto dos números inteiros
1  ^ = limite superior da variável x^,
1^  pertencente N U  {0}
Dj = conjunto de valores que a variável Xj pode as­
sumir
m = número de restrições 
n = número de variáveis
3.2.2. Obtenção do limite superior de' cada variável
Ê necessário que cada variável tenha um limi­
te superior, pois a eficiência do algoritmo ê inversamente propor 
cional ã ordem do limite superior.
Ao modelar-se um problema, é muito vantajoso 
considerar-se o menor limite superior permitido a cada variável.
3.2.3. Incorporação da função objetivo com uma restrição
Ò algoritmo LEXS incorpora ãs m restrições e- 
xistentes do problema (III) a função objetivo como sendo mais uma 
restrição, passando o problema a ter m+1 Restrições.
18
Para que essa incorporação não afete o proble
ma original, o valor inicial de bQ será:
n
bo - " 1 I aoi ' * Ii 5 então g0(X) " bo >r °» poÍSj=l
5q(X) < -bQ para qualquer X.
Assim, quando se obtiver a primeira solução X* 
que não viole as restrições do problema, ela necessariamente veri 
ficará gQ , pois cada variável e limitada e:
n
g (X*) - b = g (X*) + E I a . I . I. >. 0 pelas consi- &o o &o . , 1 oj 1 1j = i J J
derações feitas acima.
Apos cada solução viável determinada, a res­
trição decorrente da função objetivo torna-se mais atuante, pela 
redefinição do valor de bQ como segue:
Seja X"*- uma solução viável, então:
b = - (g (X^) + 6 , 6  pertencente aos números 
naturais e suficientemente pequeno.
Portanto, o algoritmo so testará nas restri­
ções específicas do problema as soluções X lexicograficamente maio 
res que X^, que verificam a restrição decorrente da função objeti 
vo, isto é, somente as soluções X que satisfaçam as condições:
X >  X1 e!>
g o ( x)  -  bQ >, 0
3.2.4. "Salto"
3.2.4.1. Critério de salto para uma restrição
Apresenta-se agora como é estabelecido um sal_
1 2 - . ~ to de X para X , assegurando que a solução otima X nao esteja com
1 2preendida entre X e X .
Sej am:
- X ‘ = (x^, x^,...sX^) pertencente ao conjun­
to de soluções que não satisfaçam as restrições (III).
- V C {0 ,1 ,2 ,3,4, ..., m}, conjunto ordena 
do dos índices correspondentes ãs restrições as quais não foram 
satisfeitas para o vetor X*.
- J = {1,2,3,...,n}, conjunto ordenado dos ín 
dices correspondentes ãs variáveis do problema.
Para cada i e V ê associado um, e somente um, 
índice j^ e J que tenha a seguinte propriedade:
Para qualquer j > j^ tem-se
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Assim distinguem-se dois casos:
1 - Se g . em x . ê monótona não decrescente, 
J i
todos os vetores X tais que:
X * ^  X  ^  Z  = + 1 , 0 , . . . ,  0)J i  J
são inadimissíveis para a i-êsima restrição.
Portanto, pode-se saltar para Z, e denota-se
o índice por
2 - Se g. em x . for monotona nao crescente, 
J i
um aumento na componente j^ não tornaria viável a restrição i.
Por esse motivo, eleva-se de uma unidade • a
componente j. à esquerda de j . , para a qual x . .. i I. .
1 1 ^i 3i
Assim pode-se dizer que:
Se j? existe, tem-se que todo X tal que:
X ^  X Z - (x, , . .. , x • s’í _, , x . * + 1,0,...,0) e
* I J  n J  1
inadimissível para a i-êsima restrição.
Portanto, pode-se saltar a partir de X ‘, no
mínimo até Z.
Se ocorrer a não existência de para a i-é- 
sima restrição, isso indica que todo X J>X" são inviáveis para es 
ta restrição.
ZL
0 procedimento de analise mencionado em (3.2. 
4.1) pode ser estendido como segue:
Para um salto não se considera apenas a es­
trutura de uma restrição, mas todas as restrições tais que:
g.(x) - b. < 0 com i £ V 1
3.2.4.2. Agregação de saltos de restrições não satisfeitas
É evidente que com j“ = min {j^} as afirma-
ieV
çoes mencionadas em (3. 2 .4.1) para j" em lugar de j? são váli­
das .
Para problemas com funçao objetivo e restri­
ção lineares, o cálculo seqüencial do máximo para determinar-se 
j V, partindo de uma solução inviável X , e consideravelmente sim 
plificado, como segue:
n
Seja b^ < 0 a causa da não ad­












a ., = max( -a • , 0 ) i k  i k ’




Em problemas de programaçao linear inteira ze
Ij = 1 para j = l(l)n
X* = (x^,...,x^) não admissível, portanto,
n
S. = E a . . x ' - b . < 0 e j s e r ã  o primeiro índice i que pos- i  j =]_ 3 i  J i  y
suir a propriedade:
c
k  = 3
onde,
x. = 1 - x!
J 3
a!k = max (0 , aik)
aik = max (-aik, 0 )
n
s- + z (aIk xk + a ik xk ) s 0
3.2.6. Exemplo
Antes de ser demonstrada a resolução de (III)
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em forma de um algoritmo apresenta-se o exemplo de Rõdder20, para 
mostrar como partir de um vetor X’ inadmissível e encontrar o pri_ 
meiro vetor lexicograficamente maior que X', utilizando a técnica 
de salto exposta em (3.2.4.2).
Exemplo:
Ache, partindo de X ‘ = (0,0,0), o primeiro 
vetor lexicograficamente maior que X*, utilizando a técnica de 
salto exposta em (3.2.4.2), do seguinte sistema de inequações.
4x^ + 3x2 + ~ x 3 ~  ^ ^
3x^ - Xg - 3 > 0
Xj e {0,1,2,3,4}, j = 1(1)3
Solução:
Para x* = (0,0,0), tem-se que:
S = -4
_ >  V = {1,2}
S 2 = " 3
.r.
Segue o calculo de j“
Para i = 1, tem que:
Para j = 3
3 + -. 1 -4 + Z (a,, x. + a,. x.) = -4 + — (4)=-2<0
j=3 3 D 3 3 2
Para j = 2
3 + - 1 
-4 + Z (a,.6x • + a,. x-) = -4 + — .4=10 > 0 
,__________________  j ~ 2 13 3 13 3 2
2 0RÕDDER, Wilhel, op. cit..
Portanto j“ = 2
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Para i = 2, tem-se que:
Para j = 3
-3+ E (a0 . x ! + a 0. x.) 
j = 3 2:1 3 2: 3
= -3+4.0 = -3 < 0
Para j = 2
-3 + ^  (a2j J: + a'. Xj) •3 + 0.4 + 4. 0 = -3<0





(a2j xj + a2j xj> = -3 + 3 .4 + 0 .4 + 4 .0:
tem-se que 3 2 = 1
Portanto j = min {j V} = min {j, , j2} 
ieV
min {2 ,1 } = 1
Assim, pode-se saltar de x ’ = (0,0,0) para o 
primeiro vetor admissível da desigualdade na ordenação lexicogra 
fica que é Z = (1,0,0)
x ( 0 , 0 , 0 )_ 
( 0 , 0 , 1 )
( 0 , 4 , 4 )_ 
( 1 , 0 , 0 )
>
Pelo método de calculo de j*, pode-se afir­
mar que nenhuma solução pertencente ao conjunto * e viavel.
9>0
25
3.2.7. Diagrama de blocos do algoritmo LEXS
Para se ter uma visão global do algoritmo 
LEXS, e apresentado o diagrama de blocos correspondente, conforme 
figura 4.
(; n i i o)
>:' = (0, ü , .. .d)




FIGURA 'i - DIAGRAMA DL BLOCOS DO ALGORITMO LEXS
C A P Í T U L O  I V
4. MODELO PROPOSTO
Para melhor compreensão do modelo, apresenta- 
se o seu desenvolvimento em três etapas, a saber:
a) Apresentação do algoritmo LEXSM
b) Estudo das heurísticas
c) Modelo proposto propriamente dito.
4.1. 0 Algoritmo LEXSM
Tomando-se por base o algoritmo LEXS e manten 
do os seus critérios de enumeração lexicografica e de enumeração 
implícita, respectivamente, e realizando modificações em sua es­
trutura bãsica, obteve-se um novo algoritmo denominado de LEXSM. 
Apresenta-se a seguir um conjunto de considerações para poder efe 
tuar as alterações, o fluxo de LEXSM e um estudo comparativo dos 
resultados obtidos com LEXS e LEXSM.
Primeira consideração: Forma padrão do problema
No desenvolvimento da teoria de LEXSM, consi- 








E aa.. y. ,< b. i = 1(1)m 
j=l J 3
y^ £ (0 ,1 }, j = 1 ( 1 )n
cc. >. 0 , -V-. = 1 ( 1 )n
3 3
■V. , tais que: 1 ~< j < k ^ n = >  cc. cc,






As hipóteses (IV.4) e (IV.5) não invalidam a 
generalização do problema, pois qualquer problema de programação 
linear inteira binaria pode ser transformado na forma padrão (IV), 
como segue:
Obtenção da hipótese (IV): 'c^  :> 0, qualquer j = l(l)n'
Para cada c^ < 0 do problema original, faz-se
a seguinte mudança de variável
xk = 1 - XjJ., onde x£ e {0 ,1 }, logo
ck xk = ck(1'xk) = °k - ck xk
Seja C.J. = - c, , então c/ > 0 e a função obje­
tivo ficará
n
g0 (X> c, + E c- X- + c/ x^, fazendo K -, 1 ~\ K K
3 = 1
j ^ k
F(X) = gQ(X) - ck , tem-se:
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n
F(X) = £ c, x . + c ' x.' que ê uma função com
X  “I K  K3=1
j ^ k
todos os coeficientes nao negativos equivalentes a funçao inicial 
g0(x>-
Obtenção da hipótese (IV.5):
"Quaisquer j e k, tais que:
1 ^ j < k  ^ n = = >  cCj £ cc]<"
Para obter-se esta segunda hipótese, define- 
se uma transformaçao T, que, aplicada ao problema com a hipótese, 
(IV.4) já verificada, o transformará na forma padrão (IV).
A transformação T e definida como segue:
T(l,2,...,n) = (j, ,j9,...,j ), tal que c. $ c.  ^ ... < c. , passan
1 z n Jl 3 2 Jn




. para k=l(1 )n
CCk
lt o para k = 1 ( 1  )n
aak = a . 3k
para
para
k = 1 '( 1 ) n e 
i = l ( 1 )m
Como o algoritmo LEXSM utiliza o problema na 
forma (IV), a cada solução viável Y obtida, necessário se faz que 
se determine a solução correspondente X, pela aplicação da trans­
formação inversa da transformação T, obtendo-se a solução viável 
correspondente do problema original.
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Segunda consideração: Definição do vetor S.OFO, com a função de ar 
mazenar acumulativamente os valores dos coeficientes da função ob 
jetivo, onde cada elemento ê definido por:
n
SOFO, = E cc. , k = 1 (1 )n 
k j=k ]
Terceira consideraçao: Ordenar as restrições heuristicamente, se­
gundo a sua sensibilidade.
Assume-se aqui como sensibilidade a folga de
cada restrição.
Se todos os b^ forem positivos, a sensibilida 
de de cada restrição serã definida por
SENSIBILIDADE. = í E aa+. - b - ) /b-; i = l(l)m1 \ j=1 1 I 1
onde aat. = max {0 ,aa..} 
i j  í ]
n  + e r aCaso £ aa.. - b . ^ 0, esta restrição s 
j=l 1
desconsiderada do problema.
Senão, se algum b^ for não positivo, a sensi­
bilidade de cada restrição serã dada por:
n  +
SENSIBILIDADE- = b. - Z aa..
1 1 j=l ^
Passando-se a considerar, no desenvolvimento 
do algoritmo LEXSM, que as restrições (IV.2) estejam sempre orde­
nadas em ordem decrescente de sensibilidade.
4.1.1. Modificaçoes introduzidas no algoritmo LEXS
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Estas considerações têm por finalidade servi_ 
rem de suporte para que as modificações estruturais do algorit­
mo produzam os melhores resultados, como segue:
Primeira modificaçao: Determinação j*
Seja X uma solução viável e X ’ J> X uma solu­
ção inadmissível para a restrição da função objetivo, então:
S^ = grt(X*) - b < 0 o °o o
para determinar j".
onde :
0 algoritmo LEXS utiliza o seguinte processo
- j" será o primeiro índice j, tal que:
3-1 n + _
 ^ ck *k  * J .  <ck xk + ck xk) - bo ï 0k=l k=3
+
c^ = max (0 ,0 )^
c^ = max (“C^ 0 )
x .  -- 1 - X j
Este processo utilizando o algoritmo LEXSM
ê modificado para:
- j" será o primeiro índice i, tal que:
n
S0F0. - b > 0, onde S0F0- = £ cc • 
1 0  1 k=i 1
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Este procedimento e justificado pelo fato de 
todos os ccj serem não negativos e devido ã estrutura do vetor 
SOFO.
Por outro lado, este processo garante que j" 
seja o 'salto' otimizado, pois os coeficientes da função objetivo 
estão ordenados em ordem crescente.
Portanto, evidentemente, um número substan­
cial de testes e operações de soma para a determinação de j* será 
suprimido no cômputo geral da aplicação do algoritmo.
Segunda modificação: Consideração das restrições
0 algoritmo LEXS para enumerar uma solução con 
sidera todas as restrições. Este procedimento acarreta um núme 
ro elevado de operações para se efetuar a enumeração, acentuando- 
se em problemas com muitas restrições. 0 método proposto e utili­
zação em LEXSM minimiza o número de operações envolvidas na enume 
ração de uma solução, fazendo uma filtragem. Este procedimento ê 
apresentado a seguir.
Método de enumeração de uma solução de LEXSM
A enumeração de uma solução será realizada em
duas etapas:
Primeira etapa: Filtragem
Consideram-se atuantes somente duas restri­
ções que são:
a) A restrição proveniente da função objetivo.
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b) Uma restrição flutuante.
A restrição flutuante serã a restrição mais 
sensível do conjunto de restrições. Uma solução somente atingirá 
a segunda etapa se for viável ãs restrições a) e b), simultanea­
mente .
Segunda etapa: Viabilidade geral de uma solução
Apõs a obtenção de uma solução viável na pri­
meira etapa, a mesma será testada nas restrições complementares, 
pela ordem decrescente de sensibilidade. Se, ao testar-se a viabi_ 
lidade da solução em uma restrição, ocorrer a violação da mesma, 
esta passa a ser a restrição flutuante e volta-se à etapa um. Se 
todas as restrições forem verificadas, atualiza-se o valor de b , 
e a restrição flutuante volta a ser a mais sensível, retornando- 
se à etapa um.
Estas são as modificações que foram realiza­
das no algoritmo LEXS gerando o algoritmo LEXSM.
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4.1.2. Diagrama de blocos do algoritmo LEXSM
Para uma visualização geral do algoritmo 
LEXSM, apresenta-se o diagrama de blocos correspondente, confor­
me figura 5.
FIGURA 5 - DIAGRAMA DE BLOCOS DO ALGORITMO LEXSM
(*) kl3 indica a restrição mais sensível do conjunto de restri­
ções, para uma solução específica.
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Para realizar a análise comparativa, os algo­
ritmos LEXS e LEXSM foram programados em FORTRAN, anexo 1 e anexo
3, respectivamente. Em seguida, foram resolvidos no computador 
IBM-360/40, da Universidade Federal de Santa Catarina, os proble­
mas apresentados no Anexo 2. Os resultados obtidos são apresenta­
dos na tabela 1 .
TABELA 1 - PERFORMANCE COMPARATIVA DOS ALGORITMOS LEXS E LEXSM







VALOR OBTIDO TEMPO DE CPU EM SEGUNDOS
LEXS LEXSM LEXS LEXSM
1 6 10 3800 3800 3800 4 1
2 10 4 70 70 70 5 1
3 10 7 -23 -23 -23 82 2
4 15 10 4015 4015 4015 21 13
5 ' 15 15 10 10 10 18 6
6 15 50 9 9 9 109 137
7 20 3 26 26 26 25 37
8 20 1 0 6120 6120 6120 371 41
9 28 1 0 12400 119 70* 12400 3500 280
1 0 31 31 18 18* 18* 3466 2438
1 1 39 5 10618 9777* 10618 3333 2357
1 2 50 5 16537 10756* 15148* 3226 2457
NV = NÜMERO DE VARIÁVEIS 
NR = NÚMERO DE RESTRIÇÕES
* = NÂO FORAM ENUMERADAS TODAS AS SOLUÇÕES
Os dados tabulados na tabela 1 evidenciam cia 
ramente a performance superior do algoritmo LEXSM.
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Os algoritmos LEXS e LEXSM incorporam as m 
restrições do problema, outra, decorrente da função objetivo, fi­
cando-se então com m+1 restrições. A adição desta nova restrição 
terã a finalidade de,uma vez encontrada a primeira solução viá­
vel, tornar todas as demais soluções viáveis que advirem melhores 
que a anterior, melhorando-se passo a passo a função objetivo ate 
a sua maximização.
Note-se que a nova restrição introduzida só 
passa a ser ativa apõs ter-se encontrado a primeira solução viá­
vel .
Portanto, se, antes de ser aplicada a rotina 
iterativa dos algoritmos, incorporar-se ao mesmo um processo que 
forneça uma solução viável que, aplicada na função objetivo, pro­
duza um valor na vizinhança do otimo da mesma, iniciar-se-á com a 
restrição incorporada extremamente atuante. Este fato acarreta um 
numero substancial de soluções que serão enumeradas implicitamen­
te .
Observe-se que a eficiência deste processo ê 
inversamente proporcional ao tempo de CPU utilizado para a obten­
ção da solução acima, e diretamente proporcional ao valor que es­
sa solução produz na função objetivo.
Esse processo ê possível de ser realizado a- 
travês de uso de heurística.
Assim sendo, foram estudadas as seguintes heu
rísticas:
4.2. Seleção e Incorporação de Heurísticas
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- Incremento Absoluto'
- Incremento Relativo 
~ Senju e Toyoda
- Kochenberger
0 estudo destas heurísticas consta de um pro­




4.2.1. Heurística de incremento absoluto
Esta heurística leva em consideração somente 
os valores de c ^ , incluindo, se possível, os de maiores valores, 
desconsiderando totalmente as restrições.
0 processo inicia com todas variáveis x^  i-
guais a zero.
Iterativamente a variável x^ (onde k é o índi_
ce de cv , tal que, c, = Max {c-}) assume o valor um, sendo te£
K K j = 1 (1 ) n 3
tada a viabilidade da nova solução desta decorrência. ‘Se viável, 
xk permanece com o valor um; caso contrário, volta a ter o va­
lor zero. 0 processo termina quando todas as variáveis forem tes­
tadas .-
Este processo encontra-se na figura 6 .
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4.2.2. Heurística de incremento relativo
0 processo inicia com todas as variáveis
iguais a um e verifica a viabilidade desta solução. Se viãvel,
o processo termina; caso contrário, iterativamente a variável x^
(onde k é o índice da variável G, definida como:k
n
G, = min {G.=c./ E a . . } ,a . . = max{ 0 ,a . . } ) k / -i \ 3 ] • 13 13 13j=l(l)n J J i=l J J J
assumirá o valor zero. 0 processo termina quando uma solução viã­
vel for encontrada.
Este método apresenta como ponto negativo o 
fato de considerar todas as restrições com pesos iguais, não de­
tectando as influências acentuadas de algumas restrições. Em ou­
tras palavras, considera somente o incremento relativo, desconsi­
derando o custo relativo, isto é, a relação
Esta heurística encontra-se na figura 7.
4 •2•3. Heurística Senju e Toyoda
Esta heurística leva em consideraçao as res­
trições do problema, procurando eliminar a influência acentuada 
de alguma restrição pela seguinte normalização:
S. = Max (0, £ (a.n/b.)-1), i=l(l)m 1 p iP 1
onde, P ê o conjunto de variáveis iguais a 1.
0 processo inicia com todas as variáveis x^
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iguais a um e verifica a viabilidade desta solução. Caso não seja 
viável, a variável x^ (onde k é o índice de G^, tal que:
m
G, = min {G.=c./ E S.(a../b.)})k n v 1 l - n  i xi ij=l(l)n J J i=l J
assumirá o valor zero. 0 processo termina quando uma solução viá­
vel for encontrada.
Apresenta como limitação a necessidade de to­
dos os b^ serem positivos.
0 processo completo será exposto na figura 8 .
4 . 2 . *4. Heurística Kochenberger
Inicia o processo com todos os iguais a ze 
ro, como também leva em consideração as restrições. A cada solu­
ção viável determinada, faz a seguinte normalização.
n
b ? = b . - E a . . x .
1 1 • i i] D3= 1 -J J
Em seguida, a variável x^ (onde k ê o índice
n
de G, , tal que, G, = Max {G. = c./ E (a-./bV)})
k k j =1 (1 )n 3 J i = l 1J 1
assume o valor um. Se a solução decorrente deste procedimento for 
viável, então x^ permanece igual a um; caso contrário, assume o 
valor zero. 0 procedimento termina quando todas as variáveis fo­
rem testadas.
Tem como limitação a obrigatotiedade de todos 
os b^ serem positivos.
0 fluxo completo desta heurística e apresenta
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do na figura 9.
4.2.5. Análise e seleção das heurísticas
As heurísticas aqui citadas foram programadas 
em FORTRAN e testadas nos problemas que vêm sendo utilizados. Os 
resultados obtidos encontram-se na tabela 2 .
Pela análise das heurísticas, nota-se que as 
de incremento absoluto e incremento relativo apresentam o maior 
erro. Este fato ê justificável, pois as mesmas não fazem restri­
ção ã estrutura do problema, sendo que a mais precisa destas duas 
ê a heurística de incremento relativo, enquanto as específicas a- 
presentam uma performance superior, sobressaindo-se, entre estas, 
a de Kochenberger.
Devido ao modelo proposto ser geral, não ten­
do nenhuma restrição quanto ã estrutura do problema, a heurística 
geral engloba as heurísticas de incremento relativo e de Kochen­
berger, sendo que a primeira somente será usada se houver algum 
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FIGURA 6
PARA j DE 1 ATÉ N, FAÇA
k = max {Cj} 







ck = - 1
F I M
SIM
x, = 0 k
DIAGRAMA DE BLOCOS DA HEURÍSTICA DE INCREMENTO 
ABSOLUTO
I N I C T 0
FIGURA 7 - DIAGRAMA DE BLOCOS DA HEURÍSTICA DE INCREMENTO RELATIVC
I N I C I O
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X . = 1
3
G. = 0
j = 1 (1 ) n
3
r





S. = max {0, E (a.. / b. . x. ) - 1}
3=1
. 13 i 3
Para i = l(l)m
k = min ÍGj} 




Z = Z - ck
FIGURA 8 - DIAGRAMA DE BLOCOS DA HEURÍSTICA SENJU E TOYODA
PARA j DE 1 ATÉ N, FAÇA
aa. . = a . . /
i] ij
i = 1 ( 1 ) m
j = 1 ( 1 ) n
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SIM /  VIOLA ' NÂO
l RESTRIÇOES ? j .
> '
Xk = 0
b .  = b .X 3 - a-,xk
i = l ( 1 ) m









FIGURA 9 - DIAGRAMA DE BLOCOS DA HEURÎSTICA KOCHENBERGER
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FIGURA 10 - DIAGRAMA DE BLOCOS DA HEURÍSTICA GERAL
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4.3. Primeira Fase do Modelo Proposto
0 modelo proposto, que a seguir será apresen­
tado, constitui-se em duas fases distintas. Na primeira fase, a- 
travês da aplicação da heurística geral, vide figura 1 0 , obtem-se 
uma solução inicial viável, que originará uma serie de subproble- 
mas nos quais serão aplicados o algoritmo LEXSM, melhorando, se 
possível, a solução inicial. Todavia, apesar da solução resultan­
te ser viável, não ê garantida a sua otimalidade.
Na segunda fase, aplica-se o algoritmo LEXSM 
ao problema original, informando-o dos resultados obtidos, na pri 
meira fase. Ao final desta fase obtém-se a solução otima.
Para aplicação do modelo, será considerado, 
sem perda de generalidade, que o problema, apos as transformações 
necessárias, esteja na forma padrão (IV), seguindo-se os seguin­
tes passos.
Passo 1 :
Aplicação da heurística geral do problema, re 
sultando na obtenção de uma solução viável Y*'.
Substituindo-se Y"’ no problema, obtém-se:
a) 0 valor inicial da função objetivo Z , onde
n
Z“ = £ cc• yV 
j . i  ^ ^




BAUX- = b- - E aa.. yV, para i = 1(1)m
i i j=1 13 i
Passo 2: Montagem dos subproblemas.
Para cada componente y“  ^ de Y”', I2 = l(l)n, tal
A
que y " 2 = 0 , monta-se um subproblema com a rotina a seguir:
a ) Seleção das variáveis
Percorre-se a solução Y“ = (y“,...,y“) em 
ordem crescente de seu índice, ate detectar a primeira componente 
igual a zero. Seja 12 o índice com a característica acima:
Irão compor este subproblema a variável
A A
y^2 unida com todas as variáveis y^  = 1 , j=l(l)I2-l, obtendo-se o 
conjunto K dos índices das variáveis que compõem o subproblema.
b) Cálculo dos recursos do subproblema
Com as variáveis y^, i e K, definem-se os 
recursos do subproblema, levando-se em consideração as folgas do 
problema original decorrente da solução Y“. 0 procedimento acima, 
computacionalmente formulado, ê:
BAUX. = E aa.v . yv + BAUX-, para i=l(l)m.1 11\ i\ X a
c) Determinação do valor inicial da função ob­
jetivo do subproblema
0 valor inicial da função objetivo do sub­
problema 12 ê dado por
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ZI2 \ CCiK * yK CCI2I\
passando o subproblema a ter a seguinte forma padrão
Max Z = £ cc,,*yv - ZTO
^  x\ i\ X
Sujeito a:
£ aa • v yv <: BAUX ■ i = l(l)m1 1\ I\ 1i\
Passo 3:
A cada subproblema montado é aplicado o algo­
ritmo LEXSM. Para cada solução viável advinda da aplicação do al 
goritmo, aplica-se a transformação T para se obter a solução 
viável do problema que se deseja resolver.
Quando se repetir o procedimento, para a mon-
& -
tagem de outro subproblema, o conjunto Y e percorrido a partir 
do último índice 12 acrescido de uma unidade.
Conclui-se esta primeira fase quando o valor 
do apontador 12 for maior que o número de variáveis do problema.
4.4-. Segunda Fase do Modelo Proposto
Nesta segunda fase, aplica-se o algoritmo 
LEXMS ao problema que se pretende resolver.
Para que as informações obtidas na primeira fa 
se sejam totalmente incorporadas ao modelo, deve-se utilizar o va 
lor da função objetivo já determinado, na primeira fase, tornando- 
se, assim, a restrição proveniente da função objetivo extremamen-
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te atuante, como segue:
Seja X" a solução obtida na fase um. Então, na 
fase dois, a restrição correspondente ã função objetivo serã
gQ(X) - g0 (X“) ;> 0, forçando LEXSM a so tes­
tar as soluções X, tais que X J> X".
Devido ao prõprio desenvolvimento do algorit­
mo LEXSM, a última solução viável obtida ê garantidamente õtima.
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4.5. Diagrama de Blocos do Modelo Proposto
Para uma visualização global do modelo propos_ 
to, apresenta-se o diagrama de blocos correspondente, conforme fi 
gura 1 1 , e uma listagem do programa conforme anexo 3 e manual de 
uso anexo 4.
12 = 12 + 1
TRMtaxwa: o r n 'n i.f w  na íokíia  mri-’Ao iv
APLIQUE A HEURÍSTICA C.EKAL 
OUCULE: n
h^eurístico = cj '1=i J J
STH ( EXISTE ALGUM b- ^  0














BAUXi = - 7,
APLIQUE LEXS
A SOLUÇÃO ÖTIKA FAÇA.:
T : YÔTIMO >xôti;d
n
ZÕTIM0 = j-j C3X.]
^  F I M ^
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MONTAGEM DO SUBPROBLEMA 
DETERMINE:
K ={j tais que y.=l,j=l(l)n}
FAÇA: K = K U 12
CALCULE:
BftUX. = Z a a . v .y „ + EAUX.1 ^ 2.r\ ss. 1
i = l(l)m
BAUXi * E cciK .yK - CC^
K
APLIQUE LEXS AO SUBPFOBLEKA
A SOLUÇÃO (3t:,«A DO SURfWJULE 
MA FAÇA:
T : YÕTIl!Ã * XÔTIKA
Z = T. c,.x.
Í=1
FIGURA 11 - DIAGRAMA DE BLOCOS DO MODELO PROPOSTO
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Para facilitar a análise, elaborou-se a tabe­
la 3.
TABELA 3 - ANÁLISE COMPARATIVA DO MODELO PROPOSTO COM 0 ALGORITMO









LEXSFASE 1 FASE 2
Z TEMPO Z TEMPO Z TEMPO
1 6 10 3800 3800 1 3800 1 3800 4
2 10 4 70 70 1 70 1 70 5
3 10 7 -23 00 1 -23 2 -23 82
4 15 10 4015 4015 1 4015 2 4015 21
5 15 15 10 10 1 10 5 10 18
6 15 50 9 9 1 9 136 9 109
7 20 3 26 40 1 26 26 26 25
8 20 10 6120 6120 3 612 0 4 6120 371
9 28 10 12400 12400 4 12400 17 11970* 3500
10 31 31 18 19 16 18* 3200 18* 3466
11 39 5 10618 10588 27 10618 1488 9777* 3333
12 50 5 16537 16360 25 16360* 3200 10756* 3226
NOTA:
NV = Numero de Variáveis
NR = Numero de Restrições
Z = Valor Obtido da Função Objetivo
TEMPO = Tempo de CPU em Segundos
* = Não Foram Enumeradas todas as Soluções
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Nota-se através da tabela 3, a eficiência do 
modelo proposto em sua primeira fase, que tem como principal ca­
racterística um crescimento linear de tempo de solução, em função 
do número de variáveis do problema, apresentando um valor da fun­
ção objetivo em alguns casos ótimo e nos demais com um erro prati_ 
camente desprezível.
Na segunda fase, quando se deseja obter a so­
lução ótima, observa-se que o crescimento do tempo de resolução 
também ê linear, para problemas que tenham em torno de trinta va­
riáveis. Para problemas maiores, o crescimento do tempo passa a 
ser uma função exponencial do número de variáveis.
C A P Í T U L O  V
5. CONCLUSÃO
O desenvolvimento de pesquisas e estudos so­
bre as técnicas lexicográficas, na tentativa de se conseguir mode 
los computacionalmente viáveis, para a resolução de problemas de 
programação linear inteira, ainda se encontram num estágio embrio­
nário .
Entretanto, na prática, independente do méto­
do utilizado, o conhecimento da solução otima de programação li­
near inteira ê freqüentemente impraticável, devido aos seguintes 
aspectos:
a) pelo excessivo tempo e memória requeridos 
de computador, se o problema é de médio ou grande porte.
b) quando os aspectos anteriores não são con­
siderados, a modelagem do problema real requer algumas abstrações 
que se farão sentir na solução otima do modelo, a qual certamente 
pertencerá a uma vizinhança da solução otima do problema real.
Tendo em mente as considerações acima, pode- 
se afirmar que o modelo proposto é dotado de uma potencialidade de 
abrangência suficientemente ampla para ter aplicabilidade a pro­
blemas de qualquer porte.
Em problemas de pequeno porte, como foi exaus 
tivamente demonstrado ao longo deste trabalho, o modelo proposto
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tem uma excelente performance, obtendo-se a solução ótima em um 
tempo muito bom, quando comparado com os tempos de literatura e- 
xistente.
Finalmente, em problemas de medio e grande por 
te, quando surgem durações maiores para a obtenção da solução õti_ 
ma, observa-se que a primeira fase do modelo proposto tem a virtu 
de de trazer uma solução surpreendentemente prõxima da õtima, com 
um erro desprezível, em um curto espaço de tempo. Com esta solu­
ção, o usuário dispõe de excelente ferramenta de trabalho e pode 
optar por ela ou ainda despender mais algum tempo computacional 
na busca da otimização, bastando para tal que se aplique a segun 
da fase do modelo proposto.
Entretanto, volta-se a enfatizar que o atingi_ 
mento da solução otima pode significar um incremento de informa­
ções muito pequeno, tendo em vista as limitações de modelagem do 
problema, contra um custo que pode tornar-se muito significativo.
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A N E X O  1
PROGRAMAÇÃO DO ALGORITMO LEXS
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DESCRIÇÃO DA FUNÇÃO DE CADA SUB-ROTINA
ATUAL:
A cada solução viável determinada, a sub-roti_ 
na atual tem a função de:
- armazenar a solução
- redefinir o valor da função objetivo
- imprimir a solução, o valor da função obje­
tivo e o número de soluções enumeradas ex­
plicitamente .
CMJE e CALMJE:
Estas duas sub-rotinas têm a mesma finalidade: 
determinar o salto j *“*. A sub-rotina CMJE somente serã usada se to 
das as variãveis do problema forem binarias; caso contrario, usa 
-se a sub-rotina CALMJE.
ENTRA:
Realiza a leitura e impressão de todos os da­
dos referentes ao problema que se deseja resolver.
INICIO:
Todas as variáveis do problema serão iniciali 
zadas nesta sub-rotina.
LIMITE:
Tem a finalidade de fornecer os limites supe­
rior e inferior de cada variável.
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PREPA:
Muda todas as restrições da forma g^(X) - b^, 
para a forma g^(X) - b^ ^ 0 , com i = l(l)m, e transforma os proble­
mas de minimização em problemas de maximização.
PULO e PUL01:
Estas duas sub-rotinas tem a mesma finalida­
de: determinar a próxima solução lexicográfica que serã enumera­
da. A sub-rotina PULO somente serã usada se todas as variáveis do 




Tim por funçao a impressão dos resultados fi-
- valor ótimo da função objetivo
- solução ótima
- numero de soluções enumeradas explicitamen­
te
- folgas referentes a solução ótima.
VERIFI
Determina as restrições que estão sendo viola 
das para uma determinada solução.
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************* ** $ **$$
** #* P R O G R A M A  P R I N C I P A L
♦ * ## 
** J0C jfr jfr ^ *** * ************************ *** * 4c *. * * $ ** ********** *** * ******* * **
I M P L I  :  I T I N T E G E R Í  A - Z )COMMON A(  5 5  , 5 5 5  . T R ( 5 5 ) , B í 5  5 ) , X I 5 5 ) , Y t 5  5 ) , S ! 5 5 ) , V B Í  5 5 ) ,  R N S Í  5 5 )COMMOM K * J E N E , F l  M,  Z , D l  C A S O »  M J E *  T P » M » N , J M J ECOMMON!  I M P ,  LE ICOMMOM L S Í 5 5 ) » P O l t N I R U S
C 0 N T A = 0  N U P R O = 1 2  7 7 5 5  C O N T I N U EC O N T A = C O N T A + I  C A L L  I I M 3 0 0 ( T I M E )T I N I C I - T I M E  C A L L  E N T R A  C A L L  P R H P A  C A L L  I N I C I O  Í F Í P O I . E Q . D G Ü  T Q  I  * $ * *  $ * * * $ ? } Q GRA MAC AO I N T E I R A  C A L L  L I M I T E7 5  C O N T I N U E  C A L L  V E R I F I  I F  < K ) 5 0 » 5 0 , 6 0  5 0  C O N T I N U EC A L L  A T U A L  G ü  T O 7 5  6 0  C O N T I N U E  C A L L  CM J  EI F  ( J E N E . E Q .  1 J G 0  T O 4 0  C A L L  P ü L O l1 F I F I M . E 0 . D G Q  TC1 4 0GO TO 7 5
* * * * * * * *  P R O B L E M A  Z E R O - U M
I  C O N T I N U E  C A L L  V E R I F I  I F ( K ) 2 0  , 2 0 »  3 0  2 0  C O N T I N U EC A L L  A T U A L  G O  T O I  3 0  C O N T I N U EC A L L  CA LM J E  I F (  J E N E . E Q . H G O  T O  4 0  C A L L  P U L O  I F ( F  I M . E Q . 1 J G 0  T O  4 03 0  TO I 4 0  C O N T I N U E  C A L L  S A I D A  C A L L  T I M 3 0 0 ( T I M E )T F  I N A L = T I M ET G A  S T 0  = ( T F I N A L - T ] N I C  I í / 3 0 0 .
7 7 5 3  F O R M Ã T ( / / / , 4 0 X » ^ T E M P O  DE  C P U  J Í I L I Z A O J  = * » I i 3 * 2 X »  • S E G U N D O S * )  I F ( C O N T A , L T . N U P R O ) G 0  T G 7 7 5 5  S T O P  E ND
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$ $ S U B R O U T I N E  A T U A L
$ $ # £ 
I M P L I C I T  I N T E G E R ( A - Z )C OMMON A(  5 5  , 5  5 )  , TP. ( 5  5  » » B { 5 5  ) ♦ X ( 5 5  ) ,  Y í 5 5 > ,  $  ( 5 5  > ,  Vb  < 3 5 ) ,  R N S  í 55 . )C OMMON K» J E N E , F I M , Z » O I C A S O ,  M J E ,  T P , M , N , !J M J ÈC OMMON I M P , L E IC OMMON L S Í 5 5 ) , P 0 1 , N I R U SA T U A L I Z A  Ü V A L O R  DA F U MC A O  O B J E T I V A  A R M A Z E N A  O M E L H O R  S O L U C A O  E N C O N T R A D AY = M E L H O R  S U L U C A O  E N C O N T R A D A
z = o
DO 2 0  J  =1  , Ny  { j ) = x  i J )Z= Z + A í  1 ,  J ) * X (  J )2 0  C O N T I N U EP A R A  F ORCAR.  A S O L U C A O  A T U A L N A O  M A I S  S E R V I R
S í l ) = - 1  B ( 1 ) = - ( Z + l )0  I C A S 0  = I
P A R A  L I S T A R  A M E L H O R  S O L U C A O  A T E  3  MÜ ME N T O
U R I  T E ( I M P , 1 3 ) Z t N I R U S  * ( X ( I ) , 1 = 1 , N)1 3  F O R M A T  ( 21 1 0  , 1 0 X  , 3 0 1 3  , / ,  3 0 X ,  3 0 1  3  J R E T U R N  E N D
* *
S U B R O U T I N E  C A L M J Eijí 4jt
#* $$r* # &
I M P L I C I T  I N T E G E R ( A - Z )COMMON Aí  5 5  , 5  5 i , T R Í  5 5  i , B Í 5 5 ) , X Í  5 5 )  , Y i 5 5 ) , S í 5 5 ) , V B Í 5 5 ) , R N S l 5 5 )COMMOM K,  J E N E  , F  I M ,  Z ,  D I C  A S O » M J E  , T P ,  M,  N,  J M J EC OMMON I M P ,  L E IC OMMON L S ( 5 5 ) , P ü l » N I R U SC A L C U L A  E A R M A Z E N A  0  M A I O R  S AL T ü
M J E  = 00 0  2 5  I =1  , K  LL = R N S 1 I )S A =  5 ( L L )
0 0  2 0  J  = 1 ,  NI F I A (  L L . J ) ) 3 5 , 4 5 t < * 5  4 5  C O N T I N U ES A = SA + A I L L  * J ) * ( 1 - X i  J  ) )GO  TO 8 5  3 5  C O N T I N U E
S A = S A - A ( L L , J )  *  X í J ) 8 5  C O N T I N U EI F { SA . G E . 0 ) G 0  TO 9 5  2 0  C O N T I N U E  J E M E  =1 RE TU RN 9 5  C O N T I N U EI F  ( M J E  . G T . J i G Ü  T O  2 5  M J  E= J  2 5  C O N T I N U E  RETURN! E N D
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* rfí** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  ** 
**  * *  S U B R O U T I N E  E N T R A** ** ^i^^i* ^ i*^ : .^ * * * * * * * *  t» * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  *<f- *
I M P L i :  I T I N  TE GE R ( A - Z  )C OMMON A i  5  5 , 5 5 )  ,  T R (  5  5 )  ,  31 5 5  ) , X (  5 5 )  ,  Yí  5  5  J ,  S { 5 5 )  ,  V 8 Í  5 5 )  , R N S (  5 5  )COMMOM K,  J E N E , F  l M f Z , D I C A S O » M J E »  T ? ,  M , N ,  J M J cCOMMON I MP  , L E ICOMMON LS ( 5  5  ) •  P O  1 * N I  P U S* D l M E N S I Q N  N O M E ( 8 0 j , NOME 1 ( 5 2 )  , N V P (  1 0 U  )D A T A  N Q M E 1 / '  J * , »  C J ' , '  A 1 J *  , *  A 2 J * , '  A 3 J » , f A 4 J  * ,  * A 5 J ' , '  A ó J *  $ A7  J  * ,  '  A6  J ' , 1 A 9 J • , ' A 1 Ü J »  , ' A I 1 J * , « 4 1 2 J • , ' A L 3 J • , * A 1 4 J »$ t »A 1 5 J * , • A 1 Ó J ' ♦ ' A 1 7 J • , 1 A l á J 4 , • A 1 9 J *  , 1 4 2 0 J *  , * A 2 1 J ' >$ ' A 2 2  J '  ,  ' A 2 3 J '  * ’ A 2  4 J  * ,  '  A 2  3 J 11 * ’ A2  6  J  * * * A 2  7 J  '  «* A 2  8  J  '  » * A 2  9 J **  , s A 3 0  J *  ,  ’ A 3 1 J  1 ,  '  <k 3 2  J  '  »* A 3 3 J *  ,  '  A3  4 J  1 , '  A 3 5  J  • , '  A 3 t > J *  ,  '  A3  7 J **  ,  '  A 3 8 J  * ,  '  A 3 9 J  * ,  * A 4 0  J  ’ ,  '  A 4  l  J  '  * * A -+ 2  J  * , '  A 4-3 J  • ,  * A 4 4 J  » , * A 4 5 J **  ,  ’ A 4 Ò J , , , A 4 7 J , , J A 4 a j ' , * A 4 9 J ' , ' A 5 0 J ' 1 /L E I  = 1I MP = 3NUM E R 0  DE R E S T R I Ç Õ E S  -  MN U M E R O  DE V A R I V E I S  -  NT I P O  DO P R O B L E M A  T P = 1  M A X I M I Z A RT P =  2  M I N I M I Z A R  C 3 F F I C I E N T E S  D A S  R E S T P I C O E S  E DA F U N C A Ü  O B J E T I V A  -  A3 1  S P O N I  BI  L I  D A D E S  -  3T I P O  DA R E S T R I Ç Ã O  -  TR = 1 M A Í O R  O ü  I G U A L
TR = 2  ME N O R  ü  U I G U A L  TK = 3  I G U A L  P 0 1  = l  * * *  P R O d L E M A  Z E R O - U M
DO  8 5  J  =1  ,  1 0 0  N V P  ( J  ) = J  8 5  C O N T I N U ER E A D Í L E  1 , 5 ) NOME R E A D Í L E  I ,  1 0  ) M , N , T P » P 0 1  W R I T  E ( I M P , 1 5 ) NOME W R I T E Í  I M P , 1 U M , N  KL  = M+ 2  M = M -*-1DG 2  5 J  = 1  * NR E A 0 Í L E I » 3 0 t E R P  = 7 5 5 ) { A Í I , J ) t l  = l » M )2 5  C O N T I N U ER E A D Í L E  I , « H T R ( I I ,  I =1.  . M )T R { 1 )  = 1R E A O t L E  1 , 5 0  H B Í  I ) ,  1 = 1 , MJ3 l 1 ) = 3 9 9 9 9K I I  = 1K l  = 1K L =  1 2K F = HI F  ( K F . G T . M ) GO T ü  2 1 5  3 1 5  C O N T I N i U EwR I T E ( I M P , 2 0  H N 0 M E 1  ( I ) , I = K I  I , K L  )DO 2 0 5  J - 1 , NWRI  T E ( I M P , 3 5 ) J  » ( A ( I , J ) , I = K I , K H )2 0 5  C O N T I N U E  KI  = K I 1W R I T  E ( I M P ,  4 5 )  ( T R (  I ) , I = K I , K F )W R I T E Í  I M P  * 5 5 )  ( B (  I ) ,  I = K I  , K F )I F !  K F . E Q . M J G O  T O  7 5 32 9 5  C O N T I N U E  Kl  I = KL +  I KL =  K L + 1 0  K I  = K F + l  KF =  KF+-  1 0  I F S  K F . 3 T . M ) G 0  T ü  4 1 5
4 2 5  C O N T I N U E  c oWRI  T E Í  I M P ,  2 2  0 )  i N 0 M E 1  ( I ) , I  =  K I I , K L )  b 3DO 2 7 5  J = l , NW R I T E ( I M P ,  2 3  5 > J , Í Ú U , J > , J - = K I , K F )2 7 5  C O N T I N U EW R I T E Í  I M P , 2 4 5 M T R ( I ) , I = K I , K F )W R I I E ( I M P , 2 5 5 ) ( S(  I ) ,  I = K I , KF )I F ( K F . E Q  . M ) G O  TO 7 5 33  0  T O 2  9 5  2 1 5  C O N T I N U E  K F = M KL =  M + 1  3 0  TO 3 1 5  4 1 5  CONTI NS  J E  KF = M K L = M + 1  GO T O 4 2 5  2 0  F O R M A T « / / / , 1 2 1 6 X , A 4 )  )3 5  F O R M A T  1 / , 1 2  1 1 0  )4 5  F O R M A T « / / / , I X , * T I P O  DAS  R E S T R I C C E S • , 1 0 I 1 0 )5 5  F O R M A T  ( / / / ,  I X , *  V A L O R  D O S  R E C U R S O S  ’ , 1 0 1 1 0 )2  2 0  F O R M A T ( / / / , 9 X , * J *  , 1 0 X , l 0 ( ò X , A 4 )  )2 3 5  F O R M A T  Í / , I 1 0 , 1 0 X ,  1 0 1  1 0 )2 4 5  F O R M A T ( / / / , I X , *  T I P O  DAS  RE S T R I C O E S 4 » 1 0 I 1 0 )2 5 5  F O R M A T  ( / / / ,  I X , *  V A L O R  D O S  R E C U R S O S  ’ , 1 0 1 1 0 )7 5 5  C O N T I N U EW R I T F Í I M P , 7 8 5 ) J7 3 5  F O R M A T l 1 0 X , * * * * * *  E R R O  NO * , 2 X , 1 2 , 2 X , ' C A R T  AO DE D A Ü O S  DA M A T R I Z  A '  
* )5 F O R M A T  ( 8 0  A l )1 0  F O R M A T ( 4 1 2 )1 5  F OR M A T ( 1 H 1 , 8 0  A l  )1 1  F O R M A T !  / / / , 1 0 X , ‘ N U M E R O  DE R E S T R  1 C 0 E S  = ’ , 1 5 ,$  / / / , 1 0 X , ' N U M E R O  DE V A R I A V E I S  = ’ , 1 5 )3 0  F O R M A T  [ l b l  5 )4 0  F O R M A T  Í 1 6 . 1 5  i 5 0  F O R M A T  í 1 6 1 5 )6 0  F O R M A T ( / / / ,  1 0  X , ' S O L J  CAO DO P R O B L E M A * , / ,  1 O X ,  L 9 Í • * ' ) , / / / / ,*  I X , * Z O T I  M 0  P A R * ,  1 X » ’ N U M E R O  l i t  8 , 2 0 X , ’ S O L J C AO P A R C  Í A L  * » / / ,*  3 0 X , 3 1 1 3 )
7 5 3  C O N T I N U Er f R I T E l I M P , 6 0 Î  1 N V P Í J )  , J  = 1 » N )RETURNIE ND
**
S U 8 R 0 U T  I N E  I N I C I O
** **
*******************************
I M P L I C I T  I N T E G E R Í A - Z )COMMON A ( 5 5 , 5 5 )  , T R ( 5 5 ) , B ( 5 5  ) , X (  5 5 )  » Y ,( 5 5 ) ,  S ( 5 5 ) , V 8 ( 5  5 ) » R N S ( 5 5 )C0MMÜN1 K,  J E N E , F I M , Z , 0 I C A S 3 , M J E , T P , M , N ,  J M J ÉC OMMON I M P ,  LE ICOMMOM L S ( 5 5 ) » P ü l , N I  P U SI N I C I A L I Z A  AS  V A R I A V E I S  NE C ES  S A R I  AS 0 3  P R O G R A M A
P A R A  I N I C I A R  COM 0  V E T O R  N U L O
DO 1 5  J  =1  ,  N X ! J ) = 0  1 5  C O N T I N U E
V A L O R  D E  C A D A  R E S T R I Ç Ã O  P A R A  0  V E T O R  N U L 3
DO 2 0  I = 1 , M S Í I  ) = B ! I )2 0  C O N T I N U E
D l  C A S O =  B A N D E I R A  P A R A  S A B E P  SE E X I S T E  P f c L O M E N O S  UMA S O L U C A OD I C A S O  = 0  -  NAQ TEM S O L U C A O  D í C A S O  = 1 -  T E M S O L U C A OD I C A S 3 = 0
U M J E  -  U L T I M O - V A L O R  MAX I MO DE J - E S T R E L A  UMJ  E = 0
J E N E  -  P A R A  D E T E C T A R  S E  J - E S T R E L A  N A U  E X I S T E  J E N E  = 0  ~ NAO E X I S T E  J  E NE = 1  E X I S T E
J  EN E = 0  6 4N I R U S  -  N U M E R O  OE  S O L U C O E S  T E S T A D A S  N I R U S = 0
F I M  -  I N D I C A  O V E R F L O W  MO V E T O R  S Q L U C A Ü  F I M  = i  -  OVE R F L  3  W
F I M = 0R E T U R NE N D
fc* #*S U B R O U T I N E  P R E P A
£<c $*$$ $$$ $ $ $ $ * * $ #$
i m p l í ; i t  i n t e g e r í a - z )COMMON A(  5 5  , 5 5 )  , TR< 5 5 ) , B l 5 5  ) , X 1 5 5 )  ,  Y 1 5 5 ) , S l  5 5 ) , V B Í  5 5 ) , R N S Í  5 5 )COMMOM K , J E N E » F I M , Z » D l  C A S O , M J E ,  T P , M , N , U M J ECOMMÜM I M P , L E ICOMMON L S 1 5 5 ) , P O l , N I R U S
C O L O C A  0  P R O B L E M A  MA FORNI A P A O R A ü  ' J T I L I Z A D A  P O R  H O L D I
T R A N S F O R M A  P R O B L E M A  DE M I N I M I Z A R  EM M A X I M I Z A R
I F Í  . N O T  . Í T P  . E G . 2 ) ) GO T O  5 0  D O  1 5  J = 1 , NA í  1 , J ) = ~ A ( 1 ,  J  )1 5  C O N T I N U E  S E N A O  5 0  DO  1 8  1 = 2 , MI F  í T R l  I )  . E Q . 2 ) GO T O  6 0  B ( I ) = - B (  I )GO T O  1 8  S E  NAOÓO 0 0  2 5  J = 1 * NA < I » J  > = - A 1 I ,  J  )2 5  C O N T I N U E
1 8  C O N T I N U E  RF. TURM E ND
*4c
S U B R O U T  I N E  P U L O**
$$:{)[$$$$ $ $ * !j:iíc:$c$£:jt$c!{sít$ í< $ & & $ $ 4$$ $ £ $t $ # <t£ $ <c fc fr * £ * £ $$ £ $ <c <t * $ $ 6$ $ fcA^-fcfcíritifc $$
I M P L i : i T  I N T E G E R Í A - Z )COMMON A ( 5 5  , 5 5 )  , T R ( 5 5 )  , 8 ( 5 5  ) , X í 5 5 J , Y ( 5 5 )  , S  í 5 5 ) , V 8 ( 5 5  ) , R N S í 5 5 )COMMDM K , J E  N E , F I M , Z , D I C A S . I f M J E »  T P , M , N , U M J ECOMMON I M P , L E ICOMMON L S I  5 5 )  , P 0 1 , N I R U S
I F  ( M J c  . G T  . U M J E )  GO TO 1 5  I F Í X Í  MJ E ) . E  Q .  0  ) G 0  TO 2 0  5 0  M J  E = M J E * 1I F ( M J E  . G T  , N ) G O  T O  3 0I F  Í X Í M J E ) . E Q . 1 J G 0  T O 5 0  I F Í M J E . G T . U M J E ) G O  T O 1 5  
2 0 X ( MJ E ) = 10 0  3 d  I  =  1 » MS l l ) = S ( I ) + A { I , M J E )3 8  C O N T I N U EI F Í M J E . E Ü . I ) R E  T J  RN M P = M J E - 1  DO U  J  = 1 , M PI F ( X ( J ) . N E . l ) G O  T O  4 7  DO 5 7  1 = 1 , MS ( I ) = S Í I ) - A (  I , J Í5  7 C O N T I N U EX í J ) = 04  7 C O N T I N U ER E T U R N  3 0  C O N T I N U EF I M= 1 RE TU RN 1 5  DO h 3 j s i  j M J Fx í j  j ^=o
6  8  C O N T I N U E  X Í M J E  1 = 1 U MJ E  = MJ E  DO 7 á  1 =  1 , MS ! I  ) = 3  U  ) + A  ( I ,  MJ E  >7 3  C O N T I N U E  R E T U R N E ND
A $  ^^S U B R O U T I N E  S A I D A
♦ ♦ $$ 
ijc* i/.%. to-tf.* # J$t $4* %. & frfr & & Ç $ <t <£ $ <f.tf <c $ #
I M P L I S I  T I N  T F G F  R ( A - Z JCOMMON A : 5 5 , 5 5 ) , T R Í 5 5 ) , B Í 5 5 ) , X < 5 5 ) , Y Í 5 5 > » S ( 5 5 ) , V B { 5 5 ) , P N S I 5 5 )COMMON K , J E N E , F I M , Z , D l C A S Ü , M J E , T P , M , N , J M J ECOMMON I M P , I E  ICOMMOM L S I 5 5 ) , P 0 1 , N I R U SI F ( D I C A S O . E Q . O ) G O  TO 3 0 03 c  T EP MI  NAP  QUA I S V A R I A V E I S  P E R T E N C E M  A M E L H O R  S O L U C A O  KKK -  N U M E R O  OE V A R I A V E I S  D I F E R E N T E  DE Z E R O  ÜA M E L H O RS OL UC  AOKKK = 0□ 0  1 5  J  = 1 , NI F  ( Y ( J  J . E Q . Q  J GO T O  1 5  K K K = K K  K + 1 V 3 ( K K K ) = J  1 5  C O N T I N U EB R I T E I  I M P  ,  2  0 0 )  Í V B ( J F ) ,  J  F = 1 , K K K )2 0 0  F O R M A T l  / / t 2 0 X , *  V A R I A V E I S  B A S I C  A S* ,  /  /  ,  I U X  ,  '  J  = ' f 1 0 I 5 )
I F ( T P . E  Q . 2 ) Z = - Z  W R I T E  ( I  MP , 4 - 0 0  ) Z W f t I T t í I M P , 1 1 5 Í N I RUS  1 1 5  F O R M A T ( 1 0 X , » N U M E R O  D E  S O L d C G E S  T E S T A D A S  = ‘ , 1 1 0 )4  0 0  F O R  M A T { / / , 2 0 X , * S O L U C A O  O T I M A  -  Z = ♦ , 1 5 )R E T U R N3 0 0  W R I T E ( I M P , 1 0 0 )1 0 0  F O R M A T ( 2 0 X , ' P R O B L E M A  I M P O S S Í V E L ’ )R E T U R N
E ND
t/Lif %%$$$.$$ Ç bit ÍfL$tí.ít. Ç-
S U B R O U T I N E  V E R I F I  
I M P L I C I T  I N T E G E R Í A - Z  )COMMON A* 5 5  , 5 5 ) , T R < 5 5 ) , B ( 5 5 ) , X (  5 5 ) , Y ( 5 3 ) , S ( 5 5 ) , V 8 < 5 b ) , R N S ( 5 5 )COMMON K , J E N E . F I M , Z , D I C A S O , M J E , T P » M » N , J M J ECOMMON!  I M P ,  L E ICOMMON L S ( 5 5 ) , P 0 1 , N I R U S
K = N U ME R O  DE R E S T R I Ç Õ E S  N A 0  S A T I S F E I T A
N I R U S  = N I R U S + 1  K = 1R N S  ( 1 )  = 1I F ! S ( 1 ) « L T . 0 ) R E T U R N 
K= 0C O N T I N U E  DO 2 5  I = 2  , MI F  I S ( I  ) ) 1 0 , 2  0 , 2  0  1 0  C O N T I N U EK = K + l  R M S { K ) = 1 2 0  C O N T I N U E2 5  C O N T I N U E  R E T U R N  E N D
** **S U B R O U T I N E  P U L O  1$ $ $
$ $ + to & & & <F * & Z
I M P L I C I T  I N T E G E  R ( A - Z )C OMMON A ( 5 5 , 5 5 ) , T R ( 5 5 ) , 8 { 5 5 ) , X Í 5 5 ) , Y ( 5 5 ) , S I 5 5 ) , V B ( 5 5 ) , P N S Í 5 5 )  C OMMON K , J E N E , F I M , Z , D I C A S O , M J E , T P , M , N , U M J E
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COMMON I M P . L E I  COMMDN L S Í 5 5 )  , P 0 1 , N I  P U S  I F ( M J E . G T . U M J E ) G O  T O 1 5I F  í X í M J E )  . L T . L S ( M J E )  ) GO T O  2 0  5 0  M J E = M J E + 1I F  ( M J E  . G T . N ) G 0  TO 3 0I F 1 X I M J E ) . F Q . L S ( M J E ) ) GO TO 5 0  I F 1 M J E . G T . U M J E ) G 0  T O  1 5  X < M J E )  = X ( M J E )  + 10 0  3 8  I = 1 , M
s n  ) = si n  «-An ,m j e )3 8  C O N T I N U E
MP=MJF~1 DO 4  7 J = 1 , M PI F  ( X í J  ) * E Q .  3  ) GO  T Q  4  7 DO 5 7  I = 1 , MS í I ) = S Í  I ) - A í  I r J  ) £  J  )5  7 C O N T I N I J FX ( J ) = 04  7  C O N T I N U ERE T U R N  3 0  C O N T I N U EF I  M= 1 RE TU RN 2 0  X ( M J E  ) = X í  M J  E ) •*• 1DO 1 8  I = 1 ,  MS ! I ) = S ! I ) t M I  » M J  E J1 8  :  0  NT í  N UER E T UR N 1 5  D O  5 8  J  =  1 , M J E  X ( J )  = 06  8  C O M T I N U FX ( M J E  ) = 1 U M J E = MJ E  D O  7 8  1 = 1  , MS ( I ) = 8 ( I ) + A ( I , M J E )7 3  C O N T I N U E  R E T U R N E ND
$ $
S U 8 R G J T I N E  C M J E  
I M P L I C I T  I N T E G E R ( A - Z )COMMON A ( 5 5  , 5  5  ) ,  T R ( 5 5 ) , B(  5 5  ) ,  X ( 5 5 )  ,  Y í  5 5 ) , S (  5 5  5 , V 8 ( 5 5 i , R N S ( 5 5 )COMMON K,  J E N E , F  I M , Z ,  D l  C AS D , M J E  ,  TP  ,  M , N ,  Ü M J EC OMMON I M P , L E ICOMMON L S ( 5 5 ) , P 0 1 , N i R U SC A L C U L A  E A R M A Z E N A  0  M A I O R  S A L T O  M J E = 0DO 2 5  I = 1 . K  L L = R N S ( I )SA = S ( L L I  DO 2 0  J  = 1 * NI F í A  I L L , J ) ) 3 5 ,  4 5 , 4 5  4 5  C O N T I N U E  s
SA- SA + A Í L L , J ) * ( L S ( J  >-X í J ) ) 1GO TO 8 5  3 5  C O N T I N U ES A =  S A - A ( L L , J ) *  X £ J  )8 5  C O N T I N U EI F ( S A  . G E . 0 3 G 0  T O 9 5  2 0  C O N T I N U E  J E N E  =1  RE T U RN 9 5  C O N T I N U EI F  ( M J E . G T . J )  GO  T O  2 5  M J  E=  J2  5  C O N T I N U E  R E T U R N E ND
$$ S U B R O U T I N E  L I M I T E* *  ** 
I MP L I  - I T I N T E G E R  < A - Z )
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C OMMON A ( 5 5 , 5 5 J , T R I 5 5 ) , ß ( 5 5 ) t X ( 5 5 ) , Y l 5 5 ) , S ( 5 5 ) t V B { 5 5 ) , R N S ( 5 5 )C OMMON K , J E  N E , F I M , Z , Q I C  A S O , M J E ,  T P , M , N , U M J ECOMMONI  I M P ,  L E ICOMMON L S Í 5 5 Í  » P O  1 » N I RUSR E A D t L E  1 , 5 )  < L S (  I ) ,  Í = I , N )5 F O R M A T  ( 1 6 1 5  »R E T U R NE ND
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OS PROBLEMAS DE TESTES:
Foram selecionados doze problemas de programa 
ção linear inteira zero-um. Os exemplos mais representativos des­
ta classe são os de seleção de portafolio e correspondem, aos pro 
blemas 1,2,4,8,9,11 e 12, que foram apresentados por Petersen21.
Geralmente, neste tipo de problema deseja-se 
selecionar alguns de N projetos dados, onde c. é o lucro estimado 
para o j-êsimo projeto j=l(l)n. 0 limite de recurso para o i-êsi- 
mo período de tempo i=l(l)m é dado por b^, e o gasto necessário 
para realizar o j-êsimo projeto no i-êsimo período de tempo e a^j.
Os problemas 3 e 7 estão propostos no livro 
INTEGER PROGRAMMING de Salkin22.
Para finalizar, foram incorporados os proble­
mas clássicos da literatura desenvolvidos por Haldi23, que corres­
pondem aos problemas 5, 6 e 10.
a PETERSEN, Clifford C., Computacional..., p.736-780.
22 SALKIN, Harvey M. , Integer programming..., p. 2 3 5-236 .
23HALDI, J., 2 5 integer programming.
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* * *  P R O B L E M A  1 * * *
N U ME R O  DE P F S T R i c n t s = 1 0
N J M E R O  OE V 4 R 1  A\ / E  I S = 6
J  C J A i J 4 2  J M J A 4 J A 3 J Áí> J A 7 J  A 8  J A 9  J1 I O D à à 3 5 5 5 0  3 32 ò  0 0 1 2 1 2 o l ü l i 1 3 0  0 23 1 2  0 0 i  3 1 3 4 8 3 3 0  4 44  2 4 0 0 6 4 7 5 1 8 3 2 4 2 4 8 0  0 05 5 0 0 2 2 2 2 ó 6 ò 6 3 8 86  2 0 0 0 4 1 4 1 4 1 2 2 0 2 0 u  0 4
R F S T S I C O F S 2 2 2 2 2 2 2 2 2
S R E C U R S O S 8 0 G í- 2 0 3 6 “t 4 4  8 1 0  i t í 2 2
Solução: ZMAX = 3800; = l(j=2,3,6), outras Xj = 0
* * *  P R O B L E M A  2  *  * *
N U ME R O  DE  R E S T R I Ç Õ E S  = 4
N U ME R O  O E  V A R I Á V E I S  = 1 0
J C J1 1 42 1 73 1 74 1 55 4 06 1 27 1 48 1 09 1 21 0 1 0
T I P O  D A S  R E S T R I Ç Õ E S  
V A L O R  D O S  R E C U R S O S
A I J A 2 J A3  J A 4 J1 2 7 3 05 4 7 0 06 6 4 36 2 1 13 0 3 5 4 26 6 3 34 8 4 4 43 6 3 4 21 8 3 5 73 0 2 0 1 0 1 0
2 2 2 2












P R  3 3  L r M A  3 *  <= *
N U M E R O  D F  R E S T R I Ç Õ E S  = 7
NUME RO D F  V A R I A V E I S  = 1 0
J  C J  A 1 J1 - 1 0  - 3
2 T - 1 23 - 1  34 12 1
5 -2  0
6 —3 07 3 0  3 1 0  ç  - 3  7
1 0  - 3  - 2
T I P O  D A S  R E S T R I Ç Õ E S  2 
V A L Q 3  D O S  ^ EC U R S O S  d
A2  J A3  J A 4 J A 5 J A ò J A 7 J0 -  p 5 Li 0 rf1 -  3 i J c./ 51 0 1 - 1 0 ™ 20 ü 0 - 2 - 1 2 -  75 ü J 7 1- 1 0 0 5 - 6 07 0 0 1 0 - 51 - 2 2 - 9 2 00 0 0 2 1 5 1 00 -  1 1 ü 3 3
2 2 2 2 2 2
1 3 -  6 'o d 1 2 1 6
S o l u ç ã o :  ZMI N = - 2 3 ,  x .  = l ( j = l , 5 , 6 , 1 0 ) , o u t r o s  x .  = 0J J
NUM E PU D E  R E S T P I C O E S  = 1 0  
N U ME R O  D E  V A R I Á V E I S  = 1 5
J C J A 1 J A 2 J A 3 J A 4 J A 5 J A6  J A 7 J A à  J A 9  J A l  OJ1 1 0 0 d 8 3 5 5 0 3 3 32 2 2 0 2 4 4 4 6 9 1 1 1 1 0 4 6 83 9 0 1 3 1 3 4 6 7 7 1 5 9 94 4 0 0 3 0 1 0 0 2 0 4 0 5 0 5 5 1 0 2 0 3 0 3 55 3 0 0 7 0 1 0 3 2 0 3 0 4 0 4 0 4 - 1 4 2 9 2 96 4 0 0 3 0 9 0 3 0 4 0 4 0 4 0 1 0 2 0 2 0 2 07 2 0 5 4 5 7 5 6 16 1 9 2 1 0 6 1 2 1 68 1 2 0 1 5 2 5 3 5 7 9 ó 1 2 1 2 1 39 1 6 0 2 3 2  3 1 2 1 3 l o 1 8 0 1 0 1 0 1 0l ü 5 6 0 9 0 1 2 0 1 4 2 4 2 9 2 9 ó 1 3 3 0 3 01 1 4  0 0 1 3 0 1 3 0 4 0 6 0 70 7 0 3 2 4 2 4 2 4 21 2 1 4 0 3 2 3 2 b 1 6 2 1 2 1 3 9 1 8 2 01 3 1 0 0 2 0 4 0 ,3 1 1 1 7 1 7 0 1 2 i a 1 31 4 1 3 0 0 1 2 0 1 6 0 ? 0  V-« 3 0 3 0 3 5 7 0 1 0 0 1 1 0 1 2 01 5 6 5 0 4 0 4 0 r.«/ 2 5 2 5 2 5 1 0 2 0 2 0 2 0
T I P O  D A S  R E S T R I C 3 E S 2 2 2 2 2 2 2 2 2 2
V A L O R  D O S  RE C UF S O S 5 5 0 7 0 0 1 3  0 2 4 0 2 3 0 3 1 0 1 1 0 2 0 5 2  ó O 2  7 5
SeiüÇãü; 2MÂX * 4015; x .  = l ( j = l , 2 , 4 , 6 , 7 , 9 , 1 0 , 1 4 , 1 5 ) ;  o u t ro s  x .  = 0
......r -........... ,■ --------------j _________ _____________________________________________  J________
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Pr- };} L r ^ A J » # *
NUV!t"PL) D L - S í - I C ! ' í1c. = 1 :>
r Çf) nr ] / i.  i ' l i VE 1 S 1 b
J c 1J 42 J Ai J '■> 4 J r ‘ o J « 7 J ^  o J A y J A 1 OJ1 i o ü 1 1 1 0 02 0 1 V i ü j 1 1 u•?.J J 0 À ■j 'iW i ü i 0 i<+ 0 j'\w ’\J 1 J 0 i. 0 1 15 1 1 0 0 J 1 L 1 1 üò 1 0 1 ú L 0 i 1 0 17 1 Q 0 1 1 1 ü 0 1 1
nw ú 1 1 0 i 1. 0 1 iy 0 I 1 i ü L 1 . 0 110 .) 0 1 1 vJ 1 1 1 1 ü
l i 1 1 1. J J ü 1 0 1 i12 L 1 0 1 J 1 ü 1 0 113 1 0 i 1 i 0 J 1 1 ü14 J 1 1 1 L 1 1 ■J ü 01 5 1 1 1i. } J ü , ■> KJ J 0 0
Ti?n o a s •<;: ■>TR! C "1C 1 1 i 1 i 1 1 1 1 1
V AL. OS 00 S R£ C!JET SOS o u 0 ’j 5 'J -J 5 i?
J 1 2 J /  1 2  J A l  3 J A i 4 J A 1 - j j1 1 1 1 ,j 12 j[ \1 ,j 1 ]_3 i 0 I L 14 ô .1 1 1 i5 J 0 iJl 1 üf; \ 1 r\ 1 J7 í J C i JP. 1 1 J9 i 0 i ■>•J ,)1 0 1 1 0 J1 1 1 0 0 1i.1 2 j 1 J 14.1 3 ij J 1 J i1 4 J 0 o 1 i1 5 i 1 1 1 J
T ! P d i)AS  KrSTRIC, j  ES 1 1 1 i i.
VA L O R 00S RtICIRSJS 4 4 4 j
Solução: ZMIN = 10, = 1(5,6,7,8,9,10,1.1,12,13,14 ); outros
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N U M E R O  OE  R E S T R I C O E S  = 
N U ME R O  D E  V A R I A V C I S  =
J  C J A l  J A2 J M  J1 1 0 0 12 1 0 0 03  1 1 0 04  1 L 1 05 1 0 1 16  1 1 0 07 1 1 08 1 n 0 19  1 0 0 01 0  1 0 0 01 1  1 0 0 01 2  1 0 0 01 3  1 'J 0 Ü1 4  1 0 0 01 5  1 Ü 0 0
T I P O  O A S  R E S T R I C O E S 1 1 1
V A L O R  D O S  R E C U R S O S 1 1 1
J A L 1 J A 1 2  J A I 3 J1 0 0 02 0 0 03 0 0 04 0 0 05 0 0 06 0 0 17 0 0 0S 1 0 09 1 1 01 0 0 1 11 1 1 0 01 2 0 1 01 3 0 0 11 4 0 0 01 5 0 0 Ü
T I P O  D A S  R E S T R I C O E S 1 1 1
V A L O R  D O S  R E C U R S O S  1 1 1
J A  2  1 J A 2 2 J A 2 3  J
1 iJL 0 0
2 0 1 0
3 0 0 1
4 3 0 0
5 0 0 0
6 0 0 0
7 0 0
S 0 0 0
9 0 0 0
1 0 Ü 0 0
1 1 Ú 0 11 2 0 0 01 3 ■\I Ü 0
1 4 i i nV1 5 Ú 1 1
T I P O  D A S  R E S T R I C O E S I 1 1
V A L O R  D O S  R E C U R S O S 1 1 1
50 
1 5
A 4  J A 5 J J A 7 J A d J A 9  J A 1 0  J1 u 0 1 0 Q 1i I 1 Ü 1 0 G0 i 3 1 0 1 00 J 0 0 1 0 10 0 1 0 0 1 Ü0 u 1 0 Ü 0 0Ü J 0 1 Ü 0 Ü0 J 0 0 1 0 Ü1 0 a 0 0 1 00 I 0 J u 0 10 , I •■J 0 0 0 0 00 Ò 0 0 0 0 00 J 0 0 0 Ü Ü0 Ü 0 u 0 0 Ü0 u 0 Ü 0 0 Ü
1 1 1 1 1 1 1
1 1 1 1 1 1 i
A 1 4 J A 1 5 J A 1 6  J £ 1  7 J * 1 b J A 1 9  J A 2 0  J0 0 0 0 0 0 00 J 0 0 0 0 Ü0 J 0 0 Ü 0 00 Ü 0 0 0 0 00 0 0 0 Ü 0 Ü1 0 0 1 0 0 11 I 1 0 1 0 00 1 0 I 0 1 00 0 0 0 1 0 10 Ü 1 0 0 1 00 Ü 1 0 0 0 00 J 0 1 0 0 0Q 0 0 0 1 0 01 0 0 0 0 1 0Ú 1 Ü 0 0 0 1
1 1 1 1 1 1 1
1 I 1 1 1 1 1
A 2 4 J A 2 5 J A 2  o  J A 2. 7 J A 2 8  J A 2  9  J A 3  GJ0 1 u 1 0 0 0 Ü0 u 0 1 J 0 00 0 0 0 1 Ü Ü1 ■J 0 0 0 1 uJ 1 0 0 0 0 10 0 0 Ü 0 Ü0 J r\\J 0 0 0 00 0 0 Ü 0 0 Ü0 Ü 0 0 0 0 Ü0 0 Ü J 0 0 01 0 0 L Ü 0 11 i i 0 1 0 00 i 0 1 Ü 1 Ü0 0 0 0 1 0 10 u 1 0 0 1 0
1 L i 1 1 1
1 1 1 L 1 1 1
74
J A 3 1 J A 3  2  J A 3 3 J A 3  4 J A 3 b J A i ò  J A 3 TJ A i t í J A 3 9  J 4 4 Ü J1 1 0 0 0 0 1 0 0 0 02 0 1 0 0 u 0 1 0 0 Ü3 0 0 1 0 0 0 0 1 0 04 0 0 ü I 0 0 0 0 1 ü5 0 D 0 0 1 0 0 0 0 16 I 0 0 0 0 0 0 0 0 Ü7 0 1 G 0 0 0 0 0 0 08 0 0 1 0 0 0 ü 0 0 u9 0 0 0 1 ü 0 0 0 0 01 0 0 0 0 0 1 0 0 0 0 01 1 1 0 0 0 J ü 0 0 0 01 2 0 1 0 0 0 ; \ 0 0 0 ú1 3 0 0 1 3 0 0 0 0 0 01 4 0 0 0 1 0 0 0 0 0 01 5 0 0 0 0 1 0 0 0 o 0
T I P O  0 A S P E S T  R I C O  ES 1 1 1 I I 2 2 2 2 ;c.
V A L O R  0 0 S  R E C U R S O S 1 L 1 1 1 1 1 1 1 1
J A 4 1 J A 4 2  J A 4 3  J A 4  4 J A4 t >J A 4 o  J A ■+ 7 J A 4  b  J A 4 9 J A 5 0  J1 0 0 0 0 0 0 0 0 0 02 0 0 0 0 0 0 0 0 0 03 0 0 0 0 0 0 0 0 Ü 04 0 Ü 0 0 0 0 0 0 0 05 0 0 u 0 0 0 0 0 0 ü6 1 0 0 ü 0 0 0 0 0 07 0 1 0 0 0 0 0 0 0 08 J 0 1 0 0 0 0 0 0 ü9 0 0 0 1 0 0 0 0 0 ü1 0 0 0 0 0 i 0 ü 0 0 ü1 1 0 0 0 0 0 1 0 0 0 01 2 0 0 0 0 0 0 1 0 0 01 3 •u 0 0 0 0 0 0 1 0 ü1 4 0 0 0 0 0 0 0 0 1 Ü1 5 0 0 0 ü 0 Ü 0 0 0 1
T I P O  D A S  R E S T R I Ç Õ E S 2 2 2 2 2 2 2 2 2 2
V A L O R  D O S  R E C U R S O S 1 1 1 1 I 1 1 1 1 1
Sol ução:  ZMIN = 9,  = 1 ( 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 ) ^outros x j  = 0
* P RGL BC MA 7 * * *
NUMERO DE KE STRICHES = 3
NUMERO OE VAãIAVEIS - 2J
J C J A 1 J A 2 J A 3  J1 3 - ò - 12 2 3 63 5 - 3 3 1
U 3 -  3 <+ -  35 6 0 1 - 56 9 -  i 0 67 1 1 - 3 4 -  V3 4 - 3 - 1 69 5 - 9 - ó 31 0 ó 3 0 -1 1 11 ••3 'd „ b1 2 2 6 0 "  ?1 3 a - 3 1 - ó1 4 5 - d - 5 - 61 5 3 - ó ò
lo 7 7 - 1 21 7 3 b " 9 -  71 8 9 -1 - 7 - 61 9 2 3 2 02 0 7 2 7
T I P O  D A S  P. E S T  R I C Ü E S 2 2 2
VALOR D O S R E C  U R S O S - 2 i - 1 0 - 1 4
76
N U M E R O  D E  R E S r s i C O t S  = 1 0  
N U M E R O  D E  V A K I A V F I S  = 20
J C J A í  J A 2  J ^ 3 J * 4 J A 5 j A ò  J M  J AB J A 9  J A 1 0 J1 1 0 0 à 8 3 5 5 0 3 3 32 2 2 0 2 4 4  4 0 c 1 1 1 1 0 4 6 a3 9 0 1 3 1 3 4 6 7 7 1 5 9 i4 4  0 0 8 0 1 0 0 2 0 4 0 5 0 5 5 1 0 2  0 3 0 3 55 3 0 0 7 0 1 0 0 2 0 3 0 0 4 0 4 1 4 2 9 2 96 4  0 0 3 0 9 0 3 0 4 0 4 0 t O .2 0 2 0 2 0 2 07 2 0 5 4 5 7 5 8 16 1 9 2  1 0 6 1 2 1 6B 1 2 0 1 5 2 5 3 5 7 9 6 1 2 1 2 1 59 1 6 0 2 3 2.8 1 2 18 l d 1 3 0 1 0 1 0 101 0 5 8 0 9 0 1 2 0 1 4 2 4 2 9 2 9 ó 1 8 3 0 3 01 1 4  0 0 1 3 0 1 3 0 4-0 6 0 7 0 7 0 3  2 4 2 4 2 4 21 2 1 4 0 3 2 3 2 6 1 6 2 1 2 1 3 9 1 3 2 01 3 1 0 0 2 0 4 0 3 11 1 7 1 7 0 1 2 1 3 l d1 4 1 3 0 0 1 2 0 1 6 0 2 0 3 0 3 0 3 5 7 0 1 0 0 1 1 0 1 2 01 5 6 5 0 4 0 4  0 5 2 5 2 5 2 5 1 0 2 0 2 0 2 01 6 3 2 0 3 0 6 0 0 1 0 1 5 2 0 0 5 1 5 2 01 7 4  6 0 2 0 5 5 • 5 13 2í ) 2 5 0 o 1 8 2 2I S 3 0 6 1 0 3 5 5 5 0 4 7 71 9 6 0 3 6 0 1 1 2 0 1 2 32 0 2 5 5 0 1 8 0 2 4 0 2 0 8 0 1 0 0 1 1 0 0 2 0 4 0 5 0
T I P O  D A S  R E S I  RI  C O E S 2 2 2 2 2 2 2 2 2 2
V A L O R  0 0 S R E C U R S O S 5 5 0 7 0 0 1 3 0 2 4 0 2 t í  0 3 1 0 1 1 0 2 0  5 2 6 0 2 7 5
Solução:  ZMAX = 6120; x .  = l ( j = l , 1 0 » 1 4 , 1 5 , 1 6 , 1 7 , 1 8 , 1 9 , 2 0 ) ; o u t r o s  x .  = 0
--- - - - - - —-J. j
77
*** PROBLEMA 9 * <= *
N U M E R O  D E  R E S T R I Ç Õ E S  = L O  
N U M F R O  D E  V A P  I A V E  I S  = 2 3
J C J A l  J A 2 J A 3 J A 4 J â i> J M O J A 7 J A ó J A 9  J A 1 0 J1 1 0 0 8 S 3 5 •j 5 0 3 3 3
~> 2 2 0 2 4 4 4 6 9 1 1 1 l 0 4 6 83 9 0 1 3 1.3 4 6 7 7 l 5 c S4 4 ü O 3 0 1 0 0 2 0 4 0 5 0 j 5 1 0 2 0 3 0 3 55 3 0 0 7 0 1 0 0 2 0 3 0 4 0 4  0 4 1 4 2 9 2 9
6 4 0 0 8 0 9 0 3 0 4 0 4 0 4 0 1 0 2 0 2 0 2 07 2 0 5 4 5 7 5 A 1 6 1 9 2 1 0 6 1 2 1 68 1 2 0 1 5 2 5 3 5 7 9 ò 1 2 1 2 1 59 1 6 0 2 8 2 8 1 2 18 l d 1 8 0 1 0 1 0 1 01 0 5 8 0 9 0 1 2 0 1 4 2 4 Z'i 2 9 6 1 8 3 0 3 01 1 4  0 0 1. 3 0 1 3 0 4 0 6 U 7 0 7 0 3 2 4 2 4 2 4 21 2 1 4 0 3 2 3 2 6 16 2 1 2 1 3 9 1 8 2 01 3 1 0 0 2 0 4 0 3 11 1 7 1 7 0 1 2 1 3 1 81 4 1 3  0 0 1 2 0 160 2 0 3 0 3 0 i  5 7 0 1 0 0 1 1 0 1 2 01 5 ó  5 0 4 0 4 0 2 5 2 5 2 5 1 0 2 0 2 0 2 01. 6 3 2 0 3 0 6  0 0 1 0 1 5 2 0 0 5 1 5 2 01 7 4  6 0 2 0 5 5 2 13 2;> 2 5 0 6 18 22
18 30 6 10 3 5 5 5 0 4 7 7
19 60 3 6 0 1 1 2 0 1 2 3
20 2 5 50 1 cJÜ 2 40 2 0 30 1 UO 110 0 20 40 50
21 3 1 0 0 2 20 290 3 0 òO 70 70 3 0 50 60 óü
22 11  0 0 5 0 60 40 50 5 D j 5 1 0 30 J 0 55
23 9 50 3 0 9 0 10 20 20 20 0 5 25 25
24 4 50 5 0 70 0 30 5õ 50 .10 20 1 5 30
25 300 12 27 5 10 15 20 10 20 2 5 25
26 2 20 5 1 7 0 5 lá 15 5 10 15 15
27 2 00 8 a 0 3 6 6 0 10 10 10
28 520 ld 28 10 20 20 2 0 1 0 2 0 28 28
TI PD DAS RESTRIÇÕES 7 2 2 2 2 2 2 2 2 2
VALOR DOS REC URSOS 930 1210 272 462 532 572 2 4 0 400 4 7 0 490
S o l u ç ã o :  ZMAX = 1 2 4 0 0 ;  x .  =  1 ( j = l , 2 , 3 , 9 , 1 4 , 1 5 , 1 6 , 1 7 , 1 8 , 1 9 , 2 0 , 2 1 , 2 2 , 2 3 , 2 5 , 2 6 ,  2 7 , 2 8 )  ;
o u t r o s  x .  = 0______ ____________________________J  __________________
♦ fc# Pt-0 dit MA 10 *»<■'
N U M E R O  D E  k E S T P I C O E S  = 3 1  7 8
N U M E R O  D F  V A R I A  V E  I S  = 3 1
J CJ A1J £2 J A 3 J A4J Ar>J ò J A 7 J A d J A9 J A 10 J
1 1 1 r>KJ 1 0 1 0 1 0 1 Ü
2 1 0 1 1 0 0 1 1 0 0 1
3 1 1A. 1 0 0 L 1i 0 0 1 1
4 1 J 0 0 1 1 1 1 0 0 0
5 1 1 0 1 i U 1 a 0 1 o
6 1 0 i 1 L 1 ú 0 0 0 I
7 1 I 1 0 1 j 0 1 0 1 I
8 1 0 0 0 0 J 0 0 1 1 i
9 1 1 ú 1 0 1 Û 1 1 0 1
10 0 1 1 0 ■J 1 1 I 1 0
1 1 í 1 1 0 o 1 1 j 1 0 0
12 1 0 0 0 1 i 1 1 1 1 1
13 1 i Û 1 1 1 0 1 0 1
14 1 0 1 I 1 1 0 0 1 1 ü
1 5 1 1 1 0 1 0 0 1 1 0 0
16 1 0 0 0 0 ü 0 0 0 0 0
17 1 1 0 1 a i 0 1 0 1 Ü
I B 1 0 1 1 0 •J 1 L 0 0 1
19 1 1 1 0 0 1 1 0 0 1 1
20 1 0 0 0 1 1 1 1 0 0 0
21 1 1 c 1 1 ü 1 0 0 1 0
22 1 0 1 1 1 i 0 0 0 0 1
23 1 1 1 0 1 û 0 1 0 1 1
24 1 0 0 0 0 0 0 0 1 ]_ 1
2 5 1 1 0 1 0 1 ü 1 1 0 1
26 1 0 1 1 0 ü 1 1 1 1 0
2 7 1 i 1 Û 0 1 1 Ü 1 0 Ü
28 1 0 ü 0 1 L 1 1 1 1 1
29 1 1 0 1 I 0 1 ü 1 0 1
30 1 0 1 1 1 1 0 0 1 1 0
31 1 1 1 0 1 J 0 1 1 0 Ü
T Í P 0  DAS RE S T  RI c o e s 1 1 1 i 1 i 1 1 1 1
VALOR OOS R E C URS OS 10 10 y 10 9 9 8 10 9 9
J A  1 1 J A  1 2  J A  1  3  J A  1  4 J A 1 5 J A  i  ò  J A 1  7  J A  i  a  J A  1  9  J A 2 0 J
1 1 0 1 0 1 0 1 0 1 0
2 1 0 0 1 1 0 0 1 1 0
3 0 0 1 1 u 0 1 1 0 0
4 0 1 1 1 I 0 0 0 0 1
5 1 1 0 1 0 0 i 0 1 1
6 1 1 1 0 0 0 0 1 1 1
7 0 1 0 0 1 0 1 1 0 18 1 1 1 1 1 0 0 0 0 r\U
9 0 I 0 1 0 0 1 0 1 Ü
1 0 0 1 1 0 0 0 0 1 1 0
1 1 1 1 0 0 1 0 1 1 0 ü
1 2 1
r\
0 0 0 0 0 0 0 1
1 3 0 Ù 1 0 1 0 1 0 1 1
1 4 0 0 0 1 1 0 0 1 1 1
1 5 1 0 1 1 0 0 1 1 0 1
It 0 0 0 Û 0 1 i 1 1 1
1  7 1 0 1 0 1 1 0 i 0 1
1 3 1 0 Û 1 1 1 1 0 0 1
I S 0 0 1 1 Ú 1 0 0 1 1
2 0 0 1 1 I 1
1
1 1 1 1 0
2 1 1 0 1 0 1 0 1 0 0
2 2 1 1 1 0 Ü 1 1 0 0 0
2 3 0 1 0 0 I 1 Ú 0 1 0
2 4 1 1 1 1 1 1 1 1 1 1
2 5 0 I 1 0 0 1 0 1 0 1
2 6 0 1 1 Û 0 1 1 0 0 1
2 7 1 1 0 0 1 1 0 0 L 1
2 8 1 0 0 0 0 1 1 1 1 Ü
2 9 0 0 1 0 I 1 0 1 Û Ü
3 0 J 0 0 i i 1 1 0 0 03 1 1 0 1 i 0 1 0 0 1 0
T I P O  D A S  R F S T R I C O E S 1 1 1 1 1 I L 1 1 1
V A L O R  D O S  R E C U R S O S d 9 Ö 3 7 1  0 9 9 3 9
79
J 4  2 1 J A 2 2  J A 2 3 J A 2  4 J A 2  oJ A 2 o  J A 2 7 J A . 2 8 J A 2  9  J A 3 Ü J1 1 0 1 0 1 0 1 0 1 02 0 1 1 0 0 1 1 0 0 13 1 1 0 0 L 1 0 0 1 14 1 2 1 0 3 0 0 1 1 1*3 0 í 0 0 1 0 1 1 1 3ó 1 0 0 0 J 1 1 1 1 07 0 0 1 0 1 1 0 1 0 ü9 0 0 0 1 *i. 1 1 1 1 19 1 3 1 1 3 1 0 1 0 11 0 0 1 1 1 3 0 1 1 U1 1 i 1 ü 1 ü 1 1 0 01 2 1 1 1 1 L . 1 1 0 0 O1 3 0 1 0 1 3 1 0 0 1 01 4 1 0 0 1 1 0 u 0 0 11 5 ü 0 1 1 U 3 1 0 1 il ò 1 1 1 1 1 1 1 1 1 11 7 0 1 0 1 3 I 0 1 0 11 3 1 0 0 1 1 0 0 1 1 01 9 3 0 1 1 ü 0 1 1 0 02 0 0 ü 0 1 1 1 1 3 0 02 1 1 0 1 1 0 1 3 0 1 ü2 2 0 1 1 1 1 0 ú 0 0 12 3 1 1 0 1 J 0 1 0 1 12 4 1 1 1 0 ü 0 0 0 0 32 5 0 1 0 0 1 0 1 0 1 02 6 1 0 0 0 3 1 1 0 0 12 7 0 0 1 0 1 1 0 0 1 12 8 3 0 ü 3 0 Ü IJ 1 1 12 9 1 0 1 o 1 3 1 1 0 13 0 u 1 1 0 ü 1 1 1 1 03 1 I 1 0 ü 1 1 0 1 0 ü
33 DAS R E S T R I C . I E S 1 1 L 1 I L 1 i 1 1
LOR DOS R E C URS OS d 8 7 9 d d 7 6 7 7
S o l u ç ã o : ZMI N = 1 8 , 1 ( 3 , 5 , 7 , 9 , 1 1 , 1 3 , 1 4 , 1 5 , 1 7 , 1 9 , 2 1 , 2 2 , 2 3 , 2 5 , 2 6 , 2 7 , 2 9 , 3 1 ) ,
o u t r o s  x .J = 0
o u
S o l u ç ã o : ZMI N = 1 8 , 1 ( 3 , 5 , 6 , 9 , 1 0 , 1 3 , 1 4 , 1 5 , 1 7 , 1 8 , 2 1 , 2 2 , 2 3 , 2 5 , 2 6 , 2 7  , 2 9 , 3 0 ) ,
o u t r o s  x .J = 0


































fc 1/. ií. P Z 0  8  L E MA 1 1 «  * *
N U M E R O  J E  HE S T  P I  C O E S  = 5
NUM F R O  D E  V A R I A V E ! S  = 3 9
J C J A l  J A 2 J A 3 J A 4  J A 5 J1 5 6 0 4 0 1 6 3 8 8 3 d2 1 1 2 5 9  1 9 2 3 9 71 5 2
-x 3 0 0 1 0 4 1 3 2 3 0 3 04 6 2 0 3 0 1 6 7 1 6 0 4 25 2 1  0 0 1 6 0 1 5 0 ö 0 2 0 0 1 706 4 3 1 2 0 2 3 2 6 13 i7 6 8 3 4 5 6 73 3 2 3 1 2 1 3 4 0 3 0 2 09 4 7 3 6 3 4 01 0 1 2 2 l d 0 1 2 3 i1 1 3 2 2 Q 1 2 3 0 3 1 2  i1 2 1 9 6 2 5 8 i 5 6 41 3 4 1 1 2 0 3 11 4 2 5 1 1 1 0 21 5 4  2 5 1 0 0 2 3 1 8 1 41 6 4  2 6 0 2 3  0 2 0 0 1 0 0 6 0 3 1 01 7 4  1 6 1 0 2 0 0 2 1 d1 8 1 1 5 á 5 2 0 4 41 9 8 2 1 5c. 3 0 Ö2 0 2 2 1 1 0 -> 12 1 6  3 1 4 9 7 0 4 0 3 2 1 32 2 1 3 2 8 9 ó 15 I n2 3 4 2 0 2 1 2 2 Ö 3 1 j  d2 4 3 5 6 4 0 2 1 02 5 4 2 1 1 ò 2 42 6 1 0 3 5 5 4 7 o2 7 2 1 5 1 0 1 0 2 2 3 ò2 8 3 1 3 6 4 2 02 9 9 1 2 4 6 83 0 2 6 1 0 I 0 33 1 4 9 0 4 5 2 03 2 4 2 0 1 0 1 2 1 4 o 1 03 3 3 1 6 4 2 r»i> 3 Ö n3 4 Tl ò H 2 7 I3 5 7 1 4 3 3 13 6 4 9 3 0 0 0 J3 7 1 0 8 0 ' L 0 2 0 0 33 3 1 1 6 1 0 0 0 2 0 53 9 9 0 1 6 0 3 <+
T I P O  D A S  P E S T R I  CU ES >C. 2 2 2 y
V A L O R  D O S  RE C U R S O S ò O ü 5 0  0 5 J  0 5  0 0 o Ü L)
S o l u ç ã o :  ZMAX = 1 0 6 1 8 ;  x .  =  1 ( 3 = 1 , 2 , 4 , 6 , 8 , 9 , 1 1 , 1 3 , 1 5 , 1 6 , 1 7 , 1 8 ,
1 9 , 2 0 , 2 3 , 2 5 , 2 7 , 2 8 , 2 9 ^ 3 1 , 3 2 , 3 4 , 3 5 , 3 6 , 3 7 , 3 8 , 3 9 ) ;  o u t r o s
x .  = 0  _____  J
*** PR.13LEMA 12
NUME PO DE RESTR1COFS = 5
NJMFPO D £ VARIÁVEIS - 50
J C J Al J A 2  J A i  J A 4 J A D J1 5 6 0 4 0 1 6 3 8 8 382 1 1  2 5 9 1 9 2 3 9 71 3 23 0 0 1 0 4.1 3 2 3 0 3 04 6 2 0 3 3 1 6 7 1 óO 4 25 2 1  0 0 1 ó ü 1 5 0 8 0 2 0 0 1 706 4  3 1 2 0 2 3 2 ò 18 i7 6 8 3 4 5 6 78 3 2 8 1 2 1 8 4 0 3 0 2 09 4 7 3 6 5 4 01 0 1 2 2 1 8 0 1 2 8 31 1 3 2 2 9 1 2 3 0 3 1 2 11 2 1 9 6 2 5 8 1 5 6 41 3 4 1 1 c 0 3 11 4 2 5 I 1 1 0 21 5 4 2 5 1 0 0 2 3 1 3 1 41 6 4 2 6 0 2 8 0 2 0 0 1 0 0 6 0 3 1 01 7 4 1 6 1 0 2 0 0 2 1 d1 8 1 1 5 a 6 2 0 4 41 9 8 2 í 2 3 0 ò2 0 2 2 T1 1 0 2 I2 1 6 3 1 4 9 7 0 4 0 3 2 1 82 2 1 3 2 8 c o 1 5 l ‘j2 3 4 2 0 2 1 2 2 r 3 1 .382 4 8 6 6 L 0 2 1 02 5 4 2 1 1 6 2 *+2 6 1 0 3 5 5 4 7 ci2 7 2 1 5 1 0 1.0 2 2 d o2 8 8 1 8 6 4 2 sj2 9 9 1 ')C. 4 ó tf 03 0 2 6 1 0 1 0 i3 1 4 9 0 4 5 2 03 2 4  2 0 1 0 1 2 1 4 8 1 03 3 3 1 6 4 2 8 8 6 63 4 7 2 6 4 2 7 13 5 7 1 4 3 fo 1 j3 6 4 9 8 0 0 0 03 7 1 0 8 0 1 0 2 0 0 33 8 I  1 6 1 0 0 0 2 0 53 9 9 0 1 6 0 8 '-t4 0 7 3 9 4 0 2 8 6 1 4 .)4 1 1 3 1 1 8 6 9 3 I  2 2 0 3 04 2 4 3 0 1 1 9 o 2 12
43 3060 120 30 8 0 40 16
44 215 8 22 1 3 ó I d
45 56 3 0 6 1 i
46 2 96 32 36 22 14 16
47 6 20 28 45 1 4 20 22
4 8 418 13 13 0 12 30
49 47 2 2 1 0 4
50 31 4 2 2 1 0
TIPO DAS RFS T RI CO ES 2 2 2 2 2
VALOR DOS REC URSOS dOO 65 0 5 5 0 5 50 t>50
S o l u ç ã o : ZMAX = 16537; Xj  = 1 ( j= 4 ,6 ,8 ,9 » 1 1 , 1 2 , 1 3 , 1 5 , 1 6 , 1 7 ,1 9 ,  
2 0 ,2 3 ,2 5 , 2 6 , 2 7 ,2 8 ,2 9 ,3 1 , 3 2 , 3 4 , 3 5 , 3 6 , 3 7 , 3 8 , 3 9 , 4 0 , 4 1 , 4 2 , 4 3 ,  
4 4 , 4 7 ,4 8 ,4 9 ,5 0 ) ;  o u t r o s  x ^  = 0
82
A N E X O  3
PROGRAMAÇÃO DO MODELO PROPOSTO

84
DESCRIÇÃO DA FUNÇÃO DE CADA SUB-ROTINA
ENTRA:
Realiza a leitura de todos os dados referen­
tes aos problema que se deseja resolver.
IMPRE:
Realiza a impressão de todos os dados do pro­
blema que sera resolvido.
HEURI e HEURI2:
Estas duas sub-rotinas têm a mesma finalida­
de: determinar um valor inicial da função objetivo. A sub-rotina 
HEURI sempre serã usada quando todos os valores dos recursos fo­
rem positivos; caso contrario, usa-se a sub-rotina HEURI2.
LEXS e LEXSN:
Ambas têm a mesma finalidade:
- Ordenar as restrições por sensibilidade
- Determinar o vetor SOFO
~ Resolver o problema utilizando o algoritmo 
LEXSN.
A sub-rotina LEXS sempre serã aplicada aos 
problemas que possuirem todos os recursos positivos; caso contra 





Esta sub-rotina tem por finalidade transfor-
- todos c. < 0 em cc. > 0 .
3 3
- todas as restrições g.(X) -- b • emi < i
gi(X) - bi < 0
- problemas de minimização em problemas de 
maximização.
Se o problema transformado possuir todos os 
positivos, seguem-se os seguintes passos:
- aplica-se a sub-rotina HEURI
- montam-se os subproblemas
- aplica-se a sub-rotina LEXS ao problema 
transformado.
Caso contrário:
- aplica-se a sub-rotina HEURI2




P R O G R A M *  P R I N C I P A L  £ $  * *  
£$£*<)£$:*$*$ $$:#i£ji:ji!$i:<':i}:$;4!«:i:$:fc$;$s$:«:<cit$cic#$4i£*fc**£**fc******<t *****#***£ ******
I M P L I C I T  I N T E G E R ( A - F , H - Z )COMMON M  5 5  , 5  53  , A A i 5 5 , 5 5 ) ,*  B ( 5 5 ) , 8 A U X ( 5 5 ! ,  C ( 5 5 ) ,  I C  0  ( 5  5  ) ,  I V P ( 5 5 )  ,*  S i 5 5 ) , T R i 5 5 ) , V B ! 5 5 ) , X i 5 5 ) , Y i 5 5 ) ,*  I I , 1 2 , 1 3 , I M P , L E I ,*  M , N , N I R U S * P O , P O A ,*  T P , V A F U O B  , 2COMMOM V T ( 5 5 ) , V A F O , J 1 , N U P R O , C H A V E  C Q N T A = 0R E A D  I 1 , 1 )  N U P R O  7 7 5 5  C O N T I N U EC A L L  E N T R A  C A L L  I M P R E  C A L L  R E S O L V  C O N T 4  = C ONT  A + 1I F ( C O N T A . L T . N U P R O ) G O  TO 7 7 5 5  S T O P1 F O R M A T  ( 1 5 )E ND #***#* ************** 
fcijt ** S U B R O U T I N E  E N T R A **
****** ** * * ** ** ** *********** ******* *********************************** 
I M P L I C I T  I N T E G E R ( A - F , H - Z J  COMMON A ( 5 5  , 5 5 )  , A A £ 5 5 ,  5 5 ) ,*  B ( 5 5 ) , B A U X l 5 5 ) , C ( 5 5 )  , I C O ( 5 5 )  , I V P ( 5 5 )  ,*  S ( 5 5 ) , T R ( 5 5 ) , V 8 ( 5 5 ) , X ( 5 5 ) , Y ( 5 5 ) ,* 1 1 , 1 2 , 1 3 , I M P , L E I  ,*  M,  N ,  NI  R U S ,  P O ,  P D A  .







i m p l i ; î t  I NT E G E R i  A- F , H- 7_ )
COMMON A( 5 5  , 5 5 )  , A A ( 5 5 , 5 5 ) ,
*  B<5 5 ) , BAUX( 5 5 3 , C { 5 5 )  » I C O Î 5 5 )  , I V P ( 5 5 )  ,
* S ( 5 5  ) , T R ( 5 5 ) , V B (  5 5 ) , X155 ) , Y < 5 5 ) ,
« 1 1 , 1 2 , 1 3  , I MP » LE I ,
*  M, N, NI RUS , PO , PO A ,
*  TP ,  VAFUOB, Z
COMMON VT i 5 5) , V A F O , J I , NUPR3 , CHAVE 
01 MENS I ON NOME 1< 52)D A T A  N 0  ME 1 /  * J * , ’ C J S "  A 1 J » , '  A 2  J  • , ‘ A 3  J  1 , « A 4  J  * , 1 A 5  J  " ,  • A 6  J  ’
$ ,  • A7 J *  , * A8 J  * * * A9J  » » • A 10J *  , 1 Al  1J« , * A12 J  • ,  • A 1 3 J *  » « A14J *$  ,  » A 1 5 J ’ » ’ A 1 6 J *  , ’ A17J »  ,  ’ A l a j ’ , *  A 1 9 J * , * A 2 0 J 1 ,  '  A2 1 J  * *
* • A 2 2 J ' , , A2 3 J , , M 2  4 J ' , ’ A2 5 J , , * A 2 6 J ' , ' A 2  7 J , , ' A 2 8 J ' , * A 2 ^ J *
* , ' A 3 0 J *  , ' A31 J  ' , ' A 3 2 J *  , '  A3 3J*  , ' A3 4 J *  , ' A 3 5 J *  » * A 3 6 J S  ' A3 7J*
*  , * A38 J *  , 1 A39 J  * , • A40J  » » • A41 J* , * A4-2 J*  , ' A43J  • ,» A4 4 J  ' , ' A4 5J*
* , ‘ A 4 6 J *  , * A4 7 J  « , « A4 8 J *  ,» A49J »  , ' A50 J*  /
K I I  =1
K I = 1 
KL  = 12 
KF= 11
I F ( K F . GT „ M) G O TO 215 
315 CONTI NUE
WRI T E U  HP ,  20 ) l NOM E l  ( I ) ,  I =K I I , KL  )
00 2 05 J = 1 , I 2
W R I T E U M P , 3 5 )  J , ( A  ( I ,  J ) ,  I = K I ,  KF )
205  CONTINUE 
KI  = K I +1
WRI T E(  I M P , 4 5  M T R i  I  ) , I = K I  , KF )
WR I T E ( IM P , 5 5 j ( B ( I ) , I = K I , K F )
I F ( K F . E O . M ) G O  TO 753 
295  CONTINUE 
Kl  I = KL*1 
KL=KL+10 
K I  = K F-*-1 
KF= K F+ 10
I F ( K F . G T . M) GO TO 415  
425  CONTI NUE
W R I T E U M P , 2 2 0 )  ( N O M E K I I ,  I = K I I , K L )
DO 2 75 J  = 1 , I 2
WRITE ( I  MP,  2 3 5 )  J , i  A U ,  J i ,  I = K I , K F )
2 75 CONTINUE
W R I T E { ! M P , 2 4  5 ) Î T R U ) , I = K I , K F Î  
WRIT E ( I M P , 2 5 5 )  î 8 ( I ) ,  I = K I , KF )
I F  f K F . E Q . M J G O  TO 753
GO T O 2 9 5  2 1 5  C O N T I N U E  KF = M KL = M + 1  GO  TO 3 1 5  4 1 5  C O N T I N U E  KF = M K L =  M *-1 GO TO 4 2 5  1 1 0  C O N T I N U E  7 5 3  C O N T I N U EW R I T E ( I M P , 1 5 )RE T U R N1 5  F O R M A T ( / / / / / , 1 0 X , ’ V A L O R  P A R C I A L  DA F Q ® , 8 X ,  ' V A R I A V t l  S B A S I C A S ' , / / )2 0  F O R M A T ( / /  , 2 ( 6 X , A 4  1 » 1 0 (  I X , A 4  ) )3 5  F O R M A T ( 2 1 1 0 , 1 0 1 5 )4 5  F O R M A T i  / , I X , * T I  P O  D A S  R E S T R I C O E S * , 1 0 1 5 )5 5  F O R M A T ( / ,  I X , •  V A L O R  D O S  R E C J R S O S  * , 1 0 1 5 )2 2 0  F O R M A T  ( / / / , 9 X , ' J *  ,  1 0 X , 1 0 ( 1 X , A 4 )  )2 3 5  F O R M A T ( 1 1 0 , 1 0 X , 1 0 1 5 )2 4 5  F O R  MAT » /  ,  I X  , 4 T I  P O  O A S  R E S T R  I C O E S *  , 1 0 1 5  j  ? 5 5  F O R M A T  ( / ,  I X  , *  V A L O R  D O S  R E C J R S O S  ’ , 1 0 1 5 )E N D
<c$ ♦S'S U B R O U T I N E  H E U R  I
$$ £* 
$:£ $. & & & * * & * &  *I M P L I C I T  I N T E G E R  i A - F  , H - Z )C OMMON A ( 5 5  , 5 5 )  , A A  1 5 5 , 5  5 ) ,*  B ( 5 5 ) , B & U X ( 5 5 ) , C ( 5 5 ) , I C O ( 5 5 ) , i V P * 5 5 ) f*  S i  5 5  ) ,  T P  1 5 5 )  ,  V B i  5 5 )  ,  X i 5 5 ) , Y  i 5 5 )  ,*  U , I 2 , 1 3 , I M P , L E I  ,
* M,  N ,  N!  R U S , P D , P O A  ,*  T P ,  V A F U 0  B , ZCOMMON V T ( 5  5 )  » V A F O , J 1 , N U P R 0 , C H A V E  D I M E N S I O N  3 ( 5 5 ) , G S C < 5 5 )V A F  UOB = 0  DO 2 1 7  J =  I ,  NG { J ) = 0  .X ( J  ) - 0  2 1 7  C O N T I N U E0 0  2 1 3  J J  = 1 , N0 0  2  7 3  I = 2 ,  MI F  * B A U X ( I ) ! 6 1 3 , 6  1 3 , 2 7 3  2 7 3  C O N T I N U E0 0  2 0 1  J = l , NI F i G ( J ) . E Q . - l . ) G O  T O 2 0 1  G S C  ( J  ) = 0 DO 2 0 3  I = 2 , MI F ( A I I , J )  ) 2 0 3  , 2 0 3 , 2 1 5  2 1 5  C O N T I N U EG S C i  J )  - G S C  ( J )  *- F LO AT ( A ( I ,  J )  J / B A U X l  I i 2 0 3  C O N T I N U E
I F t G S C i J  ) 1 2 2 5 , 2 2 7 , 2 2 9  2 2 5  C O N T I N U EW P I T E i I M P , 2 3 5 )S T O P2 2 7  C O N T I N U EG ( J ) =  9  9 9 9  9 GO TO 2 0 1  2 2 9  C O N T I N U EGC J ) = A ( l , J ) / G S C t  J )2 0 1  C O N T I N U EK=  1DO 2 0 5  J  = 2 , NI F » G ( K ) .  LT . 3  { J ) ) K = J  2 0 5  C O N T I N U EG ( K ) = ~ 1 .0 0  2 0 7  1 = 2 , MBA J  X ( I  ) = B A J X  ( I J - A (  I , K )I F  < B A U X ( I ) ) 2 0 9 ,  2 0 7 ,  2 0 7  2 0 7  C O N T I N U EX { K. ! = 1V A F U O B =  V A F U O B + A  ( 1 , K  )GO TO 2 1 3  2 0 9  C O N T I N U E0 0  2 1 1  J  = 2 , IB A U X ( J ) =  BAUX ( J ) +  A ( J , K 3 2 1 1  C O N T I N U E2 1 3  C O N T I N U E  6 1 3  C O N T I N U E
IF!  VAF U O B ,  E Q . O i  R E T U R N  VAUX = V A F U O B + V A P O  I F I J 1 . E Q . O i  GO T O  9 1  DO 6 6  J  = 1 , J  1 K = V T { J )X i KI  = 1 -  X ( K }6 6  C O N T I N U E  9 1  C O N T I N U E  R 1 = 0DO 8 5  J  = 1 »  NI F ( X ( J ) ) 8 5 , 8 5 , 8 3  8 3  C O N T I N U E
R l  = R L  + 1 V B ( R 1 )  = J8 5  C O N T H U EW R I T F l I M P , 5  4 5 5 ) V A U X , ( V B { J ) , J = l , « 1 )R E T U R N5tll  E g g S i i ! i 5 i l f f i I T ’ E5 N , C0 o Y j i l 6 e i R D I DE C0KR6NTE 0 0  »UGORITMO M
E N D
S UBR OUT I NE  H E U R 12
**
$$$$$$ $$ $ <c iji * $ $ $ 4
I M P L i : i T  I N T E G E R S A - F , H - Z J
COMMON) A ( 55 , 5 5 )  ,AA i 5 5 ,  5 5 ) ,*  8 ( 5 5 ) , B A U X l 5 5 ) , C 1 5 5 ) * I C 0 1 5 5 ) » i V P ( 5 5 ) »
* S( 5 5 ) »  T R ( 5 5 ) , V B { 5 5 ) , X 155 ) , Y ( 5 5 ! ,
* I I , I 2 , I 3 , I M P , L E I  ,
*  M, N , NI RUS , PO,  POA,
*  T P , V A F U O B , Z
COMMON) VTI  5 5)  , V A F O ,  J 1 , NUPRO, CHAVE  
DI ME NS I ON G I 5 5 J  , S C < 5 5 )  , BB t 5 5 J 
VAF UOB-=0 
DO I  J =1 * N 
X » J  ) = 1
VAFUOB= VAFUOB + A ( I ,  J )
L C O NT I NU E  
DO 5 1 = 2 , M
3 8 { I ) = - B ( I )
DO 3 J = 1 , N
B B i I i  = 3 8 » I ) + A i I , J )
3 CONTI NUE
5 CONTI MUE  
DO 7  1 = 2 , M
I F { B B ( I ) ) 7  » 7 j 9 
7 CONT I NUE  
GO TO 4 9
9 C ONT I NUE  
DO 10 J = 1 , N
S C ( J )=0  
DO 15 I = 2 , M
I F { A ( I , J ) . L E . O ) GO TO 15  
S C i  J )  = SC(  J  i  ^A t I , J  3
15 CONT I NUE
I F i S C  < J  3) 1 3 ,  1 3 , 1 4
14 CONTI NUE
G ( J ) = F L O A T { A t  1 , J ) J / S C i J )
GO TO 10 
13 CONTI NUE
5 ( J ) = 1 0 0 0 0 0 0
10 CON TI  MU E
DO 25 J  J =  1 ,  N 
MENOR=1 
DO 17 J  = 2 » N
I Ft  G< J ) . L T . G ( ME NOR ) )MENOR=J  
17 CONTI NUE
G ( MENOR)= 1 1 0 0 0 0 0  
VAFU0 8 = V A F U 0 B - A (  I »MENiORi  
X( ME NOR) =0  
DO 19 I = 2 , M
B81 1 } = B B  ( I ) - A (  I  , MENOR)
19 CONTI NUE
DO 21 I =2 ,M
I F ( B B ( I )  ) 2 1 , 2 1 , 2 5
21 CONTI NUE
GO TO 4 9 
25 CONTI MUE
49 f  HNTT MIJP
I F  ( VAFU08  . E  Q. O)  RETURN  
VAUX= VAFUOB+V AFO
I F t J l .  E Q . O i  GO TO 91  
DO 66 J = 1 , J 1  
K =VT t J )
X { K ) = 1 -  X { K )
66  C ONT I NU E  
91 CONT I NUE  
R 1 = 0
DO 85 J  =  I ,  N
I F { X ( J ) ) 8 5 , 8 5 , 8 3
83 CONTI NUE
R 1 = R.l ♦ 1
V B ( R 1 ) = J
85 CONTI MUE
I F ( T P . E Q . 2 i V A U X = - V A U X
W R I T E ( I MP , 5 4 5 5 ) V A U X , I V B  U )» J = 1 1 R 1 ) o n r u p M




** *♦S U 8 R Q Ü T I N E  R E S O L V
** ** 
I M P L I C I T  I N T E G E R l A - F . H - Z )COMMON Al  5 5  , 5 5 1  , A A  ( 5 5 »  5 5  ) ♦*  8 1 5 5 ) , B A U X 1 5 5 ) , C 1 5 5 ) , I C 0 1 5 5 ) , 1 V P 1 5 5 ) ,*  S ( 5 5 ) , T R l 5 5 ) , V B ( 5 5  1 , X 1 5 5  ) , Y l 5 5 )  ,*  1 1 , 1 2 , 1 3 » I M P . L E I t*  M , N , N I R ü S , P O , P D A ,*  T P , V AF UO B ,  ZCOMMON V T Í 5 5 )  , V A F O  ,  J  1 ,  N U P R Ü  , C H A V E  C A L L  T I M 3 0 0 U I M E )DQ  9 7  J  - 1  ,  NI
I V P ( J í = 0  
IC O íJ) = 0
X(  J  ) = 0  9 7  C O N T I N U EV AF  UD3  = O P GA = 0T I N I  C l  = TI  MET P = 2  *  P R O B L E M A  DE M I N I M I Z A R  *I F Í T P - 2  ) 3 , 2 5 , 3  2 5  C O N T I N U ED O  2 J = 1 , NA ( 1 , J )  = - A Í 1 , J )2  C O N T I N U E3 C O N T I N U ETR =  1 *  R E S T R I Ç Ã O  M A I O R  OU I G U A L  DO 6  1 = 2 , M I F  ( TR { I ) -  1 )  6 ,  7 ,  ó7 DO 4  J =  1 ,  NA ( I , J  J = - A ( I  * J  )4  C O N T I N U E  8 ( 1  J = - B  í I )ò  C O N T I N U ET R A N S F O R M A  T O D O S  C < J )  ME N O R  QUE Z E R O  EM C ( J i  M A I O R  QUE Z b R J  J 1  -  I N D I C A D O R  DQ N J M E R O  DE C í J ) M E M O R E S  Q J E  Z E R O  VT -  V E T O R  DAS  V A R I A V E I S  C I J J I O  T R A N S F O R M A D A  EM C Í J ) M A I O R  QUE  Z E R OVA F 0 = 0  J  1 = 0DO 4 0  J  = 1 *NI F{  A l  L , J )  ) 9 , 4 0  t 4 09  J 1 = J 1 + 1VT í J 1 ) = JV A F 0  = V A F O *-A I 1 ,  J i  A l  1 , J ) = - A < l , J i  DO tí I = 2 , MB ( I ) = B  l I ) - A l  I , J )A í I ,  J  ) =  - A ( I , J )B C O N T I N U E4 0  C O N T I N U E0  0  1 1 1 5  I = 2 , MB A U X l  I ) —BC I )1 1 1 5  C O N T I N U E
O R D E N A R  OS C O E F I C I E N T E S  DA F O  EM O R D E M C R E S C E N T E  D O  5 J  = 1 , N
C ( J) = A ( 1 ,J )5 C O N T I N J E  DO 1 5  J = 1 , NM E N O R = 1  DO  1 0  J  J =  2  ,  NI F ( C  í J  J ) . L T . C l  M E N O R  ) ) ME i NOR  = J J1 0  C O N T I N U EI C 0 ( J ) =ME NO R  C ( M E N O R ) = 1 0 0 0 0 01 5  C O N T I N U E  n o  7 1  J  =  1 , NI V P Í J ) = I C G Í J )7 1  C O N T I N U EDO 1 7 7  1 =  2 , MI F Í 8 Í I  U  1 7 3 , 1  7 3 ,  1 7 7  1 7 3  C O N T I N U EP O A =  2C A L L  HE UR 1 2 GO T O 7 7 5 11 7 7  C O N T I N U EDO 2 2 5  1 = 2 , MDO 2 2 3  J  = 1 »  NI F ( A í I , J )  ) 2 2 2  * 2 2  3  , 2 2  32 2 2  C O N T I N U EP 0 A = 2C A L L  H E U R I 2  GO T O 7 7 5 12 2 3  C O N T I N U E  2 2 5  C O N T I N U ED E T E C T A R  AS V A R I A V E I S  QUE I R A O  C O M P E T I R  C A L L  H E U R I  I 1 = 21 C O N T I N U EI F ( I 1 . j  T . N ) GO T O  7 7 5  1 I F I X I I C O I I D )  . E Q . O J G O  T O 3 0I 1 = 1 1  + 1 GO TO 1M O N T A G E M  DO P R O B L E M A
30 12=0 
13=11-1  
DO 12 J = 1 , I 3
I F í  X C ICO í J )  ) . E Q . O  JG3 TO 12 
12 = 1 2+ 1
I V P ( I 2 ) = I C 0 t J )
12 CONTI NUE
I F  U  2) 1 6,  1 6 , 1  7
16 CONTINUE
1 1 = 1 1+1 
GO Tú 1
17 CONTI NUE 
1 2 =1 2+1
I VP  ( 1 2 )  = 1 CQ ( I 1)
DO 42 J =1 » I 2
0 0  32 1 = 1 ,MA A ( I , J ) =  A ( I , I V P ( J )  ) B A U X i I  ) = 8 A U X ( I ) + A A ( I , J )
32 CONTINUE
42 CONTI NUE
DO 43 I =1 ,M
8 A U X ( I } = 8AUX! I ) - A A ( 1 , 1 2 }
43 CONTI NUE
I 1= I l  + l 
CALL  L E X S  
R 1 = 0
DO 35 J = 1 , N
1 F(XUl >35,  3 5 , 3 3
33 CONTINUE 
R 1 = R1 + 1
V 8 ( R 1 ) = J
35 CONTI NUE 
GO TO 1 
7751 CONTI NUE
C A L L  T.I M303 ( T I ME )
TF INAL= T I Mt
TGAST3= ( T F I N A L - T I N I C H / 3 0 0 .
WRI TE  í I M P , 7 7 5 8 ) TGASTO 
RETURN 
5 7 CONTI NUE
92
DO 7 6  J = 1 » NI V P ( J )  = I C 0 ( J )7 6  C O N T I M U E  P 0 = 2I 2  = MD O  6 7  J  = 1 , NDO  6 5  1 = 1 ,  MAA<  I ,  J  ) = A ( I ,  I V P (  J  ) )6 5  C O N T I N U E
6 7  C O N T I N U EDO 6 9  1=2 , MB A U X l  I ) = 8 <  I )6 9  C O N T I N U EI F { P O A . E Q . 2 ) G O  T O  1 5 5  C A L L  L E X S  1 5 3  C O N T I N U EV A U X  = V A F U O B + V A F O  
R1 = 0DO  8 5  J = i , NI F í X í J )  ) 6 5 , 8 5 ,  8 38 3  C O N T I N U EP 1 = R 1  + 1 V B Í  R 1  ) = J8 5  C O N T I M U EI F l  T P . E  Q . 2 ) V A U X  = - V AUX I F  ( V A F U O B . E  Q . O )  GO T O L 6 7  W R I T E Í  I M P . 3 0 0 7 )  VAUX W R I T E (  I M P ,  3  7 )  < VB<  J )  ,  J = 1 , R 1 )GO TO 1 2 6  1 6 7  C O N T I N U EWRI  TE < I MP ,  5 5 5 )1 2 6  C O N T I N U EW R I T E ( I M P , 2  0 0  3 ) N 1 R U S  C A L L  T I M 3 0 0 ( T I M E )T T F  I M= T I MET T F I M = Í  T T F I M - T I N I C I Í / 3 0 0 .  W R I T E ( I M P , 8 1 i T T F I MR E T U R N  1 5 5  C O N T I N U EC A L L  L E X S N
GO TO 1 5 33 7  F O R M A T !  • V A R I A V E I S  B A S I C A S  =  • ,  2  5 1 4  ,  /  /  ,  2 0 X ,  2  51 4  )8 1  F O R M A T (  / / / , 4 - O X ,  ’ T E M P O  DE C P U  UT I L I  Z A D O '  ,  1 1 0 ,  2 X ,  « S E G U N D O S * )5 5 5  F O R M A T  ( 2 0 X ,  * P  R O  B L E M A I M P  0  S S I V E L M  2 0 0 3  F O R M A T ! / / / , • N I R U S ' , 1 1 0 1
3007 FORMAT( / / / , 2 0 X , • S O L U C A O  O T I M  A ' , / / / , 2 OX, • VALOR DA FUNCAO
♦ OB J E T  I  VO = • ,  I 10 , / / )7 7 5 8  F O R M A T ( / / / , 4 0 X , » T E M P O  D E  C P U  U T I L I Z A D O  =  ' , I 1 0 , 2 X ,  « S E G U N D O S 1 ) E ND
93
$*
S U B R O U T I N E  L E X S$ <t «isfc
$J$c$:$$<i)ji>!ti}:« $ fc ****$[
I M P L i : i T  I N T E G E R t A - F . H - Z iCOMMON A ( 5 5 , 5 5 ) , A A ( 5 5 , 5 5 ) ,*  B ( 5  5 J , B A U X ( 5 5 ) ,C( 5 5 )  ,ICO ( 5 5 )  , IVP( 5 5  ) ,* S ( 5 5 ) , T R ( 5 5 ) , V 3 ( 5 5 ) * X ( 5 5 ) * Y Í 5 5 ) ,*  I I , 1 2 , 1 3 , I M P , L E I ,*  M , N , N I R U S , P O , P D A  ,* TP * V AF UO 8 ,  ZCOMMON V T ( 5  5 ) ,  V A F O , J 1 , N U P R O , C H A VED I ME NS  I ON G ( 5 5 )  , S L ( 5  5 )  , LMAí  5 5  ) , S ü F O ( 5 5 )  Z =  0N I R U S = 0DO 1 1 1 3  J  = 1 , 1 2  
Y(J} = 01 1 1 3  C O N T I N U EI F ( M - 2 ) 8 0 , 8 0 , 8 48 4  C O N T I N U EO R D E N A R  AS R E S T R I Ç Õ E S  DO 5 I = 2 ,  MS L  ( I ) = 0  DO 5 0  J = l ,  I 2S L  í I J = S L í I ) + A A ( 1 , J )5 0  C O N T I N U EG (  I ) = F LOA TX S L t I ) ) / B A U X ( I )5  C O N T I N i U EDO 7 5  J  = 2 » M K = 2DO 1 0  1 = 2 , M1 F ( G ( I ) . G T . G ( K ) ) K = I









3 0 1  3 0 0 5
3 0 0 33 0 0 1
3 0 2
3  0 3
7 1




0 0  1 0 5  1 = 2 , MKl  3 = L M A ( I )I F I K 1 3 . E W . I J T J G 0  T 3  1 0 5  
S{K13)=00 0  1 0 1  J = l ,  1 2S Í K 1 3 ) = A A { K 1 3 , J ) * Y ( J ) + 3 < K 1 3 )C O N T I N U ES< K 1 3 )  = S { K. 13  ) - Ô A U X  ( K 1 3 )I F ( S ( K  1 3  ) ) 1 0 5  , 1 0 5 ,  1 3 2  C O N T I N U E  S Q L U C 4 0  V 1 A V E L  VR E S =  V A F U 0 8  Z = 00 0  2  7 J  = 1  ,  I  2Z = Z + A A l  1 ,  J  ) * Y { J ) .C ON T I M J  F B A U X ( 1 ) = - 1A T U A  L I  Z A C A Q  O A S  V A R I A V E I S  B A S I C A S0 0  5 2  J  =  1 , I 2X í I VP  í J ) ) =  Y { J  )C O N T I N U EI F ( P O . E  Q . 2 ) G O  T O  5 5 5 5  V A F U 0 3  = 00 0  5 1  J = 1 , NV AF UO ô =  V A P U 0 3  + A ( 1 , J ) * X { J )C O N T I N U EC O N T I N U E1 F { VR5  S . E Q . V A F U Q B ) G O  TO 9 5  V A U X = V A F ' J O B + V A F  0  I F Í J 1 . E 0 . 0 ) G O  T ü  9 10 0  6 6  J = 1 , J 1  K = V T  í J )X I K ) = 1  —X I K )C O N T I N U E  C O N T I N U E  
R 1 = 0DO 8 5  J  =  1 , NI F { X l J  ) ) 8  5 ,  8  5 ,  8 3  C O N T I N U E  R 1 = R 1 + 1
V B < R I  ) = JC O N T I N U EI F ( T P . E  3 . 2 ) VAUX = ~ V A U XW R I T E *  I M ? , 5 4 5 5 ) V A U X , ( V B { J ) ,  J  = 1 , R I )C O N T I N U E0 0  3 0 1  J  = 1 ,  12B A U X ( 1 )  = B A U X  < 1} + ( 1 - Y  < J l )  *AA < 1 ,  J  J I F { B A J  X ( 1 )  ) 3 0 1 , 3 0 2 ,  3 0 2  C O N T I N U E  C O N T I N U E0 0  3 0 0 1  1 = 2 , MD O  3 0  0 3  J  = 1 ,  1 2B A U X ( I ) = 8 A U X (  I ) - A A ( I  * J ) ^  X ( I V P Î J )  i C O N T I N U E  C O N T I N U E  RETURNI  C O N T I N U E  
Y(J ) =1  K 1 3 = L M A  ( 2 )S ( K I 3 ) = S ( K 1 3 ) * A A ( K 1 3 , J )I F  I J - J J E ) 3 0 3 , 3 0 5 , 3 0 5  C O N T  I N U EI F ( S  ( K 1 3  ) ) 7 1 ,  7 1  ,  7 2  C O N T I N U E  U J E  = J  GO TO 2 0  C O N T I N U E  
Y(J ) = 0S U 1 3 )  = S Î  K 1 3  ) - A A ( K 1 3 , J )B A U X { 1 ) = B A U X ( 1 )  — A A i 1 , J )GO TO 1 7 0  C O N T I N U E  U J  E = J  K l  5= J - lDO 3 0 7  J  = 1 » K l  5B A U X l  1 ) = 8 A U X (  1 )  " A A {  1 ,  J  ) * Y (  J  )S { K 1 3 ) = S  * K 1 3 ) - A A { K 1 3 , J  ) * Y S J  )








1 73  
1 70 










U J E  = J 
K l  5= J - 1
00 307  J  = 1 , K l  5
BAUX< 1 )=8AUX< 1) ~AA(  1,  J 3 *Y{  J } 
S I K 1 3 ) = S ( K 1 3 ) - A A { K 1 3 , J ) * Y Í J )  
Y(J ) = 0  
CONT I NUE
I F  < S ( K 13 ) J 1 , 1 , 1 0 2
C A L C U L A R  0 PULO 
C O N T I N U E  
AUX = SÍ  K 133 
DO 155 J = l ,  12
I F ( A A ( K 1 3 , J ) ) 154 , 1 5 5 ,  158  
CONT I NUE
AUX=AUX+I  1 - Y l J ) ) * A A ( K 1 3 , J i
GO TO 153  
CONTI NUE
AUX=AUX- AAÍ K13  , J ) * Y Í J )
CONT I NUE
I F  < A U X ) 172  , 1 7 2 ,  155
CONT I NUE
S TOP
C ONT I NU E  
DO 173 K= 1 ,  J
8AUX í 1)  = 8AUX í l ) - A A ( l , K í * Y ( K )  
S ( K 1 3 ) = S ( K 1 3 i - A A ( K 1 3 , K ) * Y Í K )
Y(  K.) =0 
CONT I NUE
C A L C U L A R  0 I N D I C E  A D I R E I T A  DE J 
C ONT I NU E
I F  í AAÍ  K 1 3 , J ) ) 2 2 0  , 2 2 0  , 2 3 0  
CONTI NUE  
J = J +1  
CONTI  NUE 
I F Í  J . G T  . 1 2 ) G 0  TO 3 0 0 5
I F ( Y { J ) ) 2 0 5 ,  2 0 5 , 2 1 0  
C ONTI NUE
BAUX ( 1) = BAUX ( n - A A ( l  , J i  
S ( K 1 3 ) = S t K 1 3 ) ~ A A ( K 1 3 , J )
Y ( J )=0  
GO TO 23 0 
CONTI NUE
BAUX í 1 ) = BAUX ( D + A A Í  1 ,  J  i 
S ( K 1 3 ) = S ( K 1 3 ) * A A ( K 1 3 » J )
U J E = J  
Yí  JJ  =1
I F < S Í K 13 ) ) 1 ,  1 , 1 0 2
PULO E S T  A 8 E L E C I D 0  P E L A  R E S T R I Ç Ã O  P R O V E N I E N T E  DA FO 
C O N T I N U E
DO 4 9 0  J = 1 , 1 2
B AUX í 11 = B A U X m  M  1- Y  ( J l )  *AA< 1 ,  J )
S Í K 1 3 )  = S ( K 1 3 ) * A A ( K 1 3 , J í * ( 1 - Y { J i i  
I F Í B A U X U )  ) 49  0 , 4 8  5 ,  48 5 
CONTI NUE
DG 4 3 0  L = 1 , J
S < K 1 3 J = S ( K 1 3  i - A A í  K 13 , L J
8 AUX í 1)  = B AUX( 1 ! ~ A A ( l , L i
Y ( L ) = 0 
CONT I NUE
S Í K 1 3 Í  — S Í K 1 3 ) +A A ( K 1 3 , J )
BAU X ( 1 }  = BAUX{ 1) +AAI  1 , J i
Y ( J  )= 1U J E = JI F { S í  K 1 3 ) ) 1 , 1 , 1 0 2C O N T I N U E  RE T U  RNF O R M A I ( / , 1 5 X , I Ò , 1 5 X , 3 0 I 3 , / ,  3 6 X ,  3 0 1  3 )  f  NO
,/V
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S U B R O U T I N E  L E X S N$ + $* 
£ $ fc<c$$e£fc$jc$£4t$:<t4:4:<:<r$fcít4:4cfc4:$$$$ír4c$tcfc4(<c#í;$$c
Í M P L Í C I T  I N T E G E R Í A - F , H - Z )COMMON A { 5 5 , 5 5 ) , A A ( 5 5 , 5 5 ) ,*  B ( 5 5  ) » B A U X ( 5 5 3 » C ( 5 5 )  , I C O  ( 5 5 )  , I V ?  ( 5  5 3 ,*  S ( 553 * T R ( 55 ) »VB ( 553» X ( 55 ) , Y Í  5 5 ) ,* U , I 2 , 1 3 , I M P , L E I  ,
* M, N, N I R U S , P O , POA ,* T P , V A F U 0  8 , ZCGMMON VT ( 5  5 )  ,  V A F O , J 1 , N U P B O , C H A VE
DI MENSI ON 3 ( 55 )  , S L ( 5 5 3 , LM A ( 5 5 ) , SOF O ( 55 ) 
MIR US = 0
OG 1113 J= 1 » I 2 
V ( J I = 0
1113 CONTI NUE
I F  í M-2 ) 80 , 3  0 ,  84
84 CÜNTIMÜE
ORDENAR AS R E S T R I Ç Õ E S  
DO 5 I =2 , M
SL ( I  1 = 0 
DO 50 J = l , 12
I F I A A Í I , J ) ) 5 0 , 5 0 , 7 0 5  
705 CONTINUE
S L ( I ) = S L ( I  ) +A A ( I , J )
50 CONTI NUE
3 (  I ) = S L l I Í - B A U X  ( I 3
5 CONTI NUE
DO 75 J  = 2 , M 
K=2
D ü  1 0  I = 2 , MI F ( G ( I ) . G T  . G(  K ) )  K = I1 0  C O N T I N U E  L M A ( J ) = KG ( K J = - 8 0 0 0 0 0  7 5  C O N T I N U EGO TO 8 7  8 0  C O N T I N U EL MAÍ  2  ) = 2  
87 C O N T I N U E
S O F O l  1 ) = A A (  1 ,  1 )DO 1 1 1 1  J  = 2  , 1 2S O F O Í  J )  = S O F O <  J - 1 Í  + A A Í 1  ,  J í1 1 1 1  C O N T I M U EB A J X ( 1 ) = - V A F U ‘J B  V E R I F I C A  F U N C A O  O B J E T I V O  V E R I F I C A  R E S T R I Ç Ã O  F L U T U A M T E  K 1 3  = L M A ( 2 )S í  K 1 3 )  =  - 6 A U X (  K l  3  )U J F = 1 2 +  11 C O N T I N U E1 F ( B A U X (  1 ) 3 1 1  , 2 0 ,  2 01 1  C 0  NT I N UEK 2 5 = U J E - 1I F  ( K 2 5 . E Q . 0 3 G 0  T O 4 9 5  DO 2  J =  1 ,  K 2  5I F ( B A U X ( 1 ) + S O F O  * J ) 3 2 , 4  0 , 4 0  4 0  C U N T I N U E
Y(J)= 1 U J  E = JS ( K 1 3  3 = S ( < 1 3 ) + A A ( K l J , J  3 3 A U X Í 1 )  = B A U X ( 1 ) * A A 1 1 , J )I F ( S ( K 1 3  3 3 1 , 1 , 1 0 22 C O N T I N U E  GO T O  4 9 5V E R I F I C A R  A S  R E S T R I Ç Õ E S
2 0  C O N T I N J EI J  T = K 1 3  N I R  US =  N I R US + 1
DO 1 0 5  1 = 2 , MK 1 3  = L MA(  1 )I F Í K 1 3 . E U . I J T i G O  TO 1 0 5  S ( K 1 3 ) = 0  0 0  1 0 1  J  =  1 » 1 2S ( K 1 3  ) = A A ( K1 3 » J  ) *Y< J Í + S Í K 1 3 Í1 0 1  C O N T I N U ES ( K 1 3 )  =  S ( K 1 3 } —B A U X Í K 1 3 )I F  t S £ K 1 3  ) ) 1 0 5  , 1 0 5 ,  1 0  2 1 0 5  C O N T I N U EC S O L U C A O  V 1 A V E L  Z = 0DO 2 7  J  = 1 , I 2Z = Z + A  A ( 1 , J ) * Y ( J )2 7  C O N T I N U E  3 A U X m  = - 1A T J A L I Z A C A O  D A S  V A R I A V E I S  BA S I C  A S DO 5 2  J  = 1  ,  I 2
X 11 VP ( J U = Y <  J )5 2  C O N T I N U EV AF U 0 3  = ZV A U X = V A F U G B + V A F GI F ( J l . E  Q . O ) G O  TO 9 1  DO 6 6  J = 1 , J 1  K = V T  1 J )X Í K ) = 1 - X ( K)6 6  C O N T I N U E  9 1  C O N T I N U E  
R 1  =  0DO 8 5  J  = 1 , NI F ( X ( J ) ) ö 5 , 8 5 , 3 3  8 3  C O N T I N U ER 1 = R I + 1  V B (  R1  ) = J3 5  C O N T I N U EI F Í  T P . Ç Q . 2 )  V A U X = - V A U X■WRITE < I MP , 5 4 5 5 1  V A U X ,  < V B ( J ) , J = 1 , P 1 )DO 3 0 1  J = l , 1 2BAUX I I ) = B A U X (  11 + ( I - Y ( J )  ) * A A { 1 , J )I F  l B AUX ( 1 ) ) 3 0  1 , 3 0 2 , 3 0 2








5 5 5 5
5 4 5 5
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C A L C U L A R  0  P U L OC O N T I N U E0 0  1 5 5  J = l ,  1 2S { K l 3 i = S ( K 1 3 / ) - A A { K 1 3 , J ) * Y ( J  )8A UX ( 1 ) = 8 A U  X ( 1}  - A A ( 1 * J i  * Y< J  l Y l J h OI F  í S ( K 1 3  ) > 1 7 0 , 1 7 0 , 1 5 5  C O N T I N U E  GO TO 3 0 0 5C A L C U L A R  0  I N D I C E  A D I R E I T A  DE J  C O N T I N U E  J  =  J  + 1I F I J . G T  - . 1 2 )  GO T ü  4 1 1  I F Í  Y ( J ) I 2 0  5 , 2 0 5 , 2 1 0  C O N T I N U EB AUX í 1 )  = 8 A U X ( 1 3  - A A { 1 , J )S (  K 1 3 ) = S  Í K 1 3 ) —A A Í K 1 3 , J )Y ( J  ) = 0  GO T O  1 7 0  C O N T I N U EI F ( S  í K 1 3 ) + A A ( K l 3 , J ) ) 4 7 5 ,  4 7 5  ,  1 7 0  C O N T I N U EB AUX 1 1 J = B A U X  í D + A A U  ,  J  ) S Í K 1 3 ) = S Í K 1 3 ) + A A I K 1 3 , J )U J t  =  J  Y ( J  i = 1  GO T O  1C O N T I N U E  GO  TO 3 0 0 5  C O N T I N U EB A U X Í  1 3 = ~ V  A F U O B  GO T O  6 0 7  C O N T I N U E  V A F  U J 3 = Z  G O  TO 5 5 5 6
FORMAT ( / ,  1 5 X,  16 , 1 5 X ,  30 I 3 ,  / t 36X , 301 3 )E N D
A N E X O  4
MANUAL DO MODELO PROPOSTO
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MANUAL DO MODELO PROPOSTO 
1• Condicionamento do problema
Para a utilização do programa, o problema não 
necessita estar em uma forma padrão pré-definida. Poderá estar nu 
ma das formas abaixo:
n
Max (min) E c. x- 
j=l  ^ ^
Sujeito a: 
n >E a., x. - b., com i = l(l)m
j_l iJ 3 3
Onde Xj e {0,1} e todos os coeficientes têm 
que ser inteiros. Caso existam alguns que não o sejam, de acordo 
com a precisão desejada pelo usuário, poder-se-ã arredondar todos 
os coeficientes fracionários para o inteiro mais prõximo, ou mul- 
tiplicá-los por um fator que os torne inteiros.
2. Preparação dos dados
0 programa permite processar diversos proble-
■''N,
. ' mas a cada vez que for executado, sendo que o "DECK" de cartões 
de entrada estará disposto de acordo com a figura 1 2 .
*
0 primeiro cartão de entrada dos dados terá ai 
finalidade de informar o numero de problemas que serão executa- 
dos, seguido de tantos blocos de cartões quantos forem os proble­
mas a serem processados.
FIGURA 12 - "DECK" DE CARTÕES DE ENTRADA
0
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3.1. Primeiro cartão do "DECK" de cartões de entrada
Neste cartão devera constar o número de pro­
blemas a serem processados pelo programa. Este número corresponde 
a uma variável inteira (NUPRO), que ocupará um campo de cinco co­
lunas do cartão. 0 último dígito necessariamente será alocado na 
quinta coluna do cartão.
3.2. Cartões de cada bloco
Cada bloco de cartões subseqüentes ao primei­
ro cartão do "DECK" de dados de entrada corresponderá a um proble 
ma e constituir-se-á dos cartões indicados na figura 13.
3. Perfuração dos dados
Numero de restrição, número de variável e 
tipo do problema
Nome do problem.
FIGURA 1 3  - "DECK" DE--CART0ES DE CADA BLOCO
c
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CADA CARTÃO DO BLOCO TERÂ A SEGUINTE FINALIDADE:
- Primeiro cartão do bloco:
Neste cartão deverã constar um nome para o 
problema, perfurado em quaisquer posições das 80 colunas do car­
tão .
- Segundo cartão do bloco:
Neste cartão deverã constar o número de res­
trições, o número de variáveis e o tipo do problema do respectivo 
bloco.
- Numero de restrições:
Variável inteira (M), que ocupará um campo de 
cinco colunas do cartão. 0 último dígito necessariamente será alo 
cado na quinta coluna do cartão.
- Número de variável:
Variável inteira (N) que ocupará um(campo c^er, 
cinco colunas do cartão. 0 último dígito necessariamente será alo 
cado na décima coluna do cartão.
O
- Tipo do problema: / s
D
Variável inteira (TP)_sque assumirá, o valor 1 
se o problema for de maximização e 2 se for de minimização. Deve­





Este sub-bloco serã constituído dos coeficien 
tes da função objetivo, sendo que cada coeficiente ocupará um cam 
po de cinco colunas do cartão. 0 último dígito de cada coeficien­
te necessariamente será alocado na última posição de seu respecti 
vo campo. Serão utilizados tantos cartões quantos forem necessá­
rios .
- Segundo sub-bloco:
Para cada restrição corresponderá um cartão 
contendo o tipo da restrição e o recurso correspondente.
Tipo da restrição: variável inteira (TR), que 
poderá assumir os seguintes valores:
(1) - se a restrição for maior ou igual
(2) - se a restrição for menor ou igual.
Esta variável deverá necessariamente ser alo­
cada na quinta coluna do cartão.
Valor do recurso: variável inteira-(B) que o-^ 
_






Este sub-bloco serã constituído dos coeficien 
_ ‘ - r tes das restrições. Cada coeficiente ocupará um campo de cinco co 
lunas do cartão. 0 último dígito de cada coeficiente deverá ocu­
par a última posição do campo. Serão utilizados tantos cartões
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quantos forem necessários para cada restrição. Mudando a restri­
ção, deverá ser utilizado um novo cartão.
