INTRODUCTION
The recently introduced Extended Architecture (XA) of large IBM computer systems includes, in the disk I/O area, the ability for an access to be resumed and completed on a path different from the one on which it has been initiated. The expected disk performance improvement due to this feature -known as Dynamic Path Reconnection -is investigated in this note.
Two popular double pathing connection schemes are considered:
switched substrings (as in IBM 3380 Dynamic Path Selection) and dual ported devices (as in Amdahl 6280 Dynamic Performance pathing).
A simple classical queueing system is used to model missed revolutions when transfer paths are found busy.
The numerical results obtained indicate that, depending on load, a substantial reduction in the average I/O time can be expected with the Dynamic Path Reconnection feature.
This reduction can top 30% under moderately heavy loads.
The accuracy of the analytical model for missed reconnections has been checked using discrete-event simulation.
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We neglect it here. 
where
We assume that the average seek time does not vary considerably with load so that the missed reconnection delay is the main load dependent element of the I/O service time. For simplicity, we also assume that the I/O load is balanced, i.e., all disks are equally utilized and so are the elements of the transfer paths (channels, control units).
We now evaluate the missed reconnection delay.
Consider first a set of dual ported disks connected to two control units each control unit having one channel hooked to it as shown in Figure  i . Denote by d the number of devices (actuators) in this system.
Assume that reconneetion requests on a first attempt (Just after latency) constitute a Poisson process. Let p(J) be the stationary probability that j paths are busy (j=0,1,2).
Let also a(J), j=0,1, be the probability that a reconnection attempt will succeed given that it finds J paths busy.
Without Dynamic Path Reconnection, a specific path mast be found available so that a(J)=l-J/2. With Dynamic Reconnection, any free path will do, and a(J)=l, J=0,1.
We assume that the utilization of a channel (or, equivalently, its throughput) is known, and we denote it by U.
Treating first attempt reconnection requests as "calls" subject to loss, we readily obtain (cf.
where G is a normalization constant. This equation involves an unknown parameter x which may be determined from the condition that the total path utilization must be equal to 2U 2 Z Jp(j) = 2U .
(4) J=l Let Pl be the probability of a missed reconnectlon on a first attempt.
We readily have, for d>l,
is proportional to the rate of reconnection requests arriving to find J paths busy (J=0,1,2), and (d-J)p(J )a(J ) is proportional to the rate of successful reconnection requests with J paths busy (J=0,1). Thus the fraction in (5) represents the probability of a successful reconnection.
The evaluation of the missed reconnection probability for the Dynamic Path Selection arrangement (Figure 2 ) is quite similar in principle.
The main difference is that here there are two reconnection points at which a miss can occur: the substring to which a given actuator belongs (string controller) and the control unit.
Let s be the number of actuators in a substring, and h the number of such substrings connected to the two paths of the control unit (in our case h=4). For a first reconnection attempt, the probability that the substring is found free is denoted by Ps' and is readily seen to be Ps = (l-Us)/(1-Us/s) , (6) where U is the utilization of a substring path, and is s assumed known.
The reconnection of substrings to the control unit is modelled again as a loss system.
Denote by p(J) the stationary probability that J paths (J=0,1,2) are busy at the control unit.
Let as previously a(J), J=0,1, be the probability that a reconnection attempt from a substring to the control unit is successful given that J paths are busy at the control unit.
In absence of Dynamic Path Reconnection, a(J)=l-J/2, since a specific path must be free. With Dynamic Reconnection, a(j)=l (J=0,1).
Hence,
where H is a normalization constant, and the unknown parameter y can be easily determined from the condition 2 Z Jp(J) = 2U. J=l U is the channel utilization.
(8)
The probability of a successful first attempt reconnection of a substring to the control unit, denoted by Pu' is thus
J=0 J=0 and the miss probability on a first attempt is simply Pl = 1 -psPu .
It is generally recognized (see, e.g., [4] ) that subsequent reconnection attempts experience a higher miss probability than the first attempt.
From the several corrections proposed in the literature to account for this phenomenon, we choose the one that yields for the average number of missed reconnections per transfer, denoted by m,
where q=exp(-R/T) (cf [9] 
where U is the device utilization given by the product of B, the average device service time, by the successful I/0 rate sustained by the device.
In the next section, we use these results to examine numerically the expected improvement in average I/O time provided by the Dynamic Path Reconnection feature.
NUMERICAL RESULTS
Our first set of numerical results is devoted to the impact of Dynamic Path Reconnection on the performance of dual ported devices.
As an example, we choose device parameters corresponding to the Amdahl 6280 disk with transfer rate of 1.86 Mbyte/s.
We assume that only 60% of disk accesses experience the manufacturer specified average seek time. We also assume that a transfer is preceded by a search of .7 ms, and that the protocol overhead adds an average of 1 ms to the path busy time. We have S=10.8 ms (average seek time), R=15.15 ms (revolution time) and L=R/2 (latency).
In Figure 4 , we have plotted the average I/0 time versus the I/O throughput sustained by a single channel, with and without Dynamic Reconnection, for a system with 16 actuators and average transfer block length of 4,096 bytes (T=2.9 ms).
Similar results for a system with 32 actuators are shown in Figure 5 .
Figures 6 and 7 show analogous results with an average block length of i0,000 bytes (T=6.38 ms).
We observe that, even with the relatively short transfers of 4,096 bytes, the predicted relative improvement may exceed 15%.
With the larger transfer length, the relative improvement in average I/O time is predicted to attain 30%.
The predicted improvement is lower for the higher number of actuators.
Our second set of numerical results deals with the Dynamic Path Selection (switched substrings) pathing scheme.
Here, we set device parameters to those of the IBM 3380 DASD with a transfer rate of 3 Mbytes/s.
Again, we assume that 40% of I/Os experience no arm movement while the remaining 60% of accesses are subject to the manufacturer specified average seek time. As previously, we assume a .7 ms search and I ms path overhead.
We have here S=9.6 ms (average seek time), R=16.67 ms (rotation period) and L:R/2. Figure 8 illustrates the improvement in the average I/O time for a system with a total of 8 actuators (4 sustrings of 2) and average block length of 4,096 bytes (T=2.07 ms).
The results of Figure  9 pertain to a system with 16 actuators (4 substrings of 4) and other parameters kept unchanged.
The results obtained for an average block length of i0,000 bytes (T=4.03 ms) are displayed in Figures i0 and ii. We observe that the Dynamic Path Reconnection feature may be expected to substantially reduce the total I/O time, by up to 40% under moderately heavy loads.
Note that although the total storage capacity in both sets of results is comparable (the IBM 3380 is a double density disk), the results presented are not meant to be used to compare the expected performance of the two disk products.
Indeed, the values taken for path overheads do not necessarily match those of the real devices, and additional considerations such as device lead time and geometry have not been taken into account.
As whole, we conclude that Dynamic Path Reconnection can be expected provide a substantial improvement in the average I/O time. This improvement appears to be relatively larger for more congested systems.
The results obtained rely, to a large extent, on the loss system approach used to model missed reconnections.
We have run a number of discrete-event simulations to gain confidence in this approach.
As an example, we have represented in Figure  12 simulation and analytical results for the smt of model parameters corresponding to Figure l0 with Dynamic Reconnection.
We have plotted p , the first attempt probability of finding the subst~ing free, p , the first attempt probability that a substring finds a control unit path available, and m, the overall expected number of missed reconnections per transfer. Each simulation point corresponds to 100,000 transfer completions. The following distributional assumptions were used in this example:
total of seek and latency timesuniform distribution, transfer time -exponential.
The agreement between simulation and analytical results appears good.
It is interesting to note that the simulation results seem quite robust vis a vis distributional assumptions. E.g., taking constant transfer times results, in most cases, in a less than 5% change in the average number of missed reconnections.
Also, typically a 90% confidence interval for the latter quantity has a width of about 2% of the point estimate.
CONCLUSION
We have studied the expected improvement in the performance of disks provided by the ability to resume an I/O operation on any transfer path available (Dynamic Path Reconnection).
We have considered two popular bi-path connection schemes: dual ported devices (as in the Amdahl 6280 Dynamic Performance Pathing) and switched substring (as in the IBM 3380 Dynamic Path Selection).
A simple classical queueing model has been applied to represent missed revolutions occurring when transfer paths are found busy. The validity of this model has been checked by simulation.
The numerical results obatined indicate that a substantial reduction in the average I/0 time -up to 30% under moderately heavy loads -can be expected from the Dynamic Path Reconnection feature. 
