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We illustrate the possibility of realizing band gaps in graphene-like systems that fall outside the
existing classification of gapped Dirac Hamiltonians in terms of masses. As our primary example we
consider a band gap arising due to time-dependent distortions of the honeycomb lattice. By means of
an exact, invertible, and transport-preserving mapping to a time-independent Hamiltonian, we show
that the system exhibits Chern-insulating phases with quantized Hall conductivities ±e2/h. The
chirality of the corresponding gapless edge modes is controllable by both the frequency of the driving
and the manner in which sublattice symmetry is broken by the dynamical lattice modulations.
Finally, we discuss a promising possible realization of this physics in photonic lattices.
I. INTRODUCTION
The critical Dirac fermions that emerge at low en-
ergies on the honeycomb lattice of graphene have in-
spired groundbreaking theoretical discoveries of topologi-
cal phases in condensed matter physics, such as the Chern
insulator1 and the Z2 topological insulator.2,3 Various
gapped phases of Dirac fermions can be realized theoreti-
cally by introducing mass terms into the Hamiltonian.4,5
For a generic Dirac Hamiltonian HD = piαi + mM in
two spatial dimensions, the matrix mM (m ∈ R) con-
stitutes a mass term if M2 = 1 and {M,α1,2} = 0 for
anticommuting αi. This is simply because the disper-
sion in the presence of such a matrix takes the famil-
iar relativistic form E(p) = ±√|p|2 +m2. For spin-
less Dirac fermions in graphene, which realize a four-
dimensional representation of the Dirac equation, there
are four mass matrices M that satisfy the necessary anti-
commutation relations. More mass matrices are possible
when higher-dimensional representations are considered,
for example by adding further degrees of freedom, such as
spin.4 While these masses do not occur spontaneously in
graphene, there are several theoretical proposals for gen-
erating band gaps in graphene by driving it away from
equilibrium.6–8 Although the band gaps in these propos-
als arise from periodic driving, they nevertheless reduce
to Dirac masses in either the high-6,7 or low-frequency8
limit.
In this paper, we provide an example of a band gap
in graphene that does not reduce to a Dirac mass in
any limit. To do this, we consider a dynamical cou-
pling of the two Dirac points, which can be generated
by driving a superposition of phonon modes in the hon-
eycomb lattice. By virtue of a time-dependent gauge
transformation, the driven Hamiltonian maps bijectively
to a time-independent Bloch Hamiltonian. The latter
features two bands with an avoided crossing along a cir-
cle (or, more generally, an ellipse) of radius (major axis)
∼ Ω/2, where Ω is the frequency of the driven modes
(see Fig. 1). (We employ units where the Fermi velocity
vF = ~ = 1 unless otherwise noted.) Depending on which
phonon mode is exited, this gap can have either s- or (chi-
ral) d-wave character. This goes markedly beyond the
classification of Dirac masses, which are always s-wave
by definition. While gaps with nontrivial angular mo-
mentum occur generically in the particle-hole symmetric
Bogoliubov bands of mean-field superconductors, where
the superconducting order parameter can carry arbitrary
angular momentum in Z, this scenario is less common in
noninteracting electronic bands.
We exemplify this mechanism by considering a par-
ticular superposition of phonon modes that modifies the
single-particle spectrum by modulating both the onsite
potential and the bond lengths in the lattice. The time-
independent Hamiltonian obtained after the gauge trans-
formation is fully gapped and belongs to either symmetry
class C or A,9,10 depending on whether the onsite poten-
tial or bond length modulation dominates. In both cases,
the phonon modes break time-reversal symmetry and the
system supports a Chern number C = ±1. It turns out
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FIG. 1: (Color online) Schematic of the low-energy band
structure of the Hamiltonian (5) with M(p) given by Eq. (18).
When only one sublattice is excited (i.e. ∆B = 0), the gap
opens along a circle of radius p0 in momentum space.
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2that the time-dependent gauge transformation leaves the
electromagnetic current invariant, and we conclude that
the steady state of the driven system features a quan-
tized Hall conductivity σxy = C e
2/h. Due to the exact
nature of the mapping, these results do not rely on any
of the approximations that are employed in the Floquet
treatment of driven systems.6,7,11,12 We further show that
while this model is topologically equivalent to the Chern
insulator constructed by Haldane,1 it is nevertheless sep-
arated from the latter by a gap-closing transition in a
certain parameter regime. We close by proposing a real-
ization of this physics in photonic lattices.
II. ARCHETYPAL MODEL
We consider spinless, noninteracting fermions hopping
on a hexagonal lattice Λ = ΛA ∪ ΛB , where ΛA,B are
interpenetrating triangular sublattices. The lattice is
subjected to time-dependent in-plane deformations, so
that the tight-binding Hamiltonian is of the form H(t) =
HNN(t) + HNNN(t) + HOS(t), where t is time. The con-
tribution from nearest-neighbor (NN) hopping is
HNN(t) = −
∑
r∈ΛA
3∑
i=1
[t0 + δtr,i(t)] a
†
rbr+si + H.c. (1)
Here, a†r and b
†
r+si create fermions on sublattices A and
B, respectively, and si are vectors connecting nearest-
neighbor sites. In the absence of the hopping modula-
tion δtr,i(t), HNN has two inequivalent Dirac points lo-
cated at opposite corners of the Brillouin zone, K± =
4pi
3
√
3d
(±1, 0), with d ≡ |si| the NN distance. The con-
tribution from next-nearest-neighbor (NNN) hopping is
given by
HNNN(t) = −
∑
r∈ΛA
6∑
j=1
[
δtAr,j(t) a
†
rar+aj
+ δtBr,j(t) b
†
r+s1br+s1+aj + H.c.
]
, (2)
where for simplicity we have assumed that NNN hop-
pings are absent without the time-dependent lattice
distortions.28 Here, aj are vectors connecting next-
nearest-neighbors, and |aj | =
√
3 d. Finally, a modu-
lation of the onsite potential is also possible:
HOS(t) =
∑
r∈ΛA
[
εAB(r, t) a
†
rar
+ εBA(r + s1, t) b
†
r+s1br+s1
]
. (3)
Here, εAB is the potential modulation on sublattice A
due to the motion of sublattice B, and likewise for
εBA. Perturbations of this type are especially relevant
in graphene, where the couplings entering the onsite po-
tential modulations can be larger than those governing
changes in NNN and possibly even NN hopping.13–15
In this work, we consider lattice distortions with a
spatial periodicity defined by the wavevectors K±. At
low energies, such distortions scatter fermions between
the two Dirac points, which are separated by a vec-
tor G = K+ − K−. As such, it is natural to study
the band structure of H(t) by transforming the creation
and annihilation operators to momentum space and re-
strict it to the modes that are a small momentum p
away from K±. Such distortions lead to a Hamilto-
nian of the form H(t) =
∑
p Ψ
†
pHp(t)Ψp, where Ψ†p =
(a†+,p b
†
+,p b
†
−,p a
†
−,p) combines the creation operators
for fermions of momentum K± + p. The single-particle
Hamiltonian Hp(t) can then be written in block form, to
leading order in p, as
Hp(t) =
(
σ · p M(p, t)
M†(p, t) −σ · p
)
. (4)
Here, σ = (σ1, σ2) is the vector of Pauli matrices that
act on sublattice indices, and M(p, t) is a 2 × 2 matrix
whose form depends on the details of the distortions.
If the time-dependent lattice distortion of frequency
Ω scatters fermions between K+ and K−, M(p, t) takes
the form M(p, t) = M(p) e−iΩt. In this case, the Hamil-
tonian (4) can be brought to a time-independent form
by making an appropriate unitary transformation to a
“rotating frame,” as we now show. The eigenstates |Ψp〉
of Hp(t) satisfy the time-dependent Schro¨dinger equa-
tion Hp(t) |Ψp〉 = i∂t |Ψp〉. Let us now define |Ψp〉 =
U(t) |Ψ˜p〉, with U(t) = exp(iγ5Ωt/2), where γ5 ≡ τ3⊗σ0,
σ0 is the identity matrix in sublattice space, and τ3 is a
Pauli matrix acting in valley space. One can then rewrite
the original Schro¨dinger equation as H˜p |Ψ˜p〉 = i∂t |Ψ˜p〉,
with
H˜p = U(t)HpU†(t)− iU(t)∂tU†(t)
=
(
σ · p− Ω2 σ0 M(p)
M†(p) −σ · p+ Ω2 σ0
)
. (5)
The band structure of the time-independent Hamil-
tonian (5) characterizes the physical properties of the
driven system in a sense that we will now make precise.
First, we note that the transformation U(t) preserves
the U(1) current density jlp = 〈Ψp| γ0γl |Ψp〉, where
l ∈ {1, 2}, γ0 = τ1 ⊗ σ0, and γl = −i τ2 ⊗ σl. Con-
sequently, all electronic transport properties (e.g. con-
ductivities) of the driven system are captured by the
time-independent Hamiltonian H˜p.8 Furthermore, one
can couple the system to a heat bath of acoustic phonons
and carry out the procedure of Ref. 16, which demon-
strates a bijection between the steady-state occupation
numbers of the driven system and the equilibrium occu-
pation numbers of the corresponding time-independent
Hamiltonian. As a result, many relevant questions re-
garding the nature of the electronic steady state of the
driven system can be answered by studying the time-
independent Hamiltonian (5). For example, one can clas-
sify these steady states according to the discrete symme-
tries of H˜p. Furthermore, the invariance of the current
3density allows one to use the bulk-boundary correspon-
dence for H˜p to diagnose the topological sector within
each symmetry class, exactly as in the time-independent
scenario.9,10
In Ref. 8 it is shown that exciting the TO (transverse
optical) phonon mode of graphene at momentum k =
K± leads to a Hamiltonian of the form (5) in the rotat-
ing frame, with M(p) = ∆ σ0 and ∆ ∈ C. The spectrum
of H˜p is given by E±,∓(p) = ±
√
(|p| ∓ Ω/2)2 + |∆|2, in-
dicating the presence of a gap of size 2|∆| in the driven
system. The degeneracy of the valence and conduction
bands is lifted along a circle of radius Ω/2 in momentum
space, rather than at a single Dirac point, but in the adi-
abatic limit Ω → 0, E±,∓ → ±
√|p|2 + |∆|2, which is of
the usual massive Dirac form. The TO phonon there-
fore realizes a dynamical version of the so-called Kekule´
mass.4 We will now study two examples where the result-
ing gap does not reduce to a mass gap in the adiabatic
limit.
III. CASE STUDY: LO/LA PHONON MODES IN
GRAPHENE
We consider a superposition of two graphene phonon
modes, known as the LA (longitudinal acoustic) and LO
(longitudinal optical) modes. We again excite the modes
with momentum k = K+,
29 for which they are degener-
ate with energy Ω ∼ 150 meV.17 Together the LA and LO
modes modulate sublattices A and B independently,18
and the displacements of the atoms from their equilib-
rium positions can be written as
uA+(rA, t) =
√
2 cA∗+ e
−irA·K+eiΩt (6a)
uB+(rB , t) = −
√
2 cB+ e
irB ·K+e−iΩt, (6b)
where cA,B+ = c
A,B
+,x + i c
A,B
+,y are complex amplitudes for
the mode in either sublattice. Below we will focus sepa-
rately on two effects arising due to the lattice distortions
of Eqs. (6), namely the onsite potential modulation and
the hopping modulations mentioned above.
A. Onsite potential
We turn first to the change in onsite potential, which is
the dominant effect in graphene when the LO/LA modes
are excited atK±.14,15 To leading order in displacements,
the potential variation in sublattice A [c.f. Eq. (3)] is
given by
εAB(r, t) ≈ ε
3
3∑
j=1
iz∗j
[
uA+(r)− uB+(r + sj)
]
+ c.c., (7)
where zj = e
i 2pi(j−1)/3 are cubic roots of unity. DFT
estimates14 suggest that the coupling ε ≈ −6 eV/A˚ (rel-
ative to an appropriately chosen vacuum energy). Eval-
uating this expression using the sum rule
∑3
j=1 zj = 0,
we find that
εAB(r, t) = i αB e
−iG·r e−iΩt + c.c., (8)
where αB =
√
2 ε cB+. A similar calculation for sublattice
B yields
εBA(r, t) = −i αA e−iG·r e−iΩt + c.c., (9)
where αA =
√
2 ε cA+. The single-particle Hamiltonian is
obtained by substituting the potential modulations (8)
and (9) into Eq. (3) and working to leading order in
momenta near the Dirac points. Performing the gauge
transformation U(t) to remove the time-dependence, we
obtain a Hamiltonian H˜p of the form (5), with
M(p) = M =
(
0 i αB
−i αA 0
)
. (10)
Although the matrix structure of Eq. (10) precludes its
interpretation as a mass term in the Hamiltonian (5), it
nevertheless opens a gap at finite momentum, as we now
show. The spectrum of the Hamiltonian (5) with M(p) =
M as in Eq. (10) can be found exactly for arbitrary αA,B .
For the simple case where only one sublattice is excited
(αB = 0, say), it takes the form
E±,∓ = ±
√
p2 +
Ω2
4
+
α2A
2
∓ 1
2
√
α4A + 4p
2 (α2A + Ω
2),
(11)
where p = |p|. The size of the gap in this case is
min
p
(E+,− − E−,−) ≡ Eg = αA Ω√
α2A + Ω
2
, (12)
with the minimum occurring along a circle in momentum
space of radius
pmin =
Ω
2
√
1 +
α2A
α2A + Ω
2
. (13)
It is crucial to note that the gap (12) scales with Ω and
therefore vanishes in the absence of driving. The situa-
tion is identical if we instead choose αA = 0 and αB 6= 0.
If both αA and αB are nonzero, corresponding to the
case where both degenerate phonon modes are excited,
then the system remains gapped unless |αA| = |αB |, in
which case the system recovers sublattice symmetry be-
cause both of the LO/LA modes are excited with equal
amplitude.
B. Hopping modulation
While the onsite potential is the dominant effect aris-
ing due to the LO/LA modes in graphene, there are also
graphene-like systems where the lattice sites do not carry
4charge and therefore do not modulate the onsite poten-
tial when in motion. (This is the case, for example, in the
photonic lattices discussed in Section IV.) In this case,
the hopping modulations arising from the time-periodic
distortions of the bond lengths are the dominant effect.
The change in NN bond lengths due to the phonon modes
is, to leading order in the displacements, given by19
δdr,j(t)
d
≈ − i
2
z∗j
d
[
uA+(r)− uB+(r + sj)
]
+ c.c.. (14)
These changes in bond lengths induce a NN hopping dis-
tortion
δtr,j(t) ≈ − ig√
2
(
cA+zj − cB+
)
e−iΩte−iG·r + c.c.. (15)
The electron-phonon coupling g has been estimated14 to
be between 4.5 and 7.8 eV/A˚. Similarly, the change in
NNN bond lengths for sublattice A is
δdAr,j(t)
d
√
3
≈ −1
2
w∗j
d
√
3
[
uA+(r, t)− uA+(r + ak, t)
]
+ c.c.,
(16)
where wj = e
i 2pi(j−1)/6 are sixth roots of unity. The
resulting NNN hopping distortion is
δtAr,j(t) ≈ τ
g√
6
cA+ wj(1− eiK+·aj ) e−iΩte−iG·r + c.c.,
(17)
where τ ≡ t1/t0, with t1 the bare NNN hopping inte-
gral. A recent measurement indicates that τ ∼ 1/10.20
A similar construction determines the NNN hopping on
sublattice B. Substituting the hopping modulations (15)
and (17) into Eqs. (1) and (2), we obtain a Hamiltonian
H˜p in the rotating frame of the form (5), with
M(p) =
(
∆A p
∗ + ∆∗B p −6τd∆A (p∗)2
6τd∆∗B p
2 −(∆A p∗ + ∆∗B p)
)
, (18)
where p ≡ px + ipy. Note that ∆A ∝ t0 cA+ and ∆∗B ∝
t0 c
B
+ up to constants of order unity.
We now investigate the effect of these hopping modu-
lations on the single-particle spectrum. Let us again first
study the case where only one of the degenerate phonon
modes is excited at a time. Adopting polar coordinates
p = |p|eiθ, we consider the case where only ΛA is excited
(i.e. ∆B = 0), although the following holds equally well
if ΛB is excited. Performing successive SU(2) × SU(2)
rotations to remove the phases of ∆A and p, we find the
following simplified Hamiltonian:
H˜p =
 −Ω/2 |p| ∆|p| −6dτ∆|p|
2
|p| −Ω/2 0 −∆|p|
∆|p| 0 Ω/2 −|p|
−6dτ∆|p|2 −∆|p| −|p| Ω/2
 , (19)
where ∆ ≡ |∆A|. The spectrum of Hamiltonian (19)
can be obtained within degenerate perturbation theory
by noting that the matrix elements of order |p|2 are sup-
pressed by a factor dτ in addition to the extra power
of momentum. In the absence of this perturbation, the
Hamiltonian is gapless along the circle in momentum
space of radius
|p| = p0 ≡ Ω
2
1√
1−∆2 . (20)
Introducing the perturbation of order |p|2 lifts the de-
generacy along this circle. Taking matrix elements of
the perturbation with the eigenstates of the unperturbed
Hamiltonian and projecting onto the low-energy sector,
we obtain the following estimate (which is essentially ex-
act for ∆2  1) of the size of the gap:
Eg ≈ 3τ
2
d∆
1−∆2 Ω
2. (21)
We note that the gap described above is of dominantly
d-wave character in the following sense. Consider de-
forming H˜p by sending ∆ → 0 and d → ∞ in such a
way that d∆ ≡ const. Then Eg ∝ d∆Ω2, which vanishes
only in the absence of driving. In other words, turning
off the p-wave portion of M(p) [i.e. the diagonal entries
in Eq. (18)], does not close the gap, and so the d-wave
portion [i.e. the off-diagonal entries in Eq. (18)] instead
controls the transport properties of the steady state. In
this sense, it is appropriate to refer to the Hamiltonian
H˜p with M(p) given by Eq. (18) as the d-wave model.
This observation also serves as a justification ex post facto
of our neglect of the NN hopping when we studied the on-
site potential in the previous subsection; it is the d-wave
part of the Hamiltonian, which is suppressed relative to
the onsite potential by a factor of dτ , that opens the gap
in this case, so the two effects do not compete signifi-
cantly in graphene.
C. Topological properties and connection to the
Haldane model
We now turn to the topological characteristics of the
low-energy spectrum of graphene in the presence of the
LO/LA modes. For simplicity we again consider the case
where only sublattice A is excited (i.e. cB+ = 0), and we
further examine separately the effects of the onsite po-
tential (Sec. III.A) and NNN hopping (Sec. III.B) mod-
ulations. To determine what topological classification
is possible, we first consider whether the Hamiltonian
possesses the discrete symmetries T (time reversal), P
(particle-hole) and S (sublattice). The anti-unitary sym-
metries are defined in terms of T = KUT and P = KUP ,
where UT ,P are unitary and K is complex conjugation.
The Hamiltonian H˜p possesses one of these symmetries
if any of the following relations is satisfied:
U†T H˜∗−pUT = +H˜p (22a)
U†PH˜∗−pUP = −H˜p (22b)
5(a) (b)
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FIG. 2: (Color online) (a) Phase diagram of graphene in
the presence of the LO/LA phonon modes. Chern-insulating
regions with C = ±1 are separated by a gap-closing transition
along the line |cB+| = |cA+|, i.e., when the phonon modes of
Eqs. (6) are excited with equal amplitudes. (b) Schematic
phase diagram for the Hamiltonian HηΩ,p of Eq. (24). When
α = 0, the d-wave and Haldane phases are separated by a
gap-closing transition at 2η/Ω = ±1. However, when α 6= 0,
this critical point can be avoided and the two phases can be
connected without closing the gap. To the right of the dashed
line, the location pmin of the minimum gap size is identically
zero, while to the left pmin > 0.
S†H˜pS = −H˜p. (22c)
The onsite potential and NNN hopping modulations fall
into different symmetry classes9 with compatible topolog-
ical classifications. For the onsite potential modulation,
the spectrum (11) is manifestly particle-hole-symmetric,
and we consequently find that PHS is implemented by
UP = τ1⊗σ2, so that P2 = −1. We find no UT or S sat-
isfying Eqs. (22a) and (22c), so the Hamiltonian belongs
to symmetry class C. For the hopping modulations, we
find no suitable choices of UT ,P or S, so none of Eqs. (22)
holds and the Hamiltonian is in class A. In both cases,
TRS is broken and the system supports a nonzero Chern
number.10 If we place the Fermi energy in the gap near
E = 0, then the Chern number is given by21
C =
1
2pii
∑
γ=1,2
∫
d2k ij ∂ki 〈Ψγ | ∂kj |Ψγ〉 , (23)
where γ labels the bands in order of increasing energy
and the integral is taken over the whole plane. It is im-
portant to note that if the two lower bands of H˜p are
degenerate (as occurs at |p| = 0 for the NNN hopping
modulation), the Chern number of an individual band is
not well defined.22 Nevertheless, the Chern number for
the whole system at half-filling, which is given by the
sum of the Chern numbers for the two occupied bands,
must be quantized.
From Eq. (23) we calculate that, for both cases, C =
−1 when only sublattice A is excited. In other words,
the onsite potential and NNN hopping modulations lead
to the same topological characteristics at half-filling.
These characteristics themselves are determined solely
by parameters that are common to the two mechanisms,
namely the relative amplitude of the phonon modes in
either sublattice. For example, if instead only sublattice
B is excited (i.e. cA+ = 0), a similar calculation yields C =
+1 in both cases. The change in sgn C must be accom-
panied by a gap-closing transition as one varies |cB+|/|cA+|
from 0 to∞. Indeed, one verifies from Eqs. (10) and (18)
that the gap closes when |cB+|/|cA+| = 1. This gap-closing
can be understood as follows. When |cA+| = |cB+|, the
two sublattices are excited with equal amplitudes, and
this sublattice symmetry manifests itself as an effective
time-reversal symmetry satisfying T 2 = −1 in the time-
independent Hamiltonian H˜p. This odd TRS forces the
Hamiltonian into class CII for the onsite potential mod-
ulation, or class AII for the hopping modulations. The
existence of TRS in this special case forces the Chern
number to vanish. The fact that the Chern number is
constant away from this critical line allows one to con-
struct a topological phase diagram for graphene in the
presence of the LO/LA modes [see Fig. 2 (a)].
Two comments are in order. First, it is interesting to
note that sgn C is also linked to sgn Ω, which is itself
determined by whether the phonon modes are excited at
K+ or K−. In other words, if one had instead chosen
to consider the phonon modes at K−, one would find
C = +1 for the ΛA case and C = −1 for the ΛB case.
Second, it is worth reiterating that the Chern number
calculated from H˜p must characterize the Hall conduc-
tivity of the driven system with its full time-dependent
Hamiltonian. This is a necessary consequence of the fact
that the electromagnetic current density is invariant un-
der the gauge transformation U(t) that removes the time-
dependence. In other words, the case study considered
here constitutes a dynamical realization of a Chern insu-
lating phase with σxy = ±e2/h.
The topological picture outlined above is reminiscent
of the phase diagram of the Haldane model.1 In the low-
energy limit, the Haldane model is described by the mas-
sive Dirac Hamiltonian HH,p = pi τ3⊗σi + η τ0⊗σ3. At
half-filling, the system exhibits Chern insulating phases
with C = sgn η separated by a time-reversal symmetric
gap-closing point at η = 0, where we recover a massless
Dirac Hamiltonian. This similarity is not accidental—the
model studied in this paper is topologically equivalent to
the Haldane model, as there exists a series of continuous
deformations taking one into the other without closing
the gap. To see this, consider the Hamiltonian
HηΩ,p = H˜p + α
2
(τ2 ⊗ σ1 − τ1 ⊗ σ2)− η τ0 ⊗ σ3, (24)
with H˜p as given in Eq. (19) and α, η > 0 ∈ R. The
α term above corresponds to an onsite potential modu-
lation with |αA| ≡ α. The Hamiltonian HηΩ,p exhibits
two gapped phases, each with C = −1 at half-filling. In
one phase, the gap opens at p = 0 (as in the Haldane
model), while in the other phase the gap opens at fi-
nite momentum |p| ∼ pmin, as in Secs. III.A and III.B.
If α 6= 0, as is the case in graphene, then one can sim-
ply tune η to move from one phase to the other without
closing the gap. If instead α = 0, as is the case for
the photonic lattice system discussed in the next section,
then the two phases are separated by a gap-closing tran-
6A, 1
B, 1
A, 2
B, 2
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FIG. 3: (Color online) Motion of the honeycomb lattice in the asymmetric case where the A and B sublattices are excited with
different amplitudes. The faint circles indicate the equilibrium positions of the ions, around which the driven ions rotate along
the dashed circles with chirality indicated by the blue arrows. The boxed region indicates the tripled unit cell of the driven
system, and the black arrows indicate the initial phases −φi of the inequivalent lattice sites labeled by i = 1, 2, 3.
sition when η = ±Ω/2, despite the fact that the Chern
number is the same on both sides of the transition. This
scenario evokes the mean-field phase diagram of the 2D
Ising model, which exhibits a phase transition only in the
absence of an external magnetic field [see Fig. 2 (b)].
We close this section by observing that the two phases
to the left (pmin > 0) and right (pmin = 0) of the dashed
line in Fig. 2(b) can be distinguished experimentally by
any measurement that is sensitive to the density of states
g(E). In particular, one can show that the density of
states diverges at the bottom of the conduction band (the
basin depicted in Fig. 1) in the region of the phase dia-
gram where pmin > 0. More precisely, we find to leading
order that
g(E → Eg/2) ∼ 1√
E − Eg2
. (25)
If instead pmin = 0, then we find that g(E → Eg/2) =
const. to leading order. One can use this difference in
leading behavior near Eg/2 to calculate the phase bound-
ary indicated by the dashed line in Fig. 2(b). We find the
parabolic phase boundary
∣∣∣∣2ηΩ
∣∣∣∣ = 2(αΩ)2 + 1. (26)
IV. EXPERIMENTAL REALIZATIONS
A. Graphene
Before moving on to a proposal for implementing the
above physics in photonic lattices, we first comment
briefly on the prospects for realizing the same physics
in graphene. We focus on the case of the onsite poten-
tial, which is the dominant effect in graphene. Realizing
an onsite potential of the kind discussed in Sec. III.A. re-
quires two key ingredients. The first is the ability to
excite the LO and LA phonon modes at high momentum
(k = K+, say). These momenta can be accessed via sur-
face physics techniques such as Helium scattering.23 The
second ingredient is the ability to excite the two sub-
lattices of graphene with unequal amplitudes, which is
necessary in order to open the gap predicted in Eq. (12).
This is a nontrivial feat, as bulk graphene has an intrin-
sic sublattice symmetry. It is possible that this sublattice
symmetry could be broken simply due to details of the
edge termination of a given graphene flake. A more inter-
esting possibility is that the presence of the driving itself
could break this symmetry dynamically. This possibility
is currently under investigation.
B. Photonic Lattices
The recent realization of graphene-like physics in pho-
tonic lattices provides a promising avenue for explor-
7ing the phase diagram of the d-wave model defined in
Sec. III.B. The massless Dirac physics of graphene was
demonstrated to exist in a quasi-two-dimensional system
of evanescently coupled waveguides.24 The waveguides
are arranged in a honeycomb pattern such that the axis
of propagation aligns with the z-axis. The wave equa-
tion describing the paraxial propagation of light through
the waveguide array can be written within coupled mode
theory25 as
i∂zΨn =
∑
m∈NN
cnm(z)Ψm +
∑
m∈NNN
cnm(z)Ψm, (27)
where Ψn is the mode amplitude in waveguide n and the
matrix elements cnm depend on the overlap integral be-
tween the modes in waveguides n and m. The stationary
modes of the waveguide system can thus be thought of as
solutions of a Schro¨dinger equation in the tight-binding
approximation, with time replaced by the propagation
distance along the z-direction.
Recently, a similar apparatus was used to realize a
photonic system that is gapped in the bulk but exhibits
topologically protected chiral edge modes.26 In this set-
up, helical waveguides were used to generate an effective
z- (or time-) dependent gauge field that mimics the ef-
fect of circularly-polarized light on an electronic system.
However, in light of the analogy with tight-binding mod-
els, one can also think of a helical waveguide array as
a crystal lattice whose sites rotate in time around their
equilibrium positions. As such, it is natural to propose
the possibility of using such a waveguide array to real-
ize the model discussed in this paper. Indeed, the mode
vectors (6) map to helices parameterized as follows:
rAi (s) =
[
R cos(s− φi), R sin(s− φi), Z
2pi
s
]
(28a)
rBi (s) =
[
−R′ cos(s− φi), R′ sin(s− φi), Z
2pi
s
]
, (28b)
where s is a dimensionless parameter and φi = 2pi(i−1)/3
with i ∈ {1, 2, 3} labeling the inequivalent atoms within
the six-atom basis of the new unit cell (see Fig. 3). The
dimensionful quantities on the right-hand side are R and
R′, which are the radii of the helices making up sublat-
tices A and B, and Z, the pitch of the helix. In realistic
systems, one can fabricate such an array of helices with
R,R′ ∼ 10µm and Z ∼ 1cm.26
One potential difficulty arising from the difference in
helix radius between the two sublattices is that the re-
sulting difference in arc length along the two helices can
lead to decoherence due to phase accumulation in the NN
hoppings. The total phase difference accumulated over
the length of the array is ∆φ = 2pi∆L/λ, where ∆L is
the difference in path length between the two helices and
λ is the wavelength of light. This phase accumulates lin-
early in z at a rate ω = ∆φ/Z. The effects of this phase
accumulation can be mitigated by minimizing ∆φ sub-
ject to the constraint of avoiding the gap-closing when
R = R′. When ω  2pi/Z, one can show that the phase
accumulation will not affect the existence of a band gap
or change the Chern number.
This experimental set-up has several practical advan-
tages over the corresponding one in graphene. Firstly, it
is possible to tune R and R′ separately, i.e. the degree
of sublattice symmetry breaking can be tuned by hand
in order to explore the full phase diagram of the d-wave
model. Furthermore, the pitch Z, which is analogous
to the rotation period 2pi/Ω of the phonon mode, is a
tunable parameter, in contrast to the case in graphene,
where Ω ∼ 150 meV is fixed. Because the size of the gap
grows with increasing Ω [c.f. Eq. (21)], this means that
one can achieve larger photonic gaps by decreasing the
pitch.
V. CONCLUSION
To summarize, in this work we have shown that it is
possible to generate gaps in graphene-like systems that
cannot be interpreted as mass gaps in the usual sense.
We illustrated this point by considering a dynamical cou-
pling of the two Dirac points arising from the excita-
tion of a superposition of phonon modes that modulate
the two triangular sublattices independently. This dy-
namical coupling leads to terms in the Hamiltonian that
do not satisfy the anticommutation relations that de-
fine the usual Dirac masses. We studied the transport
properties of the system in the presence of these lattice
modulations by making use of an exact mapping to a
time-independent Hamiltonian that preserves all electric
response functions, including conductivities. We found
that the system exhibits Chern insulating phases char-
acterized by Hall conductivities σxy = ±e2/h, where the
sign of the Chern number depends on both the momen-
tum of the original phonon excitation (K+ or K−), as
well as on which of sublattice A or B is excited with larger
amplitude. We further showed that the resulting model
can be continuously deformed into the Haldane model
unless the onsite potential modulation is suppressed, in
which case the two models are separated by a gap-closing
transition. Finally, we proposed a scheme for realizing
the physics studied in this paper in photonic lattices.
Several natural directions for future work present
themselves. For example, one can ask how to construct a
revised classification of gapped Dirac Hamiltonians given
that higher angular momentum structures are possible.
One can also consider adding more on-site degrees of
freedom (e.g. spin and superconductivity) to the tight-
binding Hamiltonian, so that higher-dimensional repre-
sentations of the Dirac equation are realized and more
matrix structures become possible. Another worthwhile
avenue is to consider in more detail the gap-closing that
separates the d-wave and Haldane phases in the absence
of an onsite potential modulation. For example, can the
band degeneracy at the critical point (|2η/Ω|, α) = (1, 0)
be lifted by interactions? Finally, the prospect of us-
ing photonic lattices to study this and other topological
8phases arising from dynamical lattice modulations is very
intriguing, and future theory work could devise further
novel applications of this approach.
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