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FIG. 2. Oxide film thickness results obtained using simple data reduction 
procedure (triangles) and the method presented here (squares). The 0 ( Is) 
absolute signal increase (solid circles) is shown for comparison. Note dif-
ferenty-axis scale for the O( Is) results. 
ation of the original Fe metal intensity upon oxidant expo-
sure. This yields thickness values in units of A. (escape 
depth). The results obtained from the method presented 
here are given in the lower trace (solid squares) and those 
obtained using integral background subtraction and Gaus-
sian peak fit are given in the upper trace (triangles). The 
trace with the solid circles corresponds to the increase in 
o ( Is) intensity for the same exposures (note the different y-
axis scale on the right). The growth of the O( Is) clearly 
indicates that film growth continues throughout the expo-
sure levels presented here. The use of simplistic data analysis 
for the Fe (2p) region overestimates the contributions of the 
oxide peaks at the expense of the metallic peak in the early 
stages of oxidation. 
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Auger electron spectroscopy (AES) is now widely used as a 
technique to investigate solid surfaces. It gives information 
about elemental composition as well as the electronic states 
in the surface region, including information on the band 
structure of solids. 1-4 
Recently, several papersS- IO discussed how to obtain the 
density of states (DOS) from the measured Auger CVVin-
tensity N(E). The measured Auger intensities appear as 
convolution products of the local transition densities in the 
valence band for the two electrons involved, distorted by an 
escape function and all kinds of loss mechanisms, such as 
plasmon losses, secondary background, and instrumental 
broadening. II •12 Assuming that an accurate correction of 
this distortion is feasible, we can describe N(E) as a summa-
tion over all Auger transitions with the same final state ener-
gy, each weighted with the Auger matrix element 
IM(Ev'~) 12 of the respective Auger process, neglecting the 
screening ofthe s-like valence-band electrons of the core hole 
and the final state shakeoff effects lO•1 3-17; 
N(E,.) = f IM(Eu'~) 12D(Eu - ~)D(E" + ~)d~. (I) 
Due to the core-hole localization, it is possible to write the 
Auger matrix element M(Ev'~) in terms of atomic Auger 
matrix elements and of angular momentum components of 
the density of states localized at the same site as the core hole 
(LDOS). 
Self-deconvolution of N(E) with the assumption of con-
stant matrix elements across the valence band 13-17 can be 
interpreted as a transition density of states (TDOS). If the 
atomic matrix elements are known, then the TDOS can be 
interpreted as LDOS. 13-15 
To obtain fundamental information on the electrons in-
volved in the Auger intensity spectrum N(E) an accurate 
unfolding of the spectrum is needed. However, this unfold-
ing appears to be quite troublesome and far from trivial. 
Onsgaard et al. 18 suggested a new method to unfold a self-
convolution with the help of an iterative minimizing meth-
od. They tried to minimize a calculated convolution by con-
structing a trial unfold function with respect to the measured 
convolution. This method bypasses numerical problems 
such as the ambiguities of the square root of the complex 
phase in Fourier transforms8.15.16 and the difficulties of the 
choice of the starting point of the sequential digital method 
developed by Hagstrum and Becker.6.7 
As an iterative minimizing method we used in this work a 
modified Levenerg-Marquardt method (LM).19 The LM 
method states that the direction of the search of the mini-
mum lies somewhere between the Gauss-Newton method 
and the steepest descent method. This method combines the 
rapidity of the Gauss-Newton and the absolute convergence 
of the steepest descent method. To obtain a global approxi-
mation in the LM method the trial TDOS was composed of 
splines.20 Global approximation methods determine auto-
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matically the line regions over the entire spectrum, in con-
trast with local approximation methods using polynoms. 
In this paper we have used more advanced types of splines, 
Bi,k (x) ,20 than applied by Onsgaard et al. These splines, de-
fined on a subinterval (XOXi + k ) of the interval (x I'XN ), can 
be constructed by a recursive sequence with variable order k: 
X-Xi 
Bu, (X) = Bi,k _I (x) 
Xi + k _ 1 -Xi 
Xi+ k - X 
Xi+k-Xi + 1 
with 
1
1; Xi';;;X<Xj+ I 
BI (x) = 
I. 0; elsewhere 
Bi + I.k-I (x) , 
k = 2,3,4, .. , 
i= 1, ... ,N 
(2) 
Functions composed of splines of order k and its derivatives 
are continuous to order of k - 1 on the interval (x I'X N ). 
The TOOS can be approximated by Ns splines: 
N, 
D(x,c) = I Cj,kBi,k (x) . (3) 
Using Eq. (2) and assuming constant matrix elements we 
can write: 
FIG. 2. The initial artificial data [N(E) 1 (a) without noise, and (h) with 
10% noise. These spectra are the input data of the self-deconvolution rou-
tine. 
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FIG. I. The iteration scheme of the self-de-
I I convolution calculation. k = order of the 
C ,).. spline; N, = number of splines; N, = num-
ber of boundary splines; N = number of in-
tervals; B i.k (x) = spline of order k starting 
on the ith interval; C? = initial choice of the 
spline coefficients C,; f(x,c) = Y - Y*; 
R = residue of the fit, which is defined as the 
square root of the sum of the squares of the 
difference between the self-fold of the trial 
function and the original corrected data 
N(E); E; = constant; Ao = initial value of 
the Levenberg-Marquardt constant, which 
determines the ratio of the Gauss-Newton 
and the steepest descent minimizing rou-
tines. 
Y(X,c) = J D(x - Il)D(x + Il)dll 
= J ~ 2.: Ci,kCj,kBi,k (X - Il)Bj,k (X + Il)dll . 
1 J 
The function f( x,c) used in the LM can be defined as 
f(x,c) = Y{x,c) - Y*, 
F(x,c) = fTf, 
(4) 
(5) 
where y* is the measured N(E). The LM method minimizes 
the function F(x,c) and computes a set of c,.'s. From this set 
we can construct the TO OS by applying Eq, (3), See Fig. 1. 
The routine can be executed on a personal computer (Oli-
vetti M24 with coprocessor). The calculation time per iter-
ation depends mainly on the number of data points of N(E) 
(200 points = 10 s). On the average we need about 20 itera-
tions to obtain a solution. This can be improved significantly 
by a better initial guess of the c,.'s. 
To give an indication of the reliability of the routine, two 
tests with artificial data are shown in Figs. 2 and 3. First, we 
lJ') 
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FIG. 3. The solutions of the unfolding of N(E): (a) N(E) without noise, (b) 
N(E) with \0% noise, and (c) the difference between the solution of (a) 
and (b). The smooth N(E) is the self-convolution of a trial TDOS. The 
absolute error per data point between the initial TDOS and the calculated 
TDOS is smaller than 1.0 X 10 - 7. This indicates that the method is numeri-
cally exact for idealized functions. Also is illustrated the inherent suppres-
sion of the high-frequency components, without using additional smooth-
ing. 
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self-deconvolute a smooth function (Fig. 2). Total agree-
ment between the outcome of the self-deconvolution calcula-
tion and the initial artificial data was obtained (absolute er-
ror per data point < l.Ox 10- 7 ). Second, we unfold the 
same smooth curve with 10% noise added. The results are 
shown in Fig. 3. The TDOS from the noise N(E) is slightly 
distorted, but the main features remain the same. In the bot-
tom curve of Fig. 3 is drawn the difference between the two 
top curves. 
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FIG. 4. The N(E) of the (a) clean and (b) oxidized Si(100) surface. These 
two curves are the input for the self-deconvolution calculation. The manip-
ulation of the L2.3 VV Auger spectra to obtain the unbroadened Auger in-
tensity N( E) is discussed elsewhere (Ref. 23). 
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FIG. 5. The TOOS of the --- clean SiC 1(0) surface. and - of the Si02 
interface. Some characteristic calculation parameters are k = 3. c, = 0.2. 
Ao = 100. N, = 25. N = 50. data points = 200. N, = O. Residue of 
SiD, < 0.1. and residue of clean Si < 0.042. The TDOS of SiD, cannot be 
interpreted straightforwardly. because we see also components of SiO" 
which can be caused by interface defects or electron beam damage. Also is a 
matter of debate the nature of the density of state probed by the L2.3 VV 
Auger process. 
Our newly developed self-deconvolution method has been 
applied to the N(E) spectrum of the clean and oxidized 
Si( 100) surface, as derived from measured Si-L2•3 VV spec-
tra. The experimental setup, surface cleaning procedure, and 
gas handling have been described in detail elsewhere.21 ,22 
The N(E) spectrum can be derived from the Si-L 2•3 VV 
spectrum by subtracting the secondary background, fol-
lowed by a deconvolution of the energy losses and instru-
mental broadening.23 (See Fig. 4.) Preliminary results of the 
data processing are shown in Fig. 5. The curves in Fig. 5 
show good agreement with theoretical calculations of the 
SiOx interface by Ching,24 and ultraviolet photoemission 
spectroscopy measurements of Azizan et al.25 
The interpretation of the spectra will be discussed else-
where,26 but some remarks need to be made about the inter-
pretation of the TDOS. The TDOS cannot be interpreted 
straightforwardly and certainly not the TDOS of Si02, be-
cause we see also components ofSiOx , which may be caused 
by interface defects or electron beam damage. Also a matter 
of debate is the nature of the density of state probed by 
L2,3 VV Auger process.2,3.10 
The method can be applied, in principle, to all problems of 
the form Ax = b.23 A is a well-defined operation and the 
vector b is a known array of data points. The vector x needs 
to be solved. 
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In summary, we have shown that the LM method, used in 
conjunction with the global approximation method is a pow-
erful tool in obtaining the TDOS of Si from the measured 
Auger intensity N(E) with a high degree of accuracy. More-
over, the applicability of this method is not restricted only to 
self-deconvolution in CVV Auger electron spectroscopies 
and can be considered as a general calculation method. 
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