Text present in image provides important information for automatic annotation, indexing and retrieval. Therefore, its extraction is a well known research area in computer vision. However, variations of text due to differences in orientation, alignment, font, size, low image contrast and complex background make the problem of text extraction extremely challenging. In this paper, we propose a texture-based text extraction method using DWT with K-means clustering. First, the edges are detected from image by using DWT. Then, a small size overlapped sliding window is used to scan high frequency component sub-bands from which texture features of text and non-text regions are extracted. Based on these features, K-means clustering is employed to classify the image into text, simple background and complex background clusters. Finally, voting decision process and area based filtering are used to locate text regions exactly. Experimentation is carried out using public dataset ICDAR 2013 and our own dataset for English, Hindi and Punjabi text images for different number of clusters. The results show that the proposed method gives promising results with different languages in terms of detection rate (DR), precision rate (PR) and recall rate (RR).
Introduction
Text present in image contains high level semantic information which is used to understand the contents of the image 1,2 . Many television, educational, advertisements, multimedia and training programs contain mixed text, picture and graphic regions. With rapid growth of multimedia documents and increasing demand for indexing and retrieval, many efforts need to be done on text extraction 3 . Text extraction plays an important role in document analysis, vehicle license plate detection, identification of parts in industrial automation, signboards, libraries for computerized storage of books, postal code from address on the envelope, text translation system for foreigners and bank cheque processing forms. Image texts can be classified into three types: document texts, scene texts and caption texts. A document text image is acquired by scanning journal, book cover, printed and handwritten document. Scene text occurs in the natural world. These photos are taken by people through digital cameras and mobile phones in their journey and daily life. Caption text is artificially inserted or overlaid on the image during editing processes 4 . Among these, Scene texts are most difficult to detect because images often have complex background and text in these images may have different style, size, color, orientation and alignment. Therefore, many researchers are focusing on text extraction from natural scene images.
Text extraction techniques are widely classified into two categories-region-based and texture-based. Regionbased methods use the properties of the color or grayscale in a text region or their variance with the corresponding properties of the background. It can be 
Related work
A lot of efforts have been put up by many researchers for text extraction from images and video frames. Shekar et al. 30 suggested a hybrid approach for text localization in video frames and natural scene images based on discrete wavelet transform (DWT) and gradient difference. This approach is found to be inefficient in case of more complex background images. 44 suggested a video text detection approach using three steps: (1) detecting text region by using pyramidal gradients and K-means clustering, (2) refining text using projection profile analysis and (3) text identification using geometrical, texture properties and SVM. Limitations of this method are its low detection rate and more false positives. Xu et al. 45 proposed a hierarchical text detection method for scene text images based on convolutional neural networks (CNN). On the basis of maximally stable extremal regions (MSER), the boosted CNN filtering is performed to detect candidate character components. Random forest classifier is then applied on statistical characteristics of text lines for finer filtering. Zhang et al. 46 presented a symmetry-based algorithm for text line detection in natural scene images. This method fails to detect all the characters in the images having extremely low contrast or highly illuminated background or presence of large difference in the size of characters. Chen et al. 47 proposed an efficient local contrast-based segmentation method for text localization in born-digital images. This method fails to locate text in case of curved text lines. From literature review, it is concluded that text extraction from images having complex background, variance of alignment and orientation of text is still a challenging task.
Proposed method
The method proposed ( Fig. 1) is based on the fact that edges in an image play a significant role in text extraction as the intensity of text edges is higher than that of non-text edges.
Pre-processing
Pre-processing operation converts color image into gray-scale image. This is because the color of text does not provide any information in text extraction. Its RGB components are combined to give an intensity image (Y) given by Eq. (1) B 114
(1) where R, G and B represent red, green and blue spaces in an image
2D DWT
2D DWT is used to decompose gray-scale image into four sub-bands-one approximation (LL) component and three detailed (LH, HL and HH) components. Edges of text region have high contrast, therefore its texture characteristics are better reflected by high frequency wavelet coefficients. LH, HL and HH sub-bands detect the horizontal (H), vertical (V) and diagonal (D) edges respectively.
Feature extraction through sliding window
Irregular texture property of the text to some extent makes it as a special texture. Statistical features like mean and standard deviation are computed so as to capture the texture property. A sliding window is moved from left to right and top to bottom with 4 pixels overlapping. It extracts the features of text and non-text regions from wavelet coefficients. 
Sliding window size (Fig. 2) is chosen on the basis of the following criteria:
(1) h w < : When text is aligned in horizontal direction (2) h w > : When text is aligned in vertical direction (3) h w = : When text is equally aligned in both horizontal and vertical direction where w and h are number of rows and columns in a sliding window respectively Texts usually appear in cluster and lie horizontally. So, mostly h w = and h w < windows are used.
Feature extraction
Two statistical features i.e. mean and standard deviation are calculated (Eq. (6) & Eq. (7)) from each sliding window for every sub-band (LH, HL and HH).
(6) (7) where ) j , i ( I is the high frequency wavelet coefficients
We will get 6 feature vectors i.e. 2 from each detail subband which is combined to give a single feature matrix X (Eq. (8)) of dimension 6 n × .
Where n is the number of sliding window from which features are extracted in each detail component subband Text region is characterized by high values of mean and standard deviation than non-text region. Further, Kmeans clustering is employed to form clusters on the basis of these features.
K-means clustering algorithm
It is an unsupervised technique. It classifies a set of elements into K-clusters according to distance measurement such that intra-cluster similarity is high and the inter-cluster similarity is low. X is considered as the feature vector of n samples for implementing the clustering algorithm. Steps for K-means clustering (Fig.  3) are enlisted as follows: (i) Initialize the center of each cluster. C (text) respectively and is given by Eq. (9) (9) where K is the number of clusters (ii) For partition of n samples into K clusters, Euclidean distance (ED) of each sample from each center is computed (Eq. (10)). For each sample, the following step is iterated K times. 
where K n is number of samples in K C cluster 
Binarization
Voting decision process is used to create the mask image 40 . The steps involved are:
(i) Voting image ) V ( and mask image ) M ( of input image size is generated whose pixel values are set to zero.
(ii) If the sliding window in the image is classified as text cluster, the corresponding pixel of that window in voting image is voted once. (iii) After voting process of all sliding window, we create the mask image. If the vote of pixel in the voting image is greater than 1, then that pixel value in the mask image is set to 1, otherwise set to 0. This is chosen to remove some of the noisy pixels around the text so that masked image contains only the text region. In case of more complex background images, we use area-based filtering to further remove non-text regions. 
Morphological dilation operation

Removal of non-text regions
Two area-based filtering constraints are employed to remove non-text regions present in the image. First constraint is used to filter out small-sized objects (or non-text regions) using relative area value. Only those regions are retained in the image which have an area greater than relative maximum area (Eq. (13)).
where 
Results and discussion
The proposed method is implemented using MATLAB and run on an Intel (R) Core (TM) i5 CPU-1. Experimentation is carried out by using Haar wavelet as it is simple, symmetric, orthogonal and the only one that portrays binary like behavior. K-means clustering is a method of grouping elements into K clusters. The elements belonging to one cluster are close to the centroid of that particular cluster and dissimilar to the elements belonging to the other cluster. The choice of choosing either 2 or 3 clusters depends upon the image complexity and not dependent on image size. K is chosen as 2 for simple and less complex background images (document and caption text) mostly present in ICDAR 2013 (challenge 1) dataset. For more complex background images (scene text), K is chosen as 3. These types of images are mostly present in ICDAR 2013 (challenge 2) dataset. Fig. 4 shows both types of input images (simple background and complex background) and images obtained after applying K-means clustering. It is found that K 2 = is a good choice for less complex background images as it gives best text extraction results, while it is not suitable for more complex background images. In more complex background images, many man-made structures (building windows, bricks, pillars, etc.) and natural scene objects such as trees, grasses and leaves are prone to be falsely detected as text for two clusters and these false alarms are eliminated by forming three clusters as shown in Fig. 4 . We have only considered K as 2 or 3 because, if more than 3 clusters have been generated it is complicated to decide which cluster is text cluster and which is not.
ED (i) (X(i) Z )
The steps involved in text extraction from complex background image are shown in Fig. 5 . Pre-processing operation converts input color image (Fig. 5(a) ) into gray-scale image (Fig. 5(b) ). For the gray-scale image, we used 2D DWT to get four sub-bands (LL, LH, HL and HH) (Fig. 5(c) ). Edges of text regions have high contrast; therefore its texture characteristics are better reflected by high frequency wavelet coefficients (LH, HL and HH). A sliding window of size w h × (w 16 and = h 16) = pixels for this image is used to scan LH, HL and HH sub-bands by the sliding step size (4 4).
× Two statistical features i.e. mean and standard deviation are computed from each sliding window for every sub-band (LH, HL and HH). After feature computation, six features (two each for three high frequency sub-bands) are obtained. K-means clustering algorithm is used to classify the feature vectors into three clusters: simple background (Fig. 5(d) ), complex background ( Fig. 5(e) ) and text ( Fig. 5(f) ). Voting decision process is used to create mask image as shown in Fig. 5(g) . Morphological dilation operation (Fig.  5(h) ) is used to connect adjacent text pixels so that text information is retained around the segmented edge areas. Area-based filtering is used to discard very small objects as background shown in Fig. 5(i) . True text regions (Fig. 5(j) ) are obtained by multiplying grayscale image (Fig. 5(b) ) with the image obtained after removing non-text regions (Fig. 5(i)) . Global thresholding is then used to refine text regions as shown in Fig. 5(k Performance on ICDAR dataset and own dataset is shown in Table 1 and Table 2 respectively. Comparative analysis of proposed method with previously reported text extraction techniques for complex color images is shown in Table 3 .
ICDAR 2013 (challenge 1) is a modified version 48 As can be seen in Table 3 , the detection rate of our method is higher than Zhang et al. 46 method. Zhang et al. 46 method presented the symmetry property of character groups to extract text lines from natural images. It fails to detect all the characters in the images having extremely low contrast or highly illuminated background or presence of large difference in the size of characters. The precision rate of proposed method is higher than Chen et al. 47 and Wei et al. 44 methods.
These methods 44, 47 show lower precision rate due to more false positives. Chen et al. 47 . It is concluded that the proposed method shows highest DR, PR and RR in comparison to the previously reported methods. It works efficiently on multilingual texts, skewed texts and handwritten texts. It extracts text information accurately from images having varying fonts, sizes, contrasts, resolutions, alignments, orientations, colors and complex background. The proposed method is superior to the previously reported methods, as it takes the maximum number of evaluation parameters for the study under consideration. Images before and after text extraction are shown in Fig. 6 .
• Fig. 6 (a) and (b) contain texts in natural scene images.
• Fig. 6 (c) and (d) contain texts that are superimposed on the image.
• Fig. 6 (e) and (f) contain texts of different fonts and sizes.
• Fig. 6 (g) and (h) contain texts in complex background.
• Fig. 6 (i) and (j) contain texts with different languages.
• Fig. 6 (k) and (l) contain texts with different colors.
• Fig. 6 (m) and (n) contain light texts on complex background.
• Fig. 6(o) contains aligned text in image.
Sr.
No.
Images before text extraction
Images after text extraction 
Conclusions
In this paper, an effective and efficient text extraction method from complex color images is proposed. We first extracted the edges of an input image by using DWT. A small sized overlapped sliding window is then used to scan high frequency component sub-bands from which texture features are extracted. Based on these features, K-means clustering is used to classify the image into text, simple background and complex background clusters. Finally, voting decision process and area-based filtering are used to locate text regions exactly. The proposed method is based on selecting a proper set of basic statistical features i.e. mean and standard deviation so as to reduce computational complexity and improve the segmentation accuracy of text from complex background. It is tested with different kind of images and compared with the previously reported methods in terms of evaluation parameters such as DR, PR and RR. All the experimentation is carried out by using Haar wavelet for complex color images. Experimental results showed that proposed method is robust and best for extracting text regions of different fonts, sizes, alignments, orientations, colors, languages and background complexity. It is found that with increase in resolution of images, processing time also increases. However, the performance of our method is inefficient when the images are highly illuminated. Our future work will be focused to find the solution of this problem.
