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Topics:
1. Classical automorphic forms for GL(n;R)
2. Automorphic representations for GL(n;A) for A, an adele ring over Q
3. One-to-one correspondence between automorphic representations and classical auto-
morphic forms
4. Adelic automorphic forms, Fourier-Whittaker expansions, and L-functions
5. Admissible representations of GL(n;Qp) and GL(n;R)




10. Classiﬁcation of representations by growth of matrix coefﬁcients
11. Local-Global L-functions as integrals of matrix coefﬁcients (Godement-Jacquet)
For 1  4, we have global theory, and after 5 we have local theory.Automorphic representations for GL(n; A) 3
1.1 Automorphic forms
Reference: paper by Borel
Let G = group and X = topological space, and G acts on X, for g 2 G; x 2 X,
g:x 2 X
where : is an action. Assume that there exists a function,   : G  X ! C. We look at the
space of automorphic functions with multiolier  :
ff : X ! C; f(g:x) =  (g;x)f(x)g:
f(g1g2:x) =  (g1g2;x)f(x)
= f(g1:(g2:x)) =  (g1;g2:x)f(g2:x) =  (g1;g2:x) (g2;x)f(x)
) Cocycle relation:  (g1g2;x) =  (g1;g2:x) (g2;x); f(x) 6= 0
(Cohomology: cocycle relation)
















:= cz + d






= (cz + d)
k f(z)







Gelfand-Gruer, P.Shapiro, 1970 Jacquet-Langlands
Representation = vector space V with a group G acting on V .
Roughly, If V = space of automorphic function then we have an automorphic representations
V = ff : X ! C j f(g:x) =  (g;x)f(x)g
with the right action,
h:f(g) = f(gh); g;h 2 G
1.3 Adelic automorphic forms
We’ll be looking at the group
GL(n;A) = group of n  n matrices, det 6= 0




fa1;a2;:::;ap;:::g; a1 2 R; ap 2 Qp;
ap 2 Zp for almost all p
Automorphic representations for GL(n; A) 4
 g 2 GL(n;Q) can be embedded diagonally in GL(n;A)
fg;g;:::;g 2 GL(n;A)
 GL(n;Q) = ffg;g;:::;g; g 2 GL(n;Q)g.
 GL(n;Q) acts on GL(n;A). For  = f;;:::g;  2 GL(n;Q) and g 2 GL(n;A)
then we have the action:
:g = g; matrix multiplication
Adelic Automorphic functions
f : GL(n;A) ! C
f(:g) = f(g); 8 2 GL(n;Q); g 2 GL(n;A):
Forms vs. functions: Forms are eigenfunctions for certain Differential operators for Lie. At
place 1 (real place), we need a theory for (g;K)-modules.
Automorphic forms: automorphic functions with
 growth condition
 eigenfunction of certain differential operators
1.4 Local theory
We consider the vector spaces of functions
Vp = ff : GL(n;Qp) ! Cg
with the right action,
h:f(g) = f(gh); g;h 2 GL(n;Qp):
Then we have local representations. (This is a group representation.) We want to classify the
representations. At 1 it is different.
V1 = ff : GL(n;R) ! Cg
with an action by differential operator,
D:f = Df
Here D acts as a differential operator. (This is not a group representation. In a group, every
element has inverse, but for differential operators, we don’t have inverses. But it is an algebraic
representation.)
1.5 Parabolic inductions


















P powerful way of classifying local representationsAutomorphic representations for GL(n; A) 5
1.6 Matrix coefﬁcients
Globally from a classical point of view














= f(z); 8z 2 H;
 





















Hilbert space, Unitary representation.
Let
 : G ! GL(V )
where
(h):f(g) := f(gh)
for all g;h 2 G. Then the inner product satisﬁes the following:
h(h):f1;(h)f2i = hf1;f2i:
Once you have such a thing, then the matrix coefﬁcient:
g 7! h(g):f1;f2i:
Harish-Chandra discovered that local and global automorphic representations can be clas-




2 dg < 1
then the representation is called square integrable by some people but other people say the




2+ dg < 1
then the representation is tempered.
1.7 L-functions
Let V = vector space of automorphic functions (local or global) and G = group. Usually,
G = GL(n;A); GL(n;Qp) or GL(n;R). Fix v1; v2 2 V and look at matrix coefﬁcients.
g 7! h(g):v1;v2i






where H is a function with a rapid decay. This function is an L-function.
Globally the Pettersson inner product is Hermitian and we have unitary representations. It
is not hard to show that all the representations. The global L-function is factored into local
L-functions.Automorphic representations for GL(n; A) 6












Traditionally this is used to obtain the function equation. But if we work in the above way,
then we don’t need the relations. The proof is different.
Lecture 2
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2 Classical automorphic forms for GL(n;R)
2.1 Review of classical automorphic forms for GL(2;R)
Hecke.
H = fx + iy; x 2 R; y > 0g
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In this case if n is negative, then e 2ny blows up! So we need Moderate Growth Assumption
Moderate Growth Assumption There exists C;B > 0 such that





Deﬁnition 2.1 (Holomorphic modular form of weight k for SL(2;Z)). A function f : H ! C
is a holomorphic modular form of weight k if f satisﬁes the following conditions:
(1) f : H ! C holomorphic


















2 SL(2;Z)jc  0 (mod N)

:
Fix a Dirichlet character
 : (Z=NZ)
 ! C:Automorphic representations for GL(n; A) 7
Deﬁnition 2.2 (Holomorphic modular form of weight k, level N, character  modular N). A
function f : H ! C is a holomorphic modular form of weight k, level N, character  modular
N if f satisﬁes the following conditions:
(1) f : H ! C holomorphic












The space of these functions is the vector space and it is a Hilbert space with the Petersson
inner product.
There is no reason that these functions should be holomorphic. In 1940, Maass introduced
non-holomorphic forms.
Maass 1940 Introduced non-holomorphic automorphic forms.
Deﬁnition 2.3 (Maass form of weight k, level N and character  modular N). A function
f : H ! C is a Maass form of weight k if f satisﬁes the following conditions:











(elliptic partial differential operator)
and  2 R
(2) Moderate growth: There exists B;C > 0 such that

















Aside: k satisﬁes the following condition: if f satisﬁes (3) then kf also satisﬁes (3).
The third conditions for Maass forms and holomorphic modular forms are equivalent. Let





























Let’s look at the case when the weight k = 0.















































@z and Im(z) 7!
Im(z)
jcz + dj2
We want to generalize Maass forms to GL(n;R) for all n  2.
2.2 Iwasawa decomposition
Every g 2 GL(n;R) can be uniquely written in the form
g = e g  k  d
where k 2 O(n;R) =

h 2 GL(n;R)
  h t h = In
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and xij 2 R; yi > 0
9
> > > =
> > > ;
Proof. for Iwasawa decomposition.
Let g 2 GL(n;R). Consider g t g = positive deﬁnite non-singular matrix. Claim that there

















for i 6= 0 such that
() u  g t g = l  d:





; tg = ( a c





; ( 1 x
0 1)gtg = (  0
 ).
() ) gtg = u 1ld =t (u 1ld) = dtltu 1
) () ldtu = udtl
Then the LH is lower triangular and RH is upper triangular so they are diagonal. So
() ldtu = udtl = d
) (  )ld = dtu 1
(  ) into () ) ugtg = dtu 1 ) ugtgu = d = a 1ta 1
) aug t (aug) = In
) aug = k 2 O(n;R) Iwasawa decompositionAutomorphic representations for GL(n; A) 9
2.3 Maass forms of weight 0 for SL(n;Z)
Let n  2.
(1) f : Hn ! C smooth and satisfy the set of differential equations i = if for i =
1;2;:::;n   1. Here i(z) = i(z) for all z 2 Hn  2 SL(n;R).






as y1;:::;yn 1 ! 1.
(3) f(z) = f(z) for all  2 SL(n;Z) and
f(zkd) = f(z); 8z 2 Hn; k 2 Kn = O(n;R); d 2 Zn = center(GL(n;R)):
Let K = O(n;R) = orthogonal group.
f : GL(n;R)=O(n;R)  R ! C
These Maass forms of weight 0 are K-invariant under right multiplication by k 2 K corre-

































Using Iwasawa decomposition, we can deﬁne generalized upper half plane:
Hn = fxyg






; x 2 R; y > 0

:
Automorphic functions on Hn of weight 0 for GL(n;Z)
 : Hn ! C; (z) = (z); 8 2 GL(n;Z); z 2 Hn:












2 SL(2;Z).Automorphic representations for GL(n; A) 10
2.4 Generalize level and weights











A 2 GL(n   1;Z);
C = (c1;c2;:::;cn 1)  (0;0;:::;0)modN; d 2 Z

(2.1)
Let  2 GL(n;R)+ and z 2 Hn. By the Iwasawa decomposition,
z = f g  (;z)  d






for  > 0. i.e.,
 : GL(n;R)+  Hn ! K:
For example, n = 2, z = (
y x


























jcz + dj 0



















Lemma 2.7. (;z) is a one-cocycle, i.e.,
(0;z) = (; f 0z:
Proof.






= g  f 0z  (; f 0z)  (0;z)d00
= g 0z(; f 0z)(0;z)  d
by the uniqueness of the Iwasawa decomposition, we are done.
Fix n  2 and r  1. Let
 : SO(n;R) ! GL(r;C)






for z 2 Hn;  2 GL(n;R)+. Furthermore,
J(0;z) = J(; f 0z)  J(0;z):Automorphic representations for GL(n; A) 11






j 0    2







:= (cos + isin)
k
for some integer k 2 Z. This is a one-dimensional representation of SO(2;R).

















2.5 Classical vector valued automorphic functions











Deﬁnition 2.9 (Slash operator).
(j)(z) := J(;z) 1(;z)
Deﬁnition2.10(Classicalvectorvaluedautomorphicfunctionsofarbitraryweight : SO(n;R) ! GL(r;C),
level N  1 and character modN). Fix integers n  2, r  1. Fix irreducible representation







: Hn ! Cr. Fix N  1 and a Dirichlet character modN. Then  is a
classical automorphic function of weight , level N and character  if
(j)(z) = (d)(z)






Recall that an automorphic form is an automorphic function satisfying 2 extra conditions:
(1) Moderate growth
(2) Satisfy some differential equations
Deﬁnition 2.11 (Moderate growth). A smooth function f : Hn ! C is of moderate growth if
for each ﬁxed  2 GL(n;Q) there exists C > 0; B > 0 such that
jf(z)j  Cjy1y2 yn 1jB






We’ll work for GL(n;R)+. Why? Explain by example below:Automorphic representations for GL(n; A) 12
































for 0    2;  > 0.
Deﬁnition 2.12.
e f(g) = (fjkg)(i) = eikf(x + iy)
Then
e f : GL(2;R)+ ! C:
If we use GL(2;R) then e f will be the combination of weight k and weight  k.
Let  be automorphic for GL(n;R)
Deﬁnition 2.13 (Lift to GL(n;R)+).
e (g) := (jg)(In); In = n  nidentity matrix:





[f(g  exp(t))   f(g)]
(Lie derivative) We are looking for a differential operator which takes automorphic functions
to automorphic functions
Casimir
Eij = n  n matrix which is 1 at position (i;j) and 0 every where else









for 1  m  n. We have n different Casimir operators. The Casimir operator generate
Z (U(g)) =center of the universal enveloping algebra, where g = gl(n;C).
Deﬁnition2.14(MaassformforGL(n;R)). Fixn  2; r  1;  : SO(n;R) ! GL(r;C); N 










A : Hn ! Cr
Then  is a vector valued Masss form of weight , level N and character . if





2  0(N); z 2 Hn
(2)  has moderate growth.
(3) For any Casimir differential operator D 2 Z(U(g)); 9D 2 C such that
D = D
(4) L2 condition.Automorphic representations for GL(n; A) 13
Lecture 4
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2.6 Casimir differential operators on GL(n;R)





[f(g  exp(t))   f(g)]:









Di1;i2  Di2;i3    Dim;i1 (2.3)
where Ei;j = n  n matrix with 1 at position (i;j), zeros everywhere else and Di;j = DEi;j.
Example for n = 3










































































y1y2 x2y1 x2y1t + x3























Prove "Invariant" Let V =vector space of all smooth functions f : GL(n;R) ! C and
 : GL(n;R) ! End(V )
given by right translation, i.e., for any f 2 V , and for any h 2 GL(n;R) deﬁne the action
(h):f(g) := f(gh):
Now we want to prove the following theorem:Automorphic representations for GL(n; A) 14
Theorem 2.15. Fix n  2 and for 1  m  n let Dm be the Casimir differential operator
deﬁned in (2.3). Then
((h)  Dm):f(g) = (Dm  (h)):f(g)













Claim: Trace(Mm) = Dm.
Need to prove that (h)  Dm  (h) 1 = Dm
Claim: (h)  D  (h) 1 = Dhh 1
Because

















Dm  Di;j = Di;j  Dm;8i;j;m
) Dm commutes with all differential operators.
Deﬁnition 2.16 (Maass forms for GL(n;R) of weight , level N and character ). Smooth
function f : Hn ! Cr, Hn = GL(n;R)=O(n;R)  R.







A 2 GL(n   1;Z);
C = (c1;:::;cn 1)  (0;:::;0)mod N; d 2 Z

(1) (f j)(z) = (d)f(z); 8 2  0(N)
(2) Moderate growth









.Automorphic representations for GL(n; A) 15
2.7 Cusp forms
Deﬁnition 2.17. Fix n  2, 1  m < n. Let Hn = GL(n;R)=O(n;R)  R. Deﬁne
Xn




































Deﬁnition 2.18 (Constant terms of a classical automorphic form). Fix n  2; r > 1; N 











be a vector valued Maass form of weight , level N and chracter . For 1  m < n and























Deﬁnition 2.19 (Maass cusp form for GL(n;R)). A vector valued Mass form  : Hn ! Cr
is said to be a cusp form of
m;(y) = 0
for all 1  m < n and all  2 GL(n;Z).
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is the maximal compact subgroup.
GL(n;Q) can be diagonally embedded in GL(n;A) if  2 GL(n;Q) then (;;:::;) 2
GL(n;A).
3.2 Adelic automorphic functions
 f : GL(n;A) ! C
 f(g) = f(g); 8 2 GL(n;Q); 8g 2 GL(n;A)




3.3 Adelic automorphic forms for GL(n;AQ)




whererestrictediswithrespectedtoGL(n;Zp), i.e., ifg = fg1;g2;:::;gp;:::g 2 GL(n;AQ)
then gp 2 GL(n;Zp) for almost all ﬁnitely many p. In order to deﬁne automorphic forms, we
need several conditions.
An Adelic Automorphic Form
f : GL(n;AQ) ! C
with central character ! : QnA
Q ! C(i.e., !(z) = !(z) for any z 2 A
Q and  2 Q),
satisﬁes several conditions.
(1) f is smooth (i.e., f is smooth for 1 place, and locally constant for ﬁnite places).
(2) f(g) = f(g); 8 2 GL(n;Q); g 2 GL(n;AQ) where  = (;;:::;) for  2
GL(n;Q).
(3) f(zg) = !(z)f(g); 8z 2 A
Q; g 2 GL(n;AQ)
(4) f is right K-ﬁnite, for K = O(n;R) 
Q
p GL(n;Zp).
(5) f is Z (U(g))-ﬁnite where g = gl(n;C); U(g) = universal enveloping algebra generated
by D;  2 g and Z (U(g)) = center of U(g).Automorphic representations for GL(n; A) 17
(6) f is of moderate growth.
We’re going to explain the conditions.
For g 2 GL(n;AQ), let f(g) = f (g1;:::;gp;:::). Fix all gv except at one place p, then
smooth means that the function f restricted to the place p, GL(n;Qp) ! C is locally constant.
For v = 1, ﬁx all v < 1 then f(g1) : GL(n;R) ! C is smooth if this function is inﬁnitely
differentiable in all values gi;j 2 R for g1 = (gi;j)1i;jn.
Deﬁnition 3.1 (Right K-ﬁnite).






We say a function f : GL(n;Q) ! C is right K-ﬁnite, if the vector space
Spanff(gk); k 2 Kg
is a ﬁnite dimensional vector space.
Deﬁnition 3.2 (Z (U(g))-ﬁnite). Let g = gl(n;C) and Z (U(g)) is the polynomial algebra
generated by the Casimir differential operator D1;:::;Dn act on g1.
We say f is Z (U(g))-ifnite if the vector space
SpanfDf(g); 8D 2 Z (U(g))g
is ﬁnite dimensional.


















for v  1. For v = 1, GL(n;Q1) = GL(n;R). Deﬁne
jjgjjv := max(jgi;jjv;jdetgjv)1i;jn (3.3)





3.4 Adelic lift of a classical automorphic form on GL(n;R)
Theorem 3.3. Fix integers n  2; r;N  1. Fix irreducible representation  : O(n;R) !
GL(r;C). Fix a character  : (NZnZ)






be a classical vector valued






2  0(N)). Then there exists r adelic automorphic forms which can be
explicitly constructed from 1;:::;r which can be explicitly constructed from 1;:::;r.
Each i ! i;adelic.Automorphic representations for GL(n; A) 18
The adelic requires strong approximation Two embeddings:
 idiag() := (;:::;;:::) : GL(n;Q) ! GL(n;AQ)
 i1(g1) := (g1;In;In;:::) : GL(n;R) ! GL(n;AQ)
Lemma 3.4.
idiag(SL(n;Q))  i1(SL(n;R))
is dense in SL(n;AQ).
Sketch: Let Ui;j be a matrix in SL(n;AQ), 1 on the diagonal and ui;j 2 A
Q for (i;j)
place, and otherwise 0. Then SL(n;AQ) is generated by Ui;j. Use Tate Thesis for n = 1.
Then we are done.
Anite = ((1)?;a2;:::;ap;:::); ap 2 Qp and ap 2 Zp for almost all p







































(it is a compact open subset.)
Theorem 3.6 (Stronger approximate). Fix N  1 and n  2. Let g 2 GL(n;AQ). Then there
exist  2 GL(n;Q) and g1(GL(n;R)); kN 2 K0(N) such that
g = idiag()i1(g1)kN
(this decomposition may not be unique!)
Sketch of the proof. We ﬁrst consider g 2 SL(n;AQ). Let U1 be an open neighborhood of
In in SL(n;R). consider the set
g  (i1 (U1)  K0(N)) = open set
By strong approximate, this set contains idiag()  i1(g0
1) for some  2 SL(n;Q) and g0
1 2
SL(n;R). Then we are done.






i . Let pi : (piZnZ)










for p = pi. Then












be a classical automorphic form of weight  : O(n;R) ! GL(n;C) with
level N, character .
Deﬁnition 3.8.
adelic (idiag()  i1(g1)  knite) := e idelic(knite)  (jg1)(In)
Lecture 6
slight mistakes last time. The "lifting" also works for GL(1).
3.5 Adelic automorphic forms for GL(1;AQ)
GL(1;AQ) = A
Q
Deﬁnition 3.9 (Adelic automorphic forms for GL(1;AQ)). A smooth function
 : QnGL(1;AQ) ! C
is an adelic automorphic form with central character ! : QA
Q ! C if
(1) (g) = (g), for all  2 Q and g 2 GL(1;AQ)
(2) (zg) = !(z)(g), for all z 2 center of GL(1;AQ) = A
Q
(3)  is of moderate growth.










Deﬁnition 3.10 (Adelic lift of Dirighlet series). Let  be a Dirichlet character mod pf for a







1; ( 1) = 1
1; ( 1) =  1; g1 > 0
 1 ( 1) =  1;; g1 < 0
and for v < 1,
v(gv) :=

(v)m; gv 2 vmZ
v ; (v 6= p)
(j) 1; gv 2 pk  
j + pfZp

; j;k 2 Z;(j;p) = 1; (v = p)
Then idelic satisﬁes
idelic(ab) = idelic(a)  idelic(b); 8a;b 2 A
Q
idelic(ab) = idelic(b); 8b 2 A
Q;  2 Q
idelic() = 1; if  2 Q
On GL(1;AQ) every automorphic form is a character.Automorphic representations for GL(n; A) 20
Characters for Q
p Characters   : Q
p ! C,  (ab) =  (a) (b).
Case 1 unramiﬁed
 (u) = 1; 8u 2 Z
p
Then  (u) determines all possible character.
Case 2 ramiﬁed
 (u) 6= 1; for some u 2 Z
p
In this case there exists an open subgroup U  Z
p such that for any u 2 U,  (u) = 1.
So  (p) and  (u) for u 2 Z
p =U determine  .
3.6 Adelic lifts to GL(n;AQ)
For real place, we have generalized upper half plane
Hn = GL(n;R)=O(n;R)  R:
Fix r  1, irreducible representation
 : O(n;R) ! GL(r;C)








A 2 GL(n   1;Z);
C = (c1;:::;cn 1)  (0;:::;0) mod N;d 2 Z






;  6= 0 such that















A; (z) = (d)J (;z)(z)

















gv 2 GL(n;Qv); v 6= p; Ap 2 GL(n   1;Zp);
Cp 2 (pfZp)
n 1 ; dp 2 Zp

 GL(n;Anite)
Then for any g 2 GL(n;AQ),
g = idiag()  i1(g1)  knite
for some  2 GL(n;Q), g1 2 GL(n;R), knite 2 K0(pf).
Deﬁnition 3.11.
adelic(g) := e idelic(knite)  (jg1)(In)
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Do adelic automorphic forms exist?
GL(1) yes, because Dirichlet characters exist
GL(2) yes, because moderate forms exist
GL(3) Miller showed inﬁnitely many automorphic forms exist for GL(3;AQ) (K1-invariant,
with level 1)
GL(n) Lapid-Müller got asymptotic for number of classical forms (K-inv, level N), for n  2
G Lindenstrauss-Venkatesh (K-invariant)
3.7 Cusp forms for GL(n;AQ)





then a0 = 0, and it is equivalent to say
R 1
0 f(z + u)du = 0. But for the general level N > 1,
and character , requires more complicated deﬁnition.
cusps = f1g [ Q







and f is a cusp form if aa(0) = 0 for all cusps a with a = 0.
Parabolic subgroups













; Ai 2 GL(ni); for i = 1;:::;r
is called a standard parabolic subgroup.













; Ai 2 GL(ni); for i = 1;:::;r; n = n1 +  + nr
is called a standard Levi subgroup.













; Il = l  l identity matrix n1 + n2 +  + nr = n:Automorphic representations for GL(n; A) 22
Deﬁnition 3.15 (Adelic automorphic cusp forms). An adelic automorphic form
 : GL(n;Q)nGL(n;AQ) ! C
withcentralcharacter! : QnA
Q ! C (i.e., (zg) = !(z)(g); 8z 2 Z(GL(n;AQ)); g 2
GL(n;AQ)) is called a cusp form for every unipotent radical U(AQ) of GL(n;AQ) we have
Z
U(Q)nU(AQ)
(ug)du  0 (3.5)




Let ! : QnA
C ! C be a character, i.e.,
 !(ab) = !(a)!(b)
 !(b) = !(b); 8b 2 A
Q;  2 Q.
We studied the space A! (G(n;AQ)) of all adelic automorphic forms
 : GL(n;Q)nGL(n;AQ) ! C
with central character ! satisfying the followings:
(1) Modularity condition: (g) = (g);  2 GL(n;Q); g 2 GL(n;AQ)






; g 2 GL(n;AQ).













(4)  is Z (Ug)-ﬁnite
() fD(g)j D 2 Z(Ug)g is ﬁnite dimensional
(5)  has moderate growth.
4.2 Deﬁnition for adelic automorphic representations
Rough Deﬁnition An adelic automorphic representations with central character ! is a vector
space V  A! (GL(n;AQ)) with three actions: nite, K1, g.
(1) Action of ﬁnite adeles by right translation:
Let anite = (In;a2;:::;ap;:::) with ap 2 GL(n;Qp) and ap 2 GL(n;Zp) for almost
all p. For any  2 V , deﬁne
nite(anite):(g) := (g  anite)Automorphic representations for GL(n; A) 23
(2) Action by K1 by right translation:
Let k = (k1;In;:::;In;:::) 2 K1 with k1 2 O(n;R). For any  2 V deﬁne
K1(k):(g) := (g  k)
(3) Action by differential operators:






Z(U(g)) = center of the algebra spanned by all such D
= generated by the Casimir differential operators
For any D 2 U(g)(?) deﬁne
g(D):(g) = D(g):
Remark. (1) nite commutes with K1, i.e.,
nite  K1 = K1  nite
(2) g  nite = nite  g
(3) K1 does not commute with g.
Lemma 4.1. For any  2 g = gl(n;C) and k = (k1;In;:::) 2 K1, k1 2 O(n;R)
g(D)  K1(k) = K1(k)  g(Dk 1k)
Proof. Let  2 V; g 2 GL(n;AQ)


























Deﬁnition 4.2 ((g;K1)-module, Harish-Chandra). Let g = gl(n;C) and
K1 = fk1;In;:::;In;:::)jk1 2 O(n;R)g. Then a (g;K1)-module is a vector space V
with 2 actions.
(1) g : U(g) ! End(V )
(2) K1 : K1 ! GL(V ) where for any v 2 V , with K1 is ﬁnite dimensional.
Furthermore, the actions g; K1 satisfy the relation:
g(D):K1(k) = K1(k):g(Dk 1k)






(K1 (exp(t)):v   v)
where  2 k =Lie algebra of K1.Automorphic representations for GL(n; A) 24
Deﬁnition 4.3 ((g;K1)  GL(n;Anite)-modules). Let g = gl(n;C),
K1 = f(k1;In;In;:::) j k1 2 O(n;R)g. Let Anite = f(In;a2;:::;ap;:::)g be the ﬁ-
nite adeles. A (g;K1)  GL(n;Anite) module is a vector space V with three actions:
 g : U(g) ! End(V )
 K1 : K1 ! GL(V )
 nite : Anite ! GL(V )




Notation:  = (g;K1;finite). We call (;V ) a (g;K1)  GL(n;Anite) module.
Deﬁnition4.4(Smooth(g;K1)GL(n;Anite)-module). Let(;V )with = (g;K1;nite)
be a (g;K1)  GL(n;Anite)-module. Then (;V ) is smooth if every v 2 V is ﬁxed by
some open compact subgroup of GL(n;Anite) i.e., there exists H  GL(n;Anite), such
that (h):v = v for any h 2 H.
Exercise: Prove that A!(GL(n;AQ))=space of all adelic automorphic forms with central char-
acter ! is a smooth (g;K1)  GL(n;Anite)-module.
Intertwining Maps Let (;V ); (0;V 0) be representations of G. An intertwining map is a
linear map L : V ! V 0 such that
L((g):v) = 0(g):L(v)
for any g 2 G and v 2 V . If L = isomorphic (bijective map) then we say (;V )  = (0;V 0).
Subquotient of a (g;K1)GL(n;Anite)-module Let (;V ) with  = (g;K1;nite)
be a (g;K1)  GL(n;Anite)-module. Assume there exist W0  W  V where W;W0 are
both invariant under the action . Then W=W0 (vector space quotient) is again a (g;K1) 
GL(n;Anite)-module.
Let w + W0 2 W=W0 for w 2 W. Just deﬁne,
g(D):(w + W0) := g(D):w + W0
K1(k):(w + W0) := K1(k):w + W0
nite(anite):(w + W0) := nite(anite):w + W0
Deﬁnition 4.5 (Adelic automorphic representation of GL(n;AQ)). An adelic automorphic
representation with central character ! is a (g;K1)  GL(n;Anite)-module, whose vector
space is a subquotient of the space of adelic automorphic forms A! (GL(n;AQ)).
Lecture 8
Last time Global Automorphic representations for GL(n;AQ) is a vector space V of adelic













translation of K1 | {z }
(g;K1)
; nite | {z }
action by right
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4.3 Examples of Automorphic representations
(1) A! (GL(n;AQ)) = vector space of all adelic automorphic forms with central character
! : QnA
Q ! C. Not irreducible!
This space decomposes into cuspidal automorphic representations and Eisenstein series.
(2) Let f(z) be a classical automorphic form on the upper half plane Hn. Let fadelic be its
adelic lift, i.e., fadelic 2 A! (GL(n;AQ)) for some central character !.
Studying with the classical automorphic form f, we will construct a vector space Vf 















If f is a newform, then (;Vf) will be irreducible.
For n = 2, let


























What is the Ramanujan automorphic representation (;V)?










:adelic(z) = (pez)adelic lift
So, V willbespanncebyallholomorphicmodularforms(oldforms)ofweights12;14;16;18;20;22;:::.



















If f 2 A! (GL(n;AQ)) i.e., the adelic automorphic form with the central character !. Then




Deﬁnition 4.6. An automorphic representation is cuspidal if its space V is a subquotient of
the space of all adelic cusp forms.Automorphic representations for GL(n; A) 26
4.5 Fourier expansion of adelic automorphic cusp forms







Theorem 4.7(Piatetski-Shapiro, Shalika independently). Let  be an adelic automorphic cusp





















and   is the additive character.





For ap 2 Qp, then
ap =  lp l +  l+1p l+1 +  +  1p 1 + 0 + 1p + 2p2 + 
and
fapg :=  lp l +  +  1p 1:



















Un (AQ) (super diagonal).
Deﬁnition 4.8.
 (u) = Exp(u1)  Exp(u2)Exp(un 1)
Lemma 4.9.
 (u  u0) =  (u)   (u0)
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Whittaker function W is called a (global) Whittaker function. It is characterized by the
following properties.
(1) W(u  g) =  (u)W(g); 8u 2 Un(A); g 2 GL(n;A)
(2) W(g) is smooth and of moderate growth.
(3) fDW(g)jD 2 Z (U(g))g is ﬁnite dimensional.
(4) fW (gk)jk 2 Kg is ﬁnite dimensional.
4.6 Whittaker Model
If you have two isomorphic representations
(;V )  =
 
0;V 0
then we say V 0 is a model for V
() isomorphism L : V ! V 0
intertwining, i.e., L((g):v) = 0(g):L(v).
Let (;V ) be an adelic automorphic representation of GL(n;AQ), and
V = ff : GL(n;Q)nGL(n;AQ) ! Cg. Let
L : V ,! W = Whittaker space
= space of all Whittaker functions
with




L : V ! spanned by all linear combinations of Wf(g) with f 2 V =: WV , then
(;V )  = (;WV )
and WV is called a Whittaker model for (;V ).
Lecture 9: 2010-2-16
4.7 L-functions associated to an irreducible adelic cuspidal automorphic repre-
sentations (;V ) of GL(n;AQ)








and has holomorphic continuation in s 2 C and satisﬁes a functional equation
G(s)L(s) = e G(1   s)e L(1   s)
for G(s) is the product of Gamma functions, is of the above type: associated to an irreducible
adelic automorphic representations (;V ) of GL(n;AQ)
L-functions discovered:Automorphic representations for GL(n; A) 28
 (s)
 L(s;), Dirichlet
 L(s; ), Hecke of number ﬁelds
 L(s;A), Hasse-Weil L-function associated to an algebraic variety A. (NOT proved)
 Artin L-functions, etc (NOT proved)





































































There are several ways to deﬁned an L-function. We can use the method used in (Auto-
morphic ..., by Goldfeld), Rankin-Selberg method, or using representations.
History
(1) K. Hey in 1929 and Eichler in 1938, deﬁned zeta function on GL(n)
(2) In 1950, Tate-Iwasawa constructed all L-functions for GL(1)
(3) In 1958, Godement suggested a generalization of Tate-Iwasawa to GL(n)
(4) In 1963, Tamagaa worked out Godement suggestion for abelian ... found Euler product
(5) In 1972, Godement-Jacquet use matrix coefﬁcients of automorphic representations.
Deﬁnition 4.10. Let R = ring. Let n  1.
M(n;R) := ring of n  n matrices with coefﬁcients in R:
Deﬁnition 4.11 (Schwartz-Bruhat function on M(n;AQ)).
 : M(n;AQ) ! C
which is a ﬁnite sum of products Y
v1
v(mv)
where m = (m1;m2;:::;mp;:::) 2 AQ which satisﬁes the followingsAutomorphic representations for GL(n; A) 29

















1(m1) is smooth in all the variables m
i;j
1.
 p(mp) is locally constant, compactly supported
 p(mp) is the characteristic function of M(n;Zp) for almost all p
Deﬁnition 4.12 (Global matrix coefﬁcients for (;V )). Let f1;f2 2 V . A matrix coefﬁcient
associated to f1;f2,






for any g 2 GL(n;AQ).
Remark. (i) Since (;V ) is irreducible, then all matrix coefﬁcients for any f1;f2 2 V are
the same up to a constant factor. (Not completely trivial to prove).
(ii) For g = In, then !(In) =Pettersson inner product.
Deﬁnition 4.13 (L-function associated to (;V )). Let  : M(n;AQ) ! C be a Schwartz-






2 dg = L(s;)  G(;s):
Theorem 4.14 (Godement-Jacquet). The zeta function Z(s;;!) has holomorphic continua-
tion to all s 2 C and satisﬁes a functional equation
Z(s;;!) = Z(1   s; b ;  !)
where b  = Fourier transform of  and  !(g) := !(g 1).




















Z (s;v;!v) ) Euler productAutomorphic representations for GL(n; A) 30
5 Local Theory: Representations of GL(n;Qp)
5.1 Representations for GL(n;Qp)
Let r  0 and
Kr := fk 2 GL(n;Zp)j k   In 2 prM(n;Zp)g:
(open compact nbhd for In?)
Deﬁnition 5.1. Let  : GL(n;Qp) ! GL(V ) be a representation for V = 1-dimensional
vector space. We say (;V ) is smooth if the map g 7! (g):v for g 2 GL(n;Qp) and v 2 V
is locally constant.
Deﬁnition 5.2. (;V ) is admissible if
V Kr = fv 2 V j (k):v = v; k 2 Krg
is ﬁnite dimensional for any Kr with r  0.
We want to classify smooth, admissible and irreducible representation of GL(n;Qp).
Lemma5.3(Dixmier-Schur). Let(;V )beasmoothandirreduciblerepresentationofGL(n;Qp).
Let T : V ! V be a linear map, satisfying
T ((g):v) = (g):T(v)
for any g 2 GL(n;Qp), v 2 V (Intertwining map). Then there exists c 2 C such that Tv = cv
for any v 2 V .
Proof. Fix v 2 V . Claim the vector space is spanned by
f(g):v j g 2 GL(n;Qp)g
is countable.
For ﬁxed g 2 GL(n;Qp) the space
f(gk):v jk 2 GL(n;Zp)g
is ﬁnite because  is smooth so there exists Kr for some r  0 such that (gk):v = (g):v for
any k 2 Kr. Also by the Iwasawa decomposition, Q
p nGL(n;Qp)=GL(n;Zp) is countable.
So this claim is proved.
Claim 2: Let c 2 C, I:v = v, identity transform. Then (T   cI): = :(T   cI) (com-
muting operators).
Assume that T   cI 6= 0, for all c 2 C then (T   cI)
 1 : V ! V exists and is a bijective
linear map. for any ﬁxed v 2 V ,
V := Spanf(g):v j g 2 GL(n;Qp)g
by irreducibility. Fix v 2 V , consider
n
(T   cI)
 1 :v j c 2 C
o
= unconutable set of vectors  V:
Then there exists a linear relation
r X
i=1
ai (T   ciI)
 1 :v = 0; for some ai;ci 2 C: (5.1)Automorphic representations for GL(n; A) 31




























bi T    T | {z }
i-times
Multiplying (5.1) on the left by T    T | {z }
l-times
then
) Q(T) = 0
But we can factor Q(X) = 
Qd
i=1 (X   i) then (T   i)
 1 does not exist for some i.
Contradiction. So the assumption T   cI 6= 0 for any c 2 C is false.
Lecture 10: 2010-2-18
Reference notes: Prasad, Raghuram, [Representation theory of GL(n) over non-archimidean
local ﬁelds] in cauchy.math.okstate.edu/araghur
Last time  : GL(n;Qp) ! GL(V ) for some complex vector space V .  is smooth )
g 7! (g):v is locally constatn for any ﬁxed v 2 V .
Dixmier-Schur Lemma: If T : V ! V , T(g):v = (g):Tv and (;V ) is irreducible then T
acts by scalars. i.e., Tv = cv for some c 2 C and all v 2 V .
Corollary 5.4. Let (;V ) be a smooth irreducible representation of GL(n;Qp). The there
exists a character ! : Q
p ! C such that
 (aIn):v = !(a)v
for any a 2 Q
p , v 2 V and In = n  n identity matrix and aIn 2 Z (GL(n;Qp)). The
character ! is called the central character associated to .
Proof. Let z 2 Z (GL(n;Qp)) ) (zg) = (z)(g) = (g)(z), for any g 2 GL(n;Qp).
For every ﬁxed z 2 Z (GL(n;Qp)) it is clear that (z) is an intertwining operator. So
(z) : V ! V and it commutes with everything else in GL(n;Qp). So by Dixmier-Schur’s
lemma, (z) acts by a scalar !(z) for each z 2 Z (GL(n;Qp)). Since  is smooth and has
multiplicative, ! is a character.
Let (;V ) be an irreducible smooth representation of GL(n;Qp). Then there are two
important cases.
(1) dim(V ) < 1: It is not so interesting. Because we will prove that dim(V ) = 1 and every
representation is a character.
(2) dim(V ) = 1Automorphic representations for GL(n; A) 32
Proposition 5.5. Let (;V ) be an irreducible and smooth representation of GL(n;Qp). If
dimV < 1 then dimV = 1 and every representation is a character.
Proof. (for n = 2) Let x 2 Qp. Then since (;V ) is smooth then there exists b 2 Qp such










:v = v. (using
dimV < 1)













(*  (( 1 x



















Similarly, we can show   1 0
y 1

2 Ker(); 8y 2 Qp:





for x;y 2 Qp generate SL(2;Qp).
) SL(2;Qp)  Ker()










) (g1):((g2):v) = (g2):((g1):v); 8g1;g2 2 GL(2;Qp)
) every (g) acts by a scalar and dim(V ) = 1
From now on we will only consider (;V ) with dimV = 1.
5.2 Contragredient representations
Let (;V ) be a smooth irreducible representation of GL(n;Qp). We will now deﬁne another
representation, denoted by (e ; e V ) of GL(n;Qp) called the contragredient representation.
 e V = subspace of b V = fl : V ! C; l = linear mapg, such that for any l 2 e V and for
any ﬁxed v 2 V , l((k):v) = l(v) for any k 2 compact open subset of GL(n;Zp)
depends on v.
 We deﬁne an action e  on e V as follows: for l 2 e V , v 2 V and g 2 GL(n;Qp),





Once we have deﬁned the contragredient representations, we can construct a bilinear pair-
ing h ; i : V  e V ! C as follows:
Deﬁnition 5.6. For any v 2 V and l 2 e V , then
hv;li := l(v):
The pairing h ; i : V  e V ! C is invariant under the action of GL(n;Qp) in the sense
that
h(g):v;e (g):li = hv;li
for any g 2 GL(n;Qp), v 2 V and l 2 e V .
 





Automorphic representations for GL(n; A) 33
Matrix Coefﬁcient for smooth irreducible representations for GL(n;Qp) Fix v 2 V and
e v 2 e V . Then the map
g 7! h(g):v;e vi; 8g 2 GL(n;Qp)
is called a matrix coefﬁcient.
Fix a smooth inﬁnite dimensional irreducible representation (;V ) of GL(n;Qp) with
contragredient (e ; e V ). Let h ; i : V  e V ! C be the canonical invariant bilinear pairing.







for  =locally constant compactly supported function  : GL(n;Qp) ! C. Deﬁne
L(s) := greatest common division or all
fZ(s;)j locally constant compactly supportedg
(Godement-Jacquet)
Question:
(1) How to prove the integral Z(s;) converges? Need to growth of matrix coefﬁcients.
(2) Can we classify smooth irreducible representation of GL(n;Qp)? ) There will be only
ﬁnitely many possibilities.
(3) h ; iglobal =
Q
v h ; iv
For GL(2;Qp) we will only the following types of L(s):
 (1   pp s)
 1 (1   pp s)
 1
 (1   pp s)
 1 () supercuspidal representations
and p;p are called Langlands parameters. For GL(3;Qp), we have
 (1   pp s)
 1 (1   pp s)
 1 (1   pp s)
 1
 (1   pp s)
 1 (1   pp s)
 1
 (1   pp s)
 1
Lecture 11: 2010-2-23
Let (;V ) be a representation of GL(n;Qp). We have the dual space
V  = f` : V ! Cj` = linear mapg:
Then (e ; e V ) is the contragredient where e V  V  with the action




; 8` 2 e V ; v 2 V
and ` is smooth,
e (k):` = `
for some compact subgroup K, k 2 K.
We want to construct (e ; e V ) in an explicitly way if (;V ) is irreducible.Automorphic representations for GL(n; A) 34
Theorem 5.8. Let (1;V1) and (2;V2) be two smooth and irreducible representations for
GL(n;Qp). Assume there exists a (bilinear and nontrivial) pairing
h; i : V1  V2 ! C
satisfying
h1(g):v1;2(g):v2i = hv1;v2i
for all g 2 GL(n;Qp), v1 2 V1 and v2 2 V2. (invariant pairing) Then





Remark.  If we can construct such a pairing, we can construct the contragredient.
 If V1 = V2 and h; i is Hermitian and positive deﬁnite then we say that (1;V1) is unitary.





and in the global case, the complex conjugate gives the contragredient. It is Hermitian and
positive deﬁnite, so global representation should be unitary. By tensor product theory, global
representations factor into local representations, so local representations (from the global rep-
resentations) should be unitary.
Proof.
Lemma 5.9. The contragredient of a smooth irreducible representations of GL(n;Qp) is
again a smooth irreducible representation of GL(n;Qp).
(will prove shortly)
Fix v2 2 V2. Associated to v2 we can construct a linear map
Lv2 : v1 7! hv1;v2i =: Lv2(v1)
for any v1 2 V1. Want to prove
(f 1;f V1)  = (2;V2)
() there exists an isomorphism (intertwinning map) T : V2 ! f V1 satisfying
T (2(g):v2) = f 1(g):T (v2) (5.2)
for any g 2 GL(n;Qp) and v2 2 V2. For any v2 2 V2, deﬁne
T(v2) := Lv2 = fv1 7! hv1;v2ig:
We check that (5.2) holds

















e ; e V

is not irreducible, then there exists f W  e V with f W 6= f0g; e V where f W





 `(v) = 0; 8` 2 f W
o
It is enough to prove that W 6= f0g or V . This gives a contradiction. Exercise: complete
proof.
5.3 Generic Representation of GL(n;Qp)
Example of representation of GL(n;Qp) Let f(g) be an automorphic adelic cusp form for
GL(n;AQ) with central character !. Then f satisﬁes
 f(g) = f(g); 8 = (;;:::);  2 GL(n;Q); g 2 GL(n;AQ)
















cif(ghi); ci 2 C; hi 2 GL(n;Qp)
)
Then (;Vf) is a representation of GL(n;Qp) with the action





F(ug)Exp( u)du = First Fourier coeff. of F
= Whittaker function
W(ug) = Exp(u)  W(g)
and (u):W = Exp(u)W for any u 2 Un(A). Then
(;Vf)  = (;Wf)
is a Whittaker model for (;Vf) where Wf is a space of Whittaker functions.
Deﬁnition 5.10. A representation (;V ) of GL(n;Qp) is said to be generic if it has a Whit-
taker model i.e.,
(;V )  = (;W)
where W is a space with the property that (u):W = expp(u)W; 8u 2 Un(Qp); W 2 W.
Remark. Not every representation of GL(n;Qp) is generic.
Theorem 5.11 (Gelfand-Kazhdan 1974, Multiplicity One Theorem). Let (;V ) be a smooth
irreduciblerepresentationofGL(n;Qp). Theneither(;V )isnotgenericor(;V )isgeneric
and there is at most one space of Whittaker functions.
The contragredient of a generic representation of GL(n;Qp) is again generic.Automorphic representations for GL(n; A) 36
Gelfand-Kazhdanshowthatif(;V )isasmoothandirreduciblerepresentationofGL(n;Qp)
then for the contragredient (e ; e V ) we may take V = e V and the action e (g) = (tg 1).
Deﬁnition5.12(RamiﬁedandUnramiﬁed). Asmoothandirreduciblerepresentation(;V )of
GL(n;Qp) is unramiﬁed if there exists v0 2 V such that (k):v0 = v0 for all k 2 GL(n;Zp).
If there is no such v0 2 V then we say (;V ) is ramiﬁed.
Motivation: If we have an adelic automorphic form f(g) and f(gk) = f(g) for any k 2 K.
Lecture 12: 2009-2-25
Let (1;V1) and (2;V2) are smooth and irreducible representations of GL(n;Qp). If there
exists a invariant pairing h; i : V1  V2 ! C where invariant means
h1(g):v1;2(g):v2i = hv1;v2i
for any g 2 GL(n;Qp), v1 2 V1 and v2 2 V2.
) (2;V2) = contragredient of (1;V1)
5.4 Example of a principal series representations of GL(2;Qp)
where we will explicitly construct the contragredient by explicitly creating a suitable pairing.
Fix two characters 1; 2 : Q
p ! C.
1(x) = !1(x)  jxjs1
p ; 2(x) = !2(x)jxjs2
p
where !1; !2 : Q
p ! C and s1;s2 2 C with j!1(x)j = j!2(x)j = 1 for any x 2 Q
p and
!1(p) = !2(p) = 1.






























Deﬁnition 5.14 (The principal series representation associated to 1;2). The principal series
representation associated to 1; 2 is deﬁned to be (;B(1;2)) where
 : GL(2;Qp) ! GL(B(1;2))
is the action by right translation, i.e., (h):f(g) := f(gh) for any g;h 2 GL(2;Qp) and
f 2 B(1;2).
Remark. If (;B(1;2)) is not irreducible then one can prove that it decomposes into two
pieces and one of them is called the special representation.
Our aim today is to construct explicitly the contragredient representations of a principal
series representations (assuming the principal series representation is irreducible).
Theorem 5.15.

e ; ^ B(1;2)

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for all g 2 GL(2;Qp).
Let f : GL(2;Qp) ! C be smooth. By Iwasawa decomposition g = ( a1 x
















f (( a1 x
a2 )k)dkdxda1da2
if it is convergent. (Haar measure)




































for any b1;b2 2 Q
p , u 2 Qp and g 2 GL(2;Qp). Further any locally constant function




























































f(g) for all b1;b2 2 Q

















a2 )( 1 x
1)k)dxda1da2
for all k 2 GL(2;Zp).
) 0(k) = f(k)
) 0(g) = f(g); 8g 2 GL(2;Qp)Automorphic representations for GL(n; A) 38

























for any g 2 GL(2;Qp).



















































is an invariant pairing.
Proof. Since f(g) e f(g) for any g 2 GL(2;Qp) satisﬁes (5.3), corollary implies this theorem.
5.5 Principal series for GL(n;Qp)
For i = 1;:::;n, let i : Q
p ! C be a character and i(x) = !i(x)jxjsi
p where j!i(x)j = 1,




> > > <
> > > :



















> > > =
> > > ;
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Lecture 13: 2010-3-2
5.6 Parabolic induction: general
Restricted and induced representations Let (;V ) be a representation of G i.e.,  : G !




where H : H ! GL(V ) is deﬁned by
H(h):v := (h):v; 8h 2 H; v 2 V
and (H;V ) is called the restricted representation.
Question: Starting with a representation (;W) where  : H ! GL(W) and H  G can we
construct an induced representation
G := IndG
H(); G : G ! GL(V )
for some other space V ?
Deﬁnition 5.19. Let
WG := V :=







to be the representation G : G ! GL(WG) with the action by
G(g0):f(g) := f(gg0)
for all g0 2 G; f 2 WG. Then (G;WG) is called the induced representation. Then




V;WG  = HomH (VH;W)
5.7 Parabolic induction for GL(n;Qp)




> > > <













jAi 2 GL(ki); i = 1;:::;r
9
> > > =



































and we have the Langlands Decomposition:
Pk = Mk  Uk:
It is easy to construct representations on Mk. We want to induce these representations up
to GL(n;Qp). (The simplest case is k1 =  = kr = 1 then each representation are one-
dimensional(i.e., characters). ) In the literature it is more common to induce from Pk. We
need to introduce natural projection.
Natural projection



























Let  : Mk ! GL(V ) be a representation of GL(n;Qp).
Trivial Extension
TE : Pk ! GL(V )
where TE() = (pr()) for  2 Pk.









u 2 Uk; m 2 Mk






























induction. Otherwise, normalized induction. Then




where the action is deﬁned by right translation
GL(n;Qp) = Ind
GL(n;Qp)
Mk(Qp) ():Automorphic representations for GL(n; A) 41
























Let i : Q









u 2 Un(Qp); t 2 Mk(Qp)

= B(1;2;:::;n):
So the induced representation is the principle series V GL(n;Qp) with right action.
If we want the contragredient of B(1;:::;n) := ^ B(1;:::;n), to B( 1
1 ;:::; 1
r ) then
we need to do normalized induction with modular character .
In the 1960’s Mautner showed that even for GL(2;Qp) not every irreducible smooth rep-
resentation is principal series or a subquotient of a principle seires representations. This was
very surprising.
5.8 Supercuspidal representation of GL(n;Qp)
Deﬁnition 5.21. Let (;V ) be a smooth irreducible representation of GL(n;Qp). If 8k =
k1 +  + kr = n and every v 2 V , there exists m 2 Z such that
Z
Uk(pmZp)
(u):v du = 0























Remark. Supercuspidal representation must be inﬁnite dimensional. (otherwise, it is one-
dimensional, then action by character, so
R
Uk(pmZp) (u):v du = constant  v = 0 and this
implies that the space is 0)
Question: Whydosupercuspidalrepresentationexist? Howtoclassifythem? (book: Bushnell-
Kutzko, theory of types)
Supercuspidal representation for GL(2;Qp) (;V ) is a supercuspidal representation of
GL(2;Qp) if 8v 2 V there exists m 2 Z such that
Z
u2pmZp
 (( 1 u
0 1)):v du = 0:
Theorem 5.22. (;V ) is supercuspidal if 8v 2 V , there exists n 2 Z such that
Z
u2p mZp
 (( 1 u
0 1)):v du = 0
for all m  n.Automorphic representations for GL(n; A) 42
Proof. Since(;V )issupercusipdal, thenthereexistsn 2 Zsuchthat
R
u2p nZp  (( 1 u
0 1)):v du =
0: For all m  n, let S = set of representations for p nZp in p mZp. Then
Z
p mZp
 (( 1 u


















 (( 1 u
0 1)):v du = 0
Jacquet found a new deﬁnition of supercuspidal. He introduced what is now called the
Jacquet Module.






 b 2 Qp

Deﬁne
V (N) := Spanf():v   vj 2 N; v 2 V g
and
VN = V /V (N) :
So the Jacquet module is VN with an action.
Theorem 5.24.
v 2 V (N) ()
Z
p nZp
 (( 1 u
0 1)):v du = 0 for some n 2 Z:
So










cij(gij):vi; cij 2 C; gij 2 GL(n;Qp)
Lemma 5.26. Let (;V ) be a ﬁnitely generated smooth representation of GL(n;Qp). Then
(;V ) has an irreducible subquotient. This means that there exists V 0  V where V 0 is
invariant under the action of  and V=V 0 is irreducible.
Proof. Let
f0g = V0  V1  V2    V (5.5)
be a proper ascending series of GL(n;Qp)-invariant subspaces Vi, i = 1;2;3;:::.
Claim: V 0 := [1
i=1Vi is again a proper invariant subspace (maximal). (We are using really
John’s lemma).
Assume that V 0 = V . We want to show this can’t happen.
Let v1;:::;vm be generators of V . If V 0 = V , this implies that each vi 2 Vji in (5.5).
Then there exists M  1 such that v1;:::;vm 2 VM This implies that VM = V , and it is a










Deﬁnition 5.27. Let (;V ) be a smooth representation of GL(2;Qp). Then
V (N) := Spanf():v   v j  2 N; v 2 V g
and
VN := V=V (N):
Interlude: H-module Let (;V ) be a smooth representation of G. We alsom call (;V ) a
smooth G-module. If H  G, then H-submodule.







 t1;t2 2 Q
p

Claim: T acts on VN.
Proof. We must show that V (N) is invariant under the action of T. Let t 2 T, then
(t):(():v   v) = (t):():(t) 1:v0   v0 2 V (N)
where v0 = (t):v (since tt 1 2 N).
Deﬁnition 5.29 (Jacquet Module for GL(2;Qp)). The Jacquet module is the vector space
V=V (N) = VN with an action of the torus T, i.e.,
 : T ! GL(VN)
deﬁned by
(t):(v + V (N)) = (t):v + V (N):
Deﬁnition 5.30 (Supercuspidal). A representation (;V ) of GL(2;Qp) is supercuspidal if
VN = f0g () V = V (N).
Theorem 5.31. Let (;V ) be a smooth inﬁnite dimensional irreducible representation of
GL(2;Qp). Assume that (;V ) is not supercuspidal, then it must be a principle series repre-
sentation or a (sub)quotient of a principle series representation (special representation).
Remark. We’re going to prove this theorem using Jacquet module. in Jacquet-Langlands, they
proved this theorem using Kirillov module. Using Jacquet module, we can easily generalize
this theorem to GL(n;Qp).
Proof. Since we assume that (;V ) is not supercuspidal, then VN 6= f0g. Since (;V ) is
irreducible then it is generated by some v 2 V . Fix v. Since  is smooth, then there exist
compact subgroups Kn = fk 2 GL(2;Zp)jk   I2 2 M2(pnZp)g such that
(k):v = v; 8k 2 Kn
and Kn has a ﬁnite index in K = GL(2;Zp). By Iwasawa decomposition,
GL(2;Qp) = B(Qp)  KAutomorphic representations for GL(n; A) 44
where B = (  
). It follows that V is ﬁnitely generated as a B-module.
Let v1;:::;vm be generators of V as a B-module. Then their images in VN  = V=V (N)
generate VN as a T-module, for T = ( 
).
By lemma 5.26, VN has an irreducible quotient as a T-module. Let (N;VN) with N :
T ! GL(VN) denote the Jacquet module. So there exists V 0  VN such that VN=V 0 is
irreducible and N acts on V 0 by the rule
(t):(v + V 0) = (t):v + V 0
for any v 2 VN; t 2 T. Therefore, for any ﬁxed t 2 T, the linear map
(t) : VN=V 0 ! VN=V 0
is an intertwining map. By Schur-Dixmier lemma, this implies that (t) acts by a scalar.
) (N;VN=V 0) is a one-dimentional representation deﬁned by a character of the torus.
) 91; 2 : Q
p ! C and a linear form











for all t1;t2 2 Q
p , b 2 Qp and v 2 VN=V 0.
Consider
V ! VN ! VN=V 0:










This shows that (N;VN=V 0) can be realized as a principal series representation.
This is the same thing as an element of HomB(VB;W), B = f(  
0 )g, and W is just  = C
regarding as a B-module with action




then we induce up to GL(2;Qp).
i.e., for the ﬁxed v 2 V (generates all V with the action of GL(2;Qp)) and deﬁne a
function of GL(2;Qp) as
fv(g) := ((g):v)
for any g 2 GL(2;Qp). Then
Spanf(h):fv jh 2 GL(2;Qp)g
is isomorphic to the principle series or special representation.Automorphic representations for GL(n; A) 45
5.9 Rough classiﬁcation of smooth irreducible representations of GL(n;Qp)
Theorem 5.32. Fix n  1 and a prime p. Let (;V ) be a smooth irreducible representation
of GL(n;Qp). Then either
 (;V ) is supercuspidal
 there exists  = (1;:::;r); 1 +  + r = n and an irreducible smooth represen-













A; Ai 2 GL(i;Qp):
Bernstein-Zelevinsky found a better way to classify the smooth irreducible representation
of GL(n;Qp).