This paper has presented a structure-based decoding algorithm for hierarchical QAM modulation. By exploiting the structure information on the secondary layer, the proposed decoding algorithm effectively mitigates the ILI for the basic layer in HM reception without decoding the other layers. Numerical results from simulations and a real-world digital radio broadcasting system are provided to illustrate the efficacy of the proposed technique. Abstract-In cognitive radio networks (CRNs) with multiple channels, various channel-assembling (ChA) strategies may be applied to secondary users (SUs), resulting in different achieved capacity. However, there is no previous work on determining the capacity upper bound (UB) of ChA for SUs under given system configurations. In this paper, we derive the maximum capacity for CRNs with ChA through Markov chain modeling, considering that primary user (PU) activities are relatively static, compared with SU services. We first deduce a closed-form expression for the maximum capacity in a dynamic ChA strategy and then demonstrate that no other ChA strategy can provide higher capacity than that achieved by this dynamic strategy. E. Song (Corresponding author) is with the
I. INTRODUCTION
Spectrum access schemes in cognitive radio networks (CRNs) [1] can be classified into two categories. The first category is without channel assembling (ChA), i.e., secondary users (SUs) treat each channel as an individual channel [2] , [3] . The other category is to assemble several channels together as one channel to support SU services with a higher data rate, and this type of ChA strategy has been proposed in many MAC protocols, e.g., [4] - [6] . To further improve system performance, ChA can be integrated with spectrum adaptation (SPA). The meaning of SPA is twofold [7] . First, it supports spectrum handover. Second, ongoing SU services can adaptively adjust the number of assembled channels according to the availability of channels and other SU activities. Without SPA, the number of assembled channels for an ongoing SU service cannot be changed once it is started.
Although various strategies with ChA have been designed and evaluated by mathematical modeling [7] - [9] , how much benefit in terms of capacity 1 a CRN can achieve at most with ChA is still unknown. In this paper, we derive a closed-form expression for the theoretical capacity upper bound (UB) of a secondary network with ChA in the quasistationary regime (QSR). In the QSR, primary users (PUs) sporadically appear, and PU services are long lasting compared with SU services. The motivation to study the capacity UB in the QSR is that the requirement of relatively static PU activities has been identified as one of the prerequisites that lead to the successful deployment of CRNs [10] . Correspondingly, a number of existing MAC protocols [4] , [11] have been designed under this prerequisite. To prove the theoretical UB in the QSR, the capacity UB of a ChA strategy with SPA is first derived, and it is thereafter demonstrated that the capacity of any other strategies will not be higher than this UB in the same regime. Continuous-time Markov chain (CTMC) models are utilized for UB derivation. Note that the derived UB is attainable, meaning that the UB is indeed the maximum capacity for certain strategies. As a result of the mathematical proof, the conditions that a strategy should meet to achieve such maximum capacity are obtained.
The rest of this paper is organized as follows: In Section II, the system model is described. In Section III, a ChA strategy with SPA is proposed, and its maximum capacity is calculated in the QSR. The fact that the capacity of a general strategy cannot exceed the derived maximum capacity in Section III is demonstrated in Section IV, followed by numerical results and further discussions in Section V. Finally, we conclude this paper in Section VI.
II. SYSTEM MODEL
Consider two types of radios, i.e., PUs and SUs, operating in the same spectrum with M ∈ N + nonoverlapping channels for PUs, where N + denotes a set of positive natural numbers. The channels can be utilized by SUs only if they are not occupied by PUs. PUs are not aware of the existence of SUs and can access the spectrum at any time. When any PU arrives, SUs must release their occupied channels immediately. Each PU occupies only one channel. However, SUs may assemble multiple channels.
Consider an infrastructure-based CRN, which is composed of a base station, user equipment, and spectrum sensors. The base station is responsible for implementing ChA, SPA, and coordinating sensors for spectrum sensing 2 [12] . It is assumed that spectrum sensing is performed frequently enough to detect PU activities promptly with 1 Capacity in this context is defined as the average number of service completions per time unit, which is different from the Shannon capacity. 2 Depending on system design, an extra control channel may be required to share control information and exchange sensing results. This possible control channel is not considered to be one of these M channels used for data traffic. sufficient accuracy. In other words, perfect sensing is achieved from the SU services' perspective. Assume further that the sensing and SPA latency is much shorter than the interval between two consecutive service events so that service arrival or departure will not happen within the sensing and SPA duration.
As pointed out in [7] , only elastic services can obtain an increased service rate by employing ChA. Therefore, in this paper, we consider the elastic traffic type only. Denote by W and V the minimum number and the maximum number of assembled channels to support a single SU service, respectively, where 1 ≤ W ≤ V ≤ M , and W , V ∈ N + . In this expression, W ≥ 1 means that a service needs at least one channel, and V ≤ M means that at most M channels can be assembled by one SU service. The values of W and V reflect the range of the number of channels that can be utilized by an SU service with ChA. In what follows, by selecting a proper strategy and tuning in W and V , we will derive the highest possible capacity for a secondary network in the QSR when ChA is enabled. Since our focus is to study the influence of ChA on capacity, other aspects that can also influence the capacity limit, e.g., queuing and admission control, are beyond the scope of this paper.
III. STRATEGY DESCRIPTIONS AND ITS CONTINOUS-TIME MARKOV CHAIN MODEL ANALYSIS
In general, there are two types of ChA strategies, i.e., dynamic or static [7] , [9] . The characteristic of a dynamic strategy is that the number of assembled channels for ongoing SU services can be adjusted. However, in a static strategy, the number of assembled channels cannot be changed any longer once a service is started. In what follows, we propose a dynamic strategy, which is different from the dynamic strategy proposed in [7] and [9] , to derive the theoretical capacity UB of CRNs with ChA.
A. Strategy With Full Adaptation and Full Channel Sharing
A dynamic strategy, which is referred to as full adaptation and full sharing strategy (FAFS), is proposed here. The strategy has the following features: all ongoing SU services will always utilize as many channels as possible, and they will always equally 3 share the available channels. Once channels become idle due to PU or SU service completion or SU service forced termination, the remaining ongoing SU services will equally share these channels. When a new SU service arrives, it will be allowed to commence if the number of assembled channels per SU service is not fewer than W after accepting the new arrival. Accordingly, when a PU service arrives, ongoing SU services will continue their services but reduce the number of the occupied channels as long as at least W channels are kept for each ongoing SU service after the PU service arrives. However, one ongoing SU service will be forced to terminate if and only if the average number of assembled channels is fewer than W for ongoing SU services after the PU appearance. Obviously, both ChA and SPA are required to support such a strategy.
In the following, we develop CTMCs to model this strategy by assuming that the arrivals of both SU and PU services follow the Poisson process with rates λ S and λ P , respectively. Correspondingly, the service times are exponentially distributed with service rates μ S and μ P in one channel. Assume further that all channels are homogeneous with the same data rate. Therefore, the service rate of an SU service with N assembled channels is Nμ S . The unit for service rate is services/time unit. Given concrete values for these parameters, the capacity can be expressed in kilobits per second or megabits per second. For this reason, the unit of capacity is not explicitly expressed in our analysis.
B. Precise CTMC Model for FAFS
Let i be the number of ongoing PU services and j be the number of ongoing SU services. The state in the Markov chain of FAFS can be expressed as (i, j), and the transitions from state (i, j) are shown in Table I . Based on these transitions, global balance equations can be established. Then, the steady-state probability, i.e., π(i, j), can be calculated based on the balance and the normalization equations. Since there is no assumption on the dynamics of PU services in this model, we refer to this model as a precise model.
The capacity of the secondary network based on the precise model ρ p , i.e., the average number of SU service completion per time unit [13] , is given by
The blocking probability of SU services, i.e., P b , is the sum of the probabilities of states that cannot accommodate more SU services and is expressed by
Forced termination represents a preemption of an ongoing SU service due to PU appearance. Then, the forced-termination probability is the fraction of forced terminations over commenced SU services, which is given by
C. CTMC in the QSR for FAFS
In the QSR, PU activities are relatively static compared with SU activities. In other words, the distribution of SU services reaches equilibrium between consecutive PU events. In this case, although forced terminations may still occur, there will be, at most, one upon each arrival of PU service. Since between two consecutive arrivals of PUs an arbitrarily large number of SU arrivals occur, the probability of forced termination approaches zero. Therefore, when there are i PU services, the number of available channels is M − i, and those channels are, in a sense, dedicated to SU services.
Let π(i, j) = π(j|i)π(i) be the state probability of the system. The process of PUs can be represented as an Erlang-B model, with state probability
In the QSR, the number of ongoing SU services with M − i dedicated channels (given i ongoing PU services) can be modeled by a 
of the BDPs in Fig. 1, together with ∀j∈{0,. ..,I} π(j|i) = 1, the state probability is derived as
Note that the sum of the right-hand expressions in the given balance equations is the capacity of SUs given i PU services, which is expressed as [1 − π(I|i)]λ S , i.e., the sum of the left-hand expressions in the balance equations. Therefore, the capacity in the QSR, i.e., ρ q , can be expressed as
In what follows, we give two propositions to acquire the capacity UB of the FAFS in the QSR.
D. Capacity UB Calculation
Consider a general BDP with K + 1 states, where the transition rate from the (m − 1)th to the mth state (arrival rate) is λ, and the transition rate from the mth to the (m − 1)th state (service rate) m ∈ {1, . . . , K} is μ m . Define the average service rate of this process, i.e., capacity, by ρ =
K i=1
π i μ i , where π i is the state probability of the ith state.
Proposition 1: With a fixed Markov chain length and arrival rate, the average service rate of the BDP, i.e., ρ , will monotonically increase if μ i increases ∀ i ∈ {1, . . . , K}.
The proof is deferred to Appendix A. Proposition 1 tells us that with fixed chain length K + 1 and arrival rate, ρ is maximized if the service rate for each state is maximized. Applying this proposition to the model described in Section III-C, with fixed I, ρ will increase when C decreases, and it will reach its maximum value when C is minimized, i.e., V = M . Note that V = M indicates that an SU system can utilize all available channels with just one ongoing SU service.
Proposition 2: The average service rate of the BDP will increase if one state (denoted as state K + 1) is added after the last state (denoted as state K), and the service rate that corresponds to the newly added state, i.e., μ K+1 , satisfies
The proof is deferred to Appendix B. This proposition tells us that higher ρ can be possibly achieved if the Markov chain becomes longer with the service rate of the newly added state not lower than any of the previous service rates in the chain. Applying this proposition to the model described in Section III-C, it indicates that higher ρ can be possibly achieved if I is larger, i.e., W is smaller. Therefore, with fixed C, the maximum average service rate is achieved when W = 1.
From Proposition 2, we can also conclude that blocking new arrivals of SU services to guarantee minimum bandwidth to protect ongoing SU service cannot provide any benefit in terms of maximizing capacity since the number of ongoing SU services in the system will be lower, i.e., the chain length is reduced.
Considering the results from both propositions, we ascertain that the highest ρ is achieved when W = 1 and V = M for the BDP for any given i. Note that ρ is, indeed, the capacity of SUs given i PU services. Therefore, we can conclude that the maximum capacity of this strategy is achieved when W = 1 and V = M in the QSR.
The given maximum capacity is derived for a specific strategy, i.e., FAFS. In the following section, we will show the relationship of any other strategies to the FAFS and conclude that no other strategy can achieve higher capacity than the given maximum capacity by utilizing ChA.
IV. CAPACITY OF GENERAL STRATEGIES IN THE
QUASISTATIONARY REGIME
For FAFS with W = 1 and V = M , for a given i, the BDP achieves the maximum chain length with M − i + 1 states and the maximum service rate as (M − i)μ S for each state except state zero. For any other strategy, we can transform its states from its own state space, which might be multidimensional, to a single dimension, i.e., finding an equivalent BDP. We can then compare this BDP with the BDP based on the FAFS to check the optimality. By arguing that the chain length and the corresponding service rates in the equivalent BDP of any other strategy cannot be longer than M − i + 1 and higher than (M − i)μ S , ∀i ∈ {0, . . . , M}, we conclude that the maximum capacity based on the FAFS is also the UB for any type of strategy.
Clearly, for any strategy with given M and i, the number of ongoing SU services cannot exceed (M − i)/W , and this number reaches its maximum value as M − i when W = 1. This means that the maximum chain length of the equivalent BDP represented by the number of ongoing SU services in the system cannot exceed M − i + 1 for any strategy. Note that this maximum chain length, i.e., M − i + 1, is achieved by the FAFS when W = 1. Therefore, the chain length of a general strategy cannot be longer than the chain length achieved by the FAFS with W = 1, given the same values of M and i. To finally conclude that (6) gives the capacity UB, we only need to illustrate that the service rates of the equivalent BDP in a general strategy are lower than or equal to the service rate of the BDP in the FAFS.
Denote by (i, φ) a general state of a general strategy, where i is the number of PU services, whereas φ represents the state for SU services, which might be in multiple dimensions. The state probability of (i, φ) can be expressed as π(i, φ) = π(φ|i)π(i), where π(i) is the state probability with i PU services. In the QSR, with i ongoing PU services, π(φ|i) can be calculated by modeling the SU services with M − i dedicated channels.
Consider a state of SU services, i.e., φ, for a general strategy with M − i dedicated channels. Denote by |φ| the number of ongoing SU services at state φ. Let us rearrange the states of SU services according to the number of ongoing SU services, i.e., using an integer pair (r, l) to represent a state φ, where r denotes the number of its ongoing SU services in state φ, and l represents a particular state among all the states that have r SU services. Let L(r) be the number of states that have r SU services. We have l ∈ {1, . . . , L(r)}. Let π (r, l) be the state probability of (r, l). Furthermore, let ζ r (l, l ) be the transition rate from state (r, l) to state (r, l ), 1 ≤ l, l ≤ L(r), l = l , considering that in a general strategy, channel allocation for SU services could happen even without arrivals or departures of PU or SU services. For a general state, e.g., the lth state with r SU services, denote b(r, l) as the total number of channels that all ongoing SU services assemble at state (r, l). Then, the balance equation for the lth state with r services can be expressed as
where P r−1,n,l represents the probability of transition from state (r − 1, n) to state (r, l) upon an SU arrival, whereas P r+1,n,l is the probability of transition from state (r + 1, n) to state (r, l) upon an SU departure. P r−1,n,l and P r+1,n,l represent different ways of access upon an event in a specific strategy. Note that , l) ). If we sum up all these equations of states with r SU services, the following equation is obtained:
Clearly, )ζ r (l , l) . Consequently, we have
where π (r) =
L(r) l=1
π (r, l). Now, (9) has the same format as the balance equation of the rth state in a BDP. Look at the part that corresponds to the service rate for states with r services on the upper half of (9) . Since (
holds. Similarly, the part that represents the service rate on the lower half of the equation, i.e., the part that corresponds to states with r + 1 services, follows the same observation. Obviously, g(r) ≤ M − i. Therefore, for any ChA strategies, their corresponding SU service rates in their equivalent BDPs are lower than or equal to the service rate of the BDP in the FAFS with W = 1 and V = M , i.e., (M − i)μ S . Recall that the chain length will not be longer than that in the FAFS given W = 1 and V = M , i.e., the number of ongoing SU services cannot be larger than M − i. Based on Propositions 1 and 2, we ascertain that for any strategy with any integer W and V values, its capacity in the QSR will not exceed the capacity in (6) for the FAFS when W = 1 and V = M .
Moreover, from (9), we have (
. . , L(r)}. Therefore, if there exists a strategy that fits the following two requirements, the derived capacity UB is also attainable for such a strategy. The first requirement is that the length of the equivalent BDP can reach M − i + 1, ∀i ∈ {0, . . . , M}. The other requirement is that for any i ∈ {0, . . . , M}, each of its states with r services is able to utilize M − i channels, i.e., b(r, l) = M − i ∀l ∈ {1, . . . , L(r)}, and ∀r ∈ {1, . . . , M − i}. Example strategies other than the FAFS are the dynamic strategies with W = 1 and V = M presented in [7] and [9] . Note that only dynamic strategies can meet these requirements, since ongoing SU services must be able to adjust their assembled channels adaptively to always utilize all channels not occupied by PUs. For static strategies, since ongoing SU services cannot adjust the numbers of their channels, the states that have the same number of ongoing SU services may have different aggregated service rates, resulting in a lower overall service rate in the corresponding BDP.
Furthermore, it is worth mentioning that in the given analyses, W ≥ 1 is a prerequisite, i.e., an SU service will utilize at least one channel. More generally, if W < 1 is allowed, meaning that an SU service may be accommodated with a portion of one channel and that the simultaneous ongoing SU services can be larger than M , the capacity UB in the QSR will become larger because the chain length of the corresponding BDP is longer. Still, the capacity UB expression in this case has the same form as (6).
V. NUMERICAL RESULTS AND FURTHER DISCUSSIONS
We illustrate the capacity of various strategies derived based on the precise models and the capacity values in the QSR with given parameters in Fig. 3 . More specifically, we plot the numerical results of typical strategies: FAFS with different W and V , an example static strategy [7] , and the strategy without ChA for comparison. To represent the dynamic feature of PU activities, we introduce a scaler, i.e., f , to reflect the dynamics of PU activities while keeping the offered load constant for both PUs and SUs, as λ P = f , μ P = 0.5f , λ S = 1.5, and μ S = 0.82, given M = 6. The relationship between the capacity values in the QSR and the results from the precise models can be observed as f varies. When f 1, meaning that PUs sporadically appear and PU services are long lasting, the capacity values from the precise models fit the results in the QSR accurately. When f becomes larger, meaning that PUs become dynamic, the capacity values from the precise models deviate more and more from the quasistationary results, due to the fact that increasingly more SU connections are interrupted as PUs become more active. To reflect other parameters that affect capacity, we further illustrate the results of blocking probability and forced-termination probability 4 as a function of f under the same system configurations in Figs. 4 and 5, respectively.
As shown in Fig. 3 , the capacity UB in the QSR, i.e., 1.3658, is achieved by FAFS 1 ≤ N ≤ 6 when f 1, followed by FAFS 1 ≤ N ≤ 3 with a value of 1.3635 in the same regime. Other strategies achieve lower capacity in the QSR. Note that although a formal mathematical proof that the capacity under any strategy increases when the dynamics of PUs is scaled down is not available, the claim is intuitively true, and it is further supported by the given numerical results. Therefore, we conjecture that the UB obtained in the QSR also applies to a general case when PU activities are dynamic.
VI. CONCLUSION
Given the arrival and the service rates of PU and SU services, a closed-form capacity UB of CRNs using ChA with quasistationary PU activities has been developed in this paper through CTMC modeling. Regardless of which kind of assembling strategy is adopted, the capacity in CRNs cannot be higher than the value given by (6) with the following parameter configurations: 1) V = M (a single SU service can assemble all channels), and 2) W is equal to the lowest possible value, i.e., W = 1 for W ∈ N + (the number of channels to accommodate a single SU service is set as low as possible). Furthermore, the UB is attainable if a dynamic strategy is designed, and the two given requirements are satisfied.
APPENDIX A PROOF OF PROPOSITION 1 As discussed in Section III-C, ρ = (1 − π K )λ in the QSR. In the following, we show that π K decreases with increasing μ i , i ∈ {1, . . . , K}.
From the system balance equations, we have 
where
(λ/μ j ). We can solve (10) for π 0 . Note that
It is obvious that (11) is a monotonically decreasing function of μ k . Therefore, the average service rate will increase as μ k monotonically increases.
APPENDIX B PROOF OF PROPOSITION 2 As discussed in Section III-C, ρ = (1 − π K )λ in the QSR. Therefore, we only need to compare probability π K in the process before we add the new state and probabilityπ K+1 in the process after the new state is appended. If the proposition is true, π K ≥π K+1 must be satisfied, or equivalently
Obviously, inequality (12) 
, which can be rewritten as
Hence, inequality (13) holds, and consequently, π K ≥π K+1 holds. duplex 1 relay (FDR) [3] , where the RS receives and forwards signals at the same time on the same frequency. However, there may be strong self-interference that the RS's transmitter imposes on its own receiver.
Self-interference mitigation is critical to implement the FDR. For full-duplex multiple-input-multiple-output (MIMO) relays, three approaches for handling the self-interference-natural isolation, timedomain cancellation, and spatial suppression-were investigated [4] . Natural isolation indicates physical isolation between the RSs transmit and receive antennas. Time-domain cancellation can be categorized into analog precancellation and digital cancellation [5] . For spatial suppression, null-space projection [6] , [7] and minimum eigenmode transmission [8] have been studied with transmit power optimization [9] .
Although most works on the FDR have focused on self-interference cancellation, a multiuser MIMO relaying scenario has additionally been considered [10] - [12] . In [10] , the base station (BS) performs multiuser MIMO transmission to simultaneously serve multiple MIMO FDRs. In [11] and [12] , the BS serves both the mobile stations (MSs) and the FDR through multiuser MIMO transmission, whereas the FDR simultaneously forwards the signals to the MSs out of the BS coverage. Because the signal transmitted by the FDR may induce the multiuser interference to the MSs within the BS coverage, the FDR was designed to handle both the multiuser interference to the MSs and the self-interference to its own receiver. These schemes have taken a centralized approach, in which the BS collects all the channel information, including the channel between the RS's transmit and receive antennas, and calculates its own beamforming vectors and the beamforming vectors for the RS, which should be fed forward to the RS.
In this paper, we propose a distributed FDR that can be applied to multiuser MIMO relaying systems based on the preliminary results in [13] . Each MS and the FDR determine their own beamforming vectors in an iterative and distributed way to maximize individual signalto-interference-plus-noise ratios (SINRs), whereas the BS performs ordinary multiuser transmission. We exploit the channel reciprocity between the uplink and downlink in a time-division duplex (TDD) system [14] .
II. SYSTEM MODEL Let us consider a multiuser MIMO relaying system that comprises a BS, an RS, and multiple MSs, where the uplink and downlink are isolated with the TDD method. The BS is equipped with M antennas, whereas each MS has N antennas. In the downlink, the RS, equipped with L a receive antennas and L b transmit antennas, is assumed to employ a decode-and-forward (DF) protocol and operate in the fullduplex mode. Note that, in the uplink, L a antennas are used for transmission, whereas L b antennas are used for reception. A flat-fading channel is assumed, which is practically realizable using an orthogonal frequency-division multiplexing technique, even in frequencyselective channels. The temporal variation of the channel is assumed to be slow enough such that the channel is approximately constant over several uplink and downlink frames.
We assume that the RS falls under the category of relays that form their own cells, which are called type I RSs in the LTE Advanced context [1] . The type I RS is used to help remote MSs that are located out of the BS coverage. We divide the MSs into two groups, MS-1 and MS-2, according to the reachable range of signals from the BS and the RS. Each MS in MS-1 is located within both the BS and RS
