Deciphering the functional roles of cis-regulatory variants is a critical challenge in genome 16 analysis and interpretation. We hypothesize that altered transcription factor (TF) binding 17 events are a central mechanism by which cis-regulatory variants impact gene expression. 18
Introduction 30
Understanding the functional role of genetic variants in human disease is a fundamental 31 challenge in medical genetics. Whole genome sequencing now enables clinicians to 32 systematically seek variants that contribute to disease phenotypes, but current clinical 33 approaches focus primarily on the ~2% of the genome coding for proteins. Predicting the 34 functional impact of non-coding variants remains a challenge, which limits interpretive 35 capacity. As up to 88% of disease-related variants in genome-wide association studies 36 (GWAS) are located within non-coding regions 1 , there is a recognized need for methods 37 that provide mechanistic insights into cis-regulatory variants. 38
Substantial progress has been made on detecting statistical relationships between common 39 polymorphisms and expression levels. These expression quantitative trait loci (eQTL) 40 studies can highlight regions harboring regulatory roles. Reported eQTLs are enriched for 41 regulatory regions 2, 3 . Partially based on the success of eQTL analysis, regression-based 42 models using SNPs proximal to genes as features have been developed, which show 43 capacity to predict gene expression levels 4, 5 . 44
Such correlative approaches are useful, yet for multiple reasons they lack the resolution to 45 direct researchers to specific causal alterations. First, causal variants are hard to infer in 46 association studies due to linkage disequilibrium (LD) between SNPs 6 . Second, uncommon 47 variants (minor allele frequency, MAF < 0.05) are excluded from most association studies, 48 but rare variants (MAF < 0.01) are often causal for genetic disorders 7, 8 . Third, most 49 approaches defer the annotation of variant function until after the model is constructed, 50 whereas an early focus on variants likely to impact gene regulation would provide more 51 functional insight. 52
Both GWAS and eQTL studies have convincingly highlighted the importance of cis-53 regulatory regions 2, 3 . Advances in genomics and bioinformatics have greatly expanded the 54 identification of functional elements within such regions, with an emphasis on DNA binding 55 transcription factors (TFs) . TFs recognize and bind to short DNA segments, named TF 56 binding sites (TFBSs), in a sequence-specific manner 9 . Machine learning approaches 57 coupled to extensive TF ChIP-seq data have enabled better predictions of TFBSs 10, 11 . 58
Recently, the compilation of altered TF binding events has increased, and models have 59 emerged to predict such events 12, 13 . However, the relationship between altered TF binding 60 events and gene expression levels remains unclear, hindering our understanding of cis-61 regulatory variants 14, 15 . 62
To gain more direct insight into the functional roles of non-coding variants, a key challenge is 63 to determine the relationships between alterations of TF binding events and observed 64 expression levels of a target gene. by 10-fold cross-validation was 0.048, with most models having low predictive power ( Figure  106 2). To focus on predictive models, we applied an R 2 threshold of 0.05 as in , we observed a 112 significant correlation between model performance and the variance of expression levels for 113 the predictable genes (Spearman correlation 0.25, p-value = 4.0×10 -43 ; Supplementary file: 114 Figure S2 ). We performed gene ontology enrichment analysis using GREAT
18
. The top 115 10% predictable genes are enriched in pathways including graft-versus-host disease, 116 allograft rejection and autoimmune thyroid disease, relevant to the roles of B cells (original 117 cell type before transformed to LCL) in the immune system. 118
We next sought to determine if additional information could substantially improve model 119 performance. We assessed whether prior knowledge, such as Hi-C proximity scores and 120 known TF-TF physical interactions, could improve TF2Exp models. We introduced the 121 proximity scores of Hi-C interactions to guide model fitting, so that TF-binding events on 122
highly-interacting regions would be less regularized by LASSO (Materials and methods). We 123 observed that adding Hi-C proximity scores resulted in a slight R 2 improvement of 9.4×10 
TF2Exp models exhibit robust performance in external validation datasets 255
We finally sought to evaluate the models of predictable genes on external datasets. We showing utility for a subset of genes (19.2%), and even within these genes, model 318 performance is modest (R 2 = 0.21). The limited performance is likely attributable to multiple 319 causes. First, the variance of gene expression attributed to common variants is quite low 320 (e.g. 15.3% as estimated by Gamazon et al. 5 ), suggesting that models restricted to DNA 321 sequence features alone only account for a portion of the observed variance in expression 322 levels. Second, TF2Exp models were limited by the availability of ChIP-seq data (78 TFs in 323 
where is the expression levels of gene i across the studied individuals, n is the number of 398 TF binding events associated with gene i , is the alteration of TF binding event k 399 across studied individuals and β k is the effect size of TF binding event k. In equation (1) Model performance was evaluated by 10-fold nested cross-validation, in which internal folds 403 identified the optimal hyper-parameter lambda, and outer layers tested the model 404 performance. Model performance was measured as the square of the correlation between 405 predicted and observed expression levels (R 2 ). The trained models would select a subset of 406 TF binding events as key features of which effect sizes were not zero. When Hi-C proximity 407 scores were used as the prior to select features, the prior (penalty.factor in the glmnet 408 function) was set to "1 -proximity score". 
