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ABSTRACT
Most of the existing studies on voice conversion (VC) are
conducted in acoustically matched conditions between source
and target signal. However, the robustness of VC methods in
presence of mismatch remains unknown. In this paper, we re-
port a comparative analysis of different VC techniques under
mismatched conditions. The extensive experiments with five
different VC techniques on CMU ARCTIC corpus suggest
that performance of VC methods substantially degrades in
noisy conditions. We have found that bilinear frequency
warping with amplitude scaling (BLFWAS) outperforms
other methods in most of the noisy conditions. We fur-
ther explore the suitability of different speech enhancement
techniques for robust conversion. The objective evaluation
results indicate that spectral subtraction and log minimum
mean square error (logMMSE) based speech enhancement
techniques can be used to improve the performance in spe-
cific noisy conditions.
Index Terms— voice conversion, noise robustness,
speech enhancement, BLFWAS.
1. INTRODUCTION
Voice conversion (VC) is a methodology applied to a source
speaker’s speech signal to convert speaker identity. It cre-
ates the perception as if spoken by a specified target speaker
while keeping the linguistic content unchanged. It has a wide
variety of applications in text-to-speech (TTS) customiza-
tion, designing of speaking aids, film dubbing, entertainment.
There are large number of statistical approaches to VC like
linear multivariate regression (LMR) [1], Gaussian mixture
model (GMM) [2] etc. Over the time, the joint density GMM
(JDGMM) [3] based statistical parametric VC became the
de facto standard and popular method. Later, other meth-
ods based on partial least squares (PLS) regression [4] and
noisy channel model [5] have also been proposed. Further-
more, many non-linear spectral mapping techniques based
on artificial neural network (ANN) [6], dynamic kernel PLS
regression [7] and deep neural network (DNN) [8] have been
developed.
The statistical JDGMM based mapping produces con-
verted speech with good conversion score, but suffers from
over-smoothing and over-training effects [9]. This leads to de-
graded quality of speech. On the contrary, dynamic frequency
warping (DFW) based VC provides high quality converted
speech, whereas the similarity to target speaker is low [1]. In
order to generate a trade-off solution, several hybrid methods
such as weighted frequency warping (WFW) [10], DFW with
amplitude scaling [11], bilinear frequency warping with am-
plitude scaling (BLFWAS) [12] have been investigated. The
intrinsic problems of over-smoothing and over-training in
probabilistic JDGMM based VC were overcome by adopting
several techniques like Eigenvoice VC [13], mixture of factor
analyzers (MFA) [14] and exemplar-based sparse representa-
tion [15].
It is found that all these VC approaches provide reason-
able performance with clean speech data. However, to the
best of our knowledge, their effectiveness in noisy conditions
and comparative evaluation have not been studied yet. Mean-
while, some noise robust VC methods that use sparse non-
negative matrix factorization (NMF) [16], affine NMF [17]
and exemplar based [18] approach, were proposed. But, those
methods consider background noise in input source speech
during test. In this paper, we consider the practical scenario
where the source and target for voice conversion are not avail-
able from same environmental condition. In real world de-
ployment of VC technology, it is always not possible to record
target speaker’s speech in sound proof booth with the pres-
ence of very low environmental noise. Whereas, the source
speaker’s voice can be collected in a controlled environment.
The contribution of this work is a detailed analysis of five dif-
ferent popular VC methods in presence of white, babble and
volvo noises, with three different signal-to-noise ratio (SNR)
levels in target speech training data. We further examine the
effectiveness of standard speech enhancement methods as a
post-processing module to reduce the mismatch.
2. MOTIVATION OF THE WORK
One of the important practical concern in voice conversion is
that during training, target speaker’s speech samples (parallel
or non-parallel) may not be available with the same acous-
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Fig. 1: Spectrograms of the same utterance for (a) source, (b)
target, (c) noisy target (0 dB, white) and (d) enhanced noisy
target by spectral subtraction speech enhancement method.
tic condition as source speaker’s voice. Moreover, sometimes
source speaker who is trying to mimic the target speaker by
using voice conversion algorithms, may get target data from
different sources like audio clippings, TV, internet resources,
etc. Naturally, the effects of mismatch due to the variation in
the channel, handset and background noises exist. Most of the
existing studies in this field have considered source and target
speaker’s voice from similar recording environment where the
mismatch is not taken into account. As, for real world appli-
cation of VC, this is very important to know the robustness of
existing methods, we consider evaluating their performance
in presence of noise.
We illustrate the spectrograms of clean source and target
speech along with noisy target speech using white noise in
Fig. 1. The differences in spectrogram are clearly observed
between source and target and it should affect the mapping
function used in VC algorithm. The spectrogram of enhanced
version of the noisy speech by using spectral subtraction is
also illustrated in Fig. 1. It is also not confirmed whether
applying standard speech enhancement techniques will im-
prove the VC performance or not, as they introduce some sort
of speech distortion [19]. Therefore, we further explore the
impact of speech enhancement methods on voice conversion.
Finally, our study is to provide a clear insight into the robust-
ness of different VC methods against noisy conditions. It also
targets to give a solution by employing speech enhancement
methods which can act as a test bench to demand for a new
noise robust VC method in future.
3. VOICE CONVERSION WITH INTEGRATED
SPEECH ENHANCEMENT
Fig. 2 shows the framework for robust voice conversion.
In this framework, we study the effect of speech enhance-
ment techniques. Three standard speech enhancement al-
gorithms namely spectral subtraction [20], iterative Wiener
filtering [21] and logarithmic minimum mean square error
(logMMSE) [22] are incorporated. Among them, the first
one is spectrum based and the rest are statistical approaches
for speech enhancement. Note that all these methods are
applied to all speech signals including training and testing.
During training, speech signals of source and target speakers
are analyzed by using harmonic plus stochastic model (HSM)
[10] or STRAIGHT [23] vocoder. Then, they are parameter-
ized to either LSF or MFCC feature. After that, source and
target features are aligned to develop a mapping function in
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Fig. 2: Block diagram of the evaluation framework.
VC training, which is used in the conversion stage to map
source speaker’s feature space to that of target speaker. Fi-
nally, the converted source features are synthesized using the
mentioned vocoders.
4. VOICE CONVERSION METHODS
4.1. Joint Density GMM (JDGMM)
In this method, after frame alignment, the joint density of
the concatenated source and target feature vectors is mod-
elled by a GMM [3, 10, 24]. During conversion phase, given
the source feature vector, the target vector is predicted us-
ing Gaussian regression with minimum mean square error
(MMSE) criteria [10].
4.2. Weighted Frequency Warping (WFW)
For each acoustic class, while training, the corresponding
piece-wise linear frequency warping function estimation is
described in [10]. In the conversion stage, a warping function
for input source frame is calculated. After that, the input
source frame spectral envelope is warped in frequency. The
final converted spectrum is obtained as the multiplication
between an energy correction filter response and the warped
source spectral envelope. The energy correction filter is used
to correct the overall energy distribution of spectrum and
spectral tilt.
4.3. Dynamic Frequency Warping (DFW)
In this method, spectral mapping follows the frequency warp-
ing based approach with energy correction filter disabled.
Therefore, this method is similar to the previous one except
that no energy correction is applied [1, 10].
4.4. Mixture of Factor Analyzer (MFA)
In this method, speaker independent phonetic vectors and fac-
tor loadings are estimated from non-parallel prior data in off-
line [14]. Although, this method needs some parallel training
data, it is a reliable model due to off-line training and tied na-
ture of the covariance matrix. During VC training, speaker
dependent identity vectors and tied covariance matrix are de-
termined. In the conversion phase, the target feature vector is
calculated using the conversion function given in [14].
4.5. Bilinear Frequency Warping with Amplitude Scaling
(BLFWAS)
This VC method combines bilinear frequency warping (BLFW)
and amplitude scaling (AS) [12]. BLFW is based on a single
parameter to reduce the number of parameters to be estimated
using a small amount of target training data. Therefore, it is
robust against target data scarcity and less prone to over-
fitting. In order to reduce the difference between target and
warped source spectra, amplitude scaling was adopted.
5. DATABASE AND PERFORMANCE EVALUATION
5.1. Speech corpus
For the performance evaluation of different VC techniques,
experiments are conducted on CMU ARCTIC [25] corpus.
The statistical details of the data setup to perform our VC
experiments are described in Table 1. We have digitally added
white, babble and volvo noises from NOISEX-92 [26] corpus
with 0 dB, 10 dB and 20 dB SNR levels to each target training
speech sample using filtering and noise adding tool (FANT)
1
. This open source tool follows ITU recommendations for
noise adding and filtering. The speech and noise sampling
frequency for all the cases are 16 kHz.
For the first three VC methods, the speech files are ana-
lyzed using HSM vocoder at a rate of 128 samples per frame.
LSF feature of order 14 is used for spectral parameterizations.
GMM of model order 8 with covariance matrix type full is
constructed for all these methods. For the last two VC meth-
ods, STRAIGHT analysis/synthesis framework is adopted. It
decomposes the speech signal into F0 and spectral envelope at
5 ms steps. MFCCs of order 24 are employed to represent the
spectral envelope. In MFA VC method, GMM of model order
128 is obtained in off-line using non-parallel prior data from
TIMIT corpus 2. The covariance matrix type considered for
prior GMM and VC training are diag and tied, respectively.
Moreover, a full covariance GMM of order 16 is used for the
last VC. In all the VC systems, F0 is linearly converted us-
ing mean-variance equalization of log F0 of source and target
speaker’s training data.
5.2. Performance metrics
Mel cepstral distortion (MCD) [7, 14] and PESQ [27] are in-
corporated as performance metrics for the objective evalua-
tion of voice converted wavefiles. MCD is used to measure
the spectral mapping performance, while PESQ is meaning-
ful for objective quality assessment [28]. The MCD between
original target and converted mel cepstra is determined as
MCDt(dB) =
10
ln10
√√√√2
24∑
i=1
(
mc
i
t
− mˆc
i
t
)
2 (1)
where, mcit and mˆc
i
t denote the i-th dimension MFCCs of
target and converted features at frame t. The lower the MCD
value is, the better the conversion is. On the other hand, PESQ
metric is recommended by ITU-T for speech quality assess-
ment. It is computed using a linear combination of the av-
erage normal disturbance value dsym and the average asym-
1http://dnt.kr.hsnr.de/
2https://catalog.ldc.upenn.edu/LDC93S1
Table 1: CMU ARCTIC corpus description for VC experiments.
Subset No of speakers No of utt. No of conversion
directions
Total no of
test utt.Male Female
Train 2 2 30 (1–30) 12 (all possible 240 (20 × 12)
Test (BDL, RMS) (CLB, SLT) 20 (51–70) speaker pairs)
metrical disturbance value dasym between the reference and
converted loudness spectra as: PESQ = 4.5− 0.1× dsym−
0.0309× dasym. The detail of disturbance values calculation
are given in [27]. The higher the PESQ value is, the better the
speech quality is.
6. RESULTS AND ANALYSIS
Experimental results on the performance of different VC
methods under mismatched condition by using noisy target
speech are presented in Table 2. Average MCD and PESQ
scores for objective similarity and quality are reported. As
shown in this table, in original (clean) case, MFA VC is su-
perior to other methods. Whereas, in noisy conditions, the
performance of all the methods deteriorates. This could be
due to difficulty in estimating F0s from noisy speech. It is also
clear that whenever the target training data is not clean, all the
mapping functions fail to learn the correspondence between
source and target acoustic features. For white noise with high
SNR levels (10 dB, 20 dB), MFA yields lowest MCD score.
DFW produces lowest MCD in case of white noise with 0
dB SNR level. The BLFWAS VC method performs well for
both babble and volvo noises. The probable reason could be
the fact that both the MFA and BLFWAS methods are more
robust against target data scarcity condition. They are less
affected by over-fitting. Due to over-fitting, the predictive
performance is poorer for the other three methods and it is
further degraded in presence of noise. On the other hand,
we get lower MCD scores in volvo noise than babble and
white noises, as it affects only the lower frequency region
of the target spectrum. DFW provides superior performance
in terms of average PESQ value than other methods in 0 dB
SNR values. JDGMM yields low PESQ value for almost all
the cases due to its over-smoothing mapping procedure and
in presence of noise, naturalness further reduces. MFA yields
better PESQ values for high SNR levels of noise. BLFWAS
outperforms other methods as a whole, both in MCD and
PESQ values. Finally, it is also worthwhile to mention that
MFCC feature is more robust in additive noise as compared
to LSF feature, which is the case for last two VC techniques
of the table.
Voice conversion performances with integrated speech en-
hancement technique are shown in Table 3. For spectral sub-
traction it shows that for all the VC methods, we obtain sim-
ilar or slightly degraded performance in clean case as com-
pared to Table 2. For the case of MCD score, it is observed
from the table that in case of white noise with all the SNR
levels, the performance improves for all VC methods. How-
ever, no significant performance gain is noticed for babble
Table 2: Average MCD and PESQ scores in clean as well as noisy target conditions for five different VC methods.
VC type
Average MCD (dB) Average PESQ
Clean
White Babble Volvo
Clean
White Babble Volvo
0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB
DFW 7.62 8.53 8.19 7.93 8.34 7.96 7.78 7.94 7.81 7.73 0.89 0.73 0.82 0.86 0.69 0.87 0.89 0.76 0.81 0.90
JDGMM 7.36 9.10 8.46 7.89 8.47 7.92 7.59 7.84 7.59 7.44 0.91 0.61 0.77 0.85 0.60 0.79 0.86 0.63 0.75 0.90
WFW 7.60 9.27 8.59 8.04 8.63 8.11 7.80 7.96 7.74 7.66 0.96 0.60 0.76 0.89 0.65 0.85 0.90 0.75 0.85 0.94
MFA 6.84 11.70 8.17 7.35 8.24 7.99 7.63 9.44 8.36 7.56 1.03 0.27 0.70 0.96 0.61 0.92 1.02 0.68 0.91 1.01
BLFWAS 7.07 8.81 8.42 7.73 8.17 7.57 7.17 7.57 7.16 7.07 0.99 0.48 0.47 0.80 0.60 0.88 1.00 0.82 0.97 1.03
Table 3: Average MCD and PESQ scores with spectral subtraction, iterative Wiener filtering and logMMSE speech enhancement method
employed in clean as well as noisy target conditions for five different VC methods.
Speech VC type
Average MCD (dB) Average PESQ
enhancement Clean
White Babble Volvo
Clean
White Babble Volvo
0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB 0 dB 10 dB 20 dB
Spectral DFW 7.71 8.63 7.99 7.90 9.05 8.00 7.77 8.08 7.80 7.71 0.92 0.59 0.84 0.86 0.47 0.84 0.88 0.73 0.89 0.90
subtraction JDGMM 7.39 8.98 7.84 7.62 9.30 7.79 7.51 7.99 7.54 7.43 0.91 0.55 0.88 0.91 0.40 0.83 0.91 0.76 0.91 0.92
WFW 7.65 9.13 8.04 7.89 9.54 8.01 7.72 8.15 7.69 7.65 0.93 0.52 0.89 0.92 0.41 0.86 0.92 0.75 0.92 0.96
MFA 7.10 8.40 7.69 7.34 8.88 8.29 7.77 8.40 7.98 7.36 1.04 0.91 1.00 1.01 0.71 0.95 1.03 0.83 0.95 1.06
BLFWAS 7.26 8.53 7.89 7.46 8.56 7.62 7.33 7.86 7.48 7.26 1.04 0.58 0.90 0.96 0.67 0.93 1.06 0.82 0.96 1.03
Iterative DFW 8.59 9.21 9.08 8.77 9.84 8.78 8.68 8.86 8.66 8.60 0.81 0.76 0.78 0.84 0.54 0.77 0.83 0.71 0.84 0.84
Wiener JDGMM 8.22 9.11 8.79 8.48 9.97 8.59 8.32 8.79 8.40 8.30 0.84 0.81 0.89 0.89 0.55 0.81 0.85 0.85 0.92 0.90
filtering WFW 8.54 9.22 9.00 8.70 10.22 8.86 8.64 8.97 8.69 8.61 0.89 0.82 0.88 0.90 0.54 0.83 0.86 0.74 0.83 0.88
MFA 9.46 11.60 11.07 10.49 10.99 9.99 9.73 10.99 9.68 9.49 0.95 1.02 1.02 0.96 0.70 0.88 0.91 0.63 0.92 0.95
BLFWAS 8.47 9.69 9.32 8.81 10.05 8.81 8.53 9.25 8.68 8.48 0.88 0.93 0.92 0.93 0.69 0.87 0.87 0.68 0.84 0.88
Log DFW 7.79 8.29 7.97 7.89 8.43 7.93 7.79 7.91 7.79 7.79 0.87 0.81 0.86 0.89 0.66 0.83 0.90 0.79 0.86 0.88
MMSE JDGMM 7.49 8.23 7.86 7.59 8.54 7.76 7.50 7.77 7.56 7.49 0.90 0.80 0.89 0.89 0.63 0.82 0.90 0.83 0.92 0.91
WFW 7.73 8.47 8.03 7.81 8.81 7.92 7.71 7.93 7.74 7.75 0.91 0.83 0.90 0.95 0.61 0.87 0.92 0.78 0.90 0.93
MFA 8.82 8.81 8.80 8.78 8.88 8.78 8.78 8.88 8.80 8.80 0.83 0.79 0.82 0.82 0.62 0.76 0.81 0.66 0.75 0.79
BLFWAS 8.76 8.81 8.80 8.78 8.88 8.78 8.77 8.87 8.80 8.81 0.85 0.79 0.82 0.82 0.62 0.76 0.81 0.66 0.75 0.80
and volvo noises, except MFA in 0 dB white and volvo noise.
The table also shows similar kind of pattern for PESQ score
like MCD, except the MFA method. Here, the performance
improvement in PESQ value is more prominent than other
techniques.
Table 3 also presents the average MCD and PESQ val-
ues when iterative Wiener filtering is incorporated as speech
enhancement method. It can be seen from the table that the
performance degrades for clean and all noisy cases and also
for all VC methods. This is probably because it introduces
some processing artifacts and that is why input speech is less
successfully converted. However, in case of PESQ score,
almost all the methods yield performance improvement in
white noise and no significant improvements for the other two
noises except JDGMM in volvo noise. As a whole, JDGMM
provides superior performance as compared to other methods.
Finally, in Table 3, the logMMSE speech enhancement is
applied. Here, no significant performance gain in MCD score
is observed. The only exception is JDGMM in white noise.
The PESQ value increases for all the systems in white noise.
For DFW, WFW and JDGMM methods, PESQ score slightly
increases for almost all the noisy cases. JDGMM outperforms
other VC methods when we employ logMMSE based speech
enhancement.
7. CONCLUSION
This study presents a detailed analysis of the robustness of ex-
isting VC methods against mismatched condition with noisy
target data. It reveals that in most of the cases, BLFWAS
provides superior performance than other VC methods. How-
ever, in white noise, MFA outperforms others. We also ex-
plored the effectiveness of speech enhancement methods on
all the speech samples in clean as well as noisy cases. We
have observed that spectral subtraction improves performance
in case of white noise while iterative Wiener filtering degrades
the performance. Furthermore, log MMSE provides no per-
formance gain in MCD value. However, it gives better PESQ
in white noise. As a whole, spectral subtraction works well
for BLFWAS and MFA, while iterative Wiener filtering and
logMMSE for JDGMM. As future work, we plan to extend
this analysis for recently developed DNN-based voice conver-
sion techniques. The results from this work could be useful
for the development of robust voice conversion algorithm for
real-world application.
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