ABSTRACT. Let L(n) be the number of Latin squares of order n, and let L even (n) and L odd (n) be the number of even and odd such squares, so that
INTRODUCTION
By a Latin square we will mean an n × n matrix containing the numbers 1, . . . , n such that each row and column of the matrix is a permutation of [n] := {1, . . . , n}. Note that this is equivalent to a decomposition of the all-ones matrix into a sum of permutation matrices P σ of permutations σ (specifically, σ i indicates the positions of i), and we will identify a Latin square with its tuple of permutations σ := (σ 1 , . . . , σ n ). The sign of a Latin square σ is defined to be sign( σ) := (−1)
where sign : S n → {±1} is the usual sign homomorphism. Let L(n) denote the number of Latin squares, and L even (n) and L odd (n) denote the number of even and odd Latin squares, respectively. 1 Note that
and so
Since multiplying each σ i by e.g. the transposition (1 2) changes sign( σ) by a factor of (−1) n but preserves Latinness, if n is odd the number of even and odd Latin squares are equal. The longstanding conjecture of Alon and Tarsi states that this is the only case of equality.
This conjecture implies the Dinitz conjecture (since proven) and the Rota basis conjecture in even dimensions. It has remained open since 1992, though it has been proven for n of the form p ± 1 for an odd prime p [4, 3] . It has been conjectured -cf. e.g. [6] -that, though different, the number of even and odd Latin squares should at least agree up to leading order (i.e., the sign of a Latin square should be equidistributed). We prove this in two ways, the more interesting of which proceeds by proving the following identity. To state the identity, we will need the following notation: for a multiindex of nonnegative integers
, and α! := n i,j=1 α ij !. The identity then reads as follows.
From this we immediately obtain: 2 Corollary 3.
.
Proof of Corollary 3.
This follows from partial summation and the theorem of van Lint-Wilson counting the total number of Latin squares, which we state here for convenience.
Theorem 4 (Theorem 17.3 in van Lint-Wilson [7].). We have the following asymptotic for the number of Latin squares of order n:
2 (1+o (1)) .
Specifically, given this it suffices to show that , where (1, . . . , 1) is the all-ones multiindex. Since the left-hand side of Theorem 2 with k = n is certainly at least this large, it suffices to show that
which follows via partial summation.
In fact we can improve the exponential factor ever so slightly, obtaining:
It follows that
2 By f ≪ g we mean there exists a positive C > 0 such that |f | ≤ C|g| as functions. By o(1) we mean a quantity tending to 0 as n → ∞. Note that 2e In any case, having shown that Theorem 2 implies square-root cancellation of the sign over Latin squares, let us now prove Theorem 2. The method we use will then allow us to improve the resulting bound slightly to get Corollary 5. (In any case, these bounds are likely far from optimal, though there is not enough numerical data available to make a precise conjecture.)
PROOF OF THEOREM 2
Proof of Theorem 2. Consider the expression
where dU denotes normalized Haar measure on SU(n), and det(∂) is the differential operator obtained by substituting ∂ ij := ∂ ∂Xij into the expression for the determinant of a matrix. On the one hand, this is simply
On the other hand, as in [2] , by invariance of the integral under changes of variable X → U XV with U, V ∈ SU(n), we may first replace X by (X † X)
(the term in brackets is unitary 4 ), and then by the spectral theorem we reduce to the case of X diagonal. But then by changing variables via X → X ·diag(1, . . . , ζ, . . . , ζ −1 , . . . 1) with ζ ∈ S 1 , it follows that terms not containing the eigenvalues of X with the same multiplicity automatically vanish. Hence we see that
The latter integrals are simply the multiplicity of the trivial representation in V ⊗ℓn , where V is the fundamental n-dimensional representation of SU(n). By Schur-Weyl duality, this multiplicity is simply the dimension of the irreducible representation of S ℓn corresponding to the partition (ℓ, . . . , ℓ) with precisely n parts. By the hook-length formula this dimension is
Since det(∂) k is homogeneous of degree kn, the only term that matters is the one involving det(X) k , and so we obtain:
But now the result follows simply by expanding out and noting that ∂ α X β = δ α,β α!.
PROOF OF COROLLARY 5
Proof of Corollary 5. Instead consider
On the one hand, it is
and on the other hand it is, as noted above,
For the second part, taking α = (1, . . . , 1), by the arithmetic mean-geometric mean inequality, the absolute value of the right-hand side is bounded above by
This completes the proof.
Finally, let us also note that by combining Theorem 2 and Corollary 5 one gets a bound on SU(n) U α dU for all such α. Specifically, writing |α| =: kn, one gets
(Note that the integral is zero if either |α| is not a multiple of n or if n |α| α is not doubly-stochastic.)
