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Tematika naloge:
V teoreticˇnem racˇunalniˇstvu lahko probleme razdelimo v razlicˇne razrede
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NP (nedeterministicˇno polinomski), med njimi so najzahtevnejˇsi tako ime-
novani NP-polni problemi. Trenutno ne vemo, ali za te probleme obstaja
deterministicˇno polinomski algoritem. Kljub temu moramo omenjene pro-
bleme v praksi nekako resˇiti in eden najpogostejˇsih pristopov je z uporabo
metahevristik.
V diplomski nalogi se osredotocˇite na problem vozliˇscˇnega pokritja ter im-
plementirajte genetski metahevristicˇni algoritem za njegovo resˇevanje. Nato
hibridizirajte algoritem z iskanjem lokalnega optimuma. Slednje naredite
preko vseh generacij, pri zacˇetnih, pri osrednjih in pri koncˇnih generacijah.
Preucˇite ucˇinke na kakovost rezultata in cˇas racˇunanja glede na stopnjo hi-
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Naslov: Hibridizacija genetskega algoritma za resˇevanje problema vozliˇscˇnega
pokritja
V tej diplomski nalogi je obravnavan problem najmanjˇsega vozliˇscˇnega pokri-
tja, ki je eden izmed zahtevnejˇsih optimizacijskih problemov iz teorije grafov,
spada namrecˇ v kategorijo NP-tezˇkih problemov. Verjetnost, da je mogocˇe
optimalno resˇitev zanj najti v polinomskem cˇasu, je zelo majhna, obstaja
pa vecˇ nacˇinov za iskanje priblizˇka optimalne resˇitve. Tukaj je predstavljen
nacˇin resˇevanja tega problema z genetskim algoritmom, ki se izkazˇe za pre-
cej ucˇinkovitega, saj je z njegovo uporabo mogocˇe najti zelo dober priblizˇek
optimalne resˇitve v sprejemljivem cˇasu.
Z uvedbo hibridizacije v genetski algoritem se kakovost resˇitve v dolocˇenih
primerih mocˇno izboljˇsa, vendar se povecˇa tudi cˇas izvajanja algoritma, odvi-
sno od tega, kako pogosto in na katerih delih algoritma se hibridizacija izvede.
Izkazˇe se, da najboljˇso resˇitev algoritem najde, cˇe je hibridizacija enakomerno
razporejena, vendar za to porabi tudi najvecˇ cˇasa. V primeru hibridizacije
samo na sredini ali samo na koncu izvajanja algoritma je najdena resˇitev za
malenkost slabsˇa, vendar algoritem do nje pride v veliko krajˇsem cˇasu. V
primerih, ko je cˇas izvajanja algoritma pomemben, je taksˇna hibridizacija
torej bolj smiselna od enakomerno porazdeljene.
S povecˇevanjem odstotka hibridizacije se kakovost resˇitve sicer izboljˇsuje,
ampak se hitro povecˇuje tudi porabljeni cˇas. Podobno se zgodi tudi v primeru
povecˇevanja sˇtevila generacij (ustavitveni pogoj algoritma), vendar se izkazˇe,
da je v primerih, ko je potrebna boljˇsa resˇitev, bolj smiselno povecˇati odstotek
hibridizacije kot pa sˇtevilo generacij, saj algoritem tako najde boljˇso resˇitev
v krajˇsem cˇasu.
Kljucˇne besede: vozliˇscˇno pokritje, genetski algoritem, hibridizacija, lo-
kalna optimizacija.
Abstract
Title: Hybridisation of Genetic Algorithm for Vertex Cover Problem
In this bachelor’s thesis, we discuss minimum vertex cover problem, which is
one of the most complex problems in graph theory. It is a typical example of
a NP-hard optimization problem. Finding an optimal solution in polynomial
time is highly improbable, but there are many ways of finding an approximate
solution to the problem. One of the options presented here is a use of a
genetic algorithm, which turns out to be quite effective, since it is able to
find a reasonably good solution in an acceptable amount of time.
In certain cases, the quality of solution is highly improved with the in-
troduction of hybridization to the genetic algorithm, but the running time
of the algorithm increases as well. The result depends on the section of the
algorithm to which the hybridization is applied to, and how frequently it is
used. As it turns out, the best solution is obtained with the periodically
applied hybridization. However, the running time of the algorithm is the
longest in this case. If hybridization is applied only in the middle or at the
end of the run, the solution found is only slightly inferior, but the running
time is much shorter. This type of hybridization is suitable for the cases in
which the running time is a bigger concern than the quality of solution.
If the hybridization is used more frequently, the quality of solution in-
creases, but so does the running time. The same happens when the number
of generations (algorithm’s termination condition) is increased. However, in
the cases where the quality of solution is a priority, it is more sensible to
increase the frequency of the hybridization than to increase the number of
generations because that way the algorithm finds better solutions in shorter
time.




Teorija grafov je disciplina, ki se ukvarja z razlicˇnimi problemi, ki jih lahko
opisujemo z grafi. Obstaja vecˇ kategorij takih problemov, nekatere izmed njih
so na primer barvanje grafov, obhodi, pretoki in pokritja. Vozliˇscˇno pokritje
je poseben primer pokritja grafa, pri katerem je treba z vozliˇscˇi pokriti vse
povezave. S to problematiko se ukvarja problem najmanjˇsega vozliˇscˇnega
pokritja, ki velja za enega izmed zahtevnejˇsih problemov iz teorije grafov.
1.1 Vozliˇscˇno pokritje
Definicija 1.1 Mnozˇica tocˇk V ′ (V ′ ⊆ V ) je vozliˇscˇno pokritje grafa G =
(V, E), cˇe velja
uv ∈ E ⇒ u ∈ V ′ ∨ v ∈ V ′ (1.1)
Vozliˇscˇno pokritje je taksˇna mnozˇica vozliˇscˇ grafa, ki pokrije vse povezave.
To pomeni, da moramo, cˇe hocˇemo najti vozliˇscˇno pokritje dolocˇenega grafa,
najti taksˇno mnozˇico vozliˇscˇ, ki za vsako povezavo v grafu vsebuje najmanj
eno krajiˇscˇe. Poiskati vozliˇscˇno pokritje ni tako tezˇko, saj je vozliˇscˇno po-
kritje lahko na primer kar mnozˇica vseh vozliˇscˇ grafa. Taksˇna resˇitev je zelo
neuporabna, saj nam ne pove veliko. Ponavadi je cilj poiskati cˇim manjˇse
vozliˇscˇno pokritje grafa, torej cˇim manjˇse ali kar najmanjˇse mozˇno sˇtevilo
vozliˇscˇ, tako da sˇe vedno velja definicija 1.1.
1
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Slika 1.1: Preprost graf z najmanjˇsim vozliˇscˇnim pokritjem velikosti 3.
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V primeru grafa na sliki 1.1, ki ima sˇest vozliˇscˇ in sedem povezav, lahko
vidimo, da obstaja najmanjˇse vozliˇscˇno pokritje velikosti 3. Do tega lahko
pridemo na dva nacˇina. Prva mozˇnost vkljucˇuje vozliˇscˇa A,C in E:
• vozliˇscˇe A pokrije povezavi AB in AD,
• vozliˇscˇe C pokrije povezave BC, CD in CE,
• vozliˇscˇe E pa pokrije povezavi BE in EF .
Ta tri vozliˇscˇa torej pokrijejo vseh sedem povezav. Obstaja tudi druga
mozˇnost, njena velikost je ravno tako 3. Ta mozˇnost vsebuje vozliˇscˇa B, D
in E:
• vozliˇscˇe B pokrije povezave AB, BC in BE,
• vozliˇscˇe D pokrije povezavi AD in CD,
• vozliˇscˇe E pa pokrije povezavi CE in EF .
Poleg dveh nasˇtetih vozliˇscˇnih pokritij obstaja za isti graf na sliki 1.1
sˇe nekaj drugih vozliˇscˇnih pokritij, ki pa niso najmanjˇsa mozˇna, na primer:
vozliˇscˇa A, B, C in E, ki tvorijo vozliˇscˇno pokritje velikosti 4 in ravno tako
pokrivajo vse povezave, ali pa vozliˇscˇa A, B, C, D in E, ki tvorijo vozliˇscˇno
pokritje velikosti 5. Vozliˇscˇno pokritje tvori tudi na primer kar vseh sˇest
vozliˇscˇ grafa, ampak, kot recˇeno, je ponavadi cilj najti cˇim manjˇse vozliˇscˇno
pokritje.
Velikosti najmanjˇsega mozˇnega vozliˇscˇnega pokritja grafa pravimo sˇtevilka
vozliˇscˇnega pokritja grafa (ang. vertex cover number [1]) in jo oznacˇimo z
malo grsˇko cˇrko tau - τ(G). Cˇe je najmanjˇse vozliˇscˇno pokritje grafa veliko-
sti n, to pomeni, da za ta graf ne obstaja nobeno vozliˇscˇno pokritje velikosti
manjˇse od n. Najti cˇim manjˇse vozliˇscˇno pokritje, sˇe posebej za vecˇje grafe,
se izkazˇe za zelo zahtevno nalogo in zato spada problem vozliˇscˇnega pokritja
med NP-polne probleme.
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Slika 1.2: Eulerjev diagram mnozˇic P-, NP-, NP-tezˇkih in NP-polnih proble-
mov (vir slike: [2]).
1.2 NP-problemi
V teoriji racˇunske zahtevnosti poznamo vecˇ razredov, s katerimi opisujemo
tezˇavnost oziroma zahtevnost posameznih problemov. Cˇe je problem resˇljiv
v polinomskem cˇasu z deterministicˇnim Turingovim strojem, potem spada
v zahtevnostni razred P. V razred problemov NP (nondeterministic, polyno-
mial time) spadajo tisti odlocˇitveni problemi, ki jih v polinomskem cˇasu
lahko resˇi nedeterministicˇni Turingov stroj in katerih resˇitev lahko preverimo
deterministicˇno v polinomskem cˇasu.
Mnozˇica problemov zahtevnostnega razreda P je podmnozˇica mnozˇice
NP-problemov (P ⊆ NP ). Eno vecˇjih odprtih vprasˇanj v racˇunalniˇstvu je,
ali sta mnozˇici P-problemov in NP-problemov pravzaprav enaki (P = NP ).
Cˇe se izkazˇe, da sta, bi to pomenilo, da je vsak problem, katerega resˇitev
lahko preverimo v polinomskem cˇasu, tudi resˇljiv v polinomskem cˇasu. Na
sliki 1.2 lahko vidimo razliko med odnosi med zahtevnostnimi razredi. Leva
stran velja, cˇe predpostavljamo, da mnozˇici P-problemov in NP-problemov
nista enaki, desna stran pa velja, cˇe predpostavljamo, da sta.
V razred NP-tezˇkih (ang. NP-hard) problemov spadajo tisti problemi, na
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katere se lahko v polinomskem cˇasu pretvori vse NP-probleme. Drugacˇe po-
vedano, NP-tezˇki problemi so tisti problemi, ki so vsaj tako tezˇki kot najtezˇji
NP-problemi, ni pa nujno, da sami spadajo v razred NP-problemov. V ra-
zred NP-polnih (ang. NP-complete) problemov pa spadajo tisti problemi, ki
so hkrati NP ter NP-tezˇki.
Problem vozliˇscˇnega pokritja spada v razred NP-polnih problemov, kot je
leta 1972 pokazal Richard Karp [3]. Stephen Cook je leta 1971 pokazal, da je
problem izpolnjivosti (ang. boolean satisfiability problem) NP-poln [4]. Karp
pa je njegov dokaz uporabil, da je pokazal, da je problem izpolnjivosti v po-
linomskem cˇasu mogocˇe reducirati na 21 drugih problemov iz kombinatorike
in teorije grafov, med katerimi je tudi problem vozliˇscˇnega pokritja.
1.3 Odlocˇitveni in optimizacijski problem
Z odlocˇitvenim problemom vozliˇscˇnega pokritja se soocˇimo, cˇe imamo graf G
in sˇtevilo k ter nas zanima, ali za graf G obstaja vozliˇscˇno pokritje velikosti
k ali manj. Ta odlocˇitveni problem je NP-poln [3], zato je malo verjetno, da
bomo do resˇitve priˇsli v polinomskem cˇasu (to bi pomenilo, da smo dokazali
P = NP - glej poglavje 1.2). Tak problem lahko resˇimo s pozˇresˇno metodo
v eksponentnem cˇasu, cˇe pa je vrednost k dovolj majhna, lahko do resˇitve
pridemo tudi v polinomskem cˇasu.
Pri optimizacijskih problemih pa izmed vseh mozˇnih resˇitev iˇscˇemo ravno
najboljˇso. Problem najmanjˇsega vozliˇscˇnega pokritja je klasicˇni optimizacij-
ski problem, saj nas izmed vseh vozliˇscˇnih pokritij grafa zanima le najmanjˇse.
Ker pa je problem najmanjˇsega vozliˇscˇnega pokritja NP-tezˇak, do resˇitve prav
tako ne moremo priti v polinomskem cˇasu. Lahko pa pridemo do priblizˇka
resˇitve oziroma optimalno resˇitev aproksimiramo.
Deterministicˇno lahko problem najmanjˇsega vozliˇscˇnega pokritja aproksi-
miramo najvecˇ do faktorja 1, 3606, kot sta leta 2005 dokazala I. Dinur in S.
Safra [5]. Pokazala sta, da je aproksimacija minimalnega vozliˇscˇnega pokritja
na faktor 1, 3606 ali manj NP-tezˇak problem pod predpostavko P 6= NP .
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1.4 Aproksimacijski algoritmi
Aproksimacijski algoritmi za konstantni faktor (ang. constant-factor appro-
ximation algorithms) so taki algoritmi, ki imajo razmerje aproksimacije ome-
jeno s konstanto. Za problem najmanjˇsega vozliˇscˇnega pokritja obstaja pre-
prost algoritem (odkrila sta ga Fanica Gavril in Mihalis Yannakakis [6]), ki
optimalno resˇitev aproksimira na faktor 2 (algoritem 1). To pomeni, da je
pridobljeno vozliˇscˇno pokritje v najslabsˇem primeru dvakrat vecˇje od opti-
malnega.
Algoritem 1 Aproksimacija-tockovnega-pokritja(G)
1: C = ∅
2: E ′ = G.E
3: while E ′ 6= ∅ do
4: Naj bo (u, v) povezava iz E ′
5: C ← C ∪ (u, v)
6: Iz E ′ odstrani vse povezave, ki se dotikajo vozliˇscˇa u
7: Iz E ′ odstrani vse povezave, ki se dotikajo vozliˇscˇa v
8: end while
9: return C
Najboljˇsi trenutno znani algoritem za problem najmanjˇsega vozliˇscˇnega
pokritja ima faktor aproksimacije 2 − Θ( 1√
log|V |). Ta algoritem je leta 2005
predstavil George Karakostas [7].
Cˇe vzamemo v obzir sˇe gostoto grafa, lahko najmanjˇse vozliˇscˇno pokritje
aproksimiramo na faktor 2
1+δ
za graf z gostoto δ. Gostota je podana kot
δ = |E||V |(|V |−1) , kjer je E sˇtevilo povezav grafa in V sˇtevilo vozliˇscˇ grafa. Tako
za prazni graf velja δ = 0 in za polni graf velja δ = 1, kar pomeni, da je faktor
aproksimacije za polni graf sˇe vedno 2, vendar se ta faktor zmanjˇsuje proti
1 za grafe z manjˇso gostoto. To sta s svojim aproksimacijskim algoritmom
pokazala Marek Karpinski in Alexander Zelikovsky [8].
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1.5 Struktura naloge
V prvem poglavju tega diplomskega dela je predstavljena narava problema
vozliˇscˇnega pokritja. V drugem poglavju je predstavljen drugacˇen pristop
k problemu - resˇevanje problema z uporabo genetskega algoritma. Genet-
ski algoritem je eden izmed evolucijskih algoritmov, ki pri svojem delovanju
uporabljajo elemente biolosˇke evolucije, kot so na primer izbira, krizˇanje in
mutacija. Opisani so sestavni elementi taksˇnega algoritma in njegovo de-
lovanje. V tretjem poglavju so predstavljeni rezultati testiranja genetskega
algoritma, hibridiziranega z implementacijo lokalne optimizacije, ki se izkazˇe
za zelo ucˇinkovitega pri aproksimaciji najmanjˇsega vozliˇscˇnega pokritja. V
cˇetrtem poglavju sledijo povzetek rezultatov in zakljucˇki.
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Poglavje 2
Evolucijski pristop
Evolucijski algoritem je metahevristicˇni optimizacijski algoritem, ki pri svo-
jem delovanju uporablja koncepte biolosˇke evolucije. Je poseben pristop k
resˇevanju optimizacijskih problemov, ki prinese zadovoljive rezultate z manj
racˇunskega truda kot na primer deterministicˇne metode.
Genetski algoritem je najbolj razsˇirjen tip evolucijskega algoritma, ki de-
luje po principu naravnega izbora. Do resˇitve pride tako, da skozi generacije
razvija oziroma izboljˇsuje prvotno resˇitev. Prvotna resˇitev oziroma prva
generacija je populacija kandidatov (osebkov), ki so navadno generirani na-
kljucˇno. Vsak kandidat ima genski zapis in indeks. Genski zapis predstavlja
potencialno resˇitev in je navadno zakodiran v binarni niz, mozˇni pa so tudi
drugi nacˇini kodiranja. Indeks je kazalnik kakovosti genskega zapisa. Dolocˇi
ga funkcija ustreznosti (ang. fitness function) in pokazˇe, kako dober je kan-
didat. Boljˇsi kandidati imajo vecˇji indeks in so boljˇsi priblizˇek optimalne
resˇitve problema.
Nad kandidati iz prve generacije izvedemo biolosˇke operacije, kot so na
primer izbira, krizˇanje in mutacija, s cˇimer pridobimo drugo generacijo, za
katero racˇunamo, da je rahlo boljˇsa od prve. Postopek ponovimo, da dobimo
tretjo generacijo, za katero je zazˇeleno, da je sˇe boljˇsa od druge, in tako
naprej, vse dokler ne dobimo dovolj dobre resˇitve oziroma dokler pogoj za
ustavitev algoritma ni dosezˇen. Okvirno delovanje algoritma je prikazano na
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sliki 2.1.
2.1 Genetski algoritem za vozliˇscˇno pokritje
Genetski algoritem je primeren za iskanje priblizˇka optimalne resˇitve za pro-
blem najmanjˇsega vozliˇscˇnega pokritja. Potencialne kandidate za resˇitev
lahko enostavno predstavimo z binarnim nizom, zaradi cˇesar jih lahko ele-
gantno krizˇamo in mutiramo. Kakovost genskega zapisa lahko ucˇinkovito
preverimo s funkcijo ustreznosti. Genetski algoritem lahko tudi hibridizi-
ramo, tako da mu dodamo deterministicˇno komponento, ki obcˇasno izvede
lokalno iskanje nad dolocˇenimi kandidati v populaciji in tako hitreje najde
lokalni minimum kandidata ter na splosˇno izboljˇsa koncˇno resˇitev.
2.2 Elementi genetskega algoritma
Genetski algoritem ima vecˇ kljucˇnih sestavnih delov in parametrov. Najti
je treba nacˇin za predstavitev kandidatov, torej njihove lastnosti opisati z
genskim zapisom (informacija o tem, katera vozliˇscˇa grafa kandidat vsebuje).
V prvi generaciji so lastnosti kandidatov dolocˇene nakljucˇno. Nad kandidati
v generaciji se nato zaporedoma izvaja vecˇ genetskih operacij, kot prikazuje
slika 2.1. Ta postopek se ponavlja iterativno skozi vecˇje sˇtevilo generacij,
dokler pogoj za ustavitev algoritma ni izpolnjen.
2.2.1 Genski zapis
Pri genetskem algoritmu moramo najti nacˇin, kako kandidata za resˇitev pro-
blema enostavno predstavimo oziroma njegove lastnosti zakodiramo v genski
zapis tako, da lahko na njem izvajamo genetske operacije. Informacijo o tem,
katera vozliˇscˇa grafa kandidat vsebuje, lahko predstavimo z binarnim nizom.
Ta niz vsebuje toliko bitov, kolikor je vozliˇscˇ v grafu. Cˇe so vozliˇscˇa predsta-
vljena s sˇtevilkami od 1 do n, kjer je n sˇtevilo vseh vozliˇscˇ, potem i-ti bit v
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Slika 2.1: Diagram poteka genetskega algoritma.
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Slika 2.2: Primer grafa, ki ima vozliˇscˇa oznacˇena s sˇtevilkami.
genskem zapisu nosi informacijo o tem ali kandidat i-to vozliˇscˇe vsebuje ali
ne.
Cˇe bi hoteli na primeru grafa s slike 2.2 predstaviti kandidata, ki vsebuje
vozliˇscˇa {1, 2, 3, 5}, bi imel ta kandidat genski zapis 111010:
• ker kandidat vsebuje vozliˇscˇe 1, je prvi bit 1,
• ker kandidat vsebuje vozliˇscˇe 2, je drugi bit 1,
• ker kandidat vsebuje vozliˇscˇe 3, je tretji bit 1,
• ker kandidat vozliˇscˇa 4 ne vsebuje, je cˇetrti bit 0,
• ker kandidat vsebuje vozliˇscˇe 5, je peti bit 1,
• ker kandidat vozliˇscˇa 6 ne vsebuje, je sˇesti bit 0.
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2.2.2 Velikost generacije
Za genetski algoritem moramo dolocˇiti, koliko kandidatov bo vsebovala vsaka
generacija. Cˇe je generacija premajhna, pride do premalo raznolikosti in
algoritem prehitro konvergira k lokalnemu minimumu ter ne iˇscˇe vecˇ v sˇirino.
Cˇe je velikost generacije prevelika, pa lahko algoritem postane cˇasovno prevecˇ
potraten in postane skoraj nakljucˇno iskanje. Velikost generacije je nacˇeloma
odvisna od tipa problema, ki ga resˇujemo, ampak navadno sˇteje od nekaj sto
do nekaj tisocˇ kandidatov.
V genetski algoritem lahko uvedemo koncept elite. Elita je dolocˇen maj-
hen delezˇ populacije (na primer najboljˇsih 5 %), ki neposredno napreduje v
naslednjo generacijo. Ideja je, da se zelo dobri kandidati ohranijo v naslednji
generaciji, saj se lahko zgodi, da bi se z uporabo genetskih operacij, kot je
na primer mutacija, pokvarili oziroma bi izgubili kakovost (bi se oddaljili
od optimalne resˇitve) in bi bila zaradi tega naslednja generacija slabsˇa od
prejˇsnje. Pri izbiri velikosti elite moramo biti pazljivi, saj lahko v primeru
prevelike elite algoritem zelo hitro stagnira (izboljˇsava v kakovosti generacij
je zanemarljiva ali pa je sploh ni).
Prvo generacijo kandidatov navadno generiramo nakljucˇno, kar pomeni,
da vsem kandidatom v prvi generaciji nakljucˇno dolocˇimo genski zapis. Vsak
kandidat v prvi generaciji torej predstavlja nakljucˇno mnozˇico tocˇk grafa in
je zato verjetnost, da bo kandidat dober, zelo majhna. V prvi generaciji
ne moremo pricˇakovati dobrih resˇitev. Komaj skozi veliko sˇtevilo generacij
se ta prvotna populacija s pomocˇjo genetskih operatorjev izboljˇsuje in tako
priblizˇa optimalni resˇitvi.
2.2.3 Funkcija ustreznosti
Pri genetskem algoritmu je funkcija ustreznosti ena izmed pomembnejˇsih
komponent. Funkcija ustreznosti posameznega kandidata oceni na podlagi
njegovega genskega zapisa in nam pove, kako dober je kandidat. Zelo po-
membno je, da ta funkcija poda dobro oceno kakovosti kandidata in da je
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cˇasovno nezahtevna, saj se v algoritmu izvaja zelo pogosto (oceniti mora vsa-
kega kandidata v vsaki generaciji). Na podlagi te ocene (indeksa) algoritem
izbira kandidate, ki tvorijo naslednjo generacijo. Cˇe funkcija ustreznosti ne
poda realne ocene, se generacije s cˇasom ne izboljˇsujejo in posledicˇno genetski
algoritem najde slab rezultat.
Najbolj enostaven nacˇin evalvacije kandidata je, da mu s funkcijo ustre-
znosti priredimo sˇtevilcˇni indeks. Vecˇji kot je indeks, boljˇsi je kandidat.
Optimalna resˇitev mora imeti najvecˇji indeks izmed vseh mozˇnih kandida-
tov. Preprost kazalnik kakovosti kandidata je zˇe to, ali tocˇke, predstavljene z
genskim zapisom kandidata, tvorijo vozliˇscˇno pokritje ali ne. Cˇe tocˇke, pred-
stavljene z genskim zapisom, grafa vozliˇscˇno ne pokrijejo, je kandidat manj
primeren. Cˇe kandidat predstavlja vozliˇscˇno pokritje, je vprasˇanje, kako do-
bro je to vozliˇscˇno pokritje. Manj vozliˇscˇ kot vsebuje vozliˇscˇno pokritje,
boljˇse je in je zato smiselno, da kandidat, ki predstavlja vozliˇscˇno pokritje
manjˇse velikosti, dobi vecˇji indeks ter ima posledicˇno vecˇjo mozˇnost, da bo
uporabljen pri generiranju nove generacije. To pa sˇe ne pomeni, da slabsˇih
kandidatov ne uposˇtevamo. Tudi kandidati s slabsˇim indeksom so pomembni,
in sicer za raznolikost. Cˇe bi uporabljali samo kandidate z najboljˇsimi inde-
ksi, potem bi algoritem zelo hitro konvergiral k lokalnemu minimumu. Tudi
kandidati s slabsˇim indeksom morajo torej imeti nekaj mozˇnosti za izbiro pri
generiranju nove generacije.
2.2.4 Izbira
Izbira je operacija, ki izmed kandidatov v trenutni generaciji izbere tiste, ki
bodo uporabljeni pri generiranju naslednje generacije. V primeru genetskega
algoritma za iskanje vozliˇscˇnega pokritja, kjer je ustreznost posameznega
kandidata navadno predstavljena z indeksom (sˇtevilko), je zelo preprost in
pogosto uporabljan nacˇin izbire premo sorazmerni izbor (ang. fitness pro-
portionate selection). Pri takem nacˇinu izbire je mozˇnost, da bo posamezni




je N sˇtevilo vseh kandidatov ter f indeks (ustreznost) posameznega kandi-
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Slika 2.3: Premo sorazmerni izbor.
data. V primeru na sliki 2.3 je vsota vseh indeksov 41, zato je verjetnost, da




Sˇe en preprost nacˇin izbire je izbor s turnirjem (ang. tournament selec-
tion). Pri taki izbiri dolocˇimo velikost turnirja, torej koliko kandidatov bo
nakljucˇno izbranih iz trenutne generacije za borbo na turnirju. Za napredo-
vanje v naslednjo generacijo je izbran tisti kandidat, ki ima najvecˇji indeks
izmed vseh kandidatov na turnirju. Cˇe je velikost turnirja 1, to pomeni,
da izbira postane nakljucˇna (vedno je izbran nakljucˇni kandidat, ne glede
na indeks), cˇe pa je velikost turnirja enaka kar velikosti generacije, pa bo
vedno izbran kandidat z najvecˇjim indeksom v generaciji. Kljucˇno je najti
ravno pravo velikost turnirja, tako da so indeksi pri bolj primernih kandi-
datih ustrezno uposˇtevani, hkrati pa dobijo tudi manj primerni kandidati z
manjˇsimi indeksi mozˇnost za izbiro.
Obstajajo tudi drugi tipi izbire, ampak ker se izbira v genetskem algo-
ritmu izvede zelo pogosto, ni priporocˇljivo uporabiti zahtevnih nacˇinov izbire,
saj se lahko cˇas, ki ga genetski algoritem porabi za iskanje resˇitve, zelo hitro
podaljˇsa, cˇe izbira ni opravljena v smiselnem cˇasu.
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Slika 2.4: Razlicˇni nacˇini krizˇanja.
2.2.5 Krizˇanje
Krizˇanje deluje tako, da iz trenutne generacije z operacijo izbire dobimo dva
kandidata (starsˇa) in ju krizˇamo med seboj, da dobimo dva potomca, ki ju
vkljucˇimo v naslednjo generacijo. Pred vkljucˇitvijo gresta potomca sˇe skozi
proces mutacije - glej poglavje 2.2.6. Pri krizˇanju uporabimo del genskega
zapisa prvega starsˇa in del genskega zapisa drugega starsˇa, da tvorimo genski
zapis potomcev.
Obstaja vecˇ nacˇinov krizˇanja, ki se med seboj vecˇinoma razlikujejo po
tocˇki krizˇanja. Trije razlicˇni nacˇini krizˇanja so predstavljeni na sliki 2.4.
V prvem primeru na sliki je tocˇka krizˇanja ena sama, torej je pri prvem
potomcu prvi del genskega zapisa (do tocˇke krizˇanja) podedovan od prvega
starsˇa, drugi del (od tocˇke krizˇanja naprej) pa od drugega starsˇa. Pri drugem
potomcu je prvi del od drugega starsˇa, drugi del pa od prvega. Tak nacˇin
krizˇanja se imenuje krizˇanje preko ene tocˇke (ang. single-point crossover). To
tocˇko lahko postavimo na sredino genskega zapisa in tako potomca vsebujeta
enak delezˇ genskega zapisa obeh starsˇev, lahko pa tocˇko nakljucˇno dolocˇimo
in tako delezˇa genskih zapisov starsˇev ne bosta enaka.
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V drugem primeru na sliki 2.4 se krizˇanje opravi preko dveh tocˇk (ang.
two-point crossover). Pri takem nacˇinu krizˇanja starsˇa krizˇamo na dveh
razlicˇnih tocˇkah v genskem zapisu. Prvi potomec od prvega starsˇa podeduje
prvi del genskega zapisa (do prve tocˇke krizˇanja) ter tretji del genskega zapisa
(od druge tocˇke krizˇanja naprej), od drugega starsˇa pa podeduje drugi del
(med prvo in drugo tocˇko krizˇanja). Drugi potomec pa ravno obratno.
Enakomerno krizˇanje (ang. uniform crossover) ima vecˇ tocˇk krizˇanja,
ampak je prispevani delezˇ genskega zapisa obeh starsˇev priblizˇno enak. Tak
nacˇin krizˇanja je predstavljen v tretjem primeru na sliki 2.4. Tocˇke krizˇanja
so dolocˇene nakljucˇno, ampak velja, da ima vsak bit v genskem zapisu po-
tomcev 50% verjetnost, da bo podedovan od prvega starsˇa, in 50% verjetnost,
da bo podedovan od drugega.
Pri polovicˇnem enakomernem krizˇanju (ang. half uniform crossover) se
krizˇa natanko polovica tistih bitov, ki se med starsˇema razlikujejo. Tisti biti,
ki so enaki pri obeh starsˇih, ostanejo enaki tudi pri obeh potomcih, krizˇajo
se samo tisti biti, ki se med starsˇema razlikujejo. Najprej se izracˇuna Ham-
mingova razdalja med starsˇema (sˇtevilo bitov, ki se med njima razlikeujejo).
Nato prvi potomec polovico teh bitov podeduje od prvega starsˇa, polovico
pa od drugega, drugi potomec pa obratno.
2.2.6 Mutacija
Mutacija je operacija, s katero spremenimo nakljucˇni bit (ali vecˇ bitov) v
genskem zapisu kandidata. Je pomemben del vsakega genetskega algoritma,
saj ohranja gensko raznolikost kandidatov. Verjetnost, da posamezen bit v
genskem zapisu mutira, ne sme biti prevelika, saj lahko tako iskanje postane
prevecˇ nakljucˇno. Mutacija zˇe zelo majhnega sˇtevila bitov v genskem za-
pisu lahko popolnoma spremeni kakovost kandidata in tako lahko genetski
algoritem bolj ucˇinkovito raziˇscˇe iskalni prostor in posledicˇno najde boljˇse
resˇitve.
Eden izmed enostavnejˇsih nacˇinov mutacije je negacija bita. To za pri-
mer vozliˇscˇnega pokritja pomeni, da cˇe kandidat predstavlja mnozˇico vozliˇscˇ
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Slika 2.5: Mutacija z negacijo enega bita.
grafa, ki vsebuje dolocˇeno vozliˇscˇe, predstavljeno z bitom, ki bo mutiran,
tega vozliˇscˇa po mutaciji ne vsebuje vecˇ (in obratno). V primeru s slike 2.5
kandidat pred mutacijo predstavlja mnozˇico tocˇk, ki vozliˇscˇe, predstavljeno
s petim bitom, vsebuje, saj je ta bit postavljen na 1. Po mutaciji kandidat
tega vozliˇscˇa ne vsebuje vecˇ.
Za probleme, kjer genskega zapisa kandidata ne moremo predstaviti z
binarnim nizom, je treba uporabiti drugacˇen tip mutacije, ampak za problem
vozliˇscˇnega pokritja je najbolj smiseln ravno zgoraj opisani nacˇin z negacijo
bita.
2.2.7 Ustavitveni pogoj
Genetskemu algoritmu je treba dolocˇiti pogoj za ustavitev. Od pogoja je
odvisno, koliko cˇasa se bo algoritem izvajal in kako dobro resˇitev bo nasˇel.
Navadno najbolj osnoven pogoj je fiksno maksimalno sˇtevilo generacij algo-
ritma. Ko algoritem dosezˇe vnaprej dolocˇeno sˇtevilo generacij, se prekine in
vrne resˇitev, do katere je tekom tega sˇtevila generacij priˇsel. Cˇe algoritem
omejimo s takim pogojem, je treba to maksimalno sˇtevilo generacij izbrati
tako, da ne bo premajhno, saj tako algoritem ne bo imel cˇasa priblizˇati se
optimalni resˇitvi. Cˇe pa je sˇtevilo preveliko, lahko od neke tocˇke naprej
nove generacije algoritma ne predstavljajo smiselne izboljˇsave nad prejˇsnjo
generacijo.
To je lahko tudi eden izmed pogojev za ustavitev algoritma. Vsaka
nova generacija je navadno boljˇsa od prejˇsnje, ampak te razlike so najvecˇje
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na zacˇetku algoritma in se tekom sˇtevila generacij vedno bolj manjˇsajo.
Dolocˇimo lahko najmanjˇsi faktor izboljˇsave kakovosti resˇitve in ko algoritem
pride do tocˇke, ko je izboljˇsava vsake nove generacije nad prejˇsnjo manjˇsa
od tega faktorja, se algoritem ustavi. Nesmiselno je proizvajati veliko sˇtevilo
novih generacij, cˇe niso nicˇ boljˇse od prejˇsnje.
Sˇe en mozˇen pogoj za ustavitev algoritma je lahko kriterij minimalne
kakovosti resˇitve. Ko algoritem dosezˇe resˇitev, ki je za dano situacijo dovolj
dobra, se ustavi. Tak kriterij pride v posˇtev na primer, ko ne iˇscˇemo cˇim
boljˇsega vozliˇscˇnega pokritja, ampak le dovolj dobro vozliˇscˇno pokritje. Cˇe
je na primer v grafu 500 vozliˇscˇ in algoritmu damo kriterij 450 vozliˇscˇ, se bo
algoritem ustavil takoj, ko bo eden izmed kandidatov tvoril vozliˇscˇno pokritje
velikosti 450 ali manj. Ta kandidat bo za dano situacijo dovolj dober, cˇetudi
je optimalno vozliˇscˇno pokritje veliko na primer 400 vozliˇscˇ in bi se algoritem
tej resˇitvi lahko veliko bolj priblizˇal.
Pogoj za ustavitev algoritma je lahko tudi kaj drugega. Eden izmed pogo-
jev je lahko na primer cˇas. Ko potecˇe dolocˇen cˇasovni interval, se algoritem
ustavi in vrne resˇitev, do katere je v danem cˇasu priˇsel. V nekaterih pri-
merih lahko algoritem ustavimo tudi rocˇno, ko smo zadovoljni z dosezˇeno
kakovostjo resˇitve.
Vse nasˇtete pogoje za ustavitev genetskega algoritma lahko tudi kom-
biniramo in tako zagotovimo, da bo algoritem nasˇel dovolj ustrezno resˇitev
znotraj podanih mej.
2.3 Hibridizacija
Eden izmed nacˇinov za izboljˇsevanje genetskega algoritma je hibridizacija,
kar pomeni, da v proces genetskega algoritma uvedemo obcˇasno lokalno opti-
mizacijo. Za dolocˇen majhen odstotek vseh generacij se izvede sistematicˇno
lokalno iskanje nad kandidati, kar privede do hitrejˇsega odkritja lokalnega
minimuma. Hibridizacijo navadno dolocˇimo v odstotkih, na primer 10% hi-
bridizacija na algoritmu, ki tecˇe 1.000 generacij, bi pomenilo, da se lokalna
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optimizacija izvede nad 100 generacijami. Nad tocˇno katerimi generacijami
se hibridizacija izvede, je drug parameter. Hibridizacijo lahko uporabimo
na razlicˇnih odsekih med izvajanjem genetskega algoritma, in sicer se lahko
lokalna optimizacija izvede nad:
• zacˇetnimi generacijami algoritma,
• sredinskimi generacijami algoritma,
• koncˇnimi generacijami algoritma,
• enakomerno porazdeljenimi generacijami cˇez celoten potek algoritma,
• nakljucˇno dolocˇenimi generacijami.
Na omenjenem primeru s 1.000 generacijami in z 10% hibridizacijo bi
hibridizacija nad zacˇetnimi generacijami pomenila, da se lokalno optimizira
zgolj prvih 100 generacij. Pri hibridizaciji na sredini bi se lokalna optimiza-
cija izvedla nad generacijami od 451 do 550, pri koncˇni hibridizaciji pa nad
generacijami od 901 do 1.000. Pri enakomerno razporejeni hibridizaciji bi
se lokalno optimizirala vsaka deseta generacija, pri nakljucˇni pa bi se 100
generacij za optimizacijo dolocˇilo nakljucˇno.
2.3.1 Vpliv hibridizacije
Hibridizacija pozitivno vpliva na rezultat genetskega algoritma. V cˇlanku [9]
je pokazano, da zˇe uvedba majhnega odstotka hibridizacije (10%) mocˇno
izboljˇsa resˇitev. Ko se odstotek hibridizacije povecˇuje, se kakovost resˇitve
navadno sˇe dodatno izboljˇsuje, ampak se ta izboljˇsava postopoma manjˇsa,
povecˇuje pa se cˇas izvajanja algoritma. V cˇlanku so objavljeni rezultati
testiranj za nakljucˇno hibridizacijo, hibridizacijo na zacˇetku in hibridizacijo
na koncu. Najboljˇso resˇitev prinese hibridizacija na koncu.
Podobna testiranja so opisana v [10], kjer so bili opravljeni testi za ena-
komerno porazdeljeno hibridizacijo ter hibridizacijo na zacˇetku, sredini in
na koncu. Rezultati pokazˇejo, da najboljˇse rezultate prinese enakomerno
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porazdeljena hibridizacija, ki v [9] ni bila preizkusˇena. Velik napredek v ka-
kovosti resˇitve je prav tako opazen pri uvedbi majhnega odstotka hibridizacije
(5%). Rezultati so pokazali, da se kakovost resˇitve tu bistveno ne izboljˇsa
s povecˇevanjem odstotka hibridizacije. Presenetljivo se kakovost resˇitve pri
30- in vecˇodstotni hibridizaciji celo slabsˇa.
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Poglavje 3
Algoritem in rezultati
V tem poglavju je predstavljen nasˇ genetski algoritem za iskanje priblizˇka
najmanjˇsega vozliˇscˇnega pokritja. Predstavljeni so parametri algoritma in
okvirno delovanje ter tudi rezultati, ki jih algoritem prinese, in njihova ana-
liza. Pri testiranju smo se najbolj osredotocˇili na vpliv razlicˇnih nacˇinov
hibridizacije na rezultat genetskega algoritma in na njegov pretecˇeni cˇas.
3.1 Okolje za testiranje
Okolje za testiranje je skupek strojne in programske opreme, ki je bila upo-
rabljena za pridobitev rezultatov, predstavljenih v tem poglavju.
Vsi testi so bili izvedeni na racˇunalniku s procesorjem Intel R© CoreTM
i5-4460 s sˇtirimi jedri in s sˇtirimi nitmi, ki tecˇe na frekvenci med 3.20 ter
3.40 GHz. Uporabljen je bil operacijski sistem Windows 10, razlicˇice 1607
(kodno ime Redstone). Algoritem je bil implementiran v programskem jeziku
Java z razvojnim okoljem NetBeans 8.2 Patch 1, uporabljen je bil JavaTM
SE Development Kit 8, Update 111.
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ime grafa sˇt. vozliˇscˇ najmanjˇse vozliˇscˇno pokritje sˇt. primerov
frb30-15-mis 450 420 5
frb35-17-mis 595 560 5
frb40-19-mis 760 720 5
frb45-21-mis 945 900 5
frb50-23-mis 1150 1100 5
frb53-24-mis 1272 1219 5
frb56-25-mis 1400 1344 5
frb59-26-mis 1534 1475 5
Tabela 3.1: Primeri grafov, na katerih je bil algoritem testiran.
3.2 Primeri grafov
Primeri grafov, ki so bili uporabljeni za testiranje algoritma, so bili preneseni
s spletne strani [11], kjer je objavljenih 40 primerov grafov, po 5 primerov za
vsako velikost (tabela 3.1).
Za optimizacijo parametrov algoritma in za razvijanje samega algoritma
ter testiranje njegovega delovanja so bili uporabljeni vsi grafi, rezultati, pred-
stavljeni v nadaljevanju tega poglavja, pa so pridobljeni s poganjanjem algo-
ritma vecˇinoma na najvecˇjih grafih, velikosti 1534 vozliˇscˇ (frb59-26-mis).
3.3 Implementacija genetskega algoritma
Velikost generacije pri nasˇem genetskem algoritmu je nastavljena na 100,
velikost elite pa na 5. Pri nakljucˇnem generiranju genskih zapisov kandidatov
prve generacije je verjetnost, da je posamezni bit nastavljen na 1, enaka
95%, mozˇnost, da je posamezni bit 0, pa 5%. Vsako posamezno vozliˇscˇe ima
torej vecˇjo mozˇnost, da bo vkljucˇeno med vozliˇscˇa nakljucˇno generiranega
kandidata prve generacije, kot pa da ne bo, kar pomeni, da imajo zˇe v prvi
generaciji kandidati vecˇje sˇtevilo vozliˇscˇ. Zaradi tega algoritem prej najde
kandidate, ki predstavljajo vozliˇscˇno pokritje grafa in se zaradi tega algoritem
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Slika 3.1: Povprecˇna velikost kandidatov skozi generacije za primer frb59-26-
5.mis.
zacˇne prej priblizˇevati optimalni resˇitvi, kot cˇe bi bila verjetnost na primer
50%.
To je vidno na grafu na sliki 3.1, kjer smo belezˇili povprecˇno velikost kan-
didatov skozi generacije algoritma za oba primera. Graf za verjetnost 95%
se zacˇne prej spusˇcˇati (okoli generacije 1.500) kot graf za verjetnost 50%,
ki se zacˇne spusˇcˇati komaj okoli generacije 4.500. To se zgodi, ker za vse
primere, na katerih smo nasˇ algoritem testirali, velja, da imajo optimalno
resˇitev precej veliko (velikost najmanjˇsega vozliˇscˇnega pokritja je v primer-
javi z velikostjo grafa sˇe vedno dokaj velika), zato algoritem v primeru 50%
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nakljucˇnega generiranja prve generacije potrebuje veliko sˇtevilo generacij, da
sploh najde kandidate, ki predstavljajo vozliˇscˇno pokritje, in ima zato manj
cˇasa, da jih izboljˇsuje, ter je posledicˇno resˇitev, ki jo algoritem najde, slabsˇa.
Za redkejˇse grafe, kjer je velikost optimalnega vozliˇscˇnega pokritja pri-
blizˇno polovica velikosti celotnega grafa, bi bilo smiselno prvo generacijo
nakljucˇno generirati s 50% verjetnostjo vkljucˇitve posameznega vozliˇscˇa.
3.3.1 Funkcija ustreznosti
Funkcija ustreznosti deluje tako, da kandidatom, ki predstavljajo vozliˇscˇno
pokritje, priredi boljˇsi indeks kot kandidatom, katerih mnozˇica vozliˇscˇ za po-
dani graf ne predstavlja vozliˇscˇnega pokritja. Pri kandidatih, ki predstavljajo
vozliˇscˇno pokritje, je indeks vecˇji, cˇe vsebujejo manj vozliˇscˇ, pri kandidatih,
ki ne predstavljajo vozliˇscˇnega pokritja, pa je indeks vecˇji, cˇe vsebujejo vecˇ
vozliˇscˇ (slika 3.2). Taksˇen nacˇin ocenjevanja kakovosti kandidatov ni ravno
najbolj optimalen, saj v dolocˇenih primerih kandidata ne oceni cˇisto realno.
Ta pomanjkljivost se najbolj pokazˇe pri kandidatih, ki ne predstavljajo vo-
zliˇscˇnega pokritja, ampak so zelo blizu optimalni resˇitvi. Ti kandidati imajo
vedno manjˇsi indeks od kandidatov, ki predstavljajo vozliˇscˇno pokritje grafa,
cˇetudi z neuporabno velikim sˇtevilom vozliˇscˇ. Do tega pride, ker je kakovost
kandidatov, ki vozliˇscˇnega pokritja ne predstavljajo, zelo tezˇko dobro oceniti.
Ker mora biti funkcija ustreznosti implementirana na cˇim bolj preprost nacˇin
(glej poglavje 2.2.3), smo se zadovoljili s to poenostavljeno izvedbo.
Cˇeprav torej funkcija ustreznosti ni najbolj optimalna, ampak je prepro-
sta in ni cˇasovno potratna, algoritem deluje v pravi smeri ter prinese dobre
rezultate.
Delovanje funkcije ustreznosti je predstavljeno z algoritmom 2. Funkcija
kandidatu priredi indeks na podlagi tega, ali kandidat tvori vozliˇscˇno pokri-
tje ali ne. Kot je razvidno tudi s slike 3.2, imajo kandidati, ki predstavljajo
vozliˇscˇno pokritje, vecˇji indeks od kandidatov, ki ne tvorijo vozliˇscˇnega po-
kritja. Koliko vecˇja je ta razlika, je odvisno od faktorja f. Za nasˇ algoritem
je bil ta faktor nastavljen na vrednost 10.
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Slika 3.2: Graficˇna predstavitev ocenjevanja kandidatov v nasˇem algoritmu.
Algoritem 2 Funkcija ustreznosti
1: A← Kandidat
2: n← Sˇtevilo vozliˇscˇ v grafu
3: f ← 10
4: if vozliscnoPokritje(A) then





V nasˇem algoritmu je implementiran premo sorazmeren izbor. Vecˇji kot je
indeks kandidata, vecˇja verjetnost je, da bo kandidat uporabljen pri generi-
ranju naslednje generacije. Postopek izbire dolocˇi dva razlicˇna kandidata iz
trenutne generacije (starsˇa), ki gresta cˇez proces krizˇanja ter mutacije in na-
stala potomca gresta nato v naslednjo generacijo. To algoritem pocˇne toliko
cˇasa, dokler naslednja generacija ni polna.
Z algoritmom 3 je predstavljeno delovanje premo sorazmernega izbora.
Kot argument vzame seznam indeksov vseh kandidatov v generaciji, urejen po
velikosti od najvecˇjega do najmanjˇsega. Kot rezultat vrne zaporedno sˇtevilko
kandidata, ki je bil izbran. Ta kandidat se nato uporabi kot eden izmed
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Algoritem 3 Premo sorazmerni izbor
1: sez index← Seznam indeksov po velikosti od max do min
2: sum← Sesˇtevek vseh indeksov
3: rand← Nakljucˇno celo sˇtevilo (1 ≤ rand ≤ sum)
4: i← 0
5: while rand > 0 do
6: rand← rand− sez index[i]
7: i← i+ 1
8: end while
9: return i
starsˇev pri krizˇanju. Podrobnejˇsi opis takega nacˇina izbora je v poglavju
2.2.4.
3.3.3 Krizˇanje
Krizˇanje se v algoritmu ne izvede cˇisto vsakicˇ. Verjetnost, da bosta izbrana
kandidata krizˇana, je 90%. Cˇe do krizˇanja pride, se nakljucˇno dolocˇi ena
tocˇka na genskem zapisu kandidatov in na tej tocˇki se ta dva starsˇa krizˇata.
Nastala potomca gresta naprej na proces mutacije. V 10% primerov, ko se
krizˇanje ne izvede, gresta izbrana kandidata neposredno na proces mutacije.
Algoritem 4 Krizˇanje
1: A← Binarni niz genskega zapisa prvega starsˇa
2: B ← Binarni niz genskega zapisa drugega starsˇa
3: meja← Nakljucˇno celo sˇtevilo (1 ≤ meja < A.length)






3.3. IMPLEMENTACIJA GENETSKEGA ALGORITMA 29
Postopek krizˇanja je prikazan v algoritmu 4. Kot argument sta podana
genska zapisa obeh starsˇev. V algoritmu se starsˇa krizˇata preko ene tocˇke,
rezultat pa sta dva nova genska zapisa. To sta potomca, ki napredujeta v
naslednji korak - mutacijo.
3.3.4 Mutacija
Mutacija se ravno tako ne izvede cˇisto vsakicˇ. Izvede se z verjetnostjo 90%.
V 10% primerov, ko se mutacija ne izvede, gre kandidat kar v naslednjo
generacijo. Ko pa do mutacije pride, se nakljucˇno izbere en bit iz genskega
zapisa kandidata, ki se negira (cˇe je izbran bit 0, po mutaciji postane 1 in
obratno) in nato gre kandidat v naslednjo generacijo. Postopek mutacije je
opisan z algoritmom 5. Ko kandidat pride v novo generacijo, ga funkcija
ustreznosti ponovno ovrednoti ter mu priredi nov indeks.
Algoritem 5 Mutacija
1: A← Binarni niz genskega zapisa kandidata




Kot ustavitveni pogoj algoritma je podano le najvecˇje sˇtevilo generacij, torej
koliko generacij se genetski algoritem izvaja. V prvem testu, ko smo testirali
vpliv hibridizacije, je bil ustavitveni pogoj nastavljen na 5.000 generacij. V
drugem testu pa smo testirali tudi vpliv sˇtevila generacij na dobljeno resˇitev
ter na cˇas izvajanja algoritma. Pri tem testiranju smo poleg pogoja 5.000
generacij testirali sˇe pogoj 10.000 in pogoj 15.000 generacij.
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3.3.6 Hibridizacija
V algoritem smo implementirali tudi hibridizacijo. Ugotavljali smo, kako hi-
bridizacija na razlicˇnih odsekih (na zacˇetku, sredini, koncu in enakomerno
porazdeljena) vpliva na kakovost pridobljene resˇitve ter koliko se zaradi tega
razlikuje cˇas izvajanja algoritma. Spreminjali smo tudi stopnjo hibridizacije.
Nekateri viri kazˇejo na to, da v dolocˇenih primerih zˇe majhna stopnja hibri-
dizacije prinese veliko izboljˇsavo resˇitve [9] in da nekateri testi prikazujejo
najboljˇse rezultate z ozirom na cˇas izvajanja algoritma za stopnjo hibridi-
zacije okoli 5% [10]. To smo preverjali tudi na nasˇem genetskem algoritmu,
tako da smo algoritem testirali za tri razlicˇne stopnje hibridizacije, in sicer
5%, 10% in 15%.
Hibridizacijo med algoritmom obcˇasno izvajamo nad vsemi kandidati v
populaciji, in sicer z lokalno optimizacijo, katere osnova je delcˇek algoritma,
prestavljenega v [12]. Lokalna optimizacija nasˇega genetskega algoritma de-
luje tako, da kandidatu, ki predstavlja vozliˇscˇno pokritje grafa, postopoma
sistematicˇno odstranjujemo vozliˇscˇa tako, da sˇe vedno ostane vozliˇscˇno po-
kritje, ampak s cˇim manjˇsim sˇtevilom vozliˇscˇ. Ko ne moremo odstraniti
nobenega vozliˇscˇa vecˇ, preverimo, ali ima katero izmed vozliˇscˇ v tej novi
mnozˇici tocˇk natanko enega soseda izven pokritja. Cˇe tako vozliˇscˇe obstaja,
algoritem poskusˇa ti dve vozliˇscˇi zamenjati in nastali mnozˇici vozliˇscˇ po-
novno sistematicˇno odstranjevati odvecˇna vozliˇscˇa tako, da na koncu pride
do lokalnega minimuma.
Velja omeniti, da implementirana lokalna optimizacija deluje samo nad
kandidati, ki predstavljajo vozliˇscˇno pokritje. Za kandidata, ki predsta-
vlja mnozˇico vozliˇscˇ, ki ne tvorijo vozliˇscˇnega pokritja, algoritem ne more
ucˇinkovito poiskati dobrega lokalnega minimuma in zato lokalna optimiza-
cija nad takimi kandidati ne deluje.
Kako deluje lokalna optimizacija, je prikazano z algoritmom 6. Procedura
1 se rekurzivno izvaja nad kandidati, ki imajo odstranljiva vozliˇscˇa. Vozliˇscˇe
je odstranljivo, cˇe ga lahko iz vozliˇscˇnega pokritja odstranimo, tako da kandi-
dat sˇe vedno predstavlja vozliˇscˇno pokritje. Procedura 2 poskusˇa zamenjati
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7: n← Sˇtevilo vozliˇscˇ grafa
8: if A.nimaOdstranjivihVozlisc then
9: return A
10: end if
11: for i = 0...(n− 1) do
12: if JeMogoceOdstraniti(A[i]) then










22: v ← Vozliˇscˇe, ki ima natanko enega soseda izven vozliˇscˇnega pokritja
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vozliˇscˇe v vozliˇscˇnem pokritju z edinim sosedom izven pokritja ter nato nad
rezultatom izvede sˇe proceduro 1.
3.4 Rezultati testiranja
Vsi rezultati, predstavljeni v tem poglavju, so bili pridobljeni tako, da se je
za posamezni graf algoritem izvedel neodvisno 100-krat zaporedoma z istimi
parametri. Pri tem smo merili:
• povprecˇno velikost vozliˇscˇnega pokritja, ki ga je vrnil algoritem, in
• povprecˇen cˇas trajanja algoritma.
3.4.1 Vpliv hibridizacije
V prvem testu smo preverjali vpliv razlicˇnih parametrov hibridizacije na
genetski algoritem. Pogoj za ustavitev algoritma je bil za vse primere na-
stavljen na 5.000 generacij, spreminjali smo le odstotek hibridizacije (brez
hibridizacije, 5% hibridizacija, 10% hibridizacija in 15% hibridizacija) ter od-
sek algoritma, kjer se hibridizacija izvede (na zacˇetku, na sredini, na koncu
in enakomerno cˇez celoten potek algoritma). To nam je pokazalo, kaksˇen
vpliv imajo ti parametri na kakovost resˇitve in kako se spremeni cˇas, ki ga
algoritem potrebuje, da do te resˇitve pride.
Algoritem smo testirali na vseh 40 podanih primerih grafov in rezultati so
bili za vse uporabljene grafe zelo podobni. V tem poglavju so predstavljani
samo rezultati za najvecˇje grafe (5 razlicˇnih grafov, vsak s 1534 vozliˇscˇi in
optimalnim vozliˇscˇnim pokritjem velikosti 1475 - frb59-26-mis). Za izhodiˇscˇe
smo vzeli rezultate, ki jih genetski algoritem najde brez hibridizacije. Ti
rezultati so predstavljeni v tabeli 3.2.
Rezultati nam povedo, da nasˇ genetski algoritem najde precej dobro
resˇitev zˇe brez hibridizacije. V povprecˇju za vseh pet grafov algoritem od
optimalne resˇitve odstopa le za malo vecˇ kot en odstotek. To pomeni, da v
povprecˇju algoritem vrne resˇitev, ki vsebuje 16 oziroma 17 vozliˇscˇ vecˇ kot
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velikost resˇive cˇas [s]
graf povprecˇje odklon povprecˇje odklon odstopanje [%]
frb59-26-1.mis 1491,49 1,65 5,42 0,23 1,1180
frb59-26-2.mis 1491,50 1,62 5,71 0,27 1,1186
frb59-26-3.mis 1491,98 1,49 5,72 0,23 1,1512
frb59-26-4.mis 1491,62 1,48 5,74 0,21 1,1268
frb59-26-5.mis 1491,82 1,60 5,71 0,26 1,1403
Tabela 3.2: Rezultati genetskega algoritma brez hibridizacije za 5 grafov
velikosti 1534 z optimalnim vozliˇscˇnim pokritjem velikosti 1475.
minimalno vozliˇscˇno pokritje grafa, ki je velikosti 1475. Algoritem za tako
resˇitev v povprecˇju porabi malo manj kot 6 sekund cˇasa.
V nadaljevanju bodo predstavljeni rezultati, ki jih nasˇ genetski algori-
tem najde, ko vkljucˇimo hibridizacijo. V teh testih smo spreminjali dva
parametra, in sicer odstotek hibridizacije ter odsek algoritma, na katerem je
bila hibridizacija uporabljena. Za vsak par teh parametrov smo algoritem
neodvisno pognali 100-krat za vsakega izmed najvecˇjih petih grafov. V na-
daljevanju je z grafi na slikah 3.3, 3.4, 3.5 in 3.6 prikazana trendna cˇrta za
kakovost resˇitev ter za cˇas, ki ga je algoritem potreboval za razlicˇne vrednosti
omenjenih parametrov.
Na grafu na sliki 3.3 vidimo, kako se nasˇ algoritem obnasˇa, ko uvedemo
enakomerno razporejeno hibridizacijo. Zˇe za majhen odstotek optimizira-
nih generacij (5%) se kakovost rezultatov mocˇno povecˇa. Optimalni resˇitvi
se rezultati priblizˇajo zˇe na 0,56 odstotka, ampak se s tem mocˇno povecˇa
tudi porabljeni cˇas, ki strmo naraste na priblizˇno 110 sekund. Ko odstotek
hibridizacije spremenimo na 10% se kakovost resˇitve izboljˇsa minimalno v
primerjavi s 5% hibridizacijo, porabljeni cˇas pa se vseeno zelo povecˇa. Po-
dobno se zgodi s 15% hibridizacijo. Rezultati se optimalni resˇitvi sicer vedno
bolj priblizˇajo (na okoli 0,51 odstotka), ampak algoritem za to porabi toliko
cˇasa, da se to v vecˇini primerov ne izplacˇa.
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Slika 3.3: Enakomerno porazdeljena hibridizacija.
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Slika 3.4: Izvajanje hibridizacije samo na zacˇetku.
V primerjavi z drugimi tipi hibridizacije algoritem za enakomerno raz-
porejeno hibridizacijo porabi veliko vecˇ cˇasa kot na primer za hibridizacijo
samo na koncu ali samo na sredini. Razlog za to je najverjetneje v tem,
da lokalna optimizacija vozliˇscˇnih pokritij z veliko vozliˇscˇi traja veliko cˇasa.
Algoritem zacˇne komaj po dolocˇenem sˇtevilu generacij odkrivati tiste kandi-
date, ki tvorijo vozliˇscˇna pokritja in prve generacije takih vozliˇscˇnih pokritij
so zelo dalecˇ od lokalnega minimuma, zato ima del algoritma, ki izvaja lo-
kalno optimizacijo, s takimi kandidati veliko dela ter zanje posledicˇno porabi
vecˇ cˇasa. Ker se lokalna optimizacija izvaja enakomerno cˇez vse generacije,
se algoritem takim prvim generacijam vozliˇscˇnih pokritij ne more izogniti.
Resˇitev, ki jih tak tip hibridizacije prinese, je sicer rahlo boljˇsa od ostalih,
ampak je razlika tako zanemarljivo majhna, da je cena, ki jo za to placˇamo
(veliko vecˇji cˇas), v vecˇini primerov neupravicˇena.
Ko smo hibridizacijo izvajali samo na zacˇetnih generacijah, smo priˇsli do
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rezultatov, ki nam pokazˇejo, da tak tip hibridizacije nima ucˇinka. Kot je
razvidno z grafa na sliki 3.4 se kakovost resˇitve in cˇas pri razlicˇnih odstotkih
hibridizacije spremeni zgolj minimalno. Razlog je v tem, da lokalna optimi-
zacija ne deluje za kandidate, ki ne predstavljajo vozliˇscˇnega pokritja. In
ker se prvi kandidati, ki vozliˇscˇno pokritje predstavljajo, pojavijo komaj v
poznejˇsih generacijah, ko se lokalna optimizacija ne izvaja vecˇ, je posledica
to, da se lokalna optimizacija tudi v zgodnjih generacijah v bistvu ne izvaja
in smo zato dobili skoraj identicˇne rezultate kot pri testu brez hibridizacije.
Izkazˇe se, da je s taksˇno lokalno optimizacijo, kot je implementirana v nasˇem
algoritmu, hibridizacija zacˇetnih generacij nesmiselna.
Cˇe smo hibridizacijo izvajali na sredini (graf na sliki 3.5), smo dobili zelo
podobne rezultate kot pri testih, ko smo hibridizacijo izvajali samo na koncu
(graf na sliki 3.6). V obeh primerih je vidna velika izboljˇsava, ko se uvede 5%
hibridizacija. Rezultati se v primeru hibridizacije na sredini optimalni resˇitvi
priblizˇajo na 0,68 odstotka, pri hibridizaciji na koncu pa na 0,69 odstotka. Za
razliko od enakomerno porazdeljene hibridizacije pa tu ni opaziti tako velike
razlike v cˇasu. Cˇas se je v obeh primerih povecˇal na priblizˇno 21 sekund, kar je
sˇe sprejemljivo. Ko odstotek hibridizacije povecˇamo na 10%, se pricˇakovano
izboljˇsa kakovost resˇitve (razlika do optimalne resˇitve je v obeh primerih okoli
0,65 odstotka) ter povecˇa cˇas izvajanja algoritma na priblizˇno 34 sekund v
obeh primerih. Cˇe odstotek hibridizacije povecˇamo sˇe na 15%, se kakovost
resˇitve ponovno izboljˇsa in je zdaj 0,62 odstotka od optimalne resˇitve v obeh
primerih, s tem da v primeru hibridizacije na sredini cˇas bolj naraste (na 51
sekund) kot pri hibridizaciji na koncu (46 sekund).
Opazimo torej, da hibridizacija na sredini v primeru 5% hibridizacije
prinese rahlo boljˇse rezultate v malenkost krajˇsem cˇasu kot hibridizacija na
koncu. Pri 10% hibridizaciji razlike skoraj ni, pri 15% hibridizaciji pa enako
dobro resˇitev v malo boljˇsem cˇasu najde hibridizacija na koncu. Tako dobre
resˇitve, kot jo prinese enakomerno razporejena hibridizacija, sˇe vedno ne
najde nobeden izmed teh dveh tipov hibridizacij, sta pa ta tipa hibridizacije
zato kar precej bolj cˇasovno ekonomicˇna.
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Slika 3.5: Izvajanje hibridizacije samo na sredini.
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Slika 3.6: Izvajanje hibridizacije samo na koncu.
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odstotek hibridizacije
N 0% 5% 10% 15%
D [%] t [s] D [%] t [s] D [%] t [s] D [%] t [s]
5.000 1,16 5,75 0,69 22,39 0,65 35,37 0,62 46,16
10.000 1,05 12,41 0,66 44,63 0,63 61,98 0,61 82,07
15.000 0,98 19,78 0,64 58,17 0,63 97,97 0,59 126,57
N - ustavitveni pogoj (sˇtevilo generacij), D - odstopanje od optimalne
resˇitve, t - cˇas
Tabela 3.3: Vpliv odstotka hibridizacije in sˇtevila generacij na kakovost
resˇitve ter potrebni cˇas.
3.4.2 Vpliv ustavitvenega pogoja
Pri drugem testu smo ugotavljali vpliv ustavitvenega pogoja na algoritem
pri razlicˇnih odstotkih hibridizacije. Ta test smo izvedli samo na enem grafu
(frb59-26-5.mis - 1534 vozliˇscˇ, najmanjˇse vozliˇscˇno pokritje velikosti 1475).
Skozi celoten test je bila uporabljena hibridizacija samo na koncˇnih gene-
racijah, medtem ko smo spreminjali odstotek hibridizacije (0%, 5%, 10% in
15%) in maksimalno sˇtevilo generacij kot ustavitveni pogoj algoritma (5.000,
10.000 in 15.000 generacij). Rezultati tega testa so predstavljeni v tabeli 3.3.
Kot smo ugotovili zˇe v prejˇsnjem poskusu, se kakovost resˇitve izboljˇsuje,
cˇe povecˇujemo odstotek hibridizacije. Po pricˇakovanjih je opazna tudi iz-
boljˇsava resˇitve, cˇe algoritmu dopustimo vecˇje sˇtevilo generacij. To je vidno
na sliki 3.7. Ugotovili pa smo, da ima vecˇanje odstotka hibridizacije vecˇji
vpliv kot vecˇanje sˇtevila generacij. Algoritem je v primeru 5% hibridizacije
v 5.000 generacijah nasˇel resˇitev, ki se od optimalne razlikuje za 0,69 od-
stotka in je za to porabil 22,39 sekunde. Cˇe smo povecˇali sˇtevilo generacij na
15.000, se je resˇitev izboljˇsala za 0,05 odstotka, porabljeni cˇas pa se je povecˇal
za 35,78 sekunde. Cˇe pa namesto sˇtevila generacij povecˇamo hibridizacijo,
dobimo resˇitev, ki je za 0,07 odstotka boljˇsa, cˇas pa se povecˇa le za 23,77
sekunde. Zakljucˇimo lahko, da se bolj splacˇa poviˇsati odstotek generacij, nad
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Slika 3.7: Odvisnost kakovosti resˇitve od odstotka hibridizacije ter sˇtevila
generacij.
katerimi se izvede optimizacija, kot pa povecˇati sˇtevilo generacij.
Poglavje 4
Zakljucˇek
Cilj te diplomske naloge je bil predstaviti evolucijski pristop k resˇevanju
optimizacijskega problema najmanjˇsega vozliˇscˇnega pokritja z uporabo ge-
netskega algoritma. Algoritem smo implementirali in ga izboljˇsali z uvedbo
hibridizacije. Raziskovali smo vpliv parametrov hibridizacije in vpliv ustavi-
tvenega pogoja (sˇtevila generacij) na potek algoritma ter priˇsli do zanimivih
rezultatov, ki so bili do neke mere pricˇakovani.
Nasˇ algoritem je zˇe brez uvedbe hibridizacije prinasˇal kar dobre rezultate
v spodobnem cˇasu. Z uporabo lokalne optimizacije smo nato algoritem hibri-
dizirali, kar je v splosˇnem privedlo do boljˇsih rezultatov in povzrocˇilo daljˇsi
cˇas izvajanja algoritma.
Kot nekateri drugi viri [9,10] smo tudi mi ugotovili, da zˇe majhen odstotek
hibridizacije znatno izboljˇsa kakovost resˇitve. Cˇe ta odstotek povecˇujemo, se
kakovost resˇitve sˇe dodatno izboljˇsuje, vendar to pomeni, da algoritem potre-
buje vedno vecˇ cˇasa, da do te resˇitve pride. Pri povecˇevanju odstotka hibri-
dizacije se cˇas povecˇuje priblizˇno linearno, kakovost resˇitve pa se izboljˇsuje
vedno manj.
Hibridizacijo smo v prvem testu preizkusˇali na razlicˇnih odsekih algo-
ritma. Tako kot Tuma v [10] smo tudi mi ugotovili, da najboljˇso resˇitev pri-
nese enakomerno razporejena hibridizacija. Rahlo presenetljiva je bila velika
kolicˇina cˇasa, ki ga je v takem primeru algoritem za izracˇun resˇitve pora-
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bil. Tudi hibridizacija na sredini ali na koncu izvajanja algoritma se izkazˇe
za precej dobro izbiro. Kakovost resˇitve je sicer rahlo slabsˇa kot pri enako-
merni porazdelitvi hibridizacije, ampak je zato algoritem veliko bolj cˇasovno
ekonomicˇen. Priˇsli smo do zakljucˇka, da je pri dolocˇanju parametrov hibri-
dizacije treba sklepati kompromise. Izbire, ki bi bila univerzalno optimalna,
ni. Cˇe potrebujemo resˇitev, ki se cˇim bolj priblizˇa globalnemu optimumu in
smo zanjo pripravljeni zˇrtvovati veliko cˇasa, bomo izbrali enakomerno raz-
porejeno hibridizacijo. Cˇe pa je cˇas kljucˇnega pomena, se bomo odlocˇili za
hibridizacijo na sredini ali na koncu, saj je tudi taka resˇitev relativno zelo
dobra. Podobno je z odstotkom hibridizacije. Lokalno optimizacijo izvajamo
pogosteje, cˇe potrebujemo boljˇso resˇitev ne glede na cˇas, in redkeje, cˇe se
lahko zadovoljimo z resˇitvijo slabsˇe kakovosti, pridobljeno v krajˇsem cˇasu.
Vecˇ podrobnosti o tem je mogocˇe najti v poglavju 3.4.1.
V drugem testu smo kot spremenljivko uvedli sˇe ustavitveni pogoj (sˇtevilo
generacij). Priˇsli smo do ugotovitve, da se kakovost resˇitve sicer izboljˇsuje,
cˇe povecˇujemo sˇtevilo generacij, ampak je bolje povecˇevati odstotek hibridi-
zacije, saj tako dobimo boljˇse resˇitve v krajˇsem cˇasu. Vecˇ podrobnosti je v
poglavju 3.4.2.
Dele algoritma, ki smo ga za potrebe tega diplomskega dela razvili, je
mogocˇe sˇe dodatno izboljˇsati za potrebe pridobitve bolj specificˇnih rezulta-
tov. Algoritem bi gotovo deloval bolje, cˇe bi funkcija ustreznosti natancˇneje
ocenjevala kandidate, ki ne predstavljajo vozliˇscˇnega pokritja. Take kandi-
date je zelo tezˇko objektivno oceniti, sˇe posebej zato, ker mora biti funkcija
ustreznosti cˇasovno nezahtevna. Verjetno bi se izplacˇalo razviti boljˇso im-
plementacijo, saj je ta funkcija ena izmed kljucˇnih komponent genetskega
algoritma. Ena izmed mozˇnih izboljˇsav je primerjava kandidatov, ki ne pred-
stavljajo vozliˇscˇnega pokritja grafa s kandidati, ki vozliˇscˇno pokritje predsta-
vljajo in imajo velik indeks. Cˇe je razlika med dvema takima kandidatoma
dovolj majhna, bi to pomenilo, da je kakovost kandidata, ki sicer ne predsta-
vlja vozliˇscˇnega pokritja, dobra. Zato bi mu ta izboljˇsana funkcija ustreznosti
priredila vecˇji indeks kot nasˇa funkcija ustreznosti.
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Opravilo bi se lahko sˇe obsˇirnejˇse testiranje vseh parametrov genetskega
algoritma, saj jih je veliko in njihov medsebojni vpliv ni vedno jasen. Za
vsakega izmed teh parametrov bi bilo treba najti optimalno vrednost, za
katero algoritem najde kar najboljˇse mozˇne rezultate. Mozˇni so implementa-
cija drugacˇnega nacˇina izbire, krizˇanja ali mutacije ali pa eksperimentiranje
z drugacˇnimi pogoji za ustavitev genetskega algoritma ter opazovanje vpliva
uvedenih sprememb na delovanje algoritma.
Kar zadeva hibridizacije, bi bilo smiselno poskusiti z drugacˇno lokalno op-
timizacijo, ki bi optimizirala tudi kandidate, ki ne predstavljajo vozliˇscˇnega
pokritja, ali pa izvesti obsˇirnejˇse testiranje vpliva razlicˇnih parametrov hibri-
dizacije na potek algoritma.
Vse to so ideje za morebitno nadaljnje delo na tem podrocˇju.
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