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ON THE SYMPLECTIC COVARIANCE AND INTERFERENCES
OF TIME-FREQUENCY DISTRIBUTIONS
ELENA CORDERO, MAURICE DE GOSSON, MONIKA DO¨RFLER, AND FABIO NICOLA
Abstract. We study the covariance property of quadratic time-frequency dis-
tributions with respect to the action of the extended symplectic group. We show
how covariance is related, and in fact in competition, with the possibility of
damping the interferences which arise due to the quadratic nature of the dis-
tributions. We also show that the well known fully covariance property of the
Wigner distribution in fact characterizes it (up to a constant factor) among the
quadratic distributions L2(Rn) → C0(R
2n). A similar characterization for the
closely related Weyl transform is given as well. The results are illustrated by
several numerical experiments for the Wigner and Born-Jordan distributions of
the sum of four Gaussian functions in the so-called “diamond configuration”.
1. Introduction
The importance of alternatives to the Wigner transform in both time-frequency
analysis and quantum mechanics should not be underestimated. Recent work in
signal processing has shown that it may be advantageous to use variants of it to
reduce unwanted interference effects, [21, 22, 24], while seems that one particular
distribution, closely related to the physicist’s Born–Jordan quantization, plays an
essential (and not yet fully understood) role in quantum mechanics. It turns out
that, luckily enough, all these transforms are particular cases of what is commonly
called the “Cohen class”[4, 5, 16]; this class consists of all transforms Qf obtained
from the Wigner distribution Wf by convolving with a distribution θ ∈ S ′(R2n):
Qf = Wf ∗ θ. In the present paper we set out to analyze and discuss the relative
advantages of such general transforms from the point of view of their symplectic
covariance properties and their effect on the interferences due to the cross-terms
Q(f, g) in the non-additivity of Q:
(1) Q(f + g) = Qf +Qg + 2ReQ(f, g).
Precisely, let T̂ (z0) = e
− i
ℏ
σ(zˆ,z0), z0 = (x0, p0) ∈ R
2n, be the Heisenberg operator:
T̂ (z0)f(x) = e
i
ℏ
(p0x−
1
2
p0x0)f(x− x0), x ∈ R
n.
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Every distribution Qf in the Cohen class enjoys the covariance property with
respect to time-frequency shifts:
(2) Q(T̂ (z0)f)(z) = Qf(z − z0), z0, z ∈ R
2n.
However, in general such a distribution does not enjoy covariance with respect to
all symplectic transformations of the time-frequency plane: if Ŝ is an element of
the metaplectic group (regarded as a unitary operator in L2(Rn)) and S ∈ Sp(n,R)
is the corresponding symplectic transformation we prove (Proposition 4.1) that
(3) Q(Ŝf)(z) =Wf ∗ (θ ◦ S)(S−1z), ∀f ∈ S(Rn), z ∈ R2n.
TheWigner distribution corresponds to the case θ = δ. Since, in that case, θ◦S = θ,
from (2), (3) we recapture the well known symplectic covariance of the Wigner dis-
tribution with respect to the extended symplectic group, i.e. the semidirect product
R2n ⋊ Sp(n,R).
As we will see, the covariance property and the reduction of interferences are
related in a subtle manner. For instance, as already observed, if Qf =Wf we have
full symplectic covariance; this implies, in particular, that one cannot eliminate or
damp the interference effect by a symplectic rotation of the coordinates. If we
choose instead the Born–Jordan distribution, which corresponds to
θ = Fσ
(
sinc
(px
2~
))
(where Fσ is the symplectic Fourier transform defined in (4)), we lose covariance
with respect to the subgroup of the symplectic group consisting of “symplectic
shears”(see Corollary 4.2 below), but this allows us at the same time to dampen
the interference effects by rotating the coordinate system. In the general case we
have similarly a trade-off between cross-interferences and the symmetry group of
Qf .
We illustrate graphically the compared attenuation effects of the Wigner trans-
form and of the Born–Jordan–Wigner transform by considering a so-called “dia-
mond state” consisting of four Gaussians; such structures have been studied by
Zurek [27] in the Wigner case in relation with the appearance of sub-quantum ef-
fects in the theory of Gaussian superpositions. We make it clear that these effects
are greatly attenuated in the Born–Jordan case; we refer to [7] for an explanation
in terms of wave front sets.
Formula (3) motivates the study of the class of temperate distributions θ ∈
S ′(R2n) such that θ ◦ S = θ for every S ∈ Sp(n,R). We completely characterize
such a class (Proposition 4.4), and thereafter use the result to characterize the
Wigner distribution. Namely, we propose a precise formulation of the folklore
statement that the Wigner distribution has special covariance properties among
all quadratic time-frequency distributions: we prove (Theorem 4.6) that, up to a
constant factor,
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The Wigner transform is the only quadratic time-frequency distribution L2(Rn)→
C0(R
2n) which enjoys covariance with respect to the extended symplectic group.
Here C0(R
2n) is the space of continuous function on the time-frequency plane
which vanish at infinity; this decay condition is essential to rule out distributions
Qf = Wf ∗ θ with θ = constant, which are in fact fully covariant too. In spite
of the primary role of the Wigner distribution in Time-frequency Analysis and
Mathematical Physics and the immense work of mathematicians, physicists and
engineers, it seems that the above clean characterization has never appeared in the
literature.
Similarly, we provide a characterization in terms of covariance with respect to
the extended symplectic group for the Weyl transform, i.e. the linear operator
A : S(Rn) → S ′(Rn) defined by 〈Af, f〉 = 〈a,Wf〉, for some symbol a ∈ S ′(R2n).
Let us emphasize that the well known characterization of the Weyl transform ([23,
Sections 7.5-7.6, pages 578-579] and [26, Theorem 30.2]) involves instead the non-
extended symplectic group, but requires an additional condition (see Remark 4.9
below), which is instead dropped in our result. Hence our characterization partially
intersects the known one. Moreover, the proof is different and, in fact, even more
transparent.
Briefly, the paper is organized as follows. In Section 2 we recall basic material
on Wigner and Born-Jordan distributions, the corresponding transforms, and we
review the recent advances in the theory of Born–Jordan quantization; for proofs
and details we refer to Cordero et al. [6], de Gosson [10, 12]. In Section 3 we study
the Wigner and Born-Jordan distribution of superpositions of Gaussians and we
illustrate graphically the appearance of the interferences, and how they are affected
by rotations in the time-frequency plane. In Section 4 we study in full generality
the covariance property of the time-frequency distributions in the Cohen class with
respect to symplectic transformations. In particular we prove the above mentioned
characterization of the Wigner transform and the associated Weyl operator.
Notation 1.1. We will use multi-index notation: α = (α1, ..., αn) ∈ N
n, |α| =
α1+ · · ·+αn, and ∂
α
x = ∂
α1
x1 · · · ∂
αn
xn . We denote by σ the standard symplectic form
on the phase space R2n ≡ Rn × Rn; the phase space variable is denoted z = (x, p).
By definition σ(z, z′) = Jz · z′ where J =
(
0 I
−I 0
)
.
We will use the notation x̂j for the operator of multiplication by xj and p̂j =
−i~∂/∂xj . These operators satisfy Born’s canonical commutation relations [x̂j , p̂j] =
i~.
The symplectic Fourier transform of a function a(z) in phase space R2n is nor-
malized as
(4) Fσ(a)(z) = aσ(z) =
(
1
2π~
)n ∫
e−
i
~
σ(z,z′)a(z′)dz′, z ∈ R2n.
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We will use the following variant of the Fourier transform:
(5) Ff(x) =
(
1
2π~
)n/2 ∫
e−
i
~
p·yf(y)dy
The translation operator in the time-frequency plane is defined by
[T (z0)a](z) = a(z − z0), z, z0 ∈ R
2n.
We denote by Mp(n,R) the metaplectic group, that is the double covering of the
symplectic group Sp(n,R). As is well known, the elements of Mp(n,R) can be re-
garded as unitary operators in L2(Rn) (Mp(n,R) has a faithful strongly continuous
unitary representation in L2(Rn)). We will reserve the notation Ŝ ∈ Mp(n,R) for
a metaplectic operator and S = piMp(Ŝ) ∈ Sp(n,R) for its projection in Sp(n,R);
see [9, Chapter 7] for more details.
2. Wigner and Born–Jordan distributions and associated
pseudodifferential operators
2.1. Wigner and Born-Jordan distributions. We recall that theWigner-Moyal
transform of f, g ∈ S(Rn) is defined by
(6) W (f, g)(z) =
(
1
2π~
)n ∫
Rn
e−
i
~
p·yf(x+ 1
2
y)g∗(x− 1
2
y)dy, z = (x, p).
We also set
Wf = W (f, f).
Let T̂ (z0) = e
− i
ℏ
σ(zˆ,z0) be the Heisenberg operator already defined in (1). We have
the translation formula
W (T̂ (z0)f)(z) = T (z0)Wf(z) = Wf(z − z0).
Recall that the Wigner transform satisfies the following translation property: for
every f ∈ L2(Rn) and z0 ∈ R
2n we have
(7) W (T̂ (z0)f, T̂ (z0)g)(z) = T (z0)W (f, g)(z).
In particular
(8) W (T̂ (z0)f) = T (z0)Wf.
More generally, the following result holds true ([8, 15]):
Proposition 2.1. If f, g ∈ L2(Rn), then
(9) W (T̂ (z0)f, T̂ (z1)g)(z) = e
− i
~
[σ(z,z0−z1)+
1
2
σ(z0,z1)]W (f, g)(z − 〈z〉)
where 〈z〉 = 1
2
(z0 + z1).
The Wigner distribution enjoys covariance property with respect to all (linear)
symplectic transformation of the time-frequency plane ([9] p. 151):
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Theorem 2.2. Let Ŝ ∈ Mp(n,R) and S = piMp(Ŝ) ∈ Sp(n,R). We have
W (Ŝf)(z) =Wf(S−1z), f ∈ S(Rn), z ∈ R2n.
The Born-Jordan distribution, first introduced in [4], is defined by
(10) QBJf = Wf ∗ (θBJ)σ
where θBJ is Cohen’s kernel function defined by
(11) θBJ(x, p) = sinc
(px
2~
)
.
(Recall that the function sinc is defined by sinc u = sin u/u for u 6= 0 and sinc 0 =
1.)
2.2. Weyl and Born-Jordan pseudodifferential operators. The Weyl oper-
ator ÂW = OpW(a) with symbol a ∈ S
′(R2n) is given by the familiar formula
(12) ÂW =
(
1
2π~
)n ∫
aσ(z)T̂ (z)dz,
where aσ is the symplectic Fourier transform of a defined in (4).
The Weyl transform can also be written in terms of the Wigner distribution by
the formula
〈ÂWf, g〉 = 〈a,W (g, f)〉.
The Born-Jordan operator ÂBJ with (Born-Jordan) symbol a ∈ S
′(R2n) is given by
ÂBJ = OpBJ(a) = OpW(a ∗ (θBJ)σ),
and represents an extension to arbitrary symbols of the first quantization rule
introduced in the literature [2] in the case of polynomial symbols. Indeed for the
case of monomial symbols one proves (de Gosson [10], de Gosson and Luef [13])
the following result.
Proposition 2.3. Let a ∈ S ′(R2n) be a symbol. The restriction of the linear
operator ÂBJ to monomials p
sxr (for n = 1) is given by the Born–Jordan rule
(13) psxr
BJ
−→
1
s+ 1
s∑
ℓ=0
p̂s−ℓx̂rp̂ℓ.
In general it follows from formula (12) that ÂBJ is alternatively given by
ÂBJ =
(
1
2π~
)n ∫
aσ(z)θBJ(z)T̂ (z)dz.
In [6] we have proven that every Weyl operator has a Born–Jordan symbol;
equivalently, every linear continuous operator Â : S(Rn) −→ S ′(Rn) is a Born–
Jordan pseudodifferential operator ÂBJ = OpBJ(b) for some symbol b ∈ S
′(R2n).
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The proof of this property is far from being trivial, since it amounts to solving a
division problem: in view of Schwartz’s kernel theorem (see e.g. Ho¨rmander [19])
every such operator Â can be written as Â = OpW(a) for some a ∈ S
′(R2n): it
suffices to take
(14) a(x, p) =
∫
e−
i
~
pyK(x+ 1
2
y, x− 1
2
y)dny
whereK is the kernel of Â. Now, if we also want to show that there exists a symbol b
such that ÂBJ = OpBJ(b) then, since we have by definition ÂBJ = OpW(b ∗ (θBJ)σ),
we have to solve the equation b ∗ (θBJ)σ = a, that is, taking symplectic Fourier
transforms,
bσ(z) sinc
(px
2~
)
= aσ(z).
We are thus confronted with a division problem, the difficulty coming from the fact
that we have sinc (px/2~) = 0 for all (x, p) such that px = 2Npi~ for a non-zero
integer N . Nevertheless, one proves ([6]) that such a division is always possible in
S ′(R2n).
3. Squeezed states and interferences
We collect in this section some material about the (cross-)Wigner transforms
of generalized Gaussian functions (the “squeezed states” familiar from quantum
optics), and their translates. For details see e.g. de Gosson [9] and the references
therein. We then illustrate the phenomenon of the interferences for the sum of four
Gaussians in the diamond configuration, both for the Wigner and Born-Jordan
distribution.
3.1. Generalized Gaussians and their Wigner transforms. We will use the
following well-know generalized Fresnel formula giving the Fourier transform of
Gaussians:
Lemma 3.1. Let φM(x) = e
−
1
2~
Mx2 where M = X + iY is a symmetric complex
n× n matrix such that X = ReM > 0. We have
(15) FφM(x) = (detM)
−1/2φM−1(x)
with F is defined in (5), where (detM)−1/2 is given by the formula
(detM)−1/2 = λ
−1/2
1 · · · λ
−1/2
m
the numbers λ
−1/2
1 , ..., λ
−1/2
m being the square roots with positive real parts of the
eigenvalues λ−11 , ..., λ
−1
m of M
−1.
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From now on we denote by ψ~M the normalized Gaussian function defined by
(16) ψ~M(x) =
(
1
π~
)n/4
(detX)1/4e−
1
2~
Mx2
where M is as above. Gaussians of this type are often called “squeezed coherent
states”; the reason is that they can be obtained from the standard coherent state
ψ~0(x) = (pi~)
−n/4e−|x|
2/2~ using a metaplectic transformation.
The following result shows thatWψ~M is in fact a phase space Gaussian of a very
special type:
Proposition 3.2. Let M = X + iY and ψ~M be defined as above.
(i) The Wigner transform of the squeezed state ψ~M is the phase space Gaussian
(17) Wψ~M(z) =
(
1
π~
)n
e−
1
~
Gz2
where G is the symmetric matrix
(18) G =
(
X + Y X−1Y Y X−1
X−1Y X−1
)
;
(ii) We have G ∈ Sp(n); in fact G = STS where
(19) S =
(
X1/2 0
X−1/2Y X−1/2
)
is a symplectic matrix.
Proof of (i). Set C(X) = (pi~)n/4 (detX)1/4. By definition of the Wigner transform
we have
(20) Wψ~M(z) =
(
1
2π~
)n
C(X)2
∫
Rn
e−
i
~
p·ye−
1
2~
F (x,y)dy
where the phase F is defined by
F (x, y) = (X + iY )(x+ 1
2
y)2 + (X − iY )(x− 1
2
y)2
= 2Xx · x+ 2iY x · y + 1
2
Xy · y
and hence
Wψ~M(z) =
(
1
2π~
)n
e−
1
~
Xx2C(X)2
∫
Rn
e−
i
~
(p+Y x)·ye−
1
4~
Xy2dy.
Using the Fourier transformation formula (15) above with x replaced by p + Y x
and M by 1
2
X we get∫
Rn
e−
i
~
(p+Y x)·ye−
1
4~
Xy·ydy = (2pi~)n/2
[
det(1
2
X)
]−1/2
× C(X)2 exp
[
−1
~
X−1(p + Y x) · (p+ Y x)
]
.
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On the other hand we have
(2pi~)n/2
[
det(1
2
X)
]−1/2
C(X)2 =
(
1
π~
)n
and hence
Wψ~M(z) =
(
1
π~
)n
e−
1
~
Gz2
where
Gz2 = (X + Y X−1)x · x+ 2X−1Y x · p +X−1p · p.
Proof of (ii). The symmetry of G is of obvious, and so is the factorizationG = STS.
One immediately verifies that STJS = J hence S ∈ Sp(n,R) as claimed.
In particular, when ψℏ0 is the standard coherent state one recovers the standard
formula
(21) Wψℏ0(z) =
(
1
π~
)n
e−
1
~
|z|2.
3.2. The cross-Wigner transform of a pair of Gaussians. Let us now gener-
alize formula (17) by calculating the cross-Wigner transform W (ψ~M , ψ
~
M ′) of a pair
of Gaussians of the type above.
Let M be a complex matrix; We will denote by M its complex conjugate: if
M = (mi,j)1≤i,j≤n then M = (m
∗
i,j)1≤i,j≤n.
Proposition 3.3. Let ψ~M and ψ
~
M ′ be Gaussian functions of the type (16). We
have
(22) W (ψ~M , ψ
~
M ′)(z) =
(
1
π~
)n
CM,M ′e
− 1
~
Fz2
where CM,M ′ is a constant given by
(23) CM,M ′ = (detXX
′)1/4 det
[
1
2
(M +M ′)
]−1/2
and F is the symmetric complex matrix given by
(24) F =
(
2M ′(M +M ′)−1M −i(M −M ′)(M +M ′)−1
−i(M +M ′)−1(M −M ′) 2(M +M ′)−1
)
.
Proof. We have
W (ψ~M , ψ
~
M ′)(z) = C(X,X
′)
∫
Rn
e−
i
~
pye−
1
2~
Φ(x,y)dy
where the functions C and Φ are given by
C(X,X ′) = 2−n
(
1
π~
)2n
(detXX ′)1/4
Φ(x, y) =M(x+ 1
2
y)2 +M ′(x− 1
2
y)2.
Let us evaluate the integral
I(z) =
∫
Rn
e−
i
~
pye−
1
2~
Φ(x,y)dy, z = (x, p) ∈ R2n.
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We have
Φ(x, y) = (M +M ′)x2 +
1
4
(M +M ′)y2 + (M −M ′)x · y
and hence
I(z) = e−
1
2~
(M+M ′)x2
∫
Rn
e−
i
~
[p− i
2
(M−M ′)x]·ye−
1
8~
(M+M ′)y2dy.
Using the Fourier transformation formula (15) we get
I(z) = (2pi~)n/2 det
[
1
4
(M +M ′)
]−1/2
× exp
(
−
1
2~
[
(M +M ′)x2 + 4(M +M ′)−1
(
p− 1
2
(M −M ′)x
)2])
.
A straightforward calculation shows that
1
2
(M +M ′)x2 + 4(M +M ′)−1
(
p− 1
2
(M −M ′)x
)2
= Fz · z
where F is the matrix
(25)
(
K −i(M −M ′)(M +M ′)−1
−i(M +M ′)−1(M −M ′) 2(M +M ′)−1
)
with left upper block
K = 1
2
[
M +M ′ − (M −M ′)(M +M ′)−1(M −M ′)
]
.
Using the identity
(26) M +M ′ − (M −M ′)(M +M ′)−1(M −M ′) = 4M ′(M +M ′)−1M
the matrix (25) is given by (24). We thus have, collecting the constants and
simplifying the obtained expression
W (ψ~M , ψ
~
M ′)(z) =
(
1
π~
)n
(detXX ′)1/4 det
[
1
2
(M +M ′)
]−1/2
e−
1
~
Fz2
which we set out to prove.
3.3. Superposition of squeezed coherent states. We are now ready to use the
above machinery to study the superposition of squeezed coherent states, and the
interferences which arise due the quadratic nature of the Wigner distribution.
Let f =
∑
1≤j≤m λjfj be a finite linear superposition of quantum states fj ∈
L2(Rn); an easy computation shows that the Wigner distribution Wf is given by
(27) Wf =
m∑
j=1
|λj |
2Wfj + 2Re
m∑
k=1
m∑
ℓ=1
k>ℓ
λkλ¯ℓW (fk, fℓ).
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Corollary 3.4. Let f =
∑
1≤j≤m T̂ (zj)fj, zj ∈ R
2n, be a finite linear superposition
of Heisenberg shifts of quantum states. Then
(28)
Wf(z) =
m∑
j=1
Wfj(z − zj) + 2Re
m∑
k=1
m∑
ℓ=1
k>ℓ
e−
i
~
[σ(z,zk−zℓ)+
1
2
σ(zk,zℓ)]W (fk, fℓ)(z − 〈zk,ℓ〉),
where 〈zk,ℓ〉 :=
1
2
(zk + zℓ).
Proof. The formula (28) is a straightforward consequence of (27) and (9).
If we consider the standard coherent state ψ~0(x) = (pi~)
−n/4e−|x|
2/2~, from for-
mula (17) we infer Wψ~0(z) =
(
1
π~
)n
e−
1
~
z2. The superposition of Heisenberg shifts
of the standard coherent state ψ~0 is then given by
W (
m∑
j=1
T̂ (zj)ψ
~
0)(z)
(29)
=
(
1
π~
)n

 m∑
j=1
e−
1
~
|z−zj |2 + 2
m∑
k=1
m∑
ℓ=1
k>ℓ
cos{
1
~
[σ(z, zk − zℓ) +
1
2
σ(zk, zℓ)]}e
−
1
~
|z−〈zk,ℓ〉|
2

 .
Figure 1 shows the Wigner transform of the superposition of four quantum states
(Gaussians), in rotated positions for 9 steps between the original position and the
final position corresponding to a rotation by 45◦. Both the nature of the interference
terms as stated in the previous corollary and the covariance property of the Wigner
transform are visible.
4. Symplectic covariance for the Cohen class
A quadratic time-frequency representation Q belongs to the Cohen’s class if it
can be written as
(30) Qf =Wf ∗ θ, ∀f ∈ S(Rn)
for a suitable kernel θ ∈ S ′(R2n).
Observe that for a distribution in the Cohen’s class, using (7) we have, for every
f ∈ S(Rn),
Q(T̂ (z0)f)(z) = (W (T̂ (z0)f) ∗ θ)(z) = ((T (z0)Wf) ∗ θ)(z)
= T (z0)(Wf ∗ θ)(z) = T (z0)Qf(z).
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Figure 1. Wigner transform, logarithmic amplitude
Hence, for every Q in the Cohen’s class, we have the translation formula:
(31) Q(T̂ (z0)f)(z) = Qf(z − z0),
as for the Wigner distribution.
Let us now study the behaviour of the Cohen’s class under the action of meta-
plectic operators.
Proposition 4.1 (Symplectic covariance of the Cohen’s class). Consider θ ∈
S ′(Rn) and Q an element of the Cohen’s class having kernel θ, as in (30). For
Ŝ ∈ Mp(n,R) and S = piMp(Ŝ), we have
(32) Q(Ŝf)(z) =Wf ∗ (θ ◦ S)(S−1z), ∀f ∈ S(Rn), z ∈ R2n.
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Proof. Recalling the symplectic covariance for the Wigner distribution (Theorem
2.2)
W (Ŝf)(z) =Wf(S−1z), f ∈ S(Rn), z ∈ R2n,
we can write, for any f ∈ S(Rn),
Q(Ŝf)(z) = (W (Ŝf) ∗ θ)(z)
=
∫
R2n
W (Ŝf)(z − w)θ(w) dw
=
∫
R2n
Wf(S−1(z − w))θ(w) dw
=
∫
R2n
Wf(u)θ(z − Su) du
=
∫
R2n
Wf(u)θ(S(S−1z − u)) du
=Wf ∗ (θ ◦ S)(S−1z)
where the integrals must be understood in the sense of distributions (we recall that
Wf ∈ S(R2n) for f ∈ S(Rn), cf. [16, Theorem 11.2.5]). Moreover, in the change
of variables we used detS = 1.
As a consequence, we recover the results for the covariance of the Born–Jordan
distribution in [10].
Corollary 4.2. If θ = θBJ as in (11), we have the covariance of the corresponding
distribution Q for all the symplectic matrices of the type S = J or S = ML =(
L−1 0
0 Lt
)
, with L ∈ GL(2n,R).
The covariance behavior of the Born–Jordan distribution is illustrated in Figure
2, for the same set of rotated superposition of quantum states we considered in the
previous section. We observe that the interference terms depend substantially on
the underlying coordinate system. In particular, choosing an appropriate rotation,
the interference terms can be significantly damped.
Formula (32) motivates the investigations of the temperate distributions which
are invariant with respect to the action of the linear symplectic group. We need
the following easy lemma.
Lemma 4.3. Let θ ∈ S ′(R2n) and A be a square 2n× 2n real matrix. We have
(33)
d
dt
θ(etAz)|t=0 = Az · ∇zθ.
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Figure 2. Born-Jordan transform, logarithmic amplitude
Proof. We have, for ϕ ∈ S(R2n),
(34) 〈
1
t
(
θ(etA·)− θ
)
, ϕ〉 = 〈θ,
1
t
(
e−tTrAϕ(e−tA·)− ϕ
)
〉.
Now, as t→ 0 we have
1
t
(
e−tTrAϕ(e−tA·)− ϕ
)
→ −TrAϕ− Az · ∇zϕ
in S(R2n), so that the left-hand side in (34) tends to
〈θ,−TrAϕ−Az · ∇zϕ〉 = 〈−TrAθ + div
(
Az θ
)
, ϕ〉
= 〈Az · ∇zθ, ϕ〉.
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Proposition 4.4. Let θ ∈ S ′(R2n) be such that
θ ◦ S = θ
for every S ∈ Sp(n,R). Then
θ = c0 + c1δ
for some c0, c1 ∈ C.
Proof. It suffices to consider the case where S = eA with A ∈ sp(n,R) (the sym-
plectic algebra, i.e. the Lie algebra of Sp(n,R)). Consider the one-parameter group
of symplectic matrices etA ∈ Sp(n,R), t ∈ R. The assumption θ ◦ S = θ implies
that
θ(etAz) = θ(z)
for every A ∈ sp(n,R) and therefore
d
dt
θ(etAz) = 0.
On the other hand, by Lemma 4.3, we have
(35)
d
dt
θ(etAz)|t=0 = Az · ∇zθ
and therefore
(36) Az · ∇zθ = 0 ∀A ∈ sp(n,R).
Now, for z 6= 0 fixed, we have
(37) Tz = {Az : A ∈ sp(n,R)} = R
2n, z 6= 0.
In fact Tz ≃ {Az · ∇z : A ∈ sp(n,R)} is the tangent space at z to the orbit of
the action of Sp(n,R) on R2n \ {0}. Since the action is transitive, the orbit is the
whole R2n \ {0}, and (37) follows.
As a consequence of (36) and (37) we have ∇zθ = 0 in R
2n \ {0}, and therefore
θ = c0 in R
2n \ {0}. The distribution θ − c0 in R
2n is supported at 0, so that
(38) θ = c0 + c1δ +
∑
1≤|α|≤m
c′α∂
α
z δ
for some m ≥ 1, c′α ∈ C. We have to show that in fact the summation in (38) is
zero. To this end we observe that, taking the Fourier transform of both sides of
the invariance property θ ◦ S = θ, S ∈ Sp(n,R), we see that θ̂ enjoys the same
invariance, so that by the above argument we have
θ̂ = c2 + v,
for some c2 ∈ C, v ∈ S
′(R2n) supported at 0. This is compatible with (38) only if
the summation in (38) is zero.
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Remark 4.5. An inspection of the above proof shows that we only need invariance
with respect to the symplectic matrices of the form etA, with a ∈ A ∈ sp(n,R) and
small t. However, this condition turns out to be equivalent to the invariance with
respect to the full symplectic group, because any connected Lie group is generated
by a neighborhood of the identity.
We now prove the characterization of the Wigner transform announced in Intro-
duction. For a quadratic map Q we denote by Q(f, g) its corresponding sesquilinear
map.
Theorem 4.6. Consider a quadratic continuous time-frequency distribution Q :
L2(Rn) → C0(R
2n), i.e. Qf = Q(f, f) for a sequilinear continuous map Q :
L2(Rn)× L2(Rn)→ C0(R
2n). Suppose that Q enjoys:
(i) the covariance property with respect to translations in the time-frequency
plane:
(39) Q(T̂ (z0)f)(z) = Qf(z − z0), ∀f ∈ S(R
n), z0 ∈ R
2n;
(ii) the covariance property with respect to symplectic linear transformations: for
every Ŝ ∈ Mp(n,R), with S = piMp(Ŝ) ∈ Sp(n,R)
(40) Q(Ŝf)(z) = Qf(S−1z), ∀f ∈ S(Rn), z ∈ R2n.
Then
Qf = cWf
for some constant c ∈ C.
Proof. It follows from [16, Theorem 4.5.1] that the continuity assumption
|Q(f, g)(z)| ≤ C‖f‖L2(Rn)‖g‖L2(Rn), ∀f, g ∈ S(R
n), z ∈ R2n
together with (39) imply that
Qf =Wf ∗ θ, ∀f ∈ S(Rn)
for some distribution θ ∈ S ′(R2n), i.e. Q is a distribution in the Cohen class.
Using this expression for Q, together with (32) and (40) we get
Wf ∗ (θ ◦ S)(S−1z) =Wf ∗ θ(S−1z), ∀f ∈ S(Rn), ∀z ∈ R2n.
Replacing S−1z by z and taking the Fourier transform we get
Ŵf θ̂ ◦ S = Ŵf θ̂, ∀f ∈ S(Rn).
If f is a Gaussian function in Rn, Ŵf will be a Gaussian itself in R2n, and in
particular never vanishes. Hence we obtain θ ◦ S = θ for every S ∈ Sp(n,R).
From Proposition 4.4 we have θ = c0 + c1δ for some c0, c1 ∈ C. Finally, since the
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distribution Qf =Wf ∗ θ is assumed to tend to 0 at infinity, for every f ∈ S(Rn),
it must be c0 = 0 and we obtain the desired result.
We now provide a similar characterization for the Weyl transform. We begin
by characterizing the transform which enjoy a covariance property with respect to
time-frequency shifts, alias Heisenberg operators T̂ (z0).
Theorem 4.7. Consider a linear continuous mapping
S ′(R2n)→ L(S(Rn),S ′(Rn)),
say a 7−→ Aa, satisfying the covariance property with respect to the Heisenberg
operators:
(41) T̂ (−z0)AaT̂ (z0) = AT (−z0)a ∀z0 ∈ R
2n.
Then there exists a distribution θ ∈ S ′(R2n), with θ̂ smooth in R2n, such that
(42) 〈Aaf, g〉 = 〈a,W (g, f) ∗ θ〉 ∀f, g ∈ S(R
d).
Proof. By polarization it is sufficient to prove (42) when f = g. Now, define the
quadratic distribution
Qf(z) = 〈Aaf, f〉, with a(·) = δ(· − z), z ∈ R
2n.
By (41) it satisfies the covariance property
Q(T̂ (z)f) = T (z)Qf
so that it follows from [16, Theorem 4.5.1] (or better from its proof) that there
exists a distribution θ ∈ S ′(R2n) such that
Qf = Wf ∗ θ.
This proves (42) when a(·) = δ(· − z), z ∈ R2n.
Now, let L be the linear span of such symbols in S ′(R2n). Since the left-hand
side of (42) is continuous as a functional of a ∈ S ′(R2n), for fixed f, g ∈ S(R2n),
we see that the right-hand side extends to a continuous functional S ′(R2n) → C,
i.e. there exists a Schwartz function b ∈ S(R2n) such that
〈a,W (g, f) ∗ θ〉 = 〈a, b〉 ∀a ∈ L
that is W (g, f) ∗ θ = b is a Schwartz function. Hence the right-hand side of (42)
is also continuous S ′(R2n) → C, as a functional of a, and therefore (42) holds not
only for a ∈ L but for every a ∈ S ′(R2n), because L is dense in S ′(R2n) (cf. [14,
Lemma 7]).
Finally, we have already proved that W (g, f) ∗ θ, and therefore Ŵ (g, f)θ̂, is a
Schwartz function. For suitable fixed Schwartz functions f = g (e.g. a Gaussian)
we have Ŵf(w) 6= 0 for every w ∈ R2n, which implies that the distribution θ̂ is in
fact smooth in R2n.
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As a consequence of these results we obtain the following new characterization
of the Weyl transform.
Theorem 4.8. Consider a linear continuous mapping
S ′(R2n)→ L(S(Rn),S ′(Rn)),
say a 7−→ Aa, satisfying
(i) the covariance property (41) with respect to Heisenberg operators;
(ii) the covariance property with respect to metaplectic operators: for Ŝ ∈ Mp(n,R)
and S = piMp(Ŝ) ∈ Sp(n,R),
(43) Ŝ−1AaŜ = Aa◦S .
Then, for some c ∈ C we have
(44) 〈Aaf, g〉 = c〈a,W (g, f)〉 ∀f, g ∈ S(R
n).
If in addition we have Aa = I for a = 1, then c = 1 in (44).
Proof. Again by polarization it is sufficient to prove (44) for f = g.
By Theorem 4.7 we have
(45) 〈Aaf, f〉 = 〈a,Wf ∗ θ〉 ∀f, g ∈ S(R
d)
for some distribution θ ∈ S ′(R2n) with θ̂ smooth in R2n. Let Qf := Wf ∗ θ. We
have therefore, by Proposition 4.1,
〈AaŜf, Ŝf〉 = 〈a,Q(Ŝf)〉 = 〈a, [Wf ∗ (θ ◦ S)] ◦ S
−1〉.
On the other hand, using (ii) we have
〈AaŜf, Ŝg〉 = 〈a ◦ S,Qf〉 = 〈a,Qf ◦ S
−1〉.
Hence it must be Wf ∗ θ = Wf ∗ (θ ◦ S) for every f ∈ S(Rn). As in the proof
of Theorem 4.6 we deduce that θ ◦ S = θ for every S ∈ Sp(n,R). Proposition 4.4
implies that θ = c0 + c1δ, for some c0, c1 ∈ C, but θ̂ is smooth in R
2n, so that
c0 = 0. We have therefore θ = cδ in (45), which gives (44).
The last part of the statement is clear, because 〈f, g〉 = 〈1,W (g, f)〉.
Remark 4.9. The result in Theorem 4.8 can be compared with the known char-
acterization of the Weyl transform. Is is proved in [23, Sections 7.5-7.6, pages
578-579] and [26, Theorem 30.2] that the conclusion of Theorem 4.8 holds (with
c = 1) if one assumes
(i)’ Aaf = af for a = a(x) ∈ L
∞(Rn)
and (ii).
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We emphasize that, instead, in Theorem 4.8, (i) and (ii) together amount to
assuming the covariance with respect to the extended symplectic group.
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