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Abstract: It is necessary to develop an explainable model to clarify how and why a medical model makes a particular
decision. Local posthoc explainable AI (XAI) techniques, such as SHAP and LIME, interpret classification system
predictions by displaying the most important features and rules underlying any prediction locally. Therefore, in order
to compare two or more XAI methods, they must first be evaluated qualitatively or quantitatively. This paper proposes
quantitative XAI evaluation metrics that are not based on biased and subjective human judgment. On the other hand,
it is dependent on the depth of the decision tree (DT) to automatically and effectively measure the complexity of XAI
methods. Our study introduces a novel XAI strategy that measures the complexity of any XAI method by using a
characteristic of another model as a proxy. The output of XAI methods, specifically feature importance scores from
SHAP and LIME, is fed into the DT in our proposal. The DT will then draw a full tree based on the feature importance
score decisions. As a result, we developed two main metrics that can be used to assess the DT’s complexity and thus
the associated XAI method: the total depth of the tree (TDT) and the average of the weighted class depth (ACD).
The results show that SHAP outperforms LIME and is thus less complex. Furthermore, in terms of the number of
documents and features, SHAP is more scalable. These results can indicate whether a specific XAI method is suitable
for dealing with different document scales. Furthermore, they can demonstrate which features can be used to improve
the performance of the black-box model, in this case, a feedforward neural network (FNN).
Key words: Explainable AI, medical multiclass classification, SHAP, LIME, decision tree, quantitative explainability
evaluation

1. Introduction
Regarding any medical record, a doctor or physician is interested in knowing which medical entities or features
are behind disease predictions or decisions. Hence, the need to create an automatic medical classification system
which is more explainable and interpretable to human beings is obvious. This also means that any such medical
system must be trustworthy and reliable in order to be useful in such sensitive medical decisions [1, 2]. Therefore,
most NLP researchers are now attempting to develop automatic medical systems that are more explainable and
understandable to human end-users.
Explainable AI (XAI) methods are divided into several categories based on the nature of the system
they describe. Therefore, before employing any XAI method for our system, we must first ask ourselves some
fundamental questions. For example, can the XAI method interpret a specific model or can it be generalized for
use on any system? Alternatively, we must determine whether our XAI method explains the system’s predictions
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locally or globally. More importantly, a decision must be made regarding which aspect of the model needs to
be explained. Three categories define the type of XAI method based on that concept: premodel explanation,
in-model explanation, and postmodel explanation (also known as posthoc models) [3–5]. Eventually, each
explainable method must be quantitatively or qualitatively evaluated, which is a diﬀicult but doable task.
An XAI system must be evaluated, especially when attempting to compare a newly created one to
others in the literature. As a result, subjectively assessing the quality of the XAI system is dependent on
the understanding of the end-user. The goal here is to satisfy the understanding of humans and to allow
them to judge the effectiveness of your XAI method. As a result, there are two kinds of evaluation methods
that rely on qualitative assessment. The first is known as a human-grounded assessment, and it necessitates
direct interaction with the end-user, regardless of his or her knowledge of the system at hand. The second
one is more practical, in that it selects more domain experts to judge the explainability of your XAI method.
However, both techniques are expensive in time and effort and it may be possible to employ other practical and
less time-consuming options, therefore, using quantitative evaluation methods is more practical and eﬀicient.
Functionally-grounded is an evaluation technique that does not need the interaction of humans to identify the
quality of your XAI model [6]. It deals with the criteria of some measurements that serve as proxies, such as
depth of the decision tree, model sparsity and uncertainty. Accordingly, quantitative techniques would be more
automatic and practical than the previously mentioned qualitative techniques [7–10].
Aside from the significant time and effort required, one of the diﬀiculties in qualitative XAI evaluation
is that requesting human opinion to subjectively assess a particular explainability method can be biased to
their desire and satisfaction. As a result, quantitative evaluation techniques during the evaluation process could
be more objective and time saving. One of the main issues in the XAI research community is generalizing
quantitative evaluation methods [11], because dealing with customized evaluation metrics cannot be applied
to all other explainability methods. As a result, we require a mutual evaluation technique that is inclusively
well suited to common explainability methods. Moreover, another issue is when different posthoc explanation
approaches are increasingly being used to explain complicated models in high-stakes situations, it is essential
to obtain a greater understanding of when and how the explanations produced by these methods conflict,
and how such differences are addressed in practice. This problem was highlighted by recent study [12] as
a XAI disagreement problem. Accordingly, Krishna et al. suggested developing a fundamental assessment
criteria that can help practitioners quickly distinguish between a trustworthy and an unreliable explanation
when there is a disagreement. Another important recent challenge in the XAI community is to measure the
quality of explanations, i.e. causality [13], without the intervention of human judgment. Causality is the degree
to which a human expert’s explanation of a statement reaches a specific level of logical comprehension while
maintaining effectiveness, eﬀiciency, and satisfaction in each use case. Therefore, following this notion, Longo
et al. [14] suggested a measurement scale that can be used to assess the quality of explanations objectively and
automatically.
Following our discussion of the major issues and challenges with XAI evaluation techniques, we propose
a novel and more practical method for quantitatively evaluating a specific XAI method. We chose to assess
explainability of both: SHAP and LIME XAI methods because they are model agnostic and are extensively and
frequently applied to a wide range of health-care data and industry domain to interpret deep learning models
[15–17]. However, our main goal in this study is to create an automated evaluation metric that effectively and
objectively measures XAI complexity. Moreover, this study does not attempt to prove that one XAI approach is
superior to another; rather, it proposes that a feature of an existing ML model, such as DT, be used to select the
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best XAI method for a given situation. As a result, we chose to measure XAI complexity using the depth of the
decision tree because it is a practical and straightforward method [5]. Decision trees are one of the few machine
learning algorithms that a human can easily track and analyze [18]. Hence, it will add simplicity and reliability
when it will be used as an XAI evaluation measurement. There is a plenty number of XAI methods in literature
but it is not easy to choose which one is proper for a given situation. Hence, we have to ask first, can the depth
of DT be used to choose the right XAI methods for the given problem? This is our research hypothesis, which
we will attempt to demonstrate in this study. Additionally, we intended to prove that our method can alleviate
the previously discussed issues related to human-based evaluation techniques, generalization, causality and the
disagreement problem.
Accordingly, our proposal begins with using the depth of the tree to evaluate an XAI’s complexity by
feeding its feature importance scores into the tree. As a result, the depth of the decision tree can indicate how
complex the XAI method is [7, 8, 15]. To be more specific, we used a feedforward neural network (FNN) to
classify a multiclass cardiovascular dataset (OHSUMED). Then, to explain our FNN’s decisions, we used two
cutting-edge explainability methods: SHapley Additive exPlanations Sheply (SHAP) and local interpretable
model-agnostic explanations (LIME). The depth of the decision tree was then used to assess the complexity of
the explanation methods.
The contributions of this study can be summarized as follows:
• To the best of our knowledge, this is the first idea that uses a feature of another model, such as a decision
tree, as a proxy to evaluate the explainability method’s complexity.
• Moreover, we performed a comparison between two XAI methods, SHAP and LIME, depending on the
depth of their DT to measure XAI complexity.
• Additionally, the comparison of the two XAI methods was performed in the medical domain. More
specifically, we worked with a multiclass classification related to a challenging cardiovascular diseases’
dataset such as OHSUMED.
• Finally, as a byproduct intention of this study, XAI metrics, especially ACUDT metric, inspired us to
use SHAP XAI importance scores as a dimensionality reduction mechanism to enhance the accuracy of
our black box model. Accordingly, we only considered the top n features of OHSUMED dataset with the
highest SHAP feature importance scores in the multiclass classification. As a result, the accuracy of our
FFN model is remarkably increased from 50 to 92 percent.
The rest of the paper consists of the following: Section 2 provides information about the recent research
regarding XAI and their evaluations. Section 3 explains in detail all the phases and steps of our method. Section
4 shows all the experiments and their settings. Section 5 presents all the results, findings, and discussions. And
finally, Section 6 provides a summarization of our work and future work.
2. Related work
2.1. Explainable methods on ML predictions
Several articles dealt with explaining black-box models in a postoperation manner. Therefore, some researchers
tried to explain the predictions of the black-box model using feature importance techniques. However, since
feature importance scores are produced separately from the ML model training, they can be confusing or
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misleading. As a result of this collision, numerous analytical techniques for calculating feature relevance and
feature selection for ML models were emerged. Godin et al. [19], for example, used a feature importance
method to investigate which patterns a neural network followed, after learning character-level features, to
explain a word-level tagging and output of their neural network. On the other hand, Ge et al. [20] used a
feature importance weighting approach in the medical domain. They distinguished which top 10 features are
responsible for predicting intensive care unit (ICU) mortality. Moreover, Ribeiro et al. [3] created a feature
importance technique that depends on the local model-agnostic method (LIME). LIME produces explanations
that depend on estimating the model together with a “locally faithful” explainable representation. Additionally,
it also uses the nature of some linear and explainable models, as proxy models, to interpret the predictions
of a black-box model. Furthermore, LIME [3] employs local-based surrogate models that depend on input
perturbation to produce explanations. To elaborate more, LIME takes an instance as an input and adds some
noise to it so that it can produce more similar instances. After that, LIME uses linear models to learn from the
new created instances to produce explanations. Furthermore, Blanco-Justicia et al. [21] proposed an explainable
surrogate model that depends on microaggregation. Microaggregation derives explanations from the black-box
model’s decisions, while controlling their accuracy, and compares it with a decision tree as a surrogate model.
Microaggregation is considered a type of decision tree but with limited depth. More specifically, they believe
that this technique accomplishes a trade-off between the understandability of the original black-box model
decisions and the representativeness of the surrogate model. Additionally, they think that their model will
ensure the privacy of the instances used for training the black-box model.
2.2. Explainable AI in the medical domain
Some studies showed the importance of applying explainable methods to medical image analysis. Singh et al. [4]
mentioned two main explainability groups that are used to explain deep neural networks in the medical images:
attribution-based methods, and architecture or domain-specific methods. Attribution-based methods aim to
discover which input features are affecting the target DNN neuron or the output neuron that is responsible
for identifying the correct class in a classification problem. While domain-specific methods, sometimes called
nonattribution-based methods, aim to develop an explainability method to a given problem rather than using
preexisting attribution-based methods.On the other hand, Soares’s paper [2] is a recent study that tries to
explain the behavior of its classification model and to identify COVID-19 disease. Its dataset consists of CT
scan images of patients infected with COVID-19. It used prototype-based learning in which a prototype, training
images with a highly representative local peak of density and probability distribution, is used to explain the
most important areas in the CT scans. The explainability of medical domain text classification also took a place
in the literature. The main aim here is to extract and identify features from the medical text that contribute
the most to define the black-box predictions’ decisions [22]. Feng et al. [23] created an explainable clinical
decision support text classifier. Their model consists of a CNN transformer that is responsible for extracting
medical patient features from MIMIC III clinical records. Then, all the medical decisions are identified to be
transformed later, by a two-layer transformer encoder, to recognize medical patterns among the features. Teng
et al. [24] additionally built an interpretable ICD-9 classification system that aims to extract information from
a knowledge graph. Their system consists of several parts: a multilayer CNN, a graph-based representation,
an attention matching layer, and adversarial learning. Essentially, the knowledge graph has been constructed
after applying some medical entity extraction techniques. This knowledge then is used in the attention layer
to encode all the relevant medical features that contribute to identifying interdependency between ICD-9 codes
from the MIMIC III dataset.
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2.3. Evaluation of explainable methods
Quantitative explainability measurement has played a great part in evaluating explainability recently. Researchers have begun to design and perform some practical and quantitative evaluation metrics well suited to
their explainability methods. Messalas et al. [25] tried to prove that the SHAP interpretability method is a
faster alternative than LIME. Then they evaluated the performance of both techniques using six quantitative
evaluation methods: runtime, consistency guarantees, identity, expressive power, translucency, and portability.
All of those metrics depend on the features’ correlations and importance. As a result, they prove that SHAP is
better than LIME in time, consistency guarantees, and translucency, while having the same effect on the rest
of the metrics. That means, time, consistency guarantees and translucency metrics are capable of detecting
changes between SHAP and LIME, whilst the others are unable to do so. Similarly, Ramon et al. [26] made
a comparison between three explainability methods: SHAP, LIME, and search for evidence counterfactuals
(SEDC). SHAP uses a game theory method during the prediction process to consider the role of each specification or data instance. When the contribution is not equal, this strategy can equitably distribute the reward
across all players (specifications). On the other hand, SEDC can explain any classification model’s predictions
in a counterfactual way. It focuses on finding the most relevant features during the explanation process. Ramon et al. [26] evaluated the effectiveness, which is represented by switching point and percentage explained
metrics, and the eﬀiciency, which is represented by the computational time, of the three explainable models. In
the switching point, the amount of features that must be eliminated before the classification changes. It is the
same as the counterfactual explanation’s size. Alternatively, percentage explained is the fraction of positively
predicted instances for which a counterfactual explanation smaller than 30 features is found. On the other
hand, computation time is the time it takes for making the explanation in seconds. They found that SEDC
consistently shows the best performance amongst them, it is fast and effective but not all the time, while SHAP
and LIME recorded the second and third best performance, respectively. Lin [27] alternatively assessed the
performance of three explainability methods: SHAP, LIME, and expected gradients (EG). They tested these
methods on three classification problems: image, text, and speech recognition using deep CNN classifiers. After
that, they measured the performance of the interpretable methods by assessing the impact score (IS) and and
the impact coverage (IC). IS quantifies how well the critical factors, identified by an explainability method,
reflect a given decision made by a network based on the impact over network decisions and confidences in the
absence of these critical factors. Alternatively, IC quantifies the coverage of the detected essential variables on
the negatively impacted factors. As a result, they found that the EG method recorded the best IS in the image
and sound recognition classification problems, while LIME recorded the best score in the text classification
problem. SHAP, on the other hand, obtained the best IC in the image classification problem, while EG and
LIME got the best IC in text and sound recognition classification problems. Additionally, Antwarg et al. [28]
compared SHAP and LIME after explaining the detection of anomalies by autoencoders. To assess the explainability methods, they depended on the mean reciprocal rank (MRR) measure to identify the noise position in
the feature set. The lower the MRR, the better the explainability method is. As a result, SHAP recorded
a better MRR score in comparison to LIME. Furthermore, El-Shawi et al. [29] compared six explainability
methods after applying them to the predictions of a random forest black-box model. They utilized LIME,
SHAP, Anchors, LORE, ILIME, and MAPLE XAI methods on healthcare tabular and textual datasets. They
evaluated those methods using six quantitative assessment methods: similarity, time, trust, identity, stability,
and separability. They concluded that SHAP performed the best in terms of time, similarity, and identity on
the tabular dataset. Moreover, LIME recorded the best separability on the tabular and textual dataset and the
2058

AHMED and ALPKOCAK/Turk J Elec Eng & Comp Sci

best similarity score in the textual dataset. Last but not least, Jesus et al. [30] performed a subjective (i.e.
qualitative) assessment built on an application-based explainability evaluation metric. They constructed three
basic questions and allowed domain experts to rate SHAP and LIME from one to five stars accordingly. These
questions assessed how the XAI method could cover all relevant information on a decision, and whether XAI
was useful in making that decision. Consequently, they found that people are more receptive to rate SHAP
better than LIME in a fraud detection problem using the random forest as a black-box model.
As a result, XAI is still a new field and researchers are working on solving explainability problems
especially on discovering new XAI evaluation techniques. However, the work on explainability in the medical
field is still limited and needs more research to accomplish [31]. Additionally, making comparisons between
the various XAI approaches is also important as it reveals which technique is more appropriate to utilize in a
specific domain or dataset. Accordingly, we tried to tackle most of XAI’s challenges and problems by creating a
generic automated and objective XAI evaluation method. In addition, we provided a comparison between two
benchmark XAI methods in a medical domain problem.

3. Methodology
The system in this research generally consists of three main phases. The chart in Figure 1 contains the structure
that we followed to build our full system.
Phase 1: A classification and prediction phase that classifies the OHSUMED multiclass dataset into one
of 23 cardiovascular diseases.
Phase 2: The prediction’s explanation that interprets the output of the Blackbox model (i.e. the
feedforward neural network, FNN). After that, the explanations are represented as features importance scores
from one XAI tool like LIME or SHAP.
Phase 3: A quantitative evaluation method of explainability that depends on the depth of the decision
tree.

Figure 1. General system architecture.
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3.1. Classification and prediction system
3.1.1. Dataset description
We employed the OHSUMED dataset in this study. OHSUMED is a collection of medical abstracts from
the MEDLINE database that provides information on 23 cardiovascular diseases [32, 33]. Additionally, each
document is an unstructured sequence of words. There are 6900 documents in total. Furthermore, our dataset
has a balanced distribution of documents per class. There is a minimum of 232 documents per class, class C23,
max 368 documents per class, class C22, a variance of 1204.79, and a standard deviation of 34.71009. We split
the data into 80% training and 20% testing for the classification task. Table 1 provides a detailed description
of the dataset.
Table 1. Basic statistics about OHSUMED dataset.

Descriptions
Total number of documents
Total number of sentences
Total number of tokens
Total number of characters
Max document size in sentence
Max document size in tokens
Max document size in characters
Average document size in sentence
Average document size in token
Average document size in characters
Total number of classes

OHSUMED dataset
6900
57,647
1,244,089
8,097,928
23
605
4025
5
180
1173
23

3.1.2. Multiclass classification system
Our multiclass classification model used in this study is a simple feedforward neural network with one input
layer, one hidden layer, and one output layer. Moreover, we established several hyperparameters that provide
us with high-accuracy and low-loss scores:
• Activation function in the input and hidden layers: Relu.
• Activation function in the output layer: Softmax.
• Loss function: Sparse categorical crossentropy.
• Optimizer: Adam.
• Epochs = 15.
• Batch size =128.
3.2. Explainability methods
We worked on explaining the black-box model’s output with multiclass classification predictions. As a result,
we attempted to use local explainability methods to explain the FNN’s predictions and decisions. Local
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explainability techniques such as LIME and SHAP are examples of local explainability methods. Algorithm 1
demonstrates how we used the LIME and SHAP XAI methods to obtain the explanations as feature importance
scores for each document in OHSUMED.

3.2.1. Feature importance XAI method: SHAP and LIME
In general, feature importance is defined as the degree to which features are related to the black-box model’s
prediction decisions. Intuitively, the more the model’s decisions are based on the feature, the more sensitive its
predictions become to changes in that feature. We can assess the significance of a feature by first calculating
the increase in error after perturbing the feature. Second, a feature is considered important if the model’s error
increases proportionally to the perturbing value of that feature. That is, the model’s predictions are extremely
sensitive to that feature, and thus it is deemed “important” [7].
Local interpretable model-agnostic explanations (LIME) is one of the most famous feature importance
techniques that is used in the literature [3, 7]. LIME uses an explainable model as a surrogate (usually, a model
that has interpretable nature such as linear models, trees, or rule-based models) to locally explain a black-box
model. Its work principle starts with selecting an instance of interest, a document, whose explanation is desired
after obtaining the black-box prediction. Secondly, LIME perturbs or adds noise to the dataset and obtains
the black-box predictions on the disturbed data. Then, LIME weighs new data samples by calculating their
closeness to the instance of interest. After that, it fits a weighted interpretable model, the surrogate model, on
the perturbed dataset. And finally, LIME explains the black-box predictions by interpreting the local model.
SHapley Additive exPlanations (SHAP), on the other hand, connects game theory principles with local
explanations to represent the only possible consistent local features attributed with the black-box decisions
[7, 34]. The predictions of the black-box model can be explained by assuming that each feature is a “player” in
a game, and each prediction is considered as the “payout” of that game. The Shapley value, which is a big factor
in the game theory perspective, represents how to fairly assign the “payout”, or predictions, to each “player” or
feature. SHAP’s working principles start with representing a prediction problem of a single data instance as a
“game”. Then, the “gain” or “payout” of the game is the actual instance predictions subtracted by the average
predictions of all the other instances. And finally, the “players” are the features that were collaborated together
to receive the “gain”.
Algorithm 1 The calculation of LIME and SHAP XAI importance scores.
Input: OHSUMED documents D = ( d1 , d2 , d3 ……dn ) each related to one class ci where C = ( c1 , c2 ,
c3 …. cn ).
Output: A matrix X contains: a set of documents dn represented by its features fm and its related
LIME/SHAP importance scores sm . X=( s1 , s2 , s3 ……, sm )
1:
2:
3:
4:
5:

for di in D do
for fm in di do

6:
7:

end for
end for

X← Calculate LIME/SHAP importance score sm .
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3.3. A quantitative evaluation technique of explainability
Each feature in the previous phase is associated with a single importance score from a specific explainability
method. As a result, we employ the depth of the decision tree (DT) as a metric for measuring the complexity
of the classification system. Instead of using the original sequences of OHSUMED documents, we use the
explainability model’s feature importance scores as an input to the decision tree. Then we let the DT classify
the OHSUMED documents based on the importance of each feature. Following that, we use the resulting rules
and graph to determine the depth of the tree and thus whether or not the explainability technique is complex.
Algorithm 2 shows how we calculate each XAI evaluation metric.
For example, the tree in Figure 2 is the result of feeding XAI feature importance scores into a decision
tree-based classifier. The root of the tree contains the entire set of data used in the classification problem,
which in this case is four samples. Following that, each branch stores information about each node, such as
the number of samples in each node and the Gini score. Additionally, this tree has four leaves, each of which
represents a class or the target of a specific decision. In our case, the four classes are C13, C06, C19, and C22.
As a result, this tree can hold three different XAI evaluation measurements, two for XAI complexity and one
for DT performance. Thus, the total depth of the decision tree is the first complexity measurement (TDT).
The second is the average of the weighted class depth (AWCD). Finally, the accuracy of the DT classification
model (ACUDT) is used to evaluate the decision tree’s performance.

Figure 2. A decision tree graph of four document samples.

3.3.1. The total depth of the DT
Some researchers have suggested that the total depth of a decision tree can be used as a complexity indicator
[7, 8, 15]. The model becomes more complex as the depth of the DT increases. Hence, the total depth of the
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tree in Figure 2 is:
T DT = Count(L),

(1)

where L represents each level of the tree; the root is not included. Consequently, the total number of tree
levels TDT in Figure 2 tree is three.
3.3.2. The average of the weighted class depth
Instead of the total depth of the tree, this measurement can tell us about the complexity in a class-based depth.
As previously stated, this study comprises 23 cardiovascular classes. In the resulting decision tree, each class
represents a leaf. Therefore, each leaf can be found at a specific level. Class C13, for example, exists in the
DT’s first level. In level two, class C06 is a leaf. C19 and C22 are in the tree’s level three. In this case, we
compute the average of the weighted (by number of samples) class depth (AWCD) as follows:
AW CD =

d
1 ∑
Lclass × CS ,
N

(2)

D=1

where N is the total number of data samples, in this case four in Figure 2. D is the total number of leaves
in the tree; the tree uses only four classes in total. Each class leaf’s level is represented by Lclass. Hence, each
class leaf, C13, C06, C19, and C22 is in the first, second, and third levels, respectively. Finally, the number
of data samples in the current leaf is denoted by CS. In that case, the number of samples in each class leaf,
C13, C06, C19, and C22, is equal to one. As a result, Equation 2 can be mathematically calculated as follows:
AW CD =

1
N

× [[LC13 × SaplesC13 ] + [LC06 × SaplesC06 ] + [LC19 × SaplesC19 ] + [LC22 × SaplesC22 ]]

AW CD =

1
4

× [[1 × 1] + [2 × 1] + [3 × 1] + [3 × 1]]

AW CD =

9
4

= 2.25.

3.3.3. The accuracy of DT
We can also consider the DT classifier’s accuracy (ACUDT) to represent how the DT performs when XAI’s
feature importance scores are used as inputs to the DT. In that case, we can rely on the DT’s ability to correctly
classify the documents. Furthermore, this metric can be used to determine which features will improve the
performance of the black-box classifier.
4. Experimental setup
In the methodology section, we provided all the information on our FNN’s hyperparameters. In addition, we
used Python 3.6 and the spider platform to write our code. You can find the full code of the system in our GitHub
repository https://github.com/nizar3112/DT_XAI_EVALUATION.git. We performed several experiments to
investigate the following:
1. Based on explainability feature importance scores, how DT accuracy scales with the number of documents.
2. How the number of top feature sets with the highest importance score affects the DT accuracy.
3. Whether the number of features and/or documents affect the total depth of the DT.
4. How the number of features and/or documents directly impacts the average of the weighted class depth
of the DT.
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Algorithm 2 The calculation of each XAI evaluation metric.
Input: The matrix X, which is resulted from Algorithm 1, where each raw is attached with its related class ci .
Output: The three XAI evaluation metrics.
1:
2:
3:

Apply a Decision Tree (DT) algorithm to the matrix X and its related class ci .
Draw DT that consists of multiple levels L= ( l1 , l2 , l3 ..., lz ), and its leaves as ci .

4:
5:
6:
7:
8:
9:

TDT ← Count (L).

10:
11:
12:

for each class ci and its related number of data samples samps in a particular DT level L ci do
AWCD ←

1
X

∑1
L

L c i × samps

end for
ACUDT ← DT accuracy score.

Algorithm 3 The calculation of LIME and SHAP XAI importance scores.
Input: OHSUMED documents D = ( d1 , d2 , d3 ……dn ) each related to one class ci where C = ( c1 , c2 ,
c3 …. cn ).
Output: A matrix X contains: a set of documents dn represented by its features fm and its related
LIME/SHAP importance scores sm . X=( s1 , s2 , s3 ……, sm )
1:
2:
3:
4:
5:
6:
7:

for di in D do
for fm in di do
X← Calculate LIME/SHAP importance score sm .
end for
end for

4.1. LIME and SHAP experiments
To obtain the explanations for each document, we used the LIME and SHAP libraries, which are compatible
with our FNN infrastructure. As a result, each document is now represented by a series of feature importance
scores derived from the LIME and SHAP XAI methods. However, we set up several experiments in the following
manner:
1. Document-based experiments: For each XAI method, we set up four experiments based on the number of
documents. We assigned 100 documents (baseline), 500 documents, 1400 documents (only test documents),
and the entire set of 6900 documents (train and test sets). This parameter, on the other hand, can show
us how the accuracy and depth of DT are affected on a document basis.
2. Experiments with the top feature set: We began to audit the number of top features with the highest
importance scores as a dynamic parameter. This parameter can help us understand how to adjust the
accuracy and DT depth. Accordingly, we set that parameter to 20, 50, 100, and 500, the maximum
number of features that a document can have.
3. Experiments to enhance the accuracy of the multiclass classification model using SHAP as a dimensionality
reduction method: For each document in OHSUMED dataset, we choose the top 100, 200, 300, and 400
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features after calculating their SHAP importance scores in the multiclass classification. This step was
responsible for increasing the accuracy of our FNN especially when the number of FNN epochs increased
to 30.
5. Results and discussion
This section summarizes our findings in terms of two different factors: document and feature distribution-based
parameters. As previously stated, the change in the number of documents can be used as an indicator of XAI
complexity, while the change in the number of features can be used as a performance metric to indicate whether
the classifier is performing well or poorly.
5.1. Document scalability effect on the evaluation metrics
We show the effect of increasing the number of documents, primarily from 100 to the entire 6900 sets of data.
Figure 3 depicts how the DT’s total depth, average weighted class-based depth and accuracy vary with document
size. We discovered that the average weighted class-based depth, total depth, and accuracy are all proportional
to the number of documents. For both SHAP and LIME, the three metrics scores increase and decrease as
the number of documents increases or decreases, respectively. Furthermore, we found that SHAP outperforms
LIME in terms of DT complexity (as measured by the average weighted class depth and total DT depth) and
performance (as measured by DT accuracy). Furthermore, there is a significant difference in DT accuracy
between SHAP and LIME However, both SAHP and LIME show a slight difference in terms of the average
weighted class-based depth and DT total depth, although the former performed better.

Figure 3. The results of (a) average weighted class depth, AWCD; (b) total DT depth, TDT; and (c) DT accuracy,
ACUDT, with each set of documents.

5.2. Feature distribution effect on the evaluation metrics
Figure 4 illustrates how the number of features played an important role in the evaluation process. We conclude
that both complexity metrics, average weighted class depth and DT total depth, produce the highest scores with
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SHAP. As a result, SHAP receives the lowest scores for both depth metrics and is thus less complex than LIME.
The complexity of both XAI methods, on the other hand, is inversely proportional to the number of features.
In other words, as the number of features decreases, the complexity of XA increases, and vice versa. On the
other hand, increasing the number of features increases DT accuracy and vice versa. We also found that the
differences in complexity metrics between SHAP and LIME is not significant, with only a three-level difference
when 500 features are considered. While the DT accuracy differed noticeably between the two XAI methods,
SHAP achieves the highest DT accuracy, 92 percent, using 500 and 200 features, whereas LIME achieves 55
percent and 54 percent using the same number of feature sets. Furthermore, as the number of top features
increases, the tree transforms from a wide and sparse tree with up to 500 features, to a deeper one with only
20 features.
Generally, Figure 5 shows the big picture of the three evaluation metrics on SHAP and LIME. It illustrates
that SHAP, in general, outperforms LIME in terms of the three measurements.

Figure 4. The results of (a) average class depth; (b) total DT depth; and (c) DT accuracy, with each set of features.

Figure 5. A comparison of SHAP and LIM for each evaluation metric.

5.3. Using SHAP as a dimensionality reduction
When it comes to classifying the entire set of OHSUMED data, our FNN model achieves only 49.8 percent
accuracy. It means that our black-box model is less effective when all features are taken into account. However,
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for the sake of XAI, this study is concentrating on evaluating XAI methods and comparing them in terms of
quantitative evaluation measurements. As a result, the goal of this study is not to evaluate the performance
of the black-box classifier, but rather to deal directly with the XAI methods and their complexity. Although,
it is not intended to improve the accuracy of our multiclass classifier, and yet as a byproduct goal, we got the
inspiration from the ACUDT XAI metric to increase the eﬀiciency of our black-box model. As it is elaborated
in experiment no. 3, we tried to enhance the accuracy of FNN multiclass classification by employing SHAP as
a dimensionality reduction mechanism. Therefore, the black-box accuracy is reaching its best, i.e. recording
92.1 percent accuracy, when the number of features are reduced to 200 and the number of epochs is increased
to 30. Table 2 shows all the results of using different number of feature set with increasing the number of FNN
epochs from 15 to 30.
5.4. Discussion
Based on the previous results, we concluded that SHAP outperforms LIME throughout all three evaluation
metrics. The nature of calculating feature importance scores differs between the two XAI methods. These
distinctions could explain the main differences between the two methods. Furthermore, as we discussed
in subsection 2.3, most of the literature research potentially supports SHAP outperforming LIME in other
quantitative and qualitative evaluation metrics [25, 28, 30].
Moreover, the total depth of the decision tree and the average weighted class depth are good indicators
of the complexity of the XAI method. Figure 5 shows that SHAP has a more stable and lower total tree depth
than LIME. However, the AWCD metric is more specific than TDT in determining the degree of complexity.
Table 3 shows, for example, how the TDT metric is stable and does not change; TDT equals 22 levels deep
because different sets of features were used. While TDT is stable, AWCD can show differences in class depths
based on each leaf depth, because the depth of each class can be found at a different level, and hence the average
of the depth’s weighted sum can be more useful in defining complexity measurement.
Table 2. The accuracy score of the FNN after selecting the features with top SHAP importance scores.

No. of features
100
200
300
400

Accuracy score – 10-fold crossvalidation
15 epochs 20 epochs 30 epochs
62.42
79.71
91.48
64.83
79.56
92.1
56.36
77.02
91.63
56.02
76.4
91.13

Table 3. TDT and AWCD evaluation metrics on 100 documents and multiple sets of features.

No. of top features
TDT metric
AWCD metric

20
22
9.75

50
22
8.61

100
22
8.51

500
22
8.14

Furthermore, document scalability is an indicator that reflects how XAI methods work with different
numbers of documents. SHAP is more scalable and can handle documents of more varied sizes than LIME. On
the other hand, feature distribution can help us learn more about the effects of important scores from SHAP
and LIME on the decision tree’s classification accuracy. This factor for different feature sets can demonstrate
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how SHAP, with its importance scores, is more eﬀicient than LIME in positively affecting the decision tree’s
accuracy.
Figure 5 shows that the accuracy of the DT with the SHAP method is 92 percent on the full set of
documents and 500 feature sizes, while LIME is at 55 percent. We also believe that this accuracy is an XAI
accuracy and that it cannot be compared to the classification accuracy of the black-box model, i.e. the FNN
network. Furthermore, XAI importance scores are generated based on how a specific black-box model responds
to the entered data. Accordingly, we cannot claim that the decision tree is more robust and powerful than
FNN in classifying OHSUMED documents because both accuracies serve different purposes and need different
model configurations. Alternatively, the decision tree’s XAI accuracy, i.e. the ACUDT metric, can be utilized
as a guide to help us choose only the most significant features as an input to the black-box model [35]. In
our situation, the ACUDT metric inspired us to improve our FNN’s accuracy by controlling and selecting the
most significant features during multiclass classification. Furthermore, there are a number of irrelevant and
noisy features that are accountable for degrading the FNN accuracy. Hence, we controlled this problem by
using SHAP as a feature selection technique to enhance the performance of the multiclass classification model.
Accordingly, the resulted features forced the classification model to be more discriminative so that it can identify
the pattern of each class more appropriately.
For comparison, Tables 4 and 5 provide a comparison between our XAI evaluation method, i.e. DT
depth method, and other some recent papers in the literature. Although there are some differences between our
method and theirs, such as the use of different datasets and black-box models, yet they are comparing among
several XAI methods as we do. The main aim of the comparison in Table 4 is to show how the other recent
research drew the same conclusion as we did, which is that SHAP outperforms other XAI methods. Although
some papers such as Ramon et al. [26] indicate that SEDC XAI method is the superior XAI method, they also
proved in their research that SHAP was better than LIME as we did in our method. That is, on comparison,
the effectiveness of SHAP tool is validated by not only the XAI evaluation metrics implemented in the literature
but also by our evaluation method.
Table 4. A comparison of our method and other different XAI evaluation systems in the literature.
Paper
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Our method
[25]

Dataset
type
Text
Text

[26]

Text

[28]

Text

[29]

Tabular
and text

[30]

Text

XAI methods
LIME and SHAP
LIME and
model-agnostic Shapley
value explanations
(MASHAP)
Counterfactual
LIME-C, counterfactual
SHAP-C and search for
evidence
counterfactuals (SEDC)
LIME and SHAP
LIME, SHAP, Anchors,
LORE, ILIME and
MAPLE
LIME and SHAP

Evaluation
methods
DT depth
Run time, consistency
guarantees, identity,
expressive power, and
translucency
Switching point

The best XAI
method
SHAP
MASHAP

Mean reciprocal rank
(MRR) Measure
Similarity and bias
detection

SHAP

Application-grounded

SHAP

SEDC

Tabular:
SHAP
and text: MAPLE

AHMED and ALPKOCAK/Turk J Elec Eng & Comp Sci

Table 5. A comparison of the weakness and strength of our method and other XAI evaluation metrics in literature.
Evaluation metric

Weekness

Strength

Depth of DT (our proposal)

Tree may overfit depending
on the number
of data samples

Run time

Dependent on
the no. of explanations

Consistency guarantees

Manual and subjective

Automatic, objective,
ML based, visual dependent
and easy to track approach
Automatic and
more common
for measuring performance
Feature dependent approach

Identity

Manual and subjective

Translucency

Manual and limited to
some XAI methods

Expressive power

Manual and subjective

Switching point

Manual and subjective

Mean Reciprocal Rank (MRR)
Similarity
Bias detection
Application-grounded

Manual selection
of noise features
Manual
Manual and subjective

Groups the
data points
according to
the same explanation
Unique in terms of showing
the inner working of the model
It shows the effect
of the explanation
language and visualization.
It shows the method’s
ability to rank features
from high to low
relative importance.
Objective measure
Objective measure
Human-in-the-loop

Besides the overfitting problem as a side effect of increasing the size of the data samples, our XAI metric
approach provides multiple advantages compared to the other XAI assessment metrics in the literature. As it is
illustrated in Table 5, our approach is a quantitative, visual, and machine learning-based method that eﬀiciently
evaluates the XAI complexity based on the depth of the DT. However, other XAI evaluation metrics, such as
mean reciprocal rank (MRR) [28], similarity, and bias detection [29], can objectively measure explainability.
Others, such as consistency guarantees [25] and switching point [26], are feature-based approaches that effectively
analyze XAI complexity by altering, adding, deleting, and rating essential data features. Furthermore, the
identity metric [25] benefits by grouping data points based on similar explanations. Furthermore, translucency
[25] measures the degree to which the XAI can explore the inner working of the black-box model.
On the other hand, the following XAI measurements in the literature have the drawbacks of being
manual and subjective: consistency guarantees, identity, expressive power [25], switching point, and applicationgrounded [30]. These measurements are nonautomatic due to the manual selection of relevant features. In
addition, the measurements are subjective because they depend on human judgment. Other XAI evaluation
metrics, such as mean reciprocal rank (MRR) [28], similarity, and bias detection [29], are calculated manually but
still have a quantitative nature. As a result, our XAI evaluation metric considers all the drawbacks mentioned
above and adds additional components to make the measure more straightforward and robust.
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Finally, researchers may debate about whether XAI representation, such as XAI visualization, should
be included in the XAI evaluation process. However, this can sway human judgment and bias it toward a
particular XAI method. Nevertheless, in our opinion, the most important part of the explanations are the
features and their role in driving a specific prediction decision. As a result, the key issue behind any black-box
explanation is how the XAI methods can define the most important features. According to Jesus et al. [30],
“another important consideration is the biases that may emerge if explanation methods are distinguishable
due to some factor (e.g., their representation). Preventing their representational differences is thus a necessary
precaution toward isolating the quality and relevance of the explanation methods from all other potential visual
factors”. Hence, using quantitative XAI evaluation measures will be more robust in providing an interpretability
assessment that is not influenced by human sentiments.
6. Conclusion
Explainability AI (XAI) methods have the capability of interpreting black-box model’s prediction decisions.
Some XAI strategies focused on feature importance scores to assign significance to features based on how
responsive the black-box model is to that feature. As a result, some local and global XAI techniques rely
entirely on that mechanism. Then, evaluating XAI methods becomes necessary, which can be done using either
subjective or objective methods. Subjective or qualitative evaluation methods rely on human judgment and
can be time-consuming and labor-intensive, while objective or quantitative methods automatically evaluate
explainability to save time and effort.
This paper proposes a quantitative XAI evaluation technique for measuring the complexity of the localbased XAI method, which is heavily reliant on feature importance scores. The depth of the decision tree (DT)
is used as a complexity metric to assess and compare the complexities of two XAI methods: SHAP and LIME.
The more complex the tree, the deeper it is. The explanations, or importance scores, of the XAI method, are
fed into the decision tree. Following that, the tree will draw decisions based on the input explanations, allowing
us to calculate its depth to measure complexity. Consequently, we developed two complexity metrics: one based
on the total depth of the DT (TDT), and the other on the average weighted depth of each DT’s leaf or class
(AWCD). On the other hand, there is another metric that is based on the DT’s accuracy (ACUDT) which can
be used to determine the appropriate number of features to increase the performance of the DT classifier. The
DT accuracy can help us figure out how to control the black-box accuracy’s eﬀiciency in the future.
The results show that the DT of the SHAP XAI method is less deep and less complex than that of the
LIME method. Furthermore, SHAP outperforms LIME in terms of document scalability and feature sensitivity.
To ensure that we are on the right track, our findings agree with several studies that demonstrate SHAP’s
effectiveness, particularly when compared to LIME. We intend to compare some global XAI methods using our
quantitative metric.
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