Abstract
Introduction

36
The firing of different cortical neurons is often coordinated, sometimes over large distances and even 37 across different areas (Volgushev et al., 2011; Hipp et al., 2012) . Although such coordination may be 38 quantified by sophisticated techniques such as generalized-linear models ("GLMs", Truccolo et al., 39 2005) or information theory (Gawne et al., 1996) , the most widespread measure has been the 40
Pearson correlation coefficient computed between synchronous spike counts of neurons (Perkel et  41 A debate has centered on the strength of noise correlations, especially in sensory areas such as 53 primary visual cortex (V1). An influential study in area V1 reported extremely small average noise 54 correlations, in the order of 0.001 (Ecker et al., 2010) , matching similar measurements in auditory 55 cortex (Renart et al., 2010) . These results contrast with earlier studies from multiple laboratories, 56 which had found average noise correlations in area V1 to be much larger, at ~0.1 (Benucci, Saleem, 57 and has been seen to increase noise correlations in area MT (Bair et al., 2001 ) and V4 (Cohen and 64 Maunsell, 2009), and is a plausible determinant of correlations measured across studies (Cohen and  65 Kohn, 2011). However, this relationship has not consistently observed in all studies performed in 66 vivo. Some found no dependence, either at the level of populations or at the level of individual 67 neurons (Kohn and Smith, 2005) or only weak dependence, mostly due to slow covariations (Ecker et 68 al., 2010) . 69
Another possible source of discrepancy lies in the quality of spike isolation. It has been proposed that 70 correlations depend on spike isolation (Ecker et al., 2010) and are inflated by falsely assigning 71 spurious spikes during spike sorting. However, the implications of this effect go both ways, as 72 excessive criteria in spike isolation would make one drop legitimate spikes and thus underestimate 73 correlations (Cohen and Kohn, 2011) . 74
To assess the impact of these and other factors, we considered a set of correlations measured in over 75 22,705 pairs of V1 neurons of anesthetized cats. We studied how they depended on a set of eleven 76 physiological and functional factors during the presentation of natural stimuli, artificial stimuli 77 (flashed static gratings and drifting gratings) and blank screens (spontaneous activity). Because these 78 factors are themselves not independent, we untangled their influences using a nonlinear additive 79 model. The model revealed a subset of five key factors that play a predominant role in determining 80 pairwise correlations. 81
Materials and Methods
82
The data used for this study were acquired for studies that have been published (Benucci et al., 2007 (Benucci et al., , 83 2009 Surgical procedures 87 We analyzed data obtained from seven female adult cats (2-4 kg) following surgical procedures that 88 have been described in detail (Benucci et al., 2007 (Benucci et al., , 2009 
Stimuli
99
Four types of stimuli were employed: natural stimuli, flashed gratings, drifting gratings, and blank 100 (gray) screens ( Figure 1A ). Grating stimuli were full-field (40°x40°), presented monocularly on a CRT 101 monitor (Sony Trinitron 500PS, refresh rate 125 Hz, mean luminance 32 cd/m 2 ). Gratings had one of 8 102 or 16 equally-spaced orientations in the range from 0° -180°. Flashed gratings were presented 103 statically for four video frames (4x8ms=32ms), in random orientations and spatial phases. Drifting 104 gratings, instead, maintained the same orientation for several seconds, while drifting at 5 Hz. Spatial 105 frequencies varied from 0.2-0.4 cycles/degree. The contrast varied between experiments but was 106 typically high (50%-100%). Stimuli were preceded by 2 s of uniform gray, typically lasted ~10s, and 107
were presented in random order in blocks, each typically presented 10-20 times. Natural stimuli 108 were movies lasting ~10s, and presented ~10 times. One movie was captured by attaching a small 109 video camera to a cat's head and allowing it to roam freely in the woods ("Cat cam", Betsch et al., 110 2004 ). The second movie contained 10 s sequences of an animated cartoon ("Tarzan"). In each block 111 of stimulus presentations, we also presented a blank stimulus (gray screen) of the same duration, to 112 measure spontaneous activity. 113
Spike sorting
114
Neural signals were recorded using a 96-channel silicon Utah probe (Blackrock, Salt Lake City, UT).
115
Each time the signal on a channel exceeded a threshold set manually before the session, a 1.6 ms-116 long snippet (48 samples) was stored as the putative spike waveform vector. Thus, spikes less than 117 1.6 ms apart on a single channel could not be resolved. This limitation was not critical in our data as 118 neurons fired sparsely and such overlaps were rare. Near-coincident spikes on different channels 119 could still be resolved. 120
We used Principal Component Analysis (PCA) of each electrode's waveforms to identify a five-121 dimensional subspace of greatest variation. We projected the waveforms into this space, and we 122 fitted a mixture of Gaussians to the data using KlustaKwik (Harris et al., 2000) ( Figure 1B ). Clusters 123 were manually checked using custom-made software programmed in Matlab, discarding clusters 124 with non-physiological waveform shapes, and merging clusters likely to belong to the same neuron 125 based on the interspike intervals and on the cross-correlogram. Rarely, clusters contained spikes 126 occurring only in the beginning of a session; we discarded these as they were likely to represent 127 neurons that dropped out of the recording. Finally, we discarded clusters where the waveforms 128 changed shape progressively in time. Such drifts, however, were rarely observed, perhaps due to the 129 stabilizing effects of the array. After taking all these measures to ensure good spike sorting, we were 130 left with a sample of 843 neurons in seven cats. 131
The accuracy of spike sorting can be measured only when ground truth is available (Harris et al., 132 2000), so we settled on an estimate of spike isolation quality: the distance from each single unit 133 cluster to the "multiunit" cluster, which typically contained hundreds of thousands of unsorted, low-134 amplitude spikes. We first projected the distributions from the five-dimensional PCA space onto the 135 vector joining the mean of the multi-unit distribution to the mean of the single unit distribution 136 ( Figure 1B ), which yielded two one-dimensional distributions. These distributions were roughly 137
Gaussian, and we computed the distance between their means divided by the geometric mean of 138 their standard deviations. This measure is known as d' (d-prime) or "isolation distance" (Nauhaus et  139 al
., 2008). 140
Noise correlations 141 We measured correlations using spike trains binned with precision Δ collected from N stimulus 142 repetitions (trials). To study the structure of noise correlations at different timescales, we varied the 143 bin width from 10 to 1000 ms. 144
In principle, noise correlation is measured by computing the average across trials , of the firing 145 rates of two neurons, subtracting it from the measured firing rates, and calculating the Pearson 146 correlation coefficient from the residuals. the functional influence of each factor using an iterative procedure ("backfitting", Hastie & Tibshirani, 201 1990 ). At each iteration, residuals were calculated between the measured noise correlations and the 202 prediction of the model using all but one input factor. The influence function of the one factor left 203 out was fit to these residuals with a smoothness constraint imposed by using Gaussian Process 204 regression (Williams, 1998) . The updated function was combined with the others in the model, and 205 the process repeated, this time leaving out a different factor. These iterations continued until 206 convergence. 207
We measured the contribution of each factor within the model using the proportion by which the 208 variance explained by the full model decreased when that factor was excluded. That is, if the 209 variance explained by the full model with all 11 factors is , and that by a reduced 10-factor 210 model from which the i th factor has been excluded is , then the proportional contribution C i of the 211 i th factor was defined to be: 212
= −
This measure was conservative in that included any variance that could be explained by other 213 factors that covaried with the i-th factor. Indeed, variance in noise correlation that could be 214 explained by more than one factor would not be attributed to any of them, and so the sum of C i over 215 all factors was less than 1. 216
Results
217
We recorded from 843 neurons in area V1 of seven anesthetized cats, in response to four types of 218 stimuli: natural movies, flashed gratings, drifting gratings, and blank (gray) screens ( Figure 1A ). 219
Neural signals were recorded using a 96-channel silicon Utah probe, and spike sorting was performed 220 through clustering in the space of Principal Components, leading to well-isolated single neurons 221 ( Figure 1B) . 222
These neurons differed in the width of their averaged spike waveform. This measure, defined as the 223 time between the peak and trough, distinguished two groups of neurons, with narrow and broad 224 spikes ( Figure 1C ,D). The former are likely to include many fast-spiking interneurons, but also a large 225 number of excitatory cells, which in cat cortex can have thin spikes (Nowak et al., 2003) . 226
Effect of time scale 227 We measured the noise correlations between the 22,705 pairs of neurons in this dataset, and found 228 them to be generally positive ( Figure 1E -G). The average correlation, measured using 100 ms bins, 229 was small but significantly different from zero (ρ μ = 0.03 ± 0.0001). The distribution was asymmetric, 230 with a weak negative tail and a heavy positive tail ( Figure 1E ). 231
The size of correlations depended critically on the timescale at which they were measured (Smith 232 and Kohn, 2008) ( Figure 1F ). We generally took spike counts in Δ=100 ms bins. Using shorter or 233 longer time scales profoundly altered correlations ( Figure 1F ). With shorter bins (Δ=20ms) 234 correlations were confined to a narrow range between -0.025 and 0.1. At longer timescales (Δ 235 =500ms), this range expanded to -0.1 and 0.3 ( Figure 1F ). Average noise correlations increased by at 236 least an order of magnitude with increasing timescale ( Figure 1H ). These features were shared by 237 measurements obtained in all four stimulus conditions, except that noise correlations tended to be 238 higher for flashed gratings and natural movies ( Figure 1F ,H, cyan and green). As we will see, these 239 differences across stimuli should be interpreted in the context of other factors, such as the different 240 firing rates evoked by those stimuli. 241
Eleven potential factors
242
For each pair of neurons, we calculated 11 factors that could play a role in determining pairwise 243 correlations. The first two factors were cortical distance and tuning distance, which are defined for 244 pairs of neurons. The remaining 9 factors were firing rate, spike width, spike isolation, tuning width, 245 latency, linearity, variability, signal power, and burstiness (see Methods for definitions). These factors 246 are defined for single neurons, and the corresponding pairwise factor was taken to be the geometric 247 mean. 248
Because of physiological and experimental constraints, however, these 11 factors were not 249 independent of each other ( Figure 2A ). For instance, cortical distance and tuning distance showed 250 only weak correlation ( Figure 2A ) but nevertheless had a clearly structured interdependence, with a 251 spatial periodicity of about 1.3 mm ( Figure 2B ). This periodicity presumably reflected the spacing of 252 orientation columns on the cortical surface (Hubel, 1962) . We also observed that firing rate and spike 253 isolation were strongly anti-correlated (ρ =-0.4, Figure We next explore the impact on pairwise correlations on the first 5 of these 11 factors, which turn out 259 to be the most important ones. Then, we present a means to evaluate the impact of all 11 factors in 260 combination. 261
Effect of firing rate
262
Noise correlations markedly increased with firing rate ( Figure 3A,B) . We defined the joint firing rate 263 of a pair of neurons as the geometric mean of their average firing rates (Bair et changed similarly to the effect of increasing timescale: the positive tail became heavier while the 266 negative tail remained unchanged ( Figure 3A) . Therefore, increasing joint firing rate markedly 267 increased the average correlation ( Figure 3B ). 268
This increase was unrelated to the purely mathematical effect due to the binary nature of spiking. 269
This binary nature determines hard bounds on correlations, which grow with firing rate (Dorn and  270 Ringach, 2003). We computed spike-count versions of those bounds numerically given the firing rates 271 in our data, and found that the measured noise correlations were much closer to zero than these 272 bounds (not shown). 273
Furthermore, the increase of correlations with firing rate depended on stimulus type. Average noise 274 correlations increased roughly proportionally to the logarithm of joint firing rate, with the slope of 275 this proportionality depending on stimulus type ( Figure 3B ). At high firing rates, average noise 276 correlations were three times larger in the responses to natural stimuli ( Figure 3B , green) as in those 277 to drifting gratings (blue). The higher correlations observed with flashed gratings ( Figure 1H ), 278 therefore, are explained by higher firing rates elicited by these stimuli. 279
This measure of joint firing rate, the geometric mean, provided a reasonable summary of the effects 280 of the individual firing rates on noise correlations ( Figure 3C,D) . The function mapping individual 281 firing rates to average noise correlations was estimated from the data and increased with firing rates 282 in an orderly fashion ( Figure 3C ). This two-dimensional function was well approximated by a function 283 taking a single input, the geometric mean of the two firing rates ( Figure 3D ). This model explained 284 83% of the variance of the estimated function in Figure 3C . Using the arithmetic mean resulted in a 285 larger fitting error, accounting for only 48% of the variance (not shown). The dependence of average 286 noise correlations on geometric mean firing rates is also in agreement with theoretical results 287 derived from integrate-and-fire neurons (Shea-Brown et al., 2007). For subsequent analysis, we 288 therefore used the joint firing rate of a pair defined by the geometric mean. 289
Noise correlations increased with firing rate at all timescales; at high joint firing rates and long 290 timescales, they could be almost 50 times stronger than at low joint firing rates and short timescales 291 ( Figure 3E -H). The details of this effect again seemed to depend on stimulus type. At any given 292 timescale and firing rate, average noise correlations were particularly weak in responses to drifting 293 gratings ( Figure 3F ). This was due to a combined effect of both weaker positive noise correlations and 294 stronger negative noise correlations at that firing rate ( Figure 1G ). At fast timescales, highly active 295 cell pairs were more correlated during natural movie stimulation and spontaneous activity ( Figure 3E , 296 G) than during stimulation with artificial stimuli ( Figure 3F ,H). 297
Because firing rate exerts such a strong influence on noise correlations, in most of the remaining 298 analyses we discounted this effect, so that we could examine the impact of other variables. 299
Specifically, we normalized the noise correlations measured for a set of neuronal pairs by the 300 average noise correlation that would be expected for those pairs based solely on their joint firing 301 rate, rather than just dividing by the joint firing rates alone (Bair et V1 (Smith and Kohn, 2008) . We sought to measure similar maps in cat V1, and to ask whether their 310 structure depended on stimulus type and timescale (Figure 4) . 311
To compare our analysis to the findings reported in monkey V1 (Smith and Kohn, 2008) , we first 312 examined the normalized noise correlations in response to drifting gratings ( Figure 4B , normalized 313 for firing rates of pair). Similar to results seen in monkey V1, the normalized average noise 314 correlation evoked by drifting gratings dropped sharply with cortical distance and with tuning 315 distance ( Figure 4B ). The drop due to cortical distance was particularly marked for pairs with similar 316 orientation tuning ( Figure 4E , blue) and the drop due to tuning distance was particularly marked for 317 pairs of nearby cells ( Figure 4G, blue) . 318
During spontaneous activity, normalized pairwise correlations tended to be weaker ( Figure 4A ) and 319 less dependent on either cortical distance or tuning distance ( Figure 4E,G, gray) . Surprisingly, the 320 pairs showing the highest average noise correlations were not those having the same orientation 321 tuning at ∆θ = 0°) but rather those having slightly different orientation preference (∆θ =15°) ( Figure  322 4A, and 4G, grey line). This trend was small but significant (p<0.001, random permutation test, 323 N=1000 samples). A similar effect might be glimpsed in the pairwise correlations measured in the 324 responses to flashed gratings ( Figure 4D , 4G, cyan line), although here it was not significant (p = 0.14, 325 random permutation test, N=1000 samples). 326
Finally, in responses to natural stimuli, normalized pairwise correlations were large for nearby cells 327 ( Figure 4C ) but showed only a weak dependence on tuning distance ( Figure 4G,H, green) . However, 328 the overall modulation of noise correlations by cortical distance was stronger than in all other 329 conditions ( Figure 4E,F, green) . Cortical distance still modulated correlations strongly for pairs with 330 large tuning distance during natural viewing conditions, but not during any other stimulus condition 331 ( Figure 4F ). Thus, under natural stimulation, correlations are very strongly modulated by distance in 332 space, but not by difference in preferred orientation. 333
Effect of spike width
334
Having observed that cells differ in spike width ( Figure 1C,D) , we next asked whether spike width 335 affected noise correlations. We first combined the spike widths of two neurons in a pair by taking the 336 geometric mean (or "joint spike width"). In three of the four stimulus conditions, noise correlations 337 increased monotonically with joint spike width ( Figure 5A ), indicating that broad-spiking cells tended 338 to be better correlated within their group than were narrow spiking cells. In the responses to natural 339 movies, however, correlations did not show this monotonic relationship ( Figure 5A , green line). 340
Here, jointly narrow spiking pairs were far more strongly correlated than during any other stimulus 341 condition and, indeed, more strongly correlated than jointly-broad spiking pairs. Furthermore, 342 narrow spiking cells were significantly more correlated with each other than with broad spiking cells 343 ( Figure 5A , green line, trough) (p = 0.0021, random permutation test, N=1000 samples). 344
To understand these effects, we examined how normalized noise correlations depended on the spike 345 width of each neuron in the pair ( Figure 5B,C) . In responses to natural stimuli there was a clear 346 bipartite correlation structure ( Figure 5B ). Neurons correlated strongly with other neurons that had 347 similar spike shapes, but relatively weakly with neurons in the other class. In response to drifting 348 gratings, broad spiking cells were more correlated within their class than narrow spiking cells (Figure  349 5C).The other conditions appeared similar. These observations also held for raw noise correlations, 350 which were not corrected for the effect of firing rate (not shown). in a pair ( Figure 6A ). Spike isolation was measured as the distance (d') of the spikes of a neuron from 360 the multi-unit noise cluster. Neurons whose spikes were well isolated showed lower average noise 361 correlations with each other than with neurons whose spikes were more poorly isolated. This effect 362 was particularly strong for less well isolated neurons. 363
A simple explanation for this observation might be that the spike sorting procedure picks up an 364 increasing number of false positives, as the single unit cluster gets closer to the multi-unit noise 365
cluster. These false positives would be more correlated with each other: they cross the detection 366 threshold precisely because they are composed of many small multi-unit spikes potentially riding on 367 top of global modulations of activity which span several electrodes. To superimpose and cross 368 threshold, they must occur nearby in time, i.e. be correlated. 369
To test if this explanation is plausible, we contaminated our dataset of well-isolated single units 370 (d'>4) with increasing levels of spikes from the multi-unit noise cluster, while keeping the total 371 numbers of spikes (and therefore the firing rates) constant ( Figure 6B ). For example, at a 372 contamination level of 10%, we substituted 10% of all single unit spikes with randomly sampled spike 373 times from the multi-unit noise cluster and then recomputed all noise correlation coefficients. At a 374 contamination level of 100%, all single unit spikes were substituted by multi-unit noise events. To 375 prevent the spikes of one neuron from swapping with spikes from the same neuron, we only 376 considered noise correlations between neurons located on different electrodes. As the single units 377
were contaminated with increasing levels of multi-unit spike events, noise correlations increased 378 markedly, by up to a factor of 1.75 ( Figure 6B ). This result suggests that spike sorting may indeed be 379 responsible for the dependence of noise correlations on spike isolation. 380
Another possible explanation for the dependence of noise correlations on spike isolation is that it is 381 physiological. Spike isolation covaries with several features of the spike waveform, most notably its 382 amplitude. Perhaps neurons with large spikes show lower pairwise correlations than neurons with 383 small spikes? To test this hypothesis, we repeated our contamination procedure, this time restricting 384 the pool of spikes in the multi-unit cluster to match the amplitude of the spikes of the single unit. At 385 low to medium contamination levels (<50%), there was no systematic increase of correlations with 386 spike amplitude ( Figure 6C ). Importantly, for given fixed amplitude, noise correlations were stronger 387 with increasing contamination levels ( Figure 6C ). We conclude that the dependence of noise 388 correlations on spike isolation is due to the relationship between spike isolation and the artefacts of 389 spike sorting, not to a relationship between spike isolation and another physiological variable. 390
Thus, spike isolation strongly modulates noise correlations for neurons recorded on distant 391
electrodes. This phenomenon cannot be explained by these neurons effectively exchanging spikes, as 392 had been previously proposed (Ecker et al., 2010) . Rather, we propose that less well isolated units 393 contain many overlapping spikes caused by synchronously firing neurons excited by widely shared 394 modulations of activity. 395
The nonlinear additive model
396
Up to now we have examined the effect of multiple factors on pairwise correlations, mostly in 397 isolation. However, we have also seen that these factors are not independent of each other ( Figure  398 2A-C). This interdependence makes it difficult to separate out their influence: the apparent 399 relationships between noise correlation and each factor, or pair of factors, could have been altered 400 by dependence on a different, but covarying, third factor. For example, a dependence of noise 401 correlation on tuning distance could lead to an apparent relationship with cortical distance simply 402 through the link between these two predictive factors. Similarly, an apparent dependence on firing 403 rate could in principle just reflect the impact of spike isolation. Unfortunately, it is not possible to 404 probe the effect of each factor while holding the others fixed, because most factors were not under 405 experimental control. 406
Thus, it was necessary to understand the joint effect of the factors through their role within a single 407 composite model. This model uses all 11 factors together to predict the noise correlation between a 408 pair of neurons, thus providing the power to isolate the estimated relationship from potentially 409 confounding factors. The simplest such model would have been linear; however, we had no reason 410 to expect the dependence of noise correlation on any factor to be linear, or even monotonic. 411 Therefore, to investigate the dependence of noise correlations on all predictive factors jointly, we 412 used a nonlinear additive model ( Figure 7A ). We used Gaussian Process regression (Williams, 1998) 413 to fit the influence of each individual factor by a smooth, non-parametric function, which could be 414 non-linear and indeed nonmonotonic ( Figure 7A ). The noise correlation of each pair was described by 415 the sum of such functions, which is equivalent to a general linear combination. This allowed the 416 model to be fit robustly to the available volume of data, and retained the interpretability of each 417 individual factor function. 418
The model provided a good account of the dependence of noise correlations on the 11 factors, 419 explaining 50% of the total variance during stimulation with natural stimuli, and 30% during the 420 remaining stimulus conditions. Since the total variance includes an unknown noise variance, which 421 cannot be predicted by any model, the reported performance of the model is a lower bound on its 422 true performance. 423
Five key factors
424
Having established the validity of the nonlinear additive model, we used the model to rank each 425 factor according to its impact. We ranked each factor according to the proportion by which the 426 variance explained by the full model decreased when that factor was excluded (see Methods). This 427 measure quantified the explainable variance uniquely attributable to each single factor, discounting 428 any variance that could be explained in more than one way. The resulting contributions were 429 averaged across stimulus types. 430
This analysis revealed five key factors that stood out ( Figure 7B ): spike isolation, tuning distance, 431 cortical distance, joint spike width and joint firing rate. These five factors were noticeably more 432 important than the remaining ones, not only at our standard timescale of Δ=100 ms ( Figure 7B ), but 433 also at shorter and longer timescales ( Figure 7C,D) , although at Δ=20 ms cortical distance and joint 434 firing rate had a larger explanatory role. Running the k-means clustering algorithm yielded the same 435 clustering into five important and six less-important factors as is visually obvious (Figure 7B,D) , with 436 both groups having significantly different means (p < 1e-04, two-sample t-test). 437
These same five factors also remained most influential when data were broken down by stimulus 438 type, although the relative importance of cortical distance and tuning distance changed markedly 439 from one stimulus type to another, and across timescales ( Figure 7E,F) . The importance of cortical 440 distance showed a marked transition for natural stimuli at a timescale of 100 ms ( Figure 7E ). Up to 441 that timescale, the contribution of cortical distance is much larger than for other stimulus types 442 ( Figure 7E, green) . The contribution of tuning distance, conversely, was strongest in responses to 443 gratings ( Figure 7F) , and peaked at the characteristic time of each stimulus: long time scales for 444 drifting gratings, which retained a single orientation for seconds ( Figure 7F , blue), and short time 445 scales for flashed gratings, which changed orientation every 33 ms ( Figure 7F, cyan) . 446
The dependence on each of the five key predictive factors was generally monotonic (Figure 8 ): noise 447 correlations tended to decrease with increasing cortical distance, tuning distance and spike isolation, 448
and to increase for broader-spiking and higher firing rate pairs. An exception was the dependence on 449 joint spike width during presentation of natural stimuli, where the strong within-group noise 450 correlations of jointly narrow and jointly broad spiking cell pairs ( Figure 5 ) were reflected in a 451 bimodal functional dependence within the model ( Figure 8D , green line). This bimodality confirms 452 that cells are more noise correlated within their groups than across groups ( Figure 5B, 8D) . 453
The general features of these model functions are consistent with the curves of average noise 454 correlation computed previously as a function of each individual factor. However, the model 455 untangles the correlations between factors, and therefore produces some observations that correct 456 those gathered from simply averaging across correlation curves. For example, when joint firing rate 457 was considered alone, it seemed to play the strongest role during presentation of natural stimuli 458 ( Figure 3B, green) . When instead it was considered during presentation of drifting gratings and 459 spontaneous activity, it actually played a larger role in responses to drifting gratings and in 460 spontaneous activity ( Figure 8E, blueand gray) . A similar effect was seen for spike isolation: when 461 considered alone, it seemed to play the largest role in responses to natural stimuli ( Figure 6A ), but in 462 fact its contribution is largest in responses to drifting gratings ( Figure 8A ). 463
The shapes of most model functions remained relatively constant when predicting noise correlations 464 at different timescales (not shown). In other words, the model functions measured at short and long 465 timescales looked similar -up to a multiplicative factor -to those measured at a timescale of 100 ms 466 (Figure 8 ). The multiplicative factor accounts for the fact that noise correlations increase with 467 timescale ( Figure 1H) . Thus, the effect of timescale on most of the model functions can be accounted 468 for by normalization with the average noise correlation at that timescale. The only exceptions to this 469 rule were cortical distance and tuning distance, whose functions changed across timescale in a 470 manner which could not simply be described by a multiplicative factor. Rather, the changes of their 471 shapes mirrored the behavior of their respective contributions ( Figure 7E,F) . 472
These observations indicate that our nonlinear additive model can disambiguate the contributions of 473 different factors to noise correlations. With a few exceptions, these contributions are generally 474 monotonic and independent of stimulus type and timescale of analysis. 475
476
Discussion
477
Based on a large dataset of 22,705 neuronal pairs, we have identified five key factors that influence 478 the strength of noise correlations. The five key factors relating to pairwise noise correlation are, in 479 order of importance: spike isolation, cortical distance, tuning distance, spike width and firing rate. 480 We were able to identify and rank these as the most influential of 11 factors we considered by using 481 a nonlinear additive model to untangle the contributions of individual factors even though the 482 factors did not vary independently from pair to pair. 483
The most important factor that we identified, the quality of spike isolation, had been proposed to 484 play a role in determining correlations only for neuron pairs measured at single electrodes (Ecker et  485 al., 2010). Here, we showed that it plays a crucial role even when the neurons in the pair are 486 recorded from different electrodes. We performed simulations in which spikes were intentionally 487 mislabeled, and showed that the results are due to the mislabeling of spikes belonging to the activity 488 of many neurons whose spike waveforms are too small to resolve (multiunit activity) as compared to 489 spikes belonging to a well-isolated neuron (single-unit activity). The correlations between multiunit 490 activity, in turn, are well-known to be larger than those of single-unit activity (Bedenbaugh and  491 Gerstein, 1997). 492
The effects of spike isolation on correlations across electrodes were larger than anticipated based on 493 previous simulations. A previous study investigated the impact of spike sorting errors by pooling over 494 weakly correlated single unit clusters (Cohen and Kohn, 2011) . It concluded that the effect of these 495 errors on noise correlations was relatively weak and was unlikely to strongly inflate noise correlation 496
estimates. In our dataset, instead, we found that the effect of spike isolation can indeed be very 497 strong, especially when the single unit cluster is close to the multiunit noise cluster (d'<4). We 498 suggest that strongly correlated spikes, which individually are too weak to cross threshold, 499 superimpose to form events which are classified as noise due to their shape, but which are -by 500 definition -strongly temporally correlated with each other. Finally, since both the dependency of 501 firing rate on spike isolation and the model functions of the spike isolation factor are flat for d' > 4, 502 we propose this value as a good threshold for well-isolated neurons. 503
The next two main factors determining pairwise correlations -cortical distance and tuning distance -504 have long been known to affect correlations (Toyama et al., 1981a ; Ts'o et al., 1986; Smith and Kohn, 505 2008). The common finding is that noise correlations decrease on average as cortical distance or 506 tuning distance increase (Ko et al., 2011); our data confirm that tuning similarity (in our case, 507 orientation) and separation in cortical space play a strong role. However, these two factors are 508 sensitive to stimulus type and timescale. At fast timescales (Δ=20ms), cortical distance is the most 509 important factor overall. It is particularly dominant during presentation of natural stimuli, but drops 510 sharply in importance at timescales slower than 100ms (Δ>100ms). Tuning distance, on the other 511 hand, is the determining factor during presentation of gratings, especially drifting gratings. There, its 512 importance increases steadily with timescale, whereas it peaks at a characteristic timescale during 513 flashed gratings and then declines. Remarkably, during presentation of natural stimuli, tuning 514 distance has a very small influence on noise correlations. 515
The fourth factor in order of importance was spike width, and as far as we know it had not been 516 previously proposed to play a role in noise correlations. We generally found the strongest 517 correlations to be between broad spiking cells, with pairs of narrow spiking cells being significantly 518 less correlated. These differences did not result from differences in firing rates alone, as the 519 normalized noise correlations showed the same structure. An exception to this general pattern 520 occurs during presentation of natural stimuli: noise correlations between pairs of narrow spiking cells 521 then increased in strength to levels even beyond those observed between broad spiking cells. Noise 522 correlations between narrow and broad spiking cells remained low, as was the case in all other 523 stimulus conditions. The origins of this phenomenon are at the moment unclear. It is unlikely to 524 reflect a simple distinction between inhibitory and excitatory cells, because in cat cortex these cell 525 classes are not neatly distinguished by spike width (Nowak et al., 2003) . 526
Finally, the fifth factor, firing rate, has been widely believed to play a role in determining correlation. (Ecker et al., 2010 ) and yet others finding no dependence (Kohn and Smith, 2005 ). 532
Our data support a strong dependence on firing rates, and indicate that the growth of correlations 533 with firing rate is best described by a saturating function taking the geometric mean of the cell pair's 534 firing rate as an argument. Therefore, a simple way to normalize noise correlations by firing rate is to 535 divide correlations by the prediction given by this function. 536
These five factors dominated the other six that we considered in this study which were: width of the 537 orientation tuning curves, latency of response, linearity of response, variability of response (Fano 538 factor), signal power and burstiness (the propensity of the cell to fire spikes separated by less than 539 30ms). Though the contribution of these additional factors was non-zero, they all clearly fell into a 540 second, less influential group when comparing their importance with the five key factors. This result 541 was robust across stimulus types and timescale. 542 However, our data did not allow us to consider some further factors that are likely to shape noise 543 correlation. Two such candidates are the cortical depth of the layer (Hansen et al., 2012; Smith et al., 544 2013) and cell type. Because of electrode length and neuron numbers, most of the cells recorded in 545 our dataset are likely to be pyramidal cells in layer 2/3 or layer 4. It is possible that had we been able 546 to distinguish between layers or between cell types (e.g. excitatory vs. inhibitory), we would have 547 seen systematic differences in correlation. The strong distinction between correlations seen among 548 broad-spiking cells and narrow-spiking cells that we have observed points in this direction, but is 549 difficult to interpret directly because in cat, unlike in mouse, not all narrow spiking cells are inhibitory 550 (Nowak et al., 2003) . 551
Another global factor that surely influences noise correlations is cortical state, which can vary with 552 the depth of anesthesia and in wakefulness (Ecker et al., 2014; Schölvinck et al, 2015) . Since noise 553 correlations by definition measure correlated variability induced by input that does not repeat across 554 trials, any unobserved modulation in excitability shared by neurons in cortex will contribute to the 555 final measure of noise correlations. Indeed, the lowest correlations are seen in conditions in which 556 the cortex is desynchronized (Renart et al., 2010) . 557
Pairwise correlations constitute a powerful data set on which one can test lower-dimensional 558 representations of population activity, and it is thus essential to understand their dependence on 559 stimuli, neurons, responses, and analyses. The following derivation pertains to the unbiased estimators for noise variance and covariance we 577 adopted (Sahani and Linden, 2003) . The unbiased signal covariance matrix between a pair of neurons 578
x and y with spike counts ( ) , ( ) and trial averaged responses , was computed as 579 ( ) where denotes trial number, and the total number of trials. This measure is also related to the 580 area under the cross-covariogram, which was used in some previous studies (Smith and Kohn, 2008) . 581
Specifically, the zero-lag noise covariance in bins of width Δ between spike-trains X and Y is identical 582 to the integral of their cross-covariogram under a zero-centered triangular window with full 583 width 2/Δ: 584
with K bins, spike counts , in k th bin, , average spike counts, , binary spikes. The last 585 equality means "equal in expectation", assuming a stationary process. 586
587
Figure legends 
