This paper addresses multicast communication in a family of multichannel networks with staircase topologies. Although the topologies are single-hop, in that every node can reach every other node in a single hop, several channels may be required in order to reach multiple destinations. The topologies are analyzed with respect to their ability to support multicast communication, and algorithms are proposed that determine the set of channels on which to send a multicast message in order to reach a particular set of destinations. The algorithms are provably optimal for the majority of topologies under consideration.
Introduction 2 Multichannel Networks
A network composed of a single bus, or channel, can become easily saturated as the number of nodes in the system increases. In addition, such a network o ers no fault tolerance 36] . Using multiple channels is one method to increase the capacity of the network and make it more resistant to failures. Multichannel networks also allow more gradual system growth, as a system may start with a small number of channels and add more channels over time 26] .
Multichannel networks may be classi ed as either single-hop or multiple-hop. If the topology is single-hop, then every node can transmit directly to every other node. If the topology is multiple-hop, then a message may have to be transmitted on, and switched among, multiple channels before reaching its destination. Single-hop topologies may be further classi ed as either fully-connected or partially-connected. In a fully-connected network, every node has access to every channel. In a partially-connected network, each node has access to only a proper subset of the channels, called its channel set. Figure 1 (a) shows a fullyconnected single-hop network comprising 4 channels; any of the channels may be used to send information from one node to another. Figure 1 (b) shows a partially-connected singlehop network with 8 nodes and 6 channels; each node has access to three channels, and each channel is accessed by 4 nodes. Figure 1 (c) shows a multiple-hop network with 6 channels; each channel is shared among three nodes and each node has access to two channels. Nodes that do not share a channel can send messages to one another in at most two hops. For example, node 3 may send a message to node 2 using channel 3 followed by channel 0, with the message being forwarded by node 0. Multichannel networks may be used in either parallel and distributed environments. Multiple-bus architectures have been proposed to connect processors to memory modules in shared-memory multiprocessors using fully-connected topologies 36], partially-connected single-hop topologies 18], and multiple-hop topologies 16 ]. An example of a bus-based topology for distributed-memory parallel systems is the spanning bus hypercube 34]; though memory is physically distributed, some prototype systems support a shared memory paradigm 8, 14] . Other systems support such a paradigm in a hierarchical bus-based topology 11, 21] . Partially-connected bus-based topologies, including both single-hop and multiple-hop topologies, have also been studied in distributed contexts 5, 7, 10, 25, 31, 32] .
Advances in optical communications technology have generated interest in multichannel systems because many high-speed channels may be multiplexed on a single ber. Many recently proposed multichannel lightwave architectures are based on an optical star 24], a power-e cient broadcast medium. Instead of requiring every node to have a transceiver to every channel, such a system may use a small number of xed-wavelength transmitters and receivers per node, producing a logical topology that exists atop the physical medium 2]. Such topologies may be either point-to-point or bus-based. Surveys of multichannel lightwave networks and the accompanying technologies may be found in 15] and 6].
Whether based in electronics or optics, a network with a bus-based topology is often more amenable to multicast communication than one with a point-to-point topology because, in the former, several destinations may be reached with a single transmission. This paper considers the problem of how to send a multicast message in a staircase topology using a minimum number of channels. A study of multicast communication in other bus-based topologies may be found in 29].
Staircase Topologies
Staircase topologies constitute a family of partially-connected, single-hop, bus-based topologies. Figure 2 (a) shows a ve-channel staircase network. The staircase interconnection pattern results from the fact that the channel set of node i contains channels f(j ? i) mod 5g, for j = 0; 1; 2. Figure 2(b) gives an abstract representation of this network in which a solid circle at channel j and node i indicates that node i has a connection to channel j; this representation will be used hereafter. Figure 2 (c) shows a 6-channel staircase network. Staircase networks with an even number of channels are less e cient than those with an odd number of channels because the ratio of transceivers to channels is higher. Therefore, the algorithms and examples presented in this paper will assume the networks have an odd number of channels, though they may be easily adapted to networks with an even number of channels.
Staircase topologies bene t from their single-hop nature and their regularity. The singlehop property is especially important if the topology is realized atop an optical star because the broadcast nature of the physical network is exploited. The regularity of the topology, (c) abstract 6-channel staircase Figure 2 . Staircase topologies speci cally, the repetitive nature of the node-channel interconnection pattern, can be used to implement simple algorithms to determine which channel(s) may be used to send a message to a particular destination. Such a channel selection algorithm will be described later in this section.
Full Staircase Topology
The family of staircase topologies includes several variations. A full staircase topology, as shown in Figure 2 , is one in which each node i has access to t = d(m + 1)=2e channels, where m is the total number of channels. For simplicity, it is assumed that node i has access The reader may notice the relationship between the number of shared channels among nodes and the classes of those nodes. Nodes in the same class share the maximum possible number of channels, t. In Figure 2 , nodes 0 and 5 share 3 channels, as do nodes 1 and 6. The number of channels shared between two nodes is a function of the di erence in their classes: nodes whose classes are close to one another share many channels while thoses whose classes are far apart share few channels. The relationship is symmetric: given a node n in class i, nodes in classes i ? j] m and i + j] m share t?j channels with node n, for 1 j t?1. This symmetry can be exploited by task placement algorithms and adaptive topology protocols for staircase networks 28] .
The full staircase topology has been studied previously with respect to unicast communication. Marsan and Bruscagin 25] showed that, using the slotted ALOHA multiple-access protocol, throughput in a network with a full staircase topology can be higher than that of a fully-connected multichannel network with the same number of channels. In a network with a full staircase topology, channel selection for unicast messages is straightforward 25] and given by Algorithm 1 in Figure 3 . Given a source and destination node, the algorithm returns the set of channels shared between the two nodes. The unicast message may be sent on any one of the channels. In the second example, execution of Algorithm 1 determines that node 23 may send to node 11 on any of channels 7, 8, 9, 10, and 11, each is which is shared among the two nodes. In 25], Marsan and Bruscagin considered only unicast communication in full staircase topologies. Next, two variations on the staircase topology are introduced which have not been studied previously: partial staircases and excess-receiver staircases. In subsequent sections, the multicast problem is studied for these topologies as well as for full staircase topologies.
Partial Staircase Topologies
The nodes in a network with a full staircase topology have nonessential transceivers, in that the topology would still possess the single-hop property if some transceivers were omitted. An m-channel partial staircase topology is de ned to be a single-hop topology in which one or more nodes has access to a proper subset of the channels that it would have access to in a full m-channel staircase topology. In such topologies, the interconnection pattern may be regular, as illustrated by the topologies in Figure 5 . Compared to the full staircase topology, transceivers are \missing" along diagonals of the pattern. The number of missing transceivers at each node is given by a parameter f. Figure 5 shows the patterns for three 15-channel partial staircase topologies with di erent values of f. Each node i does not have a transceiver to channels 8?j?i] 15 , for j = 2; : : :; f+1 . Only the classes of nodes are shown in Figure 5 ; in actual networks, the patterns would repeat as in earlier examples. Advantages of partial staircase topologies compared to full staircase topologies are that each node requires fewer transceivers and that each channel is shared among fewer nodes. Like full staircase topologies, however, these topologies still possess the single-hop property and are symmetric with respect to the number of channels shared among nodes in other classes. For example, in Figure 5( 15 . In partial staircase topologies, however, fewer sets of nodes are reachable via a single channel, implying that the mean number of channels required in a multicast operation will be greater than that for a full staircase topology; analysis is given in Section 4.
Excess-Receiver Staircase Topologies
Another variation on the basic staircase topology involves increasing the receiver-totransmitter ratio at nodes. By increasing the ratio of receivers to transmitters, the interface hardware is better utilized if the network tra c contains a signi cant fraction of multicast communication; in short, nodes are receiving more than they are sending. As with the partial staircase topologies, it is important that such a network retain the single-hop property. Such excess-receiver networks could be used as part of a multicast switch, in a multicomputer with distributed shared-memory, or in a LAN supporting group communication for multimedia conferencing or distributed database access. Transceiver Receiver Only Figure 6 . Excess-receiver staircase topologies Figure 6 (a) shows the result of replacing the \last" transceiver at each node with two receivers for the network shown in Figure 4 . A transceiver is represented by a solid circle, a receiver by an open circle. Every node can still reach every other node in a single transmission, but more sets of nodes can be reached in one transmission. Formally, let be the number of receivers that replace a transceiver; in the previous example, = 2. Let h be the number of transceivers that are replaced at each node. The number of transceivers at each node is d(m + 1)=2e ? h, and the number of (lone) receivers, r, at each node is h . Figure 6 (b) shows an excess-receiver topology with = 2 and h = 3. In the limit, all but one transceiver may be replaced with two receivers, that is, h = 7. In this case, each node transmits on a single channel and listens on all channels, as shown in Figure 6 (c).
The ratio of receivers to transmitters may also be increased in partial staircase topologies while maintaining symmetry in the number of common channels among classes. For example, Figure 7 shows two examples of a 15-channel partial staircase network with additional receivers. These topologies are symmetric with respect to class distance and the number of shared channels among nodes. Unlike the topologies shown in Figure 6 , however, excess-receiver topologies for partial staircase networks do not follow a general formula for the arrangement of transceivers and receivers. Therefore, such topologies are not discussed further in this paper; for further information, see 27]. 
Analysis of Multicast in Staircase Topologies
Two metrics are used to quantify the ability of a staircase network to support multicast communication. The rst metric is the number of channels upon which a multicast message must be transmitted in order to reach a set of destinations. Although at most one channel is required to perform unicast communication in a single-hop network, several channels may be required for a multicast transmission. Let A(s; D) be the minimum number of channels required for a message to reach a particular set of destinations, D, from a source node s in a given staircase topology. Let A(d) be the average, over all sources and all destination sets of size d in a given staircase topology, of the minimum number of channels needed to reach the d destination nodes from the source. In Figure 2 (a), for example, a multicast message sent from node 4 to the destination set D = f0; 1; 6; 9g can be accomplished with a single transmission on channel 1; so A(4; f0; 1; 6; 9g) = 1. A message sent from node 4 to the destination set D = f1; 2; 8; 9g requires transmission on two channels, 1 and 3; so A(4; f1; 2; 8; 9g) = 2. In the partial staircase network shown in Figure 5 (c), a multicast message sent from node 4 to the destination set D = f8; 9; 10; 11; 12g requires transmission on all 5 channels in the channel set of node 4, that is, channels 3, 11, 12, 13, 14. We will describe how to compute A(d) shortly. The second metric, B(s; D), counts the number of common channels among a source and the destinations. For example, in Figure 2 
Full Staircase
The reader will notice that, in a full staircase topology, a source node can reach any set of destination nodes by sending on at most two channels; in fact, a source node can broadcast to all other nodes by transmitting on the two extreme channels in its channel set. For example, in the network depicted in Figure 4 , node 13 can reach all other nodes by sending on channels 2 and 9.
The value of A(d) is computed by rst determining how many sets of d nodes can be reached using a single channel. Let m be the number of channels and n be the number of nodes in the network. For simplicity, it is assumed that n is a multiple of m; let p = n=m. Let t be the number of transceivers per node; recall that in a full staircase topology, 
The rst term alone counts some destination sets more than once due to multiplication by t. For example, in Figure 4 , node 0 can reach destination set f1; 2; 3; 5g on any of channels 0, 1, and 2. The rst term in Equation 1 will count this set once for each of these three channels. The second term subtracts all but one of the duplicates for each set. Therefore, the expected number of channels required to reach a randomly selected set of d destinations is the weighted sum:
For m even, the calculations are similar and may be found in 27]. Figure 8 (a) plots A(d) for various numbers of destinations in a network containing 90 nodes. The number of channels is varied from 3 to 30. As shown in the graph, only for very small groups will one channel su ce to reach all the destinations. Hence, the presence of a signi cant amount of multicast tra c in the network directly a ects the o ered load to the network, and is likely to lead to increased message delay and decreased throughput. Interestingly, the number of channels in the network has relatively little e ect on A(d). Whether the network has 3 channels or 30 channels, the probability that two channels will be needed to reach an arbitrary destination set of a given size the set is about the same. In fact, the probabilities for the cases of 15 and 30 channels are nearly identical for all destination set sizes. In order to compute B(d), the average number of common channels among a source and d destinations, we again use the rst term of the formula in Equation common channels is quite low, regardless of the number of channels in the network. Even with 30 channels in the network, multicasts to random sets of 7 or more destinations will almost always require two channels instead of one.
Partial Staircase
In partial staircase networks, more than two channels may be required to reach a given set of destinations from a source. The average number of channels required to reach a random set of d destination nodes is more di cult to compute than for the full staircase topology. However, an algorithm has been developed 27] that may be used to compute A(d) in partial staircase networks. The algorithm is based on a multicast channel selection algorithm (Algorithm 3) which will be presented in Section 5. Details of the computation of A(d) may be found in 27]. Figure 9 (a) plots A(d) for various values of f in a 90-node, 15-channel network. As f increases, more channels are required to reach a given set of nodes.
The expected number of common channels B(d) for a group of nodes is also a ected by the parameter f. The calculation of B(d) for partial staircase networks is similar to that for full staircase topologies. In a partial staircase, the number of sets of d destinations reachable from a given source by way of a particular channel is 
Excess-Receiver Staircase
The computation of A(d) and B(d) in excess-receiver staircase networks must account for the ratio of receivers to transmitters. Recall that is the number of receivers that replace a transceiver, and that h is the number of transceivers that are replaced at each node. Again, let t = d(m + 1)=2e be the number of transceivers in a full staircase. Then in an excessreceiver staircase network, t ? h is the number of transceivers at each node, and r = h is the number of lone receivers at each node. For the case where the last h transceivers at each node are replaced, as in Figure 6 , the number of nodes reachable from a given source on a given channel is p(t + r ? h) ? 1. To compute a 1 (d), the number of sets reachable from a given source via a single channel, we multiply p(t + r ? h) ? 1 by the number of transceivers at each node, t ? h, then subtract all but one of the duplicates for each set. 
The case in which m is even is slightly di erent and is discussed in 27]. Figure 10 shows the e ect of the parameter h on A(d) and B(d) for the case when = 2. With an increased ratio of receivers to transmitters, it is more likely that a group of nodes can be reached in a single transmission. For h = 7, shown in Figure 6 (c), all multicasts require only one transmission. Figure 10 illustrates the tradeo between having several common channels for small groups, using a small value of h, and having at least one common channel for larger groups, using a larger value of h.
Multicast Channel Selection Algorithms
Having analyzed staircase multichannel networks with respect to their ability to support multicast communication, the practical issue of channel selection for multicast communication is considered in this section. A set of channels that can be used to reach a set of destinations is called a multicast cover 27]. In order to minimize delay, a channel selection algorithm may take into account the current state of channels. The cost of using each channel i, which may be measured in terms of utilization or queue length, can be represented with a positive weight w i .
Full Staircase
The proposed channel selection algorithm (Algorithm 2) given in Figure 11 will nd a minimum multicast cover of any set of destinations to be reached from a source node s in a full staircase topology. The algorithm rst determines the class of each destination node, relative to the class of the source node (Steps 1 and 2). Next (Steps 3 through 7 Step 7). In these situations, a single-channel solution is not possible, and two channels, one from X and one from Y , are required in the multicast cover. Figure 12 illustrates the operation of Algorithm 2 for a 15-channel full staircase network. The weights w i of the channels are given in the gure. Suppose that the source class is 13 and the destination classes fall within the range f11; 12; 13; 14; 0; 1; 2g, as shown, including classes 11 and 2. In order to reach all of the destination nodes, at least one channel from X = f2; 3; 4; 5g and one channel from Y = f4; 5; 6; 7; 8; 9g must be used. Since the two sets X and Y intersect, a single channel from set Z = f4; 5g could be used to reach all destinations.
Step 8 of Algorithm 2 nds the set fzg or fx; yg that minimizes the weight function min(w z ; w x + w y ) for x 2 X, y 2 Y , z 2 Z . In this example, x = 3 and w 3 = 0:2, y = 9 and w 9 = 0:1, and z = 5 and w 5 = 0:4. Sending a message on channels 3 and 9 has a total cost of 0.3, which minimizes the weight function given above.
Theorem 1 Algorithm 2 produces minimum weight multicast covers for networks with full staircase topologies with an odd number of channels. Proof: Destinations in class high can be reached only on channels in set X, and destinations in class low can only be reached on channels in set Y . Hence, a solution must include a channel in X and a channel in Y . A minimum weight solution will be the sum of the weights of the minimum weight channel x in X and the minimum weight channel y in Y , unless x = y, which is also identi ed as z. Figure 12 . Channel selection example such as Algorithm 2, whose complexity is linear in the number of destinations, implies that optimal multicast communication can be implemented at very low cost. Algorithm 2 must be modi ed only slightly to accommodate networks where m is even. The only di erence arises when the set of destination classes includes the class that is farthest away from the class of the source node. In Figure 2(c) , for example, nodes in class 0 can reach nodes in class 3 on either channel 0 or channel 3. In these cases, the lowest or highest channel accessible to the source must be included in the solution. Each is tentatively included, and the algorithm is executed in order to determine how to cover those destinations not already covered. The complexity is the same as Algorithm 2 27].
Excess-Receiver Staircase
Algorithm 2 may be modi ed in a simple manner to give a minimum weight cover for excess-receiver staircase networks with = 2 that have been constructed from a full topology (f = 0). Examples of such topologies are shown in Figure 6 . Speci cally, the ranges of X and Y must account for the parameters h and . If the parameter is assumed to have the value 2, then the following de nitions of X and Y may be used. X = f i ? s] m j i = 0; : : : ; t?1?max(high; h)g (7) Y = f i ? s] m j i = m?h?min(m?h; low) : : :; t?1? hg (8) As an example, in Figure 6 Figure 5(c) , if the source class is 6, then destinations in classes 10, 11, 12, 13, 14, 0, 1, and 2 are each reachable by a unique channel. The remaining destinations all fall within classes 3 to 9. In fact, the interconnections among nodes in these classes form a full staircase.
If the value of f is not maximal, or if the number of channels is not 4i?1 for some integer i, then the situation is more complicated because some classes are covered by multiple, nonconsecutive channels. For example, in the network shown in Figure 5 (a), if the source class is 0, then there is no choice for covering destinations in classes 6, 7, and 8, as each must be reached via a separate channel. However, the remaining destinations, which may fall in classes 9 to 14 and 0 to 5, do not form a full staircase. Destinations in class 5, for example, can be covered by either channel 0 or channel 2. Destinations in class 4 can be covered by any of channels 0, 1, or 3. The channel selection algorithm must account for these cases; the modi ed algorithm (Algorithm 3) is given in Figure 13 .
By assigning a weight of 1.0 to every channel, an optimal multicast cover algorithm may be used to nd covers comprising a minimum number of channels. Using an algorithm in this way may be desirable if the process of periodically nding the weights of each channel is deemed to involve excessive overhead. If the weights of the channels are all equal to 1, then after preprocessing in steps 3 and 4, at most two more channels are required to minimally cover the remaining destinations.
Step 5 sequentially checks the remaining channels to see if any one of them will cover the as yet uncovered destinations. If so, that channel is included; if not, two channels will be included.
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Since each of the preprocessing steps of Algorithm 3 is linear in the number of destinations, the entire algorithm is also linear. If the value of f is not maximal and the channel weights are arbitrary, then an optimal solution to the multicast problem in partial staircase networks cannot be obtained in linear time 27]. However, Algorithm 3 is a good approximation algorithm for such cases. Figure 14 (a) compares the performance of Algorithm 2 (A2) and Algorithm 3 (A3) with a (nonlinear) optimal algorithm (Opt) in a 15-channel network. A total of 25 di erent destination sets were tested, with 450 multicast samples per set. Each test set involved a di erent set of weights for the channels. The weights were selected randomly between 0 and 1; hence, a channel's weight may represent its utilization. Con dence intervals were very small and are not shown. Algorithm 2 is optimal for f = 0, and Algorithm 3 is optimal for f = 3. For the cases of f = 1 and f = 2, the weight of solutions given by Algorithms 2 and 3 di er only slightly from those given by the optimal algorithm. Figure 14 (b) presents a similar comparison for a 25-channel network. Again, the di erences between the heuristics and the optimal algorithm are small.
Finally, it should be noted that, when all the channel weights are equal to 1, both Algorithm 2 and Algorithm 3 need to be executed only once for a given source and destination set. Speci cally, in the case where one node sends to a particular destination set repeatedly, the algorithm needs to be executed only when the rst message is sent. If the destination set is tagged with an identi er and the resultant multicast cover information is stored in a table that is indexed by set identi ers, then subsequent multicast messages may be transmitted after simply extracting the cover information from the table. In this case, the required processing time would be constant rather than linear in the number of destinations. This paper has addressed multicast communication in staircase multichannel networks. In addition to considering the multicast problem in full staircase topologies, which have been studied earlier with respect unicast communication, partial staircase topologies and excessreceiver staircase topologies were introduced and studied. Analysis was performed to determine the capacity of staircase topologies to carry multicast tra c. A channel selection algorithm was proposed that produces minimum-weight multicast covers in full and excessreceiver topologies, where each channel has associated with it an arbitrary weight. A second algorithm was proposed that is optimal for all partial staircase topologies if the channel weights are all equal to one, and optimal for certain partial staircase topologies if the channel weights are arbitrary. For other cases, simulations show the algorithm to be a good heuristic. This paper did not address the problem of reliable or atomic multicast delivery service; many such protocols have been proposed 3, 9, 17, 33] . Although topology-independent, most such protocols can bene t from an underlying, topology-dependent unreliable multicast service. Therefore, a reliable multicast service for networks with staircase topologies could be easily implemented atop the algorithms presented in this paper, if so desired.
