Let ζ(s, C) be the partial zeta function attached to a ray class C of a real quadratic field. We study this zeta function at s = 1 and s = 0, combining some ideas and methods due to Zagier and Shintani. The main results are (1) a generalization of Zagier's formula for the constant term of the Laurent expansion at s = 1, (2) some expressions for the value and the first derivative at s = 0, related to the theory of continued fractions, and (3) a simple description of the behavior of Shintani's invariant X(C), which is related to ζ ′ (0, C), when we change the signature of C.
Introduction
Let K be a number field and χ a ray class character. A Kronecker limit formula is an expression of the value (or the Laurent coefficient of degree 0 when χ = 1) of the L-function L(s, χ) at s = 1. When K is the rational number field or an imaginary quadratic field, such formulas are classical and well-understood, with deep applications in number theory. The case of a real quadratic field, which we consider in this article, has also been studied by many authors. We mainly try to mix some ideas and methods of Zagier [12, 13, 14] and Shintani [6, 7, 9] .
In the following, let K be real quadratic. For a narrow ray class C of K, we denote by ρ(C) the 0-th Laurent coefficient at s = 1 of the partial zeta function ζ(s, C) = a∈C N(a) −s .
We also call an expression of ρ(C) a Kronecker limit formula, since they are essentially equivalent by the relation L(s, χ) =
where Cl K (f) denotes the ray class group of modulus f and χ is a character of it. Zagier [12] proved such a formula when C is a narrow ideal class, using the theory of continued fractions as a fundamental tool. Our first main result is an extension of Zagier's formula to narrow ray classes C of an arbitrary modulus f ⊂ O K (Theorem 2.2.1).
On the other hand, Shintani [7, 8] explained how to exploit the functional equation of L-functions to reduce the problem to the study of the behavior at s = 0. Now let us recall it. Let χ be a ray class character of modulus f. Since K is real quadratic, there are four types of signature for χ: χ(C 1 ), χ(C 2 ) = (±1, ±1), where C 1 and C 2 are the ray classes defined by 
a Kronecker limit formula is obtained for χ of signature (−1, −1), (−1, +1), (+1, −1) or (+1, +1), respectively. We deal with ζ(0, C) and ζ ′ (0, C) by using a quite general method given by Shintani [6, 7] . On the other hand, to the author's knowledge, there has been almost nothing known about the second or higher derivatives of ζ(s, C) at s = 0, except for the pioneering work of Yoshida [11, Appendix II] . For this reason, in this paper, we do not consider the case of signature (+1, +1) at all.
The method of Shintani mentioned above is based on a suitable choice of a cone decomposition of the first quadrant of R 2 . In the actual investigations of real quadratic fields, he mainly used the simplest one, which was spanned by 1 and the totally positive fundamental unit (see [7, 9] ). In this paper, instead, we prefer to choose one which is induced from the continued fraction, following Zagier, and obtain a generalization of his formula [14, (3. 3)] for ζ(0, C). An advantage of this choice, aside from the interesting relation itself to the theory of continued fractions, is the possibility to compare the data associated with C and CC 2 . This was exploited by Zagier [12, §8] in his proof of Meyer's theorem about ρ(C) − ρ(CC 2 ) for narrow ideal classes C.
The central subjects of §5 are the invariants
first studied by Shintani [7, 8, 9] (although our definition of X(C) is the inverse of his). They have (or should have, at least) the great importance in the arithmetic of real quadratic fields, because of the Stark-Shintani conjecture which claims that they (or appropriate powers of them) are units of certain class fields over K and generate them. Suggested by (1.0.5) and (1.0.6), we compare X(C) and X(CC 2 ). Then Zagier's cone decomposition again allows us to obtain a beautiful relation (Theorem 5.2.3), which leads to an expectation about contributions of infinite places to the value L(1, χ) (see Corollary 5.2.5 and Remark 5.2.6).
The outline of the present paper is as follows. In §2, we prove a Kronecker limit formula for ray classes (Theorem 2.2.1), generalizing Zagier's for narrow ideal classes. The key point of the proof is the decomposition of the partial zeta functions given in Proposition 2.1.4, which is also the basis of the discussions in § §4 and 5.
§3 summarizes the formulas about the values and the first derivatives at s = 0 of several types of zeta functions. Moreover, in 3.3, we give the definition and proofs of some elementary properties of the double sine function, which is fundamental in §5.
§4 is devoted to the study of the values ζ(0, C), especially the elementary expressions of those values (Theorem 4.1.1). We also give the descriptions of the data attached to C = CC 1 C 2 and to C * = CC 2 in 4.2 and 4.3, respectively. In §5, we study the invariant X(C) as already mentioned. We obtain an expression of X(C) by the double sine functions (Theorem 5.1.1), by using the description in 4.2. Furthermore, we deduce a simple relation between X(C) and X(C * ) (Theorem 5.2.3) from Proposition 4.3.1.
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Notation
Throughout the paper, K denotes a real quadratic field of discriminant D. The conjugate of x ∈ K is denoted by x ′ . We fix an embedding of K into R. For a subset X of K, X + means the set of totally positive elements of X.
For an integral ideal f of K, denote the narrow ray class group of modulus f by Cl K (f), and let ε f be the generator of the group O × K ∩ (1 + f) + , which is greater than 1. Totally positive fundamental unit ε O K is simply denoted by ε.
If x is a real number, we define x (resp. {x}) to be the number t such that x − t ∈ Z and 0 < t ≤ 1 (resp. 0 ≤ t < 1). This must not be confused with the notation a, b , which means the Z-linear span of a and b.
A Kronecker limit formula for a ray class
In this section, we prove a Kronecker limit formula similar to Zagier's in [12] , for a ray class C ∈ Cl K (f) of arbitrary conductor f. That is a formula for the constant term of the Laurent expansion at s = 1 of the partial zeta function
A cone decomposition
In the following, we use some results on continued fractions. For the proofs and further discussions on this theory, we refer the reader to Zagier's paper [12] or his lecture note [15] . We choose an integral ideal a belonging to the class C. Then there exists a fractional ideal b of the form
which is in the narrow ideal class of the ideal a −1 f, i.e. there is a totally positive number z ∈ K × satisfying b = (z)a −1 f. Fix such a, b and z. First, any integral ideal in C can be written as (α)a, where α ∈ K is totally positive and satisfies α − 1 ∈ a −1 f. Hence
Moreover, multiplying each α by z, we obtain
where the last sum is taken for the set
which is a system of representatives for (z + b) + / ε f . We decompose this set by using the theory of continued fractions. From the condition 0 < ω ′ < 1 < ω, we have a purely periodic 'minus' continued fraction expansion
We extend the sequence {b k } by the periodicity b k+m = b k for all k ∈ Z, and set ω k = [b k , . . . , b k+m−1 ] . We also define the sequence {A k } by
and there is a unique pair (x k , y k ) of rational numbers which satisfies
they satisfy
Definition 2.1.1 We call the sequence (ω k , x k , y k ) the decomposition datum associated with C.
Remark 2.1.2 There are other candidates for the choice of (a, ω, z). For example, the all candidates of ω are ω k 0 for k 0 ∈ Z. In general, if we replace the choice of (a, ω, z) by another candidate, the sequence (ω k , x k , y k ) is replaced by (ω k+k 0 , x k+k 0 , y k+k 0 ) for some k 0 ∈ Z. In other words, the decomposition datum associated with C is determined up to shift of the index.
Lemma 2.1.3 We have the disjoint decomposition
where r = log ε f / log ε.
Proof. It is easy to see the decomposition
On the other hand, one finds the fact that A m = ε −1 in Zagier's paper [12, section 6]. Hence we have A rm = ε −1 f , and the claim follows.
where
Proof. From (2.1.1) and Lemma 2.1.3, we obtain
Hence it is sufficient to show that
Since b = 1, ω 0 , the right hand side is equal to ω 0 − ω ′ 0 . On the other hand, it holds that
for any k ∈ Z, and this common value is ω 0 − ω ′ 0 .
The limit formula
We prove the Kronecker limit formula:
The notation being the same as in 2.1,
where the function P is defined by
Here
is the logarithmic derivative of the gamma function, Li 2 (t) = ∞ n=1 t n n 2 is the dilogarithm, and
1 − e −u du. 
Then, for x > 0 and y ≥ 0, we have
Proof. We use the method of Egami [3] , though Zagier's original method also works in this case. By Proposition 1 of [3] , we have
1 − e −ut dt du
1 − e −ut dt du,
1 − e −ut dt du.
, and
On the other hand, I 2 (s) can be written as
−s is the Hurwitz zeta function. Hence the proposition is proved by combining the formulas
To show the last one, use the formula
3 The formulas for certain zeta functions at s = 0
In this section, we review the formulas which describe the values and the first derivatives of certain types of zeta functions at s = 0. Some of them include several functions (the double gamma functions and the double sine functions) introduced by Barnes [1, 2] and Shintani [6, 7, 9] .
Zeta functions
For x > 0, let
be the Hurwitz zeta function. Similarly, for ω > 0 and z > 0, we define a function ζ 2 (s, ω, z), called Barnes' double zeta function, by
Furthermore, for ω, ω ′ > 0, x > 0 and y ≥ 0, we write
where z = xω + y and z ′ = xω ′ + y. (In this section, the prime does not mean the conjugate.)
These zeta functions are known to be meromorphically continued to the whole s-plane, and holomorphic at s = 0. This fact and the following proposition are the special cases of Corollary to Proposition 1 of [6] . (For (3), see also [3] .) Proposition 3.1.1 For ω, ω ′ > 0, x > 0 and y ≥ 0, set z = xω + y, z ′ = xω ′ + y. Then:
and
denote the first and second Bernoulli polynomials.
The derivatives at s = 0
The first derivative of ζ(s, x) at s = 0 is expressed by Lerch's formula
We define a function G(ω, z) to be the similar derivative for ζ 2 :
A suitable normalization of exp G(ω, z) is called Barnes' double gamma function. Basic properties of this function, including the fact that exp −G(ω, z) can be continued to an entire function of z, were investigated by Barnes [1, 2] . The analogous derivative of ζ s, (ω, ω ′ ), (x, y) can be expressed as follows:
where z = xω + y and z ′ = xω ′ + y.
For the proof, see Proposition 3 of [7] , or [3] .
The double sine function
The double sine function S(ω, z) is defined by
This function was originally introduced by Shintani [7, 9] , and recently studied by Kurokawa-Koyama [4] .
In the following proposition, we collect several properties of S(ω, z) which are needed later.
(4) S(ω, z) = 2 sin(πz)S(ω, z + ω) = 2 sin(πz/ω)S(ω, z + 1).
.
Proof. (1) is clear from the definition.
For (2), we compute as follows:
This leads to (2), since ζ(0) = − . Next, we differentiate the evident identity
Changing z to 1 + ω − z, and subtracting, we get an equality
whose right hand side vanishes by Proposition 3.
(2). This proves (3).
To show (4), we start with another identity
which is again immediate from the definition. Then, in a similar manner to the proof of (3) above, we obtain the first equality of (4). The second one can be proved in the same way, or by combining the first one and (3). Finally, the proofs of (5) and (6) are given by beginning with
and repeating the method above.
Formulas for ζ(0, C)
In this section, we compute the values ζ(0, C) by combining Proposition 2.1.4 and Proposition 3.1.1, following the general method of Shintani [6] . Then our special choice of the cone decomposition based on the continued fractions leads to a particularly simple expression, and allows us to analyze the multiplication by C 1 and C 2 . We use the notation introduced in 2.1.
An elementary expression of ζ(0, C)
Here we prove the following formula, which is a generalization of Zagier's [14, (3. 3)].
Theorem 4.1.1
Proof. By (2) and (3) of Proposition 3.1.1, we have
Therefore, we complete the proof when we substitute this into Proposition 2.1.4 and compute as
using the periodicities and recurrence relations of ω k and (x k , y k ), and the identity B 2 (x) = B 2 (1 − x). [10] proved a formula similar to the above theorem (see the theorems 12 and 13 in [10, §2] ). Their proof were based on an integral formula due to Hecke, and completely different from ours.
Remark 4.1.2 Meyer [5] and Siegel

C versus C
Let C 1 and C 2 be the ray classes defined in (1.0.1). In the following, we write C = CC 1 C 2 for brevity. We want to compare ζ(0, C) and ζ(0, C). For this purpose, we need the decomposition datum associated with C.
Since C and C are in the common narrow ideal class, we may use the same b, ω k , and A k . On the other hand, if we choose an element ν ∈ 1 + f which is totally negative, the ideal (ν)a is a representative of C. (Here a is a representative of C fixed in 2.1.) Then, since b = (z)a
we can take the set
as the counterpart of z + b, and hence the counterparts of x k and y k becomes −x k and {−y k }, respectively. Substituting these data to Proposition 2.1.4 and Theorem 4.1.1, we obtain
In fact, we have the following:
Proof. We compare expressions in Theorem 4.
and (4.2.2). Since
To deal with the terms B 1 (x k )B 1 (y k ), it is necessary to discuss some cases separately. First we treat the case in which (x k , y k ) = (1, 0) holds for some k. This means z ∈ b, which happens if and only if f = O K . The theorem itself is trivial in this case since C = C.
Next, we assume that x k and y k are both in the open interval (0, 1), for an index k. Then −x k = 1 − x k and {−y k } = 1 − y k , and hence
Finally, from the recurrence relation (2.1.3), we see that x k = 1 if and only if y k+1 = 0, and then x k+1 = y k (note that we exclude the case (x k , y k ) = (1, 0) ). In this case, we have 
C versus C *
Let us write C * = CC 2 , and consider the relation between ζ(0, C) and ζ(0, C * ). Then we can use the fact that L(0, χ) = 0 whenever χ has the signature (+1, +1) or (−1, +1), to deduce that
(compare with Remark 4.2.2). Unfortunately, it seems difficult to obtain this relation by a direct computation as in the proof of Proposition 4.2.1, except for the case of modulus O K which was treated by Zagier [13, 14] (see Remark 4.3.2 below). Here we only describe the relation between the decomposition data associated with C and C * . We refer the reader again to [12, 15] for the theory of continued fractions used below.
We can assume that ω 0 > 2, by shifting the index if necessary (see Remark 2.1.2). Then, putting ξ = ω 0 − 1, we have a 'plus' continued fraction ξ = (a 0 , . . . , a 2l−1 ) := a 0 + 1
Here 2l denotes the smallest even period (l may be the smallest period if l is odd). We define a j for all j ∈ Z by a j+2l = a j . Then the sequence {b k } is determined by {a j } as
using the sequence {S j } defined by
Moreover, if we set ξ j = (a j , . . . , a j+2l−1 ) , we have
On the other hand, setting ω * = ξ 1 + 1, we can take b * = 1, ω * as the counterpart of b for C * , since ξ 1 > 1, −1 < ξ ′ 1 < 0, and
For ω * , we have a continued fraction expansion
The sequence {c k } is determined by
We set ω * k = [c k , . . . , c k+n−1 ] . The identities similar to (4.3.2) and (4.3.3) are
Next, let us look at the counterparts of x k and y k . We take (µ 2 )a as a representative of C * , where µ 2 is a number as in (1.0.1). Then, since
we can determine rational numbers x * k and y * k by
Here A * k is defined from ω * k in the same way as A k . Put z k = x k ω k +y k and z * k = x * k ω * k +y * k . We want some relation between the sequences {z k } and {z * k }, but any one-to-one correspondence is impossible, since the periods rm and rn of them are different in general. There is, however, such a relation between {z S j } and {z
In a similar way, we also obtain
From these, we see
and hence
Since the three numbers z S j , ξ 2j z * T j−1 and ξ
belong to this common set, they are congruent modulo the ideal
This leads to the desired congruences. This leads, in particular, to the identity ζ(0, C) = −ζ(0, C * ).
5 Formulas for ζ
We keep the notation in the previous section.
Here we consider the derivative ζ ′ (0, C), or rather ζ ′ (0, C) − ζ ′ (0, C). We follow the method of Shintani [7] in principle, but we can compare those values for C and C * by virtue of the continued fraction theory.
The invariant X(C)
As mentioned in the introduction, we define an invariant X(C) of a ray class
Theorem 5.1.1
Proof. We combine Proposition 2.1.4 and Proposition 3.2.1 to find
Note that Z Q k (0, x k , y k ) was already given in (4.1.1). Beginning with the expression (4.2.1), we obtain a similar formula for ζ ′ (0, C). Then we can compute the difference of them by case-by-case discussion, exactly the same as in the proof of Proposition 4.2.1.
When z ∈ b, the theorem itself becomes almost trivial: since z k = ω k for all k, the right hand side can be computed as
by Proposition 3.3.1 (2). Next we assume z / ∈ b, and consider the difference for each k. If x k and y k are both in (0, 1), then −x k = 1 − x k and {−y k } = 1 − y k . Hence all terms of Bernoulli polynomials are cancelled out, and the difference becomes
The most subtle is the remaining case, in which x k = 1, y k+1 = 0 and x k+1 = y k ∈ (0, 1). We have to consider k and k + 1 simultaneously, and use the formula
with its conjugate. The term B 1 (y k ) log(ω k+1 ω ′ k+1 ) will be cancelled with the
We omit the detailed computation.
X(C)
and X(C * )
By Theorem 5.1.1, we may split X(C) as
These are invariants of C and independent of the choices made in 2.1 (see Remark 2.1.2). We want to express X 1 (C) and X 2 (C) by {ξ j } instead of {ω k }, to compare X i (C) and X i (C * ) (i = 1, 2) using the relations explained in 4.3. For this purpose, it is convenient to introduce some auxiliary functions.
For a positive irrational number ω, and and a number of the form z = xω + y with x, y ∈ Q, we define
Lemma 5.2.1 Let ω > 0 be an irrational number, and x ∈ (0, 1] and y ∈ [0, 1) rational numbers. Put z = xω + y.
Proof. If ω > 1, we combine (4) and (5) of Proposition 3.3.1 to obtain
This leads to (1), since
(2) can be proved in a similar way.
Proposition 5.2.2 X 1 (C) and X 2 (C) can be written as
Proof. Since
we have
Hence, by using 5.2.1 (1), we obtain
Now we can prove the first formula of the theorem by substituting
which are deduced from (4.3.2) and (4.3.3). The second one can be proved in a similar manner.
Theorem 5.2.3 Writing C * = CC 2 , we have
Proof. We may apply Proposition 5.2.2 to C * to obtain
Here we also use the periodicity
Hence it is sufficient to prove
In view of (1) and (3) (1) If χ(C 1 ), χ(C 2 ) = (+1, −1), then
(2) If χ(C 1 ), χ(C 2 ) = (−1, +1), then
Remark 5.2.6 From Theorem 4.1.1 and Corollary 5.2.5, we can say that, in a sense, only infinite places for which χ is positive contribute to the value L(1, χ). We expect that there is the same principle for any totally real number field.
An example
We conclude our discussion with an example, illustrating the results in this section. Set K = Q( Then ω k = ε and b k = 3 for all k ∈ Z, while (x k , y k ) = for k ≡ 0, 1, 2, 3, 4 (mod 11), respectively. Hence X 1 (C) is defined by X 1 (C) = S ε, 7ε + 9 11 S ε, 8ε + 4 11 S ε, 6ε + 3 11 S ε, 10ε + 5 11 S ε, 2ε + 1 11 , and X 2 (C) is obtained by replacing ε by ε ′ . Now let us exploit Theorem 5.2.3. In the present case, C 1 is the identity, since the unit −ε Hence we have X 2 (C) = X 2 (CC 1 ) −1 = X 2 (C) −1 , i.e. X 2 (C) = 1. Note that this is not trivial from its form of a product of the double sines. The fact that X 2 (C) = 1 seems to be new.
