Abstract-A new method for the synthesis of linear and planar arrays having prescribed beamwidth and sidelobe levels and a minimum number of elements is proposed. In the method, the number of elements in an array is minimized while constraining the amplitude-response error in the mainlobe region, the attenuation in the sidelobe region, and the array dimensions. An iterative constrained optimization method is used where the amplitude-response error is linearly approximated at each iteration while concurrently minimizing a re-weighted norm of the array coefficients. To ensure robustness of the array, we constrain a sensitivity parameter, namely, the white noise gain, to be above a prescribed level. Furthermore, the method also provides the additional flexibility of controlling the array dimensions, symmetry properties, and element positions of the array. Two variants have been developed: In the first variant, both the array coefficients and the positions of the elements are optimized; in the second variant, only the array coefficients are optimized while the elements are fixed at predefined positions. Experimental comparisons with several state-of-the-art competing methods show that the proposed method provides greater flexibility of controlling the robustness, beampattern response error, array dimensions, and element positions while at the same time the number of elements is less than or equal to that of the competing methods.
I. INTRODUCTION

R
EDUCING the number of elements in an array offers several advantages such as lower cost, weight, power consumption, and heat dissipation. In digital beamforming arrays, this advantage is reflected as a reduction in computational complexity. The problem of reducing the number of elements in an array is a highly nonlinear problem and finding the global optimum consistently is very difficult, although good sub-optimal solutions can often be obtained.
Over the past five decades, many techniques for the design of arrays with a reduced number of elements have been proposed [1] - [11] . More recently, new techniques such as matrix pencil methods [12] - [14] , constrained optimization methods [15] - [17] , compressive sensing methods [18] - [21] , and analytical methods [22] , [23] have been successfully applied in designing arrays with a reduced number of elements. The matrix pencil methods yield arrays that have elements in arbitrary positions and are useful when the elements are not constrained to predefined positions. On the other hand, the constrained optimization methods in [15] - [18] yield arrays with a minimum number of elements from a predefined set, and are appropriate when the elements are constrained to predefined positions such as with a reconfigurable array [24] . For clarity, it should be pointed out that in multiple-input multiple-output (MIMO) radar [25] - [28] , the method for realizing the transmit beampattern is different from the method described in this paper. While the desired transmit beampattern in MIMO radar is obtained by modifying the covariance matrix of the transmitted signal, the method in this paper uses the beamforming approach where the array coefficients are modified.
In this paper, we propose a new array design method that minimizes the number of elements in an array with either predefined or arbitrary positions. In the method, the number of elements is minimized while maintaining the amplitude-response error in the mainlobe region and the attenuation in the sidelobe region within prescribed levels. The problem is solved as an iterative constrained optimization problem where the amplitude-response error is linearly approximated at each iteration while minimizing a re-weighted norm of the array coefficients. To ensure robustness of the array, we constrain a sensitivity parameter, namely, the white noise gain (WNG), to be above a prescribed level. The use of the WNG constraint is not new and has been used in earlier arrays designs to ensure robustness in beamformers [29] - [31] . Furthermore, the method also provides the additional flexibility of controlling the array dimensions, symmetry properties, and element positions of the array. Two variants have been developed. In the first variant, both the array coefficients and the positions of the elements are optimized while in the second variant only the array coefficients are optimized and the elements are fixed at predefined positions. Experimental comparisons with state-of-the-art competing methods show that the proposed method provides greater flexibility in controlling the robustness, beampattern response error, array dimensions, and element positions while at the same time the number of elements is less than or equal to that of the competing methods. In addition, we extended the one-dimensional nonuniform variable sampling approach, developed in [32] for the design of digital filters, to evaluate across the two-dimensional direction cosines in planar arrays, which considerably reduces the computational effort required.
The paper is organized as follows. In Section II, we describe the model of an array and the formulation for the beampattern response. Then in Section III we frame the design as a con-strained optimization problem and in Section IV we carry out experimental comparisons with existing methods. Conclusions are drawn in Section V.
II. BEAMPATTERN OF THE ARRAY
If and are the number of elements along the and directions, respectively, and and are the positions of each element along the and directions, the beampattern of the array can be expressed as (1) where (2) (3) is the complex coefficient of the element, is the wavelength of the signal that impinges the array at an azimuth of and an elevation of , and and are the direction cosines given by (4) For a linear array, and and (1) reduces to
In matrix form, (1) can be expressed as (8) where (9) If and are the direction cosines corresponding to the desired look direction, the WNG of the array is given by [30] (10)
A. The Mainlobe Error
If is the desired response of the beampattern, the squared amplitude-response error between the beamformer response and the desired beampattern in the mainlobe region when both the element coefficients, , and positions, , are optimized is given by (11) where (12) As in [33] , we can incorporate the norm of the squared mainlobe amplitude-response error, , in an iterative optimization problem by approximating for the th iteration by a linear approximation given by (13) where . . .
is the value of in the th iteration, is the update to , is the set of direction cosines in the mainlobe region, is a discretization constant, and is the total number of sample points. The right-hand side of (13) is the norm of an affine function of and, therefore, it is convex with respect to [34] . Note also that the linear approximation in (13) is more accurate for smaller values of and, therefore, is constrained to be small.
If the positions of the elements are fixed then is a constant and only the coefficients of the elements are optimized. Consequently, the mainlobe error is defined as (17) and the linear approximation for the th iteration is given by (18) where and are equivalent to (14) and (15) , respectively, when is replaced by .
B. The Sidelobe Error
For the sidelobe region, is set to zero and therefore the sidelobe error corresponds to the beamformer response, given by (19) As in the previous subsection, the norm of the error in the sidelobe region for the th iteration can be expressed as (20) where and are equivalent to (14) and (15) , respectively, when is replaced by and by , where is the set of direction cosines in the sidelobe region.
If the element positions are not optimized, is a constant and, as a consequence, the sidelobe error is defined as (21) The -norm of (21) can be expressed as a convex function given by (22) where (23) and is a discretization constant.
C. The Inverse White Noise Gain
To incorporate the WNG constraint in the optimization problem, it is more convenient to express it in terms of the inverse of the WNG. As such, for the th iteration, the inverse WNG is given by (24) The inverse WNG in (24) is nonconvex with respect to since the denominator is nonconvex. To make the expression convex, we approximate (24) by setting the update in the denominator to 0; i.e., (25) Note that the approximation becomes more accurate as the optimization algorithm converges, and more or less equal upon convergence; this is because the norm of is very small upon convergence, thereby making the denominator in (25) approximately equal to the denominator in (24) .
D. Maximum Array-Length and Symmetric Arrays
The maximum length of the array along the and directions can be evaluated as (26) In some applications, it may be desirable to ensure that the array coefficients are conjugate symmetric and the element positions are symmetric about the array center; i.e., (27) and (28) where is the complex conjugate of .
III. THE OPTIMIZATION PROBLEM
In this section, we develop formulations to minimize the number of elements in the array. We describe two variants. In the first variant, both the coefficients and positions of the elements are optimized, while in the second variant the positions are fixed and only the coefficients are optimized.
A. Variant 1
To reduce the number of elements in the array, the optimization problem can be formulated in so that the norm of the array coefficients is minimized under the constraint that the norms of the mainlobe and sidelobe errors are below prescribed levels. Consequently, we have the optimization problem 
and , , and are the prescribed thresholds for the mainlobe error, sidelobe error and WNG, respectively, and is the norm, i.e., the number of non-zero elements in . If the length of the array is also required to be less than a prescribed value, we can incorporate the constraints from (26) for the th iteration; for e.g., if the maximum prescribed length of a linear array is , the constraint can be expressed as (33) To incorporate the symmetry constraints, the conditions in (27) and (28) for the th iteration can be expressed as (34) and (35) where , , and are the updates for , , and , respectively, during the th iteration. Note that the conditions in (34) and (35) are affine with respect to , , and , and can therefore be incorporated into a convex optimization problem.
The optimization of the norm is a non-convex problem that is -hard and very difficult to solve even for moderate lengths. Therefore, to circumvent this we replace the norm by a re-weighted norm of the array coefficients [35] . To ensure that the maximum errors in the mainlobe and sidelobe regions are minimized we consider their norm, that is, and . Consequently, for the th iteration, such an optimization problem is given by (36) where (37) (38) (39) (40) is the optimization variable, is the th element in vector , and is a small constant. To speed up the convergence, can be made relatively large during the starting iteration and gradually reduced to a small fixed value after a certain number of iterations. Furthermore, we found that adding a relaxation variable to facilitates faster convergence of the algorithm. Incorporating these modifications and substituting , , and by the expressions in (13), (20) , and (25), respectively, the optimization problem becomes (41) where and are the optimization variables and (42) (43) such that and . Note that the initial values of cannot be made too large, otherwise the algorithm will be unstable; however, if it is made too small the algorithm will converge but will take more iterations. Typically, the starting value of does not exceed 0.5 while the final value does not exceed 0.05. Though variations in will change the speed of convergence, it does not usually affect the final solution, unless is made exceedingly large. The optimization problem in (41) can be readily expressed as a second order cone programming (SOCP) problem as in [36] and solved using efficient SOCP solvers such as the one available in the SeDuMi optimization toolbox for MATLAB [37] .
B. Variant 2
In the second variant, the positions of the elements are fixed and only the element coefficients are optimized. Therefore, we replace the mainlobe and sidelobe errors, and , in (36) by and , respectively. Proceeding as in the previous subsection, and substituting and , by the expressions in (18) and (22), respectively, the optimization problem for the th iteration is given by (44) where and are the optimization variables.
C. Special Case for Arrays Having Beampatterns With Desired Magnitude and Phase
In some applications, it is necessary that the beampattern not only have a prescribed magnitude response but also a prescribed phase response. In such cases, the error described in (11) is not adequate, since only the magnitude error is minimized. To ensure that the phase error is also minimized, the beampattern error can be defined as (45) As in Section II-A, the norm of the above error can be approximated for the th iteration as (46) where and is equivalent to (14) and (15), respectively, when is replaced by and by , which is the set of direction cosines for the prescribed beampattern.
For the case where the element positions are not optimized, the beampattern error is given by (47) The -norm of (47) can be expressed as a convex function given by (48) where (49) (50) and is a discretization constant and .
D. Initialization Array
For faster convergence to a good solution, it is important to have a good initial estimate of for the problems in (41) 52) where and are the starting element positions along the and axis, respectively. To formulate a convex optimization problem for the initializing array, we constrain the array response in the mainlobe region to be real by canceling the imaginary component of the beampattern with a multiplying factor as was done in [38] ; i.e., if (53) then it is straightforward to show that the product will be real valued if (27) is satisfied and vice versa; this also implies that . Consequently, the beampattern-response error in the mainlobe region can be expressed as an absolute value of an affine function, which is convex. We then minimize the sidelobe error while maintaining the maximum mainlobe error within a prescribed level. A regularization term is also introduced to improve the conditioning of the problem. The resulting convex optimization problem is given by (54) and are optimization variables, and is a positive value that typically lies between 0.0001 and 0.05. In our experiments, was set to 0.01. Note that the regularization term, , leads to a solution with smaller norm, which usually facilitates faster convergence to a good solution in the iterative optimization problems in (41) and (44). Furthermore, the smaller norm often results in an array with a larger WNG, thereby improving the robustness of the array.
Since the initialization array derived from (54) satisfies the conjugate symmetry in (27) , it may not satisfy the inequality constraints in the optimization problems in (41) and (44) due to the reduced degrees-of-freedom from the conjugate symmetry. Therefore, to ensure that the initialization array always satisfies the constraints, we perform an additional optimization step by modifying the optimization problems in (41) and (44) to satisfy the inequality constraints, without minimizing the number of elements in the array. Consequently, for the case where the positions of the elements are optimized, such an optimization problem is given by (55) where and are optimization variables. Similarly, for the case where the positions of the elements are fixed, the optimization problem is given by (56) We can verify that the constraints in the optimization problem above are satisfied when we observe that is very small and close to zero. In our experiments, we define as (57) where (58) and . If the constraints are feasible, usually converges to a sufficiently small value (less that ) in less than 25 iterations.
We can therefore summarize the method for obtaining the initialization array in the following steps:
Step 1: Assuming an array with fixed element positions, solve the optimization problem in (54). 
E. Design Procedure
The overall design procedure for our proposed method can be described as follows:
Step 1: Determine the initialization array using the procedure in Section III-D. If the element positions are to be optimized, go to Step 2. Otherwise, for arrays with pre-defined element positions go to Step 3. Step 3: The solution is obtained by solving the optimization problem in (44). Note that for the special case where both the magnitude and phase errors of the beampattern need to be minimized, the mainlobe and sidelobe errors are replaced by the beampattern error in (46) for the optimization problems in Steps 2 and 3.
F. Practical Considerations
To evaluate the parameters that are dependent on the direction cosines, the 2-D non-uniform variable sampling (NVS) technique described in Appendix B of [41] is used. The 2-D technique results in a complexity reduction by more than an order of magnitude, thereby significantly speeding up the optimization algorithm. The weight for the relaxation parameter, , in (41) and (44) should not be too small as this can make the optimization algorithm unstable and prevent it from converging; at the same time, it should also not be too large as this can slow down the convergence process. Typical values of that have been found to work well range between 500 to 5000.
Though the convergence speed depends on the initialization point, in most cases the optimization algorithm in (41) converges to a good solution within 50 iterations. To ensure that the optimization is not prematurely terminated, we monitor the value of the objective function for about the last 5 iterations to check if it is not decreasing, as was done in [33] .
In the design of arrays that have a focused beam, the objective is to maximize the directivity of the mainlobe rather than minimizing the mainlobe ripple: a straightforward approach is to constrain the beampattern to unity in the direction of the focused beam. To do this in the optimization problems in (41), (44), and (54), we simply evaluate the mainlobe error only along the direction of the focused beam while setting to zero. 2) Design P1-B: This design corresponds to the second variant of the proposed method where only the array coefficients are optimized and the positions of the elements are fixed at predefined values. The solution is obtained by solving the iterative optimization problem in (44). The initialization array for this variant is also obtained using the procedure in Section III-D.
IV. NUMERICAL RESULTS
In this
3) Design P2-A: This design corresponds to the special case where both the magnitude and phase of the prescribed beampattern is optimized. In this design both the array coefficients and the positions of the elements are optimized. The solution is obtained by solving a modified version of the iterative optimization problem in (41), where the mainlobe and sidelobe errors are replaced by the beampattern error in (46) with . The initialization array for this design is obtained using the procedure in Section III-D.
4) Design P2-B:
This design corresponds to the special case where both the magnitude and phase of the prescribed beampattern is sought. In this design only the array coefficients are optimized. The solution is obtained by solving a modified version of the iterative optimization problem in (44), where the mainlobe and sidelobe errors are replaced by the beampattern error in (48) with . The initialization array for this design is obtained using the procedure in Section III-D.
In all four variants above, unless explicitly stated, the WNG constraint is not applied; this is done by setting to 0 or removing the WNG constraint from the optimization problem. Furthermore, in some of the experiments we also compare design extensions of P1-A by incorporating various combinations of the WNG constraint, array-length constraint, and array-symmetry constraint, which are indicated in the comparison tables using the following abbreviations:
WC
Corresponds to the WNG constraint where the minimum WNG, in dB, is .
ALC
Corresponds to array-length constraint in (33) where the maximum array length is .
SC
Corresponds to the symmetry constraints in (34) and (35) .
In all of the examples, the elements were assumed to be isotropic and the value of in (40) was set to . For the iterative optimization problem in (41), was set to 1000 and defined as in (57). The active elements were selected by considering only those elements with coefficient magnitudes greater than ; coefficients with magnitudes less than or equal to were set to 0. For the linear array, the angle-dependent parameters for the iterative optimization problems in (41) and (44) were evaluated using the NVS technique in [32] where the number of virtual and actual sampling points between 0 and 180 were 70 and 2000, respectively, and near the edges of the mainlobe and sidelobe regions, 6 of the virtual sampling points were fixed as actual sampling points. Whereas for the planar arrays, the direction-cosine dependent parameters were evaluated using the 2-D NVS technique described in Appendix B of [41] , where the number of virtual and actual sampling points in the direction-cosine plane were 400 and 300000, respectively. Near the edges of the mainlobe and the sidelobe regions, the sampling points were fixed and correspond to the last 3 virtual sampling points before the edges.
The nonuniform sampling technique is applicable only if the optimization problem is iterative. Hence, for designs that are based on solving a non-iterative convex optimization problem, uniform sampling was used instead. Consequently, for the optimization problem in (54) the number of sampling points along each of the two dimensions was set to 200.
The array performance is evaluated using the following parameters:
Maximum Mainlobe ripple: The parameter is defined as (59) where (60) (61)
Minimum sidelobe attenuation:
The minimum sidelobe attenuation is defined as the negative of the maximum sidelobe gain, given by (62) White Noise Gain: The WNG is used for evaluating the robustness of the array. It is defined in (10) .
To ensure a fair comparison, the maximum gain of the beampattern in our experiments have been normalized to 1. Note also that the computation of the performance parameters and beampattern plots in our experiments was done by considering only the active elements.
In Section IV-A to Section IV-C below, we compare the proposed design method with several state-of-the-art methods for the design of minimum element arrays including the methods in [12] - [17] , and [40] . The plots of all linear-array coefficients corresponding to the proposed designs are included in [41] .
A. Examples 1-3: Linear Arrays With Optimized Element Positions
In this subsection, we consider linear array designs where the elements can lie at arbitrary positions. Therefore, for the proposed method, we consider Design P1-A where both the array coefficients and element positions are optimized. The competing designs for Examples 1, 2, and 3 correspond to the first example in [16] , first example in [13] , and the last example in [14] . The required design specifications for the array designs are given in Tables I, III , and V, respectively. In Example 1, the array is required to have a focused beam with asymmetric sidelobe attenuation levels. The competing design in [16] ensured that the array length was less than and the sidelobe levels were less than and on either side. On the other hand, in Examples 2 and 3 the arrays are required to have flat-top beampatterns. Example 2, in addition, has two sidelobe regions, A and B, each requiring different attenuation levels. The competing designs in Example 2 and 3 ensured that the maximum passband ripple and minimum stopband attenuation were within prescribed levels; however, in both designs, no array length or robustness constraints were imposed.
From Table II and Fig. 1 , we observe that although both the proposed and competing designs in Example 1 have the same number of elements, the proposed design has greater sidelobe attenuations, shorter array length, and slightly greater WNG.
In Example 2, we compare the proposed design, P1-A, with the competing design. In addition, we also include two extensions of P1-A where (1) the maximum array length is constrained to be less than that of the competing design; and (2) the maximum array length is less than that of the competing design and the WNG is greater than that of the competing design. The results of the comparison are given in Table IV and Fig. 2 ; for the two extensions of P1-A, the beampattern plots are included in [41] . From Table IV and the corresponding plots, we observe that the proposed designs have better mainlobe ripple and sidelobe attenuation while the number of elements are equal to or less than that for the competing design. In Example 3, we again observe that the proposed designs have better mainlobe ripple and sidelobe attenuation while the number of elements are equal to or less than that of the competing design.
In both Examples 2 and 3, it is interesting to observe that when the WNG and/or the array length are not constrained, the number of elements of the proposed design becomes smaller than that of the competing design, which implies that the reduction in elements is obtained at the expense of a decrease in WNG or an increase in array length.
B. Examples 4-5: Linear Arrays With Predefined or Optimized Positions
In this subsection, we consider linear arrays where the elements are confined to either predefined or arbitrary positions. Therefore, for the proposed method we consider both Designs P1-A and P1-B. The competing designs for Examples 4 and 5 correspond to the first example in [15] and first example in [40] . The required design specifications for the array designs are given in Tables VII and IX, respectively. For arrays where the positions of the elements are fixed, the elements are located at positions that are multiples of for both Examples 4 and 5. The competing designs in both Examples 4 and 5 ensured that the maximum mainlobe ripple and minimum sidelobe attenuation were within prescribed levels. In both the designs, the elements were located at predefined positions and no robustness constraint was imposed.
For the proposed designs with optimized element positions, the initialization array for Example 4 has 50 elements with a uniform spacing of between the elements while the initialization array for Example 5 has 20 elements with the same uniform spacing.
In Examples 4 and 5, we compare designs P1-A and P1-B with the competing designs. We also include two extensions of design P1-A for Examples 4 and 5 that have additional constraints. In Example 4, the two extensions have constraints to ensure that (1) the WNG of P1-A is greater than that of design P1-B; and (2) the WNG of P1-A is greater than that of the P1-B, the array coefficients are conjugate symmetric, and the element coefficients are symmetrical about the array center. In Example 5, the two extensions have constraints to ensure that (1) the array length is less than that of the competing design; and (2) the array length is less than that of the competing design and the WNG is greater than that of the competing design. The comparison results for Examples 4 and 5 are given in Tables VIII and X, From Tables VIII and X and the corresponding plots, we observe that the proposed designs in Examples 4 and 5 have smaller mainlobe ripple, greater sidelobe attenuation, and smaller or equal number of elements than the competing designs. We also observe that imposing additional constraints, such as constraints on the minimum WNG, maximum array length, conjugate symmetry of the coefficients, or symmetry of the element positions, tends to reduce the degrees of freedom in the optimization thereby leading to an increase in the number of elements in the proposed design.
C. Examples 6-7: Chebyshev Linear Arrays With Optimized Element Positions
In this subsection, we consider linear arrays where both the gain and phase of the prescribed beampattern is sought. For comparison, we consider competing designs from the first example in [17] and the first example in [12] , and compare them with design P2-A. The prescribed beampattern in both examples corresponds to a 20-element uniformly spaced Chebyshev array as described in Section III-A of [17] .
To evaluate the performance of the various designs we compare the number of elements, the maximum and RMSE error of the beampattern, and the WNG between the various designs. The competing design for Example 6 was obtained by minimizing the norm of the array coefficients while constraining the norm of the beampattern error to be below a prescribed threshold. For Example 7, the competing design was obtained Fig. 4 . Beampattern plots of the arrays in Example 4 that are obtained using Design P1-A (black curve) and Design P1-B (green dashed curve). Note that we are unable to plot the beampattern of the competing array in [15] since the coefficients were not provided. by using the matrix pencil method whereby the beampattern error was constrained to be below a prescribed threshold in the least-squares sense.
The required design specifications, results, and plots for the two examples are included in [41] . From the design results and plots, we observe that the proposed designs in Examples 6 and 7 have greater WNG, smaller beampattern error and smaller array length than the competing designs. In Example 6, the proposed design has one less element than the competing design, while in Example 7 the proposed and competing designs have the same number of elements. 
D. Examples 8: Planar Arrays With Predefined or Optimized Positions
Here we consider the design of a planar array where the elements are confined to either predefined or arbitrary positions. For the proposed method, we compare both Designs P1-A and P1-B. The competing array in this example corresponds to the seventh example in [15] . The competing design was obtained by ensuring that the maximum mainlobe ripple and minimum sidelobe attenuation were within prescribed levels, and the elements were confined to predefined positions. For Design P1-A, the initializing array has 11 11 elements that are located on a square grid with inter-element spacing of . We also included an extension of design P1-A where the array coefficients are constrained to be conjugate symmetric and the element positions are constrained to be symmetric about the origin. The complete design specifications are given in Table XI. The design results, beampattern plots, and element positions are given in Table XII , and Figs. 6-9. For the design extension of P1-A, the beampattern plots and elements positions are included in [41] . From the tables and plots, we observe that the proposed designs have smaller number of elements and equal or better mainlobe ripple and sidelobe attenuation than the competing design. As in Examples 4 and 5, design P1-A has a smaller number of elements than design P1-B.
The above design examples have shown that the proposed design method yields arrays with minimum number of elements when compared with competing methods, while at the same time providing the flexibility of controlling the array dimensions, WNG, and symmetry characteristics of the array. It should be pointed out that the optimization of the magnitude response and element positions is nonlinear and nonconvex and therefore the solution obtained sometimes depends on the initialization array used, which implies that global convergence cannot be guaranteed. In effect, the proposed method gives quality suboptimal designs that may sometimes be globally optimal.
The optimization problems in the examples were solved on a computer running an Intel Core i7-640LM processor using the SeDuMi optimization toolbox for MATLAB [37] . For the planar array, the proposed iterative optimization method takes anywhere between 10 to 40 minutes to compute while for the linear array it takes less than 5 minutes.
V. CONCLUSIONS
A new method for the synthesis of linear and planar arrays having arbitrary beamwidth and sidelobe levels was proposed. In the method, the number of elements in an array is minimized while constraining the amplitude-response error in the mainlobe region and the attenuation in the sidelobe region within prescribed levels. To ensure robustness of the array, we constrain a sensitivity parameter, namely, the white noise gain, to be above a prescribed level. Furthermore, the method also provides the additional flexibility of controlling the array dimensions, symmetry properties, and element positions. The problem is solved as an iterative constrained optimization problem where the amplitude-response error is approximated using a linear update at each iteration while concurrently minimizing a re-weighted norm of the array coefficients. Two variants of the method have been described. In the first variant, both the array coefficients and the positions of the elements are optimized while in the second variant only the array coefficients are optimized and the elements are fixed at predefined positions. Experimental comparisons with several state-of-the-art competing methods showed that the proposed method provides greater flexibility of controlling the robustness, beampattern response error, array dimensions, and element positions while at the same time the number of elements is less than or equal to that of the competing methods.
