ABSTRACT: Because eroded sediments are produced from different sources throughout a basin, it is often advantageous to model sediment delivery processes at basin scale using a spatially distributed approach. In this paper, a sediment delivery distributed (SEDD) model applicable at morphological unit scale, into which a basin is divided, is initially proposed. The model is based on the Universal Soil Loss Equation (USLE), in which different expressions of the erosivity and topographic factors are considered, coupled with a relationship for evaluating the sediment delivery ratio of each morphological unit. Then the SEDD model is calibrated by sediment yield and rainfall and runoff measurements carried out, at annual and event scales, in three small Calabrian experimental basis. At event scale, the analysis showed that a good agreement between measured and calculated basin sediment yields can be obtained using the simple rainfall erosivity factor; the agreement is independent of the selected equations for estimating the topographic factors. The analysis developed at annual scale showed that the model reliability increases from the event scale to the annual scale. Finally, a Monte Carlo technique was used for evaluating the effects of the uncertainty of the model parameters on calculated sediment yield.
INTRODUCTION
According to Golubev (1982) the area of cultivated land in the world is 14,300,000 km 2 and in some regions of the world cropland covers the major part of the total area. In cultivated areas, bare soil is often exposed for most of the year with sparse crop vegetation existing for a few months. Computations of Golubev (1982) suggest that soil erosion in the world is 5.5 times more than during the preagricultural period.
According to Brown (1984) the world is currently losing 23 billion t of soil from croplands in excess of new soil formation each year (Walling and Quine 1992) ; therefore, accelerated soil erosion is a serious obstacle to the development of a sustainable agriculture.
Long-term erosion monitoring is necessary to guide the development and testing of predictive models, to observe different scenarios due to changes in land use and climate. Monitoring studies and modeling may be used in combination to devise soil conservation strategies.
Measured soil erosion rates and the processes responsible for the sediment transport depend on the spatial scale of observation (Kirkby et al. 1996) . Mean soil loss rates from field size areas (100-10,000 m 2 ) are usually much lower than those estimated by plot studies (Poesen et al. 1996) .
At hillslope and basin scale (>10,000 m 2 ), in addition to the smaller scale erosion processes, mass movement, hillslope deposition, and channel processes should be considered to establish the total sediment budget. At hillslope and basin scale, representativeness problems limit the use of plot measurements. In fact, measurements from a bounded area provide little information concerning the local variability of erosion rates and the redistribution processes of soil within a field (Walling and Quine 1991) . Tracer techniques, such as 137-cesium measurements (Ritchie and McHenry 1990; Walling and Quine 1991, 1992; Ferro et al. 1998) afford an alternative to the use of plots and a means of overcoming the problems of measurement representativeness and spatial variability. At basin scale, predicting sediment yield (i.e., the quantity of sediment that is transferred in a given time interval from eroding sources through the channel network to the basin outlet) can be carried out coupling a soil erosion model with a mathematical function expressing the sediment transport efficiency of the hillslopes and the channel network (Renfro 1975; Kirkby and Morgan 1980; Walling 1983) . Soil erosion models generally predict rill and interrill erosion; therefore, gully and channel processes are to be separately modeled to obtain the total basin sediment budget.
If the process is studied at mean annual temporal scale, the sediment transport efficiency of the hillslopes and the channel network is usually represented by the spatially lumped concept of basin sediment delivery ratio SDR W (Sedimentation 1975; Walling 1983) . In a given temporal interval (event, month, year, etc.) , SDR W is the ratio of the weight of sediments actually leaving the basin to that eroded within it. According to the upland theory of Boyce (1975) sediment delivery ratio SDR W generally decreases with increasing basin size because average slope decreases with increasing basin size, and large basins also have more sediment storage sites located between sediment source areas and the basin outlet. At mean annual temporal scale, SDR W generally assumes values Յ1 (Renfro 1975; Sedimentation 1975; Bagarello et al. 1991) .
For a given event, SDR W can be >1 because sediments deposited on the hillslopes or stored into the channel network, in some previous events, can be removed.
Sediment transport and deposition in the basin hillslopes are physical processes distinct from transport and deposition within the channel network. Therefore hillslope sediment delivery processes and channel processes should be considered and modeled separately (Atkinson 1995) .
At mean annual temporal scale, Playfair's law of stream morphology (Boyce 1975 ) can be applied: over a long time a stream must essentially transport all sediment delivered from the hillslopes to it. Therefore, at mean annual temporal scale the sediment delivery ratio SDR W appears to be a measure of the efficiency with which materials eroded from hillslopes are delivered to the stream system (Boyce 1975) . Leopold et al. (1964) suggested that materials eroded from a basin are only temporarily stored in the floodplains, and Schumm (1972) assumed that in a long time period a stream will discharge essentially all of the sediment it receives. In other words, for predicting the mean annual value of the basin sediment yield, the sediment delivery problem can be simplified neglecting the channel component.
For a small basin, having an ephemeral channel network and with no well-developed floodplains, the channel sediment delivery component also could be roughly neglected at event scale. In other words, the channel network of a small basin is generally constituted of channels having narrow cross sections and short channel lengths, and therefore it can be assumed, at event scale, that sediments eroded from hillslopes are not stored within the channel network. Richards (1993) suggested that sediments are produced from different sources distributed throughout the basin and that sediment delivery processes may be modeled employing a spatially distributed approach considering individual fields (Kling 1974) .
To apply a spatially distributed strategy at the basin scale requires the choice of a soil erosion model and a spatial disaggregation criterion for the sediment delivery process. The existing difficulties of physically based modeling (numerous input parameters, differences between the scale of measurement of the input parameters and the scale of basin discretization, uncertainties of the selected model equations, etc.) increased the attractiveness of a parametric soil erosion model, like Universal Soil Loss Equation USLE (Wischmeier and Smith 1965) or its revised version RUSLE (Renard et al. 1994) . For modeling the spatial disaggregation of the sediment delivery, the basin can be discretized into morphological units (Bagarello et al. 1993 ) (i.e., areas of clearly defined aspect, length, and steepness) (Fig. 1) .
For modeling the within-basin variability of the hillslope sediment delivery processes, Ferro and Minacapilli (1995) proposed a sequential approach. Basically, this approach follows the sediment mass in a Lagrangian scheme and applies appropriate delivery factors to each sequential modeling morphological unit (Novotny and Chesters 1989) . Neglecting the channel sediment delivery component, Ferro and Minacapilli (1995) proposed to calculate the sediment delivery ratio SDR i of each morphological unit i into which the basin is divided. In particular, SDR i depends on the travel time t p,i of the eroded particles along the hydraulic path, from the considered area to the nearest stream reach (Fig. 1) . The travel time is assumed to increase as the length l p,i of the hydraulic path increases and as the square root of the slope s p,i of the hydraulic path decreases. For evaluating the travel time t p,i of the particles eroded from a given morphological unit i, the travel times into all morphological areas that are localized along the path between the ith unit and the nearest stream reach have to be summed. This gives The analysis carried out for 13 Sicilian and 2 Calabrian basins (Ferro and Minacapilli 1995; Ferro 1997) to determine the empirical cumulative distribution function of the travel time showed that the SDR i ratio has the following expression:
in which ␤ = coefficient. Taking into account Chézy's scheme, the ␤ coefficient lumps together the effects due to roughness and runoff along the hydraulic path. Then ␤ is affected by the roughness distribution along the flow path and is time dependent [i.e., for a given basin ␤ is dependent on the temporal scale (event, annual, and mean annual)].
In this paper, a sediment delivery distributed (SEDD) model based on (2) and USLE, in which different expressions of the erosivity and topographic factors are considered, is proposed. The SEDD model is calibrated by using the sediment yield measurements carried out in three small Calabrian experimental basins at the event and annual scales. Finally, a Monte Carlo technique will be used for testing the effect of model parameters uncertainty on calculated sediment yield.
SEDD MODEL
The sediment production Y i [t], of each morphological unit i into which the basin is divided, is simply calculated by the following equation:
in which A i = soil loss (t/ha) from the ith morphological unit, which has to be estimated by the selected erosion model; and SU i = area (ha) of the morphological unit. Soil loss A i is estimated by the following variation of the USLE (Wischmeier and Smith 1965) :
in which EF t,i = erosivity factor for a given temporal scale t (event, annual, and mean annual) of the ith morphological unit (t/ha/unit of K i ); K i = soil erodibility factor estimated by the procedure of Wischmeier et al. (1971) (t h/kg m 2 ); C i = cover and management factor; P i = support practice factor; and L i S i = topographic factor. One uses two expressions for the topograhic factor (both from the RUSLE model). One is proposed by McCool et al. (1989) in which i = slope length of the ith morphological area; ␣ i = slope angle; m i = f i /(1 ϩ f i ); and f i = sin ␣ i /0.0896 (3 sin 0.8 ␣ i ϩ 0.56) = ratio of rill to interrill erosion, and one is proposed by Moore and Burch (1986) 0.6
in which s,i = ratio between the area of the ith morphological unit and the width measured along the contour line.
EXPERIMENTAL BASINS AND MEASUREMENT TECHNIQUE
The studied area is located near Crotone (35 m above sea level (asl), 39Њ09Ј02Љ N, 17Њ18Ј10Љ E) in the ephemeral basin of Crepacuore stream, which drains to the Ionian sea (Fig. 2) . Basin W1 is covered with a grass and shrub vegetation. Basin W2 was planted in 1968 with Eucalyptus occidentalis and was coppiced twice in 1978 and 1990 (coppicing cycle equal to 12 years). The forest cover is discontinuous, and 20% of the basin area is bare. Basin W3 was covered with a Eucalyptus occidentalis high forest in the period [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] . In 1986 the forest cover was coppiced. The forest cover is uniform, and the percentage of bare area is equal to 3% of the total basin area (Cantore et al. 1994) . For each investigated basin, the basin area A W (ha); the mean altitude H m (m asl); the minimum elevation Z min (m asl); the maximum elevation Z max (m asl); the mean slope s (%); and the percentage of sand, silt, and clay of the soil are listed in Table 1 . Water discharge, suspended sediment concentration, and rainfall were measured at the outlet of each basin. Each basin is monitored by an H-flume weir (Brakensiek et al. 1979) , and measurement of flow depth is carried out at the end of a rectangular channel by a mechanical recording water level gauge. For each flood event, t, the basin hydrograph is available, and the runoff factor of Williams (1975) R d,t (kg m 2 /ha h) can be calculated according to the following relationship (Bagarello et al. 1990 ):
where q p,t = peak flow rate of the flood event t (m 3 /s); V t = runoff volume (m 3 ); and A W = basin area (ha). The sampling device is a Coshocton Wheel (Parson 1954; Carter and Parson 1967 ) collecting a sample (ϳ1/200) of the flow volume. Each collected sample flows into appropriately-sized tanks. At the end of each event, the collected suspension is well mixed. One-liter suspension samples at different heights are collected, and the suspended solid content concentration in the 1 L (g/ L) is determined by oven-drying at 105ЊC. The sediment yield of each event is calculated by the product of the mean concentration C m and the measured runoff volume. Rainfall is measured by a recording rain gauge, and rainfall erosivity factor R t (Wischmeier and Smith 1965) is calculated for each rainfall event t. Forty-six selected events were measured at basin W1, 52 events at basin W2, and 42 events at basin W3 in the recording period 1978-1994 (Avolio et al 1980; Callegari et al. 1994; Cantore et al. 1994; Cinnirella et al. 1998) .
For each basin, the soil data (grain-size distribution, total organic carbon, soil structure index, and permeability index) used for estimating the soil erodibility factor were obtained from 10 sampling sites. Then, for each basin, the corresponding 10 soil erodibility factor values were calculated by the nomograph of Wischmeier et al. (1971) . A characteristic basin value K b equal to the mean of the 10 values was assumed. For basin W1 a single crop management factor C b = 0.086 (Wischmeier and Smith 1978) and K b = 0.5 were used. For all morphological units of basins W2 and W3, C b was set equal to 0.164 (Cinnirella et al. 1998) , whereas K b = 0.55 for basin W2 and K b = 0.58 for basin W3 were used (Avolio et al. 1980) . Management works are not carried out in the experimental basins, and therefore the support practice factor of each morphological unit P i will be assumed equal to 1.
CALIBRATING SEDD MODEL
Modern understanding of rainfall erosion processes provides for more process-based indices taking into account that soil loss increases with rainfall amount, rainfall intensity, and runoff (Kinnell et al. 1994; Kinnell 1997) .
The product of the storm rainfall kinetic energy E and the maximum rainfall intensity measured over a 30-min time interval I 30 has been used for the rainfall erosivity factor R in USLE and RUSLE.
Raindrop impact is often involved in the detachment of soil particles from soil surface, whereas splash by itself is not a very efficient transport mechanism. However raindrop impact induces turbulence in the overland flow and increases particle transport (rain-induced flow transport) (Kinnell 1990 (Kinnell , 1991 . When runoff develops, the erosion rate increases because of the development of rills representing an efficient transport system (Kinnell et al. 1994) . When rill erosion occurs, in modeling activities, the rill-interrill concept is often applied: the sediments discharged with the flow result from raindrop and overland flow detachment in the interrill areas together with channel flow detachment in the rills.
According to these physical reasons and suggestions of Foster et al. (1977) , the following erosivity factor EF t including terms of rainfall and runoff erosivity was used: in which R t = rainfall erosivity index of Wischmeier and Smith (1965) of a given rainfall event t; R d,t = Williams's runoff factor of a given runoff event corresponding to the rainfall event t; and a and b = two numerical constants representing the weight of each erosivity term (rainfall and runoff ) on the total erosivity factor. Different values of a and b (respecting the condition a ϩ b = 1) should correspond to a different ratio between interrill and rill erosion (Kinnell 1997 ) even if Foster et al. (1977) suggested that ''research is needed to precisely define the relationship between rill erosion and runoff erosivity and that between interrill erosion and rainfall erosivity.'' Furthermore, R d,t also lumps the effects of sediment transport in rills and in the interrill areas and therefore the runoff factor also represents the effects of the sediment delivery processes (Williams 1975) .
Each experimental basin was divided into morphological units, and for each one the topographic factor L i S i was calculated by (5) and (6).
According to (2)- (4) and (8), the sediment yield Y i,t of each i morphological unit for a given event t has the following expression:
in which the ␤ coefficient, for a given basin, assumes a different value ␤ t for each event. The basin sediment production of a given event t, Y b,t , is equal to the sum of the sediment yields produced by all morphological units into which the basin is divided (sediment balance equation)
in which N u = number of morphological units into which the basin is divided. According to (10), for applying the distributed model, the a, b, and ␤ coefficients have to be determined. The coefficients a and b were fixed according to the following hypotheses for the total erosivity factor.
The first hypothesis corresponds to the classic scheme of USLE where the erosion process is assumed to be mainly due to rainfall (interrill erosion). Notwithstanding, the USLE rainfall factor does not consider runoff directly, the measurements carried out to determine USLE ensure that the rainfall factor is the driving force of sheet and rill erosion (Renard and Ferreira 1993) . The second hypothesis gives equal weight for the two hydrological processes of rainfall (interrill erosion) and and runoff (rill erosion), and the third hypothesis assumes that the runoff processes (rill erosion) is more important than the rainfall processes for hillslope soil erosion. Taking into account that R d,t was used originally by Williams (1975) to modify USLE for calculating basin sediment yield without employing SDR W , the hypothesis a = 0 and b = 1 or other hypotheses in which the weight of the runoff erosivity term is prevailing can be neglected.
For each basin, for the different hypotheses, and for each rainfall-runoff event t, the corresponding ␤ t value was calculated by (10) in which Y b,t is set equal to the measured basin sediment yield Y m,t . For each basin, for each hypothesis, and for each topographic factor equation [(5) and (6) (10), using as estimate of ␤ t the median value ␤ m , are plotted in Fig. 3 . For each hypothesis and for each selected topographic factor equation [ (5) and (6)] the relationship between calculated and measured sediment yield values were also compared using the correlation coefficient r and the mean square error (MSE) (Table 3). Even if the third hypothesis [(11c)] is characterized by the maximum r value and the minimum square error, measurements of peak flow rate and runoff volume at the basin outlet are often unavailable, and therefore q p,t and V t should be estimated by a hydrological model.
The good agreement between Y m,t and Y c,t also checked for the USLE hypothesis (a = 1 and b = 0) has encouraged the choice of this hypothesis [(11a)] and to restrict the following analysis to this choice. The USLE-based hypothesis is also justified as the sediment delivery processes will be simulated by the sediment delivery ratio of each morphological unit [(2)].
EVENT CALIBRATION
At first, for each basin, the predictive capability of the SEDD model for the USLE hypothesis (a = 1 and b = 0) was tested at the event scale. Different expressions for L i S i were used and ␤ m was estimated using only the first 15 events of each recording period.
Using these ␤ m estimates listed in Table 4 , the agreement between measured and calculated sediment yield values was controlled for the remaining set of N e -15 events, in which N e = total number of events available for each investigated basin. This agreement was characterized by r and MSE values [r = 0.69, MSE = 8.01 (t 2 ) for (5) and r = 0.69, MSE = 8.19 (t 2 ) for (6)], which are comparable with those listed in the first row of Table 3 .
To determine whether the agreement between measured and calculated sediment yield is independent of the 15 events selected for calibrating the model (i.e., for calculating ␤ m ), the estimate stability of the ␤ m coefficient was controlled. Therefore, for each basin the cumulative distribution function of the ␤ t coefficient (Fig. 4) was used for drawing 15,000 random sequences, each having a sample size equal to 15. For each sequence, the median value ␤ m was calculated, and the 15,000␤ m values were used to estimate the mean (␤ m ). The (␤ m ) values listed in Table 5 are very close to the previous ␤ m estimates (listed in Columns 2 and 5 of ␤ m listed in Table 2 (Columns 2 and 5) and the mean value of the clay percentage (CL) of the soils falling in each basin is shown in Figs. 5(a and b) . This correlation can be justified by taking into account that a relationship between particle grainsize distribution and sediment delivery exists. According to Williams (1975) when the median particle size increases from 0.001 to 0.1 mm, the delivery ratio decreases from 0.37 to 0.06, and he proposed the following expression for SDR i :
in which D 50 = median particle size; and = routing coefficient. According to (12) the grain-size distribution affects the ␤ m coefficient but in a manner that cannot be readily quantified because travel time and particle size are also correlated. For each selected expression of the topographic factor and for each basin, ␤ t was correlated with the event runoff coefficient, RC t equal to the ratio between the runoff D t (mm) and the corresponding rainfall A t (mm), in order to provide an estimate criterion of ␤ t . The relationship between ␤ t and RC t , shown in Fig. 6 as an example for basin W3, may be approximated by the following mathematical form:
in which c and d = coefficients. The correlation in (13) can be explained by taking into account that for increasing values of RC t the hillslope sediment transport and SDR i values generally increase. In other words, a more efficient hillslope sediment transport, which is characterized by high SDR i values, is obtainable, according to (2) (Fig. 6 ) by small ␤ t values. The agreement between measured and calculated sediment yield values is shown, as an example for the topographic factors calculated by (5), in Fig. 7 and is characterized by r = 0.765 and MSE = 11.679 (t 2 ). The comparison between Fig. 7 and Fig. 3(a) , and the corresponding statistical parameters r (Table 3 , first row), show that (13) 
ANNUAL CALIBRATION
For testing the applicability of the SEDD model at annual scale, for each year (10) was applied using the annual value of the rainfall erosivity factor [(8) with a = 1 and b = 0)] The comparison between Fig. 8 and Fig. 3(a) , and the corresponding statistical parameter r, shows that the reliability of the sediment delivery distributed modeling increases with the temporal scale (from the event scale to the annual scale). This result can be explained by taking into account that the accuracy of the soil erosion model is dependent on which temporal scale is used (Risse et al. 1993) . Further research to improve the agreement at the event scale between measured and calculated sediment yield values could hypothesize an expression of the sediment delivery ratio of each morphological unit also lumping the channel network delivery processes.
EFFECT OF PARAMETER UNCERTAINTY ON CALCULATED SEDIMENT YIELD
The recognized random variability of hydrologic variables (Haan 1977; Bogardi et al. 1985) in addition to the circumstance that input model parameter values are only estimates (as the actual values are not known with certainty) has suggested the inclusion of uncertainty analysis in modeling activities (Hession et al. 1996) .
For evaluating the uncertainty of model parameters on calculated sediment yield, Monte Carlo techniques can be applied. Repeated simulations are performed with the model using randomly selected input parameter values. For each simulation the input parameter values are chosen using their predetermined probability distribution. The simulation process is repeated for a number of iterations sufficient to estimate a probability distribution of the output variable.
According to MacIntosh et al. (1994) the major types of uncertainty are knowledge uncertainty and stochastic variability. Knowledge uncertainty is due to incomplete understanding of studied phenomena, inadequate measurement of system properties, and input data availability. Stochastic variability is due to random variability of the studied natural environment and can be divided into temporal and spatial variability. In the uncertainty analysis, the knowledge uncertainty and stochastic variability has to be distinguished in order to detect their effects on output uncertainty. Stochastic variability, being a natural property of the system, can be quantified but cannot be reduced. The knowledge uncertainty can be reduced by decreasing the possible range of parameter estimates through appropriate physical measurements. In other words, knowledge uncertainty can be used as indicator of the benefits due to additional measurements.
When modeling a basin discretized into morphological units, the actual correlation structure of the system sediment yield model-basin is not known. In other words, some factors of the USLE model are physically related (R and C factors), and others are dependent on the discretization level of the basin. In the following, taking into account that the correlation structures are dependent on many factors (studied site, scale, considered property, etc.) and that at present additional research is needed to determine the appropriate level of correlation at basin scale (Hession et al. 1996) , the stochastic variability of the basin sediment yield Y b,t calculated by SEDD, at the event and annual scales, will be studied for each experimental basin, neglecting the correlation between the different RUSLE factors. To perform the Monte Carlo simulations, a probability distribution must be assigned for the following uncertain parameters: rainfall erosivity, soil erodibility, crop factor, ␤ t coefficient, or runoff coefficient. For each basin, the measured event rainfall erosivity values R t were found to be lognormally distributed ( Fig. 9 ) with mean and standard deviation listed in Table 7 .
The comparison between the empirical cumulative frequency distribution of crop factor of each event C t , calculated by Cinnirella et al. (1998) , and a lognormal distribution (LN2) having mean value and standard deviation equal to the sample values (Table 7) is shown in Fig. 10 .
For determining the frequency distribution of ␤ t coefficiency, for each basin having known values of K b and C b , the sediment yield Y t and the rainfall erosivity R t measured for each event t were first used to calculate by (10) the corresponding ␤ t coefficient.
For basin W1 ␤ t is distributed according to a beta distribution, whereas for basins W2 and W3 the Gauss law agrees with the empirical frequency distribution of ␤ t variable (Fig. 4) .
The soil erodibility factor was treated as having only knowledge uncertainty representing the range of possible values available from the literature. The knowledge uncertainty, due to the difficulty of establishing an appropriate value for use in this study's model for the examined soil type, was considered by a uniform distribution that describes K values ranging from a minimum K min = 0.4 to a maximum K max = 0.6. The topographic factor was treated as a constant deterministic value of each morphological unit, under the assumption that the lengths and the slope of the units are controlled.
Each Monte Carlo simulation was carried out drawing at random a value from each of the distributions of rainfall erosivity, soil erodibility, crop factor, and ␤ t coefficient. These values were then used with the constant topographic factor of each morphological unit as input to the model [ (10)], whose output Y c,t represented one iteration of the simulated scenario. The resampling of rainfall erosivity, soil erodibility, crop factor, and ␤ t was repeated 15,000 times, resulting in 15,000 estimates of the output basin sediment yield Y c,t . For each basin, the 15,000 values of Y c,t were used to define the theoretical probability distribution P (Y c,t ) to compare with the empirical frequency distribution F(Y m,t ) of the measured values Y m,t of the basin sediment yield. For each basin and for the case of topographic factors calculated by (6), the agreement between the distributions F(Y m,t ) and P (Y c,t ) is shown in Fig. 11 . The mean value and the standard deviation estimate of the sediment yield (shown as an example for basin W1 in Fig. 12 ) were essentially constant for iterations >3,000. The agreement between the frequency distribution of the measured sediment yield values and the generated ones remained acceptable when the resampling was carried out using a constant ␤ t value equal to ␤ m .
The Monte Carlo technique was also applied to resampling of runoff coefficient RC t values, which are distributed according to a beta distribution (Table 7 ) and calculating ␤ t by (13). The agreement between the generated frequency distribution P(Y c,t ), with the topographic factors calculated by the expression of Moore and Burch (1986) and ␤ t estimated by (13), and the measured F(Y m,t ) distribution (Fig. 13) , shows the ability of the model to reproduce the empirical distribution of basin sediment yield.
The parameter uncertainty analysis was also developed at annual scale, even though the basins have slightly different recording periods (for basins W1 and W3 the recording period is 13 years, and for basin W2 the recording period is equal to 14 years). At the annual scale, for each basin, the rainfall erosivity factor is lognormally distributed, and the normal distribution agrees with the empirical frequency distribution of the ␤ t coefficient. Table 8 , which lists the statistical parameters, shows a good agreement between the mean value of the two distributions, whereas basin W1 underestimates the median value m and basin W3 underestimates the standard deviation . Finally, for basin W1 the theoretical distribution is more skewed than the empirical one, and for basins W2 and W3 the empirical values of G are greater than the theoretical ones. In conclusion, the parameter uncertainty analysis showed that the SEDD model, even if the ␤ t coefficient is estimated by (13), is able to generate a theoretical distribution function of basin sediment yield, which has a satisfactory agreement with the cumulative distribution function of the measured value.
CONCLUSIONS
For evaluating the quantity of sediment that is transferred, in a given time interval, from eroding sources through the hillslopes and the channel network to the basin outlet, a plot soil erosion model can be coupled with a distributed mathematical function expressing the sediment transport efficiency.
At first, for a basin discretized into morphological units, a distributed model based on RUSLE, in which different expressions of the erosivity and topographic factors are consid- ered, coupled with the sediment delivery ratio of each morphological unit was proposed. The model neglects the channel sediment delivery component and can be applied at mean annual temporal scale or at event scale for a small basin having an ephemeral channel network and with no well-developed floodplains. The analysis, carried out by the sediment yield measurement at the event scale in three Calabrian experimental basin, initially used an erosivity factor that, as suggested in the literature, linearly weights the rainfall factor of Wischmeier and Smith and the runoff erosivity factor of Williams (1975) . The analysis showed that the agreement between measured Y m,t and calculated Y c,t sediment yield values is independent of the selected equations for estimating the topographic factors and can be simple obtained by using the rainfall erosivity factor. At the event scale the model was calibrated using the first 15 events of the recording period to estimate the ␤ m coefficient. A good agreement between measured and calculated sediment yield values was obtained validating the model by the remaining set of events for each basin. The analysis also showed that this agreement is independent of the 15 events used for estimating the ␤ m coefficient.
The median value ␤ m of the ␤ t coefficient estimated by all events of the recording period was then correlated with the event runoff coefficient [(13)] by taking into account that the efficiency of the sediment transport is linked to hillslope runoff. The analysis showed that (13) allows a reliable estimate of the ␤ t coefficient because by using (13) a good agreement between measured and calculated sediment yield values was obtained.
The applicability of the SEDD model was also tested at the annual scale, and the analysis showed that the reliability of the sediment delivery distributed approach, measured by the correlation between measured and calculated annual sediment yield values, improves with the temporal scale (from the event scale to the annual scale).
To represent the model limitations and uncertainties, the effect of parameter uncertainty on calculated sediment yield was also studied. Monte Carlo simulations were performed using predetermined probability distributions of the input parameters.
The resampling of the model factors produced 15,000 estimates of the output basin sediment yield Y c,t , which defined the theoretical probability distribution P(Y c,t ), to compare with the empirical frequency distribution F(Y m,t ) of the measured values Y m,t .
For each studied basin, the uncertainty analysis developed at event scale, showed that the SEDD model, even if the ␤ t coefficient is estimated by the runoff coefficient, is able to generate a theoretical distribution of sediment yield P(Y c,t ) having a satisfactory agreement with the cumulative distribution function of the measured values.
APPENDIX II. NOTATION
The following symbols are used in this paper: A = parameter of beta distribution (Table 7) ; A i = soil loss from each morphological unit; A t = rainfall depth of each event t; A W = basin area; a = numerical constant; B = parameter of beta distribution (Table 7) ; b = numerical constant; C b = cover and management factor of each basin; C i = cover and management factor of each morphological unit; C m = mean suspension concentration; C t = cover and management factor of each event; D t = runoff depth of each event t; D 50 = median particle size; E = storm rainfall kinetic energy; EF t = erosivity factor for given rainfall event t; EF t,i = erosivity factor for given temporal scale of each morphological unit; f i = ratio of rill to interrill erosion for ith morphological unit; G = skewness; H m = mean altitude; I 30 = maximum rainfall intensity measured over 30-min time interval; K b = soil erodibility factor of each basin; K i = soil erodibility factor of each morphological unit; L i S i = topographic factor of each morphological unit; l p,i = length of hydraulic path; m i = slope length exponent for ith morphological unit; N e = number of events of each investigated basin; N p = number of morphological units localized along hydraulic path; N u = number of morphological units into which basin is divided;
