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1. Introduction
Jordan algebras were ﬁrst introduced by [7] as part of a new framework for quantum mechanics.
The use of these algebras in statistical inference started with the seminal papers of Seely [14–16]. This
work has been carried on by many authors, see for instance [5,10–12,8]. We are mainly interested in
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commutative Jordan algebras which, see for instance [4], play a central part in the study of orthogonal
models.
In the next sectionwe present certain preliminary results to render our presentation self contained.
Next, we consider the generation of commutative Jordan algebras and transition matrices between
their basis. It is important to point out that, see [14], commutative Jordan algebras have one, and only
one, base, the principal base, constituted by mutually orthogonal projection matrices. The transition
matrices “connect” whatever base with the principal base of the commutative Jordan algebra. In our
study of algebra generation we show how to obtain the corresponding principal basis. An alternative
procedure is given in [2] which outperforms the one we present in simplicity of calculus. Despite
this, we think our technique is better suited for the main purpose of this paper which is the study
of lattices of commutative Jordan algebras. These lattices provide the framework for the deﬁnition of
new orthogonalmodels through factor aggregation and disaggregation. In factor aggregation, the level
combinations of the original factors are replaced by the levels of a new factor. The number of levels of
the new factor will be the product of the number of levels of initial factors. Factor disaggregation is the
inverse of factor aggregation. We now replace a factor with a1, a2, . . . levels by factors with a1, a2, . . .
levels. The levels of the initial factor will correspond to the level combination of the new factors. In
[6] such operations were studied for prime basis and related factorial designs, where an interesting
application to 6N factorial was given. Also in [1], the idea behind Genealogical Trees of Linear Models is
founded in lattices of Jordan algebras.
Lastly we discuss the relation of commutative Jordan algebras and orthogonal models.
2. Preliminary results
In this section we present key results and deﬁnitions. We start with
Deﬁnition 1 (Jordan algebra). A Jordan algebra, J , is an algebra, i.e., a vector space withmultiplication,
such that it’s product, ◦, obeys the following rules:
1. a ◦ b = b ◦ a.
2. a2 ◦ (b ◦ a) = (a2 ◦ b) ◦ a, where a2 = a ◦ a.
The Jordan product, ◦, is deﬁned by
a ◦ b = 1
2
(ab + ba).
An algebrawith this product is a Jordan algebra (JA).Wewill be focused in JA of symmetricmatrices.
To characterize JA, we have
Proposition 1. Let J be a subspace of real symmetric matrices with an identity element. J is a JA if, and
only if, one of the following equivalent conditions holds. Let A, B, C ∈ J .
1. AB + BA ∈ J .
2. ABA ∈ J .
3. ABC + CBA ∈ J.
4. Ak ∈ J for all k 1.
For the proof of this proposition, please see [17].
Remark that, accordingly to [9], there are commutative Jordan algebras not even isomorphic to
commutative Jordan algebras of symmetric matrices. Our main interest is the case when the support
of a JA is a family of symmetric matrices that commute. We then have a commutative Jordan algebra
of symmetric matrices and the Jordan product reduces to the usual matrix product. Thus we have the
following.
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Deﬁnition 2. A linear space of real symmetric matrices, A, is a commutative Jordan algebra (CJA), if,
apart from being a Jordan algebra, it’s matrices commute.
The main result on CJA obtained by [14] is the following
Proposition 2. A necessary and sufﬁcient condition for a subspace A of symmetric matrices to be a com-
mutative Jordan algebra is the existence of a basisQ = {Q1, . . . ,Qw} , such that QiQj = δijQi, with δij the
Kronecker symbol. Moreover, apart from the indexing, such a basis is unique.
3. Generation of commutative Jordan algebras
Consider M = {M1, . . . ,Mw} a family of real symmetric matrices (FSM) which commute and
sp(M) the linear space spanned byM.
SinceM is a commutative family, there exists (see [13]) an orthogonal matrix (not unique) P, such
that Di = PMiP′, with Di a diagonal matrix, for all i ∈ {1, . . . , w}. The principal elements of Di are the
eigenvalues ofMi and the row vectors xi of P are the eigenvectors ofMi,
P = [x1′ · · · xn′]′.
Thus, any commutative FSM must be contained in a CJA, since, with JP the family of all symmetric
matrices diagonalized by P,M ⊆ JP , and
Proposition 3. JP is a CJA.
Proof. First note thatJP is a linear space. Now, letM ∈ JP .We then haveP′MP = D, withD a diagonal
matrix, aswell asP′MkP = P′MM . . .MP = P′MP . . . P′MP = Dk . HenceMk is diagonalized byP, and
thereforeMk ∈ JP , so JP is a CJA. 
Since the intersection of any two CJA is a CJA, we now give the following deﬁnition.
Deﬁnition 3 (Generated CJA). GivenM a family of symmetric matrices that commute, we say that the
CJA that containM and is contained in all CJA’s that containsM, is the CJA generated byM.
It is easy to see that the CJA generated by M is the intersection of all CJA’s that contain M. We
denote this CJA by J (M). Obviously,
J (M) ⊆ JP.
Supposing that λi1, . . . , λin are the eigenvalues of the matrixMi, we have the Spectral Decomposi-
tion,
Mi =
n∑
j=1
λijxjxj
′.
Putting = [λij], or equivalently, = [xj′Mixj],wemay consider an equivalence relationship, τ , such
that two eigenvectors are τ -related whenever the corresponding columns of  are equal, i.e., when
the two eigenvectors are associated to identical eigenvalues for all matrices ofM. More precisely,
Deﬁnition 4. xjτxj′
def⇔ xj′Mixj = xj′ ′Mixj′ ,∀i ∈ {1, . . . , w}.
The equivalence classes can be of two types.
Deﬁnition 5. Given x from some equivalence class.
1. If x′Mix /= 0 for at least one matrix inM, the equivalence class is primary.
2. If x′Mix = 0 for all matrices inM, the equivalence class is secondary.
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Supposing there arem primary classes, wemay constructmmatrices,Ai, i = 1, . . . , m associated to
the primary classes, the vectors of each class being the row vectors of the correspondingmatrixAi. We
can eventually consider one more matrix, Am+1, where row vectors are the vectors of the secondary
equivalence class. The family of matrices
Qj = A′jAj , j = 1, . . . , m
is a family of, mutually orthogonal, orthogonal projection matrices (FMOOPM). Moreover,
A = sp(Q1, . . . ,Qm)
will be a CJA of symmetric matrices.
Proposition 4. Q = {Qi = A′iAi, i = 1, . . . , m} is unique, regardless of the choice of the matrices Ai.
Proof. The vectors in each τ equivalence class constitute an orthonormal basis for a subspace. The
subspaces∇1, . . . ,∇m are unique as well as the corresponding orthogonal projection matrices Qi, i =
1, . . . , m. To complete the proof we only have to point out that Qi = A′iAi, i = 1, . . . , m. 
We then have
Mi =
m∑
j=1
bijQj , (1)
wherebij is theeigenvalueofMi associatedwith theeigenspace forwhichQj is theorthogonalprojector.
Observe that, due the construction of thematricesQj , we can not have that for all i, bij = bij′ , since that
would mean that the row vectors of the matrices Aj and Aj′ belong to the same τ -equivalence class.
We now have
Proposition 5. A = J (M).
Proof. From (1) we get M ⊆ A so J (M) ⊆ A. Thus the matrices in the principal basis of A will
be Q ◦h =
∑
j∈Ch Qj , h = 1, . . . , m◦, constituting the sets Ch, h = 1, . . . , m, a partition of {1, . . . , m}.
Moreover Q ◦h = (A◦h)′A◦h with (A◦h)′ = [Aj , j ∈ Ch]. Now if Q ◦h was the sum of more of one of the
matrices Q1, . . . ,Qm, the new row vectors of A
◦
h , should be eigenvectors associated with identical
eigenvalues for all matrices inM.
Thus, the matrices in the principal basis of J (M) are obtained reordering the Q1, . . . ,Qm, which
proves the thesis. 
We easily see that the sum of the matrices of the principal basis is the identity matrix if, and only
if, there is no secondary τ -equivalence class. When such τ -equivalence class exists,
Ac = sp (Q ∪ {Qm+1})
will be the completed CJA of A.
Proposition 6. We have J (M) = J (sp(M)).
Proof. We only need to take into account the deﬁnition of minimal CJA. By double inclusion,
1. Since sp(M) ⊆ J (M), we have J (sp(M)) ⊆ J (J (M)) = J (M), and
2. havingM ⊆ sp(M), necessarily J (M) ⊆ J (sp(M)). 
Hence,
M ⊆ sp(M) ⊆ J (sp(M)) = J (M) ⊆ JP. (2)
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Wewill nowgive some conditions for having sp(M) = J (M).Wepoint out thatwenever assumed
that M is constituted by linearly independent matrices. Nevertheless, from now on, we will assume
the linear independence of the matrices inM.
Given (2), and dim(sp(M)) = w, we have
wm = dim(sp(M)).
Proposition 7. We have sp(M) = J (M) if either
1. M is a linearly independent FSM such that w = m, or
2. sp(M) contains a FMOOPM with w matrices.
Proof. Theproofof theﬁrstpart of the thesis is straightforward since, according to (2), sp(M) = J (M)
is equivalent tow = m.Moreover, if sp(M) containsm = dim(J (M))pairwiseorthogonal, orthogonal
projection matrices, we will have dim(sp(M)) = dim(J (M))which will imply sp(M) = J (M). 
Moreover, if there is a secondary class then sp(M) ⊂ sp({Q1, . . . ,Qm+1}) and sp(M) =
sp({Q1, . . . ,Qm}) if, and only if, w = m.
Proposition 8 (Maximal CJA). The CJA,JP , is maximal in the sense of inclusion.
Proof. It sufﬁces to point out that, since the range spaces of all matrices in the principal basis of a CJA
constitute an orthogonal partition of a subspace of Rn, the dimension of a CJA cannot exceed n while
JP has dimension n. 
Note that, given P, JP is unique.
4. Transition matrices
LetM be a commutative FSM which is a base for J (M) = sp(M) = A. WithM = {M1, . . . ,Mw}
andQ = {Q1, . . . ,Qw} the principal basis of J (M), we will have
Mi =
w∑
j=1
bijQj , i = 1, . . . , w,
Deﬁnition 6 (Transition matrix). B = [bij] is the transition matrix between Q andM.
Putting
Ci = {j : bij /= 0}, i = 1, . . . , w
and representing the range space of matrix C by R(C) we have
R(Mi) =
⊕
j∈Ci
R(Qij), i = 1, . . . , w,
where
⊕
represents the orthogonal direct sum of subspaces.
With B−1 = [bij], we will have
Qj =
w∑
i=1
bijMi.
We now consider a special class of CJA.
Deﬁnition 7 (Triangular case). A belongs to the triangular case if it’s possible to order the matrices in
the basisM andQ so that B becomes lower triangular.
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If A belongs to the triangular case, det(B) = ∏wi=1 bii and det(B−1) = ∏wi=1 bii, and, since B and
B−1 are regular, bii /= 0, i = 1, . . . , w as well bll /= 0, l = 1, . . . , w.
Theremay be different orderings of the basis leading to the triangular case. An interesting example
is the one with transition matrix
B =
⎡⎢⎢⎣
1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1
⎤⎥⎥⎦ ,
since if we permute the rankings of the second and third matrices in both basis, we would have the
same transition matrix.
Nevertheless, there is an invariant element in the structure of the triangular case which is given by
the pairs of matrices in both basis, (Mi,Qi), that receive equal indexes when matrix B is triangular. To
see this, we establish
Proposition 9. If A belongs to the triangular case, there is an unique matching of the matrices in basis Q
andM that originates a lower triangular transition matrix.
Remark. Matched matrices will have equal indexes so we will have pairs (Mi,Qi), i = 1, . . . , w. The
thesis states that, in the triangular case, there is an unique set of these pairs for which the transition
matrix is lower triangular. Whilst the set of pairs is unique the pairs in it may be reordered originating
different transition matrices.
Proof. Let the cardinal κ(i) of Mi be #Ci, i = 1, . . . , w. These cardinals are left unchanged when we
reorder the matrices in the basis. When we are in the triangular case it is possible to reorder the basis
to have Ci ⊆ {1, . . . , i} so that κ(i) i, i = 1, . . . , w. Thus, in the triangular case we have imatrices in
M where the cardinal does not exceed i. Namely there will be a matrix M◦1 with cardinal 1 which is
naturally matched to the sole matrix in Q for which it has non null coefﬁcient, Q ◦1 . Besides M◦1 there
will be a matrixM◦2 with cardinal not exceeding two that will have non null coefﬁcients, possibly for
Q ◦1 and for another matrixQ ◦2 , thus we have the pairs (M◦i ,Q ◦i ), i = 1, 2. This matching procedure can
be applied iteratively. In step hwe have a matrixM◦h with cardinal κ(h) h and non null coefﬁcients,
possibly, for some of the already matched Q ◦1 , . . . ,Q ◦h−1 and for another matrix Q ◦h , so that we get the
pairs (M◦i ,Q ◦i ), i = 1, 2, . . . , w. Since, in each step, there was only one, not yet matched, matrix of the
principal basis for which the matrix belonging toM had non null coefﬁcient, the thesis is established.

When the matrix B is lower triangular, the upper left sub-matrices with k rows and k columns are
lower triangular regular and so the sub-basisMk = {M1, . . . ,Mk} andQk = {Q1, . . . ,Qk} determine
each other, thus,
sp(Mk) = sp(Qk), k = 1, . . . , w (3)
and, sinceQk is a FMOOPM,
sp(Qk) = J (Qk), k = 1, . . . , w. (4)
We now have
Proposition 10. J (Mk) = J (Qk).
Proof. We have, according to Proposition 6, J (Mk) = J (sp(Mk)) = J (sp(Qk)) = J (Qk). 
A generalization of the triangular case occurs when
B =
[
B11 0
B12 B22
]
,
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B and B11 are, respectively, of typesw × w and k × k and the other dimensions of the sub-matrices
are accordingly.We call this the segregated case, with separation value k. In this casewe point out that
det(B) = det(B11)det(B22), and since B is regular, so are B11 and B22. If we reorder the ﬁrst k or the
last w − k matrix pairs within themselves we still have a segregated case with the same separation
value.
Obviously, each segregated case may have more than one separation value, for example, the trian-
gular case is segregated with separation value k = 1, 2, . . . , w.
There are, see [3], very interesting results for the estimation of variance components in segregated
mixed models.
5. Lattices
5.1. Binary operations
Consider the family ΘP of CJA’s contained in JP .
Given A1 and A2, CJA’s, belonging to ΘP , it is easy to see that
A1 ∧ A2 = A1 ∩ A2
is a CJA belonging to ΘP . Moreover, the matrices in A1 ∪ A2, belonging to JP , will commute, and so
A1 ∪ A2 generates a CJA,
A1 ∨ A2 = J (A1 ∪ A2),
which belongs to ΘP .
LetQj = {Qj1, . . . ,Qjwj} be the principal basis of the completed CJA ofAj , j = 1, 2. The ﬁrstwj − 1
of these matrices constitute the principal basis of Aj , when it is not complete, j = 1, 2. Thus,
w1∑
j=1
Q1j =
w2∑
j=1
Q2j = I
and, with Q∨hk = Q1hQ2k , we have
Q1j =
w2∑
h=1
Q∨jh , j = 1, . . . , w1, (5)
Q2j =
w1∑
h=1
Q∨hj , j = 1, . . . , w2 (6)
as well as
w1∑
h=1
w2∑
k=1
Q∨hk = I. (7)
Also,
Q∨w1k = Q2k −
w1−1∑
j=1
Q∨jk , k = 1, . . . , w2 − 1, (8)
Q∨hw2 = Q1h −
w2−1∑
j=1
Q∨hj , h = 1, . . . , w2 − 1, (9)
Q∨w1w2 =
⎛⎝I − w1−1∑
h=1
Q1h
⎞⎠⎛⎝I − w2−1∑
k=1
Q2k
⎞⎠ , (10)
= I −
w1−1∑
h=1
Q1h −
w2−1∑
k=1
Q2k +
w1−1∑
h=1
w2−1∑
k=1
Q∨hk. (11)
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Since thematrices inQ1 commutewith those inQ2 it is easy to show that the non nullmatricesQ∨hk
constitute a FMOOPM, Q∨. Hence sp(Q∨) is a CJA containing both A1 and A2, therefore A1 ∪ A2 ⊆
sp(A1 ∪ A2) ⊆ sp(Q∨). Since CJA contains the product of it’s matrices, ifA1 ∪ A2 ⊆ A, withA a CJA,
we will haveQ∨ ⊆ A and so sp(Q∨) ⊆ A. Thus according to Proposition 5 we have
Proposition 11. sp(Q∨) = J (A1 ∪ A2).
Going over to operation∧, the matrices in the principal basis ofA1 ∧ A2 = A1 ∩ A2 will be sums
of matrices belonging to the principal basis of A1 that are equal to sums of matrices belonging to the
principal basis of A2. To ﬁnd out these matrices we can start by looking for matrices in the principal
basis of A1 that belong to the principal basis of A2, or are the sums of matrices in that basis. Once
those matrices are considered, we can consider pairs of the remaining matrices in the principal basis
of A1 whose sum either belongs to the principal basis of A2 or is the sum of matrices in that basis.
After considering single and pairs of matrices in the principal basis of A1 we move into triplets and
so on. Since there is only a ﬁnite number of matrices in the principal basis of A1, this procedure will
yield the principal basis of A1 ∧ A2.
Moreover,
1. A1 ∨ A2 = J (A1 ∪ A2) = J (A2 ∪ A1) = A2 ∨ A1,
and
2. A1 ∧ A2 = A1 ∩ A2 = A2 ∩ A1 = A2 ∧ A1,
so the operations ∧ and ∨ are commutative. We now establish
Proposition 12. Operations ∧ and ∨ are associative.
Proof. The proof for operation ∧ is straightforward, so we have only to consider ∨.
Let Al , l = 1, 2, 3 be CJA’s. We intend to prove that
A1 ∨ (A2 ∨ A3) = (A1 ∨ A2) ∨ A3.
WritingA1 ∨ (A2 ∨ A3) = J (A1 ∪ J (A2 ∪ A3))and (A1 ∨ A2) ∨ A3 = J (J (A1 ∪ A2) ∪ A3),we
intend to check by double inclusion the proposed equality.
For the ﬁrst inclusion, we point out that
1. A1 ⊆ A1 ∪ A2 ⊆ J (A1 ∪ A2) ⊆ J (A1 ∪ A2) ∪ A3 ⊆ J (J (A1 ∪ A2) ∪ A3)
2. J (A2 ∪ A3) ⊆ J (A1 ∪ A2 ∪ A3) ⊆ J (J (A1 ∪ A2) ∪ A3)
and, therefore, A1 ∪ J (A2 ∪ A3) ⊆ J (J (A1 ∪ A2) ∪ A3), thus
J (A1 ∪ J (A2 ∪ A3)) ⊆ J (J (A1 ∪ A2) ∪ A3).
The establishment of the second inclusion is analogous to the establishment of the ﬁrst one, so the
proof is complete. 
Nextly, we have
Proposition 13. If A1 is contained in A2,A1 ∧ A2 = A1 and A1 ∨ A2 = A2.
Proof. The ﬁrst part of the thesis is evident. Moreover, if A1 ⊆ A2,A1 ∨ A2 = J (sp(A1 ∪ A2)) =
J (A2) = A2 and the proof is complete. 
Corollary 14. If A1 ⊆ A2,A ∧ A = A and A ∨ A = A.
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Corollary 15. If A1 ⊆ A2, (A1 ∧ A2) ∨ A2 = A2 and A1 ∧ (A1 ∨ A2) = A1.
We can summarize these results stating
Proposition 16. The set ΘP , in which we deﬁned the operations ∨ and ∧, is a lattice.
5.2. Rotation
Given an orthogonal matrix K and a FSM M = {M1, . . . ,Mw}, we put KMK′ = {KMjK′,
j = 1, . . . , w}. We point out that if A ∈ ΘP ,KAK′ is a CJA belonging to ΘKP , likewise if A◦ ∈ ΘKP ,
K′A◦K is a CJA belonging to ΘP . Given this, we are led to write
ΘKP = KΘPK′, (12)
ΘP = K′ΘKPK. (13)
Given A1,A2 ∈ ΘP , with A◦j = KAjK′, j = 1, 2 we have
A◦1 ∧ A◦2 = K(A1 ∧ A2)K′, (14)
sinceM ∈ A1 ∩ A2 if, and only if, KMK′ ∈ A◦1 ∩ A◦2.
Proposition 17. The application  of ΘP on ΘKP , given by (A) = KAK′ is a lattice isomorphism.
Proof. Due to (12) and (14),wehave only to show that(A1 ∨ A2) = (A1) ∨ (A2). Now, sp(A1 ∪
A2) is contained in the CJA A if, and only if,
Ksp(A1 ∪ A2)K′ = sp(A◦1 ∪ A◦2)
is contained inA◦ = KAK′, thus J (sp(A◦1 ∪ A◦2)) = KJ (sp(A1 ∪ A2))K′, which establishes the the-
sis. 
One of these lattices is of specially interest,ΘI. Thematrices in the CJA belonging toΘI are diagonal,
so this will be the Diagonal Lattice, DL. Given D ∈ ΘI, and D1,D2 ∈ D, let ϕ(Di) be the set of indexes
of the non null principal elements of Di, then
ϕ(D1D2) = ϕ(D1) ∩ ϕ(D2).
This expression may be generalized to anyΘP if we redeﬁne ϕ(M) as the set of indexes of non null
eigenvalues ofM.
The great advantage of ΘI is the ease with which we operate in this lattice. Any A = D ∈ ΘI can
be indicated by the sets ϕi, i = 1, . . . , w, with ϕi = ϕ(Qi), i = 1, . . . , w and Q = {Q1, . . . ,Qw} the
principal basis of D. We now use this notation to show that we may not have
A1 ∧ (A2 ∨ A3) = (A1 ∧ A2) ∨ (A1 ∧ A3).
Just, let A1 = J ({1, 2}, {3}),A2 = J ({1, 2, 3}, {4, 5}) and A3 = J ({1}, {3, 6}). We have A1 ⊆ A2 ∨
A3, so that A1 ∧ (A2 ∨ A3) = A1. Moreover, (A1 ∧ A2) ∨ (A1 ∧ A3) = J ({1, 2, 3}) /= A1.
Finally, we have the following proposition, which points out that P is a standardized orthogonal
matrix (i.e., P is orthogonal and it’s ﬁrst two columns will be 1√
n
1′) if, and only if,ΘP contains regular
CJA.
Proposition 18. The orthogonal matrix P is standardized orthogonal if, and only if, lattice ΘP contains at
least one regular CJA.
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Proof. Consider P = [x1 · · · xn]′ standardized orthogonal, i.e., such that x1 = 1√n1. Consider A1 =
[x1] and A2 = [x2 · · · xw] so that we have the FMOOPM Q = {Q1 = A1A′1,Q2 = A2A′2}. The CJA
spanned byQ is regular since A1A′1 = 1n Jn.
Inversely, if the lattice contains one CJA,A, such that 1
n
Jn ∈ bp(A), thus having Q1 = 1n Jn, the ﬁrst
column of Pwill be 1√
n
1 and hence P is standardized. 
As a ﬁnal remark, we point out that given PMP = {PMP : M ∈ M},M = ∑wi=1 aiMi and PMP =∑w
i=1 aiPMiP are equivalent by which
{PMP : M ∈ M} = 〈PM1P, . . . , PMwP〉.
5.3. Aggregation and desegregation
Given an orthogonal matrix P = [′1, . . . , ′1], the CJA in ΘP will correspond to partitions of{1, . . . , n}. ThusA ∈ ΘP with principal basisQ = {A′jAj , j = 1, . . . , w}will be associated to the parti-
tion
w⋃
j=1
Pj = {1, . . . , n},
where Pj is the set of indexes of the row vectors of the sub-matrix Aj of P, j = 1, . . . , w.
Merging sets in a partition of {1, . . . , n}weobtain another partition of {1, . . . , n}. This newpartition
will be associated to a new CJA A◦ ∈ ΘP . The matrices in the principal basis of A◦ will be sum of
matrices in the principal basis of A. Thus each matrix in the new base being associated to a set in the
new partition, which is the union of one or more sets in the previous partition, will be the sums of the
matrices in the principal basis of A associated to these sets of the initial partition. Thus A◦ will be a
sub CJA of A. We say that A◦ was obtained through aggregation from A.
Inverselywecanpartitionsets inapartitionof {1, . . . , n} thusobtaininganewpartitionof {1, . . . , n}.
This new partition will be associated to a CJA A• ∈ ΘP while A will be a sub-CJA of A•. We say that
A• was obtained through desegregation.
Thus, starting with a CJA belonging to ΘP we get new CJA also belonging to ΘP when we apply
aggregation or desegregation. If we take these operations into their limit, we aggregate [desegregate]
A into the CJA with principal basis reduced to {In} [JP]. Thus trough an aggregation followed by a
desegregation we can go from any CJA inΘP to any other CJA inΘP . Moreover ifA ∈ ΘP andA′ ∈ ΘK ,
we can start with A, aggregate it into JP , rotate it into JK and, lastly, desegregate JK into A′.
6. Models and algebras
In this last section we give an overview of the relation between models and CJA. A mixed model
Y =
m∑
i=1
Xii +
w∑
i=m+1
Xii + ,
where the 1, . . . , m are ﬁxed and the m+1, . . . , w and  are independent with null mean vectors
and variance covariance matrices σ 2m+1Icm+1 , . . . , σ 2wIcw and σ 2In, is associated, see [4], to the CJA A
if matrices Mi = XiX′i , i = 1, . . .w and Mw+1 = In constitute a basis for A. If the transition matrix is
segregated with separation valuem, i.e., if
B =
[
B11 0
B21 B22
]
with B11 anm × mmatrix. The matricesM1, . . . ,Mm will constitute a basis for the sub CJA A′ of A. If{Q1, . . . ,Qw+1} is the principal basis ofA, {Q1, . . . ,Qm}will be the principal basis ofA′. Bothmatrices
B11 and B22 will be regular.
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Now, Y will have mean vector
 =
m∑
i=1
Xii
and variance–covariance matrix
V =
w+1∑
i=m+1
σ 2i Mi + σ 2In =
w∑
i=m+1
σ 2i
w+1∑
j=1
bijQj + σ 2
w+1∑
j=1
Qj =
w∑
j=1
γjQj ,
with γj = ∑wi=m+1 bijσ 2i + σ 2, j = 1, . . . , w + 1.
Thus, putting [1] = [γ1 · · · γm], [2] = [γm+1 · · · γw+1] and 2 = [σ 2m+1 · · · σ 2w σ 2]wewill have{
[1] = B′212,
[2] = B′222,
so that{
2 = (B′22)−1[2],
[1] = B′21(B′22)−1[2].
PuttingQj = A′jAj , j = 1, . . . , w + 1, aswell asj = A′j, ˜j = A′jY, j = 1, . . . , m, and Sj = ||A′jY||2,
j = m + 1, . . . , w + 1 it may also be shown that ˜j = Sjgj where gj = rank(Aj) is, see [4], an unbiased
estimator of the γj , j = m + 1, . . . , w + 1. Thus ˜[2] = [ ˜γm+1 · · · ˜γw+1]will be an unbiased estimator
of [2] and ˜2 = (B′22)−1˜[2] [˜[1] = B′212] and unbiased estimator of 2 [[1]]. Moreover the ˜j , j =
1, . . . , m will be unbiased estimators of the j , j = 1, . . . , m. If we assume the m+1, . . . , w and  to
be normal, the ˜1, . . . , ˜m and the Sm+1, . . . , Sw+1 constitute, see [4] and [3], a complete and sufﬁcient
statistics, so the previous estimators will be UMVUE.
Matrices X1, . . . ,Xm will correspond to the effects of and interactions between ﬁxed effects factors
while Xm+1, . . . ,Xw correspond to the effects of random effects factors and to interactions involving
one or more of these factors. When aggregation is carried is carried out, the matrices corresponding
to the effects of interactions between the factors to be aggregated are replaced by a single matrix
associated to the new factor. Moreover all interactions of one or more of the factors to be aggregated
with any set of the remaining factors are integrated into an interaction between the new factors and
that set of the remaining factors. The matrices corresponding to the ﬁrst interactions will then be
replaced by a single matrix corresponding to the new interaction. In this way we obtain a model
associated to a sub CJA of the initial CJA.
This procedure is initiated when we desegregate a factor in several new factors and we obtain a
model associated to a CJA that has the initial CJA as a sub CJA.
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