Experiments with an IEEE 802.11 wireless LAN show that the packet losses at multiple nodes can exhibit a certain degree of correlation. Analysis and simulation results show that conventional packet loss models do not adequately capture the loss characteristics exhibited in experimental traces. This paper proposes a new approach for modeling packet losses that explicitly accounts for spatial loss correlation. The improved accuracy of the new approach, compared to conventional models, is demonstrated by comparing results of simulations and experiments.
INTRODUCTION
Group-oriented network applications, such as multimedia conferencing, military command and control, and video streaming of live events, are typically constructed using underlying multicast protocols. To predict the performance of multicast protocols through simulation requires accurate models of packet loss. Unlike models for packet loss in unicast communication, which focus on temporal packet loss behavior, models for multicast communication must also consider spatial correlation in packet loss among the receiving nodes. These models depend on the type of network.
Wireless local area networks (WLANs) have become an important component of the Internet infrastructure. Their Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. multicast capability make WLANs well suited to supporting group-oriented applications. However, the packet loss characteristics of WLANs differ greatly from their wired counterparts and require a totally different packet loss model. It is commonly accepted that two major factors contribute to errors on wireless channels: the deterministic signal energy degradation, and the random noise and fading. Since both depend on the physical relationship between the receiver and the sender, wireless channel errors (and hence the packet losses) observed by different receivers are assumed to be spatially independent. Such losses can be simulated efficiently using finite-state Markov models [5, 3, 6] . We refer to such models as the independent models.
To investigate the accuracy of such models, we conducted experiments in a IEEE 802.11 WLAN testbed. Somewhat surprisingly, the resultant traces of multicast packet loss clearly exhibit a degree of spatial correlation, even when we factor out losses due to congestion at the access point. We attribute the loss correlation to two phenomena. First, receivers close to a common obstruction or noise source may experience common packet losses. Second, we conjecture that the transmission power at the sender may vary slightly for different packets. Therefore, two receivers at approximately the same distance from the sender are both likely to lose a "weak" packet simultaneously.
To quantify the significance of the spatial loss correlation, we introduce the concept of loss density, which defines the percentage of the receivers that lose a particular packet. Formally, let N be the total number of receivers, and n(k) the number of receivers that lose packet k. Then the loss density for packet k is, simply,
. Loss density is a function of packet number and hence of time. Its value reflects the overall correlation of packet losses among all multicast group members at a particular point in time. Our experiments show that loss density greatly affects the performance of multicast protocols.
In this paper we propose an efficient multi-stage modeling strategy to account for loss density in wireless multicasting. We first describe our experimental environment and our trace collection procedure, then present the trace analysis and the approach for modeling correlated packet losses. Last we compare the results with that of the independent models as well as experimental traces. Additional details can be found in an accompanying technical report [4] .
DATA COLLECTION
Our experimental environment comprises a 100Mbps wired LAN and a 11Mbps Cisco Aironet WLAN. The receiving stations include wireless desktop computers and Dell laptop computers. In the experiments, we configured a multicast sender on a wired workstation, while the receivers were located on laptop computers or on desktop computers with wireless network interface cards. Ten wireless receivers were scattered around the AP, from within 2 meters to about 30 meters away; see Table 1 . We collected 16 packet traces, each 15 minutes long. The packet size is 1400 bytes. The sending rate was set to either 6Mbps or 2Mbps, and there was no other traffic in the wireless LAN. Since our focus is to model the wireless multicast propagation losses, and since the amount of queueing losses in packet traces will affect the distribution of loss density, we need to exclude all queueing losses to generate an accurate model. A queueing loss at the access point will lead to a packet missing at every receiver (loss density = 1.0). In this study we consider all such common losses to be queueing losses and exclude them from the packet traces. Our analysis of traces [4] shows that in doing so, the burst length distribution in the traces is not significantly affected, while such processing of the traces will greatly increase the accuracy of propagation loss density estimation.
DATA ANALYSIS
In Figure 1 we plot the correlation coefficient for each pair of traces. Receivers located at similar distance from the AP exhibit relatively high loss correlation, due to the fact that they share a large number of distance-dependent losses. However, the absolute value of the correlation coefficient is low, which implies that, besides the variation of distancedependent losses, many losses are location-dependent random losses. Conversely, the receivers located at different distances from the AP exhibit very low loss correlation. In fact, the correlation coefficient is near zero, which means the losses are almost independent among those receivers. Figure 2 compares the loss density of the real traces with that of the traces generated by two independent models: one based on a Bernoulli distribution and the other using the Gilbert-Elliot model [2, 1] . In the Bernoulli model losses are totally independent, whereas the Gilbert-Elliot model reflects bursty losses. Figure 2 shows that the independent models significantly underestimate the probability of high loss density losses. Figure 2 also implies that the loss density distributions are similar among the two independent models, regardless of the actual loss models used at the individual receivers. Therefore, the correlated model that we will describe in next section is orthogonal to any approaches aiming to improve modeling accuracy at individual stations. 
MODELING CORRELATED LOSSES
The basic idea of our multi-stage approach is to independently generate packet traces for each receiver first, using a conventional model (for example, the Gilbert-Elliot model).
The parameters of such models are set according to the location of the receivers, as well as to the interference scenario of the multicast transmission. The generated traces are then modified so that the overall group loss satisfies the loss density constraint. Although the temporal order of bursts specified by the models may be compromised, such changes are less likely than loss density to affect multicast applications.
The first step of our approach is to determine the loss density. We plot the CDF of the loss density of our traces in Figure 3 . To find the distribution in the high loss-density section, we plot the function (1-CDF) on a logarithmic graph in Figure 4 . Since our primary goal here is to show how the approach works, we use a straight line to approximate the (1-CDF) function on the logarithmic graph to avoid unnecessary complexity. Therefore, the loss density is modeled as an exponential distribution and the value of the parameter λ is obtained by applying regression. For this particular trace group, the value of λ is 15.6404. The resulting CDF is also plotted in Figure 3 and it matches relatively well to the real data. Now we can obtain the loss density of each packet from the formula D = −
ln(u) λ
, where u is a uniformly distributed random variable with values falling in the range of e −15.6404 to 1. Next we select the receivers that are subject to loss for each packet in the simulated trace. Due to the loss density constraint, it is possible that some receivers are set to a lossfree state even if their local models require them to be in loss state, or vice versa. This preemption of loss/loss-free state changes the length of current burst and affects the loss/lossfree burst length distribution as well as the local packet loss rate. Our goal is to minimize the impact of such changes. We propose and evaluate three algorithms for correlating packet losses. To illustrate the behavior of these algorithms, we use an n × m matrix M to denote the global packet delivery status, where n is the number of total packets transmitted, and m is the number of receivers in the group. The value of the matrix element Mij can be either 0 or 1, where 0 denotes the ith packet is successfully delivered to receiver j, while 1 means the packet is lost at receiver j. Let another n × m matrix M be the global packet delivery status after the processing. Let d be the loss density vector and w be the width vector. In other words, di denotes the loss density at the ith packet, and wi and w i denote the real or expected width, or equivalently, the number of receivers losing the ith packet. Formally, wi = È m j=1 Mij , and w i = di × m. Let aj denote the number of packet losses added to receiver j due to preemption, and let cj = È n i=1 Mij be the total number of losses at receiver j. Moreover, let lj = c j n be the average packet loss rate at receiver j. Next, we briefly describe the three algorithms; additional details can be found in an accompanying technical report [4] .
Sequential Processing (SP) Algorithm
The SP algorithm works as follows: at each step i, the algorithm calculates the difference between the real and expected width wi and w i. If the real width is greater than the expected width, then we need to select wi − w i receivers in loss state and change their states to loss-free. Similarly, if the real width is less than the expected width, then we need to select w i− wi receivers in loss-free state and change to loss state. We always select the eligible receivers with higher aj values for loss to loss-free transitions and lower aj values for loss-free to loss transitions in order to minimize the changes to local packet loss rate. The major advantage of the SP algorithm is its simplicity, making it suitable for online processing. Its computational complexity is O(nm). However, it may change the local packet loss statistics in both packet loss temporal order and burst length distribution.
Loss Density Rearrangement (LDR) Algorithm
The LDR algorithm works as follows: it first sorts the real and expected width vectors w and w in descending order, then processes packet losses in this order. At each step i, the algorithm selects the packet (row) corresponding to wi and adjusts the loss status of this packet at each receiver using the same strategy as in the SP algorithm. It terminates when both wi and w i become zero. Compared with the SP algorithm, the major advantage of the LDR algorithm is that the resulting delivery status M is more similar to the original status M than that of the SP algorithm on packet loss temporal order. On the other hand, the LDR algorithm is not sequential. It needs to know the width of all rows beforehand to sort the width vectors so that it is not suitable for online modeling. Moreover, it needs to maintain the entire global packet delivery status matrix M . The computational complexity is O(n log n + nm).
Loss Burst Rearrangement (LBR) Algorithm
The LBR algorithm rearranges the temporal order of loss and loss-free bursts in order to satisfy the loss density constraint. The algorithm works as follows: it maintains two preempted-burst lists, one for loss burst and another for loss-free burst, and two preempting-burst lists for each receiver. At first, it scans the packet loss states and generates a loss burst and a loss-free burst list at each receiver. Then it processes packets row by row as in the SP and LDR algorithms. At each step i, it determines how many receivers need to change their packet loss state and selects a set of receivers. For each selected receiver, the effect of state change is expressed as the change of bursts. Compared with the SP and LDR algorithms, the major advantage of the LBR algorithm is that the burst length distribution in the resulting packet traces does not change much. However, this algorithm does not aim to maintain the temporal order of packet losses. Consequently, the resulting packet trace may look very different from the original trace although they may have the same burst length distribution and packet loss rate.
The computational complexity of LBR algorithm is O(nms)
where s is the number of original bursts.
EVALUATION
We evaluate the performance of our approach by comparing the loss density, average loss rate, and burst length distribution before and after the processing. To conduct the evaluation, we first generate 10 independent loss traces using Gilbert-Elliot model. The state transition probabilities are obtained from the real traces. Then we run our algorithms to process the traces. After that, we compare the characteristics of the resulting traces with the original ones. Our results show the processed traces can satisfy the loss density constraint while reasonably preserving the temporal characteristics in the original traces. Among the three algorithms, LBR is the best in preserving burst length distributions. On the other hand, LDR is good at achieving high temporal similarity with the original traces (not shown in the figures).
The comparison of the loss density distribution is shown in Figure 5 . In fact, all the three algorithms generated packet traces with exactly the same loss density distribution, as expected. Therefore we only show the results from one algorithm. From the figure we can see even if we simply use an exponential curve to approximate the loss density distribution, the resulting model is much closer to the real traces, for high loss density values, than in the independent model. To satisfy the loss density constraint, our algorithms have to frequently change the packet loss status at individual receivers. Therefore, the resulting average loss rate and the average burst lengths may be different from that in the original traces. Figure 6 shows the impact on loss rate is insignificant, especially for the SP and LBR algorithms. Figure 7 shows the effects of our algorithms on the loss and loss-free burst length distribution. The presented data is for node10. Once again the LBR algorithm is shown to have good performance. The LDR algorithm also has comparable performance for loss burst length, but it seems the algorithm generated a few long loss-free bursts.
CONCLUSIONS
In this paper we described our experience in measuring and modeling multicast packet losses in an IEEE 802.11 WLAN. Experimental traces revealed that packet losses among multicast receivers are often correlated. We introduced the concept of loss density, which we use to measure the degree of the correlation. Lastly, we proposed an approach to model multicast packet losses in wireless LANs that takes this spatial loss correlation into account. Simulation results show the proposed approach is more accurate than the conventional independent loss approach in modeling multicast 
