Polylingual text processing is important for content-based and hybrid recommender systems. It helps recommender systems extract content information from broader sources. It also enables systems to recommend items in a user's native language. We propose a cross-lingual keyword recommendation method based on a polylingual topic model. The model is further extended with a popular deep learning architecture, the CNN-RNN model. With this model, keywords can be recommended from text written in different languages; model parameters are very meaningful, and we can interpret them. We evaluate the proposed method using crosslingual bibliographic databases that contain both English and Japanese abstracts and keywords.
INTRODUCTION
Recommender systems are important for ecommerce, as they can improve customers' satisfaction and increase company revenues. The systems encode items' characteristics into a representation vector. They then recommend strongly relevant items to users.
The feature vector is usually high-dimensional and sparse, which results in ineffective and costly recommendations. There are many ways to solve the dimensionality reduction problem. Topic models are a statistical method for discovering clusters from a collection of specific objects, where the characteristics are represented as the mixture of classes in proportion.
One well-known topic model is latent Dirichlet allocation (LDA) (Blei et al., 2003) . This model reveals clusters, called topics, from a collection of documents based on the frequency of word occurrences. It extracts a probabilistic relation between topic and word, so that a document becomes a mixture of topics based on the words appearing in the document.
Many models extended from LDA have been introduced. The LDA-dual model is used for solving the entity resolution problem, where two types of information-a document's content and its authorsare used to categorize it into a mixture of topics. The model relies on the co-occurrence of authors and words appearing in each document across the collection (Shu et al., 2009) .
Another more interesting application is topic modeling for polylingual documents, where additional polylingual information is required. By using more information in the learning model, more meaningful topics can be found. It also leads to polylingual keyword recommendation, where keywords and document content are used for modeling. This approach is very useful for the foreigner who wants to publish a document in a nonnative language, as it helps authors to choose suitable keywords when writing papers in a nonnative language (Takasu, 2010) .
Scholarly information usually consists of multiple entities such as titles, abstracts, and authors. When developing topic models for scholarly information, the model should exploit these multiple types of entities. One way to handle those entities is to merge words, i.e., words in titles and abstracts and authors' names, into one vocabulary. Then, each instance of scholarly information is represented as a bag-ofwords, and a topic model such as LDA can be applied. However, the role of a word in a title and abstract may be different. For example, the word "method" in an abstract may have a more general meaning than in a title, where it would mean that the article may propose some specific method for theoretical analysis. The LDA-dual model can handle two types of information. We develop a model that can deal with multiple types of information in this paper.
Many topic models are learned in an unsupervised manner. However, we can use small amounts of training data for recommender systems. In this paper we develop a supervised topic model. We introduce the deep learning technique into our polylingual topic model, while the parameters can still be probabilistically inferred.
BACKGROUND

Probabilistic Generative Topic Model
Generative models are more powerful than discriminative models as they can move beyond associations between inputs and outputs. They can recognize and represent hidden structures in the data and invariants: for instance, the concepts of rotation, light intensity, brightness, or shape in 3-dimensional objects. They can image the world "as it could be" rather than as "as it is presented," and concepts useful for decisionmaking and reasoning can be established. Lastly, they can detect surprising events in the world and can "plan the future" by generating plausible scenarios. LDA (Blei et al., 2003) is the best-known, most popular, and simplest topic model. In addition to the brief introduction in Section 1, its generative process is as follows:
(a) Draw a per document-topic distribution
ii. Draw a word x di ∼ Multi β k corresponding to the drawn topic z di = k LDA has been further developed into online learning for dealing with huge datasets by splitting the dataset into small chunks; then, the modeling parameters learned using the variational Bayesian technique from each chunk are combined (Hoffman et al., 2010) .
Handling Parallel Corpus
For a polylingual document, each language of document should be treated separately, while sharing the same topic space. Thus, the only major difference from LDA is that there are parallel contents in a document, i.e., polylingual contents with similar meanings. Because of this characteristic, a per documenttopic distribution θ x is shared among the parallel contents. The generative process must generate a per topic-word distribution β (s) k for each language s ∈ S with the Dirichlet distribution parameter η (l) as in process step (1). Another part that must be changed is the one related to the parallel contents, step (2b). It loops through all word positions 1, (Krstovski and Smith, 2013) 
Incorporating with Multi-label
To model an annotated document, labeled LDA (L-LDA) assumes that those annotations provide a document concept. That is, a set of document topics corresponds to the set of observed annotations in a oneto-one relation, which is different from the content that is generated from a document's topics (Ramage et al., 2009 ). Online learning with Gibbs sampling and variational Bayes are described in (Zhou et al., 2015; Jaradat et al., 2015) , respectively.
However, L-LDA does not assume the existence of any latent topics (neither global nor within a label): only the documents' distributions over their observed labels, as well as those labels' distributions over words, are inferred. As a result, L-LDA does not support latent subtopics within a given label nor any global latent topics. In this sense, L-LDA is not so latent. Partially labeled Dirichlet allocation (PLDA) extends L-LDA by incorporating classes of latent top-ics, and providing per-label latent topics (Ramage et al., 2011) .
Deep Generative Model (DGM)
Recently, deep neural networks (DNNs) have become very popular and widely used in various fields of machine learning, although they were first introduced in the 1980s. They can adapt to any problem and achieve excellent results compared with other approaches, but suffer from high computation costs and the learned parameters are hard to interpret. Thanks to huge improvements in computation technology, amounts of data populated, and mathematical knowledge, these models take less time to be optimized and can be used in practical applications.
The most common deep neural network-based generative models are the variational autoencoder (VAE), and generative adversarial network (GAN). To train these models, we rely on Bayesian deep learning, variational approximations, and Monte Carlo Markov Chain (MCMC) estimation, or the old faithful: stochastic gradient estimation (SGD).
The DNN version of LDA has been proposed and tested using VAE (LDA-VAE) as the inference method with a special technique for modeling Dirichlet beliefs. Surprisingly, it achieves more meaningful topics and takes less time than the usual LDA, but has many hyperparameters to be determined when constructing the model (Srivastava and Sutton, 2017) . One way to infer stick-breaking construction for VAE (SB-VAE) has been presented and tested in an image classification task. The results illustrate that this approach has greater discriminative quality than the usual VAE and is also supported by t-SNE projections (Nalisnick and Smyth, 2017) .
Although DNNs are the best at most supervised problems, they cannot directly output lists. One way to provide label recommendations is to treat the problem as a multilabel classification. The main approach to using DGN s is to embed items and their related labels separately, followed by learning the joint representation for the multilabel classification process. This approach has been tested using image data with multilabels, where images and labels are embedded via a convolution neural network (CNN) and a recurrent neural network (RNN) respectively. The network is called CNN-RNN for this reason. Labels are recommended via predicted probabilities. The experimental results indicate that this approach outperforms the competitors, including a previous DGN approach (Wang et al., 2016) .
In our problem, one network may be used for document embedding, like CNN, and another network embeds the keywords corresponding to each document. We will explain how we can define the network for our problem in the next section.
PROPOSED MODEL
We now build an improved model for polylingual data. As we have seen from the LDA-VAE model, VAE has a strong emphasis on improving topical quality compared with the normal LDA model. We expect a similar emphasis by applying VAE to PLTM, but the main challenge is how to apply this inference method to a polylingual document.
Topic models for polylingual data like PLDA are usually more complicated and difficult to learn than those for unilingual data, because polylingual documents can be considered as data with multiple sources, where each source provides documents or even parts of documents in a different language. Moreover, there are relationships among those sources to be modeled. The model for multiple data sources is called a "multimodal model." Fortunately, there is a variational autoencoder for multimodal learning that involves relating information from multiple sources, which can model joint relationships among them. It is called a joint multimodal variational autoencoder (JMVAE) (Suzuki et al., 2016) , where a general evidence lower bound (ELBO) of the model is written as:
where Θ x (s) is a set of model parameters relating to observed data from source s, (x (s) ), and Φ is a set of variational distribution parameters. The only difference from the original VAE is the summation over all data sources S. We can simply apply JMVAE for polylingual documents as used in LDA-VAE (Srivastava and Sutton, 2017) and write the ELBO function as:
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Symbols Definition
s ∈ S; |S| = S Data source s from the set of all data sources S, where S is the number of data sources. x (s) = { x 1 , . . . , x X } Counting matrix from data source s, where each row is a vector x corresponding to an observed datum for all X data. y = { y 1 , . . . , y X } Counting matrix of possible labels, where each row is a vector y corresponding to an observed datum for all X data. z = { z1, . . . , zX} Latent variable matrix, where each row is a vector z corresponding to an observed datum for all X data. Θ = {θ, {β (s) } s∈S } Set of model probability distribution parameters. θ = { θ 1 , . . . , θ X } Joint representation for all sources of observed data, where each row is a latent distribution vector θ corresponding to an observed datum for all X data.
K } Observed data distribution of source s, where each row is an observed data distribution vector β (s) corresponding to a class for all K classes.
µ 1 , Σ 1 Mean and variance of logistic normal distribution; variational distribution of p(θ| α), respectively.
where σ is the softmax function.
RECOMMENDATION MODEL
Our objectives are not only to make recommendations but also to obtain meaningful document representations, which is the main reason JMVAE is used in place of CNN in the CNN-RNN model. The joint representation here is also used in the same way as a CNN image representation is made through the predicted probability. However, the loss function must be changed accordingly to cover those objectives. We simply combine two loss functions as:
I( y) is a vector with one nonzero value for each element, corresponding, in this work, to a label. σ( y ) is a label probability distribution predicted by softmax, which is used for making the ranked recommendation.
EXPERIMENT
Datasets and Preprocessing
In our experiment to evaluate the proposed model and its recommendation methods, we used two sets of bibliographic data for academic papers on computer science gathered from Microsoft Academic Search (MAS) 1 and from CiNii 2 . Those from MAS are English papers on scientific computing, from the networks and communications subdomains, while the CiNiis papers are bilingual English-Japanese papers. These papers have many parts we can use, but in this work, we focused on only three: abstract, authors, and keywords. The words in those parts were processed by removing stopwords, tokenizing and stemming using the Porter stemming algorithm (Porter, The JMVAE is employed as the polylingual text representation, and the recurrent layer captures the information about the previously predicted labels (keywords). The output label probability is computed according to the polylingual text representation and the output of the recurrent layer. 1997). For Japanese words, a morphological analyzer (MeCab 3 ) was applied for word segmentation. We then chose those words that appeared in more than 50 papers but not more than 80% of the whole dataset. We obtained 924 Japanese and 944 English keywords to form the bilingual science database, and 8008 English keywords to form the English computer science database. There were 2634 and 6686 words for Japanese title and abstract variables, and 4945 and 15,410 words for English title and abstract variables.
We chose papers that contained at least one keyword from the chosen sets of keywords. As a result, 57,257 papers from the bilingual dataset and 113,247 papers from the English dataset were used in our experiments. The results of the preprocessing are shown in Table 3 . We evaluated our model by conducting a five-fold cross validation in which the 57,257 and 113,247 papers from the datasets are randomly split into five groups of almost equal size. The model parameters were estimated from four groups of the split datasets, and the remaining one was used to evaluate the accuracy of keyword recommendations. Because of high computation requirements, we only have preliminary results, which show negative log likelihoods for both training and test sets. The deep learning can approximate the parameters effectively as the log likelihood is monotonic.
We plan further evaluations of our method's accuracy with precision and recall and comparisons with related models to show the extent of improvement of accuracy and topic quality by using deep learning techniques.
CONCLUSION
We have proposed a new deep generative topic model for recommending keywords from polylingual documents by combining JMVAE and RNN in the same way as CNN-RNN. The model also uses a special trick to approximate the Dirichlet distribution in the form of a Gaussian distribution for easier derivation of JMVAE. We believe that the model parameters can be interpreted easily as they are probabilistically derived while maintaining a level of effectiveness equivalent to that of other deep learning models.
The experimental evaluation of the model is still in its early stages, and preliminary results of negative log likelihood have been shown. We plan on further evaluation of the recommendation accuracy, including comparisons with related models. 
