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SUBREPRESENTATIONS IN THE POLYNOMIAL
REPRESENTATION OF THE DOUBLE AFFINE HECKE
ALGEBRA OF TYPE GLn AT t
k+1qr−1 = 1
MASAHIRO KASATANI
Abstract. We study a Laurent polynomial representation V of the double
affine Hecke algebra of type GLn for specialized parameters tk+1qr−1 = 1.
We define a series of subrepresentations of V by using a vanishing condition.
For some cases, we give an explicit basis of the subrepresentation in terms
of nonsymmetric Macdonald polynomials. These results are nonsymmetric
versions of [7] and [9].
1. Introduction
In 1990’s, Cherednik introduced the double affine Hecke algebra [1]. In terms of
the polynomial representation of the algebra, Macdonald’s conjecture was solved in
[2], [3] for reduced root systems (and in [12],[13] for non-reduced (C∨, C) case). For
the root system of type A, a classification of irreducible representations of a certain
class is given in [5], [14], [15]. In [6], it is shown that finite-dimensional quotients of
the polynomial representation by the kernel of some degenerate bilinear form are
irreducible.
The double affine Hecke algebra Hn of type GLn is an associative algebra with
two parameters t, q generated by Xi, Yi and Tj (1 ≤ i ≤ n, 1 ≤ j ≤ n − 1)
with some relations. The algebra Hn has a basic representation U on the ring
of n-variable Laurent polynomials. The representation U is irreducible and Y -
semisimple, namely the operators Yi are simultaneously diagonalizable on U . The
nonsymmetric Macdonald polynomial is defined to be a monic simultaneous eigen-
vector for Yi.
In this paper, we specialize the parameters at tk+1qr−1 = 1 for 1 ≤ k ≤ n − 1
and 2 ≤ r. To be precise, introduce a new parameter u and specialize
(t, q) = (u(r−1)/M , τu−(k+1)/M ).(1)
Here, M is the greatest common divisor of (k + 1, r − 1) and τ = exp(2pi
√−1
r−1 ). We
denote by H
(k,r)
n and V , the corresponding algebra and its polynomial represen-
tation. The representation V can have subrepresentations and they may not be
Y -semisimple.
In [7] and [9], a series of ideals in the ring of symmetric polynomials with n-
variables are defined by vanishing conditions, and explicit bases of the ideals are
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given in terms of symmetric Macdonald polynomials specialized at (1). The van-
ishing conditions for symmetric polynomial f are as follows. Fix m ≥ 1.
f(x1, · · · , xn) = 0 if xil,a+1 = xil,atq
sl,a (1 ≤ l ≤ m,1 ≤ a ≤ k)
where il,a are distinct, sj,i ∈ Z≥0,
∑k
i=1 sj,i ≤ r − 1.
This is called the wheel condition for symmetric case. In the case m = 1, the basis
of the ideal is given in [7] by Macdonald polynomials Pλ specialized at (1) with
partitions λ satisfying λi−λi+k ≥ r for 1 ≤ i ≤ n−k. In the case (k, r,m) = (1, 2, 2),
the basis of the ideal is given in [9] by linear combinations of Macdonald polynomials
at (1). Also, a similar ideal in the ring of BC-symmetric Laurent polynomials is
investigated in [8].
These ideals are invariant under the multiplication by symmetric polynomials
and Macdonald’s q-difference operators. The former actions are symmetric polyno-
mials of Xi and the latter actions are symmetric polynomials of Yi. Moreover, the
action of Ti on any symmetric polynomial is a multiplication by a scalar. Hence the
ideals are representations of the subalgebra ofH
(k,r)
n generated by {C(u)[X1, · · · , Xn]
Sn ,
C(u)[Y1, · · · , Yn]
Sn , T1, · · · , Tn−1}.
In this paper, we consider a nonsymmetric version of these ideals. In other words,
we construct a finite series of subrepresentations in V of the whole algebra H
(k,r)
n .
In order to obtain them, we define a vanishing condition as follows. Fix m ≥ 1.
f(x1, · · · , xn) = 0 if xil,a+1 = xil,atq
sl,a (1 ≤ l ≤ m,1 ≤ a ≤ k)
where il,a are distinct, sl,a ∈ Z≥0,∑k
i=1 sl,a ≤ r − 2, and il,a < il,a+1 if sl,a = 0.
(2)
We call the vanishing condition (2) the wheel condition for nonsymmetric case.
Denote by I
(k,r)
m the space of Laurent polynomials satisfying the wheel condition
(2).
Let us state the main theorem in this paper. Define B(k,r) = {λ ∈ Zn; for any
1 ≤ a ≤ n − k, λia − λia+k ≥ r, or λia − λia+k = r − 1 and ia < ia+k }. Here,
we determine the index (i1, · · · , in) = w · (1, · · · , n) using the shortest element
w ∈ W = Sn such that λ = w · λ
+ where λ+ is the dominant element in the orbit
Wλ. The result is
Theorem 1.1. The ideal I
(k,r)
1 is an irreducible representation of H
(k,r)
n and it is
Y -semisimple. For any λ ∈ B(k,r), the nonsymmetric Macdonald polynomial Eλ
has no pole at (1). Moreover, a basis of the ideal I
(k,r)
1 is given by {Eλ;λ ∈ B
(k,r)}
specialized at (1).
For the proof of Theorem 1.1, we first show that these polynomials have no pole
at (1) and they satisfy the wheel condition if they are specialized at (1). We use the
duality relation for nonsymmetric Macdonald polynomials (see (3) in Proposition
2.2) and we count the order of poles and zeros in order to check the statement.
This gives a lower estimate of the character of the ideal.
Next, we give an upper estimate of the character of the ideal. We introduce the
filtration V(M) = span{x
λ;λ ∈ Zn, |λi| ≤ M} and define a non-degenerate pairing
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between V(M) and the n-th tensor space RM,n = (span{ed;−M ≤ d ≤M})
⊗n. We
give a spanning set of the quotient space of RM,n which has the same character as
I
(k,r)
1 ∩ V(M).
Finally, we show irreducibility by using intertwining operators. These operators
send one eigenvector to another eigenvector. We show that Eλ for any λ ∈ B
(k,r)
is a cyclic vector of I
(k,r)
1 .
For the case n = k + 1, we also show that V/I
(n−1,r)
1 is irreducible and we give
an explicit basis of V/I
(n−1,r)
1 . We expect that all subquotients I
(k,r)
m /I
(k,r)
m−1 of the
series are irreducible.
The plan of the paper is as follows. In Section 2, we review the double affine
Hecke algebra, the polynomial representation U , the nonsymmetric Macdonald
polynomials Eλ, and intertwiners. In Section 3, we state the wheel condition and
show that it determines a subrepresentaion I
(k,r)
1 . In Section 4, we give a lower
estimate of the character of I
(k,r)
1 using nonsymmetric Macdonald polynomials. In
Section 5, we give an upper estimate of the character of I
(k,r)
1 , and we show that
I
(k,r)
1 is irreducible. In Section 6, we define a (finite) series of subrepresentations
I
(k,r)
m by the wheel condition. The series contains the irreducible representation
I
(k,r)
1 defined in Section 3. We also treat the case n = k + 1 in Section 6.
Acknowledgments. The author thanks Ivan Cherednik for a useful discussion
which leads him to this study. The author also thanks his adviser Tetsuji Miwa for
giving many comments to the manuscript.
2. Double affine Hecke algebra and nonsymmetric Macdonald
polynomials
In this section, we review the double affine Hecke algebra of type GLn, nonsym-
metric Macdonald polynomials, and intertwiners. For more details, see, e.g., [4]. In
this paper, we follow the notation in [11].
2.1. Double affine Hecke algebra of type GLn. Let K˜ be the field C(t
1/2, q).
Definition 2.1. The double affine Hecke algebra Hn of type GLn is an associative
K˜-algebra generated by
〈X±11 , · · · , X
±1
n , Y
±1
1 , · · · , Y
±1
n , T1, · · · , Tn−1〉
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satisfying the following relations:
X±1i are mutually commutative and XiX
−1
i = 1,
Y ±1i are mutually commutative and YiY
−1
i = 1,
(Ti − t
1/2)(Ti + t
−1/2) = 0,
TiTi+1Ti = Ti+1TiTi+1,
TiTj = TjTi (|i− j| ≥ 2),
TiXiTi = Xi+1,
TiXj = XjTi (j 6= i, i+ 1),
T−1i YiT
−1
i = Yi+1,
TiYj = YjTi (j 6= i, i+ 1),
Y −12 X1Y2X
−1
1 = T
2
1 ,
YiX˜ = qX˜Yi where X˜ =
∏n
i=1Xi,
XiY˜ = q
−1Y˜ Xi where Y˜ =
∏n
i=1 Yi.
2.2. Polynomial representation. The algebra Hn has a basic representation on
the ring of Laurent polynomials U = K˜[x±11 , · · · , x
±1
n ].
Xi 7→ xi,
Ti 7→ t
1/2si +
t1/2 − t−1/2
xi/xi+1 − 1
(si − 1),
Yi 7→ TiTi+1 · · ·Tn−1ωT−11 T
−1
2 · · ·T
−1
i−1.
Here, si is the permutation of the variables xi and xi+1, ω = sn−1 · · · s1τ1, and
τixj = q
δijxj . Namely, ωf(x1, x2, · · · , xn) = f(qxn, x1, x2, · · · , xn−1) for any f ∈
U .
2.3. Nonsymmetric Macdonald polynomials Eλ. The representationU is semisim-
ple with respect to the action of {Yi} and it has simultaneous eigenvectors labeled
by λ ∈ Zn. We call such eigenvectors Y -eigenvectors. The monic Y -eigenvecrtors
are called nonsymmetric Macdonald polynomials. To describe eigenvalues, we use
the following notations.
Denote the standard basis of Zn by {ǫi}. We identify the weight lattice P of
type GLn with Z
n. For λ ∈ P , let us denote by λi the i-th component of λ. Let
∆+ = {ǫi − ǫj ; i < j} be the set of positive roots for An−1 and W = Sn the Weyl
group. Set P+ = {λ ∈ P ; 〈λ, αi〉 ≥ 0 for any i} and write the dominant element
λ+ ∈ P+ ∩Wλ.
ρ =
1
2
∑
α∈∆+
α =
(
n− 1
2
,
n− 3
2
, · · · ,−
n− 1
2
)
,
ρ(λ) =
1
2
∑
α∈∆+
χ(〈λ, α〉)α,
χ(a) =
{
+1 (a ≥ 0)
−1 (a < 0)
.
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The element ρ(λ) is equal to wλρ where wλ ∈W is the shortest element such that
λ = wλλ
+. Note that ρ(λ)i > ρ(λ)j if (λi > λj) or (λi = λj and i < j).
We define the ordering ≻ by λ ≻ µ⇔ (λ+ > µ+) or (λ+ = µ+ and λ > µ). Here
> is the dominance ordering: λ ≥ µ⇔
∑l
j=1 λj ≥
∑l
j=1 µj for any 1 ≤ l ≤ n. The
operator Yi is triangular with respect to the ordering ≻:
Yix
λ = tρ(λ)iqλixλ +
∑
µ≺λ
cλ,µx
µ.
We write f(t±ρ(λ)q±λ) = f(t±ρ(λ)1q±λ1 , · · · , t±ρ(λ)nq±λn). The nonsymmetric
Macdonald polynomial Eλ is defined to be the monic Y -eigenvector:
f(Y )Eλ = f(t
ρ(λ)qλ)Eλ for any f ∈ U,
Eλ = x
λ +
∑
µ≺λ
cλ,µx
µ.
The nonsymmetric Macdonald polynomials form a basis of U .
2.4. Duality relation. For any λ ∈ P and f ∈ U , we use the notation
uλ(f) = f(t
−ρ(λ)q−λ).
For example, uλ(xi) = t
−ρ(λ)iq−λi .
Proposition 2.2 (duality[4]). Two nonsymmetric Macdonald polynomials Eλ and
Eµ satisfy the following relation.
uµ(Eλ)
u0(Eλ)
=
uλ(Eµ)
u0(Eµ)
.(3)
2.5. Recurrence formulas for u0(Eλ). We have the following recurrence formu-
las for u0(Eλ) = Eλ(t
−ρ).
Lemma 2.3. We write ωλ = (λ2, · · · , λn, λ1 + 1). Then we have
u0(Eωλ) = u0(Eλ) · t
ρ(λ)1 .
Lemma 2.4. Suppose λ ≺ siλ (namely, 〈λ, αi〉 < 0). Then we have
u0(Esiλ) = u0(Eλ) · t
−1 tuλ(xi/xi+1)− 1
uλ(xi/xi+1)− 1
.
2.6. Intertwiners. There exist some operators which create Eωλ and Esiλ from
Eλ. In other words, they intertwine the eigenvectors. This is due to Cherednik (see
e.g. [4]). Especially for GLn case, see also [10] and [11].
Lemma 2.5 (operator A). We set ω = (T1 · · ·Tn−1)−1Y1 and A = ωX1. Then we
have,
AEλ = q
λ1+1Eωλ.
Lemma 2.6 (operator Bi). We set
Bi(λ) = Ti +
t1/2 − t−1/2
uλ(xi/xi+1)− 1
.
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Note that for any λ ∈ P , the denominator is not zero. For simplicity, we write Bi
when Bi(λ) acts on Eλ.
If siλ ≻ λ, then BiEλ = t
1/2Esiλ.
If siλ = λ, then BiEλ = 0.
If siλ ≺ λ, then BiEλ = t
−1/2
×
(t−1uλ(xi/xi+1)− 1)(tuλ(xi/xi+1)− 1)
(uλ(xi/xi+1)− 1)2
Esiλ.
Note that the group action generated by ω±1 and si on P is transitive. Hence
by applying the intertwiners A and Bi, we see that Eλ is a cyclic vector in U for
any λ ∈ P . Namely, U is irreducible.
3. Irreducible representation defined by wheel condition
In this section, we impose the specialization of parameters (1). Namely, let
k, r be integers with n − 1 ≥ k ≥ 1 and r ≥ 2, and we specialize parameters
tk+1qr−1 = 1. To be precise, introduce a new parameter u and specialize (t, q) =
(u(r−1)/M , τu−(k+1)/M ). Here, M is the greatest common divisor of (k + 1, r − 1)
and τ = exp(2pi
√−1
r−1 ).
Take
K′ = {c ∈ K˜; c is regular at (1) },
Hn
′ = {h ∈ Hn; h is regular at (1) },
U ′ = {f ∈ U ; f is regular at (1) },
and let K, H
(k,r)
n and V be the images of K′, Hn
′, and U ′ by the specialization (1).
Note that K = C(u) and V = K[x±11 , · · · , x
±1
n ].
In this situation, we construct an ideal of V defined by a certain vanishing
condition. This gives an irredicble representation of H
(k,r)
n .
Definition 3.1. Define
Z(k,r) = {(z1, · · · , zn) ∈ K
n ; there exist distinct i1, · · · , ik+1 ∈ {1, · · · , n}
and positive integers s1, · · · , sk+1 ∈ Z≥0
such that zia+1 = ziatq
sa for 1 ≤ a ≤ k,∑k
a=1 sa ≤ r − 2, and ia < ia+1 if sa = 0}.
We define the ideal
I(k,r) = {f ∈ V ; f(z) = 0 for any z ∈ Z(k,r)}.
We call the defining condition of I(k,r) the wheel condition.
Remark 3.2. Let us denote the relation zj = tq
szi by zi
s
→ zj . Take an element
z ∈ Z(k,r). Then there exist (i1, · · · , ik+1) such that
zi1
s1→ zi2
s2→ · · ·
sk+1 ↑ ↓ sk−1
zik+1
sk← zik
.
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Note that sk+1 := r− 1−
∑k
a=1 sa ≥ 1, and the specialization t
k+1qr−1 = 1 implies
that zik+1
sk+1
→ zi1 . It looks like a wheel. This is the reason why we call such a
condition the wheel condition.
Remark 3.3. The wheel condition is originally appeared in [7] as a vanishing
condition for symmetric polynomials on the set Z
(k,r)
sym = {(z1, · · · , zn) ∈ K
n;
∃s1, · · · , sk ∈ Z≥0 such that za+1 = zatqsa for 1 ≤ a ≤ k,
∑k
a=1 sa ≤ r − 1}.
The set Z
(k,r)
sym is apparently different from Z(k,r). However, for symemtric polyno-
mials, the vanishing condition on Z
(k,r)
sym is equivalent to that on Z(k,r).
Now we describe the first main statement.
Proposition 3.4. The ideal I(k,r) is a representation of the algebra H
(k,r)
n .
Before giving the proof, let us give equivalent definitions of the ideal I(k,r). We
can reduce the set Z(k,r) to smaller subsets.
Definition 3.5. Let λ ∈ P . Suppose that (uλ(x1), · · · , uλ(xn)) ∈ Z
(k,r). Then
there exist (i1, · · · , ik+1) and s1, · · · sk ∈ Z≥0 satisfying
uλ(xia+1) = uλ(xia )tq
sa for 1 ≤ a ≤ k,∑
a sa ≤ r − 2, and ia < ia+1 if sa = 0.
We call such (i1, · · · , ik+1) a wheel in λ. For some σ ∈ Sk+1, if (i1, · · · , ik+1)
and σ(i1, · · · , ik+1) = (iσ−1(1), · · · , iσ−1(k+1)) are wheels in λ, we identify them. In
such a case, we see that σ(i1, · · · , ik+1) = (ia, ia+1, · · · , ik+1, i1, · · · , ia−1) for some
1 ≤ a ≤ k + 1 by the definition of wheels. Denote the number of equivalent classes
of wheels by ♯(k,r)(λ).
We shall introduce two subsets S(k,r) and S′(k,r) in P .
Definition 3.6. Let a, b be integers with a ≥ 2 and b ≥ 1. Take λ ∈ P . We call
(i, j) is a neighborhood of type (a, b) in λ if (i) and (ii) hold:
(i) ρ(λ)i − ρ(λ)j = a− 1,
(ii) (λi − λj ≤ b− 1), or (λi − λj = b and j < i).
Definition 3.7. We define S(k,r) = {λ ∈ P ; λ has a neighborhood of type (k +
1, r−1) } and S′(k,r) = {λ ∈ S(k,r); λ has a neighborhood (i, j) of type (k+1, r−1)
such that λi − λj ≤ r − 2 }.
Fix λ ∈ S(k,r) and let (i1, i2, · · · , in) = wλ · (1, 2, · · · , n).
Suppose that (il, il+k) is a neighborhood of type (k+1, r−1) in λ. If λil−λil+k ≤
r − 2, then (il, il+1, · · · , il+k) is a wheel in λ. If λil − λil+k = r − 1 and il+k < il,
then (il+a, · · · , il+k, il, · · · , il+a−1) is a wheel in λ. Here, we take a ≥ 1 satisfying
λil = λil+1 = · · · = λil+a−1 > λil+a .
Suppose that (il, il+k) and (im, im+k) are different neighborhoods of type (k +
1, r − 1) in λ (namely l 6= m). Consider the wheels in λ defined in the previous
paragraph. Then we see that these wheels belong in different equivalent classes of
wheels. Hence ♯(k,r)(λ) is greater than or equal to the number of neighborhoods of
type (k + 1, r − 1).
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Example 3.8. (n = 3, k = 1, r = 2): The set S(1,2) and S′(1,2) are given as
follows:
S(1,2) = {(λ0, λ1, λ1), (λ1, λ0, λ1), (λ1, λ1, λ0),
(λ0, λ1, λ1 + 1), (λ1, λ0, λ1 + 1), (λ1, λ1 + 1, λ0),
;λ0, λ1 ∈ Z},
S′(1,2) = {(λ0, λ1, λ1), (λ1, λ0, λ1), (λ1, λ1, λ0),
;λ0, λ1 ∈ Z}.
Remark 3.9. Denote 0 = n and i = i for 1 ≤ i ≤ n − 1. Then (i1, · · · , ik+1)
is a wheel in λ if and only if (ia − 1, · · · , ik+1 − 1, i1 − 1, · · · , ia−1 − 1) is a wheel
in ωλ for some 1 ≤ a ≤ k + 1. We also see that (i, j) is a neighborhood of type
(a, b) in λ if and only if (i− 1, j − 1) is a neighborhood of type (a, b) in ωλ for any
a ≥ 2, b ≥ 1.
Lemma 3.10. The ideal I(k,r) coincides with the following ideals:
J1 = {f ∈ V ;uλ(f) = 0 for any λ ∈ P satisfying ♯
(k,r)(λ) ≥ 1},
J2 = {f ∈ V ;uλ(f) = 0 for any λ ∈ S
(k,r)},
J3 = {f ∈ V ;uλ(f) = 0 for any λ ∈ S
′(k,r)}.
Proof. We see that {λ ∈ P ; ♯(k,r)(λ) ≥ 1} ⊃ S(k,r) ⊃ S′(k,r). Hence J1 ⊂ J2 ⊂ J3.
If f ∈ I(k,r), then by the definition of ♯(k,r), we see f ∈ J1.
Let us show that J3 ⊂ I
(k,r). Fix an element f =
∑
µ∈P cµx
µ ∈ J3. Denote
max{|µi|; cµ 6= 0, 1 ≤ i ≤ n} by deg(f). and take an integer N > 2(deg(f) + 1).
Let M > 2N + 2[ nk+1 ](r − 1).
Take λ(0) ∈ S′(k,r) satisfying the following condition:
for some 1 ≤ l ≤ n− k,
λ(0) has a neighborhood (il, il+k) of type (k + 1, r − 1)
such that λ
(0)
il
− λ
(0)
il+k
≤ r − 2, and |λ
(0)
i − λ
(0)
j | > M
for any 1 ≤ i 6= j ≤ n except for (i, j) = (ia, ib) (l ≤ a, b ≤ l + k).
(4)
Here we set (i1, · · · , in) = wλ(0) · (1, · · · , n). We see that ♯
(k,r)(λ(0)) = 1. Define a
finite set
S(λ(0)) = {λ ∈ P ; 0 ≤ λi − λ
(0)
i ≤ N for i 6= il, il+1, · · · , il+k}.
We see S(λ(0)) ⊂ S′(k,r). Thus uλ(f) = 0 for λ ∈ S(λ(0)). Because f is a Laurent
polynomial of 2 deg(f) ≤ N , we see that f(z) = 0 for any z ∈ Kn satisfying
zi1 = uλ(0)(xi1 ) and zia+1 = tq
λ
(0)
ia
−λ(0)ia+1 zia(1 ≤ a ≤ k).
Choose any λ(0) satisfying (4). Then by a similar argument, we see that f(z) = 0
for any z ∈ Z(k,r). Therefore f ∈ I(k,r). 
Proof of Proposition 3.4. We consider the actions of generators Ti, X
±1
j and Y
±1
j
(1 ≤ i ≤ n − 1, 1 ≤ j ≤ n). By the definition, we see X±1i f = x
±1
i f ∈ I
(k,r) for
any f ∈ I(k,r). Since Y ±1i is a linear combination of products of ω
±1 and Ti, it is
sufficient to show that ω±1f and Tif ∈ I(k,r) (1 ≤ i ≤ n− 1) for any f ∈ I(k,r).
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Fix an element f ∈ I(k,r). Similarly to Lemma 3.10, take an integer N >
2(deg(f) + 1) and let M > 2N + 2[ nk+1 ](r − 1). Take λ
(0) ∈ S′(k,r) satisfying (4)
and define a finite set
S(λ(0)) = {λ ∈ P ; 0 ≤ λi − λ
(0)
i ≤ N for i 6= il, · · · , il+k}.
Let us show uλ(ω
±1f) = 0 for any λ ∈ S(λ(0)). By the definition of uλ and ω,
we see uλ(ω
±1f) = uω±1λ(f). Since ω±1λ belongs to S(k,r) for any λ ∈ S(λ(0)), we
see (uω±1λ(x1), · · · , uω±1λ(xn)) ∈ Z
(k,r). Hence we have uλ(ω
±1f) = 0.
Let us show uλ(Tif) = 0 (1 ≤ i ≤ n − 1) for any λ ∈ S(λ
(0)). Recall Ti =
− t
1/2−t−1/2
xi/xi+1−1 + t
−1/2 txi/xi+1−1
xi/xi+1−1 si. Since uλ(f) = 0, it is easy to see that
uλ
(
−
t1/2 − t−1/2
xi/xi+1 − 1
f
)
= 0.
Let us show that
uλ
(
t−1/2
txi/xi+1 − 1
xi/xi+1 − 1
sif
)
= 0.(5)
If λi = λi+1, then (5) holds because uλ(txi/xi+1) = 1. If λi 6= λi+1, then siλ ∈
S′(k,r). Therefore uλ(sif) = usiλ(f) = 0. Hence (5) is proved.
We have proved that uλ(ω
±1f) = uλ(Tif) = 0 (1 ≤ i ≤ n−1) for λ ∈ S(λ(0)) and
for any choice of λ(0) ∈ S′(k,r) satisfying (4). Note that 2 deg(ωf), 2 deg(Tif) ≤ N .
Hence from the same argument as Lemma 3.10, we see that ω±1f and Tif ∈ I(k,r)
(1 ≤ i ≤ n− 1). Therefore the desired statement is proved. 
Now we come to the main theorem of the paper. Set B(k,r) = P\S(k,r).
Theorem 3.11. The ideal I(k,r) is irreducible. For any λ ∈ B(k,r), the nonsym-
metric Macdonald polynomial Eλ has no pole at the specialization (1). A basis of
I(k,r) is given by {Eλ;λ ∈ B
(k,r)} specialized at (1).
We give a proof of the theorem in the next section.
4. Proof of Theorem 3.11
We use the following notation for multiplicity of zeros and poles.
Definition 4.1. Let M be the greatest common divisor of k + 1 and r − 1. For
c ∈ K˜, denote by ζ(c) the integer satisfying
c =
(
t(k+1)/M q(r−1)/M − e2pi
√−1/M
)ζ(c)
c′
where c′ ∈ K˜ have no zero or pole at (1).
Note that ζ(c) is the order of zeros or poles of c at the relevant irreducible
component of tk+1qr−1 = 1.
To prepare for the proof, we give a key lemma. This lemma claims that the
changes of ♯(k,r)(λ) and ζ(u0(Eλ)) when si acts on λ are related to the value of
uλ(xi/xi+1).
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Lemma 4.2 (Key Lemma). Suppose siλ ≻ λ.
(i) If ♯(k,r)(siλ) < ♯
(k,r)(λ), then uλ(xi/xi+1) = t
−1.
If ♯(k,r)(siλ) > ♯
(k,r)(λ), then uλ(xi/xi+1) = t.
(ii) We have |ζ(u0(Esiλ))− ζ(u0(Eλ))| ≤ 1. Moreover,
uλ(xi/xi+1) = t
−1 ⇔ ζ(u0(Esiλ)) = ζ(u0(Eλ)) + 1,
uλ(xi/xi+1) = 1 ⇔ ζ(u0(Esiλ)) = ζ(u0(Eλ))− 1.
Remark 4.3. In fact, the converse statements for (i) are true. Here we omit them
because we do not use them for the proof of Theorem 3.11.
Proof. (i). Fix (i1, · · · , ik+1) ∈ {1, · · · , n}
k+1 (ia are distinct).
Suppose {i, i + 1} 6⊂ {i1, · · · , ik+1}. Then, (i1, · · · , ik+1) is a wheel in λ if and
only if si(i1, · · · , ik+1) is a wheel in siλ.
Suppose {i, i+1} ⊂ {i1, · · · , ik+1}. (Case a) If (i1, · · · , ik+1) is a wheel in λ and
si(i1, · · · , ik+1) is not a wheel in siλ, then by the definition of the wheel, uλ(xi+1)
must be equal to uλ(xi)tq
0. Thus uiλ(xi/xi+1) = t
−1. (Case b) If (i1, · · · , ik+1) is
not a wheel in λ and si(i1, · · · , ik+1) is a wheel in siλ, then by the same reason as
(a), we see usiλ(xi/xi+1) = t
−1. Note that uλ(xi/xi+1) = usiλ(xi/xi+1)
−1. Hence
if the case (a) (resp. (b)) occurs for (i1, · · · , ik+1), then the case (a) (resp. (b))
does not occur for any other (i′1, · · · , i
′
k+1) such that {i, i + 1} ⊂ {i
′
1, · · · , i
′
k+1}.
Namely two cases (a) and (b) do not concur.
Hence, if ♯(k,r)(siλ) < ♯
(k,r)(λ), then the case (a) does occur and the case (b)
does not occur. Thus uλ(xi/xi+1) = t
−1. If ♯(k,r)(siλ) > ♯(k,r)(λ), then the case
(b) does occur and the case (a) does not occur. Thus uλ(xi/xi+1) = t.
(ii). This is obvious from Lemma 2.4. 
In the proof above, we see the following fact.
Remark 4.4. The relation ♯(k,r)(λ) > ♯(k,r)(siλ) holds if and only if (i1, · · · , ik+1)
is a wheel in λ and si(i1, · · · , ik+1) is not a wheel in siλ for some (i1, · · · , ik+1).
Conversely, the relation ♯(k,r)(λ) < ♯(k,r)(siλ) holds if and only if (i1, · · · , ik+1) is
not a wheel in λ and si(i1, · · · , ik+1) is a wheel in siλ for some (i1, · · · , ik+1).
Definition 4.5. We introduce an equivalence relation ”intertwined” generated by
the following two relations:
(i) We call λ and ωλ are intertwined.
(ii) We call λ and siλ for siλ 6= λ are intertwined if uλ(xi/xi+1) 6= 1, t
±1.
From Lemma 2.3, Remark 3.9, and Key Lemma 4.2, if λ and λ′ are intertwined,
then we see that ζ(u0(Eλ)) = ζ(u0(Eλ′ )) and ♯
(k,r)(λ) = ♯(k,r)(λ′). Moreover, if Eλ
have no pole at (1), then by applying intertwiners A and Bi, we obtain Eλ′ .
There is a connection between the number of neighborhoods of different types.
Lemma 4.6. Take λ ∈ P and let a ≥ 2, b ≥ 1, d ≥ 1, and m ≥ 1.
(i) If there exists a neighborhood of type (a + d, b) in λ, then there exist d + 1
neighborhoods of type (a, b) in λ.
(ii) If there exists a neighborhood of type (m(a− 1) + 1,mb) in λ, then there exists
a neighborhood of type (a, b) in λ.
SUBREPRESENTATIONS IN THE POLYNOMIAL REPRESENTATION 11
Proof. Let (i1, · · · , in) = wλ · (1, · · · , n).
(i). Suppose that (il, il+a+d−1) is a neighborhood of type (a + d, b) in λ. Set
Ij := (ij , ij+a−1) (l ≤ j ≤ l+d). If there exists j such that Ij is not a neighborhood
of type (a, b), then λij − λij+a−1 > b or λij − λij+a−1 = b and ij < ij+a−1. Thus,
λil − λil+a+d−1 > b or λil − λil+a+d−1 = b and il < il+a+d−1. However this is
inconsistent with the fact that (il, il+a+d−1) is a neighborhood of type (a + d, b).
Hence any Ij (l ≤ j ≤ l + d) is a neighborhood of type (a, b).
(ii). Suppose that (il, il+m(a−1)) is a neighborhood of type (m(a− 1)+1,mb).
Set Ij := (il+(j−1)(a−1), il+j(a−1)) (1 ≤ j ≤ m). Assume that no pair Ij is a
neighborhood of type (a, b). Then for any 1 ≤ j ≤ m, we see λil+(j−1)(a−1) −
λil+j(a−1) > b or λil+(j−1)(a−1) − λil+j(a−1) = b and il+(j−1)(a−1) < il+j(a−1). Hence
λil − λil+m(a−1) > mb or λil − λil+m(a−1) = mb and il < il+m(a−1). However
this is inconsistent with the fact that (il, il+m(a−1)) is a neighborhood of type
(m(a− 1) + 1,mb). Therefore there exists at least one Ij which is a neighborhood
of type (a, b). 
Lemma 4.7. If λ has a neighborhood of type (m(k + 1),m(r − 1)), then λ has a
neighborhood of type (k + 1, r − 1).
Let d ≥ 1. If λ has a neighborhood of type (m(k + 1) + d,m(r − 1)), then λ has
two neighborhoods of type (k + 1, r − 1).
Proof. If λ has a neighborhood of type (m(k+1),m(r− 1)), then from Lemma 4.6
(i), λ has a neighborhood of type (mk+1,m(r− 1)). Thus from Lemma 4.6 (ii), λ
has a neighborhood of type (k + 1, r − 1).
If λ has a neighborhood of type (m(k + 1)+ d,m(r− 1)), then from Lemma 4.6
(i), λ has a neighborhood of type (m(k + 1) + 1,m(r − 1)). Thus from Lemma 4.6
(ii), λ has a neighborhood of type (k + 2, r − 1). Therefore from Lemma 4.6 (i), λ
has two neighborhoods of type (k + 1, r − 1). 
Let us show that any element in B(k,r) is intertwined with each other.
Definition 4.8. Take λ ∈ P and let (i1, · · · , in) = wλ · (1, · · · , n). We call λ
′ ∈ P
an enlargement of λ if ρ(λ) = ρ(λ′) and λ′ia−λ
′
ia+1 > max{[
n
k+1 ](r−1), λia−λia+1}
for any 1 ≤ a ≤ n− 1.
Note that there always exists an enlargement λ′ of λ. We see that λ′ ∈ B(k,r)
and ♯(k,r)(λ′) = 0.
Let us make λ′ from λ applying some si and ω.
Proposition 4.9 (enlarging procedure). Take λ ∈ P and its enlargement λ′. Then
there exists a finite sequence λ = ν(0), ν(1), · · · , ν(N−1), ν(N) = λ′ and (i), (ii), or
(iii) holds for any 0 ≤ a ≤ N − 1:
(i) ν(a+1) = ω±1ν(a),
(ii) ν(a+1) = siν
(a) and ν(a+1) ≻ ν(a),
(iii) ν(a+1) = siν
(a), ν(a+1) ≺ ν(a), and ν(a+1) is intertwined with ν(a).
We call this sequence the enlarging procedure.
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Proof. Let (i1, · · · , in) = wλ · (1, · · · , n). Set Mi = λ
′
i − λi. Then Mia −Min ≥ 0
for any 1 ≤ a ≤ n. Note that λi1 is the leftmost maximum component of λ.
Let ∆i1 = si1 · · · sn−1ωs1 · · · si1−1. Then ∆i1λ = (λ1, · · · , λi1 + 1, · · · , λn) and
∆
Mi1−Min
i1
λ = (λ1, · · · , λi1 + Mi1 − Min , · · · , λn). Note that for each step in
λ, si1−1λ, · · · ,∆i1λ, · · · ,∆
Mi1−Min
i1
λ, the case (i) or (ii) holds.
Next, set λ(1) = ∆
Mi1−Min
i1
λ and apply ∆
Mi2−Min
i2
to λ(1), Then we obtain
λ(2) = (λ
(1)
1 , · · · , λ
(1)
i2
+ Mi2 −Min , · · · , λ
(1)
n ). Suppose that siν and ν are serial
elements satisfying siν ≺ ν in the sequence λ
(1), · · · , λ(2). Then we see that siν
and ν are intertwined. In fact, by the definition of the procedure, we see νi−νi+1 >
[ nk+1 ](r − 1). Hence we have uν(xi/xi+1) 6= 1, t
±1. Therefore in such a case, (iii)
holds.
Inductively, we obtain λ(n−1) = (λ′1 −Min , · · · , λ
′
n −Min). Similarly, if siν and
ν are serial elements satisfying siν ≺ ν in the sequence λ, · · · , λ
(n−1), then siν and
ν are intertwined, and (iii) holds.
Finally, shift it by ωnMin and we obtain λ′. 
Lemma 4.10. Take λ ∈ B(k,r) and its enlargement λ′. Then λ′ is intertwined with
λ.
Proof. Consider the enlarging procedure λ, · · · , ν(a), ν(a+1) · · · , λ′ given in previous
proposition.
Let us show that ν(a+1) is intertwined with ν(a) by induction. In the case (i)
and (iii), they are intertwined. Let us check for the case (ii). Set ν = ν(a) and
suppose siν ≻ ν. By the hypothesis of induction, ν is intertwined with λ. Thus
we see ♯(k,r)(ν) = 0. Assume that uν(xi/xi+1) = t
d for some d = −1, 0, 1. Then
(ρ(ν)i+1 − ρ(ν)i, νi+1 − νi) = (m(k+1)+ d,m(r− 1)) for some m ≥ 1. Thus ν has
a neighborhood (i+ 1, i) of type (m(k + 1) + d+ 1,m(r − 1)). Hence from Lemma
4.7, ν has a neighborhood of type (k + 1, r − 1). However it is inconsistent with
♯(k,r)(ν) = 0. Therefore siν and ν are intertwined. 
Using this lemma, we have the following statement.
Lemma 4.11. Any element in B(k,r) is intertwined with each other.
Proof. Take λ, µ ∈ B(k,r), and let (i1, · · · , in) = wλ · (1, · · · , n) and (j1, · · · , jn) =
wµ · (1, · · · , n). Take M > [
n
k+1 ](r − 1) +
∑
a<b(|λa − λb|+ |µa − µb|). Then from
Lemma 4.10, we obtain enlargements λ′ and µ′ such that λ′ia = µ
′
ja
= nM−aM , λ′
is intertwined with λ, and µ′ is intertwined with µ. Note that λ′ is a permutation
of µ′. Since |λ′i − λ
′
j | and |µ
′
i − µ
′
j | > [
n
k+1 ](r − 1) for any 1 ≤ i 6= j ≤ n, we see
that λ′ and µ′ are intertwined. Therefore λ and µ are intertwined. 
The well-definedness of Eλ at (1) is shown by checking Y -eigenvalues:
Lemma 4.12. Let λ ∈ P . If there does not exist µ 6= λ such that tρ(λ)qλ = tρ(µ)qµ
at (1), then Eλ has no pole at (1).
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Proof. Set Y (w) =
∑n
i=1 Yiw
i−1 and λ(w) =
∑n
i=1 t
ρ(λ)iqλiwi−1. We see that
Eλ =
∏
µ≺λ
Y (w)− µ(w)
λ(w) − µ(w)
xλ.
By the hypothesis, the right hand side does not have a pole at (1) for generic w.
Hence Eλ has no pole at (1). 
Lemma 4.13. Let ♯(k,r)(λ) ≤ 1. Then there is no µ ∈ P such that µ 6= λ and
tρ(µ)qµ = tρ(λ)qλ.
Proof. Suppose that there exists such an element µ ∈ P . Let j0 be such that
ρ(λ)j0 = max{ρ(λ)i ; ρ(λ)i 6= ρ(µ)i}.
Let m0, j1 and m1 be such that ρ(µ)j0 = ρ(λ)j0 −m0(k + 1), ρ(µ)j1 = ρ(µ)j0 +
(k+1), and ρ(µ)j1 = ρ(λ)j1−m1(k+1). Note thatm0 ≥ 1 because of the definition
of j0. Set m2 =
ρ(λ)j0−ρ(λ)j1
k+1 . Note that m2 = m0−m1− 1 ≥ 1. In fact, if m1 6= 0,
then by the definition of j0, we see that m2 ≥ 1. If m1 = 0, then m2 ≥ 0. Since
j0 6= j1, we see m2 6= 0. Hence m2 ≥ 1.
Then we have λj0 − λj1 ≥ m2(r − 1). In fact, if λj0 − λj1 < m2(r − 1), then
(j0, j1) is a neighborhood of type (m2(k+1)+1,m2(r−1)) in λ. Thus from Lemma
4.7, we have ♯(k,r)(λ) ≥ 2 and this is inconsistent with ♯(k,r)(λ) ≤ 1.
Since tρ(µ)qµ = tρ(λ)qλ, we see that
µj1 − µj0 = (λj1 −m1(r − 1))− (λj0 −m0(r − 1))
= λj1 − λj0 + (−m1 +m0)(r − 1)
≤ (−m2 −m1 +m0)(r − 1)
= r − 1.
Here, if the equality µj1 − µj0 = r− 1 holds, then λj0 − λj1 = m2(r− 1). Hence we
see j0 < j1. In fact, if j0 > j1, then (j0, j1) is a neighborhood of type (m2(k+1)+
1,m2(r − 1)) in λ. Thus from Lemma 4.7, ♯
(k,r)(λ) ≥ 2, and this is inconsistent
with ♯(k,r)(λ) ≤ 1.
Hence µ has a neighborhood (j1, j0) of type (k + 2, r − 1). From Lemma 4.7,
♯(k,r)(µ) ≥ 2. Because tρ(µ)qµ = tρ(λ)qλ, we see that λ also has two wheels. However
this is inconsistent with the hypothesis ♯(k,r)(λ) ≤ 1. 
Lemma 4.14. Let λ = (0,M, 2M, · · · , (n − 1)M) with M > 2[ nk+1 ](r − 1). Note
that λ ∈ B(k,r) and ♯(k,r)(λ) = 0. Then the nonsymmetric Macdonald polynomial
Eλ has no pole at (1) and we have ζ(u0(Eλ)) =
[
n
k+1
]
.
Proof. From Lemma 4.12 and 4.13, we see that Eλ has no pole at (1).
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Let us compute ζ(u0(Eλ)). From Lemma 2.3 and 2.4, we obtain u0(Eλ) from
u0(E0) = 1. Let us find factors of the form (t
m(k+1)qm(r−1) − 1). We have
u0(E(0,0,··· ,0,0,(n−1)M)) = u0(E(0,0,··· ,0,0,0))c1
M−1∏
i=1
1∏
j=n−1
tj+1qi − 1
tjqi − 1
,
u0(E(0,0,··· ,0,(n−1)M,nM)) = u0(E(0,0,··· ,0,0,(n−1)M))c2
M−1∏
i=1
1∏
j=n−2
tj+1qi − 1
tjqi − 1
,
· · · ,
u0(E(0,M,2M,··· ,(n−1)M)) = u0(E(0,0,2M,··· ,(n−1)M))cn−1
M−1∏
i=1
1∏
j=1
tj+1qi − 1
tjqi − 1
.
Here, ci is a factor which does not contain (t
iqN − 1) with N < M . Hence
u0(Eλ) = u0(E(0,M,2M,··· ,(n−1)M))
= c
n−1∏
l=1
M−1∏
i=1
n−l∏
j=1
tj+1qi − 1
tjqi − 1
where c =
∏
ci,
= c
n−1∏
l=1
M−1∏
i=1
tn−l+1qi − 1
tqi − 1
= c
n∏
l=2
M−1∏
i=1
tlqi − 1
tqi − 1
.
Therefore, the multiplicity of the factor (tk+1qr−1 − 1) is [ nk+1 ]. 
Lemma 4.15. For any λ ∈ B(k,r), the nonsymmetric Macdonald polynomial Eλ
has no pole at (1) and we have ζ(u0(Eλ)) = [
n
k+1 ].
Proof. This is clear from Lemma 4.11 and 4.14. 
Lemma 4.16. For µ ∈ P , let (i1, · · · , in) = wµ ·(1, · · · , n). Suppose that µ satisfies
the following condition:
for some 1 ≤ l ≤ n− k,
µ has a neighborhood (il, il+k) of type (k + 1, r − 1), and
|µi − µj | > 2[
n
k+1 ](r − 1)
for any 1 ≤ i 6= j ≤ n except for (i, j) = (ia, ib) (l ≤ a, b ≤ l + k).
(6)
Note that ♯(k,r)(µ) = 1.
Then, Eµ has no pole at (1) and ζ(u0(Eµ)) = [
n
k+1 ]− 1.
Proof. From Lemma 4.12 and 4.13, we see that Eµ has no pole at (1).
Let us compute ζ(u0(Eµ)). Fix an enlargement µ
′ of µ, and consider the enlarg-
ing procedure. Note that ♯(k,r)(µ) = 1 and ♯(k,r)(µ′) = 0. Thus µ and µ′ are not
intertwined.
Suppose that ν and siν are serial elements in the enlarging procedure such that
µ and ν are intertwined and ν is not intertwined with siν. Then we see that
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♯(k,r)(ν) = 1, uν(xi/xi+1) = t
d for some d = −1, 0, 1, siν ≻ ν, and ν satisfies the
condition (6) replaced by ν.
Let us show that uν(xi/xi+1) = t
−1. Assume that uν(xi/xi+1) = td for d = 0, 1.
Then (ρ(ν)i+1−ρ(ν)i, νi+1−νi) = (m(k+1)+d,m(r−1)) for some m ≥ 1. Thus ν
has a neighborhood (i+1, i) of type (m(k+1)+ d+1,m(r− 1)), and from Lemma
4.7, ν has two neighborhoods of type (k + 1, r − 1). However this is inconsistent
with ♯(k,r)(ν) = 1.
Let us show that ♯(k,r)(siν) < ♯
(k,r)(ν). We have shown that uν(xi/xi+1) = t
−1.
Then (ρ(ν)i+1 − ρ(ν)i, νi+1 − νi) = (m(k + 1)− 1,m(r− 1)) for some m ≥ 1. Here
we see m = 1. In fact, if m ≥ 2, then from the relation νi+1 − νi = m(r − 1) and
(6), we see m ≥ 2[ nk+1 ]. Hence ρ(ν)i+1 − ρ(ν)i ≥ n. However this is contradiction.
Therefore ν has a neighborhood (i+1, i) of type (k+1, r− 1) such that νi+1− νi =
r − 1. Let (j1, · · · , jn) = wν · (1, · · · , n). Then jl = i + 1 and jl+k = i for some
1 ≤ l ≤ n− k. We see that for some l ≤ a ≤ l + k, J = (ja, · · · , jl+k, jl, · · · , ja−1)
is a wheel in ν. Moreover, by the definition of wheels, siJ is not a wheel in siν.
Therefore from Remark 4.4, we have ♯(k,r)(siν) < ♯
(k,r)(ν).
Since ♯(k,r)(ν) = 1, we obtain ♯(k,r)(siν) = 0. Let us show that siν and µ
′
are intertwined. Let ξ and sjξ are any serial elements between siν and µ
′ in the
enlarging procedure. If sjξ ≺ ξ, then ξ and sjξ are intertwined. Suppose that
sjξ ≻ ξ and ♯
(k,r)(ξ) = 0. Assume that uξ(xj/xj+1) = t
d for some d = −1, 0, 1.
Then (ρ(ξ)j+1−ρ(ξ)j , ξj+1−ξj) = (m(k+1)+d,m(r−1)) for some m ≥ 1. Thus ξ
has a neighborhood (j+1, j) of type (m(k+1)+d+1,m(r− 1)), and from Lemma
4.7, ξ has a neighborhood of type (k + 1, r − 1). However this is inconsistent with
♯(k,r)(ξ) = 0. Hence ξ and sjξ are intertwined and ♯
(k,r)(sjξ) = 0. Inductively, we
obtain that siν and µ
′ are intertwined.
Consequently, we obtain
ζ(u0(Eµ)) = ζ(u0(Eν))
= ζ(u0(Esiν))− 1
= ζ(u0(Eµ′ ))− 1
=
[
n
k + 1
]
− 1.

Now we give a lower estimate of I(k,r).
Proposition 4.17. For any λ ∈ B(k,r), the nonsymmetric Macdonald polynomial
Eλ has no pole at (1). Moreover, Eλ specialized at (1) belongs to I
(k,r).
Proof. Let λ ∈ B(k,r). Then from Lemma 4.15, the well-definedness of Eλ is proved
and we have ζ(u0(Eλ)) =
[
n
k+1
]
.
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Let us show that Eλ ∈ I
(k,r). Take D > 2(maxi{|λi|} + 1), M > 2[
n
k+1 ](r − 1),
and N > 2M + 2D. Take µ(0) ∈ S′(k,r) satisfying the following condition:
for some 1 ≤ l ≤ n− k,
µ(0) has a neighborhood (il, il+k) of type (k + 1, r − 1)
such that µ
(0)
il
− µ
(0)
il+k
≤ r − 2, and |µ
(0)
i − µ
(0)
j | > M
for any 1 ≤ i 6= j ≤ n except for (i, j) = (ia, ib) (l ≤ a, b ≤ l + k).
(7)
Here we set (i1, · · · , in) = wµ(0) · (1, · · · , n). We see ♯
(k,r)(µ(0)) = 1. Define a finite
set
S(µ(0)) = {µ ∈ P ; 0 ≤ µi − µ
(0)
i ≤ D for i 6= il, il+1, · · · , il+k}.
Then from Lemma 4.16, for any µ ∈ S(µ(0)), we see that Eµ has no pole at (1) and
ζ(u0(Eµ)) = [
n
k+1 ]− 1. From the duality relation, we have
uµ(Eλ) =
uλ(Eµ)
u0(Eµ)
u0(Eλ).
Hence we see that ζ(uµ(Eλ)) ≥ 1. Therefore, from the same argument as Lemma
3.10, we have that Eλ specialized at (1) belongs to I
(k,r). 
5. Irreducibility of I(k,r)
In this section, we give an upper estimate of the character of I(k,r), and thereby,
we show that I(k,r) is irreducible. Thus, we will complete the proof of Theorem
3.11.
First, we give an upper estimate of the character of I(k,r). Recall the definition
of I(k,r):
I(k,r) = {f ∈ V ; f(z) = 0 for any z ∈ Z(k,r)}
where
Z(k,r) = {z ∈ Kn ; ∃i1, · · · , ik+1, ∃s1, · · · , sk ∈ Z≥0
such that zia+1 = ziatq
sa for 1 ≤ a ≤ k,∑
a sa ≤ r − 2, and ia < ia+1 if sa = 0}.
We define the character of I(k,r) as follows. For any Laurent polynomial f =∑
λ cλx
λ, we set deg(f) = max{|λi|; cλ 6= 0, 1 ≤ i ≤ n}. We introduce the filtration
V(d) = {f ∈ V ; deg(f) ≤ d},
and define I
(k,r)
(d) = I
(k,r) ∩ V(d).
Let us take the limit u→ 1. Namely, take Vreg = {f ∈ V ; f is regular at u = 1}
and let V0 be the image of Vreg by the specialization u = 1. Note that V0 =
C[x±11 , · · · , x
±1
n ]. Then the ideal reduces to
I(k,r)
′
= {f ∈ V0; f(z) = 0 for any z ∈ Z
(k,r)′}
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where
Z(k,r)
′
= {z ∈ Cn ; ∃j1 < · · · < jk+1, ∃p1, · · · pk+1 ∈ Z≥0, ∃w ∈ C
such that zja = τ
paw for 1 ≤ a ≤ k + 1
and 0 ≤ pa ≤ r − 2}.
The correspondence between Z(k,r) and Z(k,r)
′
is as follows. For z ∈ Z(k,r), we see
that zia = zi1t
a−1qs1+···+sa−1 . Thus for σ ∈ Sk+1 such that iσ(1) < · · · < iσ(k+1),
we take ja = iσ(a), pa = pσ−1(1) + s1 + · · · + sσ(a)−1, pσ−1(1) and w satisfying
τpσ−1(1)w = zi1 . We also introduce the filtration
(V0)(d) = {f ∈ V0; deg(f) ≤ d},
and set I
(k,r)
(d)
′
= I(k,r)
′
∩ (V0)(d). Note that the character of the ideal does not
decrease under this limit. Namely dimK I
(k,r)
(d) ≤ dimC I
(k,r)
(d)
′
.
Fix an arbitrary non-negative integer M ≥ 0 and let us estimate the dimension
of I
(k,r)
(M)
′
. We set IM = I
(k,r)
(M)
′
, PM = {λ ∈ P ;−M ≤ λi ≤M}, S
(k,r)
M = S
(k,r)∩PM ,
and B
(k,r)
M = B
(k,r)∩PM . Consider the tensor algebra T (spanC{ed;−M ≤ d ≤M})
and denote it by RM . Denote its n-th tensor subspace by RM,n. For simplicity, we
write eλ1 · · · eλn = eλ1 ⊗ · · · ⊗ eλn and eλ = eλ1 · · · eλn . Define
e(w)M =
∑
−M≤d≤M
edw
d,
then
e(z1)M · · · e(zn)M =
∑
λ∈PM
eλz
λ.
We introduce a non-degenerate pairing
〈·, ·〉 : RM,n × (V0)(M) → C
by 〈eλ, x
µ〉 = δλ,µ. Then
〈e(z1)M · · · e(zn)M , f〉 = f(z1, · · · , zn)
for any f ∈ (V0)(M). By this pairing, the ideal IM is written as follows:
RM,n/JM ∼= IM .
Here,
JM = spanC{e(z1)M
i1th
· · · e(τp1w)M · · ·
ik+1th
e(τpk+1w)M · · · e(zn)M ;
i1 < · · · < ik+1, 0 ≤ pi ≤ r − 2, w, zi ∈ C}.
Let us give a spanning set of the quotient space RM,n/JM .
Proposition 5.1. A spanning set of RM,n/JM is given by the quotient image of
the set {eλ;λ ∈ B
(k,r)
M }. In other words, in RM,n/JM , the image of eλ (λ ∈ S
(k,r)
M )
is written as a linear combination of the image of eµ (µ ∈ B
(k,r)
M ).
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Proof. First we calculate elements of JM . We define some notations.
Zk+1r−1 = {(η1, · · · , ηk+1) ∈ Z
k+1; 0 ≤ ηi ≤ r − 2 for 1 ≤ i ≤ k + 1}.
For η ∈ Zk+1r−1 and an integer d ∈ Z, define
S(η, d) = {η′ ∈ Zk+1;
∑
i
ηi = d, η
′
i = ηi mod r − 1}.
Fix 1 ≤ j1 < · · · < jk+1 ≤ n. Then,
e(z1)
j1th
· · · e(τp1w) · · ·
jk+1th
e(τpk+1w) · · · e(zn)
=
∑
ν∈Zn
eντ
p1νj1+···+pk+1νjk+1wνj1+···νjk+1 zν11 · · · ẑ
νj1
j1
· · ·
̂
z
νjk+1
jk+1
· · · zνnn
=
∑
η,d,νˆ
r(ja),η,d,νˆτ
∑k+1
a=1 paηawdzν11 · · · ẑ
νj1
j1
· · ·
̂
z
νjk+1
jk+1
· · · zνnn .
Here, the last sum runs over η ∈ Zk+1r−1 , d ∈ Z, νˆ = (ν1, · · · , ν̂j1 , · · · , ν̂jk+1 , · · · , νn) ∈
Zn−k−1, and r(ja),η,d,νˆ is given by
r(ja),η,d,νˆ =
∑
λ
eλ.
The sum runs over λ ∈ PM such that (λj1 , · · · , λjk+1) ∈ S(η, d) and λi = νi for
i 6= j1, · · · , jk+1.
Hence in RM,n/JM ,
0 =
∑
η∈Zk+1r−1
r(ja),η,d,νˆτ
∑ k+1
a=1 paηa
for any d ∈ Z and νˆ ∈ Zn−k−1. Since this equality holds for any 0 ≤ p1, · · · , pk+1 ≤
r − 2, we have
r(ja),η,d,νˆ = 0
for any j1 < · · · < jk+1, η ∈ Z
k+1
r−1 , d ∈ Z, and νˆ ∈ Z
n−k−1.
Let us introduce the total ordering on P . For λ, µ ∈ P , let (i1, · · · , in) =
wλ(1, · · · , n) and (j1, · · · , jn) = wµ(1, · · · , n). We define λ >
′ µ if there exists
1 ≤ l ≤ n such that λia = µja and ia = ja for any 1 ≤ a ≤ l − 1, and λil > µjl ,
or λil = µjl and il < jl. We induce the ordering to monomials. Namely, we define
eλ >
′ eµ if λ >′ µ.
Suppose λ ∈ S
(k,r)
M . Let us rewrite eλ in RM,n/JM as a linear combination
of greater monomials with respect to >′. Let (i1, · · · , in) = wλ · (1, · · · , n) and
(il, il+k) be a neighborhood of type (k + 1, r − 1) in λ. Take σ ∈ Sk+1 such that
iσ(l) < iσ(l+1) < · · · < iσ(l+k) and let λ
′ = (λσ(il), λσ(il+1), · · · , λσ(il+k)). Take
η ∈ Zk+1r−1 satisfying ηi ≡ λ
′
i mod r − 1, and let d =
∑k+1
i=1 λ
′
i. Then for any
η′ ∈ S(η, d) such that η′ 6= λ′, we have η′ >′ λ′. Hence we have
0 = r(σ(ia)),η,d,λˆ = eλ +
∑
µ
eµ.
The last sum runs over µ ∈ PM such that µ >
′ λ, (µσ(i1), · · · , µσ(ik+1)) ∈ S(η, d)
and µi = λi for i 6= il, · · · , il+k.
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Continue this procedure. Because the set PM is finite, the procedure stops in
finite times. Therefore for any λ ∈ S
(k,r)
M , we can rewrite eλ as a linear combination
of eµ (µ ∈ B
(k,r)
M ). 
As a corollary, we obtain an upper estimate of the character of I(k,r).
Corollary 5.2. For any M ≥ 0, there exists a spanning set of I
(k,r)
M which is labeled
by B
(k,r)
M .
Since the upper and the lower estimates coincide, {Eλ;λ ∈ B
(k,r)} is a basis of
I(k,r). Now we are going to finish the proof of Theorem 3.11.
End of the proof of Theorem 3.11. Let us show that any non-zero element v ∈
I(k,r) is cyclic. From Lemma 4.13, all Y -eigenvalues in I(k,r) are different. Thus a
certain Eλ (λ ∈ B
(k,r)) is contained in H
(k,r)
n v. Take another µ ∈ B(k,r). Then µ
is intertwined with λ from Lemma 4.11. Hence by applying intertwiners A and Bi
on Eλ, the vector Eµ is also contained in H
(k,r)
n v. Since {Eµ;µ ∈ B
(k,r)} is a basis
of I(k,r), we obtain that v is cyclic. 
6. A series of subrepresentations defined by multi-wheel condition
In this section, we construct a series of subrepresentations of H
(k,r)
n , in which
I(k,r) appears as its member.
Definition 6.1. Define
Z(k,r)m = {z ∈ K
n; there exist 1 ≤ il,a ≤ n and sl,a ∈ Z≥0
for 1 ≤ l ≤ m and 1 ≤ a ≤ k + 1 such that
il,a are distinct, zil,a+1 = zil,atq
sl,a ,∑k
a=1 sl,a ≤ r − 2, and il,a+1 < il,a if sl,a = 0}.
We define the ideal
I(k,r)m = {f ∈ V ; f(z) = 0 for any z ∈ Z
(k,r)
m }.
We call the defining condition of I
(k,r)
m the multi-wheel condition.
By the definition, we see that
I(k,r) = I
(k,r)
1 ⊂ I
(k,r)
2 ⊂ I
(k,r)
3 ⊂ · · ·
· · · ⊂ I(k,r)m0 ⊂ I
(k,r)
m0+1
= I
(k,r)
m0+2
= · · · = V
where m0 = [
n
k+1 ].
Similarly to the single wheel case, we have an alternative definition of I
(k,r)
m .
Take λ ∈ P and let (i1, · · · , in) = wλ · (1, · · · , n). We say that neighborhoods
(il, il+k) and (il′ , il′+k) are distinct if {il, il+1, · · · , il+k} and {il′ , il′+1, · · · , il′+k}
are disjoint.
Proposition 6.2. Define the set S
(k,r)
m = {λ ∈ P ; λ has distinct m neighborhoods
of type (k + 1, r − 1) }. Then the ideal I
(k,r)
m coincides with
{f ∈ V ;uλ(f) = 0 for any λ ∈ S
(k,r)
m }.
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Proof. It is proved in the same way as the single wheel case. 
We have the following theorem.
Theorem 6.3. The ideal I
(k,r)
m is a representation of H
(k,r)
n .
Proof. Similarly to the single wheel case, it is sufficient to show that ω±1f , Tif∈
I
(k,r)
m .
Take an element f ∈ I
(k,r)
m and an integer N > 2(deg(f) + 1). Let M > 2N +
2[ nk+1 ](r − 1).
Take λ(0) ∈ S
(k,r)
m satisfying that (il,1, il,k+1) is a neighborhood of type (k +
1, r − 1) for 1 ≤ l ≤ m, and |λ
(0)
i − λ
(0)
j | > M for any 1 ≤ i 6= j ≤ n except for
(i, j) = (il,a, il,b) (1 ≤ l ≤ m, 1 ≤ a, b ≤ k + 1). Note that ♯
(k,r)(λ(0)) = m. Define
a finite set
Sm(λ
(0)) = {λ ∈ P ; 0 ≤ λi − λ
(0)
i ≤ N for i 6= il,a (1 ≤ l ≤ m, 1 ≤ a ≤ k + 1)}.
Note that Sm(λ
(0)) ⊂ S
(k,r)
m .
Then, similarly to the single wheel case, we can show that uλ(ω
±1f) = uλ(Tif) =
0 (1 ≤ i ≤ n− 1) for any λ ∈ Sm(λ
(0)), and we see ω±1f , Tif∈ I
(k,r)
m . 
Conjecture 6.4. The quotient representations I
(k,r)
m /I
(k,r)
m−1 are irreducible.
We have the following statement in the case n = k + 1.
Theorem 6.5. The quotient representation V/I
(n−1,r)
1 is irreducible. For any λ ∈
S(n−1,r), the nonsymmetric Macdonald polynomial Eλ has no pole at (1). A basis
of V/I
(n−1,r)
1 is given by {Eλ;λ ∈ S
(n−1,r)} specialized at (1).
Proof. In the case n = k+1, by the definition of wheels, we see that ♯(n−1,r)(λ) ≤ 1
for any λ ∈ P . Hence from Lemma 4.12 and 4.13, Eλ has no pole at (1) for any
λ ∈ S(n−1,r).
Since the basis of I
(n−1,r)
1 is given by {Eλ;λ ∈ B
(n−1,r)} specialized at (1), we
see that the basis of V/I
(n−1,r)
1 is given by {Eλ;λ ∈ S
(n−1,r)}.
Let us show that (0, · · · , 0) ∈ S(n−1,r) is intertwined with any λ ∈ S(n−1,r). Fix
λ ∈ S(n−1,r) and let (i1, · · · , in) = wλ · (1, · · · , n). Then λi1 − λin ≤ r − 2, or
λi1 − λin = r − 2 and in < i1.
Suppose that λi1 − λin ≤ r − 2. Set ∆i = si · · · sn−1ωs1 · · · si−1. Then λ is
obtained by
ωnλin∆
(λin−1−λin )
in−1
· · ·∆
(λi1−λin )
i1
· (0, · · · , 0).
Note that for any serial elements ν and siν in the sequence (0, · · · , 0), · · · , λ, we see
that maxj 6=j′{|νj − ν′j |} ≤ r − 2. Hence uν(xi/xi+1) 6= 1, t
±1, and ν is intertwined
with siν. Therefore λ is intertwined with (0, · · · , 0).
Suppose that λi1 −λin = r− 1 and in < i1. Then by applying ω for some times,
we obtain λ′ such that λ′j1−λ
′
jn
≤ r−2. Here we use (j1, · · · , jn) = wλ′ ·(1, · · · , n).
Hence λ is intertwined with (0, · · · , 0).
Therefore, from the definition of ”intertwined”, we see that Eλ is a cyclic vector
of V/I
(n−1,r)
1 for any λ ∈ S
(n−1,r). 
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Combining this theorem and Theorem 3.11, we see that the conjecture is true in
the case n = k + 1.
Although we do not give a proof here, we can show that I
(1,r)
2 /I
(1,r)
1 is irreducible
and it is not Y -semisimple. We can also construct an explicit basis of I
(1,r)
2 in terms
of a linear combination of nonsymmetric Macdonald polynomials specialized at (1).
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