Abstract: Project management is the discipline of initiating, planning, executing, controlling, and closing the work of a team to achieve specific goals and meet specific success criteria. However, there can exist a considerable amount of uncertainty in decision-making for project management stemming from the typical complex characteristics of projects. This study focused on two primary objectives: 1) to understand the role of project management in complex situations; 2) to offer a more robust model for project management. Pertinent literature on models for project management was collected and synthesised for application in complex situations. A cybernetic-based model is then developed. This model enables a manager to focus on internal organisational complexity while paying enough attention to external perturbations. The utility of the model is demonstrated in a case application in an organisation in Belgium.
Introduction
There is wide recognition that although the concepts of project management (PM) are simple, "applying these basics to existing organizations is not [simple] " (Adams, 1997) . This might be because of the basic nature of projects. Typically, a project has a defined beginning and an end date, usually constrained by time, funds, and deliverables (Adams, 1997) . However, managing a project takes place within the confines of organisational operations. Operations of the organisation can have a bearing on PM.
Consequently, while PM is about delivery of value to customers, value delivery is intricately related to many factors, some of which can be beyond the scope of the project itself. There are several methods and approaches associated with PM including lean, iterative, incremental, and phased approaches. These methods appear to suggest that the essential variables involve having a well-defined target system Scope (S), Timing (T), Resources (R), and Quality (Q). Notably, however, it has been suggested that current PM methods have not kept up with market trends and needs (Kozak-Holland, 2011; Morris et al., 2011) . In response, researchers are developing modern (i.e., agile) methods intended to facilitate change and requiring a high degree of ongoing stakeholder involvement (Abrahamsson et al., 2003) . However, these are not fully integrated into the classical PM methods such as Control Objectives for Information and Related Technologies, COBIT. This criticism is also mentioned by Scharmer (2010) who suggests a new framework for PM. Therefore, there is still a need for integrating new models into the basic PM model to match the current environment of PM.
extensions to PM models to allow for successful PM in complex environment where 'hard' and 'soft' issues are present. The second question is about the speed of change in markets. Arguably, assimilating 'stability' and 'agility' into PM can be instrumental in enabling timely delivery. We explore how this can be done while maintain elements of desired scope and budget. Figure 2 provides a summary of research purpose, objectives, and questions. To fulfil the purpose of this research, a methodological approach of case study was undertaken. Literature on the case study method (Rouse and Boff, 2003; Stake, 1995; Thomas, 2011; Yin, 2009) suggests that case study approach is suitable for situations when one is interested in a focused analysis for a given unit of analysis (Katina, 2015) . This is in line with the objective of present research in which researchers rigorously study a given phenomenon through data collection, analysing, and interpretation of observations. Plainly, as stated by Yin (2009) , "you would use the case study method because you wanted to understand a real-life phenomenon in depth, but such understanding encompassed important contextual conditions -because they were highly pertinent to your phenomenon of study". To that end, this research uses a single case study to demonstrate utility of the inductively derived model. The model was developed using Grounded Theory approach in which a model emerges out of data (Charmaz, 2006) . This research does not focus of the weakness of case study or grounded theory methods as these are addressed elsewhere (Katina, P.F. (2015; Crownover, 2005) .
The remainder of this paper is structured as follows: Section 2 is a review of PM models. The aim of this section is to contrast PM models and offer insights into models necessary to deal with modern management issues. In Section 3, a model grounded in cybernetics, is developed. This model considers 'had' and 'soft' elements as well as the nonlinearity aspects of dealing with projects. Section 4 provides the ontological aspects of the developed model. Section 5 provides a high-level description of application of the model in an organisation in Belgium. The paper concludes with practical insights from the study as well as suggested future research directions.
Enterprises in the 21st century are socio-technical systems, constantly interacting with an increasingly complex environment . Within these enterprises, investments are often done within specific projects. Conceptualisation of operating landscape, enterprise, and their projects can offer insights into how investments should be done. Fortunately, there is no shortage in approaches for understanding such situations. The main approaches, among others, include St. Gallen Management Model (SGM) (Rüegg-Stürm, 2002 ), viable system model (VSM) (Schwaninger, 2004) and the OSTO® System Model (OSM) (Hanna, 1988) . The SGM (Schwaninger, 2001 ) stresses the importance of the ethical and normative dimension of management (Bleicher, 1991) . This model places relevance on a process-oriented view of a firm. Additionally, this model requires placing prominence on the interpretative and meaning-based dimension of management.
Using principles of communication and control, Stafford Beer developed the VSM, with supplement developments from Espejo and Harnden (Espejo and Harnden, 1989) , and Keating and Morin (2001) . Beer's VSM envisioned the necessary and sufficient subsystems of productive (S1), coordination (S2), operations (S3) and monitoring (S3 Star [*]), system development (S4) and learning and transformation (S4*), and system policy and identity (S5) and their functions for organisational viability (continued existence) despite turbulent environmental conditions (Beer, 1979) . The VSM is a model of the organisational structure of any viable or autonomous system (Türke, 2008) . Recent research extensions in the emerging field of Complex System Governance (CSG), representing an approach to improve performance by purposeful 'Design, execution, and evolution of the metasystem functions necessary to provide control, communication, coordination, and integration of a complex system' ) offers a more robust view of system viability functions. These functions, nine in total, are described elsewhere (Keating and Bradley, 2015) . These functions can be mapped into organisational structures encompassing technical and social aspects (Flachskampf and Henning, 2010) .
The OSM focuses on analysing work processes that are strongly interrelated. The model is mainly a result of a combination of technology and human communication on a higher level (Brandt et al., 1999) . A synthesis of this model suggests that the OSM is more robust and mature since it combines aspects of SGM and VSM. Consequently, the OSM model can be used to deal with different aspects of the three models. In the OSM, complex systems and organisations are taken as living systems that can be mapped in the form of indicative maps. This model, like VSM, relies on principles cybernetics and is derived from elements of control theory loops. This model assumes that in the inner workings of a complex organisation, several central transformation processes take place. These processes involve interaction between 'inner' parts of the system (i.e., parts or subsystems) and the 'outer' parts (i.e., environment). In the sense of a control circuit, OSM shows the essential elements of system, interconnections, dependencies, and interactions (van den Homberg et al., 2014) . This model is dominant in 'networked' organisations (Treurniet et al., 2014) . In this case, a project is a temporary organisation within an organisation (Yap and Souder, 1994) . Moreover, a project can also be seen as 'open' system since it can be related to other projects, organised under an organisation, and influenced by the environment. In this case, analysis of a given project needs to include 'desired' and 'undesired' exchange the outer world -organisation and the environment.
During this analysis, a project leader must then consider internal relationships (i.e., links) as well as external dependencies. As suggested by the Cybernetic Model of Project Management (CAPM) (Lent, 2012) , the project includes the project itself, stakeholders, team members, and the targeted environment where potentially non-stakeholders are always influenced. And yet a project requires resources including material and nonmaterial (e.g., time) and yet no project can have unlimited resources. The aim of the project is to earn as much value as possible within the foreseen budget.
In projects, customers serve the purpose of proving feedback, system mechanics can be seen as the PM while goals can be seen as objectives. Lent (2012) suggests that it is possible to express CAPM with one equation. However, as the model becomes more complex, with multiple value variables, one obtains a complex nonlinear relationship as suggested in the left side of Figure 3 . In fact, complex systems do not lock into a stable state. However, they also do not just dissolve into chaos. The right side of Figure 3 supports the notion that a project as a temporary system with inputs, outputs, internal processes, environment, and feedback loops which create the system stability and allow change and development. This notion can be analysed in the OSM which is used in present research and is the basis for the following discussion.
It is generally accepted that a system delivers outputs. In a good design, the output is the customers expected out-come, following the objectives. In the OSM, the objectives are injected into the system as a target to be reached while the system delivers the output.
One should deliver what is requested, in the scope, quality, timing and within budget, for the system to be considered reliable. Thus, one can conclude that an output is not sufficient but necessary. Clearly, other terms need to be considered. These include mission statements involving reason of existence and meaning. These terms are often grouped in the purpose of the system. However, they differ on elements of frequency of change and the duration of validity.
Reason for system existence relates to the needs or expectations of customers to make use of the products or services of the business system. It is imperative that system actors known the 'reason of existence' of the system. Interestingly, certain mission statements are often written to describe reason of existence, and the main financial calculations in business cases refer to such statements. Kerzner (2013) suggests that all processes of today's investment management are aligned in this manner.
Modern PM have to also deal with the 'meaning' of output in regards to the customers as well as to society at large. This involves long-term value-creation of the system leading to future oriented execution of output, long-term thinking and looking forward at the wider context of system output rather than exclusively considering the economic reality of today (i.e., here and now). There is a push to deal with the basic economic values as well as meta-values involving philosophy of life, living as well as belief and conviction of the individual and the organisation.
Clearly, there is a push for PM to be more holistic. This involves dealing with all components of the system starting with acceptance of objectives, long-term aims, and ensuring delivery of the output based on mission statements. In particular, the 'reasons for existence' of the system can be coined as the 'business objectives' -they are distilled from the 'business needs' in an iterative and continuous process. This ensures that there is continuing existence of the system and that accuracy of defining 'business needs' and 'objectives' are managed. Furthermore, they provide assets as input that will be balanced with the value of the objectives through feedback loops as indicated in black and grey colours in Figure 4 which depicts a complex cybernetic investment management framework. On the operational level, management means the alignment of the customer's expectations of output with the objectives and its translation into business targets. This is how an organisation, as a system, reaches the expected objectives, shown as green colours.
Moreover, there is management of disturbances (i.e., risks and issues). This is done with available resources, within the timing and the scope of the target core processes which are part of the tactical level of PM (i.e., red colours). As previously mentioned, system components interact amongst themselves with a given system, as well interacting with the environment (Vester, 2002) . There is the need for stability and orientation within investment management. This orientation can only be given on a vision level through the statement of the system meaning. As suggested by a cybernetic model of a system, long-term survival of the business depends on having defined sustainable and future-oriented meaning statements. The focus here is on the system usefulness in terms of sustainability involving context of individual, cultural, ethical questions and expectations within society. Such meaning statements imply that there are values defined for the owner of the investment. In this case, values are one dimension for measuring effectiveness. Effectiveness is assessed by quality metric and efficiency is also measured, as a productivity metric (Purva, 2012) . Quality of output, in this perspective, is related to products or services especially the value assigned by the customers. Beyond the original OSM, two new artefacts are introduced in the system model: Actor and Sensor. The actor has the responsibility to understand certain orders (e.g., management decisions) and translate them into actions. This suggests that the actor must be a part of the system. Some references describe the actor as a mirror within the system to allow the system to change according to new and emerging challenges (Brandt, 2003) . The role of actor is necessary as the steering injection into the system based on feedback information. As the actor injects signals into the system, the sensor extracts information from the system and its output, and changes this information into a certain language to allow closing the cybernetic loop toward the actor.
These issues suggest a need to focus on benefits and value creation on mid and long-term scales, beyond short-term decisions. This is especially the case when working in an agile business environment. To this end, some investors might end-up defining objectives for risk in terms of key risk indicators and performance in terms of KPI by using portfolios of investments and then managing these projects based on such indicators. In some cases, portfolio management could be basis for aligning investments with strategic objectives, while in other circumstances cost-benefit analysis could be used retrospectively for investment (Vaughan et al., 2013) .
In the context of present research, we can now say that a system consists of at least three main elements: objectives, inputs, and outputs. Objectives include a description of a situation beyond project conclusion. In objectives, there is also need to consider constraints that would enable or hinder the project as well as ensuring enough focus to enable delivery of the expected outcomes. Furthermore, objectives might depend on nonlinearity of the situation which could be dominated by 'the butterfly effect' (Boisot and Mckelvey, 2007) . For a PM, this implies that managing of a project is not static since objectives could change based on individual, social, and environmental factors.
Inputs describe everything the project gets to execute, including all necessary actions and tasks, to deliver outputs according objectives. As the project is being executed, inputs are expected to change. Therefore, input is not fixed in time, but is dynamic. Additionally, and in complex projects, it is expected that resources, associated with inputs will change during execution. Reasons associated with such changes include, but not limited to capabilities, contractual obligations, and illness to stakeholders. Moreover, the scope could be redefined by the newly discovered insights in design and unforeseen circumstances.
Outputs are everything the project produces. This involves physical and theoretical outputs. Physical outputs are the deliverables including documents, software, and equipment. Theoretical outputs include insights, knowledge, and experiences. In this case, projects, like complex systems, will have interacting components and processes, influencing output (Espejo, 2013) .
Obviously, components of systems include humans, organisations as well as methods and techniques. The 'human' aspect involves team member and stakeholders who are directly involved in the project or impacted by the project. The organisation aspect focuses on both, the internal project organisation (i.e., defined by the PM) and the external project organisation (i.e., defined by the customer's organisation, organisation of suppliers and other involved parties within the environment of the project). In the technique aspect, we group all set of tools, techniques, processes, procedures as well as machinery used in the deliver the expected results.
OSM identifies three processes: Target Core Process (TCP), Individual Core Process (ICP), and Organisational Core Process (OCP) . TCP combines all activities, communication, and tasks necessary to produce the expected output. This is known as one-dimensional PM. ICP is influenced by the mood of each individual human, which can be influenced by situations within and outside the system. OCP considers interactions among individuals, system organisation, and the project itself.
Steering of the system and interferences
As previously suggested, there are 'hard' and 'soft' elements and that these interact in PM. The sensor interprets the output of the system and provides measurements for the management. The sensor also looks on other steering parameters like objectives, reason for existing, reason for meaning and basic reason as well as their changes. However, each sensor has a limited view of the system by its own boundaries (Conant and Ashby, 1970) . Within the planning phase, PM must plan for the sensor 'correctly' to get a realistic view of the project.
The actor gets the results of the PMs decisions based on the data of the sensor. These results will be transformed into steering input. Then, the actor injects this into the system in a structured way to steer the project. However, this planning is with uncertainties. Moreover, the system must contend with external disturbances, involving inputs not planned for or foreseen by the steering. These disturb the efficiency and effectiveness of the system. Typically, disturbances will involve issues and risks emerging outside the projects and certainly with the environment of the project. Interestingly, external disturbers are often considered to be outside the control of PM. Conversely, IDs are within the control of the PM are involve issues internally generated.
Relation of the OSM to modern management research
Management of a system goes beyond collecting KPIs and defining steering parameters. It involves having a balanced view of risk-taking and dealing with uncertainties. In this case, Gigerenzer (2014) deposits that experts can be a part of the problem rather than the solution since they, for the most part, are responsible for providing the KPIs as they executing tasks. It has also been suggested that there are situations in which 'less can be more' in that more information beyond a certain point, can decrease performance (Artinger et al., 2015) . This can be a basis for limiting numbers of KPIs.
If one takes the viewpoint that projects take place in form of a cooperation in human groups, then it becomes obvious that the cooperation should consider distantly related and even unrelated individuals, local distance, and communication systems [see Boyd and Richerson, 2005) . Hamilton (1975) and Trivers (1971) predicted that cooperation can only evolve under restricted circumstances. One of these circumstances is the selection of the individuals in the group and the coordination of this group. In fact, the use of teams and decision groups in organisations is a growing phenomenon. Working in a group is defined as working in teams. These can be separated into functional teams, cross-functional teams, self-managed work teams (semi-autonomous work groups), self-defining teams and virtual teams (2006) . Each of these teams requires different styles of leading. Strikingly, the aspects of leading people as well as organising the project team are covered by the ICP and OCP.
Literature also suggests that management should deal with uncertainty associated with constant changes or introduction of innovations (De Meyer et al., 2002; McMullen and Shepherd, 2006) . In PM decisions often relay on data from past period added by some extrapolations (Busenitz and Barney, 1997) . In this perspective uncertainty, can be seen as one of the 'interferences' in the system. These interferences can be enhanced by using information simply because it is available (as opposed necessary information) and the fact that managers tend not to adhere to procedures of rational choice (Simon, 1955) . Instead, a leader can could heuristics. In this case, a heuristic is a simple decision processes that only uses part of the available information (Bingham and Eisenhardt, 2011) . However, heuristics are not the consequence of mental shortcomings, nor do they always lead to second-best decisions, as was previously assumed (Kahneman, 2013) .
It must be stated that it is necessary to 'see' how items are related as well as their impact in a system. Central to this issue is Luhmann's dictum: only complexity can reduce complexity (Adler et al., 2014) . The use of a socio-cybernetic approach (e.g., OSM) supports Luhmann's dictum in that modelling complexity allows the manager to focus on the relevant items in the moment of decision-making. Management decisions chosen should be sustainable without unduly reducing the internal complexity of the organisation and essential for its capacity to cope with external complexity. This approach is in accordance with Ashby's Law of Requisite Variety and allows one to reduce complexity (Hornung, 2014) .
Model of the system
Starting with the abstraction that the probability of each state of a system is 100%, it is possible to model system dynamics and interactions. Any process or change in state of the system is represented as a transformation [equation (1)]: :
We define the function T as one-to-one in the equation (1) which means that an initial state s(t + 1) is always mapped onto a single state s(t + 1). The function can be used as a dynamical representation to model the interactions between components of a system. The Project Manager (PM) is a system, represented as a PM. The PM affects the system P or the project itself. We assume that the state of P at time t + 1 is dependent on the state of PM at time t. This is shown in the equation (2) and can be represented as a transformation:
S PM plays the role of the input of the project. In general, the project will not only be affected by an outside system (e.g., a PM), but also be effected by other systems causing external disturbance (S ED ). This leads to equation (3) and represented as transformation:
The project is aimed to produce output which is system S O . This leads to the transition T″:
with S O as output as shown in equation (4). For the outside observer, a project is a process that transforms input into output. If the observer does not know the states of the project, and precise transformations T and T′, then the project acts as a black box for the observer. By experimenting with the sequence of inputs S PM (t), S PM (t + 1), S PM (t + 2), …, and observing the corresponding sequence of outputs S O (t + 1), S O (t + 2), S O (t + 3), …, the observer may try to reconstruct the dynamics of the project. In some cases, the observer can determine a state space SP so that both transformations become more deterministic, without being able to directly observe the properties, processes or components of the project (Heylighen and Joslyn, 2001) . Internal disturbing make modelling black-box a difficult endeavour. However, internal disturbing can be taken as an internal feedback of the system. In OSM, a circular process is foreseen between output of the project (S O ) and input of the PM (S PM ). Interestingly, the Newtonian science concept of 'causes are followed by effects' is only valid in a simple, linear sequence. Contrastingly, cyberneticists, suggest that effects feed back into their very causes. This logic suggests that linear black-box modelling of the PM is not effective. This change can be represented by an equation representing how some phenomenon or variable, y, is mapped, by a transformation or process f, onto itself:
By that, we need to define the feedback differently by taking the time as factor for the system:
( )
Since the output y t+1 in equation (6) is not always usable in management decisions, a re-calculation is necessary to define elements of management including traditional KPIs (Cox et al., 2003) such as scope (i.e., delivered/not delivered), budget (i.e., planned/ actual), time (planned/actual), stakeholder commitment (i.e., positive/negative), among others, as well as 'soft' management elements such as team-performance and team building (Belout and Gauvreau, 2004) and environmental specific indicators like risk management. A linear cybernetic approach to PM is presented in Figure 5 . In von Foerster's (1979) research, a PM is seen as the observer. This notion is said to hold true for all decisions taken by a PM in any PM process. Managers see the system as a linear one and try to master the feedback loop (e.g., by increasing the frequency of project progress control) when imposing order (Lent, 2012) . However, since projects are nonlinear in nature (i.e., see Figure 6 ), a PM serving as observer, needs to be more trained to deal with uncertainty of nonlinear systems and focus on positive feedback of the project. This suggests that they might let the system freely float to a certain degree or even intentionally destabilise the system to learn the equilibriums and the resistance to change. Operating at the verge of chaos has been suggested as the most successful strategy to dealing with nonlinear systems (Bousquet, 2009; Singh and Singh, 2002) . Nonlinearity is based on the ID as well as parallel active processes. This suggests that traditional objectives of a project can have dependencies which are often beyond internal control mechanisms of the system including elements of reason for existing, reason for meaning, and basic reason. In such a case, a nonlinear model of OSM is necessary (Figure 6 ). At the beginning of the project (t = 0), the PM provides the necessary input for the project. This input is, in the first place, clearly defined in objectives (i.e., what to deliver). In the second place, PM provides the scope (i.e., how to deliver), resources (i.e., with what to deliver) and timings (i.e., when to deliver). These inputs are based on the planning of the project. After a control period, the PM gets information out of the system S P (t) as output S O (t). With this information, the PM, S PM , can make certain decisions. These decisions must be translated into input parameters according the predefined formula f IP (t). This enables the project SP to change into the state t + 1.
This reflex is also basic for project organisation. A team of project experts can be seen as system, S P , while the decision makers as system, S PM . The decision makers, SPM, can get their guidance through higher level system representations of reason for existing, reason for meaning and basic reason. This system is normally known as steering committee (S SC ). When these systems are logically separate, a hierarchy is evident as shown in a basic organisational model of PRINCE2 (Figure 7 ). 
Ontology of the modelled system
It is safe to say that each project starts with objectives. These objectives are a combination of different types of statements based on assumptions regarding the environment, E. These are realis moods of domain assumptions describing the environment of the requirements engineering problem as it is known. The second type of statements in objectives is irrealis mood statements describing situation-to-be, how the situation and environment should look like. These irrealis mood statements prescribe what the outcome of the project should be. Objectives can be described in functional requirements which are defined as goals (g) and non-functional requirements which are divided into Soft goals (f) and quality constraints, q . With a justified approximation (jappr), it is possible to define softgoal, F, a quality constraint, Q, that can exist for which it is justified to assume that if the quality constraint, Q, is met, then the softgoal, F, is also automatically fulfilled as described in equation (7):
Additionally, one can define a requisite (req) relation as an asymmetric relation defining that in order to make a certain statement true, another statement also needs to be true. This is valid for all statements within requirements (q, g, and s) but not for domain assumptions: In project work, one can make a separation between domain assumptions, goals, soft goals, and quality constraints as objectives and the realised deliverables as linked output. For all objectives, O, there can be a corresponding objective (r n , d n , s n ) at least one deliverable dm within the full set of deliverable, D, to fulfil a given objective. Notice that each deliverable is linked to one or more objectives and is the proven fulfilment of the objective. This means that for each objective there must be least one deliverable as indicated in Figure 9 . This relationship can be described in an equation:
The full set of all deliverables, D, is the result of processes executed by resources with a necessary input. Figure 10 depicts type of expected inputs. This input is either information (both steering information or knowledge and expertise) or resources.
Figure 10 Types of inputs
In analogy with the objectives, depicted in equation (7), one can define a justified approximation (jappr) between expertise, e, and knowledge, k.
( , ) ( ) for all , jappr e k e k e E k K ⇒ ⇒ ∈ ∈ ( 1 5 )
We can also define similar requisite relations between budget, manpower, and raw material as well as some exclude (excl) relation. Additionally, raw material in each process step after the first process step is also the deliverable of the first process step.
( 1 6 ) With these inputs, output, transformation processes, and steering, one can model the traditional project-based working. The transformations follow an environmental adapted approach. This could be traditional waterfall (sequencing) or agile approach (iterative):
( 1 7 ) When comparing linear model with the real-life system, one can see that some additional artefacts are necessary to create a more accurate model. As the objectives are defined to contribute to a defined strategy, each transition must bring an added value. As we have defined the transition:
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The transition is not a linear one as assumed above. The transition depends on three processes and internal disturbances as shown below. Internal disturbance (ID) is unknown transitions of the systems generating risks. In this case, risk is the possibility of not being able to fulfil the objective as expected and not to deliver the deliverables linked to the objective: This leds to an unsolvable equation based on the odd number of functions f and inputs i. This is in fact a characteristic for complex systems. Each of these transitions contribute to the delivery of the expected deliverable d ∈ D. Additionally, the external disturbance will be seen as input i ED . The external disturbance depends on unknown environmental changes or changes brought about by stakeholders. Recall, stakeholders are all persons having an impact on the project or persons impacted by the project:
This input can also be seen as a risk since it is unknown to the system:
Objectives are derived from strategic drivers. These strategic drivers, sd, are the concretisation (detailed description) of the strategy, S. Each strategy has at least one strategic driver and at least one objective:
The contribution of the objective to the strategic driver [see equation (21)] is an estimation, since the use of the deliverables linked to the objective is in the future. This estimation is mostly done in a matrix with value areas so that the contribution can be estimated: 
As scope, timing, and resources (input) are related to each other by the 'Devil's triangle' (Jovanovic, 2008) , we can calculate each point as a variable of the two other points leading to the function to calculate the timings of the project:
This unsolvable loop of equations can be approximated by different iterations and adapted estimations during the project definition. The iterations will stop after the accepted degree of uncertainty is reached. At that moment, the project is defined with all necessary transition steps to execute the transition, T (process all input I to the desired deliverables D). The system is defined by:
• resources (input of the project), i ∈ I
• timings,
• risks (external and ID), TID and i ED .
Similar to the definition of the link between objective and deliverable:
The link between objective and strategic driver/strategy, objective and Business Case, strategic driver/strategy and Mission as well as Mission and Vision can be described:
and
Mission is a foundational statement that describes the purpose of projects existence. It answers questions such as 'why do we do what we do' and 'who do we serve'. For each project, this is the Business Case and should distinguish one project from another. Within a Business Case, different statements are made (Figure 11 ). Beside measurable economical facts, there is a possibility for quantifiable, measurable, and observable parameters (Schaltegger and Wagner, 2006) . Additionally, all needed measurements need to be covered by having parameters concerning output, people, and organisation. This includes such issues as, project should:
• increase the employee satisfaction with y t+1 = f ICP (y t , i)
• remove barriers in the process with y t+1 = f TCP (y t , i)
• implement a new culture or way of working with y t+1 = f OCP (y t , i).
Figure 11
Statements in a business case Vision can be described as an image or description of the customers' system after the implementation of the deliverables of the project. In this vision, a strategy is essential and takes different forms (Johnson et al., 2013) . It requires the use of strategic drivers to translate the strategy into the project objectives. Traditional approaches, as described above, or the use of moving averages can be used to define the strategic drivers (Ruiz et al., 2014) . As an example, Vision and Mission, can define the drivers as described in Figure 12 . Comparable with the statements in the business case, one should have the same distributions of the parameters. The Sensor must be able to measure all outputs of the system. In this case a Sensor, s, of the TCP (Sensor TCP ) extracts all the necessary information from the system and prepares this information for management decision of the PM who deals with system feedback: 
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The Sensor, s, for the ICP (Sensor ICP ) and for the OCP (Sensor OCP ) identifies, similar to the Sensor TCP , data according to parameters defined. As these are not always objective, other measurements are necessary. For the Sensor ICP possible examples are, among others, employee satisfaction surveys, bilateral meetings, coaching moments, evaluations and follow-up discussions. For the Sensor OCP possible examples are, among others, outstanding reorganisations, 'Over the fence' management of departments, and leadership decision management systems.
The output of the system is not only a set of deliverables but also changes in knowledge, experiences and other insights. In other instances, the interest might lie in understanding human and organisational changes (Ulrich, 1997) . However, we might not know what to measure, how to measure it, when to measure it, and where to measure it. Some methodologies have been developed to address the issue of measuring individual and organisation change, including audit methodologies to measure system outputs (Yadav and Dabhade, 2014) .
Similarly, there is ongoing research for organisational changes. This is the case in Patterson et al. (2005) discussion on validating organisational change in the case of climate change. Figure 13 presents issues closely associated with measurement of changes in organisation and humans. For example, simply knowing Sensor, s, for the ICP (Sensor ICP ) and OCP (Sensor OCP ), one is not necessarily able to define or measure principle ideas of core indicators which tend to change based on influencing changes. Addressing these issues requires understanding of core processes as suggested in the Management Body of Knowledge (PMBoK ® ) and related knowledge in the domains of project integration management, project HR management and project communication management.
Still, other researchers try to estimate the impact and the possible effects. Vester (1988) uses his sensitivity model, Zangenmeister (1973) uses value-benefit-analysis, Wollenweber (1996) uses extended analysis of efficiency while Stumpe (2003) uses technical attractiveness. Similar methods are available with Shea et al. (2014) and Cummings and Worley (2014) . A complete discussion of these approaches is beyond current analysis. However, different measurements can be combined and considered in a multi-dimensional matrix. The change periods, CP, depends on each other. An exact relation depends on the environment. This discussion provides a basis for linking different elements including sensors and system vision ( Figure 14) . The information of the Sensor is provided as a vector of information. The PM executes a transformation of the information to create an input to the system: 
In this transition, T PM , PM, S PM , converts the information of the Sensor into input of the system. All necessary processes can be found in process-based method for effective PM such as PRojects IN Controlled Environments (PRINCE2) and the PMBoK® guide and standards. The output of this processes will be injected back into the system project SP by a translation f(IP). This translation helps in ensuring that missing resources are injected or that more material is provided.
Briefly use case
This section provides a detailed account of application of the developed model. 1 The case is within a company with different and sometime conflicting core activities. The global mission statement is translated into global strategic statements. Within this global strategy, each business unit has a defined strategy for fulfilling the requested group strategy. Measurable strategic drivers are given and defined as:
• performance, mainly driven by cost/income ration < 53%
• empowerment, mainly driven by selection of several maturity levels > 2
• accountability, mainly cultural driven by a 1:1 link between decision and accountability • responsiveness, mainly driven by the time2market and latency of response
• local embeddedness, mainly driven by local compliance to regulations.
Additionally, the company want to "aim to be the first company TOMORROW to be the reference … TODAY" (Blockx, 2012) . Such a statement is seen as a Mission/Vision as established in Figure 13 . The given drivers on group level are defined on coarse grain level. Each Business Unit, as mentioned above, determined their own strategy to fulfil the expected groups strategy. Therefore, they defined meso-grain drivers to evaluate their own operations and investments. These meso-grain drivers are described for each Business Unit in the so called 'Rose' approach. This level is the strategy of the Business Unit and represents the next detailed level. Figure 16 provides an example of statements derived from a mission statement above.
At this level, the link to the Business Case is already implemented as drivers for the investment analysis as analysis of efficiency or Business Case (see Figure 14) . The other drivers are defined for the purposes of ranking initiatives according added-value without executing a detailed Business Case -called back-log. These drivers are separated into two groups. The first group is the externally drivers and provides KPIs related to the company outside world while the others took on internal aspects of the organisation.
Besides business (BUS)-related drivers, the company also has information and technology (IT)-related drivers. These drivers are also defined on strategic level. As previously mentioned, all cases are listed in a 'back-log.' In this back-log, all scope-items are listed and are prioritised according the drivers of the Business Unit as indicated above. While some of these items can be executed separately, others require a 'project' approach. To define the priority, the value of each driver is defined and described along with the degree of performance. Figure 18 provides an overview of values and degree of performance. The use of this methodology provides insights into the expected deliverables as well as the objectives. The deliverables are mentioned as a single line and describe the expected outcome of the task as clusters defining objectives. The objectives are mentioned as numbers in the list (Figure 19 ). Note that some elements of Figure 19 are unreadable for confidential reasons. At this level, we have identified several projects scope items with the exclusion of approximate relations between drivers. Interestingly, as some IT-related drivers are fulfilled, Business Unit drivers are also fulfilled. However, there can be contradictions among drivers. This is the case when in one project, the meso-grain drivers are detailed into fine-grain drivers within the Business-Case. Against these drivers, the supporting IT-department might also have own drivers, headed by technology, legal regulations, operational stability, and security aspects. As shown in Figure 20 , the strategic statement was "to become the first with easy access techniques for the customers". This follows the driver "to be the reference and the first of this easy-access today". On the next level, the management decided that "using other identification and authentication technique" allows to assume (justified approximation) that these techniques will increase the easy access. Finally, a similar assumption is made to "use voice and face recognitions for identification". Figure 21 depicts another strategic statement. Here the company is obligated to fulfil the regulators request to be able provide legal provable identification and authentication. This follows the local embeddedness and compliance with the local regulations. The next management level assumed that only using legal accepted techniques can give evidence that the mission statement is fulfilled. This statement leads to the conclusion that old existing technique is actually the only technique for fulfilling the statement. Figure 21 as f 2 and as independent from each other in one system, then the mission statement is without exclusions. On the next level, one sees that the statements are excluding each other [excl (f 2 , e 2 ) and excl (f 3 , e 3 )]. If a project in this case starts to increase easy access to the system, then the same project will be confronted with statements which will not allow the project to deliver successfully. The PM needs to detect this exclusion and create another input into the system. This input is considered new information coming externally as information from another system, the company S ED . The project itself faces the problem (S P ) and the PM transforms this into the scope change (S O ). We can conclude that the PM transforms information received, the exclusions, to allow for a change in scope, S O , which results into a new scope, S O (t + 1), as described in equation (4). The project will deal with the highest exclusion. This means dealing with clarification of any legal provisions and authentication techniques. Once the exclusion of e 2 and f 2 [excl (f 2 , e 2 )] is met, the project will deliver a solution which fits more to the mission of the company.
Another example of a project is a company deciding to response to local markets with local front-ends in local language. This should increase the local embeddedness and time2market as the local developers do not need to translate. Subsequently, such a project reduces costs for the company. This type of a project also presents a unique opportunity in terms of using the same solution in other markets (i.e., regions and countries) that uses a different language, for example.
In the case study, two different projects were defined from the 'back-log.' One project is a local implementation on the same SharePoint tenant as an international implementation. However, both projects are defining their case separately as described in Figure 22 . Notice that all statements are derived from the same overall strategy. However, during the local translations and the concrete implementation in the BUS-Case the projects, both used different statements, d 2 and g 2 . Obviously, both PM's have different ways to deal with the issue of the excluding statements d 2 (passing translations and Multilanguage) and g 2 (maximising reusability) to reach the statement d1 (decreasing costs). Each might view the other statement 'd 2 ' or reverse 'g 2 ' (the decision) as a disturbance and therefore try to mitigate its impact. On the other hand, both PMs could elevate the issue to a higher level by using appropriate feedback loops. In the case study, both PMs decided to escalate issue via their steering committee. These committees decided to escalate on an international level where problems could be solved. This approach was taken since projects where able to show logical link of their own drivers to the drivers of the Business Unit and drivers on group level. The group steering committee decided that reusability should be implemented. This enabled savings of the second project to be used as subsidies to the first project. As expected, both projects received changes to the inputs including change in scope, change in budget, and change in resources. Clearly, these two examples indicate the applicability of the proposed model in allowing one to analyse and manage projects.
Conclusions
The used OSM as basic model for cybernetic ontology allows for definition of PM in multi-facets. The presented model, with small adaptations, all artefacts and processes within a project can be designed. This model allows one to model linear and nonlinear aspects of projects. In the nonlinear approach, disturbances can be integrated as risks. The model also offers a logic for Business case. It involves the Sensor that allows to integrate strategic information into the decisions of a PM. In a similar fashion, Mission, Strategy, and Vision can be measured and provide additional information to the system. Furthermore, the proposed model could be used to identify additional processes besides the traditional core processes of projects. These processes are complex and might require the 'black-box' modelling approach. Admittedly, present research does not define processes associated with complex systems.
However, present research suggests a need to identify, as much as possible, all processes of the environment to enable practical implementation. It is also assumed that the triangle of scope-budget-time is a good approximation for the process of the TCP. In more complex processes (i.e., ICP and OCP) more sophisticated observation methods are necessary to assume these processes. The PM processes of the PM, system SPM, are also available in several process trees for PM.
To supplement present research, we suggest areas of further research. It has been suggested that choosing to see a complex situation, or a project, in a particular way, "will obviously affect the approach adopted to studying it or seeking to change it" (Jackson, 1991) . Moreover, Flood and Carson (1993) submit that there are four areas of consideration when dealing with situations: ontology, epistemology, nature of human beings, and methodology. Ontology deals with the nature of reality, epistemology deals with the nature of knowledge, nature of human beings deals with the nature of human choices and methodology deals with the nature of appropriate approach. To a large degree, present research has addressed the nature of reality in PM (ontology) and knowledge that can be gained from model application (epistemology). However, much research remains regarding the extremes existing in ontology (i.e., realism and nominalism), epistemology (i.e., positivism and anti-positivism), nature of human-beings (determinism and voluntarism), and methodology (i.e., nomothetic and idiographic) Flood and Carson, 1993; Burrell and Morgan, 1979) .
However, present research provides much utility. Specifically, the practical use of the ontology developed in this research provides an explicit linkage between drivers, fulfilment, and interpretations that are instrumental in selecting the 'correct' projects that align with strategy. Additionally, the relations in the model provide a necessary view that is essential when a project deliver appears contrary to assumed scope. Finally, changes in strategy or Business Case can be injected into projects by changing scope, timings, or resources. Therefore, the presented ontology expects a high level of maturity and structure in project-based work which cannot be expected in all industries or companies.
