Prévisions robustes pour séries temporelles multivariées by Gagné, Christian
c2m)13’S 5 - /
Université de Montréal
PRÉVISIONS ROBUSTES POUR SÉRIES
TEMPORELLES MULTIVARIÉES
par
Christian Gagné
Département dc mathématiques et de statistique
faculté des arts et des sciences
Mémoire présenté ÈL la Faculté des études supérieures
en vue de l’obtention du grade de
Maître ès sciences (M.Sc.)
en statistique
juillet 2007
&rT
2O11tlI L
çi
© Christian Gagné, 2007
C
C
C
C
Université
de Montréal
Direction des bibliothèques
AVIS
L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité
ou en partie, pat quelque moyen que ce soit et sur quelque support que ce
soit, et exclusivement à des fins non lucratives d’enseignement et de
recherche, des copies de ce mémoire ou de cette thèse.
L’auteur et les coauteurs le cas échéant conservent la propriété du droit
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le
mémoire, ni des extraits substantiels de ce document, ne doivent être
imprimés ou autrement reproduits sans l’autorisation de l’auteur.
Afin de se conformer à la Loi canadienne sur la protection des
renseignements personnels, quelques formulaires secondaires, coordonnées
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien
que cela ait pu affecter la pagination, il n’y a aucun contenu manquant.
NOTICE
The author of this thesis or dissertation has granted a nonexclusive license
allowing Université de Montréal to reproduce and publish the document, in
part or in whole, and in any format, solely for noncommercial educational and
research purposes.
The author and co-authors if applicable retain copyright ownership and moral
rights in this document. Neither the whole thesis or dissertation, nor
substantial extracts from it, may be printed or otherwise reproduced without
the author’s permission.
In compliance with the Canadian Privacy Act some supporting forms, contact
information or signatures may have been removed from the document. While
this may affect the document page count, it does flot represent any loss of
content from the document.
Université de Montréal
Faculté des études supérieures
Ce mémoire intitulé
PRÉVISIONS ROBUSTES POUR SÉRIES
TEMPORELLES MULTIVARIÉES
présenté par
Christian Gagné
a été évalué par un jury composé des personnes suivantes
Roch Rov
(président-rapporteur)
Pierre Duchesne
(directeur de recherche)
Martin Bilodeau
(membre du jury)
I\’Iémoire accepté le:
111
SOMMAIRE
Dans ce mémoire, la problématique abordée est celle de la prévision dans
les modèles de séries temporelles autorégressifs vectoriels avec variables exogènes
(VARX). Les estimat.eurs des moindres cariés co;iditioimels (MCC) ne sont pas
robustes en préseilce de valeurs aberrantes. Pour obtenir des estimateurs robustes,
la méthode introduite par Duchesne (2005) ainsi que Bou Hamad et Duchesue
(2005) est généralisée pour les modèles \‘ARX. La distribution asynIptoticiue des
nouveaux estimateurs est étudiée pour obtenir en particulier la. matrice de va
riance asymptoticue des nouveaux estimateurs robustes, que nous dénoterons
RA-VARX (pour ‘rob’ust autocovaria’rtce estnirato’rs dans la classe des modèles
\/ARX). Les intervalles de prévisioll usuels sont basés sur les estirnateurs non
robustes MCC. En préseIce de valeurs aberrantes, par exemple celles de type
additif. ces prévisions peuvent être fortement biaisées. Plus précisémerrt, l’appa
rition de valeurs aberrantes peut rendre les intervalles de prévision conditionnels
usuels invalides. La nouvelle méthodologie robuste est utilisée pour développer
des intervalles de prévisioll conditionnels robustes qui tiennent CII considération
la variabilité associée à l’estimation des paramètres. Cette source de variation peut
être considérable, même dans un échantillon de taille modérée. Dans une étude de
simulation, les propriétés en échantillons finis des intervalles de prévision condi
tionnels robustes sont étudiées sous différellts scénarios de contaminatioll pour les
valeurs aberrantes. Les nouveaux intervalles conditionnels robustes sont comparés
aux intervalles conditiollnels basés sur les estimateurs I\’ICC.
Mots clés Séries temporelles inultivariées, intervalles de prévision, robustesse.
iv
$UMMARY
In this article, robust estimation and precliction iII muitivariate autoregres
sive models with exogenous variables (VARX) are coiisidered. The conclitional
least squares estimators (CLS) are knowii to be non robust when outiiers oc
To obtain robust estimators, the rnethod introduced in Duchesne (2005) auJ
Bou Hamad and Duchesne (2005) is generaiized for VARX models. The asymp
totic distribution of the new estirnators is studied auJ from this is obtained in
particuiar the asymptotic covariance matrix of the robust estimators which we
will eau RA-VARX (for ‘robust autocova7iance esti’mators in the VARX class of
moclels). Classical conditional prechction intervals normally reiy on estimators
such as tire usual non robust CL$ estimators. In tire presence of outliers, such
as additive out.hers, these classical predictions can he severely biased. More ge
nerallv, the occurrence of outiiers mav invalidate the usual conditional prediction
intervais. Consequently, the uew rohtist rnethodology is used to develop rohust
conditionai prediction intervals which take into account pararneter estimation un
certainty. In a simulation study, wc investigate the fuite sample properties of the
robust conditional prediction intervals under several scenarios for the occurrence
of the outliers. auJ tire new iritervals are compared to ion-robust intervals based
on ciassical CLS estimators.
Keywords : I\4riltivariate time series, prediction intervais, robust.
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INTRODUCTION
On peut s’intéresser à la prévision de certains aspects de l’évolution d’un
système, aspects clui pourraient consister eu une seule mesure. Par contre, il
est fort possible que de résumer l’évolution d’un système en tie seule mesure
risque d’être insuffisant. Dans ces conditions, on pourrait croire qu’un ensemble
de mesures sur ce système permettrait de mieux suivre son évolution. Prévoir un
ensemble de mesures grâce à une structure linéaire est ce que permet les modèles
linéaires multivariés. Les propriétés statistiques de ces modèles sont exposées dans
Ltitkcpohl (2005), entre autres. Un processus rencmtré clans les applications éco
nomiques et physiques est le modèle autorégressif vectoriel avec variables exogènes
(VARX).
Dans les applications pratiques. les iaraniètres d’un modèle VARX peuvent
être estimés avec la méthode des moindres carrés conditionnels, par les moindres
carrés généralisés ou encore par maximum de vraisemblance. La méthode des
moindres carrés conditionnels (MCC) sera exposée dans le prochain chapitre.
Voir Lfitkcpohl (2005) pour une description des autres méthodes.
Par coutre, les estimateurs MCC (ainsi que les méthodes similaires) sont très
sensibles à la présence de valeurs aberrantes. Par exemple, les estimateurs MCC
peuvent être fortement biaisés lorsque les observations ne sont pas tirées du pro
cessus VARX que nous dénoterons {Y} niais du processus fY +W}, disons, où
{ Yt} et {W} sont indépendants avec {V} une séquence indépendante et identi
quement distribuée (iid) qui génère les valeurs aberrantes (souvent avec une faible
probabilité). Les estimateurs I\’ICC sont très sensibles aux valeurs aberrantes acicli
tives, ces dernières étant appelées ainsi puisqu’elles affecteit la variable endogène
Y de façon additive.
3Le but de ce mémoire est de proposer des intervalles de prévision robustes
pour les modèles VARX. Même si l’estimat;ion robuste a déjà été étudiée clans
la littérature des séries temporelles, la. construction d’intervalles de prévision ro
bustes a. été peu étudiée, au mieux de notre connaissance. Puisque les estimateurs
I\4CC peuvent être biaisés lors de l’apparition des valeurs aberrantes, on peut
s’attendre à ce qu’une prévision ponctuelle basée sur ces mèiïies cstimateurs soit
aussi biaisée. De plus, les intervalles de prévision sont aussi affectés par les valeurs
aberrantes puisquils sont calculés avec l’erreur quadratique moyenne (EQM) de
prévision, qui est une quantité habituellement estimée avec des méthodes non-
robustes. Ainsi, les longueurs de ces intervalles de prévision seront possihiement
beaucoup trop larges, ce qui n’est pas souhaitable en pratique. Ce phénomème est
connu pour les modèles autorégressifs intégrés moyennes mobiles (dits ARIMA
pour anto’regressive integiuted moving average), voir Ledolter (1989) et Chatfield
(2001), qui ont présenté l’effet des aberrants additifs sur les intervalles de pré
vision. Ces considérations praticiues suggèrent le développement d’estimateurs
robustes pour les modèles VARX, ainsi que la construction d’intervalles robustes
de prévision.
Ainsi, ce mémoire présentera le développement d’estimateurs robustes pour
les modèles VARX. La méthode proposée est une généralisation multivariée des
méthodes d’estimation robustes proposées par Duchesne (2005) et Bon Hamad et
Duchesne (2005) pour les modèles autorégressifs univariés avec variables exogènes
(ARX). La distribution asymptotique sera étudliée. En utilisant mi argument si
milaire à celui doniié par Bou Haniad et Duchesne (2005), mais adapté au cas
multivarié et en utilisant le théorème de Cramér-Wold, les estimateurs proposés
convergent en distribution vers une loi normale. La matrice de variance asymp
totique est explicitement présentée, ce qui sera une quantité essentielle pour la
construction d’intervalles de prévision.
Dans le contexte des séries temporelles, il est d’usage dans les applications
avec données réelles d’ignorer la variabilité due à l’estimation des paramètres. En
s’iiispirant des travaux de Yamamoto (1981), les intervalles construits dans ce nié-
moire tiendront aussi conipte de la variabilité due à l’estimation des paramètres.
4En effet. comme il a été démontré par Sclimidt (1977), ignorer la variabilité due
à Iestimatioir des paramètres dans la construction d’intervalles de prévision peut
donner lieu à des btervalles de prévision beaucoup trop courts, particulièrement
pour des échantillons de petites tailles.
Un des aspects étudiés dans cc mémoire est le comportement en échantillons
finis des prévisions ponctuelles ainsi que des intervalles de prévision, cla.ssiciues
et robustes, dans divers scénarios de contamination par des valeurs aberrantes.
Leurs propriétés asymptotiques sont connues. dans des conditions idéales (par
exemple, lorsque le système peut être décrit par un modèle VARX parfaitement
observé). L’apparition de valeurs aberrantes peut se faire selon nue vaste panoplie
de scénarios Ainsi, il est très pertinent d’un point de vue pratique d’évaluer le
comportement des cstimateurs, des prévisions et des intervalles de prévision tirés
de ces estimateurs lorsciue les tailles échantillonnales sont modérées ou petites et
lorsqu’il y a présence de valeurs aberrantes. Les choix des stratégies de conta
iniriation sont très importants et devraient, refléter des problèmes potentiels en
pratique. Les simulations démontreront que les estimateurs robustes produisellt
des prévisions beaucoup plus stables en présence die valeurs aberrantes. De plus,
les intervalles de prévision développés à partir de ces estimateurs se verront com
parés à ceux obtenus avec les estimateurs MCC pour constater qu’ils prodluisent
des taux de couverture beaucoup plus près des valeurs nominales.
Chapitre Ï
PR1LIMINAIRES
1.1. SÉRIE TEMPORELLE MULTPvRIÉE
Dans cette section, des notions générales sur les processus linéaires multiva
nés sont présentées. Plusieurs notions fondamentales mtrodmtes clans le cas d’une
seule variable, c’est-à-dire dans le cas univanié, trouvent leurs extensions dans le
cas de plusieurs variables cOmpOSanL le système, cas que nous appelions multi
varié. Pour une exposition des imtions sur les processus linéaires univariés, voir
par exemple Brockwell et Davis (2002). Parmi les concepts fondamentaux, nons
décrirons les propriétés de stationnanité et de stabilité des processus vectoriels.
1.1.1. Processus stationnaire
Nous commençons dans un premier temps par définir ce qu’est une série tem
p orelle.
Défluition 1. Une série temporelle multivariée est une réalisation finie de taille
n d’un processus stochastique ?nultvarré Y = {Yt, t e Z}, où le vecteur aléatoire
Y ((1). . . (d))’ est de dimension d et Y(’i) reirésente Ïa 2eme composante
de Y.
Les propriétés du deuxième ordre d’un processus stochastique sollt spécifiées
par le vecteur des moyennes:
E(Y) = ((i),.
..
6et les matrices de covariance,
F(t. t — h) E{( t)(Yt_h t_h)} t —
Les covariarices croisées ‘j(t, t
— h) clomient non seulement une indication de la
dépendance entre les observations d’une même série (lorsciue i j), niais aussi
entre les observations de différentes séries (lorsque i j).
Une classe de processus importante possède une propriété qui garantit une
certaine uniformité clans le temps. Cette propriété est dite celle de stationnarité.
Définition 2. Lin processus est statwnnctire au second ordre si les deu:c pieu ers
‘moments restent invariants par mupport à t’indice temporel t. Plus précisément:
E(Y) = , Vt.
— h) E [{Y
— E(Y)}{Y1_5 — E(Yth)}T] T(h), Vh.
De plus, on présume que E {}2(i)} est finie. i = 1, d.
Un processus stationilaire fondamental est le bruit blanc.
Définition 3. Le processus {at} est dit bruit blanc si:
E(a) O. E(a±a) Za, E(ata) O, Vt s.
En général. il n’est pas nécessaire que les éléments soient indépendants niais
seulement non-corrélés. Lorsque les vecteurs aléatoires. at sont non-corrélés mais
dépendants, nous parlons alors de bruit blanc faible. Si les éléments de la séquence
sont aussi indépendants alors on dit que le bruit blanc est fort.
Pour caractériser la dépendance linéaire d’un processus, on utilise la matrice
d’autocorrélation qui résume l’intensité de la dépendance linéaire entre les élé
ments d’un processus.
Définition 4. La matrice d’autocorrétation au délai k, R(k,,), est donnée pan
R(k) =
où
i/(o) o
D1rr
o f/dt)
et Ïa matrfce f(1) est définie dans la Dflnition 2.
De façon plus précise, les éléments de la matrice sont:
p3(k)
—
(O) (O)
où
= Cov{(i),Yh(j)}.
Avant exposé la notion de stationnarité. on peut maintenant introduire une no
tion plus restrictive qui permet d’assurer la stationnarité lorsque certaines condi
tions sont satisfaites. Cette notion est appellée la stabilité d’une série temporelle.
1.1.2. Processus VAR(p) stable
Daiis la classe des processus stationnaires, il existe mie sous-classe importante.
Les processus linéaires stables sont stationnaires et la condition qui les caracté
risent est plus facilement vérifiable. Un processus peut être non-stable tout en
étant stationnaire mais ces ca.s ne sont pas présentés ici. Nous commençons par
définir clans un premier temps les processus autorégressifs vectoriels d’ordre p.
Définition 5. Un processus rnuttiva’rié est dit vectorieÏ autorégressif d’ordre p,
noté VAR(p), si:
V + 1Y1 + ± . . . ± pY_p ± at. Vt,
où les matrices (Fi, i 1, ...,p sont les paramètres autoréqressfs, Y est un vecteur
de dimension d, {aj} est un bruit blanc et Y est le vecteur observé au temps t.
$
1.1.2.1. Processu.s L1R(1)
Un cas particulier que nous examinons de plus près est le processus VAR(1):
+ 1Y_1 + at. (1.1.1)
En procédant à des remplacements successifs, il est possible d’obtenir une
expression pour Y en foirction des erreurs:
Y1
Y2 u + 1Y1 + a2 u + ?1(v ± 1YD + a1) + a2,
(Id±l)v±lal+a2+Yo.
En continuant les récursiolls, on peut représenter {Y} de la façon suivante:
Y (Id + i + ... + ‘)v + Y0 +
À la limite, il est possible de donner un sens précis au processus suivant:
Yt +Ziat_i. (1.1.2)
avec
=
(I
— 1)’v, (1.1.3)
où ji représente l’espérance du processus {Y}. Cette représentation sous forme de
somme infinie permet d’établir des conditions dites de stabilité afin qtie la somme
infinie clans le membre de droite de (1.1.2) converge et afin que l’espérance (1.1.3)
existe. Cette forme est aussi la représentatioll dite moyenne mobile d’un processus
\ÏAR(1).
Ayant défini les processus VAR(p), il est particulièrement simple de fournir la
condition de stabilité d’un processus VAR(1).
Définition 6. Un processus l’AR(l) est dit stable si les valeurs propres de i
sont toutes inférieures à 1 en module. De manière éqmvaiente, it faut vérifier que:
det(Id — iZ) O, z < 1.
Dans le cas d’un processus stable, (1.1.2) converge car les coefficients sont
absolument sommables, c’est-à-dire < oc. De plus, cette condition
9garantit 1’existence de l’espérance. Notons que la condition de stabilité est équi
valente à la iotion de causalité rencontrée en économétrie ainsi que dans l’analyse
des séries temporelles.
Il est possible d’écrire le processus pitis général \JAR(p) de façou plus compacte
de sorte ciu’il soit possible de récupérer les résultats obtenus du processus VAR(1).
Ainsi. uii processus VARt s’exprime comme:
(1.1.4)
avec
Yt Yt_1
t—l Yt—2
Y
Y—p+1 Yt_p
at z.’
o o
o o
1 2 p-1 p
‘u O ... O O
T?*= O I ... O O
O O
... ‘ O
Ceci est la représentation VAR(1) d’un VAR(p). De plus, sous l’hypothèse de
stabilité, on peut exprimer Y en utilisant la représentation suivante:
= *
+ (1.1.5)
De la même façon que la condition de stabilité a été établie pour un processus
VAR(1), on peut établir cette condition pour un processus VAR(p).
10
Définition 7. Un processus L4R(’p) est dit stable si les vcileurs propres de *
sont inf;rieures à 1 en module ou de façon (quiLatente sz det(I— z) O. zj < 1.
I\’Iaintcnant, si l’on veut une expression pour le vecteur original Y, on intro
duit l’opérateur:
E, — e 0
où e est un vecteur de O sauf en position i qui contient un 1. En particulier, ou
considère l’opérateur ET (Id O : O).
Cet opérateur extrait les d premières coHposant.es du vecteur ou matrice au
quel il est multiplié. On peut clone utiliser les formules précédentes tirées de la
représentation compacte VAR(1) d’un processus VAR.(p) afin d’obtenir une re
présentation de Y ei fonction des erreurs:
Y
= ETY + ET
II faut noter que la stabilité est. une caractéristique qui iniplictue la stationnarité
niais l’inverse n’est pas vrai.
1.1.3. La représentation moyenne mobile d’un processus VAR
La section précédente a introduit la représentation VAR(1) d’un VAR(p)
donnée par (1.1.4) de laquelle la représentation (1.1.5) a été obtenue. Cette der
nière forme (1.1.5) peut être utilisée pour déterminer la fonction d’autocovariance
ainsi ciue la moyenne et l’erreur de prévision.
Théorème 1.1.1. Un processus V4R(p) peut s’àcrire de la façon suivante:
Yt i ± (1.1.6)
où = Ei*2Ei et ETa_.
DÉMONsTRATIoN. Premièrement, on remarque que a
= EiETa car a = e1 ®
a0 ET (I : O : ... : O) et E1ET = (e1 0 Id)(eI 0 I) eieT O ‘d Ainsi,
EyETa = (eleIØId)(elØa) e1®a a.
11
Ou peut. doic écrire le vecteur des valeurs observées comme:
YL
— ETY = ± ET*EiETa
IViaintenant, on pose ETE1 et ETa. Nous obtenons ainsi
= bL +
011 peut ainsi tirer plusieurs expressions pour caractériser la fonction d’autoco
variance. Cette fonction est fondamentale puisque la stationnarité se décrit par
les propriétés du deuxiènie ordre.
1.1.4. La fonction d’autocovariance d’un processus VAR(p)
Comme présenté plus haut, la première expression pour la fonction d’autoco
variance fait appel à la représentation moyenne mobile d’un processus VAR(p).
Théorème 1.1.2. La fon.cèion d’autocovariance f() d “un piucessus VAR(p) est
donnée pan
F(h) ÷iaT. (1.1.7)
DÉMoNsTR.TIoN.
F(h) = E {(Yd — —
= E {( + asj)T},
—
:Do
*
— i=D Y-- a’#’j
D
On peut voir que la condition de stabilité assure que la fonction d’autocovariance
existe car la somme infinie devient sommahie.
1.1.4.1. Calent de la .foncfion d ‘autocorrélation
L’expression (1.1.7) est utile pour voir l’influence de la stabilité sur un pro
cessus mais n’est pas pratique lorsque vient le temps de calculer cette fonction
compte tenu de la somme infinie. Il est cependant possible de développer des
expressions récursives pour cette fonction.
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Théorème 1.1.3. La [onctort d ‘autocovaTiance ci un pocess’us VA R(1) satis [ail
lu [orme récursive suzuante:
F(k) F(k — 1), V k 1.
DÉMONSTRATION. En utilisant la relation (1.1.3), nous obtenons y (Id—)i.
En multipliant (1.1.1) par
— t nous obtenons:
(Yt
—
—
— + at(Y±_k —
En prenant l’espérance et en utilisant la représentation mo enne mobile du pro
cessus, on obtient le résulta.t désiré:
F(k) = 1F(k
— 1) + E{a(Y_k — )T}
= F1F(k — 1).
D
Le théorème suivant donne la variance de Y.
Théorème 1.1.4. Var(Yt) F(O) 1F(O) +
DÉMONsTRATION. En effet, en utilisant la définition de la variance de Y et en
utilisant encore une fois l’écriture en fonction du bruit blanc:
E{(Yt_)(Y_)T} = iE{(Yt_i_)(Yt_)T}+E{at(Yt_)T},
= 1E {(Y_ — )(1(Y_1
— ) + a)T}
+E {a[i(Yi
— i) + a]}
= 1F(O»T + .
D
Nous pouvons dégager la fonction d’autocovariance d’un processus VAR(p).
Ccci fait l’objet du théorème suivant.
Théorème 1.1.5. La fonction d’antocovariance d’un processus VAR”p) s’écrit
de façon récursive F(k) F(k — i)
DÉMONsTRATION. On multiplie par (Ytk
—
i) l’équation Y = y + Y_1 +
2Yt—2 + ... + Y±_ + at pour prendre ensuite l’espérance. D
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Les récursions dans le Théorème 1.1.3 et la formule pour F(0) dans le Théorème
1.1.4 composent ce qui est souvent appelé le système cFéquations de Yule-Walker
pour un processus VAR(1). Plus précisément, les équations de Yule-Walker d’un
processus VAR(p) sollt:
F(0) pT(1) + + pT) +
et
F(h) 1F(h —1) + + f(h —p), h> 0.
Ces formules permettdllt d’obtenir F(h) pour h p, si on connait déjà les coeffi
cients autorégressifs et si F(p — 1), F(0) sont déterminées . Affir de trouver les
valeurs initiales F(h), h 0, 1 p — 1, Liitkepolil (2005) décrit un algorithme
reposant sur la représeiltation VAR(1) d’un processus VAR(p). Voir Liitkepohl
(2005. pp. 28-29) pour plus de détails.
1.1.5. L’opérateur retard
Il est possible de déterminer les matrices coefficients de façon plus directe,
saris faire usage de la représentatioll VAR(1) d’un processus VAR(p). Pour ce faire,
il faut introduire l’opérateur retard B qui est tel que BY = Y_1 et B”Y =
Yt_k. Ceci permet d’écrire:
u + at, (1.1.8)
Définition 8. Soit (B)
= — iB — — ... — 3P• alors l’opérateur
inverse de (B) est ‘(3) et est tel que ‘(B)(3) = ‘d De ptns,
admet ta représentation —‘(B)
=
3z•
Amsi, en multipliant (1.1.8) par _1(3), nous obtenons:
=
Yt =
avec c
=
y. Bien sûr, l’opérateur _1(3) existe sous certaines conditions,
que nous donnons clans le théorème suivant.
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Théorème 1.1.6. L’opbuteur t(B) est inversible si det{t(z)} & O, Vz tel que
IzI<L
Une preuve du Théorème 1.1.6 se trouve dans Brockwdll et Davis (1991, pp.
408-4a9). Cette condition est aussi ceUe qui définie la stabifité d’un processus
VAR(p).
1.1.5.1. Identification des poids de la représentation infinie
Le Théorème 1.1.1 a introduit une représentation sous forme de somme hifi-
nie à travers la relation (1.1.6). U a été dit que cette représentation existe sous
des conditions de stabilité du processus. Les coefficients de cette représentation
peuvent être obtenus facilement grâc à la représentation VAR(1) d’un processus
VAR(p). Par contre, il pourrait être souhaitable de pouvoir obtenir les coefficients
de la représentaion infinie directement en fonction de ceux de la représentation
récursive. ta coefficients matriciels que nous avons notées 44 peuvent être cal
culés grâce à l’identification des coefficients des puissances de B dans le système
suivant:
T
— ‘P0’
n aS a*a
U =
n — A ‘C’1 AS Et
-
Ainsi,
y
‘P0 — ‘d,
— V’ A
‘Pi
— ta’jrlfl—j 3
Onposet=Olorsquej>p.
En particulier, pour un modèle VAR(1), Y = tiY_i + a et les équations
précédentes entraînent que les coefficients 44 = t. C’est le résultat qui avait
été obtenu auparavant lors du développement en somme infinie d’un processus
VAR(p) sous sa représentation VAR(1).
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1.1.6. Processus VARX(p,s)
Le processus \ÏARX est une extension des processus VAR auquel on permet
d’ajouter des variables supplémentaires, disons X, non-corrélées avec le processus
derrem qui compose le modèle. De plus, on suppose que le processus {X} est
statioimaiie et sans perte de généralité, on peut présumer que le processus {Xf}
est de moyenne 0. Ces variables sont dites exogènes et permettent d’expliquer
la variable d’intérêt, dite endogène. Dans cette section, un processus niultivarié
autorégressif de dimension d et de délai p, avec ru variables exogènes de délai s,
est introduit. Plus précisément, le processus s’écrit de la manière suivante:
= y + + VX_ + at,
avec dim(Y)=d x Ï, dim(Xt)=rn x 1 et cliïn(a)=d z 1. De plus, dim()=d z
dim(V)=dxrn et dim( )=dx 1, où dim(-) représente la dimension d’une matrice.
On peut écrire ce modèle sous une forme VAB.X(1,O):
Y =
avec
y0 y2 y5_1 y3
10 0 0
O I O O
00 I O
xt
xt_1
x= ,
V
xt-s
Ayant maintenant décrit les modèles considérés et décrit certaines de leurs
propriétés, il est de mise de présenter la méthode utilisée pour estimer leurs
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paramètres. Nous décrirons dans la prochaine section la méthode des moindres
carrés conditionnels (MCC).
1.1.7. Estimation
Nous commençons par décrire l’estimation d’un processus VAR(p).
1.1.7.1. Estimation PAR(p)
Lestimation des paramètres peut se faire grâce à la méthode des moindres
carrés. Le modèle usuel est réécrit de sorte que l’on obtient une forme semblable
à m modèle linéaire de régression. Ainsi:
= V ± ± 2Y2 +... ± + at,
peut s’écrire de façon plus compacte comme:
W=BZ+A.
avec
W = (Y1,...
B
Z = (1,Y,... yT1)T
Z = (Z0,...
A = ta1,..
En empilant les colonnes, on retrouve la forme standard avec laquelle il est
particulièrement commode d’utiliser les méthodes habituelles pour obtenir les
estimateurs. Ainsi, en vectorisant et en utilisant la propriété (A.2.2) dans l’ap
pendice, on trouve:
w = (ZT ® + a,
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où
—
w
— vec(W).
a = vec(A).
Cii obtient les estimateurs MCC eu optimisant le critère:
S = aT(I ® (1.1.9)
= tr(ATZA), (1.1.10)
où I,, ® est la matrice de variance du vecteur a et Z E(at). De plus,
tr(.) représente la trace d’une matrice.
Le processus {at} étant un bruit blanc, ses composantes sont non-corrélées
dans le temps. Cet aspect explique la forme diagonale de la matrice ® Les
estimateurs s’expriment sous la forme:
= {(ZZT)_1Z ® L}w.
Les estimateurs des moindres carrés et les estimateurs des moiirclres carrés
généralisés sont les mêmes pour ce modèle. En fait, il est à noter que le critère
(1.1.9) correspoird à un critère de type moindres carrés généralisés. Cependant,
si on adopte le critère usuel des moindres carrés
alors l’estimateur des moindres carrés de /3 obtenu en optimisant ou l’cstimateur
des nioiudÏres carrés généralisés optimisant S coïncident. Pour de pitis amples
détails, voir Ltitkepohl (2005, pp. 70-71).
L’idée entourant la reformulation d’un modèle \AR sous la forme d’un modèle
usuel de régression linéaire multiple se généralise facilement pour la construction
d’estimateurs de type moindres carrés dans le cadre des modèles VARX. La pro
chaine section introduit les estirnateurs MCC pour les modèles VARX(p, s).
1$
1.1.7.2. Es’imabon L4RX3.s)
Pour obtenir les cstimateurs MCC clans un modèle \7ARX(p.s), il suffit de
réécrire les écluations précédenttes en tenant compte de la présence de la variable
exogène
=
W BZ-A.
avec
W =
B (v.. V0.. ...V8),
(1.Y.... ,Y_±1, X_5)T.
Z = (Z0.... ,Z_1).
A (aï,. ..,a).
lVlaiirtenant, il suffit d’empiler les colonnes de ces matrices pour obtenir une
forme vectorielle contenant l’ensemble des observations. Ainsi, toujours en vccto
risant et eu utilisant la propriété (A.2.2) dans l’appendice, on trouve:
w(ZT®In)/3+a,
où
/3 = vcc(B),
w = vec(W).
a = vec(A).
Ainsi, les estimateurs des moindres carrés potir un modèle VARX prennent la
forme:
= {(ZZ’)’Z ® I,}w.
Cc sont ces cstimateurs qui seront utilisés dans l’article subséquent lorsque
nous procéderons à l’estimation des paramètres d’un modèle VARX particulier,
lorsque la technique des moindres carrés sera adoptée.
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1.2. PRÉVIsIoN
Malgré certaines similitudes entre les séries temporelles et l’analyse de régres
sion. certaines différences fondamentales existent entre les cieux champs d’étude.
La méthode d’estimation des paramètres par les moindres canés nous amène à
formuler le modèle dc série temporelle comme un modèle de régression, ce qui
peut sembler une approche naturelle lorsque Fou parle d’mi modèle autorégressif.
Cependant, une différence survient lorsque l’on considère le calcul des prévi
sions, au moins d’un point de vue pratique. Pour le calcul des prévisions selon
mi certain modèle de régression, il est naturel de tenir compte de la variabilité
due à l’estimation des paramètres alors que clairs un modèle de série temporelle,
il est d’usage d’ignorer cette variabilité clans le calcul de l’erreur de prévision,
qui s’effectue en irésuirrant les paramètres connus avec certitude. Cette habitude
est possihiement due au fait ciue la nature récursive des séries temporelles rend
l’inclusion de cette variabilité beaucoup plus difficile. Les travaux de Yamamoto
(1981) ont permis d’obtenir un terme dans l’expression de l’erreur qui permet
de corriger cette dernière pour la. variabilité due à l’estimation des paramètres.
En utilisant ET (Id : 0 . . . 0). il est possible d’utiliser la représentation
sous forme de somme infinie. Ainsi, une observation au temps t prend la forme
T T * T * *Y = E1 Y = E1 i + E1 a et une observation au temps t H- h s cent
Y ETY+h Et + ET
Une prévision s’obtient en prenant l’espérance conclitioimelle de YHh sachant
Y. Le théorème suivant explicite l’espérance conditionnelle dans un modèle
VAR(p).
Théorème 1.2.1. Soit un processus l’AR(p). L ‘espérance conddionneiÏe à Ï’hori
zou li, sachant Y, s écrit: E(Yt±hYfl E(ETY+FjY) Ep* +ET*h(Y —
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DÉMONSTRATION. Remarquons que Yt±h = ETY. Conséquemment:
Y, ETY+h = ET* + ET + ET
h—1
Et + ET *ia + ETh1
= ET* + ET + ETh(Y —
Ainsi, en prenant l’espérance conditionnelle:
E(ETY+1Y) ET + fI
-
= ETi* + ET*h(Y
D
L’espérance conditionnelle représente le meilleur prédicteur selon le critère de
l’erreur quadratique moyenne. Par contre, il demeure une incertitude lors du
calcul des prévisions clui doit être quantifiée. Ainsi, l’erreur de prévisiOn s’écrit:
et±h
— E(Yt+hY)
= ET
Ces fornmles sont à la base des méthodes de prévision pour ces modèles mais
ne tiennent pas compte d’un aspect importallt en pratique: les paramètres ne
sont pas connus et il faut les estimer. Le prédicteur utilisé en pratique est l’espé
rance conditionnelle clans laquelle on remplace les paramètres inconnus par des
estimateurs.
Définition 9. Soit Y(h) le prédicteur au temps t pour t’horizon de prévision Ïr.
Ce prédicteu7’ prend la forme:
Y(h) = EIW + ET*h(Y
- W)
Il est cependant pratique de représenter le prédicteur sous forme vectorielle.
Théorème 1.2.2. Le prédicteur au temps t pour t’horizon de prévision h s’écrnt:
Y(h) = avec W,, = (y*T y)T et = (ET*h, ET(I —
21
DÉMONSTRATION.
Y(h) ETï + ET*h(Y
—
— E(I — +
= Wft.
D
Le prochain théorème permet d’écire le prédicteur clans une forme alternative.
Théorème 1.2.3. Le jn+dictenr Y(Ïi) s ‘écrit:
Y(h) =
* Tavec Wh = W, Ø ‘u et — vec()
DÉMONSTRATION. Dahord. on remarque que: Y(h) vec{Y(h)} vec(Wh).
Mailltenant, e utilisant l’identité vec(AB) = (BT ®I)vec(A), (voir aussi (A.2.3)
dans l’appendice), on ohtieit:
Y(h) = {W ® Id}{vec()}.
Aillsi, on pose W W ® I et = vec() pour obtellir le résultat. D
Théorème 1.2.4. L ‘erreur de prdvision an temps t pour Ï ‘horizon h prend la
forme:
h—1
e+h T?a_j + W(c* —
DÉMONSTRATION.
et+h Y+5 — Y(h) E + ET*h(Y
—
— ET*h(Y —
= ET ± (a —
Maintenant, 011 remarque que pour un vecteur a on a vec(a) a. Ce qui permet
d’obtenir: ( — vec{( — â)W5} = W*
—
&). Ainsi,
e
= ET + W(a* — *)
D
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Le fait d’avoir des paramètres estimés plutôt ciue de présumer qu’ils sont
connus avec certitude entraine que l’erreur de prévision tient maintenant compte
de cette estimation. La mesure de l’incertitude entourant le calcul des intervalles
de prévision peut s’effectuer cii acloptaut uie approche conditionnelle ou incondi
tionnelle. Ansley et Kohn (1986) fournissent plusieurs arguments coilvaincants cmi
penchent en faveur cFune approche conditionnelle. L’erreur quaclraticue moyenne
(EQM) de prévision conditiomielle fait l’objet du prochain théorème.
Théorème 1.2.5. L’EQM de prévision conditionnelÏe à s’écrit:
*3
±W\Tar()8W + o(n’),
avec ÀT (vec(fT*)T T)
DÉMoNsTRATIoN. On remarque en premier liéu que:
Zvec{ET*iat+hj} + W(a
—
On procède maintenant à une expansion en série de Taylor du premier ordre. On
remarque que:
*
+ (Â — À) +
où
y* aâ
6ÀT 6vec(EI*)T’ T
Aillsi,
W( — a*)
= WT( — À) + o(n’2).
De plus,
et±h Zvec(E1*iat±h_j)
— W(Â
— À) + o(n’2).
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Conséquemment, Fespérance conditionnelle devient:
E(et+hehYt*) E
±WTVar()ÀWT + Op(fl).
D
1.3. \/ÀLEURS ABERRANTES
Dans la pratique, il arrive que le système {Y} ne soit pas parfaitement bien
observé. Ainsi, certaines erreurs pourraient survenir, et la source de ces erreurs
n’est pas toujours claire pour l’analyste. Formellement, on pourrait trouver que
les données proviemient majoritairement d’un certain niodèle. et c’est ce dernier
que nous voudrions décrire aussi précisément que possible. Autrement formulé, les
données pourraient provenir majoritairement d’un prenner modèle, et occasionel
lement d’un autre; ces deux modèles pourraient être fort différents, et exprimer
simplement un seul et unique modèle qui les réconcilie pourrait s’avérer compli
qué. On désire alors modéliser la portion des données provenant du phénomène
majoritaire et les autres données sont. considérées aberrantes.
Les valeurs aberrantes peuvent apparaître de façon additive sur la valeur ob
servée. Par exemple, si l’on considère le processtis {Y}, une contamination addi
tive voudrait dire que le processus observé sera {Y + W}, où {W} représente
le processus de contamination et est indépendant de {Y}. C’est ce méchanisme
de contamination dit additif qui sera considéré par la suite.
Un autre méchanisme possible est un processus de contamination des erreurs
{ U} du processus linéaire (B)Y U. Ainsi, le processus contaminé sera
plutôt (B)Y U + W. Ce médhanisme de contamination a pour effet d’af
fecter non seulement l’observation au temps t niais aussi les observations subsé
quantes. Ce méchanisme ne sera pas considéré plus en détail dans ce mémoire. De
toute façon, il est habituellement reconnu que les estimateurs sont moins affectés
par ce genre de contamination. Voir par exemple, Rousseeuw et Lerov (1987, pp.
275-277) ou Bustos et Yohai (1986).
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1.3.1. Mesure d’éloignement
La distance de Mahalanobis mesure l’éloignement d’une observation par rap
port à sa distribution. Elle est définie comme suit:
M {x - {x - E(x)}.
où = Var(x). Ainsi, on peut détecter qu’une observation est éloignée en utili
sant sa distailce de Mahalanobis associée. Par exemple, si x N(ti, alors
M . Dans le cas d’une observation umvariée, cela se résume à considérer
{x -
L3.2. Estimation robuste
Les esti mateurs robustes, par construction, devraient afficher un comporte
ment plus stable lorsque les données sollt coiltaminées. Ailtrement dit, les esti
mateurs robustes devraient fournir des valeurs similaires à ce qui serait obtenu
s’il n’y avait pas eu cl’errerirs dans les données. Une façoir d’arriver à cet objectif
est d’attribuer des poids aux données et de réduire les poids des observations
douteuses.
Les estimateurs RA-ARX consistent essentiellement à modifier les équations
du premier ordre qui définissent les estimateurs I\/ICC. Cette modification se ré
sume à remplacer les mesures de dépendance (les autocorrélations et autocorré
lations croisées) par des versions robustes. Les estimateurs qui sont solution du
nouveau système d’équations devraient être plus robustes sons certaines condi
tions.
1.3.2.1. Esfimation. nniva,riée RA -A RX
L’estimation dans uii contexte de valeurs aberrantes pour un niodèle linéaire
univarié contenant des variables exogènes, dit modèle ARX, a déjà été traité par
Duchesne (2005). Le développement de ces estimateurs permet d’avoir un aperçu
de la méthode utilisée pour obtenir des estimateurs écinivalents clans un contexte
multivarié.
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Soit le modèle uoivarié ARX(p.s):
— y + t_ + + a,
ciue l’on peut également écrire de façon plus compacte:
—
p,) 9(B)X + et,
et où comme d’habitude {at} est un bruit blanc et {X} est stationnaire.
Théorème 1.3.1. Les estwrrtciteu,rs des ‘moindres ca’rrcs satsfont le système d ‘qnat’to’ns:
s n—k—i—1
9k
k=O j=O
n—p—i—1
+J njrua(j+i;p) O, i=1...,p,
Ta() = Q, j Q, 1 S,
n
t=1
avec
r(k) (1.3.1)
et (B) = 0qrBi. De pins, cr et cî dénotent les varjances de {X} et {}
‘tespectivernent.
DÉMONSTRATION. On obtient les estimat.eurs MCC en optimisant:
n
S=a.
La condition de premier ordre pour n optimum est:
8S 8a
O.
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OÙ
=
9)T et:
aol
-
—
i 1,. .
.
X1_ j = O 1 s,
=
En illjectant é(B)( — t) 8(3)X1 + a1 Jans les équations plus haut, on a:
+ (B)’a} O, j = 1, p,
=
= = . ...,
t=i+1
as
=
En rappelant que
=
on réécrit le système:
= Z 0k Z ax
k=D j=O Li±1
n—p—i—1 n
+ Z n Z atc _j=O. pouri =15
j=O t=i+1
z . i
t=i+1
as
=
Maintenant en utilisant (1.3.1) on obtient:
s n—k—i—1
Z °e Z njrax(j+i+k)
k=O j=O
n—p—i—1
+ Z j1aa(j + i) = 05 i = 1... ,p5 (1.3.2)
i=o
rax(i) O i 0, 1. . . . , s (1.3.3)
Êat = O.
D
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À partir de l’expression des estimateurs des moindres canés à travers les
équations (1.3.2) et (1.3.3), on voit que ces cstimateurs ne dépendent des données
qu’à travers les mesures de dépendancer et r. L’idée qui contribue à accentuer
la robustesse des estimateurs RA-ARX est d’utiliser des mesures de dépendance
robustes (Robust Autocovariance, d’où le RA dans RA-ARX).
Définition 10. Les estimateurs robustes RÀ-ARX satisfont le système d’équa
tions suivant
s n—i—k—1 n—p—i—1
EOk E rflax(j+i+k;)+Ua E Wfl00U+iii) = 0,i=1,...,p,
k=0 1=0 j=0
= 0, i=0,1,...,s
= 0.
Les quantités 7 et 7a sont des mesures de dépendance et sont définies comme
suit
7(i;) = rC
t=i+1
74i; ii) = C «at/u, at_ilea).
t=i+1
Ces mesures dépendent des fonctions «••) et «e). On note que si «u, y) = uv
alors on retrouve le système original ayant les estimateurs MCC comme solution.
De manière générale, dans un contexte d’estimateurs robustes, on présume que
les fonctions ,j(.,.) et «.) sont continues. La fonction «.) est supposée impaire
et la choisir bornée permet de limiter l’influence des observations potentiellement
suspectes. Des choix robustes peuvent consister à choisir «u, y) = (u)v où
•(u; c) = sign(u)min(uj,c),
et c est une constante de robustesse à spécifier. D’autres suggestions sont discutées
dans Bou Hamad et Duchesne (2005) et dans l’article qui se trouve au prochain
chapitre.
2$
1.3.3. Récapitulatif
Dans ce chapitre. il a été question «introduire des notions fondamentales sur
les processus multivariés. Les notions de stationnarité et de stabilité d’un proces
sus ont été présentées ainsi ciue les propriétés de la matrice cl’autocovariance. La
classe de modèles \/AR ainsi que la classe plus générale VARX ont été décrites
avec les estimateurs des moindres carrés conditionnels pour ces deux classes res
pectives.
La prévision clans la classe des modèles VAR a été présenté. Il a été question
d’erreur de prévision qui considère la variabilité due à l’estimation des paramètres.
Cet aspect sera repris dans l’article qui suit pour la classe plus géuérale des
modèles VARX lorsciu’il sera question de construire des intervalles de prévision.
Enfin, l’estimation robuste en présence de valeurs aberrantes a été discutée.
Plus particulièrement, le développement des estimateurs robustes RA-ARX a été
exposé, ce qui illustre l’essentiel de la démarche utilisée clans le cas multivarié pour
obtenir les estimateurs RA-VARX qui seront développés clans l’article suivant.
Chapitre 2
L’ARTICLE
Le préseit. chapitre est une copie intégrale de l’article intitulé 1011 robust
forecasting in dynamic vector time series models soumis à une revue scientifique
avec un comité de lecture. La première version de l’article a été soumise en 2006.
Il a été révisé et raccourci en mars 2007. Puisque la. première version contient plus
de détails théoriques et empiriques, c’est cette dernière cie nous incluons ici. Le
premier auteur de l’article est également l’auteur du présent mémoire.
On robust forecasting in dynamic
vector time series models*
- August 15, 2006
Christian GAGNE
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1. INTRODUCTION
Dyriamic simultaneons equation models are frequently llsed for forecasting pur
poses. The statistical properties of these liHear systems are cbscussed in Judge et
aï. (1985). Haiman anci Deistier (Ï988) and Liitkepohl (1993), amongst others.
A possible process encouutered in economic aiici physicai applications is tue vec
tor autoregressive moclel with stationary exogenous variab’es (VARX). Let the
d-vectors Y ((1) (d))T arici the m-vectors X = (X(1). .. . ,
t 1 n, 5e observations corresponcling to a stationary VARX process of
orders p anci s, abhreviated VARX(j,s). Then, there exist d x U matrices ,
j = 1.... .p alld U x in matrices V. j = 0.1. s, with O and V5 O,
sucS that
P(B)Y = O + V(3)X ± at, (2.0.1)
where O denotes a U x 1 constant vector, (B)
—
‘d heing the
dx U identity matrix. V(B) B represcuting the usual hackwarci shift
operator. In represeutation (2.0.1), the random vector at (Ct(1), at(d))T cor
responcis to the error term, t = 1,... , n. Let X {X, t e Z} anci a {at, t e Z}
5e the exogenous auJ error stochastic processes, respectively. Process a is assu
mcd to 5e a strong white noise, that is a, t e Z, are identically ancl indepelldellt:ly
Jistributed (iid) ranclom vectors with mean zero auJ regular covariance matrix
. Without loss of generality the mean of process X is zero. Furthermore, we
suppose that the autocovariance function of X clefined by fx(j)j c Z, is absoluteiy summable, that is fx(j) < oc, where AH clenotes
the Euchdiau norin of matrix A. In the following, X auJ a are statistically mdc
pencleut stocliastic processes. 15e VARX process Y = {Y. t e Z} is supposed
statiouarv and consequdntly ail the roots of Jct{A(z)}, z e C, lie outside the unit
disk, where Jet(A) stands for the cleterminaiit of matrix A.
In practical applications, the parameters of the VARX moclel eau 5e estimatecl
by conclitional least squares estimators (CLS) or hy alternative methods sucS
as generalized least squares, estimated generalized least sciuares or maximum
likeliliood estimators, amongst others. Sec Ltitkepohl (1993) for a description
of these methods. However, the sensitivity of the CLS estimation procedure (or
related techniques) to outiiers is well-known. For example, CLS estimators may
5e strongly hiased when the observations are not ohserved from the process {Y}
satisfying (2.0.1), but for example from {Y + W}, where {Y} auJ {W} are
independent, with {W} as an iid sequence that generates the outiiers (typically
the occurrence of outliers is relatively srnall, for example with probahility less
than 5%). The CLS method appears to 5e very sensitive to the kind of outiiers
which fail in this so-calied additive category, since they affect the endogenous
variable Yt additively. Robust estimation techniques and rohust diagnostics for
time series models are introduced in Hampel et aï. (1986) and Li (2004), amongst
others.
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The goal of tins paper is b propose rohust predictioll intervals in VARX
mocÏcls. Whereas robust. estimation lias been widelv stuclicd in the time series
literature, the construction of robust prediution intervals in dvnamic moclels bas
received littie attention. to the hest of ouï kuowiecige. from a practical point. of
view, the empirical evaluation of existing precliction mtervals f0 varions kind of
outiiers seems an important issue. Since outiiers eau cause Lias problems for the
CLS estimators of the parameters of the modeL if is expected that the usual point
predictions ha.sed on such estimation tecimique wiil also Le hiased. Furtlïermore,
anci maybe more importantly, the classical precliction confidence limits are cal
culated using the usual mean squared errors of prediction. Since these quantifies
are estimated in practice using non robust estimation metliods, thev clisplay also
sensitivity to outiiers. Thus. the iisual predliction intervals are expected to be dis
torted by outiiers, an unclesirable outcome in the forecasting practice. In general,
outiiers may invalidate the predictions anci flic prediction confidence limits for
practical purposes. These phenomena are well-krowri to occnr in ARIMA mo
dels, sec Ledolter (1989) and Chatfield (2001), who have cliscussed the effects of
additive outliers ou predictions intervals. These practical coirsiderations eau for
the dcvcloprnent of robust estimators in VARX models airci for the construction
of robust precliction intervais.
Since flic CLS estimation method dispiays sensitivitv to outiiers, one of this
paper’s primarv objectives consists in developiirg robust estimators hi VARX
moclels. Tire proposed rnethod provides a multivariate generalization of tire ro
bust estimation technique elaboratcd in Duchesne (2005) and Bou I-Iarnacl and
Duchesue (2005) for univariate autoregressive models with exogerrous variables
(ARX). The asvinptot.ic distribution of tire proposed estimators is stuched. Using
an argumentation sinniar to the one given in Bou Hamad and Dudhesne (2005)
Lut adapted to flic multivariate case using tire Cramér-Wold device, tire proposed
estimators are seen to converge in distribution towards the normal distribution.
Tire a.symptotic covariance matrix of tire rohust estirnators is exphcitiy obtained,
winch is uscful for constructing predictioin intervais. Other estimation procedures
for vector time series inclucle the robust estiniators useci hy Be;i, Martinez and
Yohai (1999) in vcctor autoregrcssive moving average time series (VARJvIA) mo
deis. Sec aiso Li and Nui (1989) who deveioped alternative rohust estimators in
\‘ARMA modeis.
Ouï irew robust estimators ailow us to clevelop new robust conditionai pre
diction intervals in VARX models. The proposed robust prediction intervais are
conditionai because tire coverage properties are conditional on flic lagged endo
genous aud exogenous processes. In time series practice, it is rather conimon to
overlook parameter estimation uncertainty in constructing prediction intervals.
However, in smali and moderate samples, accounting for parameter estimation
o.
uncertainty con greatly improve the coverage properties of the precliction inter-
vals. Consequently, the rohust condiltional prediction intervals hcing proposed
here offer accuracv iip to Op(n), aiid thev take into account pararneter es
timation. In a seminal work on precliction in dynamic models, Schmidt (1977)
coïisidered the asymptotic distribution of d namic simulation forecasts ancÏ pro
vided some small sample eviclence, concluding that a disregard for parameter
estimation uncertainty may lead to substantial ullderestirnatloll of forecast va
riance in smaÏl sampÏes. For vector autoregressive (VAR) processes and VARIVIA
processes, Baillie (1979), Reinsel (1980) and Yamamoto (1981) clerived the a.svrnp
totic mea;i squared error of rnulti-step predictions. The asymptotic distribution
of predictions for the more general simultaneous equation model with lagged
enclogenous variables auJ VAR errors lias been stuclied in Baillie (1981). The op
timal precÏiction scheme for multi-period predictions of a simultaneons equation
autoregressive moclel wit.h exogenous variables, with VAR errors or vector mo
ving average errors. lias heen investiga.ted in Yarnamoto (1980). Ansley and Kohn
(1986) have consiclereci prediction mean squared error for state space models with
estimated parameters as well as applications to ARMA models, while Reinsel and
Lewis (1987) have investigated forecastirig methocis for non-stationar multiva
riatc tiine series. Rcsamphuig techniques rcpresent an alternative approadli for
constructing prediction intervals. Masarotto (1990) and Grigoletto (1998) have
proposecl bootstrap prediction intervals for autoregressive processes of unknown
order p, when p can be estirnated consistently. Cao (1999) lias reviewed some
resampling technictues for predicting time series. Alonso, Peila and Ronio (2002)
have introduced the so-calleci sieve bootstrap for estimating precliction intervals.
Their study concluded that empirical coverage cornes doser to the nominal confi
dence level when the prediction intervals constructed incorporate the uncertainty
due to parameter estimation, specially when the sample size is small. Prediction
using estimated paran eters in misspecified univariate models has bcen considered
in Kunitomo and Yamamoto (1985). Stine (1987), de Luna (2000) and Kabaila
and He (2004). Schorllieidc (2005) has recently iuvestigated forecasting under
rnissp ecification in VAR niodels.
The general objective of this paper consists in proposing a robust methodo
logy for use in VARX models, in order to derive reliable forecasts when outiiers
are suspected to occur in the observed tirne series. Valid conditional prediction
intervals are provided under a correctly specified niodel, which should offer ro
bustness in the presence of additive outiiers. The rest of the paper is organized
in the following way. In Section 2, rohust estimation is developed in VARX mo
dels, generalizing the robust method of Duchesne (2005) auJ Bon Hamad auJ
Duchesne (2005). The asymptotic distribution of the rohust estimators is stated,
and a practical algorithm for coniputing the rohust estirnators is discussed. In
Section 3, new robust prediction intervals are developed, which take into account
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parameter estimation uncertainty. In Section 4, we examine the fuite sample he
havior of point predictions and pi’ecliction intervals, when additive outiiers are
preseiit and absent. Several scenarios generate the additive outiiers, including
otitiiers at fixed ailci random positions, anci patches of outiiers. Rohust predic
tion intervals haseci on the rohust estimators proposed. arici classical prediction
intervals relying on tire CL$ method, are compared with respect to coverage
properties of prcdiction intervais ; empirical biases of the predictions ; and empi
rical preciiction mean squared errors. We conclude the paper with a discussion.
Soute teclinical details are given in the Appendices.
2. ROBUST ESTIMATORS IN VARX MODELS
2.1 Development of RA-VARX estimators
In Duchesire (2005), robust estimators in ARX models are introcluceci, generali
zing a robust method proposeci hv Basa.wa et al. (198.5) for dynamic regression
models with fixed regressors. These estimators are obtaineci by adapting to clyna
mie models the robust methodoiogy Bustos anci Yohai (1986) initially elaborated
for ARIVIA modeis. Ben. Martinez and Yohai (1999) proposed robust estimators
in VARIVIA mociels, extending tire RA estimators of Bustos and Yohai (1986) to
nmltivariate tinie series. Another class of estimators in VARMA mociels is cille to
Li and Hui (1989), but the approaci taken hy Ben, Martinez and Yohai (1999)
provides a more naturai multivariate gcneralization, since tire resulting estimators
enjoy some desirahie properties (they are for example affine equivariant).
In ARX models, thc system of equations whicli lias tire CL$ estimators as
a solution involves the ton rohust sampie autocovariances of tire resicluals and
cross-covariances between tire residuais anci tire exogenous variables. This suggests
that robustiiess can he aclueved hy repiacing the usual auto- aird cross-covariances
by robustifccl versions. $olving tire resulting system leads to tire so-called RA
ARX estiinators. Duchesne (200.5) lias studied tire consistencv of tire RA-ARX
estimators when a perfect AR.X model is ohserved, and Bou Hamad and Duclresne
(2005) have derived the asyniptotic distribution of tire RA-ARX estimators, whiclr
is shown to he normai. In particular, the asyrnptotic covariarice matrix of tue RA
ARX estimators is obtained; applications of these resuits include tire elahoratiort
of test statistics for diagnostic checki;ig. amongst others.
Tire process (2.0.1) eau be written equivalently as
—
i) V(B)X + at, (2.0.2)
whcre i _1(1)O, and we wiil often resort to the alternative parametri
zatiôn (2.0.2). Let
= (,.. . ,), V = (V0.V1,. .. ,V) be d x dp and
d x (s + 1)m matrices corresponding to tire autoregressive and exogenous parts,
respectiveiy; and ? = (vecT(), vecT(V). T)T be a d2p + dm(s + 1) + d vector,
which i;rciude ail tire model parameters. For a matrix A, vec(A) represents tire
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vector ohtained by stacking the columns of A (see Harville, 1997, Chai ter 16.3).
We denote V0, 110 auJ À0 as tire truc values o the parameters. The CLS
estimators of À0 are obtaiired bv minimizing the foflowing objective function
t=tVs)±i
where p V $ denotes the maximum between p and s. For a given value of À, the
residuals. noted r(À), are defiuecl recursively as r(À) O, for t < 0, and, for
t 1....,n,hy
r(À)
rhere
— ; aiKÏ we set Y 11 aird X O for t < 0. We wiil write
simpiy rt r (À) for tire residuals wlien rio confusion is possible.
The CL$ equations are obtained b equating to zero the clerivatives of 3(À)
witli respect to the matrices j, i 1, . . .
,
p ; V. i 0, 1, auJ with
respect to tire vector 11• To obt.ain these deriva.tives, some intermediate resuits
appear useful. Vectorizing r(À) ancl using tire weil-known identity vec(ABC)
(CT ® A)vec(B), we deduce that
rt(À) =
—
0 I)vec() — 0 Id)vec(V).
Conscquently, it is not difficuit to estahlish that
arttÀ) T
DvecT(j) = —(Y_ 0 Id), j 1,...
8T)
—(X 0 Id) j 0,1 s, (2.0.3)
3)
Computing tire cierivatives of tire objective function 3(À) with respect to tire
model parameters, the system to soive then becomes
0) = rt(À3 )_OJ
=
r(À) 361)
=0, j=0,1,...,s,
3S(À) — T À 13r(À)
—
— L( ) —
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Using the preceding intermedliate resuits auJ transposing, the system of equations
cari 5e written alternativehr as
(} = O. j 1 p’
{ 8J(v3) — Id)vec{’rt(À)} = O. j 0. 1, s.
{ S(À) } T() vec{’rt(À)} O.
The last equation iniplies that 2 r(À) = O. Consequentlv, the CLS estimators
of À0 also satisfv the followirig s stem of equatio;is
= O. j 1. .. . p.
vcc(rtXT) O, j 0,1,. . . ,s, (2.0.4)
= O.
Let ‘(B) U0(p, )30. A useful expression for process (2.0.2) is given
hy the inftnite representation
U12VX_j, +
h0 i=0 h0
where to simplify the notation we write U0(p, ) U0, h > 0. We dernonstrate
that system (2.0.4) cari be expressed in terms of the matricial auto- and cross
covariances. Let
Crr() = (2.0.5)
rt±X, (2.0.6)
5e the lag-i autocovariance of the residuals, and the lag-i cross-covariance between
r and X, respectively. Using the initial values for Yt and X for t < 0, and
performing a change of variables similar to the one doue in Duchesne (2005,
pp. 54-55), we see that the CL$ estimators satisfying (2.0.4) are also a solution
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of the following system, expressed in function of (2.0.5) ancl (2.0.6)
vec {È E’Cr(h ± i + j)VU
i=O h=O
n—p—j—1
+ E’Crr(h ± j)U Q j = 1 p. (2.0.7)
h=D )
vec {E’Cr(j)} O.j = 0.1,.... 8, (2.0.8)
Zrt(À) O.
Consequently. the svstem of eciuations (2.0.8) also leads to the CLS estimators.
However, thc preceding argumentation suggests that the system relies on ma
trices (2.0.5) auJ (2.0.6), winch are hased on the resicluals r. The usual residuals
computed witb the CLS estimators display sensitivity to outiiers. In order to li
mit their influence auJ to obtain more robust estimators, we proceed as in Ben,
Martinez aird Yoha.i (1999). by replacing the residuals r in the auto- auJ cross
covariances (2.0.5) auJ (2.0.6) by the moclified residuals as follows. Let (.) be
an oJcl and houucled function and Jefine the weight function
(x) ‘(Œ) (2.0.9)
To measure outlvmg residuals, we introduce E), the Mahalanobis distance
(a metric with respect to the covariance matrix E) of the residual rt
d(À,E) = r(À)E’rL(À).
Residuais rt for whidh d?(À. E) is large represent potential outliers, far from the
rnajority of ail the rt’s. Then, the modifled residuals are Jeflned as
t(.X E) r(À)w {d(À. E)}. (2.0.10)
The idea hehuiid modification (2.0.10) consists in reducing gradually the influence
of resicluals suspected to be outiiers. The resulting estirnators hased on these mo
Jifled residuals shoulci be robust when additive outliers occur in the eudogenous
variables. The residuals (2.0.10) rely on the w function (2.0.9) and a function
‘/‘.
Scverai possihilities exist for choosing these functions. A possible exaniple is of
fered by the Fluber function, which is deflned as
H(u; i3) sign(u) min(Iu, P),
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where sign(u) denotes the sigu of the real number ‘u. Another choice is given hy
the reclescending bisqilare function
f u(l — qj2/2)2 if O < u <,
‘B(v; 19) —
0, elsewherc.
The ftmctions H(’u; 19) auJ /3(u: ‘Q) are based on a constant ‘Q, which is called
the tuning parameter. This adclitional constant controls the degree of robustness
and the efficiency a large 19 iS associated with efficient procedures with respect to
CLS estimators uncler perfectly observed VAPX models anci, on the other hand,
sinaller values of 19 provide more robustness, downweighting more heavily la.rger
residuals. Ben, Martinez anci Yohai (1999) provicle a table for these parameters
in VARMA models.
The robust estimators, that we denote RA-VARX, are now deflned as a solu
tion of a rohustification of system (2.0.8), ilsing the modified residuals (2.0.10) $
{ ‘Cx(h + i ±i=O h=O
n—p—j—1
+ Z’C(h +j)U O, j 1 ,...,p, (2.0.11)
)
vec {Z1Cx(j)} = O,j 0.1,..., s, (2.0.12)
= O.
The variance of the error term a is estimated robustly as
(2.0.13)
whcre
cl
C
E{2(V’/2)} (2.0.14)
The random variable V in (2.0.14) follows a 2 distribution with cl degrees of free
dom. Tins dhoice of the constant c ensures that provides a consistent estirnator
of when at follows a normal distribution. In the next section, the asymptotic
distribution of the RA-VARX estimators is investigated.
2.2 Asymptotic distribution of RA-VARX estimators
Let {Y} be a stable VARX(p,s) process with stationary exogeilous process {X}
given hy (2.0.1).
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We introduce thesysten] L(À, Z) = (LT(À. Z)...., L82(À, E))T J E) =
Z= Z), j 1 p + s + 2,
=
x,+t(À. Z)vec(V) + Z), j = 1, ...
À. Z) j p + 1 + s + 1. (2.0.1.5)
6+5+2,ttZ) = t.
where in the preceding system we let Z) U, 0 (Z’XT1,2),
Ïc 1,... ,p + s, d --•(À Z) h>Ovec(Z1tr±_hUh), j = 1.... ,p.
Using these clefinitions, the RA-VARX estima.tors are deflned as a solution of the
svstern
L()
and (2.0.13). Uncler suitable regularity coilditions on /i and using a Taylor series
expansion as in Bou Hamad and Dudhesne (2005), we obtain that
— À0) = —{n1DL(Ào. )}‘{n”2L(Ào. )} ± op(1),
where DL corresponds to t.he differential matrix of L with respect to À. According
to (2.0.13), -÷ Z0 = cE{rrw2(d)}. Using resuits siniilar to those ohtained
by Ben, Martinez and Yohai (1999, pp. 387-388), it may be proved that uncler
suitabÏe regularity conditions on the function ‘b tliat
nDL(Ào. ) n’DL0. E0) + o(1).
n’12L(Ào, ) = n’2L(Ào. Z0) ± op(1).
Consequently,
— À0) —{‘n’DL(Ào, Zo)’{n2L(Ào, Z0)} + op(1). (2.0.16)
Adopting arguments similar to Bou I-Iamad and Duchesne (2005), it follows that
n”2L(Ào,Eo) N(O.A), (2.0.17)
n’DL(Ào,E)
- B, (2.0.18)
where A and B are certain matrices. It is assunieci that B is non-singular. Couse
quently, since the matrix n’DL(Ào, Z0) converges in probability toward a non
singular matrix, it follows that n’DL(Ào, Z0) is invertihie for large n. The proofs
of (2.0.17) and (2.0.18) involve the central limit theorem for stationary sequences
anci the ergodic theorem (sec Durrett (1995)), and the Cramér-Wold device (sec
Serfting (1980)). Explicit expressions for A anci B are given in Appendix 1.
Using (2.0.17) and (2.0.18) yicld
— À0) N(O,BAB’T). (2.0.19)
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Robust estimators are usually associated with computationally intensive methocis.
In the ncxt section, the algorit.hm providcd relies on an iterative least squares
(ILS) scheme, which is relativel simple b implement. This algorithm should 5e
useful in practicaï applicatious.
2.3 Computation of the RA-VARX estimators
The systcïn of eqrlations (2.0.12) whicli dcfine RA-VARX estimators could 5e
solved using general algorithms. Fou example. Bou Hamad and Ducliesue (200.5)
have studied the computation of RA-ARX estimators in rinivariate moclels rising
Newton-Raphson type algorithms and this approach could 5e adapted in the
multivariate case. 1-Iowever. this kind of algorithm relies on an appropriate choice
of the initial values of flic parameters, winch often seems a delicate matter. Tins
calis for fast and simpler procedures. In the present situation, a simplified ILS
scheme offers a workahle and rather easy possibility, given the availability of
software for VAR models. In general, computation time is expected to 5e greatly
recluceci with ILS proceclures. The algorithm that we describe in this section secms
relatively easv to implemeut and is likely to 5e flic most useful in practice.
First, we remark that the RA-ARX estimators for VARX models may 5e
interpreted as CLS estimators appliecl to a transformed thne series. Let us define
the mocliflecl process
(À, E) = + ‘(B)V(3)X + (B)
where tlie initial conditions t t’ and X O if t < O and (À. E) are
defined in (2.0.10). If eau easily 5e shown that computing flic residuals of the
modifted stochastic process {} and solving the CLS system of equatioiis (2.0.4),
will yield the same result as solving system (2.0.12) based on flic rnodifled resi
duals, f, of the original process {Y}. In other words, the RA-VARX estimators
of the original process coincicle exactly with the CLS estimators of the modi
flcd procesS. This propertT suggests an iterative computational algorithm that
we descrihe in the following.
(O) (O) . .$tep 1. Let À and E 5e initial estimators. These estimators could 5e the
usual CLS estimators.
Step 2. Given À and E, the estimators corresponding to the ith iteration,
compute tire modified residuals and the Mahalanobis distances
i)
= rt (Ât )w
= T (0) ) -i(i)
and the moclified process
=
+ -it) (3)T(i) (B)X + (3))
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Step 3. Compute the CLS estimators of the mochfied stochastic process {‘}
with exogenous pro cess { X }.
Steps 2 auJ 3 are repea.ted until convergence is reached.
In our sinmlation studies, convergence alwavs occurreci with tire prececiing
algorithm when 7/ was chosen in the Huher famil . For a smali sample size (iess
than n 100), we clid encounter some problems of convergence wheir 7/) was
taken from tire bisquare family. This is not surprising, since if is well-known that
caïculating rohust estirnators witli redescendiirg 1/) functions, such as tire bisquare
/) fuiïction. often leads to systems of eciuations with several solutions (sec, e.g.,
Martin (1980)). In \ARIvIA models, Ben, Martinez aird Yohai (1999) suggest
computing rohust estimators with a 7/ function in tire Huber family anci then
using these estimators as initial values for algorithms relying on redescending
iL’ fmrctio;rs. However, even this strategy does not guara.ntee convergence of tire
aigorithm. To avoid convergence prohiems when iL’ was takeu froiri the bisquare
familv, we computed É at tire flrst it.eration of tire algorithm anci it bas heeir
kept fixeci in the ILS sdheme. At tue final iteration Ê was re-computed anci
tire aigorithrn is conrpieted. While it is clesirable to estirnate ail the parameters
simultaneouslv (sec. e.g., Bustos anci Yohai, 1986), convergence prohiems were
compietely avoicled ushrg this rnodibcation with a sample size as small as n = 100.
Tu unreported experiments, estimating simultaneously À and Z or keeping Ê fixeci
according to tire preceding algorithm seemecl b give very similar resuits for sample
sizes n 100 and n 200, at lcast in our experiments (note that as tire sample
size hecomes iarger the prohability of convergence of the algorithm increases, as
expected). Coirsecuently. wlren 7/;(.) 7/’(.; ‘O), tire flrst step of tire algoritlrirr
could 5e modified as follows
Step Ï’. Let À and 5e initial estimators calculateci using tire prececling
aigoritirm witlr 7/’ () == L’H (. O). At the flrst iteratioir, coirrpute an estimator
of Z and then keep this matrix flxed.
Tire otirer steps are tiren exactly tire saure as before. At tire flirai iteratioir, tire
matrix Z is re-estimated.
Tirese aigorithms have heen irnpiemented in R aRd have been used in tire
simulation experiments presented in Section 5; the computer code is availahie
upon request by conrmunicating with tire autirors.
3. ROBUST PREDICTION INTERVALS IN VARX MODELS
Tu tins section we dcrive a couditional asynrptotic nrean squared error of multi
step prediction for VARX(p,s) processes. Unconditiollai mean squared errors in
dynarnic models have heen considered in Baillie (1980, 1981) and Yamamoto
(1980), amongst otirers. As arguecÏ in Ausley auJ Kohn (1986), tire unconditionai
;nean sciuared error may ;rot 5e an appropriate measure of tire actuai forecast
error, auJ a measure whiclr is conditioned on tire ohserved data may be preferable.
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However, as noted hv Ledolter (1989) and Chathelcï (2001), classical prediction
intervals can be strongly affected by additive outiiers. 1-lere, we propose robustifieci
conditional intervals which sbould he less sensitive to these kinds of outiiers.
It is convenient to collapse the VARX(p,s) stocliastic process to a VARX(1,0)
process 5v means of the compauion form represeiitation
1 2 p-1 p VO Vi V5
‘d°” O O . 00• O
+
: . :
+ a,
O0•• I O OO••• O
— + VX + a. (2.0.20)
where ; = Y — 4, 1 ® 1 (1, . . . , 1)1 is a d-vector such that
cadi componeut is one; auci Y = (Y,. yF1)T X (X,.. . XL5),
= (T 0T 0T)T denote vectors of dimensiou dp x 1, (s + 1)rn x 1 auJ
dp x 1, respectively; auJ auJ V are matrices of dimension dp x dp aiid
dp x rr(s + 1). respectively. Tic ahove representa.tion is sornetimes calleJ the
state variable representation (see Yamamoto (1980)).
At time n + 1, file model (2.0.2) can he expressed as
Yt = + YZ + °VX1_ + 3at_, (2.0.21)
wliere QL (Id — I)tj*. In orcler to obtain Y÷t, the random variable that we
want to predict, we introduce E e ® ‘d, whcrc e corresponds to a d-vector
with one in position i, auJ zero elsewhere. Pre-multiplying tic relation (2.0.21)
hy EI, wc obtain:
+ ET*/Y +
±ETa1j. (2.0.22)
Consequently, the minimum mcan squared error predictor made at time n, 1
periods ahead, is given by the following expression
Y(l) = ET*jO* ± ET*lY + ET*iVX+t_j. (2.0.23)
Once tic model lias heen estimated, the optimal predictor eau he rnodiflcd to form
a practical predictor, hy estimating appropriately tic matrices
,
i = 1, p,
and V, i = 0, 1,. . . , s in the hlock matrices and V deflned by (2.0.20).
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However. the C1LS estimators ma Le strongly aftected in the presence of outiiers;
the same cari Le said for a calculable preclictor relying on such a non robust
methoci. In order to obtain a robustified predictor we propose to emplov the
RAVARX estimators defined in Section 2 to estimate the model parameters. Let
,
i = 1, ...,p; ‘i 0.1,..., s; (I — where K — ici ® II
Le the RA-VARX estimators of j, i 1. V, i 0, 1, . . . , s; O and /i,
respectwely. Ve introduce the following robust preclictor
(i) = ZfT*3* + + ZET*3X+l_j. (2.0.24)
As in Baillie (1980) auJ Yamamoto (1980). we assume that the future values
of the exogellous variables are known exacti. Using a first-orcler Taylor scries
expansion, we can show that the predictor error at horizon 1. iroted e±i. is giveil
hy:
e7+1 = — Y(l),
ET*ia* + W(* —
where \V (y*T X1 XJ1. 1)®I and tire vector of parameters in the
transforrned model satisfics
= (vec(ETjT. \rec(ET*l_lV)T
vcc(ETV)T,vec(ET*l_b0*)T, ec(ET0*)T)T. (2.0.25)
Noting that E* EV = V, a first order Ta lor expansion gives
+ H(À — À) + op(n_h/2),
where denotes the RA-VARX estimators auJ H7 aa*/aÀT. This implies
that the prediction Cffor can Le written as
e1 ET*ia*
— w1H
— À) + Op(fl172).
Expressions for the matrix of derivatives H are given in Appenclix 2. Let the
conditional mathematical expectation E(.) = E(.Y X1 . .. X1). Assu
ming tire asymptotic independence hetween Y, X+t and it follows
that tire conditionai mean squareci prediction error is given by
E(e÷tet) = ET*iEiET*jTEi + W jHvar()HTW + op(n’).
(2.0.26)
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Since À is estimateci using the RA-VARX estimators, the covariance matrix var(À)
in expression (2.0.26) represents the asniptotic covariance matrix of the RA
\ARX estimators appearing in formula (2.0.19). Expression (2.0.26) is similar to
a resuit ohtained by Baillic (1981) in a zero mean clvnamic simultaneons model
with lagged enclogeirous variables and autoregressive errors, where the parameters
are estimateci hv maximum Iikelihoo cl.
Ta derive the conditional mean squared prediction error (2.0.26), tire asymp
totic indepenclence hetween Y, X+1, . . Xï anci tire RA-VARX estimator of
À is assumcd. This is a kev assmnption winch bas heen verifiecÏ in mair important
situations and for many iran robust methods, sucli as maximum likelihooci esti
mators. In fact, if the vector of parameters À is estimated froi;i an inclcpcndent
sample, as in Yamamoto (1976) (sec also Ansley and Kohn (1986)), then this hy
pothesis trivially hoici aiso in our robust framework. However, in the more realistic
situation in winch tire actuai observations are used for estimation anci forecasting,
the a.svmptotic inclependence cari be easil shown under a Gaussiari VARX mociel
for tire robust RA-VARX estimators, in tire sense that tire asymptotic covariance
between Y, X1. X, and tire RA-VARX estimator . is precisely zero.
This property casily foliows since R.A-VARX estimators satisfy tire asymptotic
expansion (2.0.16). For a similar argument in nmltivariate tinie series, sec Reinsel
(1980, pp. 330-331).
Consequentiy, air estirnator of the conclitional inean sciuarecl prediction error,
accurate up to order Op(n’), is given hy
= ET*iEiEiTEl + (2.0.27)
where each unknown parameter in , H1 anci var() is natnraiiy replaced by
the corresporichng RA-VARX estimator. Since var() O(n_i), the second terrir
of expression (2.0.27) is cailed tire Op(n’) correction factor; tins term is due to
paramcter cstinration miccrtainty. For large samples tins factor cari he omitted
with hmited loss of acdura.cy. However, for sma11 and mocierate sample sizes, tire
Op(n’) correction factor is expectcd ta inrprovc tire fuite sampie behavior of
the prediction intervals. For exanipie, the exact confidence ievel of the prediction
interval should be doser ta tire nominal confidence level; the proposed intervaïs
are justified by an asymptotic tlreory. Tins issue is investigated in tire simuiation
experiments of tire next section.
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4. SIMULATION RESULTS
In the previous sections, wc btrocluced a new class of robust estimators ailci we
cleriveci robust conclitional precliction mean squaied errors, accurate up to orcler
O(u’) 0f rnulti-step predictions in VARX models. From a practical poiit of
view, it seems natural to inquire about their fuite sample properties. In particular,
it may be informative for the analyst to investigate empirically the effects of
variolls kinds of outiiers on classical point preclictions and predictioii intervals,
based n the usual CLS estimators (with auJ without the Op(n’) correction
factor).
Here, we report the simulation resuits of a small Monte Carlo experiment
conducted in order to studx the exact prediction hiases. prediction mean sciuarecÏ
errors (MSE) aiïd the coverage properties of predictions hased on CLS estimators
auJ of predictions constructed using the proposed RÂ-\’kRX estimators. The
f ollowing data generatiiig process (DGP) is useci
DGP (12 — 1B)(Y — c) = VoX + at, (2.0.28)
where
t 1.0 t 0.4 0.3 t 0.4LL1 I’i= LV0=t
—1.0 ) t\ 0.3 0.4 ) 0.6
The exogenous process X = {X, t z} is assumed to be a sequence of iid uniform
U[—. \/] random variables, where U[a. b] denotes the uniforrn distribution on
the interval [a. b]. Tire error process {at, t z} represents a Gaussian white noise,
with covariairce matrix /
f 1.0 0.5
0.5 1.0
The resulting DGP corresponds to a bivariate \/ARX(1,0) process with a scalar
exogenous variable. We consider the sample size n = 100. To obtain a realization,
we set the initial value Y, = O and we generate 2n + 1 + 1max observations
.. ,Y1.Y07Y1. .. . according to tire DCP
given by (2.0.28), where tmax = 12. We have discardeci the ftrst n + 1 observa
tions to reduce the impact of tire initial valtie, and rve have used the last 1m
observations for evaluating the precÏictions; the model (2.0.28) is estimated with
observations (Y, Xi), t = 1,. . . , n.
We investigate six strategies for the occurrence of outiiers
Scenario 1 : No contamination.
Scenario 2 Outliers in the endogenous variables at ffxed positions. The
outlicrs are obtained by replacing Y = (1(1), Yt(2))T,
t {19, 39, 59, 79, 99. 119, 139, 159. 179, 199}, by t’(i) — (_l)i x 10, j = 1,2,
where = ((;)(2))T
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Scenario 3 OutÏiers in the endogenous variables at fixed positions as
in $cenario 2. However, the signs of the contamiiation are inclependently
and randomlv attributed for each variable (1) and (2).
Scenario 4 Outliers in the enclogenous variables at ranclom positions,
such that an outiier is createcl with prohability 5%. The magnitude of the
contamination is 10. for each variable. the position and the signs of the
conta;iiination are raiidomly and mcÏependently attributed.
Scenario 5 Outiiers in the endogenous variable at random positions as
in $cenario 4. However, for an outiler gerierated randomly, Qi) is replaced
hy (‘i) — (1)i x 10, j 1,2.
Scenario 6 Patch of outiiers. for cadi variable, two hlocks of five succes
sive outiiers are crea.ted. The position of flic blocks is ranciom and createci
independently for each variable. Tire sigir of the contamination, of a nia
gnitude of io, is positive for tire first variable }(1), and negative for the
secolld variable (2).
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We exarnineci the coverage properties of predictions (at two dlifferent confi
dence levels 90f auJ 95 percent). thc empirical prediction biases, auci the cm
pirical prediction mean squared errors for predicting Y(i), (2), and the linear
combinatioir yTY, where y (yi. y2)T represents the eigenvector corresponcling
to the largest eigenvalne ohtahïed maximizing \rar(7TYt) subject to 7T7
The weiglits of the linear combi;ration are given hy ‘y (0.6844, 0. 7291) and for
the purpose of our empirical investigation, tire vector ‘y is assmneci to be known
anci flxed in ail the simniation experimeiits. for each scenario, 1000 indepencient
realizations have been generated.
We compare tire uobust RA-VARX estimators with the usuai CLS estimators
useci for obtaining predictions. The algorithm clescribeci in Section 2.3 is used to
compute tire robust estimators. Preciictiori limits with auJ withont the OpQn’)
correctioll factor are considered. For a sample size of n = 100, it appeais useful
to investigate tire poterrtial benefit of increasing the precision of tire precliction
interval. We constrnct multi-step predictions for varions horizons, that is I =
1, 6. 12.
For the rohnst tests, we incinde in our experiments Huher auJ bisquare ‘‘
functions with tllning parameters u9 = 1.49 auJ 9 5.1, respectively. For the
scale factor (2.0.14) in estiniator (2.0.13) cieflnillg Z, we employed 1.50 auJ 1.79,
respectively. These vaines are taken from Ben, Martinez aird Yohai (1999). If tire
DGP was a bivariate VAR(1), these values of tire robustness constants wouici
deliver an efficiency higher than 907 for tire RA estimators comparativelv to tire
CLS estimators nnder a perfectly generated VAR(1) Gaussian process. Wheu the
RA-VARX estimators are computed with the bisquare /‘ ftinction. we use tire
nrodified algorithm, that is tire RA-VARX estimat.ors caicnlatcd with the fluber
function are taken as the starting vaines, auJ Z is estimated at the beginning
auJ tire end of tire algoritlrm.
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Table 1 reports the empirical results under Scenario 1. In this scenario, no
outiiers are crcated. As expecteci, point preclictions haseci on CLS estimators for
Y+,(1), ‘+t(2) alld 7Ty1 t 1, 6 12. exhihit small biases and small prediction
IVI$Es. Interestinglv, based on 1000 realizations. the preclictioo hiases and MSEs of
the rohust auJ non rohust methocis appear very close. at least in our experiments.
The preciiction intervals offer reasonahie coverage properties at the 90c and 95Yo
confidence levels. Gcnerallv, the Op (n) correction tenu improves the coverage
properties, particularly for Y+t(2) and for the linear cornhination Y+1 when
the horizons t are large.
Empirical resuits when outiiers are locateci at fixed positions are presented in
Table 2. This scenanio illustrates that CLS estimators can lead to senious predic
tion biases and large precliction MSEs. For predictiiig Y,(1) auJ +t(2) the
predictions calcula.ted with CLS estimators can lead to precliction I\’ISEs substa.n
tialiy larger than in Sceiianio 1 whcn no outliers are present. The cmpirical biases
and MSEs appeareci smaller for the robust methods. Interestingly, the prediction
M$Es of the robust estimators are comparable under both Scenarios 1 and 2.
Since the outiiers are located at fixed positions, of the same magnitude, anci such
that t(1) ± 10 for the first variable and i(2)
— 10 for the second variable. small
predictioii bias lias heen observed for prcdictillg the linear combination. This is
not surprising given the definition of the vector
—y. From this expeniment, the RA
VARX estimators hasecl on the bisquare function appears to offer the smallest
bias in general but the precliction MSE for the Huher and hiscluare fijnctions seern
rather similar. The prediction intervals bascd on CLS estimators were strongly
affected by the outliers : here, empirical evidence gives severe distortion to the
empirical coverage rates for the non robust method. Since the coverage properties
of the rohust methods are more thaii reasonable in this situation, this illustrates
the merits of using rohust methods for constructing prediction intervals in the
presence of outliers. Sorne improvements have been ohscrved using the Op(n)
correction factor, particularly for predicting Y+t(2) auJ the linear combination
in tins part of the cxpcriment.
In Table 3, empirical resuits are presented when outliers are located at fixed
positions, but the signs 0f the contamination are randomly a.ttrihutcd. In this sec
uario, the prediction hiases for predicting Y+tt1) anci the linear comhination ap
peared sirnilar for the robust and non-robust methods. For predicting Y+t(2), the
rohust rriethods offered srnaller empirical biases. However, the prediction MSEs
hased on the CL$ estimators were much langer than those based on the RA-VARX
estimators. Furthermore, these outiiers create a scrious inflation of the MSEs for
predicting Y±t(i), j = 1. 2 and the linear combination, since the prediction IVISEs
are much larger in this scenario than the prediction MSEs obtained in Scenario 1.
The robust methods offered slightly larger MSEs than the ones corresponding to
the outlier-free situation, except for horizon t 12, where the prediction MSEs
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appeared smaller. Note that. since the sigil of tire contamination was rancïomly
sclected, the preciiction IVI$E of tire liircar combination, unlike lir the previous
scenario, was also larger than the one for the rohust method. As in the previous
scenario, tire coverage properties of the rohust methods generally display better
beliaviors t.han those of tire classica.1 method. This scenario illust.rates tiraI pre
diction hiases may be small in the preseirce of outiiers for predictions hased on
the CLS method. However, outhers mav lcad to vcry large preciiction intervals
when a non rohust estimation methoci is used. In this scenario, empirical coverage
rates of the prediction lirtervals hased on CLS estimators wcre irot close to tire
nominal confidence levels, and serious over-coverage iras been ohserved.
Tire outhers are locateci at random positions in $cenario 4. The corresponding
enipiricai resuits are presellted iii Table 4. lu tins sceiiario, the preciiction blases
appeared small for predicting +t(i), r 1. 2 and tire linear combination. Ho
wever, tire clistortion of tire estimated prechction MSE baseci ou tire CLS method
appears rather substantiai : tire classical method offers rnuch higlier prediction
M$Es than those of tire robust mcthods. Compared to Scenario 1, ail tire predic
tion MSEs based on the CL$ estimators are iarger in tins particular experiment.
for tire robust irretirocis, tire IVISEs are geirerally comparable b tire cmpiricai re
suits obtaiiied under Scenario 1, but sonie overestimation of tire MSEs appeared
at horizon Ï = 1 for predicting Y÷t(i), f 1,2 and tire linear comhinatioir. Given
tire inflation in MSEs of tire non-robust methods, tire ciassicai prediction intervais
exhibit over-coverage as in Scenario 3, wirile tire behavior of tire rohust predic
tion hrtcrvais werc in most cases reasoirabie. In tins scenario, tire rohust methods
hased on tire Huber anci bisquare functions displayecl a different beha.vior. When
‘L’ beiongs to tire Huber family, tire predictioir iirterval gives sonne over-coverage,
particularly at horizon Ï = 1, but when ‘() = i’B(-; ), some uirder-coverage lias
been observed. The Op(n’) correction factor inrproved tire coverage properties
in tins part of tire experiment.
In Scenario 5, presented in Table 5, tire outhers are iocated at random posi
tioirs, but tirev are systematicaily positive for (1), and systematically negative
for Y(2). As in Scenario 2, tins created large empirical hiases for predicting Y+tt1)
and (2), but ratiner iregligibie oncs for predicting tire lincar combination. Ho
wever, ail tire prediction M$Es of the preclictions based on the CLS estimators
offer a substairtiai positive hias, conrparecl to tire resuits obtained in tire first sce
nario. As in $cenario 4, over-coverage (under-coverage) lias been ohserved when
vas in tire Huher (hisquare) family.
Finaiiy, Table 6 presents the resuits of Scenario 6, whcn tire outiiers occur
in patches of five observations. In tins case, important biases of the rion-rohust
rnetirods are ohserved for Y+(1) and Y+t(2). Tire cmpirical blases of tire robust
metirod hased on the Huber b function appear nrore important thair tire ones
hased on tire hisquare r/.’ function, tire latter performing tire best. for predictiing
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the linear combination, ail tire methocis performed similarly with respect to biases
and prediction IVISEs. 1-Iowever, the coverage properties of tire robust prediction
intervaïs offered coverage rates much doser to the nominal confidence level. The
prediction confidence intervals appeared very satisfactory when t was chosen in
tue Fluber farniiv, anci generallv reasonabie when j was seiected in the hisquare
family. The improvement of the correction factor seemed small when /) was in the
Fluber farnily : prediction intervals with ancl without tire correction factors were
rather satisfactorv in general. Flowever. and rather interestinglv. the correction
factor improveci tire coverage propcrtics when ‘ was in t.hc bisciuare family.
Summarizing $
(1) In general, point preciictions anci prediction intervals appear unreliabic
when CLS estimators are used in tire presence of outliers. Severe preciiction
biases and large over-coverage of the predliction intervais eau occur.
t2) More precisely, tire nature of outiiers eau affect point. predictions verv
differentiy. This problem is amplified in multivariate time series. Small
preclictioii hiases have been observed for the non rohust method when out
liers were at random positions with random sigirs. Hov.rever, large hiases
occurreci in other experiments for example, when outliers with systema
tic signs and of tire same magnitude were created. In a large majority of
cases, tire scenarios generating outiiers have lead to scrious over-covcrage
of precliction intervais hased on CL$ estimators, at ieast in our experi
ments.
(3) In gelleral, predict.ions based on tire rohust RA-VARX methocls were very
reasonable and, in most cases, coverage properties were satisfactory.
(4) When tire outiiers werc located at ranclom positions with random or syste
matie signs, tire predictions, calculated using tire robust estimators based
on tire Fluber and bisquare functioir beliaved slightlv differently, parti
cularlv for small horizons. Rohust. estimators haseci on the Huher i
tion offered some over-coverage, wlrile tire bisquare function exhihited
under-covcrage.
(5) hi tire seenario where the outiiers oceurred in patches, it appeared pre
ferable to adopt tire redescendiirg /‘ function in tire hisquarc family; the
predietions offered smail hiases auJ the coverage rates using tire O(n)
correction faetor were in rnost cases reasonable, at least in our experi
nient s.
(6) In general, tire Op(n) correction factor inrproved tire coverage properties
of the robust methods for the moderate sanrpic size n 100, particularly
when !‘ was chose;i in the bisquare farniiy.
5. CONCLUSION
In this article, we consiclered robust estimation and precliction in multivariate
autoregressive models with exogenous variables (VARX). Since the conditional
least squares and related procedures are not rohust in the preseiice of outiiers,
the class of estimators introducecl iII Ducliesiie (2005) aucl Bou Hamad and Du
chesue (2005) has been generalized for multivariate time series. The asymptotic
distribution of the ncw estirnators has hecu studied, and from this we ohtained
in particular the asymptotic covariance matrix of the robust estimators. Based
on these resuits we develop ccl new robust coilditional prediction intervals which
take into account the variahility of parameter estimators. These prediction in
tervals inchide a O(n’) correction factor to account for parameter estimation
uricertaiuty, which may, on several important occasions, improve t.he coverage
properties.
In a simulation stucly, we investigated the huile sample propertics of the ro
bust point predictions and of the robust prediction intervals obtained whell the
parameters were estïmatecl by RA-VARX estimators, these werc then compared
to the classical point predictioiis anci prediction intervals based on the traclitional
least squares methoclologv. Several scenarios for the occurrence of outiiers have
hedil considerecl, illdluding outliers at random and fixed positions, and patches of
outiiers. \Ve found that the classical predictions were generally unreliable when
outliers were present in the time series. Strong precliction biases may he obscrved
and important distortion of the predictioll intervals may occtir. In ouf expen
ments, we foulld scvere over-coverage of the classical intervals. The proposed
rohust point predictions were much less biased than those based on the least
squared method, aiid the rohust conditioiia.l prediction intervals offered reaso
nable coverage properties in most cases. Overall, the proposed rohust estimators
and robust conditional prediction intervals may he recommended when outiiers
are suspected in VARX models. If it is truc as helieved that outiiers occur in
patches, the RA-VARX estimators based on a redescending ‘ function should be
appropriatc in practical applications.
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APPENDIX 1
In this Appendix explicit expressions for the matrices A and B are given, where
5$
A and B appear in the asymptotic distribution of À stated in (2.0.19). Like Ben,
Martinez arid Yohai (1999) we assume in the seciuel that E{aw(dt)} O. This
assumption is satisfied for a large class 0f distributions for example. when t.he
distribution of the ranciom vcctor at is svmmetrical.
We first give the asymptotic covariance matrix A, satisfyiug A = (A).=1
where tire block elemeuts are given by
= E{&(À0. Eo)ôt(Ào, )I.
To obtain explicit expressions for the Aj ‘s, the following two lemmas are needed.
Lemma 1. Consider the V4RX(p.s) process {Y} with zero menu erogenoics
process {X} defined by (2.0.1]. Consider the systein (2.0.15,) defining the RA
lA RX estimators. Then
(i) x,ktvec(V) 5>0UhVXt_k_h 0 E’rt ho(UhViXik_h 0
E’). k = 1 p + s;
(ii) jt U__ O E’t. j = 1 p;
(iii,) 5 )Ç_+1 0 i p + 1 .p ± s + 1;
(tu) jt
= h>0 + U,t__)®E’, j 1,... , p.
Lemma 2. Consider E0 = cE(rtrw2(dt)), d rE’r and e
wÏrere V folloms n 2 distribution with d degrees ofjreedoin. Let Fx(j) = E(XXL)
hy the lag-j avtocovarzance of the zero menu ezogenons process {X}. Then inder
flic sanie conditions that Le’rnma 1,
(j) E = h>0 Zh2O Ua1Vo1Fx(k2—
k1 + Ïr2 — 1r1 + j — 1)VU9 0 E’E0E’, r,j E {1,. .
.
,p};
(ii) c2oU O E’E0E’, i,j E {1 p};
(iii) E =
‘ a>o UViFx(j — i — h — k — p — 1) 0
1E0_’ i E {1,. .
.
.p} and j E {p + 1 p + s + Ï}.
Proofs of Leînm,a 1 and Le’rnma 2
Concerning the proof of Lemma 1, (i), (ii) and (iii) foilows directly using the
properties vcc(ABC) = (CT ® A)vcc(B), vcc(abT) = b O a, whcrc a and b are
d-vectors, anci noting aiso that (a O B)C = (a O BC) if B and C are compatible
ami a is a vector. Tire proof of (iv) is a conseciuence of (i) and (ii). Tire proof of
LeiInla 2 involves straightforward algebraic mampulations auJ is tiierefore omit
ted. E
To compute tire asymptotic matrix A, it suffices to derive the asy;nptotic
limits of tire covariairccs cov(n’/2L(Ào. E0). n/2L(Ào, E0)), i, j e {1, p +
s + 2}. I\’Iore precisely, using file stated Lenmras 1 auJ 2, it follows that the biock
matrices i,j E {1,. ..,p + s + 2} composing the biocks of the matrix A are
59
giveil by
— Z Z Z Z U/11Vk1Fx(k2 k1 ± h2 h1 ± — i)VU, 0
k1=O k2=O h1>O h2O
+c2 Z uz0u_ O ,j e {1,...,
h>D
c’UhVkFx(j —i —h— k—P— 1)®’0Z’, Z E {1,
.p}
k=O hO
= O, iE{l,...,p}. j=p+s+2;
= c’Fx(j—i)®’oE1.i.jE{p±1, ....p--s+l}:
.p+s+1}.j=p±s+2;
= c’0,i=j=p+s+2.
To obta.in the asvmptotic matrix of variances and covariances of the RA
\TARX estimators. we also need cxplicit expressions for matrix B. Thc following
lemma is iieeded at various places in the derivation of the a.syilptotic matrix B.
Lemma 3. Let rw(d), d r4rt; w(x) = (x)/x, w*() {‘(x)x —
)(r)}/x3. For ai arbit’rary vecto’r , ‘it foltows that:
= {w(dt)I + w*(dt)r.r_h}.
Proof oj Lemma 3
Noting that 3d1/a/3T = {r’8r/0t3T}/d and consequently 8w(d±)/8T
w yield the stated resuit. LI
Let e = E{w(dt)}, Q = E{w(dt)ata}, Q* E{w*(dt)ata}. By definition,
the matrix B = (B),=1 p+s±2 is composed of the following hlocks
B — (a5t(Ào,o) 36(À0.) ac5t(Ào.o) 3&(À0,0) (À0,0) 35(À0,0)—
8vec(1) avecT(p) avecT(V0) avecT(V1) 8vecT(V5)
Using Lemmas 1-3, standard resuits on vector and matrix differentiation (sec,
e.g., LiÏtkepohl, 1993, Appendu A.13), and the derivatives (2.0.3), the blocks
i. j = 1, . . .
,
p ± s + 2 eau he explicitly given. The following formulas give the
60
precise expressions foi the blocks composing t.he inatrix B
— Uh1Vk1fx(kO + h2 — k1 — k1 ± j — i)V,U
k1=0 k2=0 h, >0 120
®(vE’ +
— 0 (v’ + _lQ*E), ij E {1.
h>0
=
—ZUhVkFx(j — i — k — k —p —1)0 (v’ + ‘Q’),
k=0 h0
O, iÏ p,j=p±s+2;
— ZFx(k + k + j — i +p + 1)vu O (v’ + Q-’),
k=0 h>0
iE{p+1
{Fx(j — i) O + ‘QE’)}, i,j E {p + Ï,... ,p + $ + 1};
= O, iE{p+1,...,p+s+1}.j=p+s+2;
O. i=p±s+2.jE{1,
= O,i=p±s+2.je{p+1,...,p+s+1};
—(I±Q)(1), i=j=p±s+2.
Note that when no exogenons variables are present in moclel (2.0.1), we re
trieve the asymptotic matrices ohtailled by Ben, 1\/lartinez arid Yohai (1999) for
VAR(p) processes. Matrices A and B also represent multivariate generalizations
of univariate resuits derived hi Bou Hainad and Duchesue (2005) for ARX models.
APPEN DIX 2
In practice. the computation of the robust conclitional precliction limits illvolve
the computation of the matrix of derivatives 8a /8ÀT where a is defined
hy (2.0.25). The purpose of this appendix is to give explicit expressions for this
matrix.
It is useful at this point to note that
À = (vecT(), vecT(V), iT)T (vecT(ET*). vecT(ETV), T)T
The following lemma is used at various places in the proof.
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Lemma 4. Let A and B be Iwo inatri ces of dimension. ‘ni X n anci p X n, respcc
ti’ueiy. Tkcn
tA tim
avec I /arec(A) I ®
\\ B)
where °»rn is the unit 7lzat’rix of di’înenson p X 772.
Pioof of Lernma
Since
(A t A (o
vec vec + vec
B) 07)Yfl) B
this iniplies that
tAN tAN
8vec I /8vec’(A) arec ) /a(A).B) 0]
tAN timNThen the conclusion of Lemma 4 follows, notillg that I I I A\ Opxn ) \ °pxm )
and using the wcll-knowu rule avec(A1A2)/6À’ (‘q 0 Ai)8vec(A2)/3ÀT +
(A 0 I)aVec(A1)/aÀ’, A1 and A2 being n x p and p x q matrices. D
As useful applications of Lemma 4, note that tue following relations hold
8rec(I)
3eci(E*) dp® 1, . )
6vec(V)
arecT(E7v) Im(s+1) O E1. (2.0.30)
The llext lemnia contains the clerivatives of O with respect to F auJ i.
Lemma 5. Let and O = (I — )tI* be dcflned as in relations (2.0.20)
and (2.0.21). TÏlen
ao T
8vecT(Ei*)
_( 0E1),
(J
Proof of Lcm’ma 5:
The proof follows using standard differentiation mies and relation (2.0.29). D
Using Leumia 5, important intermediate results eau be estahlished, winch are
contamed 111 the next Lemma.
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Lemma G. Le F’, V, cmd O (I — F*)tI* be dcfi’ned as zn relaiions (2.0.20)
and (2.0.21). Thcn
t—’
(i) avec(ET1) (*T)t__1 ®8recT(ET*)
—
i—1
avec(ETtV)
— VT(*T)i_i_1 0t ii) 3vecT(ET*)
—
avec(ET*iVo
— ‘m(s+l) O(iii) 8vecTtETV)
—
i—18vec(ET*zO*)
*T ® ET*iE,) + Q*T(*T)ZJ_1 o(iv) 8vecT(ET*)
— j=O
8vec(ETO*)
— _(bL* O ETE1).(y) 8vecT(E14*)
—
(vi) a\rec(ET*zo*) —
— )(i Id)
3vec(Ei6*)
— ET(I — )(1 ® Id).(vii) 81.cT
Proof of Leim o 6
The proof of the lemma follows using standard differentiation resuits. In particular
relation (2.0.29) and the followiug ruic appears useful at various places for proving
(i), (ii), (iv):
f h—10vec(Ah)
Z(AT)h_1_i øAi} Dvec(A)
where A is a square matrix ancl ,@ is a vector, sec for example Liltkepohl (1993,
p. 471). The relation (iii) is ohtained using relation (2.0.30). Fiirally, formulas
(y), (vi) and (vii) are applications of Lemnia 5. This concludes the proof of the
Lemma. E
We now give an explicit expression for the matrix
8a* ( a*
8vecT(ET*) avecT(EiV)
where it is useful to recall the definition of the vector c
* (vec(E1V1)T. vec(ETt’V)T rec(ETV)T, vec(E*lO*)T,... vec(EO
which isa vector composed of 21+1 sub-vectors, and À = (vecT(ET*), vecT (ETV). T)T
which includes three sub-vectors. It is convenient to partition this matrix using
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blocks H7 2+1,=1.23. As a i;iiiiiediate coriseqiieiice
of Lemma 6, we obtain that the matrix H is given by
—
0 E7E1;
*
it
VT(*T)3 ® EE1, j 2, . . . , 1;
—
2g—i
H11 (*T ® ET*2_iE1) + Q*T(*T)21_i_ ® EPE1,
j=o
it+2,...,2Ï;
H211)11 _ (*T ®
H21 = O;
H2
— Im(s+1) ® E *L_i+1E1 j — 1
Ht+l)2l ‘drn(s+l)
H91 = O; i=t+2,...,21+1;
“i3.t
H31 = ET1*21+l_l(I
—
*)(i o Id) j = t + 2 2Ï;
H911)3l E(I — *)(1p ® Id)•
64
REFERENCES
Alonso. A. M.. Peia, D. anci Porno. J. (2002’), Forecasting tirne series with sieve
bootstrap’, Je u’tizal of Statistical Planning and Irference 100, 1—11.
Ansley, C. F. anci Kohn, R. (1986), ‘Prediction mean squarecl error for state space
moclels with estiiriateci pararneters’, Biorneti’ilia 73, 467—473.
Baillie, R. T. (1981), ‘Precliction from the clynarnic simultaneous eqilation model
with vector autoregressive errors’, Ecorrornctrica 49, 1331—1337.
Baillie, R. T. (1980), ‘Prediction froni ARMAX models’, Journal of Econornetrics
12, 365—374.
Baillie, R. T. (1979), Asvrnptotic prediction mean squared errer for vector auto
regressive models’, Bioinetrika 66, 675—678.
Basawa, I. V., Huggins, R. M. and Staudte, R. G. (1985), ‘Robust tests for tiine
series with an application te flhst-oycler autoregressive processes’, Bio7netriIa
72, 559—571.
Ben, M. G., Martinez, E. J. and Yohai, V. (1999), Rohust estimation in vector
autoregressive moving-average models’, Journal oJ Time Series Analysis 20, 381—
n
Bou Hamaci, I. and Diichesne, P. (200.5), ‘On robust diagnostics at individual lags
using RA-ARX estimators’, in 9fatistical Modeling and Analysis for Complet Data
Pro blems, ecÏited by P. Duchesire and B. Rérnillard, Springer New York.
Cao, R. (1999). All overview of hootstrap rnethods for estimating auJ predicting
in tirne series’, Test 8, 95—116.
Chatfield, C. (2001), ‘Prediction intervals for time-series forecasting’, in Principles
of Forecasting. A Handbook for Researchers a’nd Practitioners, edited by J. Scott
Armst.roug, klllwer Acadernic Piablishers Norwell.
de Luira, X. (2000), ‘Prediction intervals based ou autoregression forecasts’, Tire
Statistician 49, 87—93.
Duchesnc, P. (2005), ‘Robust and powerfiil scrial correlation tests with new rohust
estirnates in ARX models’, Journal of Time Serres Analysis 26, 49—81.
Durrctt, R. (199.5), Probability, Theory and Eiampies, Second Edition, Duxhury
Press Belmoirt.
Fuller, W. A. auJ Hasza, D. P. (1981), ‘Properties of predictors for autorcgressive
time series’, Journal oj tire A’rne’rica’n Statrst’ical Association 76, 1.55—161.
Crigoletto, M. (1998), Bootstrap prediction intervals for autoregressions t sorne
alternatives’, International Journal of Fo’recasting 14, 447—4.56.
Hampel, F. R., Ronchetti, E. M., Rousseeuw, P. J. auJ Staliel, W. A. (1986), Robust
Statistics : Tire Approach Bas cd on Influence Functions, Wiley : New York.
Harman, E. J. auJ Deistier, M. (1988), Tire Statistical Theory of Linear Systems,
Wiley t Ncw York
Harvifle, D. A. (1997), Matri A tgebra from u Statisticia’n’s Perspective, Springer-
Verlag t Berlin.
65
Judge, G. G., Hill, R. C., Grittitlis, W. E.. Liitkepohl. H. auJ Lee. T.-C. (1985),
The Theorq (md Practice of Econ.ornetTics, Second Editio;i, Wiley : New York.
Kabaila. P. and He, Z. (2004), ‘The adjustment of precliction intervals to account
for errors in parameter estimation’, Journal of Tim.e Series Analysis 25, 351—35$.
Kmiltonio, N. anci Yamamoto, T. (1985), ‘Properties of predictors in misspecified
aritoregressive time series models’, Jonrnal of the Anierican Statistical A ssociation
80, 941—950.
Ledolter, J. (1989), ‘The effect of additive olltliers on the forecasts from ARIMA
models’, International Journal of forecasting 5. 231—240.
Li, W. K. (2004), Diagnost’t.c Checks ‘in Toue Series, Chapman S Hall/CRC New
York.
Li, W. K. and Hui, Y. V. (1989), ‘Robust multiple tinie series modeffing’, Biorne
trika 76, 309—315.
Liitkepohl, H. (1993), Introduction to VI’ultipte Ti’me Series Analgsis, Second Ecu
tion, Springei--Verlag Berlin.
Martin, R. D. (1980), ‘Robust estimation of autoregiessive models’, in Directions in
Tzme Series, edited by D. C. Brillinger auJ G. C. Tiao, Institute of vlathematical
Statistics, Hagwood, CA.
l\’Iasarotto, G. (1990), cBootstrap prediction intervals for autoregïessions’, Inter
national Journal o.f Forecasting 6, 229—239.
Reinsel, G. (1980), ‘Asymptotic properties of predliction errors for the multivariate
autoregressive model with estimated pararneters’, Journal of the Royal $tat’zstical
Society, Serics B 42, 328—333.
Reinsel, G. auJ Lewis, R. A. (1987), ‘Prediction mean square error for non
stationary multivariate time series using est.imated parameters’, Fcono7nics Let
ters 24, 57—61.
Schmidt, P. (1977), ‘Some small sample evidence on the distribution of dynamic
simulation forecasts’, Econornetrica 45, 997—1006.
Schorfheide, F. (200.5), VAR forecasting uncler misspecification’, Journal of Eco
nornetrics 128, 99—136.
Serfiing, R. J. (1980). Approri’mation Theorern.s of Maiheinatical Statistics, Wiley
New York.
Stine, R. A. (1987), Estiiïiating properties of autoregressive forecasts’, Journal of
the Amen eau Statistical Association 82, 1072—1078.
Yaniamoto, T. (1981), ‘Prediction of multivariate autoregressive-moving average
models’, Biometnika 68, 485-492.
Yamamoto, T. (1980), ‘On the treatment of autocorrelated crrors in the multiperiod
prediction of dynamic simultaneous equation models’, International Econornic
Review 21, 735—748.
Yamamoto, T. (1976), ‘Asymptotic mean square prediction error for an autore
gressive model with estimated coefficients’, Apphed Statistics 25, 123—127.
CONCLUSION
Le but de ce mémoire était de présenter des intervalles de prévision qui peuvent
être utilisés avec des estimateurs robustes dans les modèles VARX. Une autre pro
blématique importante reposait sur l’absence de considération pour la variabilité
due à l’estimation des paramètres dans les formules existantes pour ces modèles.
Les méthodes utilisées pour développer un terme de correction pour la variabilité
due à l’estimation des paramètres dans les modèles VAR ont été appliquées pour
obtenir un terme de correction dans la classe plus générale des modèles VARX.
Les estimateurs robustes RA-VARX ont été définis pour cette classe de modèles
en s’inspirant des estimateurs robustes RA-ARX existants pour les modèles uni-
variés ARX. Les résultats portant sur les estimateurs robustes RA-VAR existants
pour les modèles VAR ont aussi été utiles. Leurs propriétés asymptotiques ont
été présentées. Notamment, des expression matricielles précises pour la variance
asymptotique ont été obtenues.
Des expériences de simulation ont permis d’évaluer la qualité des taux de
couverture pour les intervalles de prévisioi avec différentes fonctions robustes
soit la fonction dite dc Huber et celle dite Bi-carré dans différents contextes de
contamination par des valeurs aberrantes. Ces taux de couverture basés sur les
estimateurs robustes RA-VARX ont été comparés aux taux de couverture obtenus
avec les estimateurs des moindres carrés sous différent scénarios de contamillation
par des valeurs aberrantes. L’influence du terme de correction pour la variabilité
duc à l’estimation des paramètres a été mis en évidence lors de l’usage de la
fonction robuste Bi-carré. De façon générale, les taux de couverture pour les
prévisions utilisant les estimateurs robustes se sont avérés plus juste en présence
de contamination que ceux utilisant les estirnateurs MCC.
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Annexe A
PRODUIT DE KRONECKER ET OP1RATEUR
VEC
L’objectif de cette section est de fournir une liste des résultats les plus utiles
concernant le produit de Kronecker et l’opératellr vec(.).
Soient deux matrices A = (ajj) et B (bjj). Le produit de Kuonecker cutre
la matrice A et la matrice B est déftni comme suit:
a,,B a1B
A®Brr
amiB
A.Ï. QUELQUES IDENTITÉS SUR LES PRODUITS DE KRONECKER
Ce produit obéit à certaines iclentiés qui sont enumérées ci-dessous:
(A.1.1) A ® B B 0 A en général,
(A.1.2) (A 0 B)T AT ® BT,
(A.1.3) A®(B+C)=A®B+A®C,
(A.1.4) (A o B)(C o D) = AC O BD,
(A.1.5) (A o B)-’ = A-’ o B-’,
(A.1.6) det(AB) = detA)det(B)m,
(A.Ï.7) tr(A ® B) tr(B)tr(B).
A-ii
A.2. QuELQuEs IDENTITfS SUR LOPÉRATEUR \7EC
L’opérateur vec() permet d’empiler les colomies d’une matrice pour former
un vecteur. Ses propriétés sont enumérées de façon non-exhaustive ci-dessous:
(A.2.1) vec(A + B) = vec(A) + vec(B).
(A.2.2) \rec(ABC) (CT A)vec(B)
(A.2.3) vec(AB) (I ® A)vec(B) (BT ® I)vec(A),
(A.24) vec(ABC) = (I 0 AB)vec(C) (CTBT)vec(A),
(A.2.5) vec(BT)’vec(A) = tr(BA) tr(AB) vec(AT)Tvec(B).
D’autres propriétés se trouvent dans Harville (1997).
