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Abstract
There is strong empirical evidence that the pricing kernel is U-
shaped, which provides a way to explain the substantial coskewness
premium. Existing studies typically use a polynomial approximation
of the pricing kernel. Problematically, these polynomials have, in
most cases, increasing parts by construction. Therefore, it is not clear
whether the increasing parts are an artifact of the chosen functional
form. Taking this concept into consideration, this paper shows that
pricing kernels, as estimated by the generalized method of moments
on equity data, are still U-shaped and that the increasing part is not
a statistical artifact. This conclusion derives from the fact that the
functional form of kernels, which allows for strictly decreasing kernels
as well as for kernels with increasing parts, is still U-shaped. These
results arise from checking for higher order polynomials, various time
horizons, and dierent functional forms of the kernel.
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2 1 INTRODUCTION
1 Introduction
In the absence of arbitrage, a pricing kernel exists such that the price of
an asset is equal to its pricing kernel-weighted payos. However, the no-
arbitrage condition provides no information about the shape of the kernel
(besides that of non-negativity). In equilibrium models with complete mar-
kets and a risk-averse representative agent who knows the probabilities of all
states of the world, the pricing kernel is high in states with low resources
because the marginal utility of one unit of additional consumption is high.
However, in states with many resources, the pricing kernel is low. Therefore,
the pricing kernel should decrease with resources.1 In contradiction, there is,
as shown in the following paragraphs, empirical evidence that the kernel is U-
shaped within a certain range. However, studies such as those from Dittmar
(2002), Pot (2006), and Post et al. (2008) do not investigate whether these
increasing parts are signicant. This paper tries to ll this gap.
Empirical evidence for increasing parts in the pricing kernel can be found
in equity as well in option data. Estimating the kernel with equity returns
yields a U-shaped pricing kernel, as Dittmar (2002), Pot (2006), and Post
et al. (2008) have shown by approximating the kernel with a quadratic func-
tion or a higher order polynomial. The reason underlying this shape is the
coskewness of single assets with the market portfolio returns (as a proxy
for the available resources), such that the three-moment extension of the
capital asset pricing model (CAPM) provides a signicant risk premium for
coskewness (Kraus and Litzenberger (1976), Friend and Westereld (1980),
Barone-Adesi (1985), Lim (1989), Harvey and Siddique (2000), Errunza and
Sy (2005) and Smith (2007)). However, Dittmar (2002) and Post et al. (2008)
show that the observed coskewness premium can no longer be explained if
nonsatiation, risk aversion, and nonincreasing absolute risk aversion are im-
posed on the utility function of the representative agent (thereby translating
into restrictions on the pricing kernel). Furthermore, Pot and Wang (2010)
showed that unconstrained quadratic or higher order kernels imply relative
risk aversions of above ve for the representative investor, which is generally
considered to be implausible. The pricing kernel in the well-known CAPM,
discussed by Sharpe (1964), Lintner (1965), and Mossin (1966), is linear in re-
lation to market returns, whereas the three-moment CAPM extends this with
a quadratic term. On extending the CAPM by further moments, Fang and
Lai (1997) and Hung (2008) found that co-kurtosis is also a relevant pricing
factor. Considering a third order polynomial for the pricing, it still remains
U-shaped in market returns, as shown by Dittmar (2002). Estimations of the
1Suitable textbook references are Magill and Quinzii (1996) or Cochrane (2001).
3kernel from equity data clearly point to a U-shaped kernel.
Pricing kernel estimations done with option data also show a U-shaped
kernel around the current stock price. Prominent examples of this are At-
Sahalia and Lo (2000), Jackwerth (2000), and Rosenberg and Engle (2002).
Note that estimating pricing kernels with option data allows us to estimate
the pricing kernel within a broader range of market portfolio returns than is
the case for equity data. The reason for this is that options exist with quite
extreme strike prices, whereas such extreme values can rarely be observed
in markets. Therefore, it turns out that pricing kernels typically fall after
an increasing part of the kernel. If the view is restricted to the range of the
kernel, which can be estimated by equity data, the kernel estimated by option
data has a U-shape. More recent evidence is less clear: Detlefsen et al. (2007)
estimated the kernel for German data at several points in time; in some cases,
he derived a U-shape around the actual index level, and sometimes the kernel
was merely decreasing. In another work, Golubev et al. (2008) provide some
evidence that the increasing parts of kernels estimated using option prices
are statistically signicant. However, by using an asymmetric GJR-GARCH
model with empirical innovations for option data, Barone-Adesi et al. (2008)
and Barone-Adesi and Dall'O (2010) showed that the increasing parts of the
kernel largely disappear.
In conclusion, there is empirical evidence for U-shaped kernels from equity
as well as from option data around the current market price. Given that
the estimations with equity data typically employ polynomial kernels and
particularly quadratic kernels, the pricing kernel, by construction, has to be
U-shaped (an inverse U-shape is also conceivable). This leads to the question
as to whether the increasing part of the pricing kernel is merely a consequence
of the polynomial functional form. Another interesting question is whether
many observations of market returns are present in the increasing part. If not,
then the increasing part could be a meaningless artifact. Unfortunately, the
existing literature is not particularly helpful in addressing these concerns. For
instance, Dittmar (2002), Pot (2006) and Post et al. (2008) estimated kernels
with increasing parts and found that the coecients before the polynomial
terms were signicant. However, their studies did not locate the minimum
of the kernel or the origin of the increasing part of the kernel. Further,
they do not provide any information on how often the economy lies in the
increasing part of the kernel. Other studies, such as Hansen and Singleton
(1982, 1983), and many subsequent works, have chosen a functional form
(typically a power utility) such that the pricing kernel declines with any
parameterization. More recently, Post and van Vliet (2006) and De Giorgi
and Post (2008) estimated pricing kernels based on second-order stochastic
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dominance|and by that, assuming decreasing kernels|and found that the
pricing kernels are steep in losses and at in gains. However, this approach
is also unhelpful in answering the question whether the pricing kernel is U-
shaped. However, restricting kernels to be decreasing would result in such
at parts of the kernel.
The purpose of this paper is, therefore, to check whether the pricing kernel
has increasing parts and, if so, where these are. The main contributions of
this paper are as follows: First, it makes clear that the increasing parts of the
kernel are not an artifact of the polynomial functional forms by estimating the
kernel for functional forms, where the kernel may be U-shaped or where it is
not (i.e., the piecewise linear kernel and the modied quadratic kernel, which
starts at one point to be linear). These various functional forms, furthermore,
allow direct testing for the increasing parts in the kernels. Second, estimating
a higher order polynomial kernel than the literature reveals also that the
dataset, including the Fama-French value, size, and momentum portfolios,
has a clearly U-shaped kernel, which was not the case with a quadratic kernel.
Following a large part of the previously cited literature, the kernel is
estimated on equity data by the generalized method of moments (GMM).
Following Post et al. (2008), the pricing kernel is assumed to be constant over
time. There are two main reasons for this: First, the question to be answered
in this paper is if the pricing kernel is persistently U-shaped. Therefore, even
if the pricing kernel is time varying, the focus is on the shape of the kernel
as an average over the long run. In line with that is the usage of equity data,
because the available data history is much longer for them than for option
data. Second, theory does not show how the time variation of the kernel
should be modeled. Taking, for example, the equilibrium model provided
later in this paper, the pricing kernel depends only on the preferences of the
representative agent. Given that the preferences remain roughly constant
over time, the pricing kernel is also. Furthermore, it is reasonable to choose a
simple econometric model, which is capable of modeling the main features but
is only slightly misspecied, rather than a complicated one, where one cannot
be certain that it is even more misspecied. Concerning the results of the
estimations, the quadratic kernel turns out be U-shaped, in line with Dittmar
(2002), Pot (2006) and Post et al. (2008). Each of them estimates the kernel
on one dataset. To ensure robustness of the results, this paper estimates
everything using ve dierent datasets. Additionally, this paper quanties
the eect of the increasing parts of the kernel further: For two of these
datasets, the kernel lies in the increasing region for more than one-quarter
of the total observed period. In the other three datasets, the kernel lies in
the increasing part for less than 2.5% of the observed periods. These results
5demonstrate two things: the pricing kernel is U-shaped, but the number of
observations, when an increasing kernel occurs, may vary substantially.
An obvious issue with a polynomial kernel, especially a quadratic kernel,
is that it almost automatically has increasing parts in it. Therefore, it is
interesting to see how well a kernel does that is restricted to be decreasing.
For example, Post et al. (2008) restricted the parameters of the kernel in
such a way that on all observed data, the kernel is falling. With such an
approach, the parameters may be strongly restricted: in my dataset the
observed market returns range from -0.29 to 0.384, but 95% of the market
returns are observed between -0.105 and 0.1. If a falling kernel is enforced
in too large a range, the parameters of the whole kernel in that setup are
massively more restricted. This becomes problematic if, as shown, only 5%
of the observations can be found on approximately one-half of the restricted
range.
A further step for investigating the shape of the kernel is to restrict the
slope of the kernel to zero in increasing areas (as in Dittmar (2002)). Since
the kernels with the restricted and the unrestricted slope are not in this way
nested in each other, it is noteworthy that the nonincreasing kernel ts the
data worse than the kernel with the increasing parts. However, this eect is
less strong than in Dittmar (2002). Setting the slope of the increasing parts
to zero is one possible way, but might it be better to restrict the slope to be
smaller than another level, for example  0:01? An innovation of this paper
is to estimate the level where the slope of the kernel should be restricted:
it turns out that this level, in four out of ve datasets, is (insignicantly)
positive. That is, even if the functional form of the kernel explicitly allows for
the increasing parts of the kernel to be at, the estimation shows increasing
parts.
A potential issue is the order of the polynomial; the literature, for exam-
ple Dittmar (2002) and Pot (2006), stops with pricing kernels of order 3.
This paper tests polynomials up to order 7. In four out of our ve datasets,
this is enough. However, in the fth dataset, the Fama-French value, size,
and momentum portfolios, a pricing kernel with a polynomial of at least or-
der 6 with a clear U-shape is appropriate. Chung et al. (2006) and Nguyen
and Puri (2009) showed that Fama-French value, size, and momentum excess
returns can be explained by a higher-order polynomial of the market excess
return; the resulting pricing kernel is, therefore, a consequence of this. Be-
cause a polynomial of order 3 is sucient, if the momentum portfolios are
not included, it can be concluded that this eect can be attributed to the
momentum portfolios.
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Finally, a polynomial may not be the correct functional form of the pricing
kernel. To check this, a piecewise linear kernel is estimated. It turns out that
the estimated piecewise linear pricing kernel has approximately the same
shape as the polynomial kernel, including its increasing parts.
Overall, this paper shows, with an extremely broad range of dierent
tests, that the pricing kernels have a U-shape and that this shape is neither
the result of a misspecied functional form nor a statistical artifact. Nonethe-
less, one word of caution: the estimation of the kernel cannot be done very
precisely. The observed substantial variation between the kernels estimated
from the dierent datasets and the poor signicance of most statistical tests
demonstrate this. Nonetheless, estimations on ve dierent datasets and over
a time horizon of more than 80 years point to a U-shape for the kernel. Hence
one can be condent that the increasing parts of the kernel exist and that
they, therefore, should be taken into account for asset pricing.
The remainder of the paper is arranged as follows. Section 2 provides
the model framework and section 3 the estimation methodology. Section 4
describes the datasets, and the pricing kernels are estimated and tested in
section 5. The eects of these kernels on the utility function of a rational,
representative investor are shown in section 6. Finally, section 7 presents the
conclusions.
2 Model framework
No arbitrage implies the existence of some risk-neutral measure , such that
for all assets k, the expected return under  is the risk-free rate Rf (Harrison
and Kreps (1979))|that is,
Rf = E(Rk) for all assets k:
Let ps denote the physical probability of state s 2 f1; : : : ; Sg. Then,
Rf = E(Rk) =
SX
s=1
ps
s
ps
Rks =
SX
s=1
psLsR
k
s = EP (LRk); (1)
where Ls =
s
ps
is the pricing kernel.2 To keep notation simple, the physical
probability EP is, in the future, written as E. As Equation (1) holds for any
2Often|for example, in Cochrane (2001)|the stochastic discount factor is used instead
of the pricing kernel. Both measures for the state prices dier in a (multiplicative) constant.
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assets k and j, one has
0 = E
 
L  (Rk  Rj) ; (2)
and furthermore, because  and p are probabilities and L  0,
E(L) = 1: (3)
No arbitrage implies these conditions for the pricing kernel. Instead of an
unconditional expected value, a conditional expected value|that is, 0 =
E
 
L(Rk  Rj)j
t

, as in Dittmar (2002) and Pot (2006), for example|can
be used, where 
t is the information available in period t. More precisely, 
t
are the realizations of some random variables in t, on which the conditional
expected value is dened. How the conditioning variables included in 
t
should be chosen is unclear. Cochrane (2001, p. 145) summarized the issue
as follows: \The situation is not repaired by simple inclusion of some condi-
tioning information. Models such as the CAPM imply a conditional linear
factor model with respect to investors' information sets. However, the best
we can hope to do is to test implications conditioned down on variables that
we can observe and include in a test. Thus, a conditional linear factor model
is not testable." A possible way to circumvent this is to take the expected
value of the conditional expected value
0 = E
 
E
 
L  (Rk  Rj)j
t

= E
 
L  (Rk  Rj) :
That is, the conditional model implies the unconditional one if the pricing
kernel, L, is constant over time. Thus, it can be concluded that the uncon-
ditional model must hold, in any case, in the long run. While this method
is probably not the most ecient way to estimate a pricing kernel, it relies
on only a few assumptions, and the results cannot be inuenced by wrongly
chosen conditional variables.
2.1 Relation to the utility function of a representative
investor
No arbitrage implies the existence of a positive pricing kernel. To obtain
more information on the shape of the pricing kernel and on which variables
the kernel depends, an equilibrium model can be used. Consider a two-period
model in which a representative agent has initial wealth w0 and an increasing,
strictly concave, and dierentiable utility function. Then the representative
agent maximizes his utility:
max
k
u(c0) + E(u(C));
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where  is the time discount. The maximization is done under the following
budget constraints:
C = w0
 
KX
k=1
kR
k +
 
1 
KX
k=1
k
!
R0
!
c0 = w0
 
1 
KX
k=1
k
!
;
where c0 is consumption in the rst period, as given by the initial wealth mi-
nus the investment, into a portfolio of assets where k is the portfolio weight
of asset k 2 f1; : : : ; Kg, and Cs is consumption in state s, given by the pay-
os of the portfolio bought in the rst period. Then the budget constraints
are inserted into the maximization problem. The rst-order conditions of the
utility maximization problem then imply for all assets k
Rf = E


u0(C)
u0(c0)
Rk

:
A comparison with equation (1) immediately shows that the pricing kernel
is given by
L = 
u0(C)
u0(c0)
: (4)
In the previous model,  and c0 are constants. The likelihood ratio process
is, therefore, proportional to the marginal utility in the next period. Further,
it is falling in consumption because of the concave utility function; that is,
the increasing parts in the likelihood ratio process cannot be explained by
this model.
The estimated pricing kernel supports the model as long as the pricing
kernel is nonincreasing. However, empirical evidence shows that there may
be increasing parts in the pricing kernel (see, for example, At-Sahalia and Lo
(2000) for evidence from option data or Dittmar (2002) for evidence based on
equity data). In this situation, any assumption of the model may be violated.
For instance, Ziegler (2007) identies problems of aggregation, misestimated
beliefs of the agents, Peso problems, and heterogeneous beliefs as possible rea-
sons for the observed increasing parts in the pricing kernel. However, several
examples and some empirical evidence show that none of these explanations
may suce to explain the observed increasing parts of the kernel under a
reasonable set of assumptions. Hens and Reichlin (2010) show, furthermore,
with simple examples that a nonconcave utility function of the representa-
tive investor, incomplete markets, or heterogeneous beliefs may explain the
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increasing parts in the kernel. In this setup, the latest solution seems to
be the best explanation since the other two possibilities need unrealistic as-
sumptions or the results are fragile if the parameters are changed a bit. Over
all, it is challenging to explain the increasing parts of the kernel theoretically
under plausible assumptions.
With the equilibrium argument above, the pricing kernel depends on the
consumption of the representative investor. This consumption is typically
approximated by the use of either aggregate consumption or market portfo-
lio return data. The latter source assumes that the only source of income for
an investor is his assets and that by market clearing, the representative in-
vestor holds all assets in equilibrium and, therefore, earns the market return.
Mankiw and Shapiro (1986) have shown that using market portfolio returns
as a consumption proxy explains the observed risk premia (in a CAPM setup)
much better than does using aggregated consumption. The main competitor
for market portfolio returns|namely, aggregate consumption data from the
National Income and Products Accounts, which has been used by Hansen
and Singleton (1982) and many others|causes several problems. For ex-
ample, Breeden et al. (1989), Ferson and Harvey (1992), Wilcox (1992), and
Slesnick (1998) discuss measurement errors, denitional problems, issues with
seasonal adjustment, and other problems with the aggregation of the con-
sumption data over time. Furthermore, many behavioral explanations|for
example, narrow framing, loss aversion, or mental accounting|demonstrate
why wealth (or changes in it) should be included in the utility function of
the representative agent and also, therefore, in the pricing kernel. St-Amour
(2007) gives a short overview of this literature. For example, Barberis and
Huang (2006) and Hens and Wohrmann (2006) demonstrated that the eq-
uity premium puzzle can be explained in that way. For these reasons, the
pricing kernel is chosen as a function of the market excess return: L(rm) with
rm = R
M   Rf . A side eect of this is that by subtracting the riskless rate,
the kernel is in real terms. This makes sense because the consumer is not
interested in his nominal wealth but in the amount of real consumption he
can aord with his wealth. Nonetheless, the impact of stochastic ination
on portfolio decisions may be complex, as demonstrated by Brennan and Xia
(2002) in a continuous time setup. The chosen approach tries, therefore, to
keep the impact of stochastic ination on our results as small as possible but
does not claim to solve this issue.
10 2 MODEL FRAMEWORK
2.2 Functional form of the pricing kernel
To test for increasing parts, kernels that can, but do not have to, contain in-
creasing parts are especially interesting. In the following, we consider linear,
polynomial, and piecewise linear kernels. The rst two types are important
since they are used in a large part of the literature. However, many polyno-
mial, and especially quadratic, kernels have the disadvantage that almost by
denition they have increasing parts. Because of that, the piecewise linear
kernels are also used.
In the CAPM, the pricing kernel is a linear function of market excess
return. Rubinstein (1973) showed that the CAPM can be considered as a
rst-order Taylor approximation of a representative investor with an arbitrary
utility function. A higher-order Taylor approximation of the pricing kernel
L = u0(C)=u0(c0) = u0(rm)=u0(c0) at the risk-free rate (assuming that c0 is
constant) has the following form:
L(rm) = h0 + h1u
00  rm + h2u000  r2m + h3u0000  r3m + : : :
The quadratic and cubic terms can be interpreted as preferences for skewness
and kurtosis. Typically, most people prefer positively skewed distributions
without fat tails; therefore, h2u
000 should be positive, and h3u0000 should be
negative. The polynomial kernel is dened as
L(rm) = 0 + 1  rm + 2  r2m + 3  r3m + : : : = 0 +
X
j
i  rjm: (5)
This kernel has two advantages: it is extremely general (every continuous
function can be approximated by it) and it can be written in terms of linear
factors, where rm; r
2
m; : : : are the factors. However, is a polynomial the right
type of function to approximate a pricing kernel? By construction, a Tay-
lor approximation describes a function well at the point of approximation,
but worsens the further it is away from that point. To estimate the pricing
kernel for large or small market returns, other functional forms could poten-
tially work better. An alternative is to use a piecewise linear kernel with
breakpoints q1; : : : ; qn, i.e., as follows:
L(rm) = 0 + 1rm +
8>>>>>>>>><>>>>>>>>>:
0 for rm < q1
2(rm   q1) for q1  rm < q2
2(rm   q1) + 3(rm   q2) for q2  rm < q3
...
...
2(rm   q1) + 3(rm   q2)+
: : :+ n+1(rm   qn) for qn  rm:
(6)
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The main advantage of this functional form is the enormous number of pos-
sible shapes of the kernel. Post and van Vliet (2006) is one of the few studies
where a piecewise linear marginal utility function (i.e., in a representative
agent model, a piecewise linear pricing kernel) has been used. The authors
mainly nd that the market portfolio is not mean variance ecient but that
third-order stochastic dominance seems to hold for the market portfolio.
Since they are focusing on a linear program to check the stochastic domi-
nance, they focus on decreasing kernels. The main reason for the rare usage
of the piecewise linear kernel may be that the rst derivative in rm is not
continuous in all points. For the generalized method of moments (GMM)
estimation, it is required only that the piecewise linear pricing kernel is dif-
ferentiable in all  , which is obviously given. Nevertheless, for numerical
optimization the noncontinuous rst derivative of rm may be problematic.
The estimation methods are discussed in more detail in the next section.
3 Estimation methods
In a further step, the pricing kernel must be estimated from data. This
can be done in various ways: Based on no-arbitrage, this step is especially
easy for a linear kernel, which can be determined out of the market portfolio
and the risk-free asset, and it is then identical with the famous CAPM. If
it is possible to represent the kernel in a linear form in factors, then the
kernel can be estimated via OLS regressions. More complicated kernels may
be estimated by GMM. All these estimation methods are discussed in more
detail in the following sections.
3.1 Benchmark CAPM
The CAPM of Sharpe (1964), Lintner (1965) and Mossin (1966) assumes a
linear pricing kernel L = ~0+ ~1rm with market excess return rm = R
M Rf .
This pricing kernel can easily be estimated out of the return of the market
portfolio and the riskless asset. Assuming that asset k in equation (2) is the
market portfolio and that asset j is the risk-free rate, the following conditions
are satised:
0 = E
 
L  (RM  Rf ) = ~0E(rm) + ~1E(r2m)
1 = E(L) = ~0 + ~1E(rm):
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Solving this system of two linear equations for ~0 and ~1 results in the fol-
lowing:
~0 =
E(r2m)
var(rm)
and ~1 =   E(rm)
var(rm)
: (7)
Plugging in the average and variance of past market portfolio excess returns
is the simplest way to estimate the parameters of a linear pricing kernel. The
advantage of this method of estimating a pricing kernel is that it depends
only on the risk-free rate and the return of the market portfolio. Therefore,
it does not depend on the returns of individual assets. This is an advantage,
because it is typically not feasible to include every single asset in the world
in an empirical study; therefore, the choice of the assets to include may
aect the results. For the rest of the paper, this estimation method for a
pricing kernel is referred to as the benchmark CAPM model. The following
two subsections describe two additional methods for estimating more general
pricing kernels.
3.2 Factor models
If pricing kernels are linear combinations of factors, they can be estimated
using linear factor models. The CAPM (or its higher moment versions)
or the Fama-French three-factor model are special cases of factor models.
Furthermore, all the functional forms of the previous section can be rewritten
in factor form. Since a large part of the literature focuses on factor models
and on the risk premia for the dierent factors, it is helpful to illustrate
their link with the pricing kernel. Assume that the pricing kernel is given
by L = b0 + b
0f , where f is a vector of factors that vary over time, and
b0 and the vector b are constants. Given E(L) = 1, this can be rewritten
as L = 1 + b0 (f   E(f)). Writing everything in terms of excess returns,
Rek = R
k  Rf , Equation (2) becomes
0 = E
 
L  (Rk  Rf ) =: E (L Rek) :
WithRe dened as the vector of excess returns of all assets, this is equivalent
to
0 = E (L Re) = E(Re) + b0 cov (f ;Re)
E(Re) =  b0 cov (f ;Re) =  b0 var(f) var(f) 1 cov(f ;Re)
= 0;
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where
 =   var(f)b and  = var(f) 1 cov(f ;Re)
are the risk premium and risk exposure of every risk factor. The CAPM is
a special case of that model. If the CAPM pricing kernel L = ~0 + ~1rm is
plugged in, the expected excess return of an asset in the CAPM is a risk
premium, ~ = E(rm),3 times the CAPM-. It measures the exposure to the
market risk and is dened by ~ = cov(rm; R
e)= var(rm).
In general,  are the estimated multiple regression coecients of excess
returns Re on the demeaned factors f . This oers one way to estimate 
and : rst, regress Re on the demeaned factors f to obtain the estimator
^. Second, regress the average excess returns of the assets Re on ^ to obtain
an estimator for the risk premium ^. Most of the extant literature stops
at this point and estimates the risk premia, k, of each factor. Because
b =   var(f) 1, the estimator for b is
b^ =  
 
1
T
TX
t=1
 
ft   1
T
TX
t=1
ft
! 
ft   1
T
TX
t=1
ft
!0! 1
^:
The estimated pricing kernel, L^, is obtained by plugging b^ into the denition
of the pricing kernel:
L^ = 1 + b^0
 
ft   1
T
TX
t=1
ft
!
:
Appendix A shows that under weak assumptions (heteroskedasticity is al-
lowed), b^ is a consistent estimator of b. Through the consistency of b^ and
the law of large numbers, it directly follows that L^ is consistent. While con-
sistency alone does not provide any information about condence intervals
or the signicance of the parameters, these can be obtained using GMM
estimation.
3.3 Estimation via the generalized method of moments
Compared to the factor model, GMM permits more general pricing kernels
and provides asymptotic test statistics for the estimated parameters. As-
suming that the pricing kernel is a function of the market excess return rm,
3To obtain that, plug equation (7) into the denition of .
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equations (2) and (3) imply the following moment restrictions:
0 = E
 
L(rm)  (Rk  Rf )

0 = E (L(rm))  1:
The market portfolio also has to be priced correctly. Therefore,
0 = E (L(rm)  rm) =
X
k
E
 
L(rm)  !k(Rk  Rf )

;
where !k is the weight of asset k in the market portfolio in every time period.
Moreover, this condition ensures that the sum of the pricing error over all
assets is close to zero. Given these moment conditions, the parameter of the
pricing kernel can be estimated using GMM. Note that no assumptions about
the distribution of the returns are required, only that all moments must exist.
Additionally, some regularity conditions should be satised.
Assume that Xt is a vector of the data needed to estimate the model
(mainly asset and market returns in t); then T is the vector of the true
parameter of the pricing kernel, and the vector of all moment conditions is
written as
0 = E(g(Xt;T )) := E
0BBBBB@
L(rm;T )  (R1  Rf )
...
L(rm;T )  (RK  Rf )P
k L(rm;T )  !k(Rk  Rf )
L(rm;T )  1
1CCCCCA :
The estimated parameter ^ is chosen such that the deviations from the mo-
ment conditions are minimized (the deviations are weighted by a weighting
matrix W ):
^(W ) = argmin ngn()
0Wgn()
gn() =
1
n
nX
t=1
g(Xt;):
Under some regularity conditions, the estimator ^(W ) is consistent, and if
W is a consistent estimator of the inverse covariance matrix of g(Xt;), the
estimator is asymptotically ecient. The dierence between the estimator
^(W ) and the true parameter T is asymptotically normally distributed.
This approach allows all kinds of statistical tests, especially t-tests.
The minimization problem of the GMM estimator is solved numerically.
Therefore, accurate starting values are crucial. Because the factor model
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presented before provides a consistent estimator of the model parameters, I
use them as starting values.
To obtain an estimation of W , the two-step GMM method in Hansen
(1982) is applied.4 Using this method, the model is rst estimated with W
as the identity matrix and the parameter estimates from the factor regression
as starting values. Then a heteroskedasticity and autocorrelation consistent
(HAC) covariance matrix for g(Xt;) is calculated (see Newey and West
(1987)). With the inverse of this covariance matrix serving as the weighting
matrixW , the denitive model is estimated. Hansen et al. (1996) suggested
more sophisticated GMM estimators: the iterated GMM and continuously
updated GMM estimator, which dier in the way they determineW . Newey
and Smith (2004) and Anatolyev (2005) concluded that the two-step and
iterated estimators are asymptotically equivalent and that the continuously
updated estimator has a smaller asymptotic second-order bias than the other
two estimators. With nite samples, these results can obviously dier. In
this paper, the two-step estimator is used because it turned out to be the
numerically most robust estimator. The iterated and continuously updated
estimator leads to extremely volatile pricing kernels. (Chapman (1997) found
similar problems with the iterated GMM estimator, in which the observed
average returns are far from the mean returns predicted by the model.)
4 Data
The suggested estimation methods need the excess returns (i.e., Rk  Rf ) of
various assets and the market, and the market capitalizations of all the assets
as well. Monthly data are used, starting in 1926, from the Center for Research
in Security Prices (CRSP) at the University of Chicago. The CRSP all-share
index, a value-weighted index of all common stocks listed on the NYSE,
AMEX, and NASDAQ markets, is taken as a proxy for the market portfolio.
The risk-free rate is the one-month T-Bill rate. To avoid spurious results,
all kernels are estimated using the monthly excess returns of ve dierent
sets of data. The rst two sets of assets are the 17 and 30 Fama-French
industry portfolios.5 They group all NYSE, AMEX, and NASDAQ stocks
4All estimations are done with R. For the GMM estimations, the GMM-package of
Chausse (2010) has been used.
5Fama and French used data from CRSP to calculate their returns. Compustat data
are used for the portfolio weights of the value portfolios.
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17 Industry Portfolios
Industry N Mean SD Skew. Kurt.    ACF(1) p
Food 1000 0.0069 0.049 -0.02 9.4 0.8 2.2 0.8 0.09 0.005
Mines 1000 0.0071 0.068 -0.12 5.3 0.9 1.1 0.7 0.07 0.028
Oil 1000 0.0078 0.061 0.29 7.0 0.9 3.1 0.9 0.01 0.843
Clths 1000 0.0057 0.062 0.33 8.2 0.9 2.5 0.8 0.17 0.000
Durbl 1000 0.0060 0.078 1.36 19.7 1.3 7.3 1.5 0.21 0.000
Chems 1000 0.0074 0.064 0.34 9.5 1.0 4.2 1.1 0.11 0.001
Cnsum 1000 0.0072 0.050 0.25 9.2 0.7 2.8 0.8 0.06 0.070
Cnstr 1000 0.0064 0.069 0.43 8.8 1.2 4.7 1.2 0.11 0.001
Steel 1000 0.0065 0.086 1.37 16.7 1.4 9.1 1.6 0.11 0.000
FabPr 1000 0.0060 0.061 0.15 9.1 1.0 3.6 1.0 0.10 0.001
Machn 1000 0.0078 0.072 0.18 8.6 1.2 4.6 1.2 0.11 0.000
Cars 1000 0.0078 0.079 1.15 16.7 1.2 6.7 1.5 0.15 0.000
Trans 1000 0.0063 0.072 1.01 15.2 1.2 6.1 1.3 0.15 0.000
Utils 1000 0.0056 0.057 0.13 10.5 0.8 2.8 0.9 0.11 0.000
Rtail 1000 0.0068 0.060 -0.01 8.1 0.9 2.7 1.0 0.14 0.000
Finan 1000 0.0071 0.070 0.56 14.3 1.2 5.1 1.3 0.17 0.000
Other 1000 0.0056 0.052 -0.19 6.8 0.9 1.8 0.8 0.12 0.000
Market 1000 0.0091 0.055 0.14 10.5 1.0 3.5 1.0 0.12 0.000
Table 1: Summary statistics of the monthly excess returns (i.e. Rk   Rf )
of the 17 industry portfolios and the market portfolio: average; standard
deviations; skewness; kurtosis; CAPM-; , the exposure to the skewness risk
(see equation 8); , the exposure to the kurtosis risk (see equation 9) and
the rst-order autocorrelation coecient (with p-value) of portfolio excess
returns.
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30 Industry Portfolios
Industry N Mean SD Skew. Kurt.    ACF(1) p
Food 1000 0.0068 0.049 0.05 9.4 0.7 2.3 0.8 0.08 0.007
Beer 1000 0.0093 0.075 1.84 25.2 1.0 3.0 1.0 0.09 0.005
Smoke 1000 0.0084 0.059 0.07 6.4 0.6 2.4 0.7 0.07 0.035
Games 1000 0.0076 0.091 0.64 12.3 1.4 6.3 1.6 0.19 0.000
Books 1000 0.0060 0.071 0.52 9.7 1.1 5.0 1.2 0.18 0.000
Hshld 1000 0.0063 0.061 0.37 15.5 0.9 3.7 1.1 0.08 0.008
Clths 1000 0.0055 0.061 0.30 7.9 0.8 1.9 0.6 0.15 0.000
Hlth 1000 0.0077 0.058 0.18 10.1 0.9 3.4 0.9 0.08 0.018
Chems 1000 0.0073 0.064 0.37 9.7 1.0 4.3 1.1 0.10 0.001
Txtls 1000 0.0063 0.081 1.05 12.6 1.2 6.3 1.3 0.18 0.000
Cnstr 1000 0.0061 0.070 0.36 8.9 1.2 4.3 1.1 0.13 0.000
Steel 1000 0.0065 0.085 1.37 16.7 1.4 9.1 1.6 0.11 0.000
FabPr 1000 0.0073 0.073 0.48 10.4 1.2 5.4 1.3 0.13 0.000
ElcEq 1000 0.0088 0.078 0.60 11.6 1.3 6.1 1.4 0.10 0.001
Autos 1000 0.0076 0.081 1.23 17.4 1.2 6.9 1.5 0.15 0.000
Carry 1000 0.0080 0.078 0.49 8.4 1.2 5.0 1.2 0.11 0.001
Mines 1000 0.0067 0.073 0.13 6.7 0.9 3.1 1.0 0.05 0.108
Coal 1000 0.0098 0.092 0.87 9.8 0.8 0.1 0.3 0.04 0.217
Oil 1000 0.0077 0.061 0.29 7.0 0.9 3.1 0.9 0.01 0.829
Util 1000 0.0056 0.057 0.13 10.5 0.8 2.8 0.9 0.11 0.000
Telcm 1000 0.0051 0.046 0.00 6.2 0.7 1.2 0.6 0.09 0.007
Servs 1000 0.0089 0.086 1.11 19.2 0.8 -1.6 0.4 0.03 0.361
BusEq 1000 0.0080 0.069 -0.22 6.1 1.1 2.1 0.9 0.09 0.005
Paper 1000 0.0071 0.061 0.36 9.5 1.0 3.9 1.0 0.06 0.071
Trans 1000 0.0059 0.073 1.10 16.0 1.1 6.3 1.3 0.15 0.000
Whlsl 1000 0.0052 0.075 0.65 14.3 1.1 4.2 1.2 0.19 0.000
Rtail 1000 0.0069 0.060 0.02 8.0 0.9 2.8 1.0 0.14 0.000
Meals 1000 0.0073 0.067 -0.34 5.6 1.0 -0.4 0.7 0.15 0.000
Fin 1000 0.0071 0.070 0.56 14.3 1.2 5.1 1.3 0.17 0.000
Other 1000 0.0048 0.069 0.36 9.1 1.1 4.3 1.1 0.14 0.000
Table 2: Summary statistics of the monthly excess returns (i.e. Rk Rf )) of
the 30 industry portfolios: average; standard deviations; skewness; kurtosis;
CAPM-; , the exposure to the skewness risk (see equation 8); , the expo-
sure to the kurtosis risk (see equation 9) and the rst-order autocorrelation
coecient (with p-value) of portfolio excess returns.
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Panel A: Value Decile Portfolios
Decile N Mean SD Skew. Kurt.    ACF(1) p
1=low 1000 0.0054 0.058 -0.02 7.9 1.0 3.0 1.0 0.13 0.000
2 1000 0.0064 0.055 -0.09 8.0 1.0 2.7 0.9 0.09 0.003
3 1000 0.0063 0.054 -0.22 7.8 0.9 2.3 0.9 0.07 0.039
4 1000 0.0062 0.061 1.26 18.8 1.1 6.4 1.3 0.17 0.000
5 1000 0.0069 0.057 0.85 15.3 1.0 5.1 1.1 0.14 0.000
6 1000 0.0073 0.062 0.95 19.2 1.1 5.6 1.3 0.17 0.000
7 1000 0.0074 0.067 1.84 23.4 1.1 8.1 1.4 0.16 0.000
8 1000 0.0090 0.070 2.13 27.2 1.2 8.9 1.5 0.19 0.000
9 1000 0.0098 0.076 1.33 17.3 1.2 7.5 1.5 0.14 0.000
10=high 1000 0.0106 0.094 2.41 27.3 1.5 11.1 1.9 0.16 0.000
Panel B: Size Decile Portfolios
Decile N Mean SD Skew. Kurt.    ACF(1) p
1=small 1000 0.0115 0.103 3.71 39.6 1.4 11.9 1.8 0.22 0.000
2 1000 0.0096 0.090 2.27 25.0 1.4 8.5 1.6 0.19 0.000
3 1000 0.0095 0.082 1.94 23.3 1.3 8.1 1.5 0.22 0.000
4 1000 0.0090 0.076 1.56 18.8 1.3 7.3 1.4 0.19 0.000
5 1000 0.0086 0.073 1.16 16.1 1.2 6.6 1.4 0.18 0.000
6 1000 0.0085 0.070 1.04 15.1 1.2 6.5 1.4 0.18 0.000
7 1000 0.0081 0.066 0.81 14.0 1.2 5.7 1.3 0.16 0.000
8 1000 0.0074 0.062 0.76 13.8 1.1 5.4 1.2 0.14 0.000
9 1000 0.0069 0.059 0.57 13.4 1.1 4.8 1.2 0.12 0.000
10=big 1000 0.0056 0.051 0.09 9.4 0.9 3.1 0.9 0.09 0.006
Panel C: Momentum Decile Portfolios
Decile N Mean SD Skew. Kurt.    ACF(1) p
1=low 995 0.0001 0.099 1.84 19.2 1.6 11.1 1.9 0.16 0.000
2 995 0.0040 0.083 1.84 23.2 1.3 8.9 1.7 0.15 0.000
3 995 0.0041 0.071 1.53 21.8 1.2 7.4 1.5 0.13 0.000
4 995 0.0055 0.065 1.55 20.5 1.1 7.3 1.4 0.13 0.000
5 995 0.0055 0.061 1.31 20.4 1.0 5.7 1.2 0.11 0.000
6 995 0.0062 0.059 0.76 14.8 1.0 4.9 1.2 0.11 0.001
7 995 0.0070 0.056 0.18 10.4 1.0 3.5 1.0 0.07 0.036
8 995 0.0082 0.054 0.04 7.7 0.9 2.6 0.9 0.09 0.006
9 995 0.0089 0.057 -0.30 6.6 1.0 1.5 0.8 0.06 0.061
10=high 995 0.0121 0.066 -0.51 5.2 1.0 0.1 0.7 0.08 0.016
Table 3: Summary statistics of the monthly excess returns (i.e. Rk   Rf )
of the size, value, and momentum decile portfolios: average; standard devi-
ations; skewness; kurtosis; CAPM-; , the exposure to the skewness risk
(see equation 8); , the exposure to the kurtosis risk (see equation 9), and
the rst-order autocorrelation coecient (with p-value) of portfolio excess
returns.
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into 17 (30) industry sectors, based on the SIC codes of the previous year.6
The advantage of industry portfolios is that while similar companies are in
the same industry category, the dierences between the dierent industries
are considerable. Industry portfolios, therefore, give a broad overview of
the economy. An alternative way to group rms into dierent portfolios is
to take some criterion and then form decile portfolios. Doing so results in
a large spread of the chosen criterion between the portfolios. Black et al.
(1972) were the rst to use this method by grouping portfolios based on
the past CAPM- = cov(rm; R
e)= var(rm) of the assets. Later, Fama and
French (1992) and many others used value and size portfolios to study size
and value anomalies. However, this method may also yield spurious results
because of data snooping (see Lo and MacKinlay (1990) and Conrad et al.
(2003)). From the Fama-French data library, the value, size, and momentum
decile portfolios are used. The 10-value portfolios are formed every July by
means of sorting the book-to-market ratio of the previous year. The size
decile portfolios for July until the following June are based on the market
capitalization in June of the previous year from all available assets listed
on the NYSE, AMEX, and NASDAQ. The momentum decile portfolios are
calculated based on the returns between t  2 and t  12. To retain an asset
in a momentum portfolio, the prices in t  13 and the capitalization of that
asset in t  1 must be available. An extension of Black et al. (1972) is to use
higher moment risk factors instead of the CAPM risk factor, , for forming
decile portfolios. The aim of this procedure is to obtain assets that have risk
exposures that are as dierent from higher order risk as possible. Analogous
to Kraus and Litzenberger (1976) and Post et al. (2008), decile portfolios
based on the skewness risk
i =
E
h 
RM   E(RM)2 (Ri   E(Ri))i
E

(RM   E(RM))3 (8)
and additionally to them on the kurtosis risk
i =
E
h 
RM   E(RM)3 (Ri   E(Ri))i
E

(RM   E(RM))4 (9)
are formed, where i and i are generalizations of the CAPM- for the higher
moments risk factors. The  and  portfolios are formed every July based on
6The data and a detailed description of the industry sec-
tors can be found in the Fama-French data library at
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data library.html.
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the data of the previous 36 months. The deciles are calculated on the NYSE
data. The portfolios contain all the common stocks from the NYSE, AMEX,
and NASDAQ, where the returns of the previous 36 months are available.
An overview of the return characteristics can be found in Tables 1 to 4.
The rst column includes the number of observations for each portfolio. For
every portfolio, all available data points are used, so the number of observa-
tions varies slightly. Except for the momentum portfolios, all Fama-French
data range from July 1926 to December 2009. The momentum portfolios be-
gin in January 1927, as the returns for the preceding 12 months are needed to
calculate momentum. Thereturn data from  and  portfolios are available
from July 1929 to December 2009. This shorter time horizon stems from the
36-month formation period for those portfolios.
The average returns for small companies and for stocks with a low book-
to-market ratio and a high past performance are better, as Figure 1 depicts.
These eects were to be expected and were documented in such previous
studies as Stattman (1980), Banz (1981), Fama and French (1992, 1993), and
Jegadeesh and Titman (1993). A lower coskewness and a higher co-kurtosis
also result in higher returns. The return variations between high and low
 and  risk are considerably smaller than the value, size, and momentum
eects. This may indicate that  and  are poor indicators for the future
skewness and kurtosis risks of the assets.
For the 30 industry portfolios, the correlation between  and  is 0.797,
the correlation between  and  is 0.899, and the correlation between  and
 is 0.941. This means that a large part of the information on the higher mo-
ments is already in the lower moments and may indicate that incorporating
higher order moments may not add much additional information. This high
correlation is also the reason why no grouping with -portfolios is included
in the analysis: it adds no additional information.
The last two columns of the tables provide the rst order autocorrela-
tion of monthly returns and the p-value for the null hypothesis that there is
no autocorrelation. Signicant autocorrelation can be found in the returns
in a large majority of the assets. Therefore, Newey-West autocorrelation
corrected standard errors will be used for all test statistics in the empirical
analysis.
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Panel A: -Decile Portfolios
Decile N Mean SD Skew. Kurt.    ACF(1) p
1=low 964 0.0074 0.060 -0.20 6.4 0.9 0.8 0.8 0.06 0.070
2 964 0.0059 0.056 -0.40 8.0 0.9 1.5 0.8 0.12 0.000
3 964 0.0065 0.055 0.25 9.2 0.9 3.2 0.9 0.07 0.034
4 964 0.0072 0.057 0.76 12.1 1.0 4.5 1.1 0.10 0.002
5 964 0.0066 0.057 0.63 11.7 1.0 4.2 1.0 0.12 0.000
6 964 0.0065 0.059 0.14 7.8 1.0 3.0 1.0 0.07 0.034
7 964 0.0064 0.062 0.51 12.7 1.1 4.1 1.2 0.11 0.000
8 964 0.0064 0.069 0.80 14.8 1.2 5.4 1.3 0.14 0.000
9 964 0.0062 0.078 1.54 20.7 1.3 7.9 1.6 0.16 0.000
10=high 964 0.0054 0.087 0.99 15.4 1.5 6.7 1.6 0.14 0.000
Panel B: -Decile Portfolios
Decile N Mean SD Skew. Kurt.    ACF(1) p
1=low 964 0.0053 0.043 -0.37 7.8 0.7 1.0 0.6 0.14 0.000
2 964 0.0049 0.047 -0.22 10.6 0.8 1.8 0.8 0.14 0.000
3 964 0.0063 0.050 0.22 10.0 0.8 2.9 0.9 0.07 0.022
4 964 0.0071 0.057 0.95 14.4 1.0 5.0 1.1 0.09 0.004
5 964 0.0060 0.060 0.23 9.1 1.0 3.2 1.0 0.08 0.015
6 964 0.0067 0.067 0.44 11.1 1.2 4.2 1.2 0.08 0.011
7 964 0.0071 0.071 0.70 12.0 1.2 5.4 1.3 0.07 0.026
8 964 0.0068 0.076 0.56 11.8 1.3 5.2 1.4 0.13 0.000
9 964 0.0062 0.087 0.97 14.4 1.5 7.1 1.6 0.12 0.000
10=high 964 0.0078 0.100 1.00 12.6 1.7 8.3 1.8 0.13 0.000
Table 4: Summary statistics of the monthly excess returns (i.e. Rk  Rf ) of
the  and  decile portfolios: Average; standard deviations; skewness; kur-
tosis; CAPM-; , the exposure to the skewness risk (see equation 8); , the
exposure to the kurtosis risk (see equation 9) and the rst-order autocorre-
lation coecient (with p-value) of portfolio excess returns.
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Figure 1: Average monthly excess returns (i.e. Rk   Rf ) of the dierent
decile portfolios
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5 Empirical analysis
In this section, the empirical results will be discussed. In a rst step, poly-
nomial kernels up to order three are estimated. Quadratic and cubic kernels
turn out to have increasing parts if estimated on industrial portfolio data.
To check for the signicance of the increasing parts of the kernel, the next
step is to remove the increasing parts by means of a at line. However, this
makes the t to the data poorer. A further possibility to estimate kernels
is to increase the order of the polynomial further. However, except for the
return data of the momentum portfolio, there is no evidence for a kernel of
higher order. For the momentum portfolio data, the kernel then turns out to
be clearly U-shaped. The estimation of a piecewise linear kernel and further
robustness checks will conrm the previous results.
5.1 Linear, quadratic and cubic pricing kernels
Figure 2 provides all of the estimated pricing kernels. The quadratic and
cubic kernels are estimated by GMM. For purposes of an independent com-
parison, the linear benchmark CAPM kernel is also shown. The cubic and
quadratic pricing kernels are similar, indicating that the cubic kernel does not
behave in a totally dierent way from the quadratic kernel. The quadratic
pricing kernels are all positive, and the shape is generally convex (for the
cubic kernel evidence is more mixed), which is in line with the representative
expected utility maximizer with decreasing marginal utility. Not in line with
that are the increasing parts of some pricing kernels. The range of the x-axis
of these gures is chosen carefully: the range between -0.105 and 0.1, which
covers 95% of the market returns observed. Outside of this range, the number
of observations is small; therefore, the estimation of the kernel is imprecise.
A broader range on the x-axis would make the U-shapes obviously more im-
pressive; nonetheless, only a few observations would exist in that additional
area, and the kernel estimates would not be very reliable. The increasing re-
gions observed in the industrial portfolios are because of areas where enough
observations for reliable estimation are available. For the other portfolios, no
evidence for increasing parts is available.
Polynomial pricing kernels up to order 3 are estimated in Table 5 by
GMM. The J-statistic shows that a linear pricing kernel (the CAPM) is
misspecied|that is, the moment conditions are statistically dierent from
zero. Only for the dataset with the value and size portfolios does a linear
pricing kernel appear to be appropriate. For the linear model with the 
24 5 EMPIRICAL ANALYSIS
−0.10 −0.05 0.00 0.05 0.10
0.
8
1.
0
1.
2
1.
4
Market Excess Return
Pr
ic
in
g 
Ke
rn
e
l
(a) 17 industries
−0.10 −0.05 0.00 0.05 0.10
0.
8
1.
0
1.
2
1.
4
Market Excess Return
Pr
ic
in
g 
Ke
rn
e
l
(b) 30 industries
−0.10 −0.05 0.00 0.05 0.10
0.
8
1.
0
1.
2
1.
4
Market Excess Return
Pr
ic
in
g 
Ke
rn
e
l
(c) Value and size
−0.10 −0.05 0.00 0.05 0.10
0.
8
1.
0
1.
2
1.
4
Market Excess Return
Pr
ic
in
g 
Ke
rn
e
l
(d) Value, size and momentum
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Figure 2: Estimated polynomial pricing kernels. The full line is the quadratic
pricing kernel; the dashed line is the cubic pricing kernel, and the dotted line
is the benchmark CAPM kernel. Estimation details for the quadratic and
cubic kernel can be found in subsection 3.3 and in subsection 3.1 for the
CAPM benchmark.
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and  portfolios, which should especially take into account the higher-order
risk, the J-statistic is only weakly signicant at the 10% level in the linear
specication. This may indicate two things: either  and  are poor indicators
for the higher-order risk of the next year, or there is not much nonlinearity
in the pricing kernel.
The J-statistic for the quadratic kernel of the momentum portfolio is still
signicant at the 1% level. Up to this point, everything else appears to
be reasonably specied with a quadratic kernel. For example, as Kraus and
Litzenberger (1976) also show, the quadratic term is positive for all portfolios.
However, the quadratic parameters are not very signicant. These t-statistics
are in line with Pot and Wang (2010), who nd the polynomial terms of
order 2 or more to be insignicant. The Wald test, which tests the null
hypothesis that the model is linear, shows that for the industry portfolios, a
linear kernel can be rejected at the 10% signicance level. The linear term in
the quadratic kernel is negative, as expected from the CAPM. Moving to a
cubic kernel reveals no improvement in terms of the J-statistic, and the sign
of the cubic parameter is ambiguous. The Wald test also does not show large
dierences from a linear model. The likelihood ratio test in Table 10 shows
that for the 17 industry portfolios, the cubic model is almost signicantly
dierent from the quadratic model at the 1% level. Moreover, the parameter
for the cubic term is dierent from zero at the 10% level. For the other
portfolios, there appears to be no reason to move to a cubic kernel.
Up to the momentum portfolio with its highly signicant J-statistic, all
models can be reasonably well estimated by a polynomial up to order 3.
Some increasing regions are found in the kernel of the industry portfolios.
The next step is to examine the increasing regions in more detail.
5.2 A closer look at the increasing regions of the kernel
If the kernel is not just linear, a quadratic pricing kernel has an increasing
region. Therefore, it is rst checked whether or not that region is in an area
that includes some observations of rm. If there are no observations in that
area, the increasing region is irrelevant; and if there are only a few market
returns in the increasing region, then the result is most likely a statistic
artifact. Rmin, the minimum of a quadratic pricing kernel, can be determined
by setting the rst derivative of the kernel to zero:
Rmin =
 1
22
: (10)
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Panel A: Linear Kernel (CAPM)
Ind17 Ind30 VS VSM  and 
0 1.01 ** 1.02 ** 1.01 ** 1.01 ** 1.01 **
( 0.01) ( 0.01) ( 0.01) ( 0.01) ( 0.01)
1 -2.17 ** -2.33 ** -2.20 ** -1.61 ** -2.01 **
( 0.62) ( 0.60) ( 0.59) ( 0.57) ( 0.59)
J 33 ** 51 ** 20 67 ** 27
Panel B: Quadratic Kernel
Ind17 Ind30 VS VSM  and 
0 0.93 ** 0.92 ** 1.01 ** 0.98 ** 0.98 **
( 0.04) ( 0.04) ( 0.02) ( 0.02) ( 0.03)
1 -1.94 * -2.65 ** -2.07 ** -2.31 ** -2.78 **
( 0.99) ( 0.96) ( 0.66) ( 0.73) ( 0.86)
2 26.65 y 33.26 * 1.27 9.66 13.87
(15.05) (15.40) ( 5.12) ( 6.91) (10.13)
J 23 40 y 20 55 ** 18
W 3.1 y 4.7 * 0.06 2.0 1.9
Panel C: Cubic Kernel
Ind17 Ind30 VS VSM  and 
0 0.83 ** 0.90 ** 0.98 ** 1.04 ** 1.02 **
( 0.08) ( 0.07) ( 0.06) ( 0.04) ( 0.05)
1 1.53 -2.05 -1.25 -4.18 ** -4.13 *
( 1.89) ( 1.54) ( 1.68) ( 1.23) ( 1.62)
2 54.99 * 42.53 y 8.48 -8.05 0.02
( 27.85) ( 23.95) ( 18.19) (12.20) (17.06)
3 -143.31 y -36.46 -32.18 82.43 y 66.85
( 79.89) ( 69.43) ( 63.28) (43.18) (59.60)
J 17 40 y 20 64 ** 17
W 3.9 5 y 0.26 4.4 2.7
Table 5: GMM Estimation of the polynomial pricing kernels, L = 0 +
1rm+ 2r
2
m+ 3r
3
m, for the 17 and 30 industry portfolios (Ind17 and Ind30),
for the 10-value and 10-size portfolios (VS), for the 10-value, 10-size, and 10-
momentum portfolios (VSM) and the  and  portfolios. Estimation details
can be found in subsection 3.3. The Wald statistic tests if the quadratic (cu-
bic) kernel is dierent from the linear kernel. y, *, and ** indicate signicance
at the 10%, 5% and 1% levels, respectively.
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Kernel Variable Ind17 Ind30 VS VSM  and 
Quadratic Rmin 0.036 0.040 0.818 0.119 0.100
p(rm  Rmin) 0.279 0.250 0.000 0.016 0.025
Cubic Rmin 0.036 0.040 0.818 0.119 0.100
p(rm  Rmin) 0.279 0.250 0.000 0.016 0.025
Rmax 0.036 0.040 0.818 0.119 0.100
p(rm  Rmax) 0.279 0.250 0.000 0.016 0.025
Table 6: Global minimum (maximum), that is, the turning points of the
quadratic and cubic pricing kernels and fraction of the values of the market
return that are larger than the turning points.
In the cubic case, the function can have up to one local minimum and one
local maximum, which are given by:
Rextrema =
2 
p
22   313
33
:
Table 6 provides the minima of the quadratic kernel and the local extrema
of the cubic kernel. The plausibility of increasing parts of the kernel is mea-
sured by the probability that a market return is in the increasing area; for
the quadratic kernel this is, for example, p(rm  Rmin). This probability
is measured by the number of months the kernel was in an increasing area
divided by the number of all observations. For the industry portfolios, a
monthly return larger than 3.6 and 4%, respectively, is sucient for belong-
ing to the increasing part of the kernel. This implies that in more than 25%
of all time periods, the realized pricing kernel was in the increasing region.
This observation is supported by the results from the cubic kernel. Not much
evidence of an increasing kernel can be found in the other portfolios. With,
at most, 2.6% of all months, the quadratic pricing kernel was increasing.
For the value/size portfolios, the cubic kernel implies that there are no lo-
cal extrema|that is, the pricing kernel is decreasing everywhere. For the
value, size and momentum, and  and  portfolios, the local maxima are
in extremely negative returns, and the local minima in extremely positive
returns. Therefore, the kernel is falling.
A next step is to check if these increasing parts are statistically signicant.
One way to do that is to test if the minimum of the quadratic kernel is within
the observed data (or at least in an area where almost no data are observed).
If this can be rejected, the pricing kernel has increasing parts in the relevant
range of market portfolio returns. The null hypothesis is, therefore, that the
minimum of a quadratic pricing kernel is at rmin. Equation (10) implies for
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rmin P (rm  rmin) Ind17 Ind30 VS VSM  and 
0.1 0.0250 0.2859 0.2139 0.0597 0.7984 0.9977
0.2 0.0050 0.1536 0.0870 0.4042 0.5713 0.4783
0.3 0.0030 0.1224 0.0622 0.6470 0.3947 0.3476
0.4 0.0000 0.1090 0.0523 0.7845 0.3212 0.2932
Table 7: P-values for a Wald test of the null hypothesis that rmin is the
global minimum of the quadratic pricing kernel. The second column shows
the empirical likelihood that the market return is larger than or equal to
rmin. The test is given for the 17 and 30 industries; the value and size; the
value, size, and momentum; and the  and  portfolios.
the null hypothesis that
1 + 2rmin2 = 0:
The null hypothesis ofRmin = rmin is tested for rmin of 10, 20, 30, and 40%. In
the case of rmin = 0:1, only 2.5% of all market excess returns are larger than
rmin, and in the case of rmin = 0:4, no observed market excess return is larger.
If the minimum of the pricing kernel is at one of these levels, increasing parts
of the pricing kernel are in areas with (almost) no observations. Therefore,
they would be irrelevant; that is, if the null hypothesis of the test cannot
be rejected, increasing parts in the kernel cannot be signicantly statistically
supported. Table 7 includes the p-values of the Wald test. As shown, in no
case is the estimated minimum of the quadratic pricing kernel dierent from
rmin at the 5% level. A model with an increasing kernel is, therefore, not
signicantly dierent from one without: that is, the increasing parts are not
signicant.
A quadratic kernel always has an increasing part. To ensure that this
part is not just an artifact from the functional form, a new kernel is used.
The basic kernel has a quadratic form, but the slope of the kernel right to the
minima is set to zero: that is, after the minimum, the kernel becomes a at
line, as illustrated with the dashed line in Figure 3 for the estimation for the
30-industry dataset. The estimated parameters of these kernels are in Panel
A of Table 8. The parameters themselves are similar to the quadratic kernels
in Table 5. However, the value of the J-statistic in four of the ve portfolios is
larger than in the quadratic case. The J-statistic is the sum of the weighted
quadratic moment deviation divided by the number of time periods|that
is, the criterion minimized by GMM. The smaller values indicate that the
increasing parts in the pricing kernel improve the t of the model.
The earlier approach can be generalized. A maximal level of the slope of
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Figure 3: Estimated pricing kernels for the 30 industry portfolios. The full
line is the quadratic pricing kernel; the dashed line is the quadratic kernel,
which is at after the minimum; and the dotted line is the quadratic kernel,
which continues linear after the slope 8.71. Estimation details can be found
in subsection 3.3.
the kernel, m, is xed. If the slope of the estimated quadratic kernel would be
larger than m, the slope is set to m. With m = 0, the kernel is as previously,
and if m = +1, the kernel is a standard quadratic kernel. If the kernel were
decreasing, as the representative agent model suggests, one would expect
the kernel to continue at one point in the decreasing part of the U with a
linear negative slope: that is, m  0. m > 0 (given that 2 > 0) indicates
the opposite: the linear part starts after the minima and is increasing. The
dotted line in Figure 3 illustrates this. With m = 8:71, the positive slope
starts far outside the plotted range; therefore, the kernel is U-shaped. An
estimate of m can be found in the lower part of Table 8. m is positive in
four of the ve portfolios such that the kernel contains an increasing part.
Nonetheless, m is not signicantly dierent from zero; that is, there is no
statistically signicant evidence for increasing parts in the pricing kernel.
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Panel A: Quadratic Kernel Flat after Minimum
Ind17 Ind30 VS VSM  and 
0 2.4 0.94 ** 1.01 ** 0.96 ** 0.99 **
( 5.5) ( 0.02) ( 0.02) ( 0.05) ( 0.05)
1 33.6 -0.42 -2.07 ** -1.51 -2.40 **
( 93.1) ( 5.53) ( 0.66) ( 2.30) ( 0.77)
2 194.9 42.24 1.27 19.86 6.89
(337.3) (50.92) ( 5.12) (31.20) (19.38)
J 22 47 * 20 60 ** 23
Panel B: Quadratic Kernel until Slope is m, afterwards Linear
Ind17 Ind30 VS VSM  and 
0 0.84 ** 0.91 ** 1.0 1.04 ** 0.97 **
( 0.13) ( 0.08) ( 2.2) ( 0.04) ( 0.04)
1 2.61 -2.61 * -1.5 -4.18 ** -2.91 y
( 8.32) ( 1.17) ( 42.8) ( 1.23) ( 1.51)
2 90.75 38.89 3.6 -8.87 15.52
(68.65) (29.54) (154.2) (12.11) (13.95)
m 3.80 8.71 -1.9 82.16 y 7.55
( 4.37) ( 7.90) ( 1.6) (42.95) (68.62)
J 20 40 y 20 63 ** 18
Table 8: Panel A shows the estimation of a quadratic pricing kernel when
the kernel becomes at and when the quadratic function is minimal. Panel
B shows a quadratic kernel in which the slope is restricted to be smaller or
equal to m. If the slope is in a certain range larger than m, the kernel is
made linear with a slope of m in that range. Estimations were done for the
17 and 30 industry portfolios (Ind17 and Ind30), for the 10-value and 10-
size portfolios (VS); for the 10-value, 10-size, and 10-momentum portfolios
(VSM); and for the  and  portfolios. Estimation details can be found in
subsection 3.3. The Wald statistic tests if the quadratic (cubic) kernel is
dierent from the linear kernel. y, *, and ** indicate signicance at 10%,
5%, and 1% levels, respectively.
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Order Ind17 Ind30 VS VSM  and 
1 0.010 0.009 0.466 0.000 0.143
2 0.114 0.079 0.389 0.002 0.543
3 0.342 0.065 0.358 0.000 0.490
4 0.264 0.014 0.412 0.000 0.373
5 0.249 0.028 0.364 0.000 0.405
6 0.233 0.018 0.262 0.256 0.299
7 0.469 0.044 0.237 0.275 0.678
Table 9: P-values of J-test: The null hypothesis H0 is that the polynomial
pricing kernels of orders 1 to 7 are able to explain the moment conditions.
5.3 Higher-order pricing kernel
Up to now, only polynomials up to the third order have been taken into
account. Higher-order polynomials may reveal even more information. In
the next step, polynomials up to order 7 are considered. Table 9 gives the
p-values of the J-statistics that check if the moment conditions are satised
for the dierent polynomials. For quadratic and cubic kernels, the J-statistic
is not signicant for most portfolios. Only for the value, size, and momentum
portfolio does a kernel above order 3 help. In that instance, the J-statistics
are highly signicant until order 5 and not signicant after orders 6 and 7.
In the case of the 30 industry, the J-statistics turn out to be insignicant for
a quadratic kernel but signicant for some higher-order polynomials. Intu-
itively, one would expect that a higher-order kernel would always t the data
better than a lower order kernel and, therefore, that the J-statistic would
fall with the order of the polynomial since a higher-order kernel is, by de-
nition, always able to t the data at least as well as a kernel of higher order.
However, the more parameters the model has, the less over-identifying re-
strictions exist; therefore, the degrees of freedom of the 2 distribution of the
J-statistic become smaller with the higher polynomial order of the kernel,
and this has a decreasing eect on the p-value. The rst eect is typically
stronger, and, therefore, the p-values are rising most of the time with the
order of the polynomial of the kernel.
If a model with a kernel of a higher order does not perform better than
one with a lower order, there is no reason to choose the model with more
parameters. The likelihood ratio test checks if two nested models are statis-
tically dierent. If the higher-order model is not dierent, then it is better to
choose the lower-order model. Table 10 shows that the linear kernel can be
rejected in almost all cases against the higher-order kernels. The exception is
the value size portfolios. Linear kernels are, therefore, not sucient. Except
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Panel A: H0 is a Linear Kernel
Order Ind17 Ind30 VS VSM  and 
2 0.001 0.001 1.000 0.001 0.003
3 0.000 0.004 0.859 0.229 0.010
4 0.001 0.123 0.528 0.067 0.037
5 0.002 0.044 0.641 0.193 0.040
6 0.003 0.100 0.870 0.000 0.095
7 0.001 0.026 0.868 0.000 0.016
Panel B: H0 is a Quadratic Kernel
Order Ind17 Ind30 VS VSM  and 
3 0.012 0.648 0.470 1.000 0.646
4 0.047 1.000 0.295 1.000 1.000
5 0.073 1.000 0.433 1.000 0.804
6 0.098 1.000 0.724 0.000 0.987
7 0.031 0.648 0.743 0.000 0.253
Panel C: H0 is a Cubic Kernel
Order Ind17 Ind30 VS VSM  and 
4 1.000 1.000 0.166 0.040 1.000
5 0.733 1.000 0.330 0.208 0.677
6 0.689 1.000 0.673 0.000 0.987
7 0.204 0.537 0.700 0.000 0.173
Table 10: P-values of likelihood ratio tests. The linear, quadratic, and cubic
kernels are tested against pricing kernels up to order 7. The null hypothesis
H0 is the linear, quadratic, or cubic pricing kernel.
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(a) Order 4
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(b) Order 5
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(c) Order 6
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(d) Order 7
Figure 4: Pricing kernels for the value, size, and momentum portfolios for
polynomial kernels of orders 4 to 7. The dotted line is the benchmark CAPM.
Estimation details can be found in subsection 3.3.
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for the data with the momentum portfolios, all other datasets can be modeled
with a cubic kernel in the case of the 17-industry dataset and a quadratic
kernel for the other portfolios. In the case of the momentum portfolios, the
kernels with orders 6 and 7 are always dierent from the kernels with orders
1 to 3. The kernels of orders 4, 5, 6, and 7 as estimated with the momentum
data are shown in Figure 4. The kernels of orders 4 and 5 have a signicant
J-statistic (i.e., are misspecied) and are not signicantly dierent from the
kernels of orders 2 and 3. Put dierently, they have practically no increasing
parts (for that see gure 2(d)). The two kernels with the higher order are
statistically signicantly dierent from the lower-order kernels and are well
specied. The momentum portfolio, therefore, requires a kernel of at least
order 6. The momentum kernel is U-shaped and contains an increasing part.
The lower-order kernels, which are unable to explain the average returns of
the momentum portfolios, did not contain an increasing part, showing also
that a U-shaped kernel is needed to explain the risk premium on the momen-
tum portfolios.
In line with Dittmar (2002) and Pot (2006), a kernel up to order 3 is
required in most cases, considering the J-statistic and the likelihood ratio test.
The only exception is the dataset with the momentum portfolio. However,
the fact that the U-shape of the kernel becomes massively stronger with the
use of a higher order kernel even strengthens the hypothesis of U-shaped
kernels.
5.4 Piecewise linear kernel
Up to this point, the focus has been on polynomials. A major problem,
especially with the quadratic kernel, is that there are increasing parts of the
kernel almost by construction. To verify that these increasing parts are not an
artifact of the chosen functional form, piecewise linear kernels are estimated:
L = 0 + 1rm +
8><>:
0 for rm < q1
2(rm   q1) for q1  rm < q2
2(rm   q1) + 3(rm   q2) for q2  rm < q3:
(11)
In this setup, there must not be any increasing part in the kernel. In the
following, the market portfolio returns are split into three quantiles (with
33% of the observations of rM in each), and the kernel is estimated. The
estimations can be found in Table 11, and the piecewise linear kernel is
plotted together with the quadratic kernel in Figure 5. The specication
tests are quite similar to those for the quadratic and cubic kernels. The only
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Ind17 Ind30 VS VSM  and 
0 0.69 * 1.00 ** 0.91 ** 1.01 ** 1.60 **
( 0.32) ( 0.27) ( 0.33) ( 0.25) ( 0.26)
1 -9.67 -5.39 -3.75 -3.80 6.39
( 6.37) ( 5.15) ( 5.92) ( 4.59) ( 4.33)
2 12.11 -4.04 5.49 -2.93 -30.30 *
(15.87) (13.32) (16.25) (12.04) ( 12.16)
3 1.28 15.52 -4.53 9.62 26.33 **
(12.05) (11.13) (11.31) ( 8.87) ( 10.05)
J 22 41 y 21 54 ** 14
W 2.9 4.7 y 0.2 3.5 7 *
Table 11: Estimation of the piecewise linear pricing kernel (i.e., equa-
tion (11)), for the 17 and 30 industry portfolios (Ind17 and Ind30), the 10-
value and 10-size portfolios (VS), the 10-value, 10-size, and 10-momentum
portfolios (VSM), and the  and  portfolios. Estimation details can be found
in subsection 3.3. The Wald statistic tests whether or not the quadratic (cu-
bic) kernel is dierent from the linear kernel. y, *, and ** indicate signicance
at 10%, 5%, and 1% levels, respectively.
exception is the kernel estimated from the  and  portfolios, which start
with an increasing part, fall, and then increase again. This change is strong
enough that a Wald test indicates that the model is statistically dierent
from a linear model. In the plots, all kernels are more or less moving around
the quadratic kernel. Four of the ve portfolios show an increasing kernel
in the third quantile. If this slope is signicantly positive, it can be checked
using a Wald test. The p-values for the 17 and 30 industry, the VSM, and
the  and  portfolios are 0.367, 0.142, 0.327, and 0.459. This shows again
that the kernel might be U-shaped, and also that on this occasion, statistical
signicance is an issue.
5.5 Robustness checks
All the estimations have been made using ve sets of portfolios, which can
be seen as a rst robustness check. A next obvious robustness check is to
pool all datasets (i.e., 30 industries, value, size, momentum, and  and -
portfolios); the results were comparable to the results of the 30 industries-
portfolio. Using more assets also did not improve the signicance of the
results. Further, using the identity matrix, the covariance matrix of the
returns or a standard covariance matrix (not taking into account the serial
correlation) as the inverse of the weighting matrix W does not change the
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(a) 17 industries
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(b) 30 industries
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(c) Value and size
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(d) Value, size and momentum
−0.10 −0.05 0.00 0.05 0.10
0.
6
0.
8
1.
0
1.
2
1.
4
Market Excess Return
Pr
ic
in
g 
Ke
rn
e
l
(e)  and 
Figure 5: Piecewise liner pricing kernel (dashed line) compared with the
quadratic pricing kernel (full line) and the benchmark CAPM (dotted line).
Estimation details can be found in subsection 3.3.
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Time period Ind17 Ind30 VS VSM  and 
 1950 0.232
p(rm  Rmin) 0.014
1951-1970 0.020 0.478 0.028
p(rm  Rmin) 0.417 0.000 0.346
1971-1990 0.113 0.047 0.015 0.053
p(rm  Rmin) 0.025 0.221 0.454 0.154
1991-2009 0.084 0.019 0.012 -0.010
p(rm  Rmin) 0.017 0.435 0.527 0.674
Table 12: Global minimum of the quadratic pricing kernel and fraction of the
values of the market return larger than the turning point. If the estimated
quadratic term had a negative sign, the cell has been left empty.
general shape of the pricing kernels. The estimations via GMM and OLS
are, furthermore, similar. The next step is to check the time stability and to
check if there are any issues with multicollinearity.
The increasing parts of the pricing kernels are the main points of interest.
A good indicator for these is the global minima of a quadratic pricing kernel.
In Table 12, these are calculated for several time windows of approximately
20 years. In cases where the quadratic function had a maximum instead of
a minimum, the cells are left open. For the period before 1950, including
the Great Depression and World War II, all kernels are almost linear (exact
coecients are not tabulated), and most of the second-order coecients are
slightly negative. In the case of the 30 industry portfolios, the quadratic term
is slightly positive with a value of 3.64. This implies a turning point at 23.2%
market returns per month. The probability that this or an even larger return
occurs is 1.4%, which is extremely small. In the other much less extraordinary
time periods, most pricing kernels are convex and, therefore, have a minimum.
In over one-half of the sub periods after 1950, the probability of being in an
increasing part of the kernel exceeds 20%. In contrast to the estimation over
the whole time period in Table 5, the momentum portfolio already shows a
quadratic kernel with increasing parts. For the whole period, a kernel of at
least order 6 was needed to see this. However, the evidence for increasing
parts in the pricing kernel becomes much smaller for the industry portfolios.
Overall, there is evidence for increasing pricing kernels after 1950.
Another potential issue is multicollinearity, since rm, r
2
m, and r
3
m are by
denition correlated. To address this issue, estimations with orthogonalized
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Panel A: Quadratic Kernel (Orthogonalized)
Ind17 Ind30 VS VSM  and 
0 0.93 ** 0.92 ** 1.01 ** 0.98 ** 0.98 **
( 0.04) ( 0.04) ( 0.02) ( 0.02) ( 0.03)
1 -1.94 * -2.66 ** -2.07 ** -2.31 ** -2.78 **
( 0.99) ( 0.96) ( 0.66) ( 0.73) ( 0.86)
2 26.71 y 33.33 * 1.32 9.72 13.94
(15.06) (15.40) ( 5.13) ( 6.91) (10.14)
J 23 40 y 20 55 ** 18
W 3.1 y 4.7 * 0.07 2.0 1.9
Panel B: Cubic Kernel (Orthogonalized)
Ind17 Ind30 VS VSM  and 
0 0.83 ** 0.90 ** 0.98 ** 1.03 ** 1.02 **
( 0.08) ( 0.07) ( 0.06) ( 0.04) ( 0.05)
1 1.40 -2.11 -1.22 -4.14 ** -4.16 *
( 1.89) ( 1.53) ( 1.69) ( 1.24) ( 1.62)
2 55.57 * 41.88 y 8.82 -5.77 -0.49
( 27.97) ( 23.72) ( 18.23) (12.41) (16.97)
3 -150.48 y -39.74 -34.83 81.66 y 68.55
( 84.22) ( 71.80) ( 66.29) (44.86) (61.45)
J 17 40 y 20 65 ** 18
W 4.0 5 y 0.28 4.4 2.7
Table 13: Estimation of the orthogonalized pricing kernel, L = 0 + 1rm +
2 (r
2
m   arm)+ 3 (r3m   br2m   crm) , kernels for the 17 and 30 industry port-
folios (Ind17 and Ind30); the 10-value and the 10-size portfolios (VS); the
10-value, 10-size, and-10 momentum portfolios (VSM); and the  and  port-
folios. Estimation details can be found in subsection 3.3. The Wald statistic
tests whether or not the quadratic (cubic) kernel is dierent from the lin-
ear kernel. Estimation details can be found in subsection 3.3. y, *, and **
indicate signicance at 10%, 5%, and 1% levels, respectively.
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regressors are performed. That is,
L = 0 + 1rm + 2
 
r2m   arm

+ 3
 
r3m   br2m   crm

:
is the estimated kernel. a, b and c are dened such that
0 = cov(rm; r
2
m   arm) = cov(rm; r3m   br2m   crm)
= cov(r2m; r
3
m   br2m   crm):
The results for the estimation of the pricing kernel with these orthogonalized
factors (or polynomials) can be found in Table 13. As shown, these are
comparable with the results in Table 5{that is, they show that the pricing
kernel for the nonmomentum portfolios must be around orders 2 or 3. In
addition, the signs of the polynomials are identical. The results are, therefore,
robust for multicollinearity.
6 Utility function of the representative agent
Assuming there is a representative agent, what would his utility function look
like? In equation (4), it was shown that the pricing kernel is a constant times
the marginal utility, i.e. L(rm) =   u0(rm)=u0(c0). Integrating this implies
u(rm) = constant+

u0(c0)
Z rM
 1
L(r)dr:
This analysis requires that markets be complete and that the representative
agent has correct beliefs and an increasing, concave utility function. None of
these assumptions must be satised. Nevertheless, it is interesting to see the
shape of the utility function that would evolve from these assumptions.
If one normalizes =u0(c0) = 1 and sets the utility function at the left cor-
ner of the graph to zero, the utility function implied for the quadratic, the
piecewise linear, and the benchmark CAPM kernel can be found, as shown
in Figure 6. The most obvious point is that all utility functions are quite
similar. This ts the fact that it is dicult to nd statistically signicant
dierences between the dierent kernels. Nonconcavities are especially ob-
served with the piecewise linear pricing kernel. The problem is that the
shape of the utility function, as implied by the piecewise linear kernel, is
dierent for every portfolio. The quadratic pricing kernel is typically much
closer to the CAPM benchmark. Nonconcavities are observed in the case of
the industry portfolios, but even there they seem to be weak. Overall, the
eect of the nonconcavities in the utility function seems to be weak. Their
existence could, nonetheless, alter completely the investment behavior of the
representative agent.
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Figure 6: Utility function of the representative agent implied by the pricing
kernel in the case of the quadratic pricing kernel (full line), the piecewise
linear pricing kernel (dashed line), and the benchmark CAPM (dotted line).
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7 Conclusions
This paper examined the increasing parts of the U-shaped pricing kernels
found in equity data. This has been done in a much broader way than can
be found in the existing literature. In particular, the estimation on datasets
in the industry and momentum portfolios shows clear evidence for increasing
parts in the pricing kernel. To make sure that these increasing parts are
not just an artifact of the polynomial functional form, other functional forms
that allow for nonincreasing shapes lead to a poorer t for the data. De-
spite the fact that the U-shape of the kernel can be shown on many dierent
datasets, time horizons, and functional forms in terms of statistical signi-
cance, this evidence is weak. This paper shows that analogously to factor
models, the value, size, and momentum eect can be explained by the poly-
nomials of market returns of suciently high order. Another contribution
is that the kernels of these higher-order polynomials are mainly U-shaped,
increasing with positive returns. This is consistent with a positive premium
on coskewness.
An implication of the increasing part of the pricing kernel is that the econ-
omy cannot be modeled by a risk-averse, utility-maximizing representative
agent. This paper shows that this eect is not just a short-run phenomenon,
as with the evidence from stock options data that typically holds for a spe-
cic, typically short, time period. The increasing parts in the kernel appear
to persist over a time horizon of more than 80 years. So far, there is no
generally accepted economic explanation for this phenomenon. For future
research, it will be important to check to which degree heterogeneous, mis-
estimated beliefs, Peso problems, incomplete markets, aggregation problems,
and nonstandard preferences contribute to the empirically observed U-shape.
To date, there is clear evidence that it is not possible to explain the whole
phenomenon with only one of those factors.
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A Proof of consistency of the pricing kernel
estimation via factor model (OLS)
This appendix establishes the consistency of the estimation of the pricing ker-
nel as estimated by the OLS factor model from section 3.2. For consistency,
a more specic setup is required:
Re;kt   E

Re;kt

= (ft   E(ft))0k + kt (12)
E

Re;kt

= 0k+ 

k; (13)
where Re;kt are the excess returns of asset k in period t, ft is a stochastic
vector of factors in period t, and the vector k is the factor exposures of
asset k. The risk premia associated with the factors is the vector . The
vectors  and k for k = 1; : : : ; K are xed but with unknown parameters
to estimate. kt and 

k are noise terms. The OLS estimator of k is ^k and
is estimated using:
Re;kt  
1
T
TX
t=1
Re;kt =
 
ft   1
T
TX
t=1
ft
!0
k + 
k
t :
If the expected value is replaced with the sample average,7 the second equa-
tion can be stated as follows:
1
T
TX
t=1
Re;kt = ^
0
k+ k:
Using OLS,  can be estimated from this equation by
^ =
 
1
K
KX
k=1
^k^
0
k
! 1 
1
T
TX
t=1
Ret
!
with Ret as the vector of the excess returns of all assets in period t. A
consistent estimator of the covariance matrix of ft is
dVar(ft) = 1
T
TX
t=1
 
ft   1
T
TX
t=1
ft
! 
ft   1
T
TX
t=1
ft
!0
:
7This replacement is unproblematic, as it is possible to include the estimation error
only in the error term|i.e., k = 

k   E

Re;kt

+ 1T
PT
t=1R
e;k
t .
48 A PROOF OF CONSISTENCY
From Section 3.2, it is known that the parameter of interest is b =   var(ft) 1.
An obvious candidate for an estimator of b is, therefore,
b^ =  dVar(ft) 1^:
The next step is to show that b^ is a consistent estimator. For this, the
following assumptions are required:
 ft is stochastic and

ft   1T
PT
t=1 ft

kt is a martingale dierence se-
quence for all assets k

1
T
PT
t=1 ft
p! E (ft), where jE (ft)j <1
 E
 
kt
2 
ft   1T
PT
t=1 ft

ft   1T
PT
t=1 ft
0
= t, a positive denite
matrix, with 1
T
PT
t=1t converging to a positive denite matrix  and
1
T
TX
t=1
 
kt
2 
ft   1
T
TX
t=1
ft
! 
ft   1
T
TX
t=1
ft
!0
p! 

dVar(ft) p! Q = var(ft), where Q is nonsingular

1
K
PT
t=1 k
0
k is a nite nonsingular matrix
 k and l, l 6= k are independent random variables with E(k) = 0 and
var(k) = 
2
i <1.
 k is furthermore independent of all ft and 
k
t
The assumptions about ft and 
k
t are standard assumptions to ensure con-
sistency for the parameters of a regression model with general heteroskedas-
ticity in the error terms; this model dates back to Eicker (1967), White
(1980), Hansen (1982) and Nicholls and Pagan (1983). Therefore, the OLS
estimator ^k for equation (12) converges to k, that is,
^k
p! k:
If 1=T
PT
t=1R
e;k
t = 
0
k+ k is plugged into ^, the estimator b is
b^ =  dVar(ft) 1^ =  dVar(ft) 1 1
K
KX
k=1
^k^
0
k
! 1 
1
K
KX
k=1
^k
0
k+ k
!
=  dVar(ft) 1 1
K
KX
k=1
^k^
0
k
! 1 
1
K
KX
k=1
^k
0
k+
1
K
KX
k=1
^kk
!
:
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A rst step to prove the consistency of b^ is to show that
1
K
KX
k=1
^kk
p! 0: (14)
^k is a function of ft and 
k
t . k is independent of these two variables.
Therefore, k and ^k are also independent and ^kk is a martingale dierence
sequence. The assumptions further imply bounded covariance matrices for
k and ft. Therefore, cov(^k; k) is bounded. Then, by example 7.11 in
Hamilton (1994), equation (14) holds. Further,dVar(ft) p! var(ft) and ^k p!
k. From the fact that there are only continuous functions in the estimator,
it follows that
b^
p!   var(ft) 1
 
1
K
KX
k=1
k
0
k
! 1 
1
K
KX
k=1
k
0
k+ 0
!
b^
p!   var(ft) 1 = b:
In other words, b^ is a consistent estimator for b. However, the number of
assets and the number of time steps have to converge to innity for this
estimator to be consistent.
