BACKGROUND
Accurate data on gases retained within the wastes stored in the underground tanks at the Hanford Site are essential for resolving flammable-gas safety issues associated with those tanks. Only recently have such retained gas data been available through the deployment of the Retained Gas Sampler (RGS). These data are of high quality and are clearly the best available data for determining retained gas composition and concentrations. However, the amount of RGS data is still somewhat small for building statistically representative probability distributions. Thus, it is desirable to supplement the RGS data with additional retained gas data. One potential source of such data are the drill-string gas grab samples that are sometimes taken by Industrial Hygiene & Safety (IH&S) technicians during core-sampling activities.
The reason gas samples taken from the drill string may be of value derives from the drill string's function during core-sampling activities, i.e. as the guiding passageway through which the core samplers are deployed into the waste. It is constructed from a series of smaller pipe segments, threaded together as each one is driven into the waste by the drill truck, thus forming a continuous pipeline from the waste to the drill truck. As the drill string is inserted into the waste, retained gas can be released and accumulate in the headspace region within the drill string. This headspace region within the drill string is the source of the samples taken by IH&S technicians.
The primary responsibility of the IH&S technician during core-sampling activities is to ensure safe working conditions for the personnel. To detect a possibly hazardous flammable gas condition, the IH&S technician monitors combustible gas concentrations from different locations above and within the tank. These locations include large open regions (tank vents or breather filters, risers or dome space) as well as smaller restricted regions (drill-string, quill rod, and shielded receiver). If unsafe concentrations of monitored gas are observed, the IH&S technician takes corrective action appropriate to the location and level of concentration. For example, to mitigate a potentially unsafe combustible gas condition, a purge gas (Nz or Ar) may be injected or "air venting" of the region may provide sufficient dilution.
In addition to corrective actions to mitigate potentially unsafe conditions, the IH&S technician may also take gas grab samples when the combustible gas concentration exceeds certain levels. These grab samples are sent to the Pacific Northwest National Laboratory (PNNL) Analytic Chemistry Laboratory (ACL) for mass spectrometer analyses. The results of these analyses are recorded in ACL reports and kept on file at the ACL. For grab samples taken from the drill string, the data in the corresponding ACL reports has the potential of providing valuable information about retained gas concentrations. For this potential to be realized, however, possible non-waste gas contributions from IH&S corrective actions, special sampler preparations, or other existing conditions must be quantified and used to adjust the original results. The purpose of this report is to prescribe methods for selecting and adjusting drill-string gas data so that these data may be combined with the RGS data for retained-gas distribution analyses.
J)

OBJECTIVES
The three main objectives of the work reported herein are: 1) the compilation, 2) the assessment, and 3) the adjustment of the drill string (DS) gas data obtained from the (ACL's) mass spectrometer analysis reports. Brief descriptions of these objectives are given below.
1)
Data Compilation -The first main objective is to identify the mass spectrometry reports associated with DS grab samples and then to compile the data contained in these reports.
[The reports referred to here are the ACL's "Gas Species Analysis" reports from the Gas & Isotope Mass Spectrometry Laboratory. In this document these reports shall be referred to as the "ACL Reports".] The specific result associated with attaining this objective is the production of one comprehensive data set of "Possible" DS gas data.
Data Value Assessment -The second main objective is to reduce the above set of Possible DS gas data into a set of "Confirmed" DS data that are most likely to represent retained gas conditions. The need for this assessment arises because obtaining grab samples is an occasional secondary task for the IH&S technician, and thus there are uncertainties associated with the sampling locations and conditions. The goal of this objective is to establish a set of criteria that assures the sample location and provides guidelines for selecting sets of data that are more likely to represent recently-released retained gas ("Young" gas) data that qualify as retained-gas grab samples according to that set of documented criteria.
2)
3)
Data Adiustment -The third main objective consists of two parts: the specification of a simple, but well-founded calculation procedure that would account for non-waste gas components, and the use of this procedure to obtain a set of "Adjusted" DS data that should be more representative of the actual waste-generated gases. The specific result associated with attaining this third main objective is the production of a set of adjusted DS data for supplemental use with the RGS data. These results are shown in frequency and cumulative distributions for both the RGS and Adjusted DS data.
In addition to the uncertainties associated with the location and age of each sample (addressed above in Objective 2), there is also the usual concern about the intrinsic uncertainties ("random errors") associated with all acts of measurement. Any discussion or use of quantitative data is not complete without providing values for these uncertainties in both the original input data and the final calculated results. In this report, discussions about the sources and propagation of these uncertainties will be included at each stage of development.
METHODS
The purpose of this section is to describe the procedures used to attain the three main objectives of this report. To help show the interrelationships among these procedures and their roles in attaining the objectives, a process flowchart, labeled Figure 1 , is given below. In this chart, standard flowchart symbols are used to depict actions (rectangles), decision filters (diamonds), and documents or data lists (the "partial-page'' shapes). The analysis process begins at the top and flows downward, with the final product being the "Adjusted" DS Data files, enclosed within the dashed oval. 
I
The details of the procedures associated with the main objectives are presented in the same order as depicted in the flowchart. The discussion for each main objective begins with a short description of the goal and the location of the data that resulted from implementing the procedure. Then a detailed description of the procedural steps is given, followed by a list of the major assumptions and possible sources of uncertainty associated with the assumptions. The final results obtained by following these procedures are presented in the Results section.
Objective 1 -Data Compilation
The goal of the first objective was to compile a set of "Possible" DS gas data. These data are in the form of mole fractions, and are listed in Tables 1 .a -1 .d of the Appendix 'section.
3.1.a Procedural Steps:
The first task in compiling the DS gas data was the identification and collection of all possible ACL Reports that resulted from grab samples submitted by IH&S. This task was accomplished with assistance from members of the ACL Analytical Chemistry Office (ACO) and the Molecular & Mass Spectrometry Lab. The ACL Reports are one-page listings that are assigned unique identification numbers, the "ALO Log-in" number, and the reports are kept on file at the ACL. In addition to the ALO number (called the "Log-in No." in the report), the name of the report recipient, analysis date, and sample identification are also recorded on the ACL Reports. The sample analysis results are listed as mole fractions (in percent volume) for thirteen chemical species. (Space for additional comments by the ACL staff is also available on the report, but seldom used.)
Because the ALO numbers of the desired reports were unknown, the names of all the people who may have received DS gas reports were used as keyword search parameters for selecting the candidate ACL Reports. The search was limited to reports submitted from 9/1/95 to 12/3 1/97 (temporally overlapping with the RGS data). With assistance from personnel at the Characterization Project Office (CPO), Characterization Field Engineering (CFE), and IH&S; five names were selected. The results of this search produced 26 ACL Reports, and, in some cases, copies of the cover letter addressed to the original recipient.
Once these 26 reports were obtained, the Data Compilation objective was met by entering the results into one comprehensive set of Possible DS gas data. The ALO numbers, analysis dates, and mole fractions that comprise this data set are listed in the top two information blocks of Tables 1 .a -1 .d of the Appendix. These data are the initial input for the analysis presented in this report.
3.1.b
The major assumption made in compiling this set of data was the use of (only) five report recipients for the range for the search parameter. The uncertainty associated with this
Major Assumptions & Sources of Uncertainty: assumption is that it was not an exhaustive search that guaranteed identification of all possible reports, i.e. there may be more.
Another possible source of error is incorrect data entry. Because all the original data was entered by hand, it was possible for typographical errors to occur in the observed mole-fraction values.
To help eliminate these errors, sums over all mole-fraction data for each sample were checked against the total (100%) mole-fraction normalization. This "sum-Tule'' check was used at each stage of analysis to help locate other possible sources of errors in the data manipulations.
It is also important to mention that the instrumental precision of the mole-fraction values listed in the reports were very high (Le., statistical uncertainties less than 2% for most species, with notable exception for NH3). Thus these data alone are considered of high quality. However, the information in these reports alone does not establish the sample origin or sampling conditions. Without additional corroborating information, these high-quality data may be of little value as pertaining to retained gas. This issue of data value is addressed in the second objective.
Objective 2 -Data Value Assessment
The goal of the second objective is to select from the total set of Possible DS data a subset of data that qualify both as DS grab samples and as most likely representative of recently-released retained gas. This objective is attained by subjecting each member of the total set to two separate decision filters. The first filter tests for sample location, and is used to assure that the sample location was the DS. The second filter tests for sampling conditions, and is used to select samples taken close in time to a detected increase in combustible gas ("Young" gas). Note that these two decision filters are represented in the flowchart by the two diamond shapes.
The implementation of these decision filters requires definitions of binary (Yes/No) decision criteria. These criteria (choice of decision parameters and their threshold values) were established by means of information from additional supporting documents and interviews with critical personnel when necessary. In the paragraphs below, the procedures used to identify, compile, and assess this additional information are discussed first (subsection 3.2.a. 1). The specific decision criteria resulting from this assessment are presented next (subsection 3.2.a.2). The status of the supporting documentation search and associated supporting information is summarized in Tables 2.a -2.c. The values for some of the decision parameters for each member of the Possible DS data set are listed in the bottom half of Tables 1 .a -1 .d.
3.2.a Procedural Steps:
3.2.a.l Supporting Documents
In addition to the ACL Report, the following three primary supporting documents were identified as sources of corroborative information: 1) the ACL's Analytic Services Request ( For the most part, the information from these documents provided enough evidence to establish the sampling locations and conditions. For the cases where these documents did not provide sufficient information, additional information was obtained from the Characterization Field Engineering Log & Procedure Data Sheets (CFE Log's) and interviews with relevant personnel.
The linkage among the ACL Reports and the additional supporting documents begins with the ALO number. When a grab sample arrives at the ACL for analysis, an ASR form is completed and an ALO number is assigned (by the "Analytic Laboratory Office") to the task. The ACL staff member who takes possession of the sample also signs the CoC sheet, and a copy of this sheet is kept in the ACL files. From these two documents, the following information is potentially available: Thus, starting with a particular ALO number, it is possible to trace the sample back to the DRI number and the surveyor who obtained the sample. Note that not all this information is required, and unless the tank and DS are included in items E or F, the ASR and CoC documents will not establish a definite source for the sample. In that case, obtaining the information from the actual surveyor's log (entered in the DIU sheet) becomes essential. The compilation status and relevant information obtained from the three additional supporting documents (and the CFE Logs or interviews when needed) is summarized in Tables 2.a -2.c for each case, listed by ALO number.
3.2.a.2 Decision Criteria
3.2.a.2.1 Sample Location Filter
To assure that the location of a gas sample was the DS, it was deemed necessary to establish the tank name, sampling date and time, surveyor's name, and some indication that the DS was the source of surveyor's grab sample. Acceptable values for these parameters had to be obtained from written documentation. This method leaves no doubt that a consistent path from the ALO number to the DS can be established as the sample source.
Subjected to these criteria, 21 of the 26 cases qualified as DS grab samples, 1 was taken from the quill rod, and 4 were for grab samples from a waste tank vault (244-AR). Additional information about the sampling conditions for the quill-rod case resulted in it also qualifying as an "equivalent" DS sample; thus giving 22 as the total number of qualified DS cases.
3.2.a.2.2 Sampling Condition Filter
The purpose of this filter was to select from the above set of qualified DS cases, those that were most likely to represent recently released gas. There were four decision parameters chosen for this purpose: the sum N2+02+Ar, the ratios N2/02 and Ar/O2, and the percent lower flammability limit (LFL) of H2 in air (where 100%LFL is equivalent to a 0.04 H2 mole fraction). These parameters were calculated from the observed mole fraction data and their values are listed in the bottom half of Tables 1 .a -1 .d under the title "Useful Combinations."
The threshold values for distinguishing "Young" from "Old" samples were taken from the 4 non-DS cases (ALO Numbers 96-03499 through 96-03502, listed in Table 1 .b). Although this choice of values is somewhat subjective, they do show a behavior that is considered characteristic of an older gas release, i.e. mostly air with a residual amount of H2. Specifically, a sample was rejected if both of these conditions were true:
1) The sum of N2+02+Ar was greater than or equal to 99.7 % and either one of the ratios N2/02 or Ar/ 0 2 was close to the standard atmosphere values (listed in Table 3 .a); and
2) The H2 concentration was less than or equal to 5.5% of the LFL for H2 in air (i.e. an observed H2 mole fraction of 0.22).
Subjected to these criteria, 6 out of the 22 cases that passed the location filter failed, resulting in a total of 16 cases in the set of Confirmed DS Data. These cases are the set of data that were further adjusted to remove the non-waste contributions, as discussed next.
3.2.b Major Assumptions & Sources of Uncertainty:
The main assumptions for determining the decision criteria were to: 1) Require that either written documentation and/or enough other supporting information was needed to establish a consistent path from the ALO number to the DS as the sample source, and to 2) Use the four cases of definite non-DS locations to establish the "Young" gas criteria.
Both of these assumptions are considered conservative, in the sense that they eliminate data from questionable locations and that using the above 5.5%LFL of H2 in air as a cutoff tends to weight the acceptable cases towards the higher H2 concentrations.
Objective 3 -Data Adjustment
The goal of the third objective was to establish and apply calculation procedures for adjusting the observed mole-fraction data to account for the non-waste gas contributions. The presentation of these procedures is given in two parts. First, a short discussion is given about each source of non-waste gases and the prescriptions adopted to obtain their amounts. Then, the specific equations used to implement these prescriptions are presented. The final numerical results obtained by evaluating these equations are listed in Tables 4.a -4.c of the Appendix. (Values of some intermediate calculations are also given in these tables.) These results comprise the final "Adjusted" DS data goal of this report.
3.3.a Procedural Steps:
3.3.a.l Nan-Waste Sources and Calculation Prescriptions
Three sources of non-waste gases are considered in this report: the ambient atmosphere (air), purge gases used during core-drilling operations, and laboratory gases used for special sampler preparations. The air and purge-gas contributions dominate the non-waste sources because the sampling procedures followed by the IH&S technician allows for variable amounts of air and purge gas to be entrained into the DS grab sample. However, small amounts of non-waste gas from pre-sampling laboratory activities were detected. In particular, all detectable amounts of He were assumed to result from the special RGS helium "back-fill" procedure used to prepare some of those samplers. The procedures for determining the compositions and amounts from the air and purge gases are specified separately below.
3.3.a.l.l Air
The composition of the ambient atmosphere is taken from the standard reference (Lide 1994) ) used to represent an idealized composition for dry air at standard temperature and pressure (STP conditions). From this reference, the four largest components are N2,02, Ar, and C02, where the contributions from N2,02, and Ar comprise 99.96 % of the total standard volume. The percent volume concentrations of these four components and ratios calculated from those values are listed in Table 3 .a of the Appendix.
To determine the amounts of these species that result from air, 0 2 was assumed to be an atmospheric indicator or "tag" gas, whose observed value is unaltered by the waste environment over the time scale of interest.'). This assumption enables the values for the atmospheric amounts of N2, Ar, and COz to be calculated by multiplying the observed value of 0 2 times the appropriate scaling factors (ratios listed in Table 3 .a). The final procedure, therefore, was to identify the observed amount of 0 2 , and the appropriately scaled amounts of Nz, Ar, and COZ as the total contribution of non-waste gases resulting from entrained air.
3.3.a.1.2 Purge Gases
The type of purge gas associated with each DS case depended upon which core drill truck was used for sampling. The specific truck used for each sampling case was determined from the CFE Log files, where the daily activities of each drill truck are recorded. Using the documented tank names and sampling dates, the information in the CFE Log files was sufficient to establish the specific core drill trucks (and thus the specific purge gas) for each DS data set. These results are listed in the bottom half of Tables 1 .a -1 .d. Of the 16 Confirmed DS cases, these results show that 10 were Ar purged and 6 were N2 purged.
1) From various studies on actual waste-gas generation rates, fiee oxygen (not 02) appears to be liberated through radiolysis and then rapidly scavenged by the waste. See Shekkariz et al. (1997) for hrther discussion on use of O2 as an atmospheric tag gas for grab samples.
As for the amounts of Ar or N2 purge gas, no reliable method was found. This lack of quantification method is of no consequence for the Ar-purged cases, because the only other source of Ar is the atmosphere (i.e. the waste does not produce it). Thus, the observed amount of Ar is the total non-waste amount. However, N2 is produced by the waste, and the inability to determine the amount from N2 purging results in large uncertainties for those cases.
3.3.a.1.3 Summary of Prescriptions for Non-Waste Evaluations
For all the 16 Confrmed DS cases, the total observed mole fractions for 0 2 , Ar, and He are considered unambiguous non-waste contributions. For the 10 Ar-purged cases, the only source of non-waste N2 is the atmosphere, and thus the total non-waste amount of N2 is determined by the 0 2 atmospheric scaling method. For the 6 N2-purged cases, the amount of non-waste N2 from the atmosphere is also determined by 0 2 scaling, but the amount of non-waste N2 from purging is undetermined. The specific calculations used to implement these procedures are given next.
3.3.a.2 Calculation of Adjusted Mole Fractions
The numerical results for the final Adjusted DS mole fractions are obtained by evaluating the expression: To complete the definition of Eq.1, specific expressions for the NW input parameters ( g r w ) are constructed in accordance with the prescriptions given in the preceding section. From that discussion, only 4 (02, Ar, He, and N2) of the 13 observed mole fractions are influenced by NW sources. Moreover, the amounts for 3 of these are assumed to be unaltered by the waste environment, implying the NW parameters for these species are the observed mole fractions. These specifications are summarized in the following expression:
f," , for 02, Ar, and He 0 , for all other species grw = giz +gi,, forN2 I where giz and giz are the (yet to be specified) amounts of N2 from the atmosphere (A) and Nz purge (P) sources. Before specifying these N2 parameters, the following symbol is defined for the sum of the 3 unaltered (UA) non-waste amounts, As indicated in Eq.2, the non-waste amounts of Nz are evaluated differently from the other nonwaste gases. This difference arises because the waste produces N2, and proper deduction of that amount requires evaluation of the contributions from the non-waste sources explicitly. The atmospheric contribution is determined from the N2-to-02 scaling ratio in Table 3 .a, i.e. Eq. 4, For the (10) Ar-purged cases, the parameter gL2 = 0 in Eq.2, and the procedure for determining gi2 given in Eq.4 completes the specification of the input required to evaluate Eq. 1. The final results for these cases are given in Tables 4.a and 4.b. For the (6) N2-purged cases, the parameter g i 2 # 0, and an additional procedure is required to specify this parameter for those cases. Before presenting this additional procedure, a step-by-step evaluation for one of the Ar-purged cases is given as an example application of the above procedures.
3.3.a.2.1 Example Ar-Purged Calculation
The case chosen for this example is ALO Report number 95-09000, which was analyzed on 9/27/95, and was obtained from tank S-107, riser R-2, on 9/27/95. This case reference data is listed in the top information block of the final output tables (4.a-4.c). Note that the data listed below each case in these tables are grouped into two additional blocks of information. Table 4 .a, on the line labeled "G."
The next step is to use the observed value of 0 2 (20.2%) to evaluate Eq.4 for the atmospheric amount of N2 (75.3%), which is listed on the line labeled "N2 from 02." The non-atmospheric amount is defined as the difference between the observed amount of N2 (78%) and the atmospheric amount, i.e. (f,"z -gi2), and is given (as 2.71%) on the line labeled "NAtm.Nz." (In a similar manner, analogous values for the expected amounts of atmospheric Ar are also calculated and listed in the tables.
The last line of intermediate results, labeled "NCF," uses the mole fraction values of G and N2 from 0 2 to obtain the normalization correction factor (C) defined in Eq. 1. The numerical result is 0.0357 (= 1-0.21 14-0.753). This result completes the set of input parameters used to evaluate Eq. 1 and to obtain the set of final Adjusted percent mole fractions listed in the bottom information block of Table 4 .a. Note that the Adjusted N2 value is calculated by dividing the non-atmospheric N2 ("NAtm.NT) by NCF, whereas the other final values are just the observed mole fractions divided by NCF. This completes the discussion for the Ar-purged cases.
For the (6) N2-purged cases, an additional procedure is required to evaluate the non-waste input parameter, gC2, called for in Eq.2. This parameter represents the amount of N2 purge gas entrained into the sample; however, no reliable method was found for determining the exact amount of this type of purge gas. Thus, in the absence of any additional information, the only justified procedure is to take gC2 as equally likely to have any value over the full range of possible values. This range of possible values is determined from the amount of nonatmospheric N2, i.e. : ranging from a maximum value, f z a (for a = 0 ), to a minimum value of zero (for a = 1). Given that a zero value for waste-released N2 has never been observed, setting a = 1 was deemed highly unlikely. Instead, the minimum value of the N2 Adjusted mole fractions obtained from the (10) Ar-purged cases (f@ = 0.236) was used to set the maximum purge parameter, aMa .
To characterize this range of values for g i 2 , an average purge parameter, aAvg, was also determined by fixing a final Adjusted N2 midpoint value to be the average over the two extreme values, i.e. fi;g = 0.5(fEa + 0.236). The final procedure was to use these two fixed values to define the range of final N2 results, calculate the associated purge parameters, and then use those parameters to calculate the final mole fractions for the other species. The general expression used to calculate the purge parameters is obtained by inverting Eq. 1 to solve for a given a value of fi;, i.e. Equations 5 and 6 complete the definitions of the additional procedure required to evaluate Eqs. 1-4 for the N2-purged cases. The final results for these cases are listed in Table 4 .c. To demonstrate the application of this additional procedure, a step-by-step evaluation of one of the N2-purged cases listed in that table is given next.
Before giving an example Nz-purged calculation, it is worth noting that the two numbers used in all the tables for reporting the final results represent the best estimate and the range of total estimated uncertainty. Note that these two numbers are not the usual mean and standard deviation associated with a "Normal" distribution. Because this range is determined from the systematic uncertainties (and not the usual random uncertainties associated with repeated measurements and instrument precision), the best estimate is the midpoint over a range of equal probability, i.e. a flat distribution. For the Ar-purged calculations, the range of systematic uncertainty was taken to be 10 %, and the best estimate value was taken to be the value obtained without averaging. For the Nz-purged cases, the range of values was determined from the range of uncertainty in the amount of N2 from the purge.
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3.3.a.2.2 Example N2-Purged Calculation
The case chosen for this example is ALP Report number 96-00695, which was analyzed on 10/26/95, and was obtained from tank BY-1 10, on 10/24/95. This case is the first one listed in Table 4 .c. As with the previous argon ebample, the starting input is listed (under the second case) in Table 1 .a, and the parameters GUA, g,$, and C (associated with Eqs. 3,2, and 1) are determined from the observed percent ' ole fractions for 0 2 , Ar, and He. For this case, these values are 1.17%, 0.125%, and O%, resqectively; and they give the sum of unaltered non-waste amounts GuA = 1.295%. This result is listed in Table 4 .c, on the line labeled "G." The observed value of 0 2 is also used in Eq.4 to evadate the atmospheric amount ofN2 (4.36%), which is listed on the line labeled "Nz from 02." ' p .
Unlike the Ar-purged cases, a second e s timate of the atmospheric amount of Nz is made by using the N2-to-Ar scaling ratio (83.96) from able 3.a and the observed amount of Ar. This result (10.5%) is listed in Table 4 .c on the line labeled "N2 from Ar." The final value used for the g& parameter is the average (7.41%) from loth these scaling calculations (listed in the table as "Av.Atm.N2"). This value is subtracted, from the observed amount ofN2 (57.1%) to obtain the non-atmospheric amount of N2, i.e. (f& -g,&) , and is given (as 49.7%) on the line labeled "NAtm.Nz."
T As in the Ar-purged case, the normalization correction factor, C (Eq.1) is evaluated for no purge N2 ( g x = 0) by using the mole fraction values of " G and "Av.Atm.N2." The numerical result (0.913 = 1-0.01295-0.0741) is listed as 'NCF" in the table. Note this value represents the situation for maximum waste Nz, corresponding to the purge parameter a = Oin Eq.5, i.e. fSm = NAtm.N2/NCF (54.4%). These~values for NCF and fLa are used to determine the upper limits for the ranges of all the final Adjusted DS species.
6 to obtain aAvg. The the lines labeled "Av.X." (as 39.0%) and this value for the average purge parameter, an the midpoint values to the (For example, the upper limit for f {f is the sum of 39.0% and 15.4%.) These midppint values listed in the bottom information block of Table 4 .c complete the analysis for the N2-Purged cases.
In summary, the numerical evaluation procedures depend upon the type of purge gas used to obtain the sample. For the (IO) Ar-pur$ed cases, Eqs.1-4 are used to obtain the final Adjusted DS data. These results are listed in Tabhes 4.a and 4.b. For the (6) N2-purged cases, Eqs.5 and 6 are needed to estimate the additional nc N2-purged results are listed in Table 4 .1 associated with the DS data ovenvheln values listed in these tables describe th distribution.
3.3.b Major Assumptions & Sourcc
The major assumptions adopted in this
(1) The sources and type of no1 (2) The use of 0 2 as an atmosp environment), and (3) The use of an idealized atm to omit atmospheric gases f Of these issues, the uncertainties in at] 3.a were considered to play the most c this investigation, three possible sourc identified: calibration of the Mass Spe from the purge gas canisters. Some di At the top of this table, values for the sets of Mass Spec "Air Standard" data These Air Standard tests are perfomel Assurance procedure. Note that the ra significant figures) w i t h the reference Also in Table 3 .b, the measured v o l m components. These values are worth n volume, and it is assumed that all the g volume for any species is 22.41LImole approximation, with Ar deviating the n Finally in Table 3 .b are listed the critic that there may be some argon gas in thc distillation). Mass spec tests of varioui contamination.
HNF-1754 Rev.0 n-waste N2 contributions from purging activities. The , Because estimates of the systematic uncertainties all statistical uncertainties, the best estimate and error midpoint over a range of equal probability, i.e. a flat i of Uncertainty:
malysis were: .waste gas, eric tag gas (i.e. its amount is unaltered by the waste spheric composition to determine the scaling ratios used im the observed data.
iospheric composition and scaling ratios listed in Table  ucial role in this report, and were further explored. In s of uncertainty in these idealized values were trometer, deviation from an ideal gas, and impurities a relevant to these issues are listed in Table 3 .b.
lean and standard deviations were calculated from 8 data &en from January 6,1997 through August 11,1997. each week at the Mass Spec Lab as part of their Quality ios calculated from these data are consistent to three alues listed in Table 3 .a.
s per mole at STP are listed for the dominant ting because the reported mole fractions are in percent ses behave as ideal gases in the sense that the molar From Table 3 .b it is seen that this is a very good 3st from the others, with a 1.43% error.
1 temperatures for the dominant components, showing Nz purge gas (depending upon the quality of fractional commercially supplied N2 gas showed at most a 0.5% Ar I HNF-1754 Rev.0
RESULTS
In this section, the final Adjusted Drill-String gas data for N2, H2, and N20 that resulted from completing Objective 3 are displayed graphically in Figures 2 through 7 . The numeric values of the data shown in these figures are given the Appendix, Tables 4.a -4.c. The results from the intermediate steps (used to attain Objectives 1 & 2) are also tabulated in the Appendix. Note that the three gas species discussed in this section are the dominant species (in descending order) remaining after the non-waste gases are eliminated from the data. The fourth largest species is C&, which has values that are at least one order-of-magnitude smaller than the smallest value of N20. (Those values are also listed in the above tables.)
Adjusted Mole Fractions
Figures 2,3, and 4 show mole fractions as a function of an arbitrary, but unique sample number used to distinguish among the different cases. The data in these figures are from previous analyses of RGS measurements and the current analysis of the drill-string samples. Thus, the set of data shown here is the total set of data currently qualified as either retained or recently released waste gas. In these figures, the RGS data ( taken from Shekkariz 1997 and Mahoney 1997) are displayed as small solid diamonds, and the DS data as larger, hollow diamonds for the argon-purged cases and squares for the nitrogen-purged cases. The tank names from which the samples were taken are also given, and connecting lines are used to indicate data sampled from the same tank. Finally, for the cases where the uncertainty in value exceeds the size of the symbol, the range of that uncertainty is indicated with the vertical error bars. 
Distributions
From Figures 2 -4 it is observed that the mole-fraction data cover a wide range of values. To show how these data are distributed among the different values, histograms and cumulative percents of the above mole fraction data are given in Figures 5,6 , and 7. In these figures, the number of data values (counts) that occur within a given interval (bin) are plotted as vertical bars.
The horizontal axis shows the possible range of mole fractions (0.00 -1.00) and the numbers of counts for bins of 0.05 are given along the left vertical axis. Three different gray tones used to distinguish among the three different sets of data: the RGS counts are shown as white, the argonpurged DS counts are indicated with light gray, and the nitrogen-purged DS counts with dark gray. The right vertical axis is used for the cumulative percentages of each bin value shown as solid and hollow diamonds connected by solid and dashed lines. The solid diamonds are for the total RGS and DS counts, whereas the hollow diamonds show the cumulative percentage for the RGS counts only.
A crucial element in producing meaningful histograms is the choice of bin width, particularly for the wide variation in the data quality (error bands) shown in Figures 2 -4 . The choice of (0.05) bin width was based upon the quality and dominant amount (41 out of 57 values) of RGS data.
To account for the large degree of systematic uncertainty associated with the DS data, a "fractional counting" procedure was adopted. This procedure assigned a fractional count from a DS sample if its total range contained the 0.05 bin under consideration. The fractional value assigned to this count was determined by integer division of 0.05 by the total DS range of uncertainty. In this manner, the total number of counts is maintained and data with large amounts of uncertainty can be included with data of higher quality. 
SUMMARY & CONCLUSIONS
The work reported in this document covered the compilation and analyses of drill-string gas grab samples taken during waste-tank core sampling activities between September 1, 1995 and December 3 1,1997. Data and supporting documentation for 26 possible cases were obtained.
These cases were tested against specific criteria to reduce uncertainties associated w i t h in-tank sampling location and conditions. Of the 26 possible cases, 16 qualified as drill-string grab samples most likely to represent recently released waste gases. The data from these 16 "Confrmed" cases were further adjusted to remove non-waste argon or nitrogen purge gas contributions from core-sampling activities; nitrogen, oxygen, and argon from the atmospheric "background", and helium from laboratory sampler preparation.
The procedure for subtracting atmospheric, laboratory, and argon purge gases was unambiguous. No reliable method for determining the exact amount of nitrogen purge gas was established. Thus, the final set of "Adjusted" drill string gas data for the (6) nitrogen-purged cases had a greater degree of uncertainty than the final results for the (10) argon-purged cases. Including the appropriate amounts of uncertainty, this final set of data was added to the set of high-quality results from the Retained Gas Sampler (RGS), and good agreement was found for the N2, H2, and N20 mole fractions sampled from common tanks.
One immediate observation from this set of total gas data is that the frequency distribution of the H2 concentrations is bimodal in shape, with an upper bound of 78%. It will be interesting to see if future data will continue to show such a shape, and thus suggest that the limiting (or parent) distribution is indeed bimodal.
In conclusion, the results of this analysis indicate that under favorable sampling conditions, DS grab samples can provide reasonably accurate information about the dominant species of released gas. To assure such favorable conditions, it is recommended that DS grab sampling be requested for argon-purged activities. This recommendation supports the requirement to collect more data for elevated LFL's as stated in the current Data Quality Objective document (Bauer 1998, section 4.3.1, criterion 6 This section contains the tables of all the data referenced in body of this report. Note that the convention for reporting values of uncertainty in these tables is the standard method adopted throughout this report: Unless displayed, the uncertainty in any listed value is +/-one unit in the last significant figure. Unless stated otherwise, all calculated uncertainties will be determined by using the correlated error propagation procedure, i.e. "sums of errors" rules, instead of the uncorrelated error propagation procedure, i.e. "sums of errors squared" rules. The choice of the larger uncertainty is consistent with the overall (conservative) approach taken in this report. 
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